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Abstract—Sensor management is a stochastic control problem
where the control mechanism is directed at the generation of
observations. Typically, sensor management attempts to optimize
a certain statistic derived from the posterior distribution of the
state, such as covariance or entropy. However, these statistics
often depend on future measurements which are not available at
the moment the control decision is taken, making it necessary to
consider their expectation over the entire measurement space.
Though the idea of computing such expectations using a
particle filter is not new, so far it has been applied only to
specific sensor management problems and criterions. In this
memorandum, for a considerably broad class of problems, we
explicitly show how particle filters can be used to approximate
general sensor management criterions in the open loop and open
loop feedback cases. As examples, we apply these approximations
to selected sensor management criterions.
As an additional contribution of this memorandum, we show
that every performance metric can be used to define a cor-
responding estimate and a corresponding task-driven sensor
management criterion, and both of them can be approximated
using particle filters. This is used to propose an approximate
sensor management scheme based on the OSPA metric for multi-
target tracking, which is included among our examples.
Keywords: Sensor management, entropy, Kullback-Leibler
divergence, Re´nyi divergence, OSPA metric, particle filter.
I. INTRODUCTION
Sensor management is a control problem associated with
partially observed systems, where the control action aims to
influence the generation of observations (direct feedthrough)
and not the state of the system, generally with the goal of
obtaining the best possible estimation quality of the state given
limited sensing resources.
Typically the sensor management problem is formulated in
terms of minimization of a risk function related to the error
between the true state and the estimated state; this is the
so-called “task-driven” sensor management. An alternative is
instead attemping to improve (in some sense) the “information
content” of the distribution. This “information-driven” sensor
management consists of choosing the control decision that
maximizes some notion of information gain (or, alternatively,
minimizes some notion of uncertainty).
As it is well-known, when the goal function (i.e. the risk
function to be minimized or the reward function to be maxi-
mized) does not depend on the actual measurement, there is no
need to take the expectation over the measurement space. This
is the case, for instance, when the system is linear-Gaussian
and the criterion in question is the covariance of the MMSE
estimate. For general systems and criterions, however, the goal
function would depend on future measurements, which are not
known at the time the control decision is taken.
One approach, illustrated by Williams, Fisher and Wilsky
[1], is to use a linearized Gaussian approximation, which
results in covariance being assumed as measurement-
independent. This implies that a goal function based on
conditional entropy would also be measurement-independent
due to the relationship betweeen covariance and entropy in the
Gaussian case.
Another approach, shown by Zhao, Shin and Reich [2],
consists on applying an heuristic that uses an estimated mea-
surement in the computation of the goal function. Combined
with a grid-based discretization method, this approach does
not require linearization, neither imposes obvious restrictions
on the criterion to be chosen.
To the best of our knowledge, Doucet et al. [3] were the first
to propose the use of particle filters on the evaluation of sensor
management goals, which in this case was the Kullback-
Leibler divergence, although others were suggested. Simulated
measurements were used to address the continuity of the
measurement space. This approach fundamentally differs from
the previously described ones in the sense that it considers the
expectation of the goal function over the measurement space,
and it is thus optimal save for the inherent errors in the particle
approximation.
Subsequently, Kreucher, Kastella and Hero [4] proposed
using particle filters to implement the Re´nyi divergence crite-
rion, with the implementation explicitly described for discrete
measurement spaces. Another work of Kreucher, Kastella and
Hero [5] considered a sensor management criterion based on
maximization of the marginalized posterior density, with the
purpose of being compared with the Re´nyi divergence in terms
of performance.
This work is organized as follows. Section II describes the
sensor management problem for which the particle approxima-
tions proposed in this memorandum are valid. Section III gives
a short introduction to sensor management criterions. Section
IV describes how a general performance metric can be used
to define a corresponding estimate and a sensor management
criterion; this is used to define a criterion based on the
OSPA metric for multi-target tracking. Section V demonstrates
how particle filters can be used to approximate generic goals
for both continuous and discrete measurement spaces, for a
reasonably broad class of sensor management problems. We
consider only optimal solutions (i.e. with no errors other than
those resulting from particle approximations) for long- or
short-term, open loop (feedback) sensor management. Finally,
Section VI, as examples, shows the application of this method
to the previously discussed criterions.
II. MATHEMATICAL FORMULATION OF THE SENSOR
MANAGEMENT PROBLEM
Figure 1. Sensor management as a stochastic control problem
A representation of sensor management as a stochastic
control problem is shown on Figure 1. We consider a (static
or dynamic) scenario described by a state X , observed by a
measurement device composed of one or more sensors, with
the sensor observations Y corrupted by random errors. These
measurements are used as input to an estimator, which obtains
an estimate Ψˆ of a quantity of interest Ψ, in general a function
of X .
A feedback occurs through a sensor management device,
which uses Ψˆ or other statistics computed by the estimator to
select a control decision (or “sensing action”) U that affects the
generation of subsequent observations. Typically, U is chosen
by minimization (or maximization) of the expectation of a risk
(or reward) function γ(X,Y, U).
As we can see from Figure 1, the difference between sensor
management and the standard control problem is that, in
the first, the control decision aims to affect the generation
of observations (i.e. direct feedthrough input), while in the
second, it aims to affect the true state.
We will now assume certain properties of the class of
problems we are considering. At an arbitraty time k, let Xk
be the scenario state, Yk be the set of measurements, Uk be
the control decision (prior to generating Yk), Wk be a random
disturbance in process and Vk be a random measurement error.
Then, the assumed properties are
1) Xk+1 = f(k,Xk,Wk),
2) Yk = g(k,Xk, Vk, Uk),
3) The sequences {Wk} and {Vk} contain independent
elements, are mutually independent, and are independent
from the initial state X0.
We consider this problem a subset of the Partially Ob-
served Controlled Markov Process (POCMP) problem. We
will, however, avoid describing the problem as a Partially
Observed Markov Decision Process (POMDP) as done by
other authors, since the term rigorously only applies when the
decision space is discrete [6], and it does not distinguish the
sensor management problem from the regular control problem.
At time k + 1, the information state (the available infor-
mation prior to selecting control decision Uk+1) is given by
Zk = {Y1, . . . , Yk, U1, . . . , Uk}. Hence we have
Uk+1 = ηk (Zk)
= ηk (Y1 . . . Yk, U1 . . . Uk) (1)
where ηk is some function.
For this problem, it is possible to show that a sufficient
statistic is the density function given by p(xk|zk) (usually
referred as “filtering density”), and that we can infer the
following additional properties:
p(xk+1|xk, zk, uk+1) = p(xk+1|xk), (2)
p(xk|zk, uk+1) = p(xk|zk) and (3)
p(yk|xk, uk, zk−1) = p(yk|xk, uk). (4)
Finally, for an initial time k0 and a given time horizon H ,
the goal of sensor management is to select a control law η
that minimizes (or maximizes)
J˜(k0, zk0 , H, η) , E
[
k0+H∑
i=k0+1
γ(i,Xi, Yi, Ui)
∣∣∣∣∣η, zk0
]
(5)
where γ(i,Xi, Yi, Ui) is a goal function associated with time
i, and η = {ηk0+1, . . . , ηk0+H} is a feasible control law for
the system. We will from now on refer to J˜ as “expected goal”
to avoid confusion with the goal function γ.
A. Open and closed loop sensor management
Let us consider an initial time k0, an horizon H ≥ 1,
and a control law η. In this situation, we can use one of
three possible approaches for sensor management: closed loop
control (CLC), open loop control (OLC), and open loop
feedback control (OLFC).
1) Closed loop control: minimization of (5) is done over
all η such that Uk+1 = ηk (Zk) for k0 ≤ k < k0 +
H; therefore, it results in the so-called globally optimal
control law.
2) Open loop control: minimization of (5) considers only
η such that Uk+1 = ηk (zk0), i.e. the control law η does
not consider any information that become available after
the initial time k0. OLC is a much simpler problem than
CLC because since zk0 is known, Uk is not random but
deterministic. This means that instead of attempting to
find a control law η, we may just search the decision
space for the optimal values of Uk.
3) Open loop feedback control: basically a compromise
between the other two. At time k0, we find the open
loop control law η(k0) and make Uk0+1 = η
(k0)
k0
(zk0).
For time k0+2, instead of making Uk0+2 = η
(k0)
k0+1
(zk0)
as in OLC, we instead search for a new optimal open
loop control law η(k0+1) that uses the new available in-
formation zk0+1, i.e. we have Uk0+2 = η
(k0+1)
k0+1
(zk0+1),
and the process is repeated.
Although only CLC guarantees the globally optimal con-
trol law, its practical use is restricted. In principle, dynamic
programming allows the CLC problem to be represented as a
system of equations, but in practice, a solution can only be
obtained for very specific classes of problem (see [6]). For
these reasons, the CLC problem is not further considered in
this memorandum; interesting approximations, however, can
be found e.g. in [7], [8].
As for the other two approaches, one can prove that the
performance of the optimal OLFC is no worse than the optimal
OLC [9], but the difference in performance between OLFC and
CLC can be arbitrarily large. Nevertheless, OLFC is popular
approach because it is tractable as long as the OLC problem
is tractable. Some nice examples of application of OLFC can
be found in [1], [10].
III. SENSOR MANAGEMENT CRITERIONS
Different ways of selecting the goal function of the sensor
management problem have been proposed in the literature.
We distinguish two: task-driven and information-driven sensor
management. From now on, we are going to use the notation
µA|B to refer to the distribution of a random variable A
conditioned on a random variable or control decision B.
A. Task-driven sensor management
For the sensor management problem described in Section II,
let Ψ (a function of state X) be a quantity of interest to the
operator of the system; hence the estimate Ψˆ is the external
output of the estimator shown in Figure 1. Let now ǫ(Ψ, Ψˆ)
be a performance metric for our estimator, corresponding to
some measure of error between the true quantity Ψ and its
estimate Ψˆ.
In what we call task-driven sensor management, we directly
attempt to optimize the chosen performance metric, i.e. the
goal function is given by
γ(k,Xk, Yk, Uk) = ǫ(Ψk, Ψˆk). (6)
Naturally, we can define task-driven criterions that do not
precisely have form (6), such as when we use a performance
metric that is not function of the true state (for instance, the
maximum posterior probability suggested in [5]).
B. Information-driven sensor management
In information-driven sensor management, we attempt to
maximize the “information content” of the posterior, i.e. its
capacity of yielding (in some sense) useful information to the
operator, rather than attempting to maximize the quality of
the estimate. In this case, for the sensor management problem
described in Section II, the goal function may be given by
γ(k, Yk, Uk) = f(µXk|Yk,Uk,Zk−1) (7)
where f is some measure of information content of the
posterior distribution µXk|Yk,Uk,Zk−1 . Typically γ, although
a function of the distribution of X , is not a function of X
itself. Alternatively, instead of just looking at the posterior
distribution, we may attempt to maximize some notion of
information gain between prior and posterior distributions. In
this case, we have
γ(k, Yk, Uk) = f(µXk|Yk,Uk,Zk−1 , µXk|Zk−1) (8)
where f is some measure of information gain obtained by
moving from prior distribution µXk|Zk−1 to posterior dis-
tribution µXk|Yk,Uk,Zk−1 . Also, observe that µXk|Zk−1 =
µXk|Uk,Zk−1 due to properties (2) and (3).
1) The Kullback-Leibler (KL) divergence: The relative
Shannon entropy, or Kullback-Leibler (KL) divergence is a
measure of difference between two distributions. Consider a
pair of distributions µ and ν which respectively admit densities
p and q with respect to a dominating σ-finite measure ρ. The
KL divergence from µ to ν (or alternatively, from p to q) is
given by
DKL(p‖q) ,
∫
p(x) log
p(x)
q(x)
ρ(dx) (9)
where we apply the conventions log p(x)
q(x) = 0 for p(x) = 0
and q(x) = 0, and a/0 =∞ for a > 0. Note that the measure
is asymmetric in the sense that DKL(p‖q) 6= DKL(q‖p).
In information-driven sensor management, divergences are
used as criterions of form (8), i.e. they are considered to rep-
resent a notion of information gain between the prior and the
posterior distribution. Since the KL divergence is assymetric
w.r.t. its arguments, one may ask which order of the arguments
shall be used. Following the discussion in [11], if we consider
that minimization of Shannon entropy is desirable, the “cor-
rect” order corresponds to DKL(µXk|Yk,Uk,Zk−1‖µXk|Zk−1).
2) The Re´nyi (α-) divergence: The Re´nyi divergence or α-
divergence is a generalisation of the KL divergence. The α-
divergence from µ to ν (or alternatively, from p to q) is given
by
Dα(p‖q) ,
1
α− 1
log
∫
pα(x)q1−α(x)ρ(dx). (10)
where we apply the conventions pα(x)q1−α(x) = 0 for p(x) =
q(x) = 0, and a/0 = ∞ for a > 0. D0 and D1 are defined
using the limits from right and left respectively, which makes
D1 the same as the DKL. D0.5 has the special property that is
a true metric, in the sense that it is symmetric and obeys the
triangle inequality.
IV. RELATION BETWEEN PERFORMANCE MEASUREMENT,
ESTIMATION AND TASK-DRIVEN SENSOR MANAGEMENT
In this section, we will show that performance measurement,
estimation and task-driven sensor management are intrinsically
related problems, i.e. that the choice of a performance metric
leads to some corresponding optimal estimate, and those lead
to some corresponding optimal (task-driven) sensor manage-
ment criterion.
Let X be, without loss of generality, both the state and the
quantity of interest, Xˆ a general estimate of X , and ǫ(X, Xˆ)
a performance metric. Then, given the posterior distribution
µXk|Yk,Uk,Zk−1 , we can define an “optimal” estimate based
on ǫ and some function f by
Xˆk , argmin
Xˆ∗
k
EµXk|Yk,Uk,Zk−1
[
f
(
ǫ(Xk, Xˆ
∗
k)
)]
(11)
where we can naturally consider any appropriate distribution
of X instead of µXk|Yk,Uk,Zk−1 .
Now, we can use ǫ, f and Xˆk to define a task-driven sensor
management goal of form (6), which makes the optimal control
law (according to (5)) to be given by
η = argmin
η∗
EµXk0+1,...,k0+H,Yk0+1,...,k0+H |η∗,zk0[
k0+H∑
i=k0+1
f
(
ǫ(Xi, Xˆi)
)]
. (12)
Let us assume that H = 1, i.e. we have short-term sensor
management. In this case, since Uk0+1 = ηk0(zk0), the control
law always corresponds to open loop, and following our
discussion in Section II-A, we may perform the minimization
in the space of sensing actions U rather than in the space of
control laws η. Hence, for k = k0 + 1, we may rewrite (12)
as
Uk = argmin
U∗
k
EµXk,Yk|U∗k ,zk−1
[
f
(
ǫ(Xk, Xˆk)
)]
(13)
A. Example: RMS errors
As an example, let us take as performance metric the RMS
errors of X , i.e.
ǫ(X, Xˆ) :=
√(
X − Xˆ
)′ (
X − Xˆ
)
. (14)
If we choose f(a) := a2, the corresponding estimate is then
given by
Xˆk = argmin
Xˆ∗
k
EµXk|Yk,Uk,Zk−1
[(
Xk − Xˆ
∗
k
)′ (
Xk − Xˆ
∗
k
)]
(15)
which is the familiar MMSE estimate, and hence
Xˆk = EµXk|Yk,Uk,Zk−1 [Xk] . (16)
Using short-term, task-driven sensor management, the opti-
mal control decision is obtained by
Uk = argmin
U∗
k
EµXk,Yk|U∗k ,zk−1
[(
Xk − Xˆk
)′ (
Xk − Xˆk
)]
. (17)
Observe that, if Pk is the covariance of estimate Xˆk, this
criterion is actually equivalent to minimizing the trace of Pk,
since
EµXk,Yk|U∗k ,zk−1
[(
Xk − Xˆk
)′ (
Xk − Xˆk
)]
= EµYk|U∗k ,zk−1
[
EµXk|Yk,U∗k ,zk−1
[(
Xk − Xˆk
)′ (
Xk − Xˆk
)]]
= EµYk|U∗k ,zk−1
[
tr
(
EµXk|Yk,U∗k ,zk−1
[(
Xk − Xˆk
)(
Xk − Xˆk
)′])]
= EµYk|U∗k ,zk−1
[tr (Pk)] . (18)
B. Example: OSPA metric
The Optimal Subpattern Assignment Metric (OSPA) [12]
is a metric designed for the multi-target tracking problem,
and has some nice properties including meaningful physical
interpretation when the quantities compared have different
cardinalities, and generation of the standard topology used in
point process theory.
Consider the concatenated state X =
[
X ′(1) . . . X ′(T )
]′
,
where X(1) . . . X(T ) denote respectively the individual states
of targets 1 . . . T , and the corresponding estimate Xˆ =[
Xˆ ′(1) . . . Xˆ ′(Tˆ )
]′
, where the estimated number of targets Tˆ
may be different from the actual number of targets T .
The OSPA metric is defined as follows. Let 1 ≤ p <∞ be
an order parameter that penalizes estimated objects far away
from objects of the ground truth, and c > 0 be a cut-off
parameter that penalizes cardinality errors. Let also Πk be the
set of all permutations on {1 . . . k}, and d(c)(a, b) be defined
by
d(c)(a, b) = min (d(a, b), c) . (19)
where d(a, b) is the Euclidean distance between a and b.
Then the OSPA metric parameterized by p and c is defined
by
ǫ(c)p (X, Xˆ) ,
 1
Tˆ

 min
π∈ΠTˆ
T∑
j=1
d(c)
(
X(j), Xˆ(π(j))
)p
+ cp(Tˆ − T )




1
p
(20)
for T ≤ Tˆ , and ǫ
(c)
p (X, Xˆ) , ǫ
(c)
p (Xˆ,X) otherwise. By
choosing f(a) := ap, we may derive the corresponding
estimate based on the OSPA metric
Xˆk = argmin
Xˆ∗
k
EµXk|Yk,Uk,Zk−1
[
ǫ(c)p (Xk, Xˆ
∗
k)
p
]
. (21)
This estimate was first derived by Guerriero et al. [13],
which they called MMOSPA (Minimum Mean OSPA) esti-
mate. In their paper, for a density defined in a set space (i.e.
unordered density) and a class of densities defined in vector
spaces (i.e. ordered densities) that are jointly equivalent to this
unordered density, they verified that the MMSE estimate of
one of the ordered densities is equal to the MMOSPA estimate
with p = 2 and c = ∞, which is the same for the unordered
and ordered densities. The equivalence to MMSE is important
because it allows (21) to be more easily computed when the
mean of a distribution can be easily computed.
Finally, we may derive the corresponding short-term, task-
driven sensor management scheme, with the control decision
obtained by
Uk = argmin
U∗
k
EµXk,Yk|U∗k ,zk−1
[
ǫ(c)p (Xk, Xˆk)
p
]
. (22)
V. PARTICLE FILTER IMPLEMENTATION OF SENSOR
MANAGEMENT
In this section we discuss practical implementation of sensor
management criterions for non-linear non-Gaussian systems,
using particle filters. The reader is assumed to be familiar with
the standard SIR particle filter.
We consider only open loop control (OLC), i.e. control law
η is such that Uk+1 = ηk (zk0) for all k0 ≤ k < k0 + H .
Naturally, all results obtained for OLC can be used for open
loop feedback control (OLFC), as discussed in Section II-A.
In the OLC case, the expected goal (5) is given by
J˜(k0, zk0 , H, η)
=
∫
. . .
∫ ( k0+H∑
k=k0+1
γ(k, xk, yk, uk)
)
p(xk0+1, . . . , xk0+H
, yk0+1, . . . , yk0+H |zk0 , uk0+1, . . . , uk0+H)
× dxk0+1 . . . dxk0+Hdyk0+1 . . . dyk0+H (23)
where uk = ηk−1(zk0). Now, considering the problem de-
scribed in Section II, it is possible to see that, for k and l
such that k0 < k ≤ l, we have the properties
p(xk|xk0 , . . . , xk−1, uk, . . . , ul, zk−1) = p(xk|xk−1), (24)
p(xk0 |uk0+1, . . . , ul, zk0) = p(xk0 |zk0), (25)
p(yk|xk0+1, . . . , xk, uk, . . . , ul, zk−1) = p(yk|xk, uk) (26)
so after a few manipulations, the expected goal (23) becomes
J˜(k0, zk0 , H, η)
=
∫
. . .
∫ ( k0+H∑
k=k0+1
γ(k, xk, yk, uk)
)
×
k0+H∏
k=k0+1
p(yk|xk, uk)
k0+H∏
k=k0+1
p(xk|xk−1)
× p(xk0 |zk0)dxk0 . . . dxk0+Hdyk0+1 . . . dyk0+H . (27)
If we are using a particle filter to estimate the target states,
then the filtering density p(xk0 |zk0) is approximated by a set
of particles {x
(i)
k0
}Ni=1, where N is the number of particles
and we assume that the particles have identical weights. The
expected goal (27) is therefore approximated as
J˜N (k0, zk0 , H, η)
=
1
N
N∑
i=1
∫
. . .
∫ ( k0+H∑
k=k0+1
γ(k, xk, yk, uk)
)
×
k0+H∏
k=k0+1
p(yk|xk, uk)
k0+H∏
k=k0+2
p(xk|xk−1)
× p(xk0+1|x
(i)
k0
)dxk0+1 . . . dxk0+H
× dyk0+1 . . . dyk0+H . (28)
This approximation is by itself not particularly useful be-
cause we are still left with 2H integrals. What we do next
depends on the type of problem. If the measurement space is
continuous, or discrete with very large cardinality, we would
need simulated measurements in order to approximate the
expectations involving terms of form p(yk|xk, uk). In other
cases (i.e. discrete measurement spaces with sufficiently small
cardinality), we can analytically compute such expectations
as long as we can compute the expectations involving the
p(xk|xk−1) terms.
A. Expectation approximation techniques
We need to eliminate the integrals (or, in other words,
approximate the expectations) involving the terms of form
p(xk|xk−1) (and also p(yk|xk, uk) if simulated measurements
are necessary) from the expected goal (28). An intuitive idea
is to generate a new set of samples to eliminate each integral,
i.e. for the expectation of a function f(a) of some random
variable A, taken over density p(a), to make
∫
f(a)p(a)da ≈
1
NA
NA∑
i=1
f(a(i)) (29)
where {a(i)}NA is a set of samples of A, sampled according
to p(a).
The problem of this approach is that the computational cost
of the expected goal would be increased by a factor NA for
each integral to be eliminated. A simpler idea to keep only the
initial set of particles {x
(i)
k0
}Ni=1, and for k0 < k ≤ k0+H , re-
peatedly sample x
(i)
k ∼ p(xk|x
(i)
k−1) (and y
(i)
k ∼ p(yk|x
(i)
k , uk)
as necessary) for each particle i. This is equivalent to using
(29), but choosing NA = 1.
While at first glance this approach may look too simplistic,
the reader may notice that this sampling mechanism is exactly
the same used in the importance sampling step of the particle
filter. In fact, if the last importance sampling step was done us-
ing the Markov transition density p(xk0+1|xk0) as importance
function, we may promptly use the resulting set of particles
to eliminate the corresponding integral in (28).
We will now apply the described technique to approximate
(28). If using simulated measurements is necessary, we start
from (28) and repeately sample x
(i)
k ∼ p(xk|x
(i)
k−1) and y
(i)
k ∼
p(yk|x
(i)
k , uk), leading to the second approximation
J˜N (k0, zk0 , H, η)
=
1
N
N∑
i=1
k0+H∑
k=k0+1
γ(k, x
(i)
k , y
(i)
k , uk). (30)
In other cases, we just need to sample x
(i)
k ∼ p(xk|x
(i)
k−1)
since the expectation over the measurement space is not
necessary, so the approximation is used is
J˜N (k0, zk0 , H, η)
=
1
N
N∑
i=1
∫
. . .
∫ k0+H∑
k=k0+1
γ(k, x
(i)
k , yk, uk)
×
k0+H∏
k=k0+1
p(yk|x
(i)
k , uk)dyk0+1 . . . dyk0+H . (31)
B. Comments on practical implementation
As discussed in Section II-A, for OLC the optimal
uk0+1, . . . , uk0+H are deterministic and can be obtained by
searching the decision space, without the need to actually find
the control law η. If the decision space is discrete this can be
done by enumerating all possible decisions and evaluating the
expected goal for each of them. In the continuous case we can
use suitable minimization techniques such as gradient descent.
It is easy to see that the computational cost of searching the
decision space can increase exponentially with the horizon H .
Some heuristics to circunvent this problem can be found in
[14] and [1].
We should also note that while the complexity of computing
the expected goal for a single sensing action, for both (30) and
(31), seems to be only O(N), it can actually be more due to the
cost resulting from the computation of γ(k, xk, yk, uk). In fact,
for all examples in Section VI, the complexity of computing
γ(k, xk, yk, uk) is at least O(N), thus making the total cost
at least O(N2). If this cost is too high, it can be reduced,
as suggested in [3], by using only a subset (with cardinality
P < N ) of the original particles in the computation of the
expected goal. This subset can be constructed by multinomial
sampling.
Finally, we should remark that p(xk|xk−1) and p(yk|xk, uk)
are not unique choices of densities that can be used to sample
{x
(i)
k }
N
i=1 and {y
(i)
k }
N
i=1. In fact, Doucet et al. [3] mentioned
that better approximations can be obtained by using different
sampling functions.
VI. EXAMPLES
In this section, we will present some examples of particle
approximations of sensor management goals. We will consider
the previously discussed goal functions, simulated measure-
ments, and short-term sensor management, i.e. we will use
(30) with H = 1. After seeing these examples, the reader
shall be able to derive the correspondings expressions for other
cases (e.g. H > 1 and without simulated measurements) with
relative ease.
In the short-term sensor management case, we can take (27)
and make k = k0 + 1, so the expected goal becomes
J˜ =
∫ ∫
γ(k, xk, yk, uk)p(yk|xk, uk)p(xk)dxkdyk (32)
where we omit the conditioning on previous available in-
formation zk0 for brevity. With p(xk0) approximated by the
set of particles {x
(i)
k0
}Ni=1, we sample x
(i)
k ∼ p(xk|x
(i)
k0
) and
y
(i)
k ∼ p(yk|x
(i)
k , uk), and obtain the particle approximation
J˜N =
1
N
N∑
i=1
γ(k, x
(i)
k , y
(i)
k , uk). (33)
We will now derive expressions of the expected goal J˜N
for different goal functions γ. We note that the approximation
for the KL divergence has been provided by Doucet et al.
[3], although we provide a slightly different derivation. The
derivations of the other approximations are new, at least to
the best of our knowledge.
A. Re´nyi divergence
For the α-divergence (10), there are two possible goal
functions (given by the two possible order of arguments). The
most commonly used order corresponds to
γ(k, yk, uk)
= Dα(pXk|Yk,Uk‖pXk)
=
1
α− 1
log
∫
p(xk|yk, uk)
αp(xk)
1−αdxk
=
1
α− 1
log
∫
p(yk|xk, uk)
α
p(yk|uk)α
p(xk)dxk. (34)
Note that the order is irrelevant when α = 0.5, i.e. when
the α-divergence is symmetric. Substituing (34) in particle
approximation (33), we obtain
J˜N =
1
N
N∑
i=1
1
α− 1
log
∫
p(y
(i)
k |xk, uk)
α
p(y
(i)
k |uk)
α
p(xk)dxk
=
1
N
N∑
i=1
1
α− 1
log

 1
N
N∑
j=1
p(y
(i)
k |x
(j)
k , uk)
α
p(y
(i)
k |uk)
α

 . (35)
Observe now that we can approximate p(y
(i)
k |uk) according
to
p(y
(i)
k |uk) =
∫
p(y
(i)
k |xk, uk)p(xk)dxk
≈
1
N
N∑
l=1
p(y
(i)
k |x
(l)
k , uk) (36)
and thus the expected goal becomes
J˜N =
1
N
N∑
i=1
1
α− 1
log
N∑
j=1
p(y
(i)
k |x
(j)
k , uk)
α(∑N
l=1 p(y
(i)
k |x
(l)
k , uk)
)α
=
1
N
N∑
i=1
1
α− 1
(
log
N∑
j=1
p(y
(i)
k |x
(j)
k , uk)
α
− α log
N∑
l=1
p(y
(i)
k |x
(l)
k , uk)
)
. (37)
B. KL divergence
As we mentioned in Section III-B1, to ensure equivalence
with the entropy criterion, there is a correct order of arguments
to be chosen for the KL divergence, corresponding to
γ(k, yk, uk)
= DKL(pXk|Yk,Uk‖pXk)
=
∫
p(xk|yk, uk) log
p(xk|yk, uk)
p(xk)
dxk.
=
∫
p(yk|xk, uk)p(xk)
p(yk|uk)
log
p(xk|yk, uk)
p(xk)
dxk
=
∫
p(yk|xk, uk)p(xk)
p(yk|uk)
log
p(yk|xk, uk)
p(yk|uk)
dxk. (38)
We could, as done for the Re´nyi divergence, substitute (38)
in particle approximation (33). However, due to the presence of
p(yk|uk) in the denominator and the fact that the goal function
does not depend on xk, we can obtain a simpler expression by
substituing (38) in the non-approximated expected goal (32):
J˜ =
∫ ∫
DKL(pXk|Yk,Uk‖pXk)p(yk|xk, uk)p(xk)dxkdyk
=
∫
DKL(pXk|Yk,Uk‖pXk)
∫
p(yk|xk, uk)p(xk)dxkdyk
=
∫
DKL(pXk|Yk,Uk‖pXk)p(yk|uk)dyk
=
∫ ∫
p(yk|xk, uk)p(xk) log
p(yk|xk, uk)
p(yk|uk)
dxkdyk (39)
where we can then apply the particle approximation
J˜N =
1
N
N∑
i=1
log
p(y
(i)
k |x
(i)
k , uk)
p(y
(i)
k |uk)
=
1
N
N∑
i=1
log
p(y
(i)
k |x
(i)
k , uk)
1
N
∑N
j=1 p(y
(i)
k |x
(j)
k , uk)
. (40)
C. RMS errors
In order to apply the criterion based on RMS errors of the
MMSE estimate described in Section IV-A, we can use the
goal function
γ(k, xk, yk, uk)
= (xk − xˆk(yk))
′
(xk − xˆk(yk)) (41)
where xˆk is the MMSE estimate for time index k, and we
have emphasized its dependence on the measurement yk. We
can now substitute (41) in (33) and obtain
J˜N =
1
N
N∑
i=1
(
x
(i)
k − xˆk(y
(i)
k )
)′ (
x
(i)
k − xˆk(y
(i)
k )
)
(42)
where we can approximate xˆk(y
(i)
k ) as follows:
xˆk(y
(i)
k ) =
∫
xkp(xk|y
(i)
k , u)dxk
=
∫
xk
p(y
(i)
k |xk, u)p(xk)
p(y
(i)
k |u)
dxk
≈
∑N
j=1 x
(j)
k p(y
(i)
k |x
(j)
k , u)∑N
l=1 p(y
(i)
k |x
(l)
k , u)
. (43)
D. Covariance log-determinant
As shown by (18), for sensor management purposes, mini-
mization of the square of RMS errors (according to criterion
(41)) is equivalent to minimization of the trace of the covari-
ance matrix. However, we may think about minimizing its
determinant instead, or more precisely, the logarithm of its
determinant (a possible motivation is its equivalence to the
KL divergence criterion in the Gaussian case – see [11]).
The goal function for the criterion based on the covariance
log-determinant is given by
γ(k, yk, uk)
= log
∣∣∣∣
∫
(xk − xˆk(yk)) (xk − xˆk(yk))
′
p(xk|yk, uk)dxk
∣∣∣∣
= log
∣∣∣∣
∫
(xk − xˆk(yk)) (xk − xˆk(yk))
′
×
p(yk|xk, uk)p(xk)
p(yk|uk)
∣∣∣∣dxk (44)
where xˆk is the MMSE estimate. Substituting (44) in particle
approximation (33), we obtain
J˜N =
1
N
N∑
i=1
log
∣∣∣∣∣
∫ (
xk − xˆk(y
(i)
k )
)(
xk − xˆk(y
(i)
k )
)′
×
p(y
(i)
k |xk, uk)p(xk)
p(y
(i)
k |uk)
dxk
∣∣∣∣∣
=
1
N
N∑
i=1
log
∣∣∣∣∣ 1∑N
l=1 p(y
(i)
k |x
(l)
k , u)
×
N∑
j=1
(
x
(j)
k − xˆk(y
(i)
k )
)(
x
(j)
k − xˆk(y
(i)
k )
)′
× p(y
(i)
k |x
(j)
k , uk)
∣∣∣∣∣ (45)
where xˆk(y
(i)
k ) can be computed according to (43).
E. OSPA
For the OSPA metric described in Section IV-B, we can use
γ(k, xk, yk, uk)
= ǫ(c)p (xk, xˆk(yk))
p (46)
where ǫ
(c)
p is the OSPA metric defined by (20), and xˆ is the
corresponding estimate according to (21). Thus by substituting
(46) in (33), we obtain
J˜N =
1
N
N∑
i=1
ǫ(c)p (x
(i)
k , xˆk(y
(i)
k ))
p (47)
where xˆk(y
(i)
k ) is approximated according to
xˆk(y
(i)
k ) = argmin
xˆ∗
k
∫
ǫ(c)p (xk, xˆ
∗
k)
pp(xk|y
(i)
k , uk)dxk
= argmin
xˆ∗
k
∫
ǫ(c)p (xk, xˆ
∗
k)
p p(y
(i)
k |xk, u)p(xk)
p(y
(i)
k |u)
dxk
≈ argmin
xˆ∗
k
N∑
j=1
ǫ(c)p (x
(j)
k , xˆ
∗
k)
pp(y
(i)
k |x
(j)
k , u). (48)
Needless to say, computing (48) can be extremely difficult
due to the need of searching for the optimal xˆ∗k in the state
space.
If the number of objects is fixed, and we choose p = 2 and
c =∞, we may explore the relation with the MMSE estimate
as described in Section IV-B. For instance, for two targets, we
can use the following particle-based algorithm (proposed by
Svensson et al. [15]):
1) Set test = 0 and compute xˆk(y
(i)
k ) according to (43)
2) While test = 0, do
a) Set test = 1
b) For j = 1, . . . , N
i) If ‖xˆk(y
(i)
k ) − x
(j)
k ‖
2 > ‖xˆk(y
(i)
k ) − χx
(j)
k ‖
2
(where χx
(j)
k corresponds to x
(j)
k with the states
of both objects permuted) set test = 0 and make
x
(j)
k = χx
(j)
k (for this algorithm only)
c) Compute xˆk(y
(i)
k ) according to (43)
We have empirically verified that, in many cases, this al-
gorithm converges to the same OSPA-based estimate obtained
using (48), but its theoretical convergence properties have not
been yet studied in detail.
VII. CONCLUSIONS
In this memorandum, we derived approximations, based on
particle filters, for open loop (OLC) and open loop feedback
(OLFC) sensor management, which can be useful for both
practical problems and empirical studies on sensor manage-
ment criteria.
Our work may also be a good starting point for those
seeking solutions for closed loop (CLC) sensor management
or for reduction of computational cost of long-term OLC and
OFLC.
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