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On the Existence of Cyclic and Pseudo-Cyclic MDS Codes 
TATSUYA MARUTA 
Conditions for the existence of pseudo-cyclic MDS codes of dimension k (especially k =:: 5) are 
studied. Existence tables for cyclic or pseudo-cyclic [n, k]q-MDS codes are also given for q =:: 64, 
k::3,4,5. 
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1. INTRODUCTION 
I' We denote by Fq the Galois field of order q = ph, p prime. An [n, k]q-code means a 
1~ear code of length n and dimension k over Fq. An [n, k]q-code with minimum (Hamming) 
distanced is called maximum distance separable (MDS) if d = n- k + 1. Note that the dual 
code of an MDS code is also MDS, see [10, Chapter 11]. Let a be a fixed non-zero element 
of Fq. A code Cis a-cyclic if (x1,x2, ... ,Xn) E C implies (axn,XJ,X2, ... ,Xn-i) E C. A 
code C is called pseudo-cyclic (or semi-cyclic [ 11]) if C is a-cyclic for some a E F;, F; = 
Fq \ {0}. Pseudo-cyclic codes were first introduced by E. R. Berlekamp [2] using the name 
0
.f constacyclic codes. The dual code of an a-cyclic code is a-1-cyclic. 1-cyclic codes are 
Simply called cyclic. 
One of the most popular classes of codes in algebraic coding theory are Reed-Solomon 
Codes, which are cyclic MDS codes of length q - 1 over Fq. Our research problem is to find 
all n for which cyclic or pseudo-cyclic [n, k]q-MDS codes exist for given k, q. !0 avoid trivial cases we assume q ::: k and 3 =:: k =::: n - 3. It is well known that there 
~XIsts a pseudo-cyclic [n, k]q-MDS code if q = ±1 mod n or n = p and that (n, q) i= 1 
~plies n = p [9, 11,15,16], where (n, q) stands for the greatest common divisor of n and q. 
e can construct cyclic [n, k]q-MDS codes if q = 1 mod n or n = p [1, 10]. For the case 
q == -1 mod n, the following theorem is known. 
THEOREM A ([15]). When n divides q + 1, an a-cyclic [n, k]q-MDS code exists iff either 
0) n is odd, 
(2) n is even, q and k are odd, and a is a quadratic residue in Fq or 
(3) q is odd, n and k are even, and a is a quadratic non-residue in Fq. 
hOur aim is to find [n, k]q-MDS codes with q ¢. ±1 mod n and n i= p. Hence we assume 
t e following throughout this paper: 
ASSUMPTION. q ~ k, 3 ~ k ~ n -3, (n,q) = 1 and q ;f= ±1 modn. 
In Section 2 we give some new results on pseudo-cyclic codes and pseudo-cyclic MDS 
~odes. ~n Section 3 we survey known results on pseudo-cyclic MDS codes of dimension three. 
n Sections 4 and 5, necessary conditions for the existence of [n, k]q-MDS codes are given f~r k == 4, 5, and sufficient conditions are also given for some small n. In the last section we 
giVe existence-non-existence tables of cyclic or pseudo-cyclic [n, k]q-MDS codes for q =:: 64, 
k == 3, 4, 5. 
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2. PSEUDO-CYCLIC CODES AND PSEUDO-CYCLIC MDS CODES 
We associate the vector c = (co, ct, ... , Cn-1) e F; with the polynomial c(x) = L:7.:J c;xi. 
With this association an a-cyclic code C can be identified as an ideal of the ring Fq [x ]/ (xn -a). 
Hence we can treat pseudo-cyclic codes similarly to cyclic ones. 
Let C and C' be [n, k]q-codes. C and C' are equivalent if there exists a monomial matriX 
M with entries in Fq such that C' coincides with CM ={eM 1 c e C}. 
LEMMA 2.1 ([ 12]). Let C be an a-cyclic [n, k]q-code. If there exists an element {3 E Fq 
with {3n =a (e.g. if (n, q - 1) = 1), then there exists a cyclic [n, k]q-code which is equivalent 
to C. 
LEMMA 2.2 ([12]). Let 71 be an element of Fqd with Tin =a, a e F;. Puts= (n, r:f,:J qi) 
and n = rs. lfnlqd- 1 (i.e. n divides qd- I), then there exists an element {3 in Fq such that 
{3r =a. 
For a given matrix T we denote by 'T the transpose of T. The following theorem describes 
a parity check matrix for an a-cyclic code. 
THEOREM B ([11]). Let g(x) be a polynomial of degree kin Fq[X] dividing xn -a, a E F;. 
Then Cis an a-cyclic [n, n -k]q-code with the generator polynomial g(x) if!C is a code with a 
parity check matrix of the form[' P.' (PT).' (PT2), ••• .' (Prn-1)], where P = (1, 0, ... , 0) 
and Tis the companion matrix of g(x), i.e. 
0 1 0 0 
0 0 1 0 k 
T= ifg(x) = I:a;xi with ak = 1. 
0 0 0 1 i=O 
-ao -a1 -az -ak-1 
PROOF. We give a shorter elementary proof here rather than the original proof of [ 11 ]. Let C 
be an a-cyclic [n, n- k]q-code with the generator polynomial g(x). Let T be the companion 
matrix of g(x). Since g(T) = 0, we have rn = ah, where lk is the identity matrix of size k 
and 0 is the zero matrix. Put H =['Po.' P1 •... ,1 Pn-11. P; = PT;, Po= P = (1, 0, ... , 0). 
PTn =a P implies that H forms a parity check matrix of an a-cyclic [n, n- k]q-code by [11, 
Theorem 2]. We show that H is a parity check matrix of C. Let G be the canonical generator 
matrix of C, i.e. 
("' a1 ... ak-1 1 ao a1 ak-1 G= 
ao a1 ak-1 
where g(x) = L~=0 a;xi with ak = I. Since g(x) is the characteristic polynomial ofT, we 
have aoP + a1 PT + · · · + ak-1 prk-1 + PTk = P(Tk + ak-1 rk-l + · · · + a1 T + aolk) = 
Pg(T) = 0, whence G' H = 0. This completes the proof. 0 
For an a- 1-cyclic [n, k]q-code C, a e F;, the generator polynomial g(x) of the dual code 
cJ. is called the check polynomial of C. By Theorem B, C has a generator matrix of the form 
[' P.' (PT).' (PT 2), ••• ,1 (Prn-1)] ,where P = (1, 0, ... , 0) and Tis the companion matrix 
of g(x). On the other hand, g(x) can be written as g(x) = TI~=I (x- Tli ), 711, ... , Tlk E K, for 
some extension field K of Fq. Since cJ. corresponds to the ideal of Fq/(xn- a) generated 
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by g(x), c.L has a parity check matrix of the form 
( 
1 111 • .. 117-
1 
) 
1 n-1 112 • • • 112 
: : . . with 11/ = a for all i. 
. . . 
1 n-1 11k .. • 11k 
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Clearly, the Fqr-span of an a-cyclic code over Fq is an a-cyclic code over Fq'· Recall that 
e~ery square submatrix of size k of a generator matrix G of an [n, k]q-MDS code is non-
~ngular and that every square submatrix of G' is non-singular when G = [h, G'], see [10]. 
fr ence the Fqr-span of an MDS code over Fq is an MDS code over Fqr. These properties are 
equently used in this paper. 
hLEMMA 2.3 ([ 12]). If there exists no pseudo-cyclic [s, k]q-MDS code and ifs divides n, then t ere e · 
xzsts no pseudo-cyclic [n, k]q-MDS code. 
Le LEMMA 2.4 ([12]). Let C be a pseudo-cyclic [n, k]q-code with the check polynomial g(x). 
1 
1 g~ (x), g2(x), ~ .. , gs(x) be the irreducible factors ofg(x) over Fq. Putd = l.c.m. {deg g; (x); 
M::;: 1 :5 s}. If (n, qd- 1) =F n, then C has a codeword with weight two and hence C is not 
DS. 
f The following. lemma is concerned with the factorization properties of the check polynomial 
0 
a pseudo-cyclic MDS code. 
LEMMA 2.5. Let C be a pseudo-cyclic [n, k]q-MDS code with the check polynomial g(x). 
{1) If g(x) has i irreducible factors of degree d 2:: 2 with k = di 2:: i + 1, then nfu :::;: i, 
where u = (n, ~~l ). 
(2) If g (x) has m linear factors and i irreducible factors of degree d 2:: 2 with k = m + di, 
1 :::: i < kfd, then m :::;: (n, q - 1) :::;: i for d = 2 with m 2:: 2, or d 2:: 3 and 
1 :::: (n, q - 1) :::;: i + 1 ford = 2, m = 1. 
(3) If g(x) has e; irreducible factors of degree d;, i = 1, ... , D with k = L.f:1 e;d;, 1 < 
' d~ < d2 < ... < dv. and if (n, nP:1 q:~1 ) > k and L.f:1 (n, qd; - 1) < n hold, then 
either k :::;: 2D - 1 holds or there exists a prime number r dividing (n, d;) with r2in for 
some i, 1 :::;: ; :::;: D. 
PRooF. 
(1) Suppose that g(x) divides x"- a, a e F;. Let u = (n, qqd~/) and n = uv. By Lemma 
2.4 V divides q - 1. Thus we have x 11 -a = nf=1 (x" - {Jai) for some {3, a E F: by 
Lemma 2.2. Let f(x) be the product of all (x"- {Jai) such that (g(x), x" - {Jai) =F 1. 
If v > i then f(x) is a non-zero codeword of c.L with weight at most i + 1 :::;: k, a 
contradiction. · 
(2) Since g(x) has a linear factor, we may assume that C is cyclic by Lemma 2.1. Let 
(n, q- 1) = r, n = rs. Clearly r 2:: m. Let p be a primitve rth root of unity. Then we 
can Write x 11 - 1 = n/=1 (x 8 -pi). Let J be a collection of j's such that x' -pi has 
an irreducible factor of degree din g(x), 1 :::;: j :::;: r. Let x'- a be the product of all 
linear factors in x 11 - 1, a E F:. Put h(x) = (x'- a) njeJ(x'- pi). If r 2:: i + 1, then 
h (x) is a non-zero codeword of c.L with weight at most 2( i + 1) = 2(k - m +d) f d :::;: k 
except for the case d = 2, m = 1, giving a contradiction. For the case when d = 2 and 
m = 1, we get a contradiction similarly if r > i + 1. 
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(3) Suppose g(x) divides xn -a, a E F;, and that there exists no prime r dividing 
(n,d;) with r21n for any i, 1:::;: i::::: D. Since (n,nf:1 9:~-/) > k, we may re-
place (n, nf:1 9:~} 1 ) with n by Lemma 2.3. Put n; = (n, qd; - 1), n = n;n~ and 
m; = (n;, q- 1). Suppose m; > 1. Since m; divides n;, m7 divides n. Taking a prime 
r dividing m;, r divides 2:,~~~ 1 qe (= d1 mod r) for some j, whence r divides dj. a 
contradiction. Hence m; = 1 for any i, 1 :::;: i :::;: D. It follows that there exists an 
element {3; E Fq with {3;; =a. Let f(x) = nf:1 (xn; - {3;). Since g(x) divides f(x) 
and deg f(x) = L,f:, 1 n; < n, f(x) is a non-zero codeword of c.L with weight at most 
2° and hence k:::;: 2°- 1. 0 
COROLLARY 2.6. Let C be a pseudo-cyclic [n, k]9 -MDS code with the check polynomial 
g(x). If g(x) is irreducible over F9 , then L,~,:J qi = 0 mod n. 
COROLLARY 2.7. Let C be a pseudo-cyclic [n, k]9 -MDS code with the check polynomial 
g(x). If g(x) has an irreducible factor of degree k- 1 over F9 , then 2:,~,:~ qi = 0 mod n and 
(n, q- 1) = 1. 
LEMMA 2.8. If d = 2 and (n, q- 1) = 2 in Lemma 2.5(2), then q = 4t- 1 mod n = 8t for 
some integer t, and k is odd. 
PROOF. Since d = (n, q- 1) = 2 implies nlq2 -1 and ! lq + 1, we have 41n. Since 4 does 
not divide q- 1, we have 41(n, q + 1). Hence n = 8t for some integer t. Since 4tlq + 1 and 
q '¥= -1 mod n, we obtain q = 4t - 1 mod n = 8t. By Theorem A, there does not exist a 
cyclic [4t, k]9 -MDS code if k is even. Hence k must be odd. 0 
THEOREM 2.9. Let C; be a cyclic [n, n -k]9 -MDS code with the generator polynomial g;(x) 
and with the minimum distance d;, i = 1, 2. 
(i) If both 8I(X) and g2(x) are irreducible over Fq and ifd1,d2 2::: 3, then C1 and C2 are 
equivalent. 
(i i) If each g; (x) has an irreducible factor of degree k- 1 over F9, i = 1, 2, and if d1, d2 ~ 5 
with k 2::: 4, or d1, d2 2::: 3 with k = 3, then C1 and C2 are equivalent. 
PROOF. 
(i) Suppose that both g1 (x) and g2(x) are irreducible over F9 • Let g1 (x) = n~=l (x -T]qi) 
and 82(X) = n~=l(x -T];qi), 1 < j < n, where 1] is a primitive nth root of unity. 
Puts = (n, i), n = sn'. If s > 1, then g2(x) divides xn'- 1, n' < n, whence C2 
has a codeword with weight two, a contradiction. Hence s = 1, which implies that 
{1, 2, ... , n} ~ {i, 2i, ... , ni} is a permutation under modulo n. C2 has a parity check 
matrix whose columns consist of 
{'( ij ijq ijqk-1)· • - 1 2 } - {'( j jq jqk-1)· • - 1 2 } 1J ,1] , ... ,1] ,J-, , ... ,n- 1J ,1] , ... ,1] ,J-, , ... ,n. 
Hence C1 and C2 are equivalent. 
(ii) Suppose that each of g1 (x) and g2(x) has an irreducible factor of degree k- 1 over F9 • 
Let 81 (x) = (x - 1) n~:! (x - 17q1) and g2(x) = (x - 1) n':! (x - 7Jiq\ l < i < n, 
where 17 is a primitive nth root of unity. Put s = (n, i), n = sn'. If s > 1, then g2(x) 
divides (x - l)(xn' - 1), giving a contradiction for k ~ 4. When k = 3 we obtain 
q = 4t- l mod n = 8t for some integer t (see [12]). Supposes > 1. If i is even, then 
g2 (x) divides x 41 - 1, a contradiction. If i is odd, then s divides t and g2 (x) divides 
x8''- 1, t = st', a contradiction again. Hence s = 1 fork ~ 3. The remainder is similar 
with the case (i). 0 
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. Let C be a pseudo-cyclic [n, k]q-code with the check polynomial g(x). Assume that g(x) 
IS }' ' k 
. sp ttting as g(x) = Di-l (x- TJ;), TJi e K, where K is some extension field of Fq. Then C 
IS MDS if -
for any distinct i 1, ••• , ik with 1 ::: i i ::: n. 
THEOREM 2.10. Let C be a pseudo-cyclic [n, k]q-code with ~he check polynomial g(x). As-
sume that g(x) is irreducible over Fq. i.e., g(x) = D~=l (x- TJq') for some TJ E K = FqL Then 
C is MDS iff det(r/il )J~j.l~k =1 0 for any distinct i 1, ... , ik with 1 ::: i j ::: n. 
PROOF. Suppose that C is MDS and that det Sk = 0 for some distinct i 1, ••• , ik with 
1 ~ij~n.where ( ~·· 7Ji2 TJi' l TJi,q TJi2q TJi,q s, = . 1 ::: t ::: k. TJ;,~t-l i2qt-l . 1-1 TJ TJ''q 
R~placing ik with other i i if necessary, there exists (ajk-1), ... , ajk-1)) e Kk-i \ (0, ... , 0) 
With I k-1 
k-1 
L (k-1) i ·qt ikqt a;. TJ' = TJ J for e = 0, 1' ... ' k - 1. j=l 
Raising to the qth power, we obtain 
k-1 L( (k-l))q i ·qt - ikqt a;. TJ' - TJ 
J 
for e = 0, 1' ... ' k - 1. 
j=l 
Renee det Sk-I = 0 or a0k-J) e Fq. j = 1, ... , k- 1. If det Sk-I = 0, then we similarly get 
det S - 0 Ck-2> F. · - 1 k - 1 d k-2 - or a;1 e q• J - , ... , , an so on. 
On the other hand, we have detS2 = TJitCq+l)(TJi2-i1- 7JCi2-it)q) =1 0. Indeed, if TJi2-i1 e Fq. 
then g(x) divides xi2-i1 - {3 for some {3 e Fq. a contradiction. It follows that 
detS, =j:. 0 and ajt) e Fq. l::: j::: t, for some t (2::: t::: k- 1). 
J 
Renee c.L has a non-zero codeword with weight at most k, giving a contradiction. 
The converse is trivial. D 
~e denote by m(k, q) the maximum value of n for which there exists an [n, k]q-MDS code. 
It Is well known that m(3, q) =q + 1 if q is odd, and m(3, q) = q + 2 if q is even [6, 10], 
but there exists no pseudo-cyclic [q + 2, 3]q-MDS code for even q [11, 15]. We have also 
known that m(k, q) = q + 1 for q ::: k, k = 3, 4 [7, 8]. On the other hand, there exists a 
[q + 1, k]q-MDS code for any q =:: k by Theorem A. Hence our research of n for which a 
Pseudo-cyclic [n, k]q-MDS code exists is restricted by the following theorem fork= 3, 4, 5. 
THEOREM C. The maximum value of n for which there exists a pseudo-cyclic [n, k]q-MDS 
code is q + l fork= 3, 4, 5. 
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LEMMA 2.11. If q = ph = m mod n (1 ::: m < n - 1) with m = p'- for some l, 1 ::: l <h. 
then no cyclic [n, k]q-MDS code exists fork = 3, 4, 5. 
PROOF. Let C be a cyclic [n, n - k]q-MDS code with the generator polynomial g(x). 
Suppose q =ph = m mod n (1 ::: m < n- 1) with m = pi for some l, 1 ::: l < h. Since 
g(TJ) = 0 implies g(TJq) = g(TJPt) = 0, we have g(x) e Fpt[x]. On the other hand, any k 
columns of a parity check matrix [1 P.' (PT),' (PT2), ••• ,t (Prn-1)] of C must be linearlY 
independent, where P = (1, 0, ... , 0) and T is the companion matrix of g(x). Hence the 
[n, k]pt-code with the check polynomial g(x) is MDS. By Theorem C we obtain n ::: p'- + 1 "' 
n, a contradiction. CJ 
As we see later (in Notes 1 and 4), the only possible cases when there exist no cyclic but 
pseudo-cyclic [n, k]q-MDS codes for 3 ::: k ::: 5 are (i) k = (n, q- 1) = 3 with niq2 + q + 1 
and (ii) k = (n, q - 1) = 5 with n lq4 + q3 + q 2 + q + 1. Corollary 2.6 and Lemma 2.11 induce 
the following. 
CoROLLARY 2.12. Let C be a pseudo-cyclic [n, n- k]q-code with the generator polynomial 
irreducible over Fq fork = 3 or 5. If (n, q- 1) = k and if q = ph = m mod n (1 ::: m .::: 
n/ k- 1) with m = p'- for some l, 1 ::: l < h, then C is not MDS. 
PROOF. Let C be a pseudo-cyclic [n, n- k]f~DS code satisfying the conditions of Corol-
lary 2.12. Put n = ks. Since n divides .E~,:-0 q1 , we haves ::: 7 fork = 3 and s ::: 11 for 
k = 5, and (s, q-1) = 1. Hence, by Lemmas 2.1 and 2.3, there exists a cyclic [s, n-k]q-MDS 
code with q = p'- mods, 1 ::: p'- < s- 1, which is contradictory to Lemma 2.11. 0 
3. PSEUDO-CYCLIC MDS CODES OF DIMENSION THREE {MARUTA [12, 13]) 
We survey known results on the existence of pseudo-cyclic MDS codes of dimension three, 
whose proofs are given in [12, 13]. 
THEOREM 3.1. Let C be a pseudo-cyclic [n, 3]q-MDS code. Then C must satisfy one of the 
following conditions: 
(i) Sin, q = n/2- 1 mod n, n/2 'I pl + 1 (1 ::: l < h), 
(ii) niq2 + q + 1, n < q - 1. 
The converse is also true except for finitely many primes p. 
THEOREM 3.2. Lett and m be positive integers (2 ::: m < n - 1). If n and q satisfy the 
following (i) or (ii), then there exists a pseudo-cyclic [n, 3]q-MDS code except for finitely many 
primes p: 
(i) n = St, q = 4t- 1 mod n, pt "!4t- 1 (1 ::: l < h), 
(ii) nlm2 + m + 1. q = m mod n. 
NOTE 1. For a pseudo-cyclic [n, 3]q-MDS code C with the check polynomial g(x), (i) is 
the case when g(x) has an irreducible factor of degree two over Fq. and (ii) is the case when 
g(x) is irreducible over Fq. Since (q- 1, q2 + q + 1) = 1 or 3, there exists a cyclic code 
which is equivalent to C iff (n, q - 1) 'I 3. For given n, q satisfying the above (i) or (ii), 
cyclic [n, 3]q-MDS codes are unique up to equivalence by Theorem 2.9. The uniqueness of 
pseudo-cyclic [n, 3]q-MDS codes satisfying (ii) with 31n has been proved using a geometric 
method [17]. See also [14]. 
THEOREM 3.3. Fort ::: 7 and q satisfying q = ph = 4t - 1 mod St, there exists a cyclic 
[St, 3]q -MDS code except for the cases: 
Cyclic and pseudo-cyclic MDS codes 
{1) P == 4t- 1 fort = 1, 2, 3, 
<2> P == 47,79 fort= 4, 
(3) P==19,59fort=5, 
(4) P == 23, 71, 263 fort= 6, 
(5) P == 3, 83for t = 7. 
THEOREM 3.4. There exists a pseudo-cyclic [n, 3]q·MDS code, q =ph, with 
{1) n == 7, q = 2, 4 mod 7, p #- 2, 
(2) n == 13, q = 3, 9 mod 13, p #- 3, 
((3) n == 19, q = 7, 11 mod 19, p #- 7, 11, 4) n == 21, q = 4, 16 mod 21, p #- 2. 
4. PSEUDO-CYCLIC MDS CODES OF DIMENSION FOUR 
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LE~~A 4.1. Let C be a pseudo-cyclic [n, 4]q-MDS code with the check polynomial g(x). If 
g(x) is irreducible over Fq. then 
{1) 41n implies q = 1 mod 4, 
(2) there exists no integer r > 2 with ri(n, q + 1) and (r, q - 1) = 1. 
PRooF. Let g(x) be the check polynomial of C with g(x)ixn- a, a e F;. 
{1) By Corollary 2.6, 41n implies (q - 1, 4) = 2 or 4. Suppose 4in and (q - 1, 4) = 2. 
Note that -1 is not a quadratic residue in Fq. Clearly C is not MDS if a is a quadratic 
residue. If a is not a quadratic residue, there exists {3 e Fq with {32 = -a. Let n = 4s. 
If 2{3 is a quadratic residue, we have xn- a= (x2s + yxs + {J)(x2s- yxs + {J), where 
Y E Fq with y 2 = 2{3. It implies that c.L contains a codeword with weight 3 and 
hence Cis not MOS. Similarly we can deduce that for the case when -2{3 is a quadratic 
residue. 
(2) Suppose n = rs, r > 2 with rl(n, q + 1) and (r, q- 1) = 1. Then we have p e Fq2 of 
order rand {3 e Fq with {3' =a. Hence xn -a = n~=l (xs- {Jpi). Taking 11 E Fq4 with 
C(T/) == 0, we have T/s = {Jpj for some j, 1 :::: j :::: r. Put f(x) = (xs- {Jpj)(xs- {Jpjq). 
Then g(x) divides f(x) E Fq[x] and f(x) #- xn -a by r > 2. We have 1 < wt(f(x)):::: 
3, where wt(f(x)) stands for the weight of a codeword in c.L corresponding to f(x), 
and hence Cis not MOS. D 
fi THEOREM 4.2. Let C be a pseudo-cyclic [n, 4]q-MDS code. Then C must satisfy one of the 
ollowing conditions: 
(i) q2 + q + 1 = 0 mod n, (n, q- 1) = 1, 
( . ') 2 11 q = -1 mod n, n odd. 
PRooF. Let g(x) be the check polynomial of C with g(x)ixn- a, a e F;. Suppose that 
~(x) consists of two irreducible factors of degree two over Fq. By Lemmas 2.4, 2.5 and 
e Assumption, we have n/2 = (n, q + 1) and 4jn. Since no pseudo-cyclic [n/2, 4]q-MDS 
code exists by Theorem A, we get a contradiction. Hence g(x) must be irreducible over Fq 
~r g(x) must have an irreducible factor of degree three over Fq. If g(x) has an irreducible 
. a~ tor of degree three over Fq, then (i) must be satisfied by Corollary 2. 7. Suppose that g (x) 
IS .Irreducible over Fq. By Corollary 2.6, n divides q 3 + q2 + q + 1 = (q + l)(q2 + 1). If 
q IS even, then n must be odd and (q + 1, q- 1) = 1. By Lemma 4.1(2), nlq2 + 1 must be 
satisfied. If q is odd, we have (q + 1, q- 1) = (q + 1, q 2 + 1) = 2. From Lemma 4.1(2), 
there exists no prime e > 2 dividing (n, q + 1). Hence (n, q + 1) = 2s for some s (~ 0). 
By Lemma 4.1(1) we gets :::: 1. Supposes = 1 and 41n. Put n =2m. Then m is even and 
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divides q2 + 1. Since a is a quadratic residue in Fq2, Theorem A implies that there exists ~0 . 
a-cyclic [m, 4]-MDS code over Fq2 and hence over Fq. Therefore we have either s = 1 wttb 
n = 2 mod 4 or s = 0, which induces njq2 + 1. If n is even, we can also get a contradiction 
setting m = n as the above m. Hence (ii) must be satisfied. Cl 
NOTE 2. The condition of the above (ii) implies (n, q- 1) = 1 since (q- 1, q2 + 1) :::: 2. 
Thus, pseudo-cyclic [n, 4]q-MDS codes satisfying the above (i) or (ii) are equivalent with 
cyclic ones by Lemma 2.1 and hence they are unique up to equivalence by Theorem 2.9. 
Can we really construct cyclic [n, 4]q-MDS codes when (i) or (ii) of Theorem 4.2 is satisfied? 
We give an answer of this question for n = 13 below. 
THEOREM 4.3. If n = 13 divides q2 + q + 1, then there exists a cyclic [13, 4]q-MDS code, 
q = ph' iff p :;6 2, 3. 
PROOF. Note that 13iq2 + q + 1 implies q = 3 or 9 mod 13. Assume p :;6 2, 3. Let C be , 
a cyclic [13, 4]q-code with the check polynomial g(x). Since (q2 - 1, 13)=1 and q = 3 or 9 
mod 13, g(x) = (x- 1)(x- 17)(x- 173)(x- 179) for some 17 E Fq3· We assume that 17 is a ' 
primitive nth root of unity. C is MDS if all the matrices · 
1 :::: t < u < v < w :::: 13, 
are non-singular. Put f(i, j, k) = detS where i = u - t, j = v- t and k = w- t. 
We must see f(i, j, k) :;6 0 for (~2) = 220 (i, j, k)'s, 1 :::;: i < j < k < 13. But by 
the cyclicity and f(qi, qj, qk) = f(i, j, k)q, it is sufficient to investigate f(i, j, k) :;6 0 
for (i, j, k) = (1, 2, 3), (1, 2, 4), (1, 2, 5), (1, 2, 6), (1, 2, 7), (1, 2, 8), (1, 2, 9), (1, 2, 10), 
(1, 2, 11), (1, 3, 4), (1, 3, 5), (1, 3, 7), (1, 3, 8), (1, 3, 9), (1, 4, 6), (1, 5, 7), (1, 5, 11), (1, 6, 8), 
(1, 8, 10). f(l, 2, 3) is ofVandermode type and hence f(l, 2, 3) :;6 0. Since 17 13 = 1, f(i, j, k) 
is calculated to be of degree at most 12. Let H(x) E Z[x] with H(17) = f(l, 2, 4). Then 
H(172) = - f(l, 2, 8), H(174) = f(l, 2, 11), H(177) = f(l, 2, 7). Since n = 13 is prime. 
f(l, 2, 4) :;6 0 iff f(l, 2, 8) :;6 0 and so on, say (1, 2, 4)"' (1, 2, 8) "'(1, 2, 11)"' (1, 2, 7). 
We also get (1, 2, 5) "' (1, 2, 10) "' (1, 3, 8) "' (1, 5, 7), (1, 2, 6) "' (1, 2, 9) "' (1, 3, 5) "" 
(1, 3, 7), (1, 3, 4) "' (1, 6, 8), (1, 3, 9) "' (1, 4, 6) "' (1, 5, 11) "' (1, 8, 10). Hence we need 
to see f(i, j, k) :;6 0 only for (i, j, k) = (1, 2, 4), (1, 2, 5), (1, 2, 6), (1, 3, 4), (1, 4, 6). Let 
G(x) = (x 13 - 1)/(x- 1). We show (G, H) = 1 by the euclidean algorithm. Since q = 3 
or 9 mod 13 we have p '¢ 1, 5, 8, 12 mod 13. We suppose p ¢ {2, 3, 7, 11}. Then we can 
calculate R;, 1 :::;: i :::;: 8 as follows: 
R1 = 2G + H, R2 = -2H- (x- 1)Rt. R3 = R1- (4x + 12)R2. 
R4 = {5 ·ll2R2- (llx -45)R3}/(-4), 
Rs = {72 · R3- (5 · 7 · llx + 5 · 13 · 31)R4}/112, 
R6 = {-32 · 134 R4 + (3 · 7 · 132 -5 · 19 · 167)Rs}/(5 · 72), 
R1 = {14292 Rs- (3 · 132 · 1429x- 2 · 347771)R6}/(34 · 134), 
Rs ={52 · 72 ·132R6- (5 · 7 · 13 · 1429x- 3 · 17 · 472)R?}/14292. 
And we have R(R1, Rs) = 33 ·58 . 78 ·138, where R(R7, Rs) stands for the resultant of R1 
and Rs. 
When p = 7, R; (1 :::;: i :::;: 4) are as above and 
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and R(R6, R?) = 3 =f. 0. 
When P=ll, R;(1 :s i :s 3) are as above and 
R4 = 5R2- (x2 - 2x -7)RJ, Rs = -2R3 + (5x- IO)R4, 
R6 = R4- (x - 1)Rs, R7 = 3Rs - (x + 2)R6, 
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and R(R6, R7) = 3 =f. 0. 
~It follows that j(l, 2, 4) =f. 0 if p =f. 2, 3. Similarly we can also prove f(i, j, k) =f. 0 
[~; (i, j, k) = (1, 2, 5), (1, 2, 6), (1, 3, 4), (1, 4, 6) if p =f. 2, 3, whence there exists a cyclic 
• 4]q-MDS code if p =f. 2, 3. 
If P = 3, then there exists no cyclic [13, 4]q-MDS code by Lemma 2.11. 
If Assume P = 2. Since the multiplicative order of 2 mod 13 is 12, ph = 3 mod 13 iff 4Jh. 
T ence g(x) e FJ6[X]. We may assume q = 16. Let g(x) = x4 - ax3 - bx2 - ex- d and let 
be the companion matrix of g(x) and P = (1, 0, 0, 0). By Theorem 8 in Chapter 11 of [10] 
~~by Theorem A any square submatrix of [1(PT4), 1 (PT5 ), ••• • ' (PT 12)] is non-singular if 
Is MDS. Note that PT5 = (ad, ac + d, ab + c, a2 +b) and n = q- ..;q + 1. Now g(x) 
can be written as follows: 
g(x) = (x + 1)(x3 + yx2 + y.;qx + 1), y = 71 + T/q + 71q
2
, 
Where T/ is a primitive nth root of unity. Hence 
12 
ac + d = (y + 1)-.(q+l + 1 = L 71; = 0, 
i=O 
Which implies that there exists no cyclic [13, 4h6-MDS code. 0 
if CoN~ECTURE. Let 6 :s n :5 q- 2, q = ph. There exists a pseudo-cyclic [n, 4]q-MDS code 
f nlm + m + 1, q = m mod n, pl =f. m (1 :s i < h, 2 :5 m < n- 1) and n =f. q - ..;q + 1, 
n ¢0 mod 3. 
NOTE 3. There exists no cyclic [q- ..;q +I, 4)q-MDS code for q = 72. Indeed, for n = q-
y'q+ 1, the check polynomial g(x) can be written as g(x) = (x -l)(x3 -yx2+y.;q x-1), y = 
1J + T/q + T/q
2
, where 71 is a primitive nth root of unity. Let F49 = F7[a ], a 2 +a + 3 = 0. Put t == X 3 -a; x2+a7i x -1. Then x43 -1 = (x -1)/3/4/I0/11 /J9hohi!22hshsh9/3J/37!44· 
t g;(x) == (x-l)j; = x4-ax3"-bx2-cx-d. Note that (g;(x)) and (g_;q;(x)) are equivalent, 
;he~e (g; (x)) stands for the code corresponding the ideal of Fq [x ]/ (xn -I) generated by g; (x ). 
or '. =3, ac + d = 0. For i =4,20 we have b = 0. Let Pj = P T J, where T is the companion 
~atrix of g(x) and P = (1,0,0,0). Fori= 10 we have P1s = (a31 ,0,a5,a 18). For 
~.==11, [' Ps,' P6] has a singular submatrix. Fori =19, [1 P2o.' P26l has a singular submatrix. 
Mtnally fori =25, [' P22.' P23] has a singular submatrix. Hence there exists no cyclic [43, 4]49-DS code. 
Similarly we can also prove the non-existence of cyclic [q - ..;q + 1, 4]q-MDS codes for 
q == 92, 132, 
THEOREM 4.4. If n = 13 divides q2 + 1, then there exists a cyclic [13, 4]q-MDS code, 
q ==ph, iff p =f. 2, 5. . 
PRooF. By Lemma 2.11 we may assume p =f. 2, 5. Let C be a cyclic [13, 4]q-code with 
the check polynomial g(x). Since (q4 -1, 13)=1 and q = 5 or 8 mod 13, g(x) = (x- 'f/)(X-
~q)(x- 71q 2)(x- 71q 3 ) for some 71 e Fq4, where 71 is a primitive nth root of unity. C is MDS 
Iff all the matrices 
( 
.,, 71" .,v .,w ) 
1]-1 71 -u 71 -v 71 -w 
S = 71sr .,su 71sv 71 sw • 
71 -st 71 -su 71 -sv 71 -sw 
1 ::: t < u < I) < w ::: 13, 
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are non-singular by Theorem 2.10. Put i = 2(u- t), j = 2(v- t) and k = 2(w- t). 
Then 
det S = TJi+j (TJ1 - 1)(TJj- 1)(TJk- 1)(1}1 - TJi)(TJi- TJk)(r/- TJ1)f(i, j, k), 
where f(i, j, k) = (TJi + TJj + TJk)(TJk +Tik-i+ TJk-j + 1) + TJk-i + TJk-j + 1. 
Clearly, j(i, j, k)q = f(iq, jq, kq) and f(i, j, k) = f(k- j, k- i, k). Hence it is suffi· 
cient to prove that f(i, j, k) :f:. 0 for (i, j, k) = (1, 2, 3), (1, 2, 4), (1, 2, 5), (1, 2, 8), (1, 3,4), 
(1, 3, 5), {1, 3, 7), (1, 3, 9), (1, 4, 7), (1, 4, 10), (1, 5, 7), {1, 6, 8), (1, 7, 8), (3, 5, 7), {4, 5, 10), 
(4, 7, 10). By a similar argument with that in the proof of Theorem 4.3, we obtain (1, 2, 3)"' 
(1, 7, 8) "' (4, 7, 10), (1, 2, 4) "' (1, 2, 8) "' (1, 4, 7), (1, 2, 5) "' (1, 5, 7) "' (3, 5, 7). 
(1,3,5)"' (1,3,7)"' (4,5,10), (1,3,4) "'(1,4,10) "'(1,6,8). Calculating j(i,j,k), 
we get j(x) e Z[x] with f(TJ) = f(i, j, k) for each (i, j, k). Put G(x) = (x 13- 1)/(x -1}. 
For (i, j, k) = (1, 2, 3), det S :f:. 0, for S is of Vandermode type. 
For (i, j, k) = (1, 2, 4), R(f, G- (x4 - x2)/) = 13.53. 79 :f:. 0. 
For (i, j, k) = (1, 2, 5), R(f, G- x2 f)= -1. 
For (i, j, k) = (1, 3, 5), R(f, G- x2 f)= 54. 
For (i, j, k) = (1, 3, 9), f- G = 2x9• 
For (i, j, k):::: (1, 6, 8), R(f, G- x2 f)= 54. 
Hence f(i, j, k) :f:. 0 for 1 :5 i < j < k :5 12 if p :f:. 2, 5, completing the proof. Cl , 
Similarly we can prove the following: 
THEOREM 4.5. There exists a cyclic [n, 4]q·MDS code, q =ph, with 
(1) n = 17, q = ±4 mod 17, p :f:. 2, 13, 
(2) n = 25, q = ±7 mod 25, p :f:. 7, 13. 
PROOF. 171q2 + 1 implies q = ±4 mod 17, and 251q2 + 1 implies q = ±7 mod 25. Since 
our proof is quite similar to that of Theorem 4.4, we omit it here. Cl 
5. PSEUDO-CYCLIC MDS CODES OF DIMENSION FIVE 
LEMMA 5.1. Let C be a cyclic [n, 5]q·MDS code with the check polynomial g(x). If g(x) 
has two irreducible factors of degree two over Fq. then (n, q - 1) = 2. 
PROOF. Let (n, q- 1) = r and n = rs. By Lemmas 2.4, 2.5(2) and Assumption, we get 
r = 2 or 3. Suppose r = 3. Then we have q = s -1 mod 3s with 31s + 1 or q = 2s -1 mod 3s 
with 31s - 1. Let w be an element of Fq with w2 + w + 1 = 0. If q = s- 1 mod 3s, then xs - w1 
is written as xs - w1 = (x- w21 ) na (x2 - aw21 + w1). Putting fa(X) = n;=l (x2 - aw1 + w21 ) 
we get wt((x3 - Ofa) :54. Hence g(x) divides (x- 1)fafb for some a :f:. bin Fq. which 
is also true for the case q = 2s- 1 mod 3s. Hence we may assume g(x) = (x- 1)(x-
WTJ}(X- W7J- 1}(x- w27Je){x- w27J-e), e ¢ 0, ±1 mods, where 7J is a primitive sth root of 
· Le H [' p t n ] h n ( 1 i i i -i 21 el 21 -ei) · 1 2 umty. t = 1, ... , •n , w ere r; = , w 7J , w 7J , w 7J , w TJ , 1 = , , ... , n. 
Then every square submatrix of H of size 5 must be non-singular if C is MDS. However, 
Pn+atPs+l +P2s+2+a2P1 +a3P2s+l = 0 if31s+1, and Pn+atP2s+l +Ps+2+a2P1 +Ps+l = 0 
if 31s- 1, where 
a,,a,,a, eFq with (: ~ ~2 )( ::) = _ ( ~~:~:) 
Hence C.l has a non-zero codeword with weight at most 5, giving a contradiction. Therefore 
we obtain r = 2. 0 
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THEOREM 5.2. Let C be a pseudo-cyclic [n, 5]q·MDS code, q = ph. Then C must satisfy 
one of the following conditions: 
t> q ==
2
4t- 1 mod n = 8t for some integer t, pt 'f. 4t- 1 (1 :5 i <h), 
( .~~) nlm + 1, q == m mod n with pt 'f. m (1 :5 i < h), n odd, liz) q + q3 + q2 + q + 1 = 0 mod n. 
r PROOF. Let g(x) be the check polynomial of C with g(x)lxn- a, a E F;. If g(x) has a 
. ~near factor and an irreducible factor of degree 2 over Fq. then (i) holds by Lemmas 2.5(2), 
f ·8 and 5.1. If g(x) is irreducible over Fq, then (iii) holds by Corollary 2.6. It follows 
rom Lemma 2.5 that g(x) cannot have an irreducible factor of degree 3 over Fq. Finally we 
assume that g(x) has an irreducible factor of degree 4 and prove (ii). Lemma 2.5(2) implies that 
~l(q+ 1)(q2+1) and (n, q-1) = 1, hence n is odd. We may assume a= 1 by Lemma 2.1. Let 
n, q + 1) = r and n = rs. Then there exists p E Fq2 with xn - 1 = n~=l (xs -pi). Suppose 
r > 3. Then f(x) = (xs -1)(xs- pj)(xs- pjq) 'f. xn -1, where pj = ~s and~ is an element 
of Fq4 With g(~) = 0. Clearly each coefficient of f(x) is in Fq. Since g(x) divides f(x) and 
~(/(~)).:;: 4, C cannot be MDS, a contradiction. Hence r =:= 3 if r > 1. Suppose r = 3. Let 71 
a Pnmltive sth root of unity and let xn -1 = n;=l (xs -w1 ), w E Fq with w2+w+ 1. We may 
assume g(~) = 0, ~ = w71. Then g(x) = (x-1)(x-w71)(x-w71-l)(x-w271q)(x-w271-q). Now 
calculating a1, a2 and a3 in the proof of Lemma 5.1 for this g(x), we get a1 = -(b+bq +2)/3, 
a2 == (w(b+bq -4) -b+2bq -2)/3(2w+ 1) and a3 = (w(b+bq -4)-bq +2b-2)/3(2w+ 1), 
;::ere b == 71 + 71- 1• We can easily verify that a1, a2 and a3 are in Fq. giving a contradiction. 
Leerefore r = 1 and then n divides q
2 + 1. q = m mod n implies p1 'f. m (1 :5 i < h) by 
mma 2.11. o 
. NotE 4. Let C be a pseudo-cyclic [n, 5]q·MDS code with the check polynomial g(x). If 
(!) or (ii) of Theorem 5.2 holds, then C is equivalent to cyclic one by Lemma 2.1. For the 
~ase When (iii) of Theorem 5.2 holds, C is equivalent to cyclic one iff (n, q - 1) 'f. 5, since 
q - 1, q4 + q3 + q2 + q + 1) = 1 or 5. Hence, for given n, q satisfying the above (ii), 
Pseu~o-cyclic [n, 5]q·MDS codes are unique up to equivalence by Theorem 2.9, which is also 
tru.e In the case satisfying (iii) if (n, q- 1) 'f. 5. The smallest possible n and q for which there 
exist no cyclic but pseudo-cyclic [n, 5]q·MDS codes is the case n =55, q = 71. 
THEOREM 5.3. There exists a cyclic [n, 5]q·MDS code, q =ph, with 
(1) n == 16, q = 7 mod 16, p 'f. 7, 23, 71, 
~2) n == 13, q = 5, 8 mod 13, p 'f. 2, 5, 
3) n == 11, q = 3, 4, 5, 9 mod 11, p 'f. 2, 3, 5. 
The above (1 ), (2), (3) correspond to (i), (ii), (iii) of Theorem 5.2 respectively. The existence 
~fa cyclic [8, 5]q·MDS code for q = 3 mod 8, p 'f. 3, follows from Theorem 3.3(1) by the 
Uality. 
PRooF. (Sketch) (1) Let q =ph= 4t- 1 mod n =St. Since n!q2 - 1 and 
x&t - 1 = (x4t + l)(x2t + 1)(x' + 1)(x' - 1), 
We may assume that g(x) = (x -l)g1 (x)g2(x), 81 (x)!x 41 + 1, 82(x)lx21 + 1, so that 81 (x) and 
82(x) are irreducible polynomials over Fq of degree two. (Note that (g(x)) cannot be MDS if 
(g(x), x 1 + 1) 'f. 1.) 
Let '1 be a root of gl (x). The other root of g1 (x) is 71q = -71-1. Since 82(x) has 712<2t-l) 
as a root for some integer i, (g(x)) is MDS if any five of n-set 
{ (1, 71;, ( _ 71-1 )i, 172i(2t-l), 17 -2i(2t-ll);; = 1, 2, ... , n} 
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TABLE 1. 
Existence of pseudo-cyclic [n, 3]£1-MDS codes, q < 64. 
n\q 5 7 8 9 ll 13 16 17 19 23 25 27 29 31 32 37 41 43 47 49 53 59 61 64 
5 CNNC C N C N C N C N C C N N C N N C N C C c 
6 CCNN C C N CCC C N C C N CCC CCC C C N 
7 CCC C C N N NC CCC N N CCC N C C N N c 
8 CNC C N N CCC C N N C N N CCC C N C N N 
9 CNNNNC c N N N N N N C N N N N C N N c 
10 C C N N N c N N N c C N N c N N C N C C N 
II C N N N N C N N N N C N N C N N N N N N 
12 C C N N N C C N N N N C N N C C N C C N 
13 C C N N N C C c N N N N N N N C N C c 
14 C N N N N N C c N N N c C N N N N N N 
15 C N N N N N c C N N N N N N N C C N 
16 N C N C N N N C N N N N C C N N N N 
17 c c N N N N N N N N N N N N N N N N 
18 c c N N N N N N C N N N N C N N N 
19 c N N N N N N C N N N C N N N c 
20 c N N N N N N N c N N N N C C N 
21 N S N N N N S c C N N N N N c 
22 C N N N N N N N C N N N N N N 
23 C N N N N N N N N C N N N N N 
24 C C N N N N N N N C C N C N N 
25 N N N N N N N N N C N N N N 
26 c c N N N N N N N N C N N N 
27 N N N N N N N N N C N N N 
28 c c N N N N N N N N N N N 
29 c N N N N N N N N C N N 
30 c C N N N N N N N C c N 
31 C C N N N N N N N c N 
32 C N N N N N N N N N N 
33 C N N N N N N N N N 
34 N N N N N N N N N 
35 N N N N N N N N N 
36 c N N N N N N N N 
37 c N N ? N N N N N 
38 c N N N N N N N N 
39 N N N N N N N N 
40 c N N N N N N N 
41 c N N N N N N N 
42 c C N N N N N N 
43 C N c N N N N 
44 C N N N N N N 
45 N N N N N N 
46 c N N N N N 
47 c N N N N N 
48 c c N N N N 
49 N N N N N 
50 c N N N N 
51 N N N N 
52 C N N N 
53 C N N N 
54 C N N N 
55 N N N 
56 N N N 
57 N N s 
58 c N N 
59 c N N 
60 c c N 
61 c N 
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TABLE 2. 
Existence of pseudo-cyclic [n, 4]2-MDS codes, q < 64. 
n\q 5 7 8 9 II 13 16 17 19 23 25 27 29 31 32 37 41 43 47 49 53 59 61 64 
6 SCNN S C N S C S C N S C N C S C S C S S C N 
7 CCCCCNNNCCCCNNCCCNCCNNC 
8 SNC N N N C N S C N N S N N C N S C N N N N 
9 CN N N N C C N N N N N N c N N N N C N N C 
10 s c N N N S N N N S C N N c N N S N S C N 
11 c N N N N C N N N N c N N C N N N N N N 
12 s C N N N S C N N N N c N N S C N S C N 
13 C N N N N C C C C N N N N C N C N C C 
14 S N N N N N S C N N N s C N N N N N N 
15 C N N N N N C C N N N N N N N C C N 
16 N C N N N N N S N N N N S C N N N N 
17 C C N N N N N N N N N N C N N N N N 
18 S C N N N N N N c N N N N S N N N 
19 C N N N N N N c N N N N N N N ? 
20 S N N N N N N N c N N N N s c N 
21 N N N N N N N c C N N N N N c 
22 C N N N N N N N S N N N N N N 
23 C N N N N N N N N C N N N N N 
24 S C N N N N N N N S c N N N N 
25 N N N N c N N N N c N N N N 
26 S C N N N N N N N N c N N N 
27 N N N N N N N N N c N N N 
28 S C N N N N N N N N N N N 
29 C N N N ? N N N N c N N 
30 s c N N N N N N N s c N 
31 c c N N N N N N N c N 
32 s N N N N N N N N N N 
33 c N N N N N N N N N 
34 N N N N N N N N N 
35 N N N N N N N N N 
36 c N N N N N N N N 
37 c N ? ? N N N N N 
38 s N N N N N N N N 
39 N N N N N N N N 
40 c N N N N N N N 
41 c N N N N N N N 
42 s c N N N N N N 
43 c N N N N N N 
44 s N N N N N N 
45 N N N N N N 
46 c N N N N N 
47 c N N N N N 
48 s c N N N N 
49 N N N N N 
50 s N N N N 
51 N N N N 
52 c N N N 
53 c N N N 
54 s N N N 
55 N N N 
56 N N N 
57 N N N 
58 c N N 
59 c N N 
60 s c N 
61 c N 
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TABLE 3. 
Existence of pseudo-cyclic [n, 5]2-MDS codes, q < 64. 




10 C C N N N C N N N C C N N C N N C N C C N 
11 C N N N N C N N N C C C N C C C c C N N 
12 C C N N N C C N N N N C N N C C N C C N 
13 C N N N N C C N C N N N N C N c N N C 
14 C N N N N N C C N N N C C N N N N N N 
15 c N N N N N C C N N N N N N N C C N 
16 N c N N N N N C N N N N C C N N N N 
17 c c NNNNNN N N N N ? N N N N N 
18 c C N N N N N N C N N N N c N N N 
19 C N N N N N N C N N N N N N N N 
20 C N N N N N N N C N N N N C C N 
21 N N N N N N N C C N N N N N C 
22 C N N N N N N N C N N N N N N 
23 C N N N N N N N N c N N N N N 
24 C C N N N N N N N c c N ? N N 
25 N N N N 1 N N ? N c N N N N 
26 C C N N N N N N N N c N N N 
27 N N N N N N N N N c N N N 
28 C C N N N N N N N N N N N 
29 C N N N ? N N N N c N N 
30 c c N N N N N N N c C N 
31 c c N N N ? N N N C N 
32 c N N N N ? N N N N N 
33 c N N N N N N N N N 
34 N N N N N N N N N 
35 N N N N N N N N N 
36 c N N N N N N N N 
37 c N ? N N N N N N 
38 c N N N N N N N N 
39 N N N N N N N N 
40 c N N N N ? N N 
41 c N N N N ? N N 
42 c c N N N N N N 
43 c N N N N N N 
44 c N N N N N N 
45 N N N N N N 
46 c N N N N N 
47 c N N N N N 
48 c c N N N N 
49 N N N N N 
50 c N N N N 
51 N N N N 
52 c N N N 
53 c N N N 
54 c N N N 
55 N N N 
56 N N N 
57 N N N 
58 c N N 
59 c N N 
60 c C N 
61 C N 
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are linearly independent . 
. Now, setting t = 2, there exists a cyclic [16, 5]q-MDS code if any five of K; are linearly 
Independent for i = 1 or 2, where 
Kt = {(1, IJi, 172i, (-'73)i, '74i); i = 1, 2, ... '16}, 
K2 = {(1, ( -'1i' ( _172)i' '73i' '74i); i = 1, 2, ... ' 16} . 
. 1 By tedious calculation, it can be deduced that K 1 gives an MDS code if p ¢ {7, 23, 71, d67.311} and that K2 gives an MDS code if p ¢ {7,23, 71,103, 151,439}. (Calculate the 
;terminant of a matrix consisting of each 5-subset of K;, say f, and calculate the resultant 
? /and 178+ 1). Hence there exists a cyclic [16, 5]q-MDS code if p ¢ {7, 23, 71}. Conversely 
1118 
easily checked that every cyclic [16, S]q-code is not MDS if p e {7, 23, 71}. 
1 
(2). and (3) can be proved similarly to proofs of Theorems 4.3 and 4.4 using the euclidean 
agonthm. o 
6. TABLES 
Min this final section we give a survey on the existence problem for pseudo-cyclic [n, k]q-
I Ds codes with q :5 64 for k = 3, 4, 5, which are based on results in the previous sections. 
n the tables, C means the existence of a cyclic [n, k]q-MDS code; S means the existence of a 
Pseudo-cyclic [n, k]q-MDS code and the non-existence of a cyclic [n, k]q-MDS code; and N 
~ans the non-existence of a pseudo-cyclic [n, k]q-MDS code. Blank cells stand for 'N' from 
eorem C. We can find 'S' fork= 3, n = 21, 57, but not fork= 5 in our tables. 
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