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Abstract
Steingrı´msson (2001) showed that the chromatic polynomial of a graph is the Hilbert func-
tion of a relative Stanley-Reisner ideal. We approach this result from the point of view of
Ehrhart theory and give a sufficient criterion for when the Ehrhart polynomial of a given rel-
ative polytopal complex is a Hilbert function in Steingrı´msson’s sense. We use this result to
establish that the modular and integral flow and tension polynomials of a graph are Hilbert
functions.
1 Introduction
Steingrı´msson [Ste01] showed that the proper k+ 1-colorings of a graph G are in bijection with
the monomials of degree k in a polynomial ring K[x1, . . . , xn] that lie inside a square-free mono-
mial ideal I2, but outside a square-free monomial ideal I1. In other words, he showed that the
chromatic polynomial χG of G is the Hilbert function of a relative Stanley-Reisner ideal. To this
end, he used a clever combinatorial construction to describe the ideals I1 and I2 explicitly.
In this article we approach the problem from the point of view of Ehrhart theory, which
allows us to arrive quickly at a sufficient criterion for when the Ehrhart polynomial of a given
relative polytopal complex is a Hilbert function in Steingrı´msson’s sense:
The Ehrhart function of a relative polytopal complex in which all faces are com-
pressed is the Hilbert function of a relative Stanley-Reisner ideal.
See Theorem 5. We then apply this general result to establish that four other counting polynomi-
als defined in terms of graphs are Hilbert functions: the modular flow and tension polynomials
and their integral variants. Also, we are able to improve Steingrı´msson’s result insofar as we
are able to obtain the chromatic polynomial χG(k) itself as a Hilbert function, and not only
the shifted chromatic polynomial χG(k+ 1). We conclude the paper by a giving another more
algebraic proof of our geometric theorem, which allows us to generalize the result further.
These results have been developed in the authors’ respective theses [Dal08] and [Bre09], to
which we refer the interested reader for further details and additional material.
This paper is organized as follows. After some preliminary definitions in Section 2 we review
Steingrı´msson’s theorem and related work in Section 3. In Section 4 our main result is derived.
In Section 5 we apply this result to show that all five counting polynomials are Hilbert functions.
We present a generalization of our main result in Section 6 along with a more algebraic proof.
Finally, we give some constraints on the coefficients of the polynomials and discuss questions
for further research in Section 7.
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2 Preliminary Definitions
Before we begin, we gather some definitions. We recommend the textbooks [BR07], [MS05],
[Sta96], [Eis94], [Sch86] and [Wes01] as references.
The Ehrhart function LA of any set A ⊂ R
n is defined by LA(k) = |Z
n ∩ k · A| for k ∈ N. A
lattice polytope is a polytope in Rn, such that all vertices are integer points. It is a theorem of
Ehrhart that the Ehrhart function LP(k) of a lattice polytope is a polynomial in k. Two polytopes
P,Q are lattice isomorphic, P ≈ Q, if there exists an affine isomorphism A such that A|Zn is a
bijection onto Zn and AP = Q. A d-simplex is the convex hull of d+ 1 affinely independent
points. A d-simplex is unimodular if it is lattice isomorphic to the convex hull of d+ 1 standard
unit vectors. A lattice polytope is empty if the only lattice points it contains are its vertices.
A hyperplane arrangement is a finite collection H of affine hyperplanes and
⋃
H denotes the
union of all of these.
A polytopal complex is a finite collection C of polytopes in some Rn with the following two
properties: If P ∈ C and F is a face of P, then F ∈ C ; and if P,Q ∈ C then F = P ∩ Q ∈ C and
F is common face of both P and Q. The polytopes in C are also called faces and
⋃
C denotes
the union of all faces of C . A (geometric) simplicial complex is a polytopal complex in which
all faces are simplices. An abstract simplicial complex is a set ∆ of subsets of a finite set V,
such that ∆ is closed under taking subsets. A geometric simplicial complex ∆ gives rise to an
abstract simplicial complex comb(∆) via comb(∆) = {σ|σ is the vertex set of some F ∈ C}. A
polytopal complex C ′ that is a subset C ′ ⊂ C of a polytopal complex C is called a subcomplex of
C . Subcomplexes of abstract simplical complexes are defined similarly. Given a collection S of
polytopes in Rn such that for any P,Q ∈ S the set P∩Q is a face of both P and Q, the polytopal
complex C generated by S, is C = {F|F a face of P ∈ S}. A subdivision of a polytopal complex
C is a polytopal complex C ′ such that
⋃
C =
⋃
C ′ and every face of C ′ is contained in a face of C .
A triangulation is a subdivision in which all faces are simplicies. A unimodular triangulation
is a triangulation in which all simplices are unimodular.
Let K[x] = K[x1, . . . , xn] denote the polynomial ring in n variables over some field K
equipped with the standard grading by degree K[x] =
⊕
k≥0 Rk, where Rk is the K-vector
space generated by all monomials of degree k. A graded K[x]-module is a module M that
can be written as a direct sum of abelian groups M =
⊕∞
−∞ Mk such that RiMj ⊂ Mi+j
for all i and j. The Hilbert function HM of M is defined by HM(k) = dim KMk. Let I1 be
a monomial ideal in K[x] and consider the quotient ring K[x]/I1 graded by degree. Then
HK[x]/I1(k) = |{x
a ∈ K[x]|xa 6∈ I1, deg(x
a) = k}|. Furthermore let I2 ⊃ I1 be another monomial
ideal. By abuse of notation we also denote by I2 the ideal in K[x]/I1 generated by the same
set of monomials. We can write I2 =
⊕
k≥0 I
k
2 where I
k
2 is the vector space generated by the
monomials xa in I2 with deg(x
a) = k that are non-zero in K[x]/I1. Then Ri I
k
2 ⊂ I
i+k
2 , where the
product is taken in K[x]/I1, and HI2(k) = |{x
a ∈ I2 \ I1|deg(x
a) = k}|. A term order on K[x] is
a total order on the monomials xa ∈ K[a] such that 1 ≺ xa for all a ∈ Zn
>0 and x
a ≺ xb implies
xa+c ≺ xb+c for all a, b, c ∈ Zn≥0.
We consider oriented graphs that may have loops and multiple edges. Note, however, that
the values of the five counting polynomials do not depend on the orientation of the graph
and are thus invariants of the underlying unoriented graph. Formally, a graph is a tuple
(V, E, head, tail), where V is a finite vertex set, E is a finite edge set and head : E → V and
tail : E → V are maps. Graph theoretic concepts such as adjacency, paths, connectivity, etc. are
defined in the usual way. We note that a cycle in the underlying unoriented graph can be coded
as a map c : E → {0,±1} where ce = +1 if the direction in which e is traversed is consistent
with the orientation of e in G, ce = −1 if the direction of traversal is opposite to the orientation
in G and ce = 0 if e does not lie on the cycle. Here we view c both as a map and as a vector as
we shall do with all maps defined in this article.
Let k ∈ Z>0. A k-coloring of G is a map x : V → {0, . . . , k − 1} and it is called proper
if xv 6= xu whenever u ∼ v. The chromatic polynomial χG is defined such that χG(k) is the
number of proper k-colorings of G.
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A k-tension of G is a map t : E → {−k+ 1, . . . , k− 1} such that
∑
e∈E
cete = 0 for every cycle c in G. (1)
Similarly, a Zk-tension of G is a map t : E → Zk such that (1) holds in Zk. A tension is nowhere
zero if t(e) 6= 0 for all e ∈ E. Now we define functions θG and θ¯G as follows: θG(k) is the
number of nowhere zero k-tensions of G and θ¯G(k) is the number of nowhere zero Zk-tensions
of G. Both θG(k) and θ¯G(k) are polynomials in k, called the integral and the modular tension
polynomial, respectively.
A k-flow of G is a map f : E → {−k+ 1, . . . , k− 1} such that
∑
e∈E
head(e)=v
fe − ∑
e∈E
tail(e)=v
fe = 0 for every vertex v of G. (2)
Similarly, a Zk-flow of G is a map f : E → Zk such that (2) holds in Zk. The functions ϕG and
ϕ¯G are defined as follows: ϕG(k) is the number of nowhere zero k-flows of G and ϕ¯G(k) is the
number of nowhere zero Zk-flows of G. Both ϕG(k) and ϕ¯G(k) are polynomials in k, called the
integral and the modular flow polynomial, respectively. More about these polynomials can be
found in [BZ06a], [BZ06b], [Koc02] and [Bre09].
3 Steingrı´msson’s theorem and related work
Steingrı´msson [Ste01] showed that for any graph G the chromatic polynomial χG(k+ 1) shifted
by one is the Hilbert function of a module with a particular structure.
Theorem 1. (Steingrı´msson [Ste01, Theorem 9]) For any graph G, there exists a number n, a square-
free monomial ideal I1 in the polynomial ring over n variables K[x] = K[x1, . . . , xn] and a square-free
monomial ideal I2 in K[X]/I1 such that
HI2(k) = χG(k+ 1)
for all k ∈ Z>0, where HI2 denotes the Hilbert function of I2 with respect to the standard grading and
χG denotes the chromatic polynomial of G.
In [Ste01] Steingrı´msson went on to define the coloring complex of a graph to be the simpli-
cial complex given by the square-free monomial ideal I2. In the case of colorings the ideal I1 has
a simple description, so bounds on the f -vector of the coloring complex translate into bounds
on the coefficients of the chromatic polynomial. The articles [Jon05],[Hul07],[HS08], building
on Steingrı´msson’s work, have mainly dealt with showing various properties of the coloring
complex. Steingrı´msson himself gave a combinatorial description of the coloring complex and
determined its Euler characteristic to be the number of acyclic orientations of G. To some extent
this was already known: Welker observed that the coloring complex of a graph G = (V, E) is
the same as a complex appearing in the article [HRW98] by Herzog, Reiner and Welker, where
this complex is shown to be homotopy equivalent to a wedge of spheres of dimension |V| − 3
and the number of spheres is the number of acyclic orientations of G minus one. Jonsson [Jon05]
showed the coloring complex to be constructible and hence Cohen-Macaulay. This result was
improved by Hultman [Hul07] who showed the coloring complex to be shellable and by Hersh
and Swartz [HS08] who showed that the coloring complex has a convex ear decomposition.
These results translate into bounds on the coefficients of χG.
In this article we concentrate on establishing the structural result that the four counting poly-
nomials are Hilbert functions in Steingrı´msson’s sense. We do not focus on the task of obtaining
bounds on the coefficients, but we make some general observations and suggest directions for
future research.
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4 Hilbert equals Ehrhart
In this section we relate Ehrhart functions of certain complexes to Hilbert functions of ideals
defined in terms of these complexes. We begin with the well-known relation between sim-
plicial complexes and the corresponding Stanley-Reisner ideals, move on to relative simplicial
complexes and relative Stanley-Reisner ideals before we finally consider relative polytopal com-
plexes.1 As Ehrhart functions are defined in terms of geometric simplicial complexes while
Stanley-Reisner ideals are defined in terms of abstract simplicial complexes, all the complexes
we consider live in both worlds. A geometric simplicial complex ∆ has an abstract simplicial
complex comb(∆) associated with it, see Section 2.
Let ∆ be an abstract simplicial complex on the ground set V. We identify the elements of
the ground set of ∆ with the variables in the polynomial ring K[xv : v ∈ V] =: K[x]. Thus
sets S ⊂ V correspond to square-free monomials in K[x]. The Stanley-Reisner ideal I∆ of ∆ is
generated by the monomials corresponding to the minimal non-faces of ∆, more precisely
I∆ := 〈x
u ∈ K[x]|supp(u) 6∈ ∆〉.
Then, the Stanley-Reisner ring of ∆ is the quotient K[∆] = K[x]/I∆. We equip the ring K[x]
with the standard grading, that is for any monomial xu ∈ K[x] we have deg(xu) = ||u||1 =
∑
n
i=1 ui. The fundamental result about Stanley-Reisner rings is this:
Theorem 2. [Sta96] Let ∆ be a d-dimensional (abstract) simplicial complex with fi faces of dimension i
for 0 ≤ i ≤ d. Then the Hilbert function HK[∆] of the Stanley-Reisner ring K[∆] satisfies
HK[∆](k) =
d
∑
i=0
fi
(
k− 1
i
)
(3)
for k ∈ Z>0 and HK[∆](0) = 1.
We remark that the right-hand side of (3) evaluated at zero gives ∑di=0 fi(
−1
i ) = χ(∆), the
Euler characteristic of ∆.
If we are given a geometric simplicial complex ∆ we will generally use vert(∆) as the ground
set of the abstract simplicial complex comb(∆) and identify the variables of K[x]with the vertices
of ∆. In this case we use I∆ to refer to Icomb(∆) and similarly for K[∆].
Now the Ehrhart functions of a unimodular d-dimensional lattice simplex σd and its relative
interior relint σd are, respectively,
Lσd(k) =
(
k+ d
d
)
and Lrelint σd(k) =
(
k− 1
d
)
. (4)
Taken together, (3) and (4) tell us that for any (geometric) simplicial complex ∆ in which all
simplices are unimodular, the Ehrhart function L∆(k) = |Z
d ∩ k
⋃
∆| of ∆ satisfies
L∆(k) = ∑σ∈∆ Lrelint σ(k) = ∑
d
i=0 fi(
k−1
i ) = HK[∆](k) (5)
for all k ∈ Z>0. Simply put: the Ehrhart function of a unimodular geometric simplicial com-
plex and the Hilbert function of the corresponding Stanley-Reisner ring coincide. This fact is
well-known, see for example [MS05]. Taking the above approach and calculating the Ehrhart
functions of open simplices, however, allows us to do without Mo¨bius inversion.
For our purpose we need a more general concept than that of a Stanley-Reisner ring. For
an abstract simplicial complex ∆ the Hilbert function HK[∆](k) counts all those monomials x
u
of degree k with supp(u) ∈ ∆. We are interested in a pair of simplicial complexes ∆′ ⊂ ∆,
the former being a subcomplex of the latter, and want to count those monomials xu such that
1We introduce the polytopal Stanley-Reisner ideals corresponding to polytopal complexes only later in Section 6.
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supp(u) 6∈ ∆′ but supp(u) ∈ ∆. To that end we follow Stanley [Sta96] in calling a pair of simplicial
complexes ∆′ ⊂ ∆ a relative simplicial complex. We denote by I∆/∆′ the ideal in K[∆] generated
by all monomials xu with supp(u) 6∈ ∆′. We call this the relative Stanley-Reisner ideal. Its
Hilbert function HI∆/∆′ (k) counts the number of non-zero monomials x
u of degree k in I∆′ \ I∆
or, equivalently, the number of non-zero monomials xu in K[x] with supp(u) ∈ ∆ \ ∆′. (Notice
how the roles of ∆ and ∆′ swap, depending on whether we formulate the condition using ideals
or using complexes). Now, as Stanley remarks, Theorem 2 carries over to the relative case.
Theorem 3. [Sta96] Let ∆′ ⊂ ∆ be a relative d-dimensional abstract simplicial complex and let fi denote
the number of i-dimensional simplices in ∆ \ ∆′. Then for all k ∈ Z>0
HI∆/∆′
(k) =
d
∑
i=0
fi
(
k− 1
i
)
. (6)
If ∆ is a geometric simplicial complex and ∆′ ⊂ ∆ a subcomplex, we also call the pair ∆′ ⊂ ∆
a relative geometric simplicial complex and define its relative Stanley-Reisner ideal I∆/∆′ to be
Icomb(∆)/comb(∆′).
By the same argument as above, we conclude that for any relative d-dimensional geometric
simplicial complex ∆′ ⊂ ∆, all faces of which are unimodular,
L⋃∆\⋃∆′(k) = ∑
σ∈∆\∆′
Lrelint (σ)(k) =
d
∑
i=0
fi
(
k− 1
i
)
= HI∆/∆′ (k) (7)
for all k ∈ Z>0, i.e. the Ehrhart function of a relative simplicial complex with unimodular faces
and the Hilbert function of the associated relative Stanley-Reisner ideal coincide. Moreover this
function is a polynomial in k as (
k− 1
i
)
=
1
i!
i
∏
i=1
(k− i)
is a polynomial for every i ∈ Z≥0 using the convention that i! = ∏
i
j=1 j and empty products are
1.
To be able to deal with the applications in Section 5 we need to go one step further. The
complexes we will be dealing with, are not going to be simplicial. Their faces will be polytopes.
So we define a relative polytopal complex to be a pair C ′ ⊂ C of polytopal complexes, the
former a subcomplex of the latter. Our goal is to realize the Ehrhart function L⋃ C\⋃ C ′(k) as the
Hilbert function of a relative Stanley-Reisner ideal.
By the above arguments, it would suffice to require that C has a unimodular triangulation.
But for the sake of convenience we would like to impose a condition on C that can be checked
one face at a time. Requiring that each face of C has a unimodular triangulation would not be
sufficient. A unimodular triangulation ∆F for each face F ∈ C does not guarantee that
⋃
F∈C ∆F
is a unimodular triangulation of C : It may be that for faces F1, F2 ∈ C that share a common face
F = F1 ∩ F2 the unimodular triangulations ∆F1 and ∆F2 do not agree on F, i.e.
{F ∩ f1 | f1 ∈ ∆F1} 6= {F ∩ f2 | f2 ∈ ∆F2}.
Fortunately there is the notion of a compressed polytope: it suffices to require of each face
F ∈ C individually that F is compressed, to guarantee that C as a whole has a unimodular
triangulation.
Let P ⊂ Rd be a lattice polytope. Let ≺ be a total ordering of the lattice points in P. The
pulling triangulation pull(P;≺) of P with respect to the total ordering ≺ is defined recursively
as follows. If P is an empty simplex, then pull(P;≺) is the complex generated by P. Otherwise
pull(P;≺) is the complex generated by the set of polytopes
⋃
F
{conv{v,G} : G ∈ pull(F;≺)}
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where v is the ≺-minimal lattice point in P and the union runs over all faces F of P that do not
contain v. See also Sturmfels [Stu96]. This construction yields a triangulation and the vertices
of pull(P,≺) are lattice points in P. Pulling triangulations need not be unimodular, in fact the
simplices in a pulling triangulation do not even have to be empty! Polytopes whose pulling
triangulation is always unimodular get a special name. A polytope P is compressed if for any
total ordering ≺ on the vertex set the pulling triangulation pull(P,≺) is unimodular. These
definitions have the following well-known properties.
Proposition 4. 1. Any dim (P)-dimensional simplex in pull(P,≺) contains the ≺-minimal lattice
point v in P as a vertex.
2. pull(F,≺) = pull(P,≺) ∩ F for any total order ≺ on the lattice points in P and any face F of P.
3. All faces of a compressed polytopes are compressed.
4. Compressed polytopes are empty.
A proof of this proposition can be found in [Bre09]. For more information on pulling trian-
gulations and compressed polytopes we refer to [Stu96], [OH01], [Sul04], [Stu91] and [LRS09].
Now, if C is a polytopal complex with integral vertices such that every face P ∈ C is com-
pressed, then we can fix an arbitrary total order ≺ on
⋃
C ∩ Zd and construct the pulling tri-
angulations pull(P,≺) of all faces P ∈ C with respect to that one global order ≺. By Propo-
sition 4 this means that the for any two P1, P2 ∈ C that share a common face F = P1 ∩ P2
the triangulations induced on F agree: pull(P1,≺) ∩ F = pull(F,≺) = pull(P2,≺) ∩ F. Thus
pull(C ,≺) :=
⋃
F∈C pull(F,≺) is a unimodular triangulation of C with vert(C) = vert(pull(C ,≺)).
We abbreviate ∆ := pull(C ,≺).
If C ′ is any subcomplex of C , we define ∆′ to be the subcomplex of ∆ consisting of those
faces F ∈ ∆ such that F ⊂
⋃
C ′. So
L⋃ C\⋃ C ′(k) = L⋃∆\⋃∆′(k) = HI∆/∆′ (k) (8)
for k ∈ Z>0 which means that we have realized the Ehrhart function of
⋃
C \
⋃
C ′ as the Hilbert
function of the relative Stanley-Reisner ideal I∆/∆′ . Moreover, we have already seen that this
function is a polynomial. We summarize these results in the following theorem.
Theorem 5. Let C be a polytopal complex. If all faces of C are compressed lattice polytopes, then for any
subcomplex C ′ ⊂ C there exists a relative Stanley-Reisner ideal I∆,∆′ such that for all k ∈ Z>0
L⋃ C\⋃ C ′(k) = HI∆/∆′ (k)
and this function is a polynomial.
5 Counting Polynomials as Hilbert Functions
In this section we apply Theorem 5 to obtain analogues of Steingrı´msson’s Theorem 1 for all
five counting polynomials. A useful tool in this context is going to be the following theorem by
Ohsugi and Hibi which states that lattice polytopes that are slices of the unit cube are automat-
ically compressed.
Theorem 6. (Ohsugi and Hibi [OH01]) Let P be a lattice polytope in Rn. If P is lattice isomorphic to
the intersection of an affine subspace with the unit cube, i.e. P ≈ [0, 1]n ∩ L for some affine subspace L,
then P is compressed.2
2Actually, Ohsugi and Hibi showed a more general result, but this will suffice for our purposes. Interestingly,
Sullivant [Sul04] noted that this condition is also necessary for a lattice polytope to be compressed.
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Integral Flow and Tension Polynomials
Let S be the linear subspace of RE given by (2). The k-flows of G are in bijection with the lattice
points in k · (−1, 1)E ∩ S. Furthermore let H = {{x|xe = 0} | e ∈ E} denote the arrangement of
all coordinate hyperplanes. Then the nowhere zero k-flows of G are in bijection with the lattice
points in k · (−1, 1)E ∩ S \
⋃
H. The closures of the components of (−1, 1)E ∩ S \
⋃
H are of the
form (∏e∈E[ae, ae + 1]) ∩ S for some a ∈ {−1, 0}
E. Let C be the polytopal complex generated
by these and let C ′ be the subcomplex of all faces of C contained in the boundary of [−1, 1]E or
contained in one of the coordinate hyperplanes. Then ϕG(k) = L⋃ C\⋃ C ′(k). Because (2) gives
rise to a totally unimodular matrix, the maximal faces of C are lattice polytopes.3 Moreover by
Theorem 6, they are compressed. Thus Theorem 5 can be applied to yield the following result.
Theorem 7. For any graph G there exists a relative Stanley-Reisner ideal I∆/∆′ such that for all k ∈ Z>0
ϕG(k) = HI∆/∆′ (k).
The above geometric construction can be found in [BZ06b]. A similar construction given in
[Dal08] can be used to show an analogue of the above theorem for the integral tension polyno-
mial.
Theorem 8. For any graph G there exists a relative Stanley-Reisner ideal I∆/∆′ such that for all k ∈ Z>0
θG(k) = HI∆/∆′ (k).
Modular Flow and Tension Polynomials
Let v ∈ V and define the vector av ∈ {0,±1}E by ave = +1 if head(e) = v 6= tail(e), a
v
e = −1
if head(e) 6= v = tail(e), and ave = 0 otherwise. Let A denote the matrix with the vectors a
v
for v ∈ V as rows. Now, we identify the integers {0, . . . , k− 1} with their respective cosets in
Zk so that a function f : E → Zk can be viewed as an integer vector f ∈ [0, k)
E. Using this
identification all equations (2) hold for a given f if and only if A f = kb for some b ∈ ZV .
Thus the set of nowhere zero Zk-flows on G can be identified with the set of lattice points
in k · ((0, 1)E ∩
⋃
b Hb) where Hb = { f |A f = b} and b ranges over all integer vectors such that
(0, 1)E ∩Hb 6= ∅. Let C be the complex generated by the respective closed polytopes [0, 1]
E ∩Hb.
Let C ′ be the subcomplex consisting of all those faces that are contained in the boundary of the
cube [0, 1]E. Then ϕ¯G(k) = L⋃ C\⋃C ′(k). The faces of C are lattice polytopes because A is totally
unimodular and by Theorem 6, they are compressed. Thus Theorem 5 can be applied to yield
the following result.
Theorem 9. For any graph G there exists a relative Stanley-Reisner ideal I∆/∆′ such that for all k ∈ Z>0
ϕ¯G(k) = HI∆/∆′ (k).
The above geometric construction can be found in [BS09], which also contains a similar
construction using which an analogue of the above theorem for the modular tension polynomial
can be shown [Bre09].
Theorem 10. For any graph G there exists a relative Stanley-Reisner ideal I∆/∆′ such that for all
k ∈ Z>0
θ¯G(k) = HI∆/∆′ (k).
3We refer to [Sch86] for the concept of a totally unimodular matrix and related results.
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Chromatic Polynomial
Let G be a graph without loops.4 For each e ∈ E define He = {x | xhead(e) = xtail(e)} and consider
the graphic hyperplane arrangement H = {He | e ∈ E}. Then the proper k-colorings of G are
in bijection with the lattice points in k · ([0, 1)E \
⋃
H). The closure of any component C of
[0, 1)E \
⋃
H is of the form Pσ = {x ∈ [0, 1]V | σe(xhead(e) − xtail(e)) ≥ 0} where σ ∈ {±1}
E is a
sign vector. Let C be the polytopal complex generated by the Pσ and let C ′ be the subcomplex
consisting of all faces that are contained in some hyperplane He or in some hyperplane of the
form {x | xv = 1} for some v ∈ V. Then χG(k) = L⋃ C\⋃ C ′(k). The faces of C are lattice
polytopes and it can be shown that they are compressed. Thus Theorem 5 can be applied to
yield the following result.
Theorem 11. For any graph G there exists a relative Stanley-Reisner ideal I∆/∆′ such that for all
k ∈ Z>0
χG(k) = HI∆/∆′ (k).
This is an improvement upon Steingrı´msson’s Theorem insofar as we obtain the chromatic
polynomial χG(k) itself as a Hilbert function of a relative Stanley-Reisner ideal and not the
shifted polynomial χG(k + 1). To obtain the shifted chromatic polynomial using the above
construction we would need to consider the closed cube [0, 1]V instead of the half-open cube
[0, 1)V . A geometric construction similar to the one given above can be found in [BZ06a].
6 Non-Square-Free Ideals
What if the relative polytopal complex C does not have a unimodular triangulation? It turns
out that if the polytopes in C are normal lattice polytopes, the Ehrhart function of
⋃
C \
⋃
C ′ is
still the Hilbert function of a an ideal I2 in a ring K[x]/I1, however we cannot guarantee that
the ideals I1, I2 are square-free. That is, we are dealing with a relative multicomplex instead of
a relative simplicial complex.
A lattice polytope P is normal if for every k ∈ N every z ∈ kP ∩Zd can be written as the
sum of k points in P ∩Zd. Note that a compressed polytope is automatically normal.
With this notion we can generalize Theorem 5 to include another case where the polytopal
complex in question satisfies a weaker condition. The conclusion we obtain in this case is not as
strong, however.
Theorem 12. Let C be a polytopal complex in which all faces are normal lattice polytopes. Then for any
subcomplex C ′ ⊂ C there exist a monomial ideal I1 in a polynomial ring K[x] equipped with the standard
grading and a monomial ideal I2 in K[x]/I1 such that for all k ∈ Z>0
L⋃ C\⋃ C ′(k) = HI2(k)
and this function is a polynomial. If the faces of C are compressed, then moreover the ideals I1 and I2 can
be chosen to be square-free.
The case where the faces of C are compressed and the ideals are square-free is just Theorem 5.
We are not going to prove this again. Instead we give a self-contained algebraic proof of the
case where the faces are only normal and we do not conclude that the ideals are square-free.
First we define the polytopal Stanley-Reisner ideal IC of the polytopal complex C by
IC := 〈x
a | there is no P ∈ C such that supp(a) ⊂ P〉
where again supp(a) denotes the set of lattice points u such that au 6= 0.
4If G contains loops, then χG(k) = 0 which, trivially, is a Hilbert function.
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Proof. By homogenization, that is by passing to the complex generated by {P× {1}|P ∈ C}, we
can assume without loss of generality that for every lattice point z there is at most one integer k
such that z ∈ k
⋃
C .
We are going to construct ideals I2 ⊃ I1 in a polynomial ring K[x] such that the monomials
in I2 \ I1 of degree k are in bijection with the lattice points in k(
⋃
C \
⋃
C ′).
Now consider the polynomial ring K[xu : u ∈
⋃
C ∩Zd] equipped with the standard grading.
Let ≺ be a term order on this polynomial ring. Let U be the matrix that has the vectors u as
columns. Let n be the number of columns of U and let d be the number of rows. We define
I1 := IC + 〈x
b | xb 6∈ IC and there is an x
a 6∈ IC such that Ua = Ub and x
a ≺ xb〉,
I2 := IC ′
where IC and IC ′ denote the polytopal Stanley-Reisner ideals of the complexes C and C
′ re-
spectively. We call a monomial xa valid if xa 6∈ I1 but x
a ∈ I2. Now we claim that the map
pi : xa 7→ Ua defines a bijection between the valid monomials of degree k and the lattice points
in k(
⋃
C \
⋃
C ′).
If xa is valid and of degree k, then Ua ∈ k(
⋃
C \
⋃
C ′) ∩ Zd. First, we notice that Ua ∈ Zd,
because a and U are integral. Second, we argue that Ua ∈ k
⋃
C . Because xa is valid, there
exists a polytope P such that supp(a) ⊂ P and thus Ua ⊂ kP. Finally, we show that Ua 6∈ k
⋃
C ′.
Suppose Ua ∈ kP′ for an inclusion-minimal P′ ∈ C ′. Because C ′ is a subcomplex of C , this
implies that P′ is a face of P and supp(a) ⊂ P′. Hence xa 6∈ IC ′ , which is a contradiction to x
a
being valid.
pi is surjective. Let v ∈ k(
⋃
C \
⋃
C ′)∩Zd for some k. Then there is a polytope P ∈ C \ C ′ such
that v ∈ relint (kP). By the assumption that P is normal, there exists a non-negative integral
representation b of v in terms of lattice points in P ∩ Zd: v = ∑u∈P∩Zd buu = Ub. So by
construction xb 6∈ IC and Ub = v. Consider the ≺-minimal monomial x
a 6∈ IC with Ua = Ub.
For this monomial we have xa 6∈ I1. Moreover, as Ua = v ∈ relint (kP) we have x
a ∈ I2.
Finally we have to check that deg(xa) = k. All elements of supp(a) are lattice points in P, so
Ua ∈ deg(xa)P. However by our assumption at the beginning there is at most one integer k′
such that v = Ua ∈ k′P. Thus deg(xa) = k.
pˆi is injective. By definition of I1 and as ≺ is a total order on the set of monomials, for every
v ∈ k(
⋃
C) ∩Zd there is at most one monomial xa 6∈ I1 such that Ua = v.
We remark that this approach can also be used to give another proof of Theorem 5 using
a fundamental correspondence between compressed polytopes and lattice point sets such that
the corresponding toric ideal has square-free initial ideals under any reverse-lexicographic term
order (see [Stu96]). This approach is explored in [Dal08] and [Bre09]. [Bre09] also contains a
variant of the above result, due to Breuer and Sanyal, in the case where K[x] is equipped with
a non-standard grading.
7 Bounds on the Coefficients
(k−1d ) is a polynomial of degree d in k. The polynomials (
k−1
i ) for 0 ≤ i ≤ d form a basis of
the K-vector space of all polynomials in K[k] of degree at most d and the polynomials (k−1i )
for 0 ≤ i form a basis of K[k] when seen as a K-vector space. By Theorem 3 the coefficients of
the Hilbert function of a relative Stanley-Reisner ideal expressed with respect to this basis must
be non-negative and integral. It turns out that this characterizes which polynomials appear as
Hilbert functions of relative Stanley-Reisner ideals.
Theorem 13. A polynomial f (k) = ∑di=0 fi(
k−1
i ) is the Hilbert function of some relative Stanley-Reisner
ideal I∆/∆′ if and only if fi ∈ Z≥0 for all 0 ≤ i ≤ d.
Proof. We have already seen that the coefficients of HI∆/∆′ (k) with respect to the basis (
k−1
d ),
d ∈ Z≥0 are necessarily non-negative integers. To see that this is also sufficient, let f (k) =
9
∑
d
i=0 fi(
k−1
i ) with fi ∈ Z≥0 for all 0 ≤ i ≤ d. For 0 ≤ i ≤ d and 1 ≤ j ≤ fi let σ
i
j denote a
closed unimodular lattice simplex of dimension i in Rd such that the σij are pairwise disjoint.
Let ∆ denote the (disjoint) union of all these σij and define ∆
′ to be the union of the respective
boundaries ∂σij . Then the set
⋃
∆ \
⋃
∆′ is the disjoint union of fd relatively open unimodular
lattice simplices of dimension d, fd−1 relatively open unimodular lattice simplices of dimension
d− 1 and so on. Consequently HI∆/∆′ (k) = L
⋃
∆\∆′(k) = f (k) as desired.
This immediately implies that all the counting functions we considered have non-negative
integral coefficients with respect to this basis.
Theorem 14. The k-flow and Zk-flow polynomials, the k-tension and Zk-tension polynomials and
the chromatic polynomial of a graph have non-negative integer coefficients with respect to the basis
{(k−1d )|0 ≤ d ∈ Z} of K[k].
These bounds on the coefficients of the chromatic polynomial are much weaker then the
bounds given in [HS08], which, because the modular tension polynomial is a divisor of the
chromatic polynomial, can also be interpreted as constraints on the modular tension polynomial.
We have not been able to find equivalent or stronger bounds on the coefficients of the modular
flow and the integral flow and tension polynomials than those stated in Theorem 14 in the
prior literature. The task of exploiting our results to obtain stronger constraints on these three
classes of polynomials is a question for future research. With the integral flow and tension
polynomials it seems difficult to obtain strong bounds, as both the complexes C and C ′ have
a complex structure in these cases. This is contrary to the case of the chromatic polynomial,
where C is a subdivision of the cube and thus its Ehrhart function can be given explicitly. In the
case of the modular flow polynomial, however, there is another realization of ϕ¯G as an Ehrhart
function, which can be found in [BS09] and [Bre09], such that C is again a subdivision of the
cube. Thus constraints on the Ehrhart polynomial of C ′ translate directly into constraints on ϕ¯G.
We conjecture that in this case, the complex C ′ has a convex ear decomposition.
Acknowledgements We thank Matthias Beck and Christian Haase for suggesting this topic to
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