A quantization over a manifold can be seen as a way to construct a differential operator with prescribed principal symbol. The map from the space of principal symbols to the space of differential operators is moreover required to be a linear bijection.
Introduction
Consider a manifold M and a space D(M ) of differential operators acting between spaces of tensor fields over M . The space D(M ) is filtered by the order of differential operators :
where D k (M ) is the space of operators of order at most k. The principal symbol of a differential operator of order k is a well defined tensor field : there is a natural map -the principal symbol operator-
and the space of symbols associated to D(M ) is then the graded space
The purpose of the so-called "natural quantization problem" is to construct a differential operator with prescribed symbol in a natural way. In this framework, a natural quantization is a natural bijection Q from S(M ) to D(M ) such that σ k • Q = Id on S k (M ) for every k.
It is known that in general, such a natural quantization does not exist. There are two possible ways to weaken the naturality condition. The first one leads to the concept of G-equivariant quantizations on manifolds endowed with the action of a Lie group G. The second one is to consider the more general notion of natural and invariant quantizations.
The concept of G-equivariant quantization was defined by P. Lecomte and V. Ovsienko in [18] in the following way : if a Lie group G acts (locally) on a manifold M , the action can be lifted to tensor fields and to differential operators and symbols. A G-equivariant quantization is then a quantization that exchanges the actions of G on symbols and differential operators. In [18] , the authors considered a space of differential operators D λ (R m ) acting on λ-densities and the projective group G = P GL(m + 1, R) acting on R m by linear fractional transformations. They showed that there exists a unique projectively equivariant quantization.
In [12] , the authors studied the spaces D λµ (R m ) of differential operators transforming λ-densities into µ-densities. They showed the existence and uniqueness of a projectively equivariant quantization, provided the shift value δ = µ − λ does not belong to a set of critical values, and in [1] , a first example of projectively equivariant quantizations for differential operators acting on tensor fields was considered.
In [10] , the authors considered the group SO(p + 1, q + 1) acting on the space R p+q or on a manifold endowed with a flat pseudo-conformal structure of signature (p, q). They also showed the existence and uniqueness of a conformally equivariant quantization provided the shift value is not critical.
The algebras of fundamental vector fields associated to the actions of P GL(m + 1, R) and of SO(p + 1, q + 1) turn out to be maximal in the set of proper subalgebras of polynomial vector fields. In [2] , the authors classified the subalgebras having this property. They correspond to simple algebras g carrying a |1|-grading g = g −1 ⊕ g 0 ⊕ g 1 . Finally, in [3] , the methods of [10] were adapted to obtain existence of the quantization for most of these algebras g (and the corresponding groups G) provided the shift value is not critical.
The concept of natural and invariant quantization appeared in the conformal case, in [11] and [20] , where the authors showed that the conformally equivariant quantization procedure for symbols of degree two and three can be expressed using the Levi Civita connection associated to a pseudo-Riemannian metric in such a way that it only depends on the conformal class of the metric.
In the projective case, in [5, 6] , S. Bouarroudj showed that the formula for the projectively equivariant quantization for differential operators of order two and three could be expressed using a torsion-free linear connection, in such a way that it only depends on the projective class of the connection.
In [19] , P. Lecomte conjectured the existence of a quantization procedure Q : S(M ) → D λ,µ (M ) depending on a torsion-free linear connection (resp. pseudo-Riemannian metric), that would be natural in all arguments and that would remain invariant under a projective (resp. conformal) change of connection (resp. metric).
The existence of such a Natural and projectively invariant quantization procedure was first proved by M. Bordemann in [4] , using the notion of Thomas-Whitehead connection associated to a projective class of connections. This result was generalized in a series of recent papers. First, S. Hansoul adapted the construction in [14] in order to extend the results of [1] . Then, in [23] , we gave an alternative proof of the results of M. Bordemann, using the theory of projective Cartan connections.
In [13, 15] , these results were generalized to deal with multilinear operators or linear operators acting on arbitrary tensors.
At the same time, in [21] , we gave a proof of the existence of natural and projectively invariant quantizations using Cartan projective connections. One of the advantages of our method was to obtain a formula showing a close relationship with the formulae obtained in the context of P GL(m + 1, R)-equivariant quantizations over R m .
In the conformal situation, we proved in [22] the existence -outside critical situations-of the conformally invariant quantization for symbols at most four and for differential operators acting between densities.
In this paper, we give a general result of existence of a conformally invariant natural quantization for differential operators acting on arbitrary tensors and for any order of differentiation, provided the situation is not critical. We actually adapt the tools of [21] to the conformal case. We also give new and more general proofs of some of the results of [21] , and it turns out that our arguments and tools are general enough to obtain a natural and invariant quantization associated to most of geometric structures corresponding to simple |1|-graded algebras.
Problem setting
In this section, we will describe the definitions of the spaces of differential operators acting on tensor fields and of their corresponding spaces of symbols. Then we will set the problem of existence of natural and conformally invariant quantizations. Throughout this work, we let M be a smooth manifold of dimension m ≥ 3.
2.1. Tensor fields. The arguments of the differential operators that we will consider are classical tensor fields. Recall that one may see them as sections of vector bundles associated to the linear frame bundle P 1 M . We consider irreducible representations of the group GL(m, R) defined as follows : let (V, α D ) be the representation of GL(m, R) corresponding to a Young diagram Y D of depth n < m. Fix λ ∈ R and z ∈ Z and set
for all A ∈ GL(m, R), and u ∈ V . If (V, α) is such a representation, we denote by V (M ) the vector bundle
We denote by V(M ) the space of smooth sections of V (M ). This space can be identified with the space 
The space D(M ) is filtered by the order of differential operators. We denote by D k (M ) the space of differential operators of order at most k. The space of symbols, which we will denote by S V 1 ,V 2 (M ) or simply by S(M ), is then the graded space associated to D(M ). We denote by S l
. We denote by ρ the natural representation of GL(m, R) on this space (the representation of GL(m, R) on symmetric tensors is the natural one). We then denote by
and by S l
(M ) the space of smooth sections of S l
(M ) commutes with the action of diffeomorphisms and is a bijection from the quotient space
Hence the space of symbols is nothing but
endowed with the classical action of Diff(M ).
Natural and invariant quantizations.
A quantization on M is a linear bijection Q M from the space of symbols S(M ) to the space of differential operators D(M ) such that
In the conformal sense, a natural quantization is a collection of quantizations Q M depending on a pseudo-Riemannian metric such that
for all pseudo-Riemannian metrics g on N , and all S ∈ S(N ). Recall now that two pseudo-Riemannian metrics g and g ′ on a manifold M are conformally equivalent if and only if there exists a positive function f such that g ′ = f g. A quantization Q M is then conformally invariant if one has Q M (g) = Q M (g ′ ) whenever g and g ′ are conformally equivalent.
Conformal group and conformal algebra
Let us now recall the definition of the algebraic objects that we will use throughout this work. The grading of these objects are of special importance.
3.1. The conformal group. Given p and q such that p + q = m, we consider the bilinear symmetric form of signature (p + 1, q + 1) on R m+2 defined by
where S is the matrix of order m + 2 given by
and J = I p 0 0 −I q represents a nondegenerate symmetric bilinear form g 0 on R m , namely
As we continue, we will use the classical isomorphism between R m and R m * defined by the symmetric bilinear form represented by J :
and ♭ = ♯ −1 , and we also denote by |x| 2 the number g 0 (x, x). The Möbius space is the projection of the light cone associated to the metric B on the projective space RP m+1 .
We consider the group G made of linear transformations that leave B invariant, modulo its center, that is,
It acts transitively on the Möbius space S m .
The group H is the isotropy subgroup of G at the point [e m+2 ] of the Möbius space :
As in the projective situation, H is a semi-direct product G 0 ⋊ G 1 . Here G 0 is isomorphic to CO(p, q) and G 1 is isomorphic to R m * . There is also a projection
3.2. The conformal algebra. The Lie algebra of G is g = so(p + 1, q + 1). It decomposes as a direct sum of subalgebras :
where
This correspondence induces a structure of Lie algebra on R m ⊕ co(p, q) ⊕ R m * . It is easy to see that the adjoint actions G 0 and of co(p, q) on g −1 = R m and on g 1 = R m * coincides with the natural actions of CO(p, q) and of co(p, q). The Lie algebras corresponding to G 0 , G 1 and H are respectively g 0 , g 1 , and g 0 ⊕ g 1 . Actually, the simple Lie algebras carrying a grading (2) are known as simple |1|-graded algebras or Irreducible Filtered Lie algebras of Finite Type (IFFT algebras for short). Hence the algebra so(p + 1, q + 1) is a particular case of such an algebra. The classification of these algebras was obtain in [17] . Recall also that for every simple |1|-graded algebra, the subalgebra g 0 is reductive and decomposes as
where h 0 is semi-simple and where the grading or Euler element E is defined by ad(E)| g k = kId (k ∈ {−1, 0, 1}) and is therefore in the centre of g 0 . It is also noteworthy that g −1 and g 1 are always dual of each other because of the non degeneracy of the Killing form K of g. Let us now close this section by to technical results about Killing-dual bases in such algebras. The first one is taken directly from [3] .
Proposition 1. For every IFFT-algebra g, there exists a basis
is a basis of g 1 and such that the Killing dual basis writes (ε i ,
As we continue, we will need other relations concerning these bases.
Proposition 2. Denote respectively by a j and a * j the matrix representations
Proof. Let us prove the first relation. The other ones are obtained in a similar way. We know that [ε r , e i ] belongs to g 0 since the algebra g is |1|-graded. Hence we have a decomposition
We compute the coefficients using the Killing dual basis given in Proposition 1 : we have
by the invariance of the Killing form K and the definition of E. In the same way we obtain 
Cartan fiber bundles and connections
4.1. Cartan fiber bundles. It is well-known that there is a bijective and natural correspondence between the conformal structures on M and the reductions of P 1 M to the structure group G 0 ∼ = CO(p, q). The representations (V, α) of GL(m, R) defined so far can be restricted to the group CO(p, q). Therefore, once a conformal structure is given, i.e. a reduction P 0 of P 1 M to G 0 , we can identify tensors fields of type V as G 0 invariant functions on P 0 . In [16] , one shows that it is possible to associate at each G 0 -structure P 0 a principal H-bundle P on M , this association being natural and obviously conformally invariant. Since H can be considered as a subgroup of G 2 m , this H-bundle can be considered as a reduction of P 2 M . The relationship between conformal structures and reductions of P 2 M to H is given by the following proposition. Throughout this work, we will freely identify conformal structures and reductions of P 2 M to H. 
When considering in this definition a principal H-bundle P , and taking as group L the group G and for L 0 the group H, we obtain the definition of Cartan conformal connections.
If ω is a Cartan connection defined on an H-principal bundle P , then its curvature Ω is defined by
The notion of Normal Cartan connection is defined by natural conditions imposed on the components of the curvature. Now, the following result ([16, p. 135]) gives the relationship between conformal structures and Cartan connections : Proposition 4. A unique normal Cartan conformal connection is associated to every conformal structure P . This association is natural.
The connection associated to a conformal structure P is called the normal conformal connection of the conformal structure.
Lift of equivariant functions
In the previous section, we recalled how to associate an H-principal bundle P to a conformal structure P 0 . We now recall how the tensor fields, and in particular symbols, can be regarded as equivariant functions on P .
If (V, α) is a representation of G 0 , then we may extend it to a represen-
Now, using the representation α ′ , we can recall the relationship between equivariant functions on P 0 and equivariant functions on P (see [8] ): if we denote by p the projection P → P 0 , we have ) is a representation of G 0 , then the map
Now, since g −1 ∼ = R m and g 1 ∼ = R m * are natural representations of G 0 ∼ = CO(p, q), they become representations of H and we can state an important property of the invariant differentiation :
Proof. The result is a direct consequence of the Ad-invariance of the Cartan connection ω.
The main point that we will discuss in the next sections is that this result is not true in general for H-equivariant functions : for an H-equivariant function f , the function ∇ ω f is in general not G 1 -equivariant.
As we continue, we will use the representation ρ ′ * of the Lie algebra of H on V . If we recall that this algebra is isomorphic to g 0 ⊕ g 1 then we have
In our computations, we will make use of the infinitesimal version of the equivariance relation : If f ∈ C ∞ (P, V ) H then one has
6. The application Q ω
The construction of the application Q ω is based on the concept of invariant differentiation developed in [7, 8] . Let us recall the definition :
Definition 2. The map Q ω is defined by its restrictions to C ∞ (P,
for all T ∈ C ∞ (P, ⊗ k g −1 ⊗ gl(V 1 , V 2 )) and f ∈ C ∞ (P, V 1 ).
Explicitly, when the symbol T writes tA ⊗ h 1 ⊗ · · · ⊗ h k for t ∈ C ∞ (P ),
where t is considered as a multiplication operator.
) is H−equivariant, the differential operator Q ω (T ) does not transform H−equivariant functions into H−equivariant functions. Indeed, when f is H−equivariant, the function (∇ ω ) k f is only G 0 −equivariant. Hence the function Q ω (T )f does not correspond to a section of V 2 (M ). As we continue, we will show that one can modify the symbol T by lower degree correcting terms in order to solve this problem.
Measuring the default of equivariance
Throughout this section, T will denote an element of C ∞ (P, S k
Now, in order to analyze the invariance of functions, we have this first easy result, which follows from the fact that g 1 is a vector space.
Proposition 7 ([21]). If (V, α) is a representation of G 0 and becomes a representation of H as stated in section 5, then a function
1. The map γ. As we continue, we are interested in measuring the failure of equivariance of the map Q ω . To this aim, we compute the Lie derivative of the differential operator Q ω (T ) in the direction of a field L h * , h ∈ g 1 . We already defined a map γ in the projective situation :
for every x 1 , · · · , x k ∈ g −1 , l ∈ V * 1 ⊗ V 2 and h ∈ g 1 . Then we extend it to
The main property of this map is the following.
on G 0 -equivariant functions and for every h ∈ g 1 .
Proof. The proof is straightforward an is similar to the corresponding one in [21] .
Moreover, we can write γ in a very compact way. To this aim, we define a new representation of G 0 and g 0 on
Note that the adjoint action of G 0 on g −1 identifies with the natural action of CO(p, q).
The corresponding representation of g 0 on the same space is
for every A ∈ g 0 , x 1 , . . . , x k ∈ g −1 and l ∈ gl(V 1 , V 2 ).
Then we have the following immediate result Proposition 9. There holds
Now, we are interested in the commutation relations of γ and the representations ρ and ρ r .
Proposition 10. The following holds on
Proof. First notice that, since all operators under consideration are C ∞ (P )-linear, we only have to prove that the desired relations hold on
In order to link the relations for ρ and ρ r , we extend the representation ρ 2 of G 0 (see section 2.2) to ⊗ k g −1 ⊗ gl(V 1 , V 2 ) in a natural way by setting
It is then obvious that the operators ρ 2 (a) and ρ r (b) commute for all a and b in G 0 and that ρ(a) = ρ 2 (a) • ρ r (a). Therefore, we directly get
for every a ∈ G 0 and B ∈ g 0 and t ∈ R. Differentiating this expression, we obtain α(a) • ρ r * (B) = ρ r * (Ad(a)B) • α(a). Now we proceed by induction on k. For k = 0, the result is obvious. Then we set T 1 = x 1 ⊗ · · · ⊗ x k ⊗ l and T = x 0 ⊗ T 1 for x 0 , . . . , x k ∈ g −1 and l ∈ gl(V 1 , V 2 ). We use Proposition 9 to obtain
and we have
The last term is equal to
by using (8) and noticing that α(a)T = Ad(a)x 0 ⊗ α(a)T 1 .
Proposition 11. There holds
Proof. For k = 0 or k = 1, there is nothing to prove, since γ(h) lowers the degree of tensors. Let us now proceed by induction. We use the notation of Proposition 10. One has then, iterating (8) ,
Using Proposition 10, we obtain
It is then obvious that (9) is symmetric in h and h ′ by induction.
Casimir-like operators
In the papers dealing with equivariant quantization (see for instance [10, 3, 1] , the existence of quantizations over vector spaces was ruled by the properties of some Casimir operators associated to the equivariance algebra. In this section we will generalize these operators to our setting. Unfortunately, we have to define them by analogy and not as true Casimir operators. Therefore, we will have to check their properties by direct computations. Hopefully, these computations are quite nice. Let us begin by what we call the flat Casimir operator. We use the basis of the algebra g defined by Proposition 1 in section 3.2.
Definition 5. The operator C ♭ is defined on C ∞ (P, ⊗ k g −1 ⊗ gl(V 1 , V 2 )) by
The main property of this operator is the following. 
is then a scalar multiple of the identity.
Proof. The proof goes as in [3] and [21] . Just notice that C ♭ is C ∞ (P )-linear. Thus, we only have to compute it on I k,s for every s. Then, it is easy to see that the operator ρ * (E) is a scalar multiple of the identity, by using the definition of E and of ρ. It was proved in [3] that the last term in the expression of C ♭ is a scalar multiple of the Casimir operator of h 0 , if h 0 is absolutely simple. Finally, the restriction of the Casimir operator of h 0 to every irreducible representation is a scalar multiple of the identity, by Schur's Lemma.
Using the same basis, we define another operator.
and we set
The operator N ω has an important property of invariance :
Proposition 13. The operator N ω preserves the G 0 -equivariance of functions.
Proof. The proof is exactly the same as in [21] . This property is a consequence of the proposition 10 and of the fact that the invariant differentiation preserves the G 0 -equivariance.
We now have a technical lemma.
Lemma 14.
There holds on C ∞ (P,
for all h in g 1 .
Proof. Using the definition of C ♭ and Proposition 10, we directly obtain the relation
. On the other hand, using Proposition 2, we may compute
, by using again Proposition 2.
To sum up, we now have proved the relation
. We now prove that the last term vanishes by looking at the Casimir operator of the adjoint action of g : It is given by
Since g 1 is an abelian subalgebra, the restriction of this operator to g 1 is
. Hence, we just need to prove
i.e., C ad | g 1 = Id g 1 . We compute C ad on g in the following way : on the one hand, since E is in the centre of g 0 , we have
by the definition of E and Proposition 1. On the other hand, since g is simple, we may apply Schur's Lemma. We obtain C ad = Id and the result follows.
Now, we can come to the main result about the second Casimir operator
Proof. By the very definition of C ω , we have
The first and last term vanish in view of the definition of C ♭ , γ and of Proposition 11. We already computed the second one, and the third one is obviously equal to
hence the result.
Construction of the quantization
The construction is based on the eigenvalue problem for the Casimir-like operators C ♭ and C ω . The construction was given in [21] in the projective case, and based on the original computations of [10] . Actually, this construction applies to our setting. The main point is that we modified the definitions of Q ω , γ C ♭ and C ω so that Propositions 8, 13 and 15 hold true and C ♭ is semi-simple. We recall here the key results of the construction and we refer the reader to [21] for the proofs.
Recall that
is decomposed as a representation of h 0 as the direct sum of irreducible components I k,s . Denote by E k,s the space C ∞ (P, I k,s ) and by α k,s the eigenvalue of C ♭ restricted to E k,s .
As in [3, 10] , the tree-like susbspace T γ (I k,s ) associated to I k,s is defined by
is then defined in the same way. Since γ is C ∞ (P )-linear, this space is equal to C ∞ (P, T l γ (I k,s )). The following definition is a direct generalization of the ones of [3, 10] : We can now analyze the eigenvalue problem for the operator C ω . ) there exists a unique functionT in C ∞ (P, T γ (I k,s )) such that
Moreover, if T is G 0 -invariant, thenT is G 0 -invariant.
This result allows to define the main ingredient in order to define the quantization : The "modification map", acting on symbols.
Definition 8. Suppose that the pair (V 1 , V 2 ) is not critical. Then the map
is the linear extension of the association T →T .
The map M has the following nice property :
Proposition 17. There holds
for every h ∈ g 1 every T ∈ C ∞ (P, S k V 1 ,V 2 ) G 0 and every k ∈ N.
And finally, the main result :
Theorem 18. If the pair (V 1 , V 2 ) is not critical, then the formula
(where Q ω is given by (7) ) defines a natural and conformally invariant quantization.
9.1. Final remarks. Throughout the computations, we did not use explicitly the bracket of the algebra so(p + 1, q + 1), we only used the |1|-grading of this algebra and the subsequent properties. Another ingredient is the existence of a Cartan bundle associated to the G 0 -bundle P 0 , and of a normal Cartan connection to this bundle. Therefore, our construction can be generalized to the construction of an invariant quantization, once these data are given. Finally, we did not address the uniqueness problem of the quantization. But it was proved by F. Radoux that, even in the projective case, that is the most simple case, the quantization is not unique in general, due to the presence of the Weyl curvature tensor. Therefore, we conjecture that the quantization is not unique in general. It would be interesting to find a natural condition to impose to the quantization procedure in order to obtain the uniqueness that was one of the main features of the equivariant quantization problem.
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