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Information geometry, that is a differential geometric method of information theory, gives a natural
definition of informational quantity from the projection theorem. In this letter, we report that the
entropy production and recent results in information thermodynamics can be obtained from this
projection in a unified way. This result implies that a calculation of the entropy production can be
regarded as an optimization problem to minimize the length. Moreover, we geometrically discuss
the hierarchy of thermodynamic inequalities and the additivity of the partial entropy productions.
The violation of this additivity gives a measure of the integrated information theory.
PACS numbers:
Information geometry [1, 2] is a theory of differential
geometry for organizing various results in information
theory, probability theory and statistics. The applica-
tion of information geometry has been discussed in a va-
riety of fields including the machine learning [3], neuro-
science [4], statistical physics [5, 6] and thermodynam-
ics [7–10]. In an application of information geometry,
the projection theorem [11, 12] has a crucial role. For ex-
ample, the projection theorem provides the conventional
definitions of information quantities such as the mutual
information, the transfer entropy and information inte-
gration [2, 13, 14].
In last two decades, the second law of thermodynam-
ics has been discussed in the field of stochastic thermo-
dynamics [15, 16]. In stochastic thermodynamics, the
fluctuation theorem [17, 18] leads to an expression of the
second law by the Kullback-Leibler divergence [19]. Re-
cent results in information thermodynamics [20] such as
the second law of information thermodynamics [21–31],
are also based on the Kullback-Leibler divergence [32].
Although the relationship between information geome-
try and thermodynamics has been discussed [33–44] and
the Kullback-Leibler divergence has a crucial role in in-
formation geometry [1, 2], an information geometric in-
terpretation of the entropy production has been elusive.
In this letter, we show that the entropy production can
be derived from the projection theorem. To introduce a
manifold related to reversible dynamics, the entropy pro-
duction can be considered as the minimum length from
this manifold. This fact leads to a novel interpretation
of the entropy production as an optimization problem to
minimize the length.
In addition, we show that the partial entropy pro-
ductions in information thermodynamics can also be de-
rived from the projection onto other manifolds. From
the inclusion property of manifolds, we obtain a hier-
archy that the bound by information thermodynamics
is always tighter than the bound by thermodynamics.
Moreover, we show that non-additivity of the partial en-
tropy productions gives a measure of the integrated in-
formation theory [45, 46] known as the stochastic inter-
action [47, 48]. The integrated information theory has
been intensively discussed to seek a measure of divid-
ing complex neural networks into several parts. This
result provides a novel quantity of the integrated infor-
mation theory form a view point of thermodynamics. If
the stochastic interaction vanishes, the additivity of the
partial entropy production holds, and its condition gives
a nontrivial quadrangle in information geometry. We an-
alytically illustrate these results by the two spins model.
The projection theorem.– We first introduce the pro-
jection theorem in information geometry [11, 12]. We
consider a geometry of the joint probability pS(s), where
S = {S1, ..., SN} is the set of random variables and
s = {s1, ..., sN} is the set of events. The set of prob-
abilities gives a manifold, and the probability pS(s) cor-
responds to a point on this manifold. If we discuss the
projection theorem in information geometry, the metric
is given by the Fisher information, and the connection is
given by the dual affine connections [1].
We here consider the set of probabilities M, and an
optimization problem to minimize the Kullback-Leibler
divergence between pS(s) and a probability qS(s) on the
manifold M,
minqS∈MD(pS ||qS), (1)
where D(pS ||qS) =
∑
s pS(s) ln[pS(s)/qS(s)] is the
Kullback-Leibler divergence between two probabilities pS
and qS . If the manifoldM is flat, q
∗
S ∈M exists for any
probabilities qS ∈M such that
D(pS ||qS) = D(pS ||q
∗
S) +D(q
∗
S ||qS). (2)
This fact is known as the Pythagorean theorem in infor-
mation geometry [1, 2], and it indicates that the geodesic
connecting pS and q
∗
S is orthogonal to the dual geodesic
2FIG. 1: Schematic of the projection theorem. The set of
probabilities gives a manifold M, and the probability p cor-
responds to a point. If M is flat, we have a unique solution
q
∗ of the optimization problem to minimize the Kullback-
Leibler divergence between the probability p and the proba-
bility q ∈ M.
connecting q∗S and qS . In this case, the optimization
problem has a unique solution q∗S ,
minqS∈MD(pS ||qS) = D(pS ||q
∗
S). (3)
It means that the Kullback-Leibler divergence D(pS ||q
∗
S)
gives the minimum length from the manifoldM (see also
Fig. 1).
This projection theorem is useful to define informa-
tional quantities. We here show an example to define the
mutual information between random variablesX and Y .
At first, we consider the set of the probabilities,
MI = {qX,Y |qX,Y (x,y) = qX(x)qY (y)} , (4)
where qX(x) =
∑
y qX,Y (x,y) and qY (y) =∑
x qX,Y (x,y). Two random variables X and Y are
statistically independent for the probability in this man-
ifold MI. Because the Pytagorean theorem
D(pX,Y ||qX,Y ) = D(pX,Y ||pXpY ) +D(pXpY ||qX,Y )
(5)
holds for any qX,Y ∈ MI, the mutual information
I(X;Y ) for the joint probability pX,Y can be obtained
from the projection onto this flat manifold MI [2],
minqX,Y ∈MID(pX,Y ||qX,Y ) = I(X;Y ), (6)
I(X;Y ) = D(pX,Y ||pXpY )
= H(X) +H(Y )−H(X,Y ), (7)
where H(X) is the Shannon entropy defined as H(X) =
−
∑
x pX(x) ln pX(x). If the joint probability pX,Y is
on the manifold MI, we obtain pX,Y = pXpY and
I(X;Y ) = 0.
The second law of thermodynamics.– We next show
that the entropy production can be obtained from the
projection theorem. We consider the Markov process to
define the entropy production. This process can be de-
scribed by the path probability pZ,Z′(z, z
′), where Z
and Z ′ are random variables of the state of the sys-
tem Z at time t and t + dt, respectively. The transi-
tion probability is given by the conditional probability
T (z′|z) = pZ′|Z(z
′|z).
We now introduce the following set of path probabili-
ties
MR = {qZ,Z′ |qZ,Z′(z, z
′) = qZ′(z
′)T (z|z′)}, (8)
where qZ′(z
′) =
∑
z qZ,Z′(z, z
′). We call MR as
the reversible manifold, because backward dynamics
qZ|Z′ = qZ,Z′/qZ′ in this manifold are same as the
forward dynamics pZ′|Z . If the path probability pZ,Z′
is on this manifold, the detailed balance [49] satisfies,
T (z′|z)pZ(z) = T (z|z
′)pZ′(z
′).
We here consider the projection onto the manifoldMR.
This manifold is flat, because the following Pythagorean
theorem holds for any qZ,Z′ ∈MR,
D(pZ,Z′ ||qZ,Z′) = D(pZ,Z′ ||q
∗
Z,Z′) +D(q
∗
Z,Z′ ||qZ,Z′),
(9)
q∗Z,Z′(z, z
′) = pZ′(z
′)T (z|z′). (10)
The second term D(q∗Z,Z′ ||qZ,Z′) = D(pZ′ ||qZ′) can be
interpreted as the degree of freedom in the probability
distribution of Z′. From this Pythagorean theorem, we
obtain the projection theorem
minq
Z,Z′∈MRD(pZ,Z′ ||qZ,Z′) = D(pZ,Z′ ||q
∗
Z,Z′). (11)
In stochastic thermodynamics, the Kullback-Leibler
divergence D(pZ,Z′ ||q
∗
Z,Z′) is equal to the entropy pro-
duction σZtot [19, 49],
D(pZ,Z′ ||q
∗
Z,Z′) = σ
Z
tot = σ
Z
sys + σ
Z
bath, (12)
σZsys = H(Z
′)−H(Z), (13)
σZbath =
∑
z,z′
pZ,Z′(z, z
′) ln
T (z|z′)
T (z′|z)
, (14)
where σZsys is the entropy change of the system Z, and
σZbath is the entropy change of the heat bath attached to
the system Z. From the projection theorem Eq. (11), a
calculation of the entropy production can be regarded as
an optimization problem (see also Fig. 2),
σZtot = minqZ,Z′∈MRD(pZ,Z′ ||qZ,Z′). (15)
The entropy production is nonnegative, because the
Kullback-Leibler divergence is nonnegative D(p||q) ≥ 0.
This nonnegativity is regarded as the second law of ther-
modynamics. If and only if the path probability is on the
reversible manifold pZ,Z′ ∈MR, the entropy production
vanishes σZtot = 0.
Our formalization would be useful to detect the en-
tropy production from the experimental data. Based on
our framework, we can use optimization tool to calculate
3entropy production (2nd law)
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FIG. 2: Schematic of the entropy production and the pro-
jection onto the reversible manifold. The entropy production
is given by the minimum length from the reversible manifold
MR. This fact can be derived from the Pythagorean theorem.
the entropy production in parallel with an estimation of
informational quantities such as the mutual information
and the transfer entropy [51, 52].
In addition, the result (15) gives a novel inter-
pretation of the relaxation process to the equilib-
rium state from a view point of the learning pro-
cess. In information geometry, the learning process is
formalized as the reduction process of the minimum
length between the distribution pt in each iteration
t and the manifold of the statistical model Mt, i.e.,
limt→∞[minq∈MtD(pt||q)]→ 0. In the same way, the re-
laxation process to the equilibrium state limt→∞[σ
Z
tot]→
0 can be interpreted as the learning process of reversibil-
ity limt→∞[minq
Z,Z′∈MRD(pZ,Z′ ||qZ,Z′)]→ 0.
The second law of information thermodynamics.– Re-
cent studies of stochastic thermodynamics reveal a con-
nection between thermodynamics and information the-
ory. If we consider the subsystem interacting other sys-
tems, informational quantities such as mutual informa-
tion and the transfer entropy between them appear in a
generalization of the second law [21, 24]. This general-
ization is called as the second law of information thermo-
dynamics. We show that the second law of information
thermodynamics can also be derived from the projection
theorem in the unified way [50].
We consider the situation that Z is given by random
variables of two systems X and Y, i.e., Z = {X,Y }
and Z′ = {X′,Y ′}. Here we introduce two transi-
tion probabilities pX′|Y ′,Z(x
′|y′, z) = TXy;y′(x
′|x) and
pY ′|X′,Z(y
′|x′, z) = TYx;x′(y
′|y). The second law of in-
formation thermodynamics for the subsystem X is an
inequality of the partial entropy changes σXsys+σ
X
bath and
information flow ΘX→Y from X to Y,
σXsys + σ
X
bath ≥ Θ
X→Y , (16)
σXsys = H(X
′)−H(X), (17)
σXbath =
∑
z,z′
pZ,Z′(z, z
′) ln
TXy;y′(x
′|x)
TXy′;y(x|x
′)
, (18)
ΘX→Y = I(X′; {Y ,Y ′})− I(X; {Y ,Y ′}). (19)
The term of information flow includes the (backward)
directed information, which is given by the sum of mu-
tual information at time t (t + dt) and the (backward)
transfer entropy [29, 51, 52]. If we assume the bipartite
condition CBI : pZ′|Z(z
′|z) = pX′|Z(x
′|z)pY ′|Z(y
′|z),
information flow is equivalent to the learning rate [25] up
to order O(dt2) [29]. The bipartite condition CBI means
that the transition probability TXy;y′(x
′|x) = pX′|Z(x
′|z)
(TYx;x′(y
′|y) = pY ′|Z(y
′|z)) does not depend on y′ (x′).
We here consider the following set of path probabilities
MXLR =
{
qZ,Z′
∣∣qZ,Z′(z, z′) = TXy′;y(x|x′)qY ,Z′(y, z′)} ,
(20)
where qY ,Z′(y, z
′) =
∑
x qZ,Z′(z, z
′). We call MXLR
as the local reversible manifold of X , because backward
dynamics of the local system qX|Y ,Z′ in this manifold
are given by the forward dynamics of the local sys-
tem pX′|Y ′,Z . If the joint probability pZ,Z′ is on this
manifold, dynamics of X are locally reversible in time
TXy;y′(x
′|x)pY ′,Z(y
′, z) = TXy′;y(x|x
′)pY ,Z′(y, z
′). This
manifold is flat, because the following Pythagorean the-
orem holds for any qZ,Z′ ∈ M
X
LR,
D(pZ,Z′ ||qZ,Z′) = D(pZ,Z′ ||q
X∗
Z,Z′) +D(q
X∗
Z,Z′ ||qZ,Z′),
(21)
qX∗Z,Z′(z, z
′) = TXy′;y(x|x
′)pY ,Z′(y, z
′). (22)
The second term D(q∗Z,Z′ ||qZ,Z′) = D(pY ,Z′ ||qY ,Z′) can
be interpreted as the degree of freedom in the probability
distribution of Y and Z′.
The partial entropy production can be obtained from
the projection onto the local reversible manifold, because
the Kullback-Leibler divergence D(pZ,Z′ ||q
X∗
Z,Z′) is equal
to the partial entropy production,
D(pZ,Z′ ||q
X∗
Z,Z′) = σ
X
partial = σ
X
sys + σ
X
bath −Θ
X→Y .
(23)
Then, the partial entropy production can also be calcu-
lated from the following optimization problem
σXpartial = minqZ,Z′∈MXLRD(pZ,Z
′ ||qZ,Z′). (24)
Its nonnegativity is the second law of information ther-
modynamics σXpartial ≥ 0. If and only if the path probabil-
ity is on the local reversible manifold, the partial entropy
production vanishes σXpartial = 0.
4local reversible 
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entropy production (2nd law)
FIG. 3: Schematic of the second law of information thermo-
dynamics and its hierarchy. Because the local reversible man-
ifold includes the reversible manifold, the second law of infor-
mation thermodynamics always gives a tighter bound com-
pared to the second law of thermodynamics.
Hierarchy of the second laws.– We here show that our
geometric interpretation of the second laws provides the
hierarchy of the second laws. By definition, the re-
versible manifold is the submanifold of the local reversible
manifold MR ⊂ M
X
LR. From this inclusion property
of manifolds, we obtain minp
Z,Z′∈MRD(pZ,Z′ ||qZ,Z′) ≥
minpZ,Z′∈MXLRD(pZ,Z
′ ||qZ,Z′), or equivalently
σZtot ≥ σ
X
partial. (25)
This result gives the hierarchy of the second laws such
that the second law of information thermodynamics al-
ways gives a tighter bound than the second law of ther-
modynamics (see also Fig.3).
Moreover, if the total system is consist of multiple sys-
tems Z1,Z2, . . . ,ZN , we obtain the hierarchy for the two
subsets {Zn1 . . . ,Znk} ⊂ {Zm1 . . . ,Zml} as
σ
Zm1 ...,Zml
partial ≥ σ
Zn1 ...,Znk
partial , (26)
because of the inclusion property M
Zm1 ...,Zml
LR ⊂
M
Zn1 ...,Znk
LR . This hierarchy of the second laws is useful
to apply information thermodynamics to complex sys-
tems. We have a lot of the second laws for complex sys-
tems, because the second law of information thermody-
namics can be derived for any partition of the systems.
This hierarchy indicates that we only need to investigate
the inclusion property of manifolds if we want to grasp
the relationship between the second laws.
Additivity and information integration.– We next dis-
cuss the additivity of the partial entropy productions,
and the relationship between the additivity and the inte-
grated information theory. The violation of the additivity
of the partial entropy productions is given by its viola-
tion of the entropy changes in heat bathes Φbath and the
stochastic interaction ΦSI (Φ
†
SI) [47, 48] that is known
as a measure of the integrated information theory [49]
σZtot − σ
X
partial − σ
Y
partial = Φbath +ΦSI − Φ
†
SI, (27)
Φbath = σ
Z
bath − σ
X
bath − σ
Y
bath, (28)
ΦSI = D(pZ,Z′ ||pX′|ZpY ′|ZpZ), (29)
Φ†SI = D(pZ,Z′ ||pX|Z′pY |Z′pZ′). (30)
Under the bipartite condition CBI, two terms ΦSI and
Φbath vanish and Φ
†
SI is small enough O(dt
2). But it is
not necessary small if time evolution of two systems are
strongly correlated. This result gives a novel interpreta-
tion of the integrated information theory in the context
of thermodynamics. The violation of the additivity of
the partial entropy productions can be interpreted as in-
formation integration, and its violation of the entropy
changes in the heat bathes Φbath can be a novel measure
of information integration.
Under the bipartite condition CBI and the bi-
partite condition for time-reversal trajectories C∗BI :
pZ|Z′(z|z
′) = pX|Z′(x|z
′)pY |Z′(y|z
′), we exactly obtain
the additivity of the partial entropy productions
σZtot = σ
X
partial + σ
Y
partial. (31)
The hierarchy Eq. (25) is equivalent to the second law
of information thermodynamics for the subsystem Y,
σYpartial ≥ 0. Under the conditions of the additivity CBI
and C∗BI, we obtain the relationship between manifolds
MR =M
X
LR ∩M
Y
LR. (32)
From the view point of information geometry, the addi-
tivity (30) gives a nontrivial quadrangle (see also Fig. 4).
The additivity can be written as
D(pZ,Z′ ||q
∗
Z,Z′) = D(pZ,Z′ ||q
X∗
Z,Z′) +D(pZ,Z′ ||q
Y∗
Z,Z′).
(33)
From the Pythagorean theorem (65), we have the follow-
ing relationship
D(pZ,Z′ ||q
X∗
Z,Z′) = D(q
Y∗
Z,Z′ ||q
∗
Z,Z′), (34)
D(pZ,Z′ ||q
Y∗
Z,Z′) = D(q
X∗
Z,Z′ ||q
∗
Z,Z′) (35)
which means that the parallel sides of a quadrangle have
the same length. We call these conditions (34) and (35)
as the rectangle in information geometry. This rectangle
is not so trivial because information geometry is non-
Euclidean. In information geometry, a measure of infor-
mation integration Φbath +ΦSI −Φ
†
SI quantifies a distor-
tion of this rectangle.
Example.– We illustrate our results by the two spins
model [53]. Let Z = {S1, S2} and Z
′ = {S3, S4} be
5Additivity:
FIG. 4: Schematic of the additivity and the rectangle. Un-
der the both bipartite conditions CBI and C
∗
BI, the reversible
manifold is equal to the intersection of the local reversible
manifolds. The additivity of the entropy production indicates
that the parallel sides of a quadrangle (p, qX∗, q∗, qY∗) have
the same length.
random variables of two spins at time t and t + dt, re-
spectively. The spin has the binary state si ∈ {0, 1}. The
path probability of the spin state is generally given by the
exponential family even in nonequilibrium dynamics,
pθˆZ,Z′(s) = exp

∑
i
siθˆ
i +
∑
i<j
sisj θˆ
ij +
∑
i<j<k
sisjskθˆ
ijk
+
∑
i<j<k<l
sisjskslθˆ
ijkl − φZ,Z′(θˆ)

 , (36)
where θˆ is the set of parameters, and φZ,Z′(θˆ) is the
normalization factor that satisfies
∑
s p
θˆ
Z,Z′(s) = 1. The
parameter θˆ in pθˆZ,Z′ gives a coordinate called as theta
coordinate. The number of the elements in θˆ is (24 −
1) = 15, then the probability pθˆZ,Z′ can be represented
by theta coordinate in 15-dimensional manifold.
The both bipartite conditions CBI and C
∗
BI gives a con-
straint in 15-dimensional manifold
CBI : θˆ
34 = θˆ134 = θˆ234 = θˆ1234 = 0, (37)
C∗BI : θˆ
12 = θˆ123 = θˆ124 = θˆ1234 = 0, (38)
which is a 7-dimensional constraint. We here discuss the
case under the both bipartite conditions.
To calculate the entropy production, we consider the
reversible manifoldMR. Under the both bipartite condi-
tions CBI and C
∗
BI, the condition of the reversible manifold
is given by the following set of probabilities [49],
MR = {p
θ
Z,Z′ |θ
X = θˆX , θY = θˆY} (39)
θX = (θ1, θ13, θ14), θˆX = (θˆ3, θˆ13, θˆ23), (40)
θY = (θ2, θ24, θ23), θˆY = (θˆ4, θˆ24, θˆ14), (41)
where a coordinate θ represents a probability on the re-
versible manifold. The reversible manifold is flat, because
the condition of the flatness is given by the linear con-
straints for the exponential family [2]. The condition of
the local reversible manifolds are also given by the linear
constraint of θ [49],
MXLR = {p
θ
Z,Z′ |θ
X = θˆX }, MYLR = {p
θ
Z,Z′ |θ
Y = θˆY}.
(42)
Under the both bipartite conditions, the intersection of
these two manifolds is the reversible manifold MR =
MXLR ∩M
Y
LR.
To estimate the (partial) entropy production from the
observation of the path probability pθˆZ,Z′ , we can calcu-
late the following optimization problems
σXpartial = minθ|θX=θˆXD(p
θˆ
Z,Z′ ||p
θ
Z,Z′), (43)
σYpartial = minθ|θY=θˆYD(p
θˆ
Z,Z′ ||p
θ
Z,Z′), (44)
σZtot = minθ|θX=θˆX ,θY=θˆYD(p
θˆ
Z,Z′ ||p
θ
Z,Z′). (45)
This problem can be numerically solved by using a con-
ventional optimization tool. Such an optimization prob-
lem of the Kullback-Leibler divergence is well studied as a
statistical inference [54], a hypothesis testing [55], and an
expectation-maximization algorithm [56] in the context
of information geometry.
Conclusion and discussion.–By applying information-
geometric framework, we clarify the relationship between
the second law of thermodynamics and information ther-
modynamics. This result is complement to other geomet-
ric expressions of the second law, such as the principle of
Carathe`odory [58] and the maximum entropy thermody-
namics [59, 60], while our result is based on the manifold
of reversibility unlike the other.
Variants of the second laws could be derived from the
selection of T that gives another manifold. For example,
if we consider T of the dual dynamics [16], we would
obtain the generalized second law for non-equilibrium
steady state [57]. The hierarchy does not apply only
to the second laws of information thermodynamics. Our
framework gives the hierarchy for variants of the second
laws by using the inclusion property of manifolds corre-
sponding to selections of T .
Because the second law of information thermodynam-
ics would be essential for biochemical information pro-
cessing [27, 61–66], this work would give a geometric in-
sight into biochemical information processing. This work
provides a physical validity of the integrated information
6theory [13, 14, 45, 46] for the biochemical information
processing.
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SUPPLEMENTARY INFORMATION
I. Review of the second law of thermodynamics
We here review the second law of thermodynamics in stochastic thermodynamics. We start with the master equation
d
dt
p(z′; t) =
∑
z
[W (z → z′; t)p(z; t) −W (z′ → z; t)p(z′; t)] , (46)
where p(z; t) is the probability of the state z at time t, and W (z → z′; t) is the transition rate from the state z to
the state z′ at time t. In the notation of this paper, the probability of z is given by pZ(z) = p(z; t). From the master
equation (46), we obtain the probability at time t+ dt,
p(z′; t+ dt) =
∑
z
[W (z → z′; t)p(z; t)dt + (1−W (z′ → z; t)dt)p(z′; t)] . (47)
8In the notation of the main text, pZ(z) and pZ′(z
′) are given by pZ(z) = p(z; t) and pZ′(z
′) = p(z′; t+dt), respectively.
We also obtain the relationship between pZ and pZ′ as
pZ′(z
′) = p(z′; t) +O(dt) = pZ(z
′) +O(dt). (48)
Substituting p(z; t) = 1 into Eq. (47), the transition probability T (z′|z) is given by
T (z′|z) =
{
W (z → z′; t)dt (z 6= z′),
(1−
∑
z 6=z′ W (z
′ → z; t)dt) (z = z′).
(49)
Here, we consider the detailed balance. The condition of the detailed balance is given by
W (z → z′; t)p(z; t) =W (z′ → z; t)p(z′; t) (50)
for any z and z′. This condition is valid if the system is in equilibrium. By using the transition probability, we obtain
another expression of the detailed balance condition
T (z′|z)pZ(z) = T (z|z
′)pZ′(z
′), (51)
where we used W (z′ → z; t)p(z′; t)dt = T (z|z′)pZ(z
′) = T (z|z′)pZ′(z
′) + O(dt2). Therefore, the detailed balance
condition implies the reversibility of dynamics in the transition from t to t+ dt. From the identity by the Bayes’ rule
pZ|Z′(z|z
′) = T (z′|z)
pZ(z)
pZ′ (z′)
, (52)
the detailed balance condition can be rewritten as
T (z|z′) = pZ|Z′(z|z
′). (53)
Next, we discuss the second law of thermodynamics. For the master equation, the entropy production ratio σZtot/dt
is defined as
σZtot
dt
=
∑
z,z′
W (z → z′; t)p(z; t) ln
W (z → z′; t)p(z; t)
W (z′ → z; t)p(z′; t)
. (54)
If the detailed balance condition is valid, the entropy production vanishes σZtot = 0. By using the transition probability
T (z′|z), we obtain another expression of the entropy production
σZtot =
∑
z,z′|z 6=z′
W (z → z′; t)dtp(z; t) ln
W (z → z′; t)dtp(z; t)
W (z′ → z; t)dtp(z′; t)
(55)
=
∑
z,z′|z 6=z′
T (z′|z)pZ(z) ln
T (z′|z)pZ(z)
T (z|z′)pZ′(z′)
+O(dt2) (56)
=
∑
z,z′
T (z′|z)pZ(z) ln
T (z′|z)pZ (z)
T (z|z′)pZ′(z′)
. (57)
To introduce two probabilities pZ,Z′(z, z
′) = T (z′|z)pZ(z) and q
∗
Z,Z′(z, z
′) = T (z|z′)pZ′(z
′), this expression can be
regarded as the Kullback-Leibler divergence between two probabilities
σZtot =
∑
z,z′|z 6=z′
pZ,Z′(z, z
′) ln
pZ,Z′(z, z
′)
q∗Z,Z′(z, z
′)
(58)
= D(pZ,Z′ ||q
∗
Z,Z′). (59)
II. The second law of thermodynamics under feedback control and the projection theorem
We here consider the situation that the time evolution of the system X depends on the memoryM. Let X and X ′
be random variables of the system X at time t and t+ dt, respectively. Let M be a random variable of the memory
9M. The transition probability of X depend on the state of memory, TXm(x
′|x) = pX′|X,M (x
′|x,m). The condition
of feedback reversibility in the system X is given by pX|X′,M (x|x
′,m) = TXm(x|x
′).
The second law of thermodynamics under feedback control is given by the inequality of the partial entropy changes
and the mutual information change ∆I,
σXsys + σ
X
bath ≥ ∆I, (60)
σXsys = H(X
′)−H(X), (61)
σXbath =
∑
x,x′,m
pX,X′,M (x,x
′,m) ln
TXm(x
′|x)
TXm(x|x
′)
, (62)
∆I = I(X′;M)− I(X;M). (63)
We here introduce the feedback reversible manifold that backward dynamics from X′ to X are driven by the
transition probability TX ,
MFR = {qX,X′,M |qX,X′,M (x,x
′,m) = qX′M (x
′,m)TXm(x|x
′)}, (64)
where qX′M (x
′,m) =
∑
x qX,X′,M (x,x
′,m). The feedback reversible manifold is equivalent to the reversible man-
ifold MR = MFR, if we consider the time evolution from Z = {X,M} to Z
′ = {X′,M}. If the joint prob-
ability pX,X′,M is on this manifold, dynamics of X are reversible in time under feedback control. In the case
qX∗X,X′,M (x,x
′,m) = TXm(x|x
′)pX′,M (x
′,m), the following Pythagorean theorem holds for any qX,X′,M ∈MFR,
D(pX,X′,M ||qX,X′,M ) = D(pX,X′,M ||q
X∗
X,X′,M ) +D(q
X∗
X,X′,M ||qX,X′,M ). (65)
The second term D(qX∗X,X′,M ||qX,X′,M ) = D(pX′,M ||qX′,M ) can be interpreted as the degree of freedom in the
probability distribution of M and X′.
The second law of thermodynamics under feedback control can be obtained from the projection onto the local re-
versible manifold, because the Kullback-Leibler divergence D(pZ,Z′ ||q
X∗
Z,Z′) is equal to the partial entropy production,
D(pX,X′,M ||q
X∗
X,X′,M ) = σ
X
partial = σ
X
sys + σ
X
bath −∆I. (66)
Then, the second law of thermodynamics under feedback control can also be related to the optimization problem
σXpartial = minqX,X′,M∈MFRD(pX,X′,M ||qX,X′,M ). (67)
If and only if the path probability is on the feedback reversible manifold, the partial entropy production vanishes.
III. Detailed calculation of the integrated information
We here show the relationship between the integrated information and non-additivity of the partial entropy produc-
tions Eq. (26) in the main text. The violation of the additivity of the partial entropy productions σZtot−σ
X
partial−σ
Y
partial
is calculated as
σZtot − σ
X
partial − σ
Y
partial
=D(pZ,Z′ ||q
∗
Z,Z′)−D(pZ,Z′ ||q
X∗
Z,Z′)−D(pZ,Z′ ||q
Y∗
Z,Z′)
=
∑
z,z′
pZ,Z′(z, z
′)
[
ln
pZ,Z′(z, z
′)
T (z|z′)pZ′(z′)
+ ln
TXy′;y(x|x
′)pZ′,Y (z
′,y)
pX′|Z,Y ′(x′|z,y′)pZ,Y ′(z,y′)
+ ln
TYx′;x(y|y
′)pZ′,X(z
′,x)
pY ′|Z,X′(y′|z,x′)pZ,X′(z,x′)
]
=
∑
z,z′
pZ,Z′(z, z
′)
[
ln
T (z′|z)pZ(z)
T (z|z′)pZ′(z′)
+ ln
TXy′;y(x|x
′)pY |Z′(y|z
′)pZ′(z
′)
TXy;y′(x
′|x)pY ′|Z(y′|z)pZ(z)
+ ln
TYx′;x(y|y
′)pX|Z′(x|z
′)pZ′(z
′)
TYx;x′(y
′|y)pX′|Z(x′|z)pZ(z)
]
=D(pZ,Z′ ||pX′|ZpY ′|ZpZ)−D(pZ,Z′ ||pX|Z′pY |Z′pZ′)−

∑
z,z′
pZ,Z′(z, z
′) ln
T (z|z′)TXy;y′(x
′|x)TYx;x′(y
′|y)
T (z′|z)TXy′;y(x|x
′)TYx′;x(y|y
′)


=Φbath +ΦSI − Φ
†
SI. (68)
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IV. Detailed calculations of examples in the main text
We start with the joint distribution
pθˆZ,Z′(s) = exp

∑
i
siθˆ
i +
∑
i<j
sisj θˆ
ij +
∑
i<j<k
sisjskθˆ
ijk +
∑
i<j<k<l
sisjskslθˆ
ijkl − φZ,Z′(θˆ)

 , (69)
where s = (s1, s2, s3, s4) = (x, y, x
′, y′) is the spin notation with si ∈ {0, 1}, and φZ,Z′(θˆ) is the normalization
constant. The joint distribution pθˆZ,X′(z,x
′) is calculated as
ln pθˆZ,X′(z,x
′) =
∑
i6=4
siθˆ
i +
∑
i<j|i6=4,j 6=4
sisj θˆ
ij + s1s2s3θˆ
123 + ψY ′(z,x
′|θˆ)− φZ,Z′(θˆ),
ψY ′(z,x
′|θˆ) := ln

exp

θˆ4 +∑
i
siθˆ
i4 +
∑
i<j
sisj θˆ
ij4 + s1s2s3θˆ
1234

+ 1

 . (70)
Then the conditional probability pθˆX′|Z(x
′|z) is calculated as
ln pθˆX′|Z(x
′|z) =s3θˆ
3 + s1s3θˆ
13 + s2s3θˆ
23 + s1s2s3θˆ
123 − φX′|Z(s1, s2|θˆ),
φX′|Z(s1, s2|θˆ) := ln
[
exp
(
θˆ3 + s1θˆ
13 + s2θˆ
23 + s1s2θˆ
123
)
+ 1
]
. (71)
The conditional probability pθˆ
X′|Z,Y ′(x
′|z,y′) is calculated as
ln pθˆX′|Z,Y ′(x
′|z,y′) =s3θˆ
3 + s1s3θˆ
13 + s2s3θˆ
23 + s3s4θˆ
34 + s1s2s3θˆ
123
+ s1s3s4θˆ
134 + s2s3s4θˆ
234 + s1s2s3s4θˆ
1234 − φX′|Z,Y ′(s1, s2, s4|θˆ),
φX′|Z,Y ′(s1, s2, s4|θˆ) := ln
[
exp
(
θˆ3 + s1θˆ
13 + s2θˆ
23 + s4θˆ
34 + s1s2θˆ
123 + s1s4θˆ
134 + s2s4θˆ
234 + s1s2s4θˆ
1234
)
+ 1
]
.
(72)
The bipartite condition CBI is given by p
θˆ
X′|Z,Y ′ = p
θˆ
X′|Z . From Eqs. (71) and (72), we obtain the condition of CBI
CBI : θˆ
34 = θˆ134 = θˆ234 = θˆ1234 = 0. (73)
In the same way, we obtain the condition of C∗BI
C∗BI : θˆ
12 = θˆ123 = θˆ124 = θˆ1234 = 0. (74)
To clarify the relationship between CBI and C
∗
BI, we can consider the permutation (α(1), α(2), α(3), α(4)) = (3, 4, 1, 2).
The condition of C∗BI is given by the condition of CBI with the permutation α,
C∗BI : θˆ
α(3)α(4) = θˆα(3)α(4)α(1) = θˆα(3)α(4)α(2) = θˆα(3)α(4)α(1)α(2) = 0. (75)
Next, we discuss the reversible manifold MR. The transition probability T (z
′|z) = pθˆ
Z′|Z(z
′|z) is calculated as
lnT (z′|z) =s3θˆ
3 + s4θˆ
4 +
∑
i<4
sis4θˆ
i4 +
∑
i<3
sis3θˆ
i3
+
∑
i<j<k
sisjskθˆ
ijk +
∑
i<j<k<l
sisjskslθˆ
ijkl − φZ′|Z(s1, s2|θˆ),
φZ′|Z(s1, s2|θˆ)
:= ln
[
exp(θˆ3 + θˆ4 + s1θˆ
14 + s2θˆ
24 + θˆ34 + s1θˆ
13 + s2θˆ
23 + s1s2θˆ
123 + s1s2θˆ
124 + s1θˆ
134 + s2θˆ
234 + s1s2θˆ
1234)
+ exp(θˆ3 + s1θˆ
13 + s2θˆ
23 + s1s2θˆ
123) + exp(θˆ4 + s1θˆ
14 + s2θˆ
24 + s1s2θˆ
124) + 1
]
. (76)
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The conditional probability pθˆ
Z|Z′(z|z
′) is given by
ln pθˆZ|Z′(z|z
′) =s1θˆ
1 + s2θˆ
2 +
∑
1<i
s1siθˆ
1i +
∑
2<i
s2siθˆ
2i
+
∑
i<j<k
sisjskθˆ
ijk +
∑
i<j<k<l
sisjskslθˆ
ijkl − φZ|Z′(s3, s4|θˆ),
φZ|Z′(s3, s4|θˆ)
:= ln
[
exp(θˆ1 + θˆ2 + s3θˆ
23 + s4θˆ
24 + θˆ12 + s3θˆ
13 + s4θˆ
14 + s3s4θˆ
134 + s3s4θˆ
234 + s3θˆ
123 + s4θˆ
124 + s3s4θˆ
1234)
+ exp(θˆ1 + s3θˆ
13 + s4θˆ
14 + s3s4θˆ
134) + exp(θˆ2 + s3θˆ
23 + s4θˆ
24 + s3s4θˆ
234 + s3θˆ
123) + 1
]
. (77)
The reversible manifold is defined as MR = {p
θ
Z,Z′ |p
θ
Z,Z′(z, z
′) = pθZ′(z
′)T (z|z′)} with pθZ′(z
′) =
∑
z p
θ
Z,Z′(z, z
′).
The equations (76) and (77) yield
MR =
{
pθZ,Z′
∣∣∣θ1 = θˆ3, θ2 = θˆ4, θ23 = θˆ14, θ24 = θˆ24, θ12 = θˆ34, θ13 = θˆ13, θ14 = θˆ23,
θ134 = θˆ123, θ234 = θˆ124, θ123 = θˆ134, θ124 = θˆ234, θ1234 = θˆ1234
}
. (78)
Under the both bipartite conditions CBI and C
∗
BI, we obtain
MR =
{
pθZ,Z′
∣∣∣θ1 = θˆ3, θ2 = θˆ4, θ23 = θˆ14, θ24 = θˆ24, θ13 = θˆ13, θ14 = θˆ23} . (79)
Next, we discuss the local reversible manifold MXLR. Then the transition probability T
X
y (x
′|x) = pθ
X′|Z(x
′|z) is
given by Eq. (71). The conditional probability pθ
X|Z′(x|z
′) is calculated as
ln pθX|Z′(x|z
′) =s1θˆ
1 + s1s3θˆ
13 + s1s4θˆ
14 + s1s3s4θˆ
134 − φX|Z′(s3, s4|θˆ),
φX|Z′(s3, s4|θˆ) := ln
[
exp
(
θˆ1 + s3θˆ
13 + s4θˆ
14 + s3s4θˆ
134
)
+ 1
]
. (80)
The local reversible manifold is defined as MXLR : qX|Z′(x|z
′) = pθX|Z′(x|z
′) = TXy′ (x|x
′). The equations (71) and
(80) yield
MXLR =
{
pθZ,Z′
∣∣∣θ1 = θˆ3, θ13 = θˆ13, θ14 = θˆ23, θ134 = θˆ123} . (81)
In the same way, we obtain the condition of MYLR
MYLR =
{
pθZ,Z′
∣∣∣θ2 = θˆ4, θ24 = θˆ24, θ23 = θˆ14, θ234 = θˆ124} . (82)
To clarify the relationship between MXLR and M
Y
LR, we can consider the permutation (α
′(1), α′(2), α′(3), α′(4)) =
(2, 1, 4, 3). The condition of MYLR is given by the condition of M
Y
LR with the permutation α
′,
MYLR =
{
pθZ,Z′
∣∣∣θα′(1) = θˆα′(3), θα′(1)α′(3) = θˆα′(1)α′(3), θα′(1)α′(4) = θˆα′(2)α′(3), θα′(1)α(4)α′(3) = θˆα′(2)α′(1)α′(3)} .
(83)
Under the both bipartite conditions CBI and C
∗
BI, we obtain
MXLR =
{
pθZ,Z′
∣∣∣θ1 = θˆ3, θ13 = θˆ13, θ14 = θˆ23} , (84)
MYLR =
{
pθZ,Z′
∣∣∣θ2 = θˆ4, θ24 = θˆ24, θ23 = θˆ14} . (85)
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V. Example: the single spin model
We here consider the entropy production σZtot for a simple model of the single spin. The spin state at time t is
z = x ∈ {0, 1} and the spin state at time t+ dt is z′ = x′ ∈ {0, 1}.
The stochastic evolution of the single spin is given by the transition probability T (x′|x). If we start with the master
equation
d
dt
p(x′; t) =
∑
x
[W (x→ x′; t)p(x; t)−W (x′ → x; t)p(x′; t)] , (86)
the transition probability is given by
T (x′|x) =


(1−W (0→ 1; t)dt) (x = 0, x′ = 0),
W (0→ 1; t)dt (x = 0, x′ = 1),
W (1→ 0; t)dt (x = 1, x′ = 0),
(1−W (1→ 0; t)dt) (x = 1, x′ = 1).
(87)
The path probability pX,X′(x, x
′) is given by
pX,X′(x, x
′) = T (x′|x)p(x; t) =


(1−W (0→ 1; t)dt)p(0; t) (x = 0, x′ = 0),
W (0→ 1; t)dtp(0; t) (x = 0, x′ = 1),
W (1→ 0; t)dt(1− p(0; t)) (x = 1, x′ = 0),
(1−W (1→ 0; t)dt)(1− p(0; t)) (x = 1, x′ = 1).
(88)
Here we introduce the exponential family
pX,X′(x, x
′) = exp(θˆ1x+ θˆ2x′ + θˆ12xx′ − φX,X′(θˆ
1, θˆ2, θˆ12)),
φX,X′(θˆ
1, θˆ2, θˆ12) = ln
[
1 + exp(θˆ1) + exp(θˆ2) + exp(θˆ1 + θˆ2 + θˆ12)
]
. (89)
The path probability can be written as
pX,X′(x, x
′) =


exp(−φX,X′(θˆ
1, θˆ2, θˆ12)) (x = 0, x′ = 0),
exp(θˆ2 − φX,X′(θˆ
1, θˆ2, θˆ12)) (x = 0, x′ = 1),
exp(θˆ1 − φX,X′(θˆ
1, θˆ2, θˆ12)) (x = 1, x′ = 0),
exp(θˆ1 + θˆ2 + θˆ12 − φX,X′(θˆ
1, θˆ2, θˆ12)) (x = 1, x′ = 1).
(90)
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From Eqs. (88) and (90), we obtain the relationship between (θˆ1, θˆ2, θˆ12) and (W (0→ 1; t),W (1→ 0; t), p(0; t)) as
φX,X′(θˆ
1, θˆ2, θˆ12) = ln
1
pX,X′(0, 0)
= − ln[(1 −W (0→ 1; t)dt)p(0; t)], (91)
θˆ1 = φX,X′(θˆ
1, θˆ2, θˆ12) + ln[W (1→ 0; t)dt(1− p(0; t))]
= ln
pX,X′(1, 0)
pX,X′(0, 0)
= ln
W (1→ 0; t)dt(1− p(0; t))
(1−W (0→ 1; t)dt)p(0; t)
, (92)
θˆ2 = φX,X′(θˆ
1, θˆ2, θˆ12) + ln[W (0→ 1; t)dtp(0; t)]
= ln
pX,X′(0, 1)
pX,X′(0, 0)
= ln
W (0→ 1; t)dt
1−W (0→ 1; t)dt
, (93)
θˆ12 = φX,X′(θˆ
1, θˆ2, θˆ12)− θˆ1 − θˆ2 + ln[(1−W (1→ 0; t)dt)(1− p(0; t))]
= ln
pX,X′(0, 0)pX,X′(1, 1)
pX,X′(0, 1)pX,X′(1, 0)
= ln
[1−W (0→ 1; t)dt][1−W (1→ 0; t)dt]
[W (0→ 1; t)dt][W (1→ 0; t)dt]
. (94)
Here, we introduce the reversible manifold MR. The transition probability is given by
T (x′|x) = exp(θˆ2x′ + θˆ12xx′ − φX′|X(x|θˆ
2, θˆ12)),
φX′|X(x|θˆ
2, θˆ12) = ln
[
1 + exp(θˆ2 + θˆ12x)
]
. (95)
We here consider the reversible manifold defined as
MR = {qX,X′ |qX,X′(x, x
′) = qX′(x
′)T (x|x′)}. (96)
If we use the expression of the exponential family for qX,X′ , the reversible manifold is given by
MR = {exp(θ
1x+ θ2x′ + θ12xx′ − φX,X′(θ
1, θ2, θ12))|θ1 = θˆ2, θ12 = θˆ12}. (97)
In our main result, the entropy production is given by the following optimization problem
σZtot = minqX,X′∈MRD(pX,X′ ||qX,X′). (98)
We here obtain the following Pythagorean theorem for qX,X′ ∈MR,
D(pX,X′ ||qX,X′) = D(pX,X′ ||q
∗
X,X′) +D(q
∗
X,X′ ||qX,X′),
q∗X,X′(x, x
′) = exp(θˆ2x+ θ2∗x′ + θˆ12xx′ − φX,X′ (θˆ
2, θ2∗, θˆ12)), (99)
with the constraint ∑
x
q∗X,X′(x, x
′) =
∑
x
pX,X′(x, x
′). (100)
From the nonnegativity of the Kullback-Leibler divergence D(q∗X,X′ ||qX,X′) ≥ 0, the solution of the optimization
problem is given by
D(pX,X′ ||qX,X′) ≥ D(pX,X′ ||q
∗
X,X′), (101)
q∗X,X′ = argminqX,X′∈MRD(pX,X′ ||qX,X′). (102)
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By using the expression by (θ1, θ2, θ12), this optimization problem can be written as
σZtot = minθ2E[x(θˆ
1 − θˆ2) + x′(θˆ2 − θ2)− φX,X′(θˆ
1, θˆ2, θˆ12) + φX,X′ (θˆ
2, θ2, θˆ12)], (103)
where E is the expected value E[f ] =
∑
x,x′ pX,X′(x, x
′)f(x, x′). The constraint Eq. (100) is calculated as
exp
[
(θˆ2 − θ2∗)x′ − φX,X′ (θˆ
1, θˆ2, θˆ12) + φX,X′(θˆ
2, θ2∗, θˆ12)
]
= exp
[
φX|X′(x
′|θˆ2, θˆ12)− φX|X′(x
′|θˆ1, θˆ12)
]
. (104)
where φX|X′(x
′|θˆ1, θˆ12) is defined as
φX|X′(x
′|θˆ1, θˆ12) = ln
[
1 + exp(θˆ1 + θˆ12x′)
]
. (105)
Under the constraint, the optimization problem Eq. (103) is calculated as
σZtot = E
[
x(θˆ1 − θˆ2) + x′(θˆ2 − θ2∗)− φX,X′(θˆ
1, θˆ2, θˆ12) + φX,X′(θˆ
2, θ2∗, θˆ12)
]
= E
[
x(θˆ1 − θˆ2) + φX|X′(x
′|θˆ2, θˆ12)− φX|X′(x
′|θˆ1, θˆ12)
]
. (106)
We can check the equivalence between Eq. (106) and the original definition of the entropy production as follows,
σZtot =
∑
x,x′
T (x′|x)pX(x) ln
T (x′|x)pX(x)
T (x|x′)pX′(x′)
= E
[
ln
T (x′|x)pX(x)
T (x|x′)pX′(x′)
]
= E
[
ln
pX|X′(x|x
′)
exp(θˆ2x+ θˆ12xx′ − φX′|X(x′|θˆ2, θˆ12))
]
= E
[
ln
exp(θˆ1x+ θˆ12xx′ − φX|X′(x
′|θˆ2, θˆ12))
exp(θˆ2x+ θˆ12xx′ − φX′|X(x′|θˆ2, θˆ12))
]
= E
[
x(θˆ1 − θˆ2) + φX|X′(x
′|θˆ2, θˆ12)− φX|X′(x
′|θˆ1, θˆ12)
]
, (107)
where we used φX′|X(x
′|θˆ2, θˆ12) = φX|X′(x
′|θˆ2, θˆ12).
