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Abstract We review numerical studies of quantum turbulence. Quantum tur-
bulence is currently one of the most important problems in low temperature
physics and is actively studied for superfluid helium and atomic Bose–Einstein
condensates. A key aspect of quantum turbulence is the dynamics of conden-
sates and quantized vortices. The dynamics of quantized vortices in superfluid
helium are described by the vortex filament model, while the dynamics of
condensates are described by the Gross–Pitaevskii model. Both of these mod-
els are nonlinear, and the quantum turbulent states of interest are far from
equilibrium. Hence, numerical studies have been indispensable for studying
quantum turbulence. In fact, numerical studies have contributed in revealing
the various problems of quantum turbulence. This article reviews the recent
developments in numerical studies of quantum turbulence. We start with the
motivation and the basics of quantum turbulence and invite readers to the
frontier of this research. Though there are many important topics in the quan-
tum turbulence of superfluid helium, this article focuses on inhomogeneous
quantum turbulence in a channel, which has been motivated by recent visual-
ization experiments. Atomic Bose–Einstein condensates are a modern issue in
quantum turbulence, and this article reviews a variety of topics in the quan-
tum turbulence of condensates e.g. two-dimensional quantum turbulence, weak
wave turbulence, turbulence in a spinor condensate, etc., some of which has
not been addressed in superfluid helium and paves the novel way for quantum
turbulence researches. Finally we discuss open problems.
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21 Introduction
Quantum turbulence (QT) describes turbulence in the hydrodynamics of quan-
tum condensed systems. The hydrodynamics in these systems are subject to
severe quantum restrictions, and quantized vortices play a pivotal role in ro-
tational motion of superfluid. A quantized vortex is a stable topological de-
fect with quantized circulation, which distinguishes quantum hydrodynamics
(QHD) from classical hydrodynamics.
QT was first discovered in superfluid 4He and was recently discovered in
atomic Bose–Einstein condensates (BECs). As a result, QT has become one of
the most important topics in low temperature physics. Numerical studies are
indispensible for understanding QT because it is highly nonlinear and out of
equilibrium. This article reviews numerical studies of QT both in superfluid
4He and atomic BECs.
Two models are usually available for studying QT, namely the vortex fil-
ament (VF) model and the Gross–Pitaevskii (GP) model 1. The VF model
represents a quantized vortex as a filament and follows the dynamics of the
system. Because most characteristic lengths in superfluid 4He are much larger
than the vortex core size, the VF model is very useful in studying superfluid
4He. On the other hand, the GP model is the mean-field approximation of a
weakly interacting Bose system, which is useful in studying atomic BECs at
very low temperatures. Here, the two models are compared from the viewpoint
of numerical studies. The VF model supposes that the fluid is incompressible,
and the vortex is represented as a string of points. Since the vortex core is
assumed to be infinitely thin, the VF model cannot describe phenomena re-
lated to the cores such as vortex reconnection, nucleation, and annihilation.
On the other hand, the GP model can describe not only the vortex dynamics
but also the dynamics of the condensate, including the core-related phenom-
ena. However, it is not so easy to consider finite temperature effects in the GP
model.
Though there are several existing review articles on QT [1, 2, 3, 4, 5, 6], this
articles focuses on the numerical studies of QT. The contents of this article are
as follows. Chapter 2 describes the numerical studies of QT in superfluid 4He.
Starting with the two-fluid model, we briefly review the research history. Al-
though there are many aspects on this issue, we focus on the topics of thermal
counterflow. The readers should refer to other review articles on topics such as
the energy spectrum of QT and QT created by an oscillating object [2, 4]. Sim-
ulation of the homogeneous system pioneered by Schwarz has been successful,
but recent visualization experiments have paved the way to the study of inho-
mogeneous systems in a channel. Chapter 3 reviews QT in atomic BECs. First,
recent experiments of turbulence in the atomic BEC are introduced, where we
describe 2D and 3D QT in single-component BECs and QT in spinor BECs.
Such dependence on spatial dimension and multi-component system in QT are
1 Another important model is the Hall–Vinen–Bekharevich–Khalatnikov (HVBK) model.
It is briefly introduced in Sec. 2.1.1.
3unique for the atomic BECs. Subsequently, we address theoretical studies of
the GP model that investigate vortex turbulence, weak wave turbulence, 2D
nature of QT, and spin turbulence. Chapter 4 is devoted to survey of the open
problems.
2 QT in superfluid helium
This section describes QT in superfluid 4He by the VF model.
2.1 Background and history
The main focus of this section is on numerical studies of thermal counterflow.
This subsection briefly reviews the history of the modern problems of ther-
mal counterflow and such other topics as energy spectra and QT caused by
vibrating structures.
2.1.1 Two-fluid model and thermal counterflow
The hydrodynamics of superfluid helium is well described by the two-fluid
model [7, 8] in which the system consists of an inviscid superfluid (density
ρs) and a viscous normal fluid (density ρn) with two velocity fields vs and vn.
Only the normal fluid can carry entropy. The mixing ratio of the two fluids
depends on temperature. If two fluids are independent, the superfluid obeys
the Euler-like equation and the normal fluid obeys the Navier–Stokes equation
[9]:
ρs
[
∂vs
∂t
+ (vs · ∇)vs
]
= −ρs
ρ
∇p+ ρss∇T, (1)
ρn
[
∂vn
∂t
+ (vn · ∇)vn
]
= −ρn
ρ
∇p− ρss∇T + ηn∇2vn (2)
with pressure p and temperature T . Here, ρ = ρs + ρn is the total density of
two fluids, s is the entropy per unit mass, and ηn is the viscosity of the normal
fluid. The total momentum flux is j = ρsvs + ρnvn. This equation shows the
characteristic behavior of two-fluid hydrodynamics. If a system is subject to
a temperature gradient ∇T , the superfluid is driven along it and the normal
fluid is driven oppositely. Thermal counterflow makes use of this behavior, and
most of the early experimental studies of superfluid hydrodynamics focused
on thermal counterflow [10].
Figure 1 shows a schematic representation of thermal counterflow. Super-
fluid 4He is assumed to be confined in a channel of circular cross-section of
radius A, with one closed end and the other end connected to a helium bath.
We suppose that heat W per unit time is injected into the system near the
closed end. Then, the normal fluid flows from the closed end towards the he-
lium bath and the superfluid flows oppositely. Since the net mass flux vanishes,
4the counterflow j = ρsvs + ρnvn = 0 is driven. The injected heat is carried
away by the normal fluid with an energy flux of W/piA2 = sρTvn. Then, the
relative velocity of the two fluids is:
vns = |vn − vs| = ρ
ρs
vn =
W
piA2ρssT
. (3)
By assuming the counterflow is stationary and uniform along the channel, we
can estimate what happens to the temperature and pressure gradients. When
W is small, both flows should be laminar with only axial components. Then,
Eq. (1) gives ∇p = ρs∇T and Eq. (2) gives ηn∇2vn = ∇p, such that the
superfluid flow becomes uniformly laminar and the normal fluid flow takes a
laminar Poiseuille profile vn(r) = −(∇p/4ηn)(A2 − r2) with the radial coordi-
nate r. Then, the gradients of pressure and temperature of the laminar cases
are given by:
∇pL = −8ηn
A2
vn, ∇TL = ∇pL
ρs
= − 8ηn
A2ρs
vn. (4)
Here vn refers to the averaged vn(r) over the cross-section, and the subscript L
means that the flow is laminar. When W is small, these gradients are observed
experimentally as shown in Fig. 2.
When the heat or the relative velocity exceeds some critical value, however,
an additional temperature gradient to Eq. (4) was observed [10]. Gorter and
Mellink added the mutual friction term Fns into Eqs. (1) and (2):
ρs
[
∂vs
∂t
+ (vs · ∇)vs
]
= −ρs
ρ
∇p+ ρss∇T − Fns, (5)
ρn
[
∂vn
∂t
+ (vn · ∇)vn
]
= −ρn
ρ
∇p− ρss∇T + ηn∇2vn + Fns. (6)
Then, the gradients of pressure and temperature become2:
∇p = ∇pL, ∇T = ∇TL + Fns
ρss
. (7)
By comparing their observations of thermal counterflow and the tempera-
ture gradient of Eq. (7), Gorter and Mellink found Fns ' A′ρsρnv3ns with a
temperature-dependent coefficient A′.
The mutual friction was later found to come from the interaction between
quantized vortices and normal fluid [11, 12]. The original idea of quantized
circulation had already been suggested by Onsager [13], but Feynman pro-
posed the concept of a quantized vortex filament and a turbulent superfluid
state consisting of a tangle of quantized vortices [14]. Feynman’s idea was
experimentally confirmed by Vinen [15, 16, 17, 18, 19]. Subsequently, many
2 The mutual friction adds nothing to the pressure gradient. The observed pressure gra-
dient shown in Fig. 2 is attributable to eddy viscosity of superfluid. We do not mention this
issue.
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Fig. 1 Schematic representation of thermal counterflow. The counterflow vs and vn are
driven by the injected heat W . Compared with the temperature T and the pressure p of
the liquid helium bath, the temperature difference ∆T and the pressure difference ∆P are
observed near the heater.
experimental studies have examined superfluid turbulence (ST) in thermal
counterflow systems and have revealed a variety of physical phenomena [20].
The idea of the mutual friction is developed to another macroscopic model
of two fluids, namely the Hall–Vinen–Bekharevich–Khalatnikov (HVBK) model
[12, 21]. The HVBK model is a continuous coarse-grained model which as-
sumes that superfluid contains a large number of parallel quantized vortices
in each fluid parcel and ignores the details of individual vortices and their fast
dynamics. The HVBK model is originally valid for the case where vortices
were locally aligned like rotating superfluid helium [11, 12], and succeeds in
studying, for example Taylor–Couette flow [22, 23]. However, this model is not
applicable to ST including randomly oriented vortices. If we confine ourselves
to the scales much larger than the intervortex spacing, this model works well
and the numerical simulation leads to the Kolmogorov’s −5/3 and 4/5 laws3
in superfluid 4He [25]. This article does not address the HVBK model, because
it is just beyond the scope.
The observations of thermal counterflow depend strongly on the aspect
ratio of the cross-section of the channel [20]. Figure 2 shows the typical ob-
servation for a circular channel. At low heat currents, both the temperature
difference ∆T and the pressure difference ∆P are proportional to the heat
current, which is consistent with the laminar solution of Eq. (4). As the heat
current increases, the first nonlinear region appears at point 2 because of the
mutual friction. In the much larger heat current, the temperature and pressure
differences increase greatly above point 3. The region between points 2 and 3
is called T1, and the region above point 3 is called T2. When the aspect ratio
of the cross-section of the channel is low, the system has two such turbulent
states. Melotte and Barenghi suggested that the transition from T1 to T2 is
caused by the transition of the normal fluid from a laminar state to a turbulent
state [27]. If the aspect ratio of the channel is high, the counterflow exhibits
3 The Kolmogorov’s −5/3 law is described in Sec. 2.1.1. The Kolmogorov’s 4/5 law refers
to a statistical law for the third-order longitudinal structure function[24]. This is the only
exact relation derived from the Navier–Stokes equation.
6Fig. 2 Typical temperature and pressure difference ∆T and ∆p as a function of heat
current Q˙ for a circular flow tube at 1.7 K with thermal counterflow [26]. The broken line
is an extrapolation of the linear region, consistent with Eq. (4). The region between points
2 and 3 is called T1, and the region above point 3 is called T2. [Reprinted figure with
permission from D. R. Ladner and J. T. Tough, Phys. Rev. B 17, 1455 (1978). Copyright
(1978) by the American Physical Society.]
only a single turbulent state T3, but little information is available on the T3
state.
Numerical studies of the dynamics of quantized vortices have greatly con-
tributed to revealing the above physics. The equations of motion of the quan-
tized vortex filament (described in Sec. 2.2) are well known. However, these
equations are highly nonlinear and nonlocal. We are interested in QT that is
far from the equilibrium state. Thus, numerical simulations of the VF model
are necessary to understand QT. The pioneering numerical works were per-
formed by Schwarz [28, 29, 30]. By performing direct simulation of the VF
model, he showed that a vortex tangle is self-sustained in thermal counterflow
by competition between excitation due to the applied flow and dissipation
due to mutual friction. The observable quantities obtained by his calculations
agreed well with the experimental results for the steady state of vortex tan-
gles. Moreover, Schwarzs work numerically confirmed the original Feynman
picture for QT. Most of the Schwarz’s simulations were performed under the
localized-induction approximation (LIA) by simplifying the nonlocal integral
of the Biot–Savart law; in LIA, the interaction between vortices is neglected.
Thus, when Schwarz addressed a homogeneous system under periodic bound-
ary conditions in all three directions, he had to introduce an artificial mixing
procedure. Adachi et al. performed the full Biot–Savart simulation and suc-
ceeded in obtaining a steady state without the mixing procedure [31]. After
the effort expended along this line, the problems of a homogeneous system
were settled [32, 33].
However, recent visualization experiments changed the situation drastically
[34]. For example, Marakov et al. have observed the flow profiles of normal
7Fig. 3 Typical fluorescent images showing the motion of He∗2 tracer lines in thermal coun-
terflow of superfluid 4He at 1.83K [35]. The square cross section of the channel is 9.5 mm2.
Superfluid flows downside, while normal fluid flows upside, whose profile is visualized by this
technique. (a) shows the case of no heat flux. As the heat flux is increased, the profile changes
from (b) a laminar Poiseuille: 10 mW/cm2, via (c) a laminar tail-flattened: 62 mW/cm2 to
(d) a turbulent: 200 mW/cm2. The images shown in the laminar flow regime are averaged
over nine single shots. By courtesy of Wei Guo. [Figure adapted with permission from Ref.
[35]. Copyrighted by the American Physical Society.] (Color figure online)
fluid in thermal counterflow in a square channel by following the motion of
seeded metastable He∗2 molecules using a laser-induced fluorescence technique
[35]. Figure 3 shows how the normal fluid profile changes as the heat flux is
increased. These observations have strongly triggered the studies of inhomo-
geneous QT in a channel, which is a main theme of this section.
2.1.2 Energy spectra
In turbulence, the velocity fields and the configuration of vortices are disor-
dered and fluctuate both temporally and spatially. Thus, it is important to
focus on statistical quantities, which are universal and reproducible. In the
field of classical turbulence, the typical statistical quantities would be energy
spectra and the logarithmic velocity profile [24, 36]. Since the logarithmic ve-
locity profile is described in Sec. 2.5, this subsection addresses the topic of
energy spectra.
The important motivation comes from understanding the analogy between
classical turbulence (CT) and QT. A significant touchstone would be whether
QT satisfies the statistical law of the energy spectra of CT. The standard
statistical law of CT is the Kolmogorov −5/3 law. The picture sustaining the
Kolmogorov law is the following [24, 36]. We assume a steady state of fully
developed turbulence of an incompressible classical fluid. The energy is injected
into the fluid with a rate  and at a scale comparable to the system size in
the energy-containing range. In the inertial range, this energy is transferred
to smaller scales without being dissipated. In this range, the system is locally
homogeneous and isotropic, which leads to the energy spectrum known as the
Kolmogorov −5/3 law:
E(k) = C2/3k−5/3. (8)
Here, the energy spectrum E(k) is defined as E =
∫∞
0
dkE(k), where E is
the kinetic energy per unit mass and k is the wavenumber from the Fourier
transformation of the velocity field. The Kolmogorov constant C is a dimen-
sionless parameter of order unity. The energy in this inertial range is believed
8to be transferred by the Richardson cascade4. The energy transferred to much
smaller scales in the energy-dissipative range is dissipated through the viscos-
ity of the fluid. The Kolmogorov law has been confirmed experimentally and
numerically in fully developed turbulence.
Our current interests are in what happens to the QT energy spectrum and
what the mechanism of the energy cascade is [37]. Thermal counterflow has
no classical analogue, and thus novel experiments have appeared to study the
energy spectrum in superfluid helium. The first important contribution was
made by Maurer and Tabeling [38]. A turbulent flow was produced in a cylinder
by driving two counter-rotating disks. The authors observed the local pressure
fluctuations to obtain the energy spectrum. The Kolmogorov spectrum was
confirmed at three different temperatures 2.3 K, 2.08 K, and 1.4 K. The next
step was a series of experiments on grid turbulence performed for superfluid
4He above 1 K by the Oregon group [39, 40, 41, 42, 43]. The flow through a
grid is typically used to generate turbulence in classical fluid dynamics. At a
sufficient distance behind the grid, the flow displays a form of homogeneous
isotropic turbulence. In the experiments by the Oregon group, the helium
was contained in a channel with a square cross-section, through which a grid
was pulled at a constant velocity. A pair of second-sound transducers was set
into the walls of the channel. When a vortex tangle appeared in a channel, it
was detected by second-sound attenuation. This case is decaying turbulence.
The authors considered how turbulence obeying the Kolmogorov law decays
and connected it with the decay of the vortex line density (VLD) L, which
is the total length of the vortex lines per unit volume, to find L ∼ t−3/2.
This behavior was consistent with the observations. The third contribution
was made by the French groups who performed two independent experiments
using wind tunnels [25, 44]. The authors confirmed Kolmogorov’s −5/3 and
4/5 laws in superfluid 4He.
These experiments have encouraged numerical studies of energy spectra.
The above experiments were done at finite temperatures, where the normal
fluid component was not negligible. The simultaneous contribution of the two
fluids complicates the problem. Thus, most efforts have been devoted to the
case in the zero-temperature limit. Here, we should note that there are two ex-
treme types of QT at 0 K, namely quasiclassical turbulence and ultraquantum
turbulence [45]. This argument is closely related to how QT mimics CT or not.
A vortex tangle has a characteristic length, namely the intervortex spacing
`, which is of the order of L−1/2. The scales larger and smaller than ` may
be called the classical and quantum regions, respectively. Quasiclassical turbu-
lence is excited by forcing at length scales much larger than `, and thus there is
a substantial amount of energy in the classical region. Then, the course-grained
vorticity consisting of quantized vortices becomes a continuous function, which
makes a classical-like description possible. The energy should be transferred
4 A picture of the energy cascade of instabilities of large eddies or vortices, whereby their
breakdown and fragmentation bring energy from large to small scales. It comes from the
Richardson’s poem of 1922, ”Big whirls have little whirls that feed on their velocity, and
little whirls have lesser whirls, and so on to viscosity”.
9from large to small scales through the Kolmogorov-like cascade. On the other
hand, ultraquantum turbulence has forcing at length scales smaller than ` with
a negligible amount of energy in the classical region. Ultraquantum turbulence
consists of a nearly random tangle with no large-scale structures. At these
short length scales, the quantum nature of the vorticity is dominant, and the
energy should be transferred by cascade along Kelvin waves (Kelvin-wave cas-
cade) until some short wavelength where dissipation due to phonon emission
is expected to be effective. It is important to know the condition that which
of the two types of turbulence appears actually; the mechanism of preventing
the formation of the quasiclassical Kolmogorov spectrum is recently discussed
[46].
A simulation of the VF model in a three-dimensional (3D) periodic box
confirms the Kolmogorov −5/3 spectrum [47, 48]. Numerical works based on
the GP model are discussed in Sec. 3.3.2.
The Kelvin-wave cascade is also an important problem of QT and a tar-
get of numerical simulation. The main interest is the energy spectrum of the
Kelvin-wave cascade. The standard theoretical procedure is to address small
deformation around a straight vortex line, describe the deformation by the
Fourier transformation and utilize the wave turbulence theory [49, 50]. The
key issue is how to treat the interaction between these waves. There were two
theoretical proposals for the energy spectrum Ek. One is the Kozik-Svistunov
(KS) spectrum EK ∝ k−17/5 based on the local six-wave interactions [51]. The
other is the L’vov-Nazarenko (LN) spectrum Ek ∝ k−5/3 [52], which is based
on nonlocal six-wave interactions leading to local four-wave processes. How-
ever, it was shown [53] that the assumption of the locality of interaction used
to derive the KS spectrum was incorrect, making the KS spectrum invalid.
The recent numerical simulation of the VF model using the full Biot-Savart
law supports the LN spectrum [54].
2.1.3 QT created by vibrating structures
An important branch of current experimental studies relates to QT generated
by vibrating structures. Various structures, such as spheres, thin wires, grids,
and tuning forks have been used investigated in these studies. In spite of the
difference between the employed structures and geometry, the experiments
show certain common phenomena. This subsection briefly describes what has
been done experimentally and the contribution of numerical studies.
Referring to the pioneering experiments by Ja¨ger et al.[55], we will show the
typical observations. Ja¨ger et al. used a sphere with a radius of approximately
100 µm. The sphere was made from a ferromagnetic material and its surface
was rough. The sphere was magnetically levitated in superfluid 4He, and its
response with respect to the alternating drive was observed. When the driving
force FD was low, the velocity v of the sphere was proportional to FD, taking
the ”laminar form FD = λ(T )v with the temperature-dependent coefficient
λ(T ). When the driving force was increased, the response changed to the ”tur-
bulent” form FD = γ(T )(v
2− v20) above some critical velocity v0 with another
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Fig. 4 Evolution of the vortex line near a sphere of radius 100 µm in an oscillating
superflow of 150 mm−1 at 200 Hz. [Reprinted figure with permission from R. Ha¨nninen,
M. Tsubota, and W. F. Vinen, Phys. Rev. B 75, 064502 (2007). Copyright (2007) by the
American Physical Society.]
coefficient γ(T ). The transition from laminar to turbulent response was accom-
panied by significant hysteresis at relatively low temperatures. Subsequently,
several groups have experimentally investigated the similar transition to tur-
bulence in superfluids 4He and 3He-B by using various vibrating structures.
The details are described in review articles [56, 57].
The observed critical velocities in superfluid 4He were in the range from 1
mm/s to approximately 200 mm/s and much lower than the Landau critical
velocity of approximately 50 m/s. Hence, the transition to turbulence should
come not from the intrinsic nucleation of vortices, but from the amplification
of remnant vortices [58]5. The numerical simulation by the VF model shows
such behavior [62]. Figure 4 shows how the remnant vortices that are ini-
tially attached to a sphere develop into turbulence under an oscillating flow.
A smooth solid sphere of radius 100 µm was placed in a cylindrical vessel filled
with superfluid 4He. Generally, we do not know the geometry of remnant vor-
tices, but they were assumed to initially extend between the sphere and the
vessel wall. When an oscillating superflow of 150 mm−1 at 200 Hz was applied,
Kelvin waves resonant with the flow were gradually excited along the remnant
vortices. The amplitude of the Kelvin waves grew large enough to lead to self-
reconnection and the emission of small vortex rings. These vortices gathered
around the stagnation points, repeatedly reconnected, and were amplified by
the flow, eventually developing into a vortex tangle. This simulation likely cap-
tured the essence of what occurred in the experiments. Since the surface of the
sphere is assumed to be smooth, however, this simulation does not explain the
observed critical velocity, hysteresis, or lifetime of turbulence [63]. We discuss
the boundary conditions of superfluid in Sec. 4.1.
5 This scenario is applicable only to 4He. The transition to turbulence observed in 3He-
B [59, 60] can be related to the intrinsic nucleation of vortices, which is known to occur
near a solid surface at very small velocities, on the order 4 mm/s, depending on the surface
roughness [61].
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vortex filament
s′
s′′
s′ × s′′
Fig. 5 Schematic of the vortex filament and the triad vectors characteristic of its structure.
2.2 Formulation and numerical scheme
If we address the dynamics of a fluid at a scale much larger than the vortex
core size, vortices can be regarded as filaments passing through a fluid. This
is known as the vortex filament (VF) model. The core size of the quantized
vortex in superfluid 4He is 0.1 nm, and the core is stable. Thus, the VF model
is suitable for QT consisting of quantized vortices. Indeed, the VF model has
played an important role in study of QT [29, 30, 64]. In this subsection, we
introduce the VF model for quantized vortices.
2.2.1 Motion of vortex filament at 0 K
First, we find a velocity field produced by vortex filaments. We regard vor-
tex filaments as lines in three-dimensional space and express the topological
objects using differential geometry. We introduce a parameter ξ as a one-
dimensional coordinate along those lines and specify a point on the vortex
lines at time t using vector s(ξ, t). The vector s′ ≡ ∂s/∂ξ is a unit vector
along the vortex lines. Moreover, s′′ ≡ ∂2s/∂ξ2 is a normal vector to the vec-
tor s′, and the magnitude |s′′| is a curvature R−1 with the curvature radius R.
Figure ?? is a schematic of the vortex filament. We suppose that the superfluid
component is incompressible:
∇ · vs = 0. (9)
In the VF model, the superfluid vorticity ωs is completely localized at positions
of vortex filaments, so that
ωs(r, t) ≡ ∇× vs = κ
∫
L
dξs′(ξ, t)δ(r − s(ξ, t)), (10)
where the integral path L represents curves along all vortex filaments. From
these two equations, we obtain the Biot–Savart law for the superfluid velocity:
vs(r, t) =
1
4pi
∫
ωs(x, t)× x− r|x− r|3 dx =
κ
4pi
∫
L
(s1 − r)× ds1
|s1 − r|3 . (11)
This law determines the superfluid velocity filed via the arrangement of the
vortex filaments.
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If the normal fluid component is negligible and the system is free from
boundaries, the vortex filaments move with the superfluid component because
of Helmholtz’s vortex theorem. Thus, by calculating the superfluid velocity
on the vortex filament, we can obtain the dynamics of a vortex filament. The
velocity vs,ω(s, t) of the point r = s(ξ, t) on the filaments is written by
vs,ω(s, t) =
κ
4pi
∫
L
(s1 − s)× ds1
|s1 − s|3 =
κ
4pi
∫
L
[s1(ξ, t)− s(ξ0, t)]× s′1(ξ, t)
|s1(ξ, t)− s(ξ0, t)|3 dξ,
(12)
where ∂s1/∂ξ ≡ s′1(ξ, t). This integral diverges as s1 → s because the core
structure of the quantized vortices is neglected in the VF model. We avoid this
divergence by splitting the integral path into two parts, namely the neighbor-
hood of the point s and the other path L′. The Taylor expansions of s and s′
are [65]
s(ξ) ≈ s(ξ0) + (ξ − ξ0)s′(ξ0) + (ξ − ξ0)
2
2
s′′(ξ0),
s′(ξ) ≈ s′(ξ0) + (ξ − ξ0)s′′(ξ0).
Replacing ξ − ξ0 with ξ, we obtain
vs,ω(s, t) =
κ
4pi
∫ R1
a
[s(ξ, t)− s(ξ0, t)]× s′(ξ, t)
|s(ξ, t)− s(ξ0, t)|3 dξ +
κ
4pi
∫
L′
(s1 − s)× ds1
|s1 − s|3
= βs′ × s′′ + κ
4pi
∫
L′
(s1 − s)× ds1
|s1 − s|3 , (13)
where β ≡ (κ/4pi) ln(R1/a). The velocity vs is composed of two components,
namely a local term produced by the neighborhood of s
vs,local = βs
′ × s′′, (14)
and a nonlocal term produced by distant vortices
vs,nonlocal =
κ
4pi
∫
L′
(s1 − s)× ds1
|s1 − s|3 . (15)
The local term is proportional to the local curvature because |s′′| = R−1, and
this term is known as a self-induced velocity. Schwarz assessed that the nonlo-
cal term is not important for homogeneous quantum turbulence and performed
numerical simulations of quantum turbulence by neglecting the nonlocal term,
which is the LIA [30]. However, the numerical study of Adachi et al. showed
that the nonlocal term plays an important role even for homogeneous quantum
turbulence [31].
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2.2.2 Boundary conditions of quantized vortices
It is very important to treat properly boundary conditions of quantized vor-
tices. Since the vortex core of a quantized vortex in superfluid 4He is very thin
of the order of atomic scale, any solid surface can be rough for it.
The general procedure of treating boundary conditions of superfluid and
quantized vortices is the following. The superfluid component can slip on solid
surfaces due to its superfluidity. There is no flow into solid surfaces:
vs · nˆ = 0 (on solid surfaces), (16)
where nˆ is a unit vector perpendicular to the surface. Thus, solid surfaces
induce an additional velocity vs,b to satisfy the boundary conditions; then,
the superfluid velocity becomes
vs = vs,ω + vs,b. (17)
To determine the velocity vs,b induced by solid surface, we solve Eq. (9) and
(10) under the boundary conditions. If the solid surface is a smooth flat plane,
it is easy and straightforward to obtain vs,b by using the method of image
vortices. The induced velocity vs,b is produced by image vortices, which are
symmetrical with the surfaces, and has the opposite circulation.
However, realistic solid surface is not smooth. This case makes the proce-
dure of obtaining vs,b so complicated. Schwarz obtained analytically vs,b when
there was a hemispherical pinning site on a flat surface [29] and applied this
method to study the vortex dynamics in a channel with rough surface [66].
We will come back to this problem in Chap. 4.
Finally, we find that the equation of motion of vortex filaments at 0 K is
given by
s˙0 = βs
′ × s′′ + κ
4pi
∫
L′
(s1 − s)× ds1
|s1 − s|3 + vs,b + vs,a. (18)
The additional velocity vs,a is a external irrotational velocity field, which is
not caused by quantized vortices; for example, this velocity is a uniform flow
in a thermal counterflow.
2.2.3 Motion of the vortex filament at finite temperatures
If quantized vortices move at finite temperatures, mutual friction, which is the
interaction between the normal fluid and the vortex core, works for the vortex
dynamics. By splitting the drag force into tangent and vertical components
with the filaments, the drag force per unit length can be written as
fD = γ0κs
′ × [s′ × (s˙− vn)]− γ′0κs′ × (s˙− vn), (19)
where s˙ is a velocity of the vortex filaments at a finite temperature. Moreover,
the vortex filaments are affected by Magnus forces:
fM = ρsκs
′ × (s˙− s˙0). (20)
14
Table 1 Mutual friction coefficients as a function of temperature [29, 67]
T (K) α α′
1.0 0.006 0.003
1.1 0.012 0.006
1.2 0.023 0.011
1.3 0.036 0.014
1.4 0.052 0.017
1.5 0.073 0.018
1.6 0.098 0.016
1.7 0.127 0.012
1.8 0.161 0.008
1.9 0.21 0.009
2.0 0.29 0.011
2.05 0.36 0.003
2.10 0.50 −0.030
2.15 1.09 −0.27
Since the inertia of quantized vortex is negligible, the sum of these forces is
equal to zero:
fM + fD = 0. (21)
Hence, we obtain the equation of motion of quantized vortices (see Appendix
A):
s˙ = s˙0 + αs
′ × (vn − s˙0)− α′s′ × [s′ × (vn − s˙0)] , (22)
where
α =
ρsκγ0
γ20 + (ρsκ− γ′0)2
, α′ =
γ20 − γ′0(ρsκ− γ′0)
γ20 + (ρsκ− γ′0)2
. (23)
Experimental values of α and α′ are shown in Table 1.
We consider the characteristic motion of vortex filaments with mutual fric-
tion in a thermal counterflow. By using the LIA, we consider the motion of a
vortex ring with radius R. The term of α in Eq. (22) becomes
αs′ × (vn − vs,a − βs′ × s′′). (24)
If we consider the case that the applied velocity vn − vs,a is parallel to the
self-induced velocity vs,local = βs
′ × s′′, this vector inverts its direction at
radius
R0 ≈ β|vn − vs,a| , (25)
since |s′ × s′′| = R−1. Thus, the vortex ring expands outward if R > R0 and
decreases if R < R0. The term with α tends to grow with large structures and
decrease with small structures. When the applied velocity is antiparallel to the
self-induced velocity, any vortex ring shrinks.
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(a) (b)
Fig. 6 Schematic of the reconnection of quantized vortices. (a) Two vortices before recon-
nection. The vortices will approach and contact each other. (b) The vortices reconnect at
the contact point.
2.2.4 Reconnection of vortex filaments
When two quantized vortices approach and contact each other, what happens?
From analogies with vortex dynamics in the Navier–Stokes equation, many re-
searchers suppose that the vortices will reconnect, as shown in Fig. 6. Indeed,
numerical studies of the Gross–Pitaevskii equation showed that quantized vor-
tices can reconnect [68].
The VF model cannot describe the reconnection process because this model
neglects the vortex core structure. Hence, we must introduce some artificial
procedures to simulate vortex reconnection. For instance, when two vortices
approach within a critical distance, which is often the spatial resolution for
a vortex filament, the vortices are artificially reconnected. The sensitivity of
the reconnection algorithm was analyzed by Baggaley [69]. They performed
numerical simulation of QT with different reconnection models and showed
that results of full Biot–Savart integral were not sensitive to those models.
2.2.5 Coupled dynamics of the two-fluid model
As explained above, the dynamics of vortex filaments are expressed by
s˙ = s˙0 + αs
′ × (vn − s˙0)− α′s′ × [s′ × (vn − s˙0)], (26)
where
s˙0 = βs
′ × s′′ + κ
4pi
∫
L′
(s1 − s)× ds1
|s1 − s|3 + vs,b + vs,a. (27)
The terms with α and α′ arise from the mutual friction of the two fluids.
The normal fluid affects the superfluid through these terms. On the other
hand, the dynamics of the normal fluid component are described by the forced
Navier–Stokes equation[67, 70, 71, 72]
∂vn
∂t
+ (vn · ∇)vn = 1
ρn
∇P + νn∇2vn + 1
ρn
Fns, (28)
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where
Fns(r) =
ρsκ
Ω′(r)
∫
L′(r)
dξ{α′s′ × (vn − s˙0) + αs′ × [s′ × (vn − s˙0)]}. (29)
Here, the effective pressure gradient ∇P is defined by
∇P = −ρn
ρ
∇p− ρss∇T, (30)
and νn = ηn/ρn is the kinematic viscosity of the normal fluid, Ω
′(r) is a small
volume at position r, and L′(r) represents vortex filaments in volume Ω′(r).
These equations show that the dynamics of the two fluids are coupled through
mutual friction. The normal fluid is affected by the tangle of quantized vortices
through Fns, whereas the quantized vortices are also affected by normal flow
through the mutual friction terms with α and α′. Most numerical simulations
of the VF model have never solved Eq. (28) but use a prescribed profile for a
normal flow. The main reason is that the coordinates of the two fluids are dif-
ferent. The VF model for a superfluid is described by the Lagrange coordinate
along the vortex filament, whereas the normal fluid velocity is expressed by
the Euler coordinate. To investigate the two-fluid coupled dynamics, we must
overcome these difficulties in solving both of the Navier–Stokes equation and
the VF model.
2.2.6 Vinen’s equation
When we study turbulence, it is important to consider statistical quantities.
The important statistical quantity characterizing quantized vortices would be
the vortex line density (VLD), defined by L = (1/Ω)
∫
L dξ, where the integral
is performed over all vortices in the sample volume Ω. To understand the
experimental results of counterflow of relative velocity vns = vn − vs, Vinen
proposed an equation for the evolution of L(t), which we call Vinen’s equation:
dL
dt
=
χ1Bρn
2ρ
|vns|L3/2 − χ2 κ
2pi
L2, (31)
where χ1 is a constant, and B and χ2 are temperature-dependent parameters
[17]. The first term represents the energy injection from the normal fluid to
the vortices. The second term denotes the energy dissipation of vortices. In
the steady state, the VLD is given by
L = γ2v2ns, (32)
where γ = piBρnχ1/κρχ2 is a temperature-dependent parameter. According
to experiments, a small constant parameter v0 is required: L = γ
2(vns − v0)2.
The behavior of Eq. (32) is consistent with a large number of observations and
has also used as a benchmark of numerical simulation.
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Fig. 7 Adjacent points si−1, si, si+1, and the vectors between those points.
2.2.7 Numerical method
In the numerical simulation, we regard vortex filaments as a series of discrete
points, where those points are connected by line segments. Each point is speci-
fied by number i = 1, 2, 3, · · · . A velocity δvjs,nonlocal at a point si on the vortex
lines, which is produced by a line segment sj+1 − sj , is written by [29, 64]:
δvjs,nonlocal(si) =
κ
4pi
(Rj +Rj+1)Rj ×Rj+1
RjRj+1(RjRj+1 +Rj ·Rj+1) , (33)
whereRj = sj−si,Rj+1 = sj+1−si. A nonlocal term vs,nonlocal is
∑
j δvs,nonlocal,
except for the adjacent line segments l+ = si+1 − si and l− = si − si−1. A
local term vs,local on si is a velocity produced by those adjacent segments l+
and l−, as shown in Fig. 7. By drawing a circle passing through those adjacent
points si+1, si, si−1, we obtain differential coefficients (see Appendix B) [29]:
s′i = d
+
i l+ + d
−
i l−, s
′′
i = c
+
i l+ − c−i l−, (34)
where
d±i =
l2∓
|l+l2− + l−l2+|
, c±i =
a±
|a+l+ − a−l−|2 , (35)
with
a± =
1
2
l2+l
2
− + l
2
∓(l+ · l−)
l2+l
2− − (l+ · l−)2
. (36)
Hence, a local term is given by
vs,local(si) = βis
′
i × s′′i = −βi(d+i c−i + d−i c+i )(l+ × l−), (37)
where
βi =
κ
4pi
ln
[
2(l+l−)1/2
e1/2a
]
. (38)
Here, a is the core size of quantized vortex.
Representative points of vortex lines are added or removed to adjust the
spatial resolution. Typically, when the spacing between si and si+1 becomes
larger than some upper limit hmax, a new point is added between these two
points. Here, the new point has a principal normal vector (s′′i + s
′′
i+1)/2. Al-
ternatively, when a spacing becomes smaller than some lower limit hmin, that
point is removed. That is, hmin is a numerical space resolution δξ.
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In a typical simulation, a vortex loop composed of a few points is removed,
because the number of points is too low to describe vortex motion accurately.
Similarly, small vortices attached to solid surfaces are removed. These numer-
ical procedures can be interpreted physically as energy dissipation at small
scales, such as emission of sound waves.
2.3 Homogeneous thermal counterflow
This subsection reviews simulations of homogeneous counterflow of the LIA
by Schwarz [30] and of the full Biot–Savart model by Adachi et al.[31].
Starting with several remnant vortices under thermal counterflow, Schwarz
numerically studied how these vortices developed into a vortex tangle. The
tangle was self-sustained by competition between excitation due to the applied
flow and dissipation through mutual friction. By combining the numerical
results with dynamical scaling, Schwarz could calculate the VLD as a function
of temperature and |vns|, which agreed well with typical observations including
the VLD of Eq. (32). This was a great accomplishment in numerical research.
However, his calculation had serious difficulties when the system was subjected
to periodic boundary conditions along all three directions. As the vortices
developed, they gradually began to form layered structures perpendicular to
the counterflow and eventually degenerated. This behavior comes from the
LIA, which is not a realistic approximation. In order to address this difficulty,
an unphysical, artificial mixing procedure was employed, in which half the
vortices are randomly selected to be rotated by 90◦ around the axis defined by
the flow velocity. This method enables the steady state to be sustained under
periodic boundary conditions.
Adachi et al. performed numerical simulations using the full Biot–Savart
law under periodic boundary conditions and succeeded in obtaining a statisti-
cally steady state without any unphysical procedures [31]. Figure 8(A) shows
a typical result of the time evolution of the vortices, whose VLD grows as
shown in Fig. 8(B). The obtained steady states almost satisfy the relation of
Eq. (32) when vns and L are relatively large, as shown in Fig. 8(C). The results
quantitatively agree with the typical experimental observations [73]. Thus, the
LIA does not work well for turbulence, and vortex interaction is essential for
studying QT.
2.4 Inhomogeneous thermal counterflow in a realistic channel
Modern numerical studies of counterflow move from homogeneous systems in
bulk to inhomogeneous systems in a channel for two primary reasons. The
first reason is old and traditional. Previous experiments [20] found that the
turbulent state depended strongly on the aspect ratio of the cross section of a
channel, and different states such as the T1, T2 and T3 states were observed.
These states must be attributable to the boundary conditions, so we have to
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(A)
(B)
(C)
Fig. 8 (A) Development of a vortex tangle by the full Biot–Savart calculation in a periodic
box with a size of 0.1 cm. Here, the temperature is T = 1.9 K, and the counterflow velocity
vns = 0.572 cm/s is along the vertical axis: (a) t = 0 s, (b) t = 0.05 s, (c) t = 0.5 s, (d)
t = 1.0 s, (e) t = 3.0 s, and (f) t = 4.0 s. (B) Vortex line density as a function of time.
(C) Mean vortex line density in statistically steady states as a function of the counterflow
velocity vns. The error bars are the standard derivation. [Reprinted figures with permission
from H. Adachi, S. Fujiyama, and M. Tsubota, Phys. Rev. B 81, 104511 (2010). Copyright
(2010) by the American Physical Society.] (Color figure online)
consider the systems in a channel. The second reason is based on the recent
visualization experiments. Marakov et al. [35] recently observed that the nor-
mal fluid profile showed different states such as Poisueille, tail-flattened, and
turbulent states. Understanding these states also requires numerical studies of
the system in a channel.
In this subsection, we review numerical studies related to the T1 state of
quantum turbulence. Most previous studies were performed by using a pre-
scribed nonuniform velocity profile for a normal fluid. These studies observed
that the characteristic dynamics of inhomogeneous vortices were much dif-
ferent from the homogeneous cases. Later numerical studies using the VF
model were performed with the Navier–Stokes equation for laminar flow and
addressed two-fluid coupled dynamics for thermal counterflow. Here, we re-
view the two-dimensional (2D) simulation of quantized vortices for counter-
flow quantum turbulence, which gives us important knowledge even though it
is essentially different from three-dimensional (3D) quantum turbulence.
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Fig. 9 (far left) Schematic of the numerical box used in the simulation of Baggaley and
Laurie [75]. They have solid boundaries in the y-direction, and periodic boundaries in the x-
and z-directions. The orange lines denote vortex filaments. Snapshots of the vortex tangle
in the statistically steady state with T = 1.3 K, vns = 1.5 cm/s (second left); T = 1.6 K,
vns = 1.13 cm/s (second right); and T = 1.9 K, vns = 0.90 cm/s (far right). [Reprinted figure
with permission of Springer from A. W. Baggaley and J. Laurie, Thermal Counterflow in
a Periodic Channel with Solid Boundaries, J. Low Temp. Phys. 178, Issue 1, 35 (2015).
Copyright by the Springer Science+Business Media New York 2014.] (Color figure online)
2.4.1 Poiseuille normal flow between parallel two plates
Baggaley et al. performed numerical simulations of thermal counterflow be-
tween two parallel plates, as shown in Fig. 9 [74, 75]. The flow is along the
x-direction. The calculations are performed in a cuboid of size Dx×Dy×Dz =
0.2 cm×0.1 cm×0.1 cm with solid boundaries in the y-direction and periodic
boundaries in the x- and z-directions. They used a laminar Poiseuille profile
for the normal fluid velocity
vn(y) =
(
1− y
2
h2
)
Ucex, (39)
where h = Dy/2 is half of the channel width, ex is the unit vector along the
x-direction, and Uc is the velocity at the center of the channel. The assumption
of the laminar profile for normal flow is valid if its Reynolds number is small
and if the mutual friction is too small to change the velocity profile of the
normal fluid.
Moreover, Baggaley et al. used a “frozen” turbulent profile for the nor-
mal fluid velocity in the thermal counterflow. Here, the “frozen” turbulent
profile means the velocity profile of a snapshot of the stationary turbulence
obtained by simulation of the ordinary Navier–Stokes equation. Simulations
of the laminar and “frozen” turbulent normal flow were compared, and the
T1-T2 transition was shown to be caused by the transition of the normal flow
from laminar to turbulent. Here, we do not mention the study of the “frozen”
turbulent profile for the T2 state, and focus on the study of the laminar profile
for the T1 state.
Figure 9 shows snapshots of the vortex tangle in the stationary thermal
counterflow with the Poiseuille normal fluid velocity viewed along the z-axis.
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The temperature in the snapshots is 1.3 K, 1.6 K, and 1.9 K from the left
to the right. We can see higher concentrations of vortex line density, and
these structures are never observed in homogeneous thermal counterflow. By
analyzing the coarse-grained vortex line density, Baggaley et al. argued that
the spatial distribution of vortices depends not on the counterflow velocity but
on the temperature. Moreover, the position of the peak VLD was determined
by the balance of two competing effects, namely the rate of turbulent diffusion
of an isotropic tangle near the channel walls and the rate of quantized vorticity
production at the central region.
How is the distribution of quantized vortices related to a boundary layer
or a wall-bounded turbulent flow of an ordinary viscous fluid? In ordinary
turbulent flow in a channel, there is a turbulent core region in the center
of the channel that has a large velocity fluctuation, while there is a viscous
region near the channel walls in which turbulent fluctuations are suppressed by
viscosity [36, 9, 76]. On the other hand, in wall-bounded quantum turbulence,
the fluctuations in turbulence become large near the channel wall, while the
fluctuation is suppressed in the center of the channel. Hence, in this article,
we can call wall-bounded QT structures an inverse distribution of quantized
vortices that may be characteristic of the T1 state. The origins of the inverse
distribution may be that the mutual friction term
|αs′ × (vn − s˙0)| ∼ α
[(
1− y
2
h2
)
Uc + vs,a
]
(40)
in Eq. (22) becomes stronger in the central region, which dissipates the QT
and pushes the vortices toward the walls.
2.4.2 Poiseuille and tail-flattened normal flow in a duct
Yui and Tsubota studied counterflow quantum turbulence in a duct by per-
forming numerical simulations [77, 78]. The visualization experiment of ther-
mal counterflow by Marakov et al. showed that the normal fluid velocity dis-
tribution becomes a Poiseuille profile, a tail-flattened profile, and a turbulent
profile [35], as explained above. Recall that the Melotte–Barenghi assump-
tion argued that the laminar normal flow corresponds to the T1 state of QT
[20, 27]. Does the T1 state correspond to the Poiseuille or the tail-flattened
flow? We could not answer this problem using simulations with the prescribed
normal flow, but it is important to investigate what happens to vortex tangles
for these two profiles of the normal fluid.
Yui and Tsubota used prescribed profiles for the normal fluid velocity vn,
namely the Poiseuille profile uP and the tail-flattened flow ut. Here, the flow
direction is the x-direction, and the channel walls are applied to the y- and
z-directions. The laminar normal fluid velocity is written as vn = u(y, z)ex,
where the center of the channel is (y, z) = (0, 0). The Poiseuille profile in a
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Fig. 10 Laminar velocity profile of the normal fluid component in a duct 2a× 2b used in
the numerical study of Yui and Tsubota [78]. (a) Poiseuille profile uP. The value is scaled
by the mean value uP. (b) Tail-flattened profile modeled by the study ut with h = 0.7. In
the central region, the profile becomes Poiseuille. (Color figure online)
duct is
uP(y, z) = u0
∞∑
m=1,3,5,···
(−1)(m−1)/2 ×
[
1− cosh(mpiz/2a)
cosh(mpib/2a)
]
cos(mpiy/2a)
m3
,
(41)
where u0 is a normalization factor and a and b are halves of the channel width
along the y- and z-axes, respectively [79]. The tail-flattened profile observed
by Marakov et al. [35] is modeled as
ut(y, z) = u0 max[uP(y, z), huP(0, 0)], (42)
where max[A,B] refers to the larger value of the two arguments, and 0 < h < 1
is a fitting parameter, which determines the flattened area. If h = 1, the profile
of ut becomes uniform, whereas if h = 0, the profile becomes the Poiseuille
profile. Figure 10 shows the Poiseuille profile and the tail-flattened profile with
h = 0.7.
The simulations are performed in the computing cube 0.1× 0.1× 0.1 cm3.
Periodic boundary conditions are used along the flow direction, whereas solid
boundary conditions are applied for the channel at y = ±0.05 cm and z =
±0.05 cm. Temperatures are T = 1.9 K, 1.6 K, and 1.3 K for the Poiseuille
profile but only T = 1.9 K for the tail-flattened profile.
Figure 11(left) shows the vortex line density L as a function of time. The
temperature is 1.9 K, and the mean velocity of the normal fluid component is
0.6 cm/s and 0.7 cm/s. The vortex tangle reaches the statistically steady state
even if the counterflow is spatially inhomogeneous. The fluctuations are much
larger than those in uniform counterflow [31] or those between two parallel
plates [74, 75]. The period of the oscillation is about 0.7 s, and the oscillation
consists of four stages (a)–(d). The vortex configurations in one cycle of the
large fluctuation at T = 1.9 K, vn = 0.7 cm/s are shown in Fig. 11(right). In
Fig. 11(a), corresponding to a local minimum of L, the vortices are dilute, and
the vortices remain only near the channel walls. Then, the vortices invade the
central region in Fig. 11(b). These vortices make reconnections in the central
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Fig. 11 Results of simulation of Fig. 10 for thermal counterflow with the Poiseuille normal
flow in a duct at T = 1.9 K. (left) Vortex line density as a function of time. The vortex
tangle reaches a statistically steady state. (right) Snapshots of the vortex tangle in the duct
viewed along the flow direction in the stationary state at T = 1.9 K, vn = 0.7 cm/s. The
snapshots correspond to a local minimum of L (a), the middle of the increase (b), a local
maximum (c), and the middle of the decrease (d). [Reprinted figures with permission from
S. Yui and M. Tsubota, Phys. Rev. B 91, 184504 (2015). Copyright (2015) by the American
Physical Society.]
region, and the vortex tangle becomes the local maximum state in Fig. 11(c).
Eventually, in Fig. 11(d), strong mutual friction in the central region pushes
the vortices toward the walls. These periodic dynamics produce the long-term
oscillation of L.
We observe the inverse distribution of quantized vortices in this case too.
In the stationary state, the distribution temporally fluctuates, while L shows
large fluctuations. This fluctuations of the distribution can be called a space-
time oscillation of QT.
Under thermal counterflow with the tail-flattened normal flow, QT also
reaches a statistically steady state. Figure 12(left) shows the tail-flattened
profiles with various h, and the flatness becomes stronger with increasing h.
The snapshots of the vortex tangle in the stationary state with different val-
ues of h are shown in Fig. 12(right), where the parameters are T = 1.9 K,
vn = 0.5 cm/s. With increasing h, the vortex tangle becomes denser, and
the curvature of the quantized vortices becomes higher. In the simulation, the
value of L in the stationary state becomes larger with h and saturates around
h ∼ 0.7. This implies that the values of L as a function of vns does not jump at
the the T1-T2 transition, but γ increases, which is consistent with experiments
[35].
2.4.3 Two-fluid coupled dynamics
Khomenko et al. studied the coupled dynamics of the normal and super-
fluid components of superfluid 4He between two parallel plates, considering
the counterflow turbulence with a laminar normal component [80]. They nu-
24
Fig. 12 Results of the simulation of Fig. 10 for thermal counterflow with the tail-flattened
normal flow in a duct. (left) Tail-flattened profile of the normal fluid velocity with different
h. The values are scaled by its mean value. (Color figure online) (right) Snapshots of the
vortex tangle in tail-flattened flow viewed along the flow direction with various values of h at
T = 1.9 K, vn = 0.5 cm/s. [Reprinted figure with permission from S. Yui and M. Tsubota,
Phys. Rev. B 91, 184504 (2015). Copyright (2015) by the American Physical Society.]
merically investigated the velocity profile of the normal fluid component by
coupling the averaged Navier–Stokes equation with the VF model. The Hall–
Vinen–Bekarevich–Khalatnikov (HVBK) equation [12, 29, 81] for the normal
fluid component is
∂vn
∂t
+ (vn · ∇)vn = ∇P
ρn
+
Fns
ρn
+ νn∇2vn. (43)
By averaging the equations for the laminar normal flow between two parallel
plates along the xz-plane, the authors obtained6
∂Vn(y)
∂t
=
dP
dx
+
Fns(y)
ρn
+ νn
∂2Vn(y)
∂y2
, (44)
where Vn is the mean normal fluid velocity. Here, Fns is a stream-wise projec-
tion of the mutual friction force.
Khomenko et al. numerically calculated the VF model and the averaged
Navier–Stokes equation to investigate the normal fluid velocity profile in the
channel. The simulations were performed between two parallel plates 4h ×
2h× 2h with h = 0.05 cm. Periodic boundary conditions are applied in the x-
and z-directions, and solid boundary conditions are applied in the y-direction.
The effective pressure gradient Px = dP/dx is a parameter of the system and
induces normal flow and superflow through the counterflow condition ρn〈Vn〉+
ρs〈Vs〉 = 0, where 〈·〉 indicates spatial averaging over the whole volume. The
temperature is 1.45 K, 1.6 K, and 1.9 K, and the effective pressure gradient is
Px = 5, 7, and 9.
6 This equation appearing in Ref. [80] should lack a factor 1/ρn in the first term of the
right hand side.
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Fig. 13 Results of the numerical study using the two coupled fluid simulation for counter-
flow quantum turbulence between parallel two palates by Khomenko, Mishra, and Pomyalov
[80]. (left) Mean velocity Vn of normal fluid component versus y† = y/h at the effective pres-
sure gradient Px = 9 with different temperatures. The dashed lines are the model profiles
obtained by their analysis (we skip those details). (right) Px-dependence of the velocity
profile of the mean normal flow. [Reprinted figure with permission of Springer from D.
Khomenko, P. Mishra, and A. Pomyalov, Coupled Dynamics for Superfluid 4He in a Chan-
nel, J. Low Temp. Phys., doi:10.1007/s10909-016-1718-2 (2016). Copyright by the Springer
Science+Business Media New York 2016.] (Color figure online)
The results obtained by their simulation are shown in Fig. 13, where y† =
y/h. The temperature-dependence of the normal fluid velocity profile at Px =
9 is shown in Fig. 13(left). The Px-dependence of the normal fluid velocity
profile at T = 1.9 K is shown in Fig. 13(right). The profile becomes flatter in
the central region with T and Px because the mutual friction forces become
stronger with increasing T and Px. These profiles exhibit a different type
of flattening than the velocity profiles recently visualized by Marakov et al.
[35] for experimental conditions close to the laminar-turbulent transition in
the normal component, and their laminar model does not reproduce these
conditions.
2.4.4 Comparison of γ in Vinen’s equation
The studies [75, 78, 80] reviewed above confirmed the steady state condition
Eq. (32) of Vinen’s equation:
L1/2 = γ(vns − v0), (45)
where γ is a temperature dependent parameter, vns is a mean counterflow ve-
locity, and v0 is a constant
7. It is interesting that the relationship is satisfied
even in spatially inhomogeneous systems even though Vinen’s equation origi-
nally assumed a homogeneous system. The values of the parameters are shown
in Tab. 2. Baggaley et al. argued that γp obtained by their simulation between
parallel plates are comparable to γuni obtained in homogeneous counterflow
by Adachi et al. [31] (with triply periodic boundary conditions and a constant
7 Here we introduce a critical velocity v0 sustaining a vortex tangle.
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Table 2 Parameter γ of the steady state condition Eq. (32) of Vinen’s equation obtained by
the 3D simulations of thermal counterflow. γexp for the experimental value for the T1 state
[20]; γuni for the uniform counterflow by Adachi et al. [31]; γp for the Poiseuille normal flow
between the parallel two plates by Baggaley et al. [75]; γhp (γtf) for the Hagen–Poiseuille
(tail-flattened) normal flow in a duct by Yui and Tsubota [78]; γc for the two-fluid coupled
simulation between the parallel two plates by Khomenko et al. [80]. Here, the experimental
values [20] are comparable γuni.
T γexp γuni γp γhp γtf γc
(K) (s/cm2) (s/cm2) (s/cm2) (s/cm2) (s/cm2) (s/cm2)
1.3 59 53.5 67.9 31 — —
1.45 — — — — — 83
1.6 93 109.6 83.6 47 — 114
1.9 133 140.1 105.7 103 176 165
counterflow velocity), as well as the experimental study of Tough [20], where it
is believed that the normal fluid is laminar. The values of γhp obtained by the
simulation in a duct are smaller than γuni. The authors argued that the normal
fluid velocity is prescribed and the mass conservation ρnvn + ρsvs = 0 is not
satisfied, but the mass conservation ρnvn + ρsvs,a = 0 for the applied flow is
satisfied in their simulation. Recall that the superfluid velocity vs consists of
vs,ω, vs,b, and vs,a, so that vs 6= vs,a when the vortex tangle produces mean
flow through the Biot–Savart law. The values of γc are obtained by the two-
fluid coupled simulation between the two parallel plates by Khomenko et al.
[80], which adjusts the applied superflow vs,a to satisfy the mass conservation.
The values of γc are comparable with γuni, so that the simulation shows that
counterflow quantum turbulence with the laminar normal flow is consistent
with the T1 state.
2.4.5 Two-dimensional simulation
Galantucci et al. studied the two-fluid coupled dynamics in counterflow quan-
tum turbulence of 4He in channels [82]. They used a 2D simulation of quantized
vortices with the Navier–Stokes equation for the normal fluid component, and
they investigated the velocity profiles realized by the two-fluid coupled dy-
namics.
The Navier–Stokes equation for a normal fluid is written by [83]
∂vn
∂t
+ (vn · ∇)vn = ∇P
ρn
+ νn∇2vn − ρs
2ρ
∇(vn − vs)2 + 1
ρn
F˜ns (46)
with incompressible condition ∇ · vn = 0, where F˜ns is the coarse-grained mu-
tual friction force. The normal fluid velocity vn is decomposed in two solenoidal
fields:
vn = v
p
n + v
′
n, (47)
where vpn = (u
p
n, v
p
n) is the Poiseuille flow, and v
′
n = (u
′
n, v
′
n) originates from the
back reaction of the quanitized vortex tangle on the normal fluid component.
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Fig. 14 Results of a numerical study using 2D simulations for counterflow QT in a channel
by Galantucci, Sciacca, and Barenghi [82]. (a) Vortex distribution in the statistically steady
state, where red empty (black filled) circles indicate positive (negative) vortices. (b) Coarse-
grained profiles of vortex density. Positive (negative) vortex density is indicated by a solid
red line (dashed black line), and total vortex density n is indicated by a dot-dashed green
line. The inset shows the profile of polarization magnitude p(y). (c) Profiles of superfluid
velocity us, normal fluid velocity un, and counterflow velocity uns. Red and blue dot-dashed
lines indicate the initial laminar profiles of the superfluid and normal fluid component,
respectively. [Reprinted figures with permission from L. Galantucci, M. Sciacca, and C. F.
Barenghi, Phys. Rev. B 92, 174530 (2015). Copyright (2015) by the American Physical
Society.] (Color figure online)
The vorticity-stream function Ψ ′ for v′n is defined as
v′n =
(
∂Ψ ′
∂y
,−∂Ψ
′
∂x
)
. (48)
Hence, Galantucci et al. obtained the two scalar equations
∇2Ψ ′ = −ω′n (49)
and
∂ω′n
∂t
+
(
upn +
∂Ψ ′
∂y
)
∂ω′n
∂x
−∂Ψ
′
∂x
(
∂ω′n
∂y
− d
2upn
dy2
)
= νn∇2ω′n+
1
ρn
(
∂F˜ y
∂x
− ∂F˜
x
∂y
)
,
(50)
where F˜ns = (F˜
x, F˜ y).
Galantucci et al. performed numerical simulations of 2D quantized vortices
with the above equation for counterflow QT in a channel to investigate the
spatial distributions of the superfluid and normal fluid velocities. Their results
are shown in Fig. 14. Figure 14(a) shows a snapshot of the quantized vortices in
the statistically steady state. We can see polarization of the quantized vortices.
Figure 14(b) shows the spatial distribution of the quantized vortices. The
quantized vortices concentrate near the channel walls. These results are similar
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with the inverse distribution of quantized vortices, which appears in the 3D
simulations reviewed above. The coarse-grained polarization vector p(y) was
introduced, defined by [84]
p(y) =
ωs(y)
κn(y)
=
n+(y)− n−(y)
n+(y) + n−(y)
zˆ, (51)
where n+ (n−) is the positive (negative) vortex density profile, and zˆ is the
unit vector along the z-direction. Note that p = 0 when QT is spatially homo-
geneous. The value of p in the statistically steady state is shown in the inset of
Fig. 14(b). This polarized pattern directly arises from the vortex-point equa-
tion of motion, where the friction term containing α depends on the polarity
of the vortex.
Figure 14(c) shows the velocity profiles of the superfluid and normal fluid
components, and the counterflow velocity profile in the statistically steady
state. The superfluid velocity profile obeys a parabolic profile
us(y) ∼ y2, (52)
which is different from that in the study of a logarithmic velocity profile de-
scribed later [85]. The profile originates when the superfluid velocity profile
mimics the normal fluid velocity. This mimicking is supported by analyti-
cal results obtained via simple models [86], and numerical studies that ob-
served the normal fluid and superfluid velocity matching and vorticity locking
[86, 87, 88, 89]. The normal fluid velocity is suppressed near the channel walls
and amplified in the central region, which is different from the behavior in the
3D simulation between the two parallel plates by Khomenko et al. [80]. Fur-
thermore, they studied the transient state from the initial state to the steady
state and found that the normal fluid velocity distribution becomes quasi-
parabolic profile in the transient state, which is approximately uniform in the
central region. Galantucci et al. concluded that their numerical model predicts
the shape of the profile of normal fluid that has been experimentally observed
in channels using laser-induced fluorescence of metastable helium molecules
[35]. However, in the 2D simulation, we must inject quantized vortices into
the system, and the results of simulation will change based on the choice of
method of injection.
2.5 Logarithmic velocity profile for quantum turbulence
In this subsection, we review a study of mean velocity profile QT between
two parallel plates [85]. The study found that the mean flow of the superfluid
component obeys a logarithmic profile of the distance from the solid wall, i.e.,
the log-law. The log-law is famous in field of a classical turbulence, which is
confirmed by theoretical analysis [9, 36], experiments [76, 90], and numerical
studies [92]. We briefly describe the basics of the logarithmic velocity profile in
classical turbulence, followed by our numerical studies in quantum turbulence.
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x
y
u(y)
Mean velocity
Fig. 15 Turbulent flow along a solid surface. The flow direction is the x-axis, and the solid
surface is the xz-plane, so that y is the distance from the solid surface.
2.5.1 Logarithmic velocity profile in classical turbulence
The logarithmic velocity profile can be obtained using dimensional analysis
[9, 36]. Let us consider the statistically steady state of turbulent flow along
a solid surface, as shown in Fig. 15. The flow direction is the x-axis, and the
solid surface is the xz-plane, so that y is the distance from the solid surface.
Here, the y and z components of the mean velocity are zero:
ux = u(y), uy = uz = 0, (53)
where the overline indicates time averaging.
The total shear stress σ between the layers of fluid is sum of two shear
stresses, namely, a viscous stress τ and a Reynolds stress τR. The viscous stress
comes from the viscous term in the Navier–Stokes equation. The Reynolds
stress comes from the advection term, which shows momentum transfer by
turbulent fluctuations between the layers of fluid. Here, vortices tend to drift
toward the turbulence core region in the center of the channel. For the statisti-
cally steady state, σ is a constant independent of y, and equal to the frictional
stress on the solid surface.
For large distances y, the viscosity ν is unimportant. In this region, the
value of the velocity gradient at each point must be determined only by con-
stant parameters such as the density ρ, shear stress σ, and distance y. The
dimensions of these quantities are, respectively, [ML−3], [ML−1T−2], and [L].
On the other hand, the dimensions of du/dy are [T−1]. Hence, du/dy should
take the form
du
dy
=
√
σ/ρ
by
, (54)
where b is a numerical constant, which cannot be determined by dimensional
analysis, and the experimental value is [76]
b ∼ 0.4. (55)
We introduce the convenient notation
u∗ =
√
σ/ρ, (56)
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which is a characteristic velocity for the turbulent flow. Thus, we obtain the
logarithmic velocity profile
u =
u∗
b
(log y + c), (57)
where c is a constant of integration. This expression is valid for large distances
y, so that we cannot use the boundary condition at the solid surface for this
formula to determine the constant c.
For small distances y, the viscosity ν becomes important. We denote the
order of magnitude of these distances by y0, and the velocity is of the order
of u∗, so that the Reynolds number is Re ∼ u∗y0/ν. The viscosity becomes
important when Re is on the order of unity. Thus, we obtain
y0 ∼ ν
u∗
, (58)
which determines the width y0 of the viscous region. In the region y < y0,
the Reynolds stress is negligible. The shear stress σ becomes the viscous stress
τ = ρνdu/dy, so that
u =
σy
ρν
=
u2∗y
ν
. (59)
This region is called a viscous sublayer. By connecting the viscous sublayer
and the logarithmic velocity profile at y = y0, we can determine the constant
c of integration, so that
u =
u∗
b
log
(
y
y0
)
. (60)
For large distances, this formula determines the mean velocity distribution in
the turbulent flow along the solid surface.
2.5.2 Numerical study in quantum turbulence
We describe a numerical study for the logarithmic velocity profile in quantum
turbulence [85]. This study investigated a mean velocity profile in a superfluid
boundary layer, motivated by numerical studies for spatially inhomogeneous
thermal counterflow [74, 75, 78, 91] and visualization experiments [35, 93, 94,
95, 96, 97, 98]. As a result, they found that the logarithmic velocity profile
could appear in wall-bounded QT.
We consider the case of Fig. 16(a); the normal fluid component flows be-
tween two parallel plates, and the superfluid component has no external flow,
i.e., vs,a = 0. The flow direction is along the x-axis. The solid boundaries are
at y/D = 0 and 2 with the half-width D of the channel. The normal flow is
prescribed to be a Poiseuille profile:
vn = vn,0
[
1−
(
y −D
D
)2]
xˆ, (61)
where vn,0 is a normalization factor and xˆ is a unit vector in the x-direction.
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Fig. 16 (a) Schematic of the numerical simulation of the VF model by Yui et al. [85].
The laminar flow of normal fluid moves between parallel two plates, whereas superfluid
has no external flows. The flow direction is the x-axis. Periodic boundary conditions are
applied along the x- and z-directions, and a solid boundary condition is applied along the y-
direction. (b) Vortex line density in pure normal flow as a function of time. The QT reaches
a statistically steady state. [Reprinted figure with permission from S. Yui, K. Fujimoto, and
M. Tsubota, Phys. Rev. B 92, 224513 (2015). Copyright (2015) by the American Physical
Society.] (Color figure online)
The QT in the pure normal flow reaches a statistically steady state. Fig.
16(b) shows the vortex line density L versus time. The value of L increases
from the initial value and then fluctuates around some constant values. The
value of L in the statistically steady state increases with T or vn. The rea-
son is that the mutual friction term αs′ × (vn − vs), which injects energy to
QT by stretching quantized vortices, becomes stronger with T or vn. In the
statistically steady state, an spatially inhomogeneous QT appears as shown
in Fig. 17. The vortex line density increases near the walls. This structure
is similar to the inverse distribution of quantized vortices, which appears in
the numerical simulations of the inhomogeneous QT in thermal counterflow.
The inhomogeneous structure becomes clearer with T or vn since the mutual
friction becomes stronger, which is the origin of the structure.
In the statistically steady state, the log-law of quantum turbulence appears.
Fig. 18(a) shows the mean value of the flow direction component vxs , which is
the superfluid velocity vs. Here, v0 is the value of v
x
s at the center y/D = 1
of the channel, and the values are averaged temporally over the statistically
steady state and spatially over the x- and z-directions. All of the data may
show the log-law because we can see that they are parallel to the logarithmic
profile
vxs (y) =
v∗q
κq
[
log
( y
D
)
+ c
]
, (62)
where v∗q is a characteristic velocity, κq is the Karman constant for QT, and
c is a constant. However, we should carefully determine whether the log-law
32
Fig. 17 Snapshots of the vortex tangles in the statistically steady state obtained by nu-
merical simulation as shown in Fig. 16. The left (right) figures are the stream-wise (side)
views. Here, RL indicates the region of the logarithmic velocity profile; RC and RW are
the rest regions. The region RW near the wall tends to have the high curvature vortices.
[Reprinted figure with permission from S. Yui, K. Fujimoto, and M. Tsubota, Phys. Rev. B
92, 224513 (2015). Copyright (2015) by the American Physical Society.]
appears. We should check a differential form of the log-law
Γ (y) ≡ y dv
x
s (y)
dy
=
v∗q
κq
. (63)
This form is obtained by differentiating Eq. (62). In the log-law region, Γ is
constant value independent of y. Fig. 18(b) shows Γ (y)/Γ0 as a function of
y/D, where Γ0 is the maximum value of Γ . Here, we define the log-law region
as 0.95 ≤ Γ/Γ0 ≤ 1.00. The results are shown in Table 3, where the log-law
region is written by y1 < y < y2. For vn = 0.9 cm/s, the log-law cannot be
found at T = 1.9 K, but T = 1.6 K. The reason that the log-law does not
appear at run2 (T = 1.6 K, vn = 0.9 cm/s) may be low vortex line density.
Indeed, for the same temperature T = 1.6 K, run3 (T = 1.6 K, vn = 1.1 cm/s)
with higher vortex line density obtains a logarithmic velocity profile.
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Fig. 18 Results obtained by numerical simulation as shown in Fig. 16. (a) The flow direc-
tion component vxs of the superfluid velocity vs as a function of the distant y/D from the
wall. The wall is y/D = 0, and the center of the channel. The solid line is obtained by fitting
Eq. (62) to the data of run3(T = 1.6 K, vn = 1.1 cm/s). (b) Verification of another form of
Γ ≡ y(dvxs /dy) = const. of the logarithmic velocity profile. The logarithmic profile are found
at run1(T = 1.9 K, vn = 0.9 cm/s) and run3(T = 1.6 K, vn = 1.1 cm/s), since they have
higher vortex line density. [Reprinted figure with permission from S. Yui, K. Fujimoto, and
M. Tsubota, Phys. Rev. B 92, 224513 (2015). Copyright (2015) by the American Physical
Society.] (Color figure online)
Table 3 Results of numerical simulation for the log-law in quantum turbulence [85]. The
mean value v0 of the superfluid velocity at the center of the channel. The log-law region
y1 < y < y2 for the bottom half of the channel and the width of the region y2/y1. The
characteristic velocity v∗q/κq and the constant c.
T vn v0 y1/D y2/D y2/y1 v∗q/κq c
(K) (cm/s) (cm/s) — — — (cm/s) —
run1 1.9 0.9 0.189 0.31 0.57 1.84 0.153 1.45
run2 1.6 0.9 0.080 — — — — —
run3 1.6 1.1 0.159 0.18 0.54 3.00 0.132 1.43
The width y2/y1 of the logarithmic velocity profile is shown in Table 3. A
typical numerical study [92] of classical turbulence obtains the width y2/y1 =
2.37 as the largest width. The widths of the superfluid log-law in Table 3 are
comparable with numerical simulations of classical turbulence.
By fitting Eq. (62) to the data of Fig. 18(a), the values of v∗q/κq and c are
obtained. Here, the fitting range is y1 < y < y2. The results are shown in Table.
3. The Karman constant κq for quantum turbulence cannot be determined
using these quantities since the value v∗q is unknown. If we build up a theory
for the log-law of QT, the value of v∗q will become clear.
In Fig. 17, the log-law region, which is determined by y1 < y < y2 for the
bottom half of the channel in Table 3, is indicated by RL. The region RW near
the wall, which is defined as 0 < y < y1, tends to have high curvature vortices.
The central region RC, which is defined as y2 < y < D, tends to show lower
vortex line density. According to their analysis, the vortex tangle drifts toward
the walls, which is the opposite direction as that of classical turbulence, and the
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anisotropy becomes larger in the log-law region. Hence, Yui et al. argue that
the log-law requires superfluid momentum flux toward the walls. Recall that,
in classical turbulence, the log-law is realized by Reynolds stress τR, which is
produced when a flow directional momentum is steadily transferred toward the
wall by turbulence. From the analogy between the classical and superfluid log-
law turbulence, we expect that they could be caused by a similar mechanism
even though the origins of the dissipation are different.
3 QT in ultracold atomic BECs
In this section, we introduce theoretical and experimental researches for QT
in ultracold atomic BECs, which are a different type of quantum fluid than
the superfluid helium addressed in the last section.
3.1 Background
As explained in Section 2, QT has been primarily studied in superfluid helium
because this system was unique for the research of the quantum hydrodynam-
ics. However, the realization of the ultracold atomic BECs in 1995 changed
this situation.
In this system, the atomic species are captured by a magnetic or optical
trapping potential and the application of cooling techniques such as laser and
evaporative cooling leads to highly degenerate atomic gases. As a result, Bose–
Einstein condensation occurs, enabling the study of quantum hydrodynamics
in ultracold atomic gases [99, 100]. In fact, nucleation of a quantized vor-
tex [101, 102], quantized vortex lattice formation [103, 104], superfluidity and
phase slip [105, 106, 107], and the Kibble–Zureck mechanism [108, 109, 110]
have been experimentally and theoretically studied.
From the perspective of QT research, ultracold atomic BECs have two
distinct features: (i) highly controllable systems, and (ii) realization of multi-
component BECs, which lead to novel phenomena for quantum hydrodynamics
not addressed in the superfluid helium.
We can control the spatial dimension of the ultracold atomic gas owing to
(i), and it is possible to study the dimensional dependence of QT. In classical
turbulence (CT), CT in 3D systems is well known to be different from that
in 2D systems because of the existence of the inverse cascade [24, 36], which
poses a question whether the 2D nature of QT appears. In superfluid helium,
this kind of study has never been investigated, but feature (i) of ultracold
gases allows us to approach this important theme.
Feature (ii) further enriches the variety of QT. By making use of a mixture
of different kinds of atomic species or the internal degrees of freedom of atomic
hyperfine spin, we can realize multi-component BECs [99, 100, 111, 112]. This
kind of system provides a unique stage for studying turbulence in the mixture
of quantum fluids, where not only the superfluid velocity field but also other
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fields such as the spin density vector field plays an important role, and various
topological defects can be nucleated. Thus, this system has the possibility of
opening new avenues in QT research.
In the following sections, we describe experimental and theoretical studies
for QT in ultracold atomic BECs. First of all, in Sec. 3.2, the experimental
results for QT are explained, where we introduce the recent results for not only
3D and 2D QT but also QT in a spinor BEC. After the experimental results,
we describe theoretical studies addressing vortex turbulence, weak wave tur-
bulence, dimensionality of turbulence, and spin turbulence in ultracold atomic
BECs. Section 3.3 describes the studies for the 3D QT in single-component
BECs, in which we explain vortex turbulence and weak wave turbulence. The
subsection for the vortex turbulence treats the Kolmogorov −5/3 power law
from the perspective of decomposition of kinetic energy spectrum into incom-
pressible and compressible ones, while, as for the weak wave turbulence, we
explain two possibilities of weak wave turbulence in single-component BECs
and show existence of inverse cascade by using the Fjørft argument. In Sec.
3.4, 2D QT is explained, and we briefly review the inverse cascade in the 2D
CT. Then, we introduce the recent studies finding the inverse cascade and
dynamical formation of the Onsager vortex. Finally, in Sec. 3.5, turbulence in
multi-component BECs, especially spinor BECs is described.
3.2 Experimental studies of QT in ultracold atomic BECs
The experiments for QT in the ultracold atomic BECs are in the early stages,
so there are not many works. Most of the experiments focus on QT in single-
component BECs, but, recently, turbulence in spinor BECs have been inves-
tigated. In this section, we review their experimental studies.
3.2.1 3D QT in single-component BECs
The first pioneering experiments for QT were performed by Henn et al. [113],
where 3D QT was investigated in a single-component BEC.They prepared a
single atomic BEC with 87Rb and obtained the turbulent state by shaking and
rotating the trapping potential. The left profile (a) in Fig. 19 is the density
distribution in the turbulence observed by the usual time-of-fight method.
The sketch (b) is the position of quantized vortices estimated by this density
distribution, which shows that some vortices are nucleated and the vortex
distribution is disturbed.
Furthermore, they observe peculiar dynamics characteristic of turbulence
in the time-of-fight expansion. The quantity of focus is an aspect ratio for the
size of the atomic cloud. In the expansion of a stationary state, this aspect
ratio inverts over time because of the uncertainty principle of position and
momentum. However, in QT, this aspect ratio tends to retain its initial value.
The right figure (a) in Fig. 19 is the time-of-fight dynamics of the density
distribution for both stationary (left) and turbulent states (right), from which
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Fig. 19 Experimental results in [113]. The left figures are (a) the density profile in QT ob-
served by the time-of-flight expansion and (b) the distribution of quantized vortices inferred
from (a), where the vortices are depicted by the black region. The right figures are (a) the
time-of-flight expansion dynamics for the stationary (left) and turbulent (right) states, and
(b) the time-development for the aspect ratio of the size of the atomic gas. When the system
is not turbulent, the ratio is reversed due to the uncertainty principle of the position and the
momentum. On the other hand, in QT, the ratio tends to remain at its initial value. (Color
figure online) [Reprinted figure with permission from E. A. L. Henn et al., Phys. Rev. Lett.
103, 045301 (2009). Copyright (2009) by the American Physical Society.]
they obtained the time-development of the aspect ratio and find distinct differ-
ence between the stationary and turbulent states, as shown in the right graph
(b) of Fig. 19.
At present, this anomalous behavior of the aspect ratio is considered to
be attributed to the velocity field induced by the quantized vortices [114]. In
fact, a numerical calculation shows that a few vortices tend to suppress the
inversion of the ratio [115]. However, to our knowledge, no numerical calcu-
lations have been computed for the time-of-fight dynamics in the turbulence,
so a quantitative comparison between the experimental and numerical studies
has not been performed. After this work, they investigated the phase diagram
for the turbulent state and the excitation strength [116], and the momentum
distribution [117].
Navon et al. also studied QT in 3D systems captured by a uniform box
potential [118]. The method of generating turbulence is oscillation of the box
potential, where they temporally change the slope of the line connecting the
edges. Their observation focuses on the momentum distribution obtained by
the time-of-fight, which is similar method in the experiment of Ref. [117], con-
firming direct cascade behavior from low- to high-wave number region and
observing formation of the −3.5 power law in the momentum distribution as
shown in Fig. 20. Furthermore, they perform numerical calculations of the
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Fig. 20 Experimental results in [118]. Figure (a) is the momentum distribution obtained
by the conventional time-of-flight method, where −3.5 power law behavior is observed. This
result is consistent with the simulation shown in the upper right inset. The lower left inset is
the same momentum distribution, but the vertical axis is kγ0n(k). The value of γ0 is obtained
in Figs. (c) and (d). Figure (b) is the time-development of the momentum distribution. The
inset shows the time development of the particle number in the source region and cascade
region. [Reprinted figure with permission from N. Navon, A. L. Gaunt, R. P. Smith, and
Z. Hadzibabic: Nature 539, 72 (2016). Copyright (2016) by the Nature Publishing Group]
(Color figure online)
GP equation, obtaining results that exhibited good agreement with the ex-
periment. Note that their observation of the direct cascade is not based on
a kinetic energy spectrum for the velocity field, which is an important quan-
tity in CT, because in ultracold atomic gases it is much difficult to detect the
superfluid velocity.
To our knowledge, this −3.5 power law is not sufficiently understood. The
−3.5 power is similar to an exponent −3 predicted in the weak wave turbulence
with four-wave interaction [50]. However, according to their numerical calcu-
lation, the vortices are present, so that it is unclear whether the weak wave
turbulence theory is applicable to this system. At present, we do not know
which this system is, the vortex turbulence or the weak wave turbulence. Thus,
the theoretical derivation of this power law and detailed numerical studies will
be important future works.
3.2.2 2D QT in single-component BECs
The above experiments addressed 3D QT, but Neely et al. investigated 2D
QT in an atomic BEC, reporting 2D nature of QT [119].
In classical fluids, the features of the turbulence depend on the spatial
dimension. In 3D systems, the kinetic energy is transferred from low- to high-
wave number region (energy direct cascade). However, in 2D system, the en-
strophy is transferred from low- to high-wave number region (enstrophy direct
cascade), and the kinetic energy is transferred from high- to low-wave number
region (energy inverse cascade). This dependence comes from the conservation
of the enstrophy in the non-viscous limit of the two-dimensional Navier–Stokes
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Fig. 21 Experimental results in [119]. These figures are the time-development of the density
distribution in 2D QT. Each distribution is pictured by the time-of-fight with different
samples. After the generation of the initial vortex distribution by making use of the obstacle
potential, they investigate the decay of QT. In the early stage of the dynamics, the vortices
seem to be randomly distributed, but as time passes, a large density hole is formed. In this
state, persistent current is realized. [Reprinted figure with permission from T. W. Neely
et al., Phys. Rev. Lett. 111, 235301 (2013). Copyright (2013) by the American Physical
Society.]
equation [24, 36]. The theoretical details of this inverse cascade are discussed
in Sec. 3.4.
To reveal the features of 2D QT in analogy with CT, Neely et al. generates
many quantized vortices in ultracold atomic gases with 87Rb [119]. In this
study, the vortices are nucleated by rotating the trapping potential with fixed
Gaussian obstacles located in the center. After the stirring, in order to observe
the decay of 2D QT, the condensate freely developed in an optional hold
time and they turned off the obstacle at the end of the experiment. Their
striking observation is the formation of a large density hole accompanying the
persistent current as shown in Fig. 21, which is consistent with the inverse
cascade of 2D CT. This behavior seems to be result of energy transport from
high- to low-wave number region. However, as discussed in their paper, to
clearly confirm the inverse cascade, it is necessary to observe the energy flux.
Thus, further works may be needed to confirm whether the inverse cascade
occurs in this system. Note that, in the experiment, the conservation of angular
momentum is approximately satisfied and they excite the directed angular
momentum. This fact and the inverse cascade are consistent with the formation
of the persistent current.
Kwon et al. also studied 2D QT [120]. This experiment used 23Na, gener-
ating more than 50 quantized vortices. Figure 22 is the time-development of
the density profiles of 2D QT, where the initial state with many vortices is
prepared by utilizing a repulsive Gaussian obstacle. In this preparation, the
obstacle is fixed at the center of the atomic gas, and they move the trapping
potential in one direction, turning off the obstacle potential. From Fig. 22,
it follows that the number of vortices temporally decreases and formation of
large density hole observed in [119] does not appear.
To characterize these decay dynamics, they count the vortex number and
investigate the mechanism of disappearance of the quantized vortices. Two
mechanisms are identified: one is the annihilation of quantized vortices, and
the other is vortex escape from the atomic gas. Thereafter, Stagg et al. per-
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Fig. 22 Experimental results in [120]. Figure shows the time-development of the density
distribution. In this QT, more than 50 quantized vortices are initially nucleated by utilizing
a repulsive Gaussian potential. These figures correspond to the states after the disappear-
ance of the Gaussian potential. Over time, the vortex number decreases through vortex
annihilation and vortex escape from the trap. [Reprinted figure with permission from W. J.
Kwon et al., Phys. Rev. A 90, 063627 (2014). Copyright (2014) by the American Physical
Society.]
formed numerical calculations of the dissipative GP equation, obtaining results
consistent with the experiment [121].
3.2.3 QT in spinor BECs
Seo et al. and Seji et al. began studying turbulence in the spinor BEC [122,
123]. The atomic species is 23Na, so that the system is a spin-1 spinor BEC
with antiferromagnetic interaction. Quenching of the external field is used to
generate the QT in this system. In this procedure, they initially applied the
external field such that the polar state is stable, then decreasing the field and
change the value of the quadratic Zeeman coefficient. Thus, the system exhibits
instability, and many half-quantized vortices are nucleated. This is the first
experimental realization of turbulence in multi-component BECs. This type
of turbulence could be a new target of theoretical and numerical study for QT.
3.3 Theoretical studies of QT for single-component BECs in 3D systems
Before these experimental works, QT in ultracold atomic BECs was theoreti-
cally studied by using the GP equation. At early stages, the incompressible ki-
netic energy spectrum was investigated, being confirmed that the Kolmogorov
−5/3 power law appears in 3D QT where many quantized vortices are nu-
cleated and the vortex turbulence is realized. The pioneering work for this
direction is done by Nore et al., who performed numerical calculations for de-
caying QT [124]. Originally, this study focused on superfluid helium, but this
result is important for understanding QT in ultracold atomic BECs. After this
study, some theoretical works studied QT in ultracold atomic BECs, finding
the same Kolmogorov −5/3 law [125, 126, 127, 128, 129, 130].
Another type of turbulence exists apart from vortex turbulence, that is,
weak wave turbulence [49, 50]. In weak wave turbulence, linear waves weakly
interact with each other, leading to a turbulent cascade associated with power
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law behaviors. This kind of turbulence was studied in ultracold atomic BECs
[131, 132, 133, 134, 135]. Here, we comment on Ref. [131], which originally did
not treat the BECs but consider the weak wave turbulence described by the
GP model.
In this subsection, we review both vortex and weak wave turbulence for
single-component BECs in 3D systems.
3.3.1 Single-component GP equation
The theoretical model for QT in single-component BECs is the GP equa-
tion, which well describes the dynamics of ultracold atomic BECs when the
temperature is much lower than the Bose-Einstein condensation transition
temperature [99, 100]:
i~
∂
∂t
ψ(r, t) = − ~
2
2M
∇2ψ(r, t) + Vtrap(r)ψ(r, t) + gρ(r, t)ψ(r, t), (64)
where ρ = |ψ|2 is the local density distribution, g is the interaction parameter
expressed by 4pi~2a/M with the s-wave scattering length a, and Vtrap is the
trapping potential.
This equation can be rewritten in the canonical form given by
i~
∂
∂t
ψ(r, t) =
δE[ψ(r, t), ψ∗(r, t)]
δψ∗(r, t)
, (65)
where the energy functional E[ψ(r, t), ψ(r, t)∗] is expressed by
E[ψ(r, t), ψ(r, t)∗] =
∫ [ ~2
2M
|∇ψ(r, t)|2 + Vtrap(r)ρ(r, t) + g
2
ρ(r, t)2
]
dr.(66)
This energy E is a conserved quantity in the dynamics because of [E,E] = 0
with the bracket [A,B] =
∫ {(δA/δψ)(δB/δψ∗)−(δB/δψ)(δA/δψ∗)}dr, where
δ(·)/δψ is the functional derivative. The total particle number N is another
conservation quantity, defined by
N [ψ(r, t), ψ(r, t)∗] =
∫
ρ(r, t)dr, (67)
from which it follows that [E,N ] = 0 is satisfied, thus leading to the conser-
vation of the total particle number.
In CT with the Kolmogorov −5/3 power law, some energy dissipation
mechanism is necessary for the establishment of statistically steady turbulence.
For this reason, some papers add phenomenological dissipation terms to the
GP equation, the detail of which is explained in each subsection.
Finally, we describe the quantization of circulation. Let us express the
wavefunction as
ψ(r, t) = ρ(r, t)exp[iφ(r, t)]. (68)
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Then, substituting Eq. (68) to the GP equation (64), we obtain the continuity
equation of the local density expressed by
∂
∂t
ρ(r, t) +∇ · [ρ(r, t)v(r, t)] = 0, (69)
where the superfluid velocity field is defined as v(r, t) = ~∇φ(r, t)/M . There-
fore, we calculate the circulation Γ with a closed loop C, finding that the
single-valueness leads to
Γ =
∫
C
v(r, t) · dr
= κn (n = 0,±1,±2, · · · ), (70)
from which it follows that the circulation is quantized with the quantum cir-
culation κ = h/M .
3.3.2 Vortex turbulence of single-component BECs in 3D systems
We review QT in 3D systems with many quantized vortices. Most studies for
QT focus on the kinetic energy spectrum corresponding to the spatial cor-
relation function of the velocity field because, in CT, this quantity exhibits
the celebrated Kolmogorov −5/3 power law. However, there is a distinct differ-
ence between CT with the Kolmogorov law and QT in ultracold atomic BECs:
incompressibility. Originally, the Kolmogorov law is discussed in incompress-
ible fluids [24, 36], so we cannot easily expect this manifestation of this law
in ultracold atomic BECs since this system is a compressible quantum fluid.
To resolve this problem, Nore et al. performed decomposition of the super-
fluid velocity field into compressible and incompressible parts by utilizing the
Helmholtz decomposition theorem [124].
We first describe this decomposition. The system is assumed to be a d-
dimensional box with periodic boundary conditions. We denote the system
size and volume as L and V = Ld, respectively. For this setup, the wave
number is expressed by the discrete number kj = 2pimj/L with the integer mj
and the spatial direction j.
In the GP model, the kinetic energy per unit volume is expressed by
Ek(t) =
~2
2MV
∫
|∇ψ(r, t)|2dr = Ev(t) + Eq(t), (71)
Ev(t) =
M
2V
∫
ρ(r, t)v(r, t)2dr, (72)
Eq(t) =
~2
2MV
∫ [
∇
√
ρ(r, t)
]2
dr, (73)
where Ev(t) and Eq(t) are the energy for the superfluid velocity field and for
quantum pressure, respectively. In QT, Ev is often called the kinetic energy,
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and we follow this convention in what follows. To derive the expression of the
kinetic energy spectrum, an effective velocity field A(r, t) =
√
ρ(r, t)v(r, t) is
introduced. Then, we can obtain
Ev(t) =
M
2V
∫
A(r, t)2dr =
M
2
∑
k
|A˜(k, t)|2, (74)
where A˜(k, t) is the Fourier component ofA(r, t) which is defined by F [A(r, t)] =∫
A(r, t)exp(−ik·r)dr/V . The relation A˜(k, t) = A˜(−k, t)∗, which is obtained
by noting that A(r, t) is real, is used to derive the above expression. Then, we
can define the kinetic energy spectrum:
Ev(k, t) = M
24k
∑
Ω(k1,k)
|A˜(k1, t)|2, (75)
where the notation Ω(k1, k) means the summation for k−4k/2 ≤ |k1| < k+
4k/2 with 4k = 2pi/L. This quantity corresponds to the following correlation
function Cv(r) defined by
Cv(r, t) =
1
V
∫
A(x+ r, t) ·A(x, t)dx, (76)
because the correlation function is expressed by
Cv(r, t) =
∑
k
|A˜(k, t)|2exp(ik · r), (77)
from which the kinetic energy spectrum is equivalent to the Fourier compo-
nent of the spatial correlation function of the effective velocity field when the
turbulence is isotropic.
Finally, we apply the Helmholtz decomposition theorem to the effective
velocity field A(x, t), obtaining
A(r, t) = A0(t) +Ac(r, t) +Ai(r, t), (78)
Ac(r, t) =
∑
k 6=0
A˜c(k, t)exp(ik · r)
=
∑
k 6=0
k · A˜(k, t)
k2
kexp(ik · r), (79)
Ai(r, t) =
∑
k 6=0
A˜i(k, t)exp(ik · r)
=
∑
k 6=0
{
A˜(k, t)− k · A˜(k, t)
k2
k
}
exp(ik · r). (80)
These fields Ac(r, t) and Ai(r, t) satisfy the relations rotAc(r, t) = 0 and
divAi(r, t) = 0, being the compressible and incompressible parts, respectively.
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The constant A0(t) is the Fourier component of A(r, t) for the zero wave
number. The derivation of Eqs. (79) and (80) is described in Appendix C.
Using the orthogonality property A˜c(k, t) · A˜i(k, t) = 0, we can decompose
the kinetic energy spectrum into the compressible and incompressible spectra
as follows:
Ev(k, t) = E0(t)δk,0 +
(Ecv(k, t) + Eiv(k, t))(1− δk,0), (81)
E0(t) = M
24k
∑
Ω(k1,0)
|A0(t)|2, (82)
Ecv(k, t) = M
24k
∑
Ω(k1,k)
|A˜c(k1, t)|2, (83)
Eiv(k, t) = M
24k
∑
Ω(k1,k)
|A˜i(k1, t)|2. (84)
From the definitions of Eq. (80), Eiv(k, t) is found to be the correlation function
of the effective velocity field Ai(r, t), possessing information of rotational flow
induced by quantized vortices.
To numerically calculate these spectra, the superfluid velocity field is cal-
culated by using the expression
ρ(r, t)v(r, t) =
~
2Mi
[ψ(r, t)∗∇ψ(r, t)− ψ(r, t)∇ψ(r, t)∗].
Then, we can calculate the effective velocity field and apply the Fourier trans-
formation. Substituting the Fourier component into Eqs. (78) – (80), we obtain
each spectra.
Such a decomposition was done by Nore et al. for the first time in QT gen-
erated by the GP equation [124]. Their numerical calculation is performed in
an initial state with the Taylar–Green vortex to investigate the kinetic energy
spectra. Their method for the generation of QT is based on the instability of
the initial state, and the decaying QT is studied. Then, the incompressible
kinetic energy spectrum was found to exhibit the Kolmogorov −5/3 power
law in a limited time period. After this study, Parker et al. also confirmed
the Kolmogorov law in QT in a rotating system [125], and Kobayashi et al.
introduced a phenomenological dissipation term into the GP equation and
obtained the Kolmogorov law [126]. Figures 23 (a) and (b) are the vortex con-
figuration and the incompressible kinetic energy spectrum in Ref. [126], where
the decaying QT is generated by the initial state with random phase and the
Kolmogorov law is confirmed. Furthermore, Kobayashi et al. generated the
stationary steady state QT using the dissipative GP equation and obtained
the Kolmogorov law [127, 128]. Recently, QT was investigated in terms of a
non-thermal fixed point, and the Kolmogorov law was also observed [129, 130].
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Fig. 23 Numerical results for the decaying turbulence. Figure (a) is the vortex configura-
tion at a fixed time obtained by the GP equation with phenomenological dissipation. The
initial state is the flat density with a random phase. The incompressible kinetic energy spec-
trum corresponding to (a) is shown in Fig. (b), which is averaged by 20 initial states with
different noises. This graph clearly shows the Kolmogorov −5/3 power law. [Reprinted figure
with permission from M. Kobayashi and M. Tsubota, J. Phys. Soc. Jpn. 74, 3248 (2005).
Copyright (2005) by the Physical Society of Japan.]
The numerical method for solving the GP equation by pseudo-spectral calcu-
lations was well described in Ref. [127].
Finally, we comment on the effective velocity field A(r, t). Because this
field is weighted by the root of the density profile ρ(r, t), the incompress-
ible kinetic energy does not investigate the correlation function of the very
superfluid velocity. To eliminate the effect of the density profile, we need to
calculate the kinetic energy spectrum with v(r, t) instead of A(r, t). However,
the divergence of the velocity field at the core of the quantized vortex must be
considered. For this divergence, the spectrum of v(r, t) exhibits numerically
unstable behavior. To overcome this issue, one candidate is introduction of a
spatial cutoff of the velocity field when we calculate the spectrum [136]. Such a
calculation has been recently performed in single-component and spin-2 spinor
BECs, and in the case of the single-component BEC, the Kolmogorov −5/3
power law is confirmed.
3.3.3 Weak wave turbulence of single-component BECs in 3D systems
Until the preceding subsection, we review the vortex turbulence where the
quantized vortex tangle is formed. Here, another type of turbulence, i.e., weak
wave turbulence, in single-component BECs is reviewed [131, 132, 133, 134,
135]. In this class of turbulence, linear waves with various wave numbers are
excited [49, 50], but because the wave amplitudes are small, the interaction
between the waves is weak. To address the weak wave turbulence in ultracold
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atomic BECs, the meaning of the linear wave in the GP equation is important.
To begin with, we explain this linear wave. In the GP model, two kinds of linear
wave are possible: one is a wave around no-condensate and the other is a wave
around a strong condensate.
In the former case of the no-condensate, the wave function is expressed by
ψ(r, t) = δψ(r, t), (85)
where δψ(x, t) is the fluctuation around the no-condensate [131, 133, 134].
Substituting Eq. (85) into Eq. (64), we obtain
i~
∂
∂t
δψ(r, t) = − ~
2
2M
∇2δψ(r, t) + g|δψ(r, t)|2δψ(r, t), (86)
where we consider a uniform system without trapping potentials.
When we neglect the nonlinear term, the fluctuation behaves as a free
particle:
δψ(r, t) =
∑
k
C(k)exp(ik · r − if(k)t/~). (87)
with the dispersion relation f(k) = ~2k2/2M and the weight function of an
initial condition C(k).
However, because we consider the nonlinear term in Eq. (86), the weight
function generally has time dependence. Then, we can expand the wave func-
tion as
δψ(r, t) =
∑
k
C(k, t)exp(ik · r), (88)
and substitution of Eq. (88) into Eq. (86) leads to the equation of C(k, t):
i~
∂
∂t
C(k, t) = f(k)C(k, t)
+ g
∑
k1,k2,k3
C(k1, t)C(k2, t)C(k3, t)
∗δ(k1 + k2 − k3 − k),(89)
Therefore, in the case of the wave around the no-condensate, the linear wave
is free-particle-like, and the interaction between the waves is the four-wave
interaction.
On the other hand, in the latter case with the strong condensate, the
situation changes drastically [131, 132, 133, 134, 135]. In this case, the wave
function is expanded as
ψ(r, t) = ψ0(t)(1 + δφ(r, t)), (90)
ψ0(t) =
1
V
∫
ψ(r, t)dr, (91)
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where the strong condensate ψ0(t) is the Fourier component of ψ(r, t) with zero
wave number, and δφ(r, t) is the fluctuation around the strong condensate.
We substitute Eq. (90) into the GP equation (64) in the uniform system,
deriving equations for ψ0 and φ¯(k, t) = F [δφ(r, t)]:
i~
∂
∂t
ψ0 = gρ0ψ0
[
1 +
∑
k1
(
2|φ¯(k1)|2 + φ¯(k1)φ¯(−k1)
)]
, (92)
i~ψ0
∂
∂t
φ¯(k) = − i~φ¯(k) ∂
∂t
ψ0 +
~2k2
2m
ψ0φ¯(k) + gρ0ψ0
[
2φ¯(k) + φ¯∗(−k)
+ 2
∑
k1k2
φ¯∗(k1)φ¯(k2)δ(k + k1 − k2)
+
∑
k2k3
φ¯(k2)φ¯(k3)δ(k − k2 − k3)
+
∑
k1,k2,k3
φ¯(k1, t)φ¯(k2, t)φ¯(k3, t)
∗δ(k1 + k2 − k3 − k)
]
,(93)
with ρ0(t) = |ψ0(t)|2.
When we neglect the nonlinear term, e.g., the second- and third-order of
δφ(r, t), we can solve these equations. The solution of ψ0(t) is given by
ψ0(t) =
√
n0exp(−iµt/~), (94)
with µ = gn0, where n0 is the initial value of |ψ0(t = 0)|2 corresponding to
the initial particle number of the strong condensate. The fluctuation has a
solution:
φ¯(k, t) = u(k)B(k, t) + v(k)B∗(−k, t), (95)
B(k, t) = B(k, 0)exp(−ib(k)t/~), (96)
u(k) =
√
1
2
(0(k) + gn0
b(k)
+ 1
)
, (97)
v(k) = −
√
1
2
(0(k) + gn0
b(k)
− 1
)
, (98)
b(k) =
√
0(k)(0(k) + 2gn0). (99)
The dispersion relation shows the linear k dependence in the low-wave number
region and quadratic k dependence in the high-wave number region. This kind
of wave is called the Bogoliubov excitation or Bogoliubov wave.
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When we include the nonlinear terms, the time-development is different
from Eq. (96) [135]. In this case, we need to derive the time-development
equation of B(k, t). When we neglect the third order of δφ(r, t), the equation
is given by
i~
∂
∂t
B(k) =
∂H
∂B∗(k)
, (100)
H2 =
∑
k1
b(k1)|B(k1)|2, (101)
H3 =
∑
k1,k2,k3
δ(k1 − k2 − k3)V (k1,k2,k3)
×
(
B∗(k1)B(k2)B(k3) +B(k1)B∗(k2)B∗(k3)
)
+
∑
k1,k2,k3
δ(k1 + k2 + k3)W (k1,k2,k3)
×
(
B∗(k1)B∗(k2)B∗(k3) +B(k1)B(k2)B(k3)
)
, (102)
where V and W are the interaction functions for Bogoliubov waves. These
functions are given by
V (k1,k2,k3) = gρ0
(
u(k1)u(k2)u(k3) + v(k1)v(k2)u(k3)
+ v(k1)u(k2)v(k3) + v(k1)v(k2)v(k3)
+ u(k1)v(k2)u(k3) + u(k1)u(k2)v(k3)
)
, (103)
W (k1,k2,k3) = gρ0
(
u(k1)v(k2)v(k3) + v(k1)u(k2)u(k3)
)
. (104)
This equation is essentially different from Eq. (89) corresponding to the case
of the wave around no-condensate. First, the dispersion relation b(k) is not
free-particle-like. Second, the interaction between the Bogoliubov wave is the
three-wave interaction, which is very important in application of the weak
wave turbulence theory.
Originally, these weak four-wave and three-wave turbulence in the GP
model were studied in optical turbulence [131]. However, in the advent of
the ultracold atomic BECs, studies of such weak wave turbulences are per-
formed in the field of the BECs. As for the four-wave case, Nazarenko et al.
and Proment et al. investigated the correlation function of the wave function
in 2D and 3D systems [133, 134]. As for the three-wave case, Proment et al.
and Fujimoto et al. studied the feature of weak three-wave turbulence in 3D
systems [134, 135]. Proment et al investigated the transition between the weak
three-wave and four-wave turbulence, which is also studied in 2D system [133].
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Fig. 24 Fjørft argument [137]. The initial state has a wave with wave number k0. After
time-development, the initial wave of k0 is redistributed into two waves with wave numbers
k0/2 and 2k0. Then, the conservation laws restrict the distribution of Ef(k) and Nf(k),
leading to direct cascade for the energy and inverse cascade for the action (see text).
Fujimoto et al. investigated two kinds of correlation in addition to the corre-
lation function of the wave function. In the following, we show the detailed
results for the four-wave and three-wave cases.
–four-wave case–
The striking feature of the four-wave interaction is the existence of two
conserved quantities. From Eq. (89) and the weak wave turbulence theory, the
energy Ef and the action Nf of linear waves are conserved quantities. The
definition of these are given by
Ef =
∑
k
f(k)|C(k, t)|2 = 4k
∑
k
Ef(k), (105)
Nf =
∑
k
|C(k, t)|2 = 4k
∑
k
Nf(k), (106)
where a relation Ef(k) = f(k)Nf(k) holds. The conservation laws lead to the
direct energy cascade and the inverse action cascade, which can be understood
by the usual Fjørtoft argument as follows [49, 50, 137].
We now consider the initial state shown in Fig. 24, where the linear-wave
is excited initially only at a wave number k0. From this state, the system is
supposed to evolve, and the linear wave is assumed to be transferred into two
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Fig. 25 Correlation function (left) and time-development of Re[ψ(x, y, t)] (right) in 2D
weak wave turbulence with the four-wave interaction. In the right figure, the distributions
are shown at the normalized times of 2500, 5000, 7500, and 10000. These results show that
the high-wave number mode of the wave function is transferred into the low-wave number
mode. [With permission from N. Nazarenko and M. Onorato, Physica D 219, 1-12, Elsevier,
Copyright (2006)] (Color figure online)
waves with two wave numbers k0/2 and 2k0. Then, the conservation laws of
Eqs. (105) and (106) lead to
Ef(k0) = Ef(k0/2) + Ef(2k0), (107)
Nf(k0) = Nf(k0/2) +Nf(2k0). (108)
Solving these coupled equations using the relation Ef(k) = f(k)Nf(k), we can
derive Nf(k0/2) = 4Nf(k0)/5, Nf(2k0) = Nf(k0)/5, Ef(k0/2) = Ef(k0)/5, and
Ef(2k0) = 4Ef(k0)/5. Figure 24 shows the image of the distribution correspond-
ing to this solution, which shows that the linear wave energy is transferred from
the low- to the high-wave-number region and vice versa for the wave action.
Therefore, the existence of the two conserved quantities induces the direct and
inverse cascade. This discussion is called the Fjørft argument [137].
The feature of four-wave system is numerically confirmed in the 2D system
of the GP model by Nazarenko et al. [133]. In this subsection, although we
focus on 3D QT, the numerical results are shown for the 2D system. Figure
25 shows the spectrum
∑
Ω(k1,k)
|ψ(k1, t)| and the time-development of the
spatial distribution for the real part of the wave function Re[ψ(x, y, t)]. These
graphs show low wave number condensation similar to the inverse cascade.
However, in the 2D case, there is a problem concerning the derivation of the
power exponent with the turbulent cascade in the weak wave turbulence the-
ory, where the Kolmogorov-Zakharov power exponent for the inverse cascade
is irrelevant and that for the direct cascade is same as the exponent of thermo-
dynamic equilibrium. The detail of this issue is described by Ref.[50, 131, 133].
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Fig. 26 Time-development of three spectra in the weak wave turbulence with the three-
wave case. The Bogoliubov wave distribution Cb(k, t) (left), the correlation function of
the wave function Cw(k, t) (middle), and the density correlation function Cd(k, t) (right)
are shown. At the late stage, these spectra exhibit good agreement with analytical result
of Eqs. (112)–(114). [Reprinted figure with permission from K. Fujimoto and M. Tsubota,
Phys. Rev. A 93, 039901 (2016). Copyright (2016) by the American Physical Society.] (Color
figure online)
–three-wave case–
Apart from the weak wave turbulence with the four-wave interaction, the case
with the three-wave interaction in 3D systems is studied analytically and nu-
merically [131, 132, 134, 135]. In this turbulence, the three-wave interaction
breaks the conservation of the wave action, so the inverse cascade is not ex-
pected. Here, according to Ref. [135], we review this kind of turbulence.
This paper addresses the 3D system, and the following three spectra are
investigated:
Cb(k, t) =
1
4k
∑
Ω(k1,k)
〈|B(k1, t)|2〉, (109)
Cw(k, t) =
1
4k
∑
Ω(k1,k)
〈|ψ˜(k1, t)|2〉, (110)
Cd(k, t) =
1
4k
∑
Ω(k1,k)
〈|ρ˜(k1, t)|2〉, (111)
with the Fourier components of the density distribution ρ˜(k, t) = F [ρ(r, t)].
The bracket indicates an ensemble average. The physical meaning of these
spectra is that Cb(k, t) is the Bogoliubov wave distribution in the wave number
space, and Cw(k, t) and Cd(k, t) are two-point spatial correlation functions for
the wave function and density distribution.
The application of the weak wave turbulence theory leads to the power
laws given by
Cb(k) ∝ k−5/2, (112)
Cw(k) ∝ k−7/2, (113)
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Fig. 27 Projected density distribution. In typical experiments with ultracold atomic gases,
the density distribution is observed by the time-flight-expansion, where the atomic gas is
released from the trapping potential and laser light is injected. Then, as shown in the figure,
we can obtain the shadow of the atomic gas, which is the experimental observable ρexp(x, y).
This is the integrated density distribution along the laser injection direction. (Color figure
online)
Cd(k) ∝ k−3/2. (114)
To confirm these power laws, the numerical calculation of the GP equation
in the 3D system is performed. In this calculation, the weak wave turbulence is
generated by an unstable initial state with random phase. Then, each spectra
are computed in the decaying turbulence. The results are shown in Fig. (26),
exhibiting good agreement with Eqs. (112)–(114).
Finally, we comment on the experimental observation for the density corre-
lation function. As shown in Fig. 27, the experimental distribution is integrated
along the direction of laser injection. This can change the power exponent of
density correlation function. To consider this problem, we derive the power
exponent for the correlation function of ρexp(x, y, t), which is defined by
ρexp(x, y, t) =
∫
ρ(x, y, z, t)dz, (115)
Cd,exp(k, t) =
1
∆k
∑
k1∈Ωk
〈|ρ¯exp(k1,x, k1,y, t)|2〉, (116)
with ρ¯exp(kx, ky, t) = F [ρexp(x, y, t)].
Then, considering the isotropy in the wave number space, the power ex-
ponent of Cd,exp(k, t) is derived. First, we focus on Eq. (115), which means
that this integral calculation corresponds to the Fourier transformation for the
z-direction with kz = 0. Thus, the relation ρ¯exp(kx, ky, t) = ρ¯(kx, ky, kz = 0, t)
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is satisfied. As a result, the isotropy in the wave number space and Eq. (114)
lead to
〈|ρ¯exp(kx, ky)|2〉 ∝ (k2x + k2y)−7/2
∝ k−7/2, (117)
where we use 〈|ρ¯(kx, ky, kz)|2〉 ∝ (k2x + k2y + k2z)−7/2 derived by Eq. (114) and
the Jacobian in the 3D system.
Hence, performing the summation of Eq. (116), we can derive
Cd,exp(k) ∝ k−7/2 × k
∝ k−5/2. (118)
When the isotropy assumption in the wave number space is valid, this −5/2
power law is equivalent to Eq. (114), which is the important law to confirm
whether the weak wave turbulence with the three-wave interaction is realized
in the experiments.
3.4 Theoretical studies of QT for single-component BECs in 2D systems
The strong point of experiment with ultracold atomic gases is the high control-
lability of various kinds of system parameters. For this reason, we can set the
2D system, which enables us to study 2D QT. In this subsection, we describe
the 2D CT and show recent works for QT in the 2D systems.
3.4.1 Brief review of 2D classical turbulence
Let us consider the classical incompressible fluid system obeying the two-
dimensional NavierStokes equation. As described in the following, this system
is known to show the direct and inverse cascades. The key point is the exis-
tence of two conserved quantities, namely kinetic energy and enstrophy in the
inviscid limit [24, 36].
The system is supposed to be a periodic 2D square system whose linear
size and area are denoted as L and S = L2, respectively. The Navier–Stokes
equation is given by
∂
∂t
u(r, t) + (u(r, t) ·∇)u(r, t) = −1
ρ
∇P (r, t) + ν4u(r, t), (119)
with the velocity field u(r, t), pressure P (r, t), mass density ρ, and viscos-
ity coefficient ν. The pressure is determined by the incompressible condition
divu(r, t) = 0. We define the kinetic energy Eclass of u(r, t) per unit area as
Eclass(t) =
ρ
2S
∫
u(r, t)2dr. (120)
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Then, the kinetic energy spectrum is expressed by
Eclass(k, t) = ρ
24k
∑
Ω(k1,k)
|u˜(k1, t)|2, (121)
with u˜(k, t) = F [u(r, t)]. This satisfies the relation Eclass(t) = 4k
∑
k Eclass(k, t).
In the inviscid limit, this kinetic energy Eclass(t) is conserved, which is true in
both 2D and 3D systems.
When the spatial dimension of the system is two, another conserved quan-
tity appears. To explain this, we derive the equation of motion for the vorticity
ω(r, t) = rotv(r, t). In the 3D case, the equation becomes
∂
∂t
ω(r, t) + (u(r, t) ·∇)ω(r, t) = (ω(r, t) ·∇)u(r, t) + ν4ω(r, t). (122)
On the other hand, in the 2D system, the first term on the right hand side
of Eq. (122) vanishes because the product of ω ·∇ = ωz(x, y)∂/∂z and u =
(ux(x, y), uy(x, y), 0) is zero due to the z-derivative. Thus, in the 2D system,
the equation of the vorticity is given by
∂
∂t
ω(r, t) + (u(r, t) ·∇)ω(r, t) = ν4ω(r, t). (123)
The physical meaning of the disappearance of (ω(r, t) ·∇)u(r, t) is the impos-
sibility of the stretching of vortex in the 2D system. For this reason, only in
the 2D system, the enstrophy Wclass(t) is conserved in the inviscid limit. The
definition of this quantity is given by
Wclass(t) =
ρ
2S
∫
ω(r, t)2dr. (124)
We can easily verify that this time derivative of Wclass(t) is zero when the
system obeys Eq. (123) with ν = 0. For the following explanation, we define
the spectrum of the enstrophy as follows:
Wclass(k, t) = ρ
24k
∑
Ω(k1,k)
|ω˜(k1, t)|2, (125)
with the Fourier component of the vorticity ω˜(k, t) = F [ω(r, t)]. Noting the
relation ω˜(k, t) = ik× u˜(k, t) and the incompressible condition k · u˜(k, t) = 0,
we can obtain
Wclass(k, t) = k2Eclass(k, t). (126)
This situation resembles the weak wave turbulence with the four-wave in-
teraction in the GP model as described in Fig. 24. In the present case, Eq.
(126) is satisfied, so the kinetic energy corresponds to the action of the wave
and the enstrophy corresponds to the wave energy. Therefore, according to the
previous section (Fjørft argument), the kinetic energy and enstrophy can ex-
hibit the inverse and direct cascade, respectively. This inverse cascade causes
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energy transfer from high- to low-wave number region, which are considered
to lead to the formation of large-scale vortices (vortex clusters).
In this dual cascade, the kinetic energy spectrum shows two kinds of power
laws:
Eclass(k) ∝
{
k−5/3 (k < kf);
k−3 (kf < k),
(127)
where the −5/3 and −3 power laws correspond to the energy inverse cascade
and the direct enstrophy cascade, respectively. The parameter kf is the wave
number with the energy injection. The derivation of the −5/3 power law is
same as that in 3D CT. On the other hand, the −3 power law can be obtained
by slightly modifying the derivation of the−5/3 power law. As discussed above,
the −3 power law corresponds to the enstrophy cascade, which means that this
law has constant enstrophy flux. This fact and the usual dimensional analysis
in the Kolmogorov 41 theory lead to the −3 power exponent. Indeed, the
dimension of velocity is [L]/[T ] with length dimension [L] and time dimension
[T ], so that the kinetic energy spectrum Eclass and enstrophy flux η per unit
area have the following dimensions:
[Eclass] = [M ][L
3]
[T 2]
, (128)
[η] =
[M ]
[T 3]
, (129)
with the mass dimension [M ]. By eliminating [T ] from Eq. (128), we can derive
the −3 power law.
In summary, in the 2D system obeying the NavierStokes equation, the
kinetic energy and the enstrophy are conserved in the inviscid limit, which
induces the dual cascade for kinetic energy and enstrophy.
3.4.2 Inverse cascade of 2D QT
There are many studies for 2D QT [129, 130, 138, 139, 140, 141, 142, 143, 144,
145, 146, 147, 148, 149], some of which discuss the possibility of the inverse
cascade in QT. To our understanding, the existence of the inverse cascade
in QT is controversial. In the GP model, quantized vortices can disappear
through pair annihilation, so enstrophy is not a conserved quantity. Thus, it
seems that the inverse cascade in QT may not occur. In fact, Numasato et al.
have argued for the non-existence of the inverse cascade [139]. However, some
studies obtain evidence of the inverse cascade in QT [138, 144]. The result of
Ref. [139] has already been reviewed in Ref. [4]; in this subsection, we describe
the other study showing the evidence of the inverse cascade in QT [144].
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Fig. 28 Vortex configuration and streamline in 2D QT. This result is obtained by the
damped GP equation with γ = 0.003 (left), γ = 0.009 (middle), γ = 0.0009 (right top), and
γ = 0.03 (right bottom). Using the cluster-finding algorithm, numerical calculations classify
the vortex structure; green, red, and blue points correspond to the vortex dipole, positive
vortex/cluster, and negative vortex/cluster, respectively. [Reprinted figure with permission
from M. T. Reeves et al., Phys. Rev. Lett. 110, 104501 (2013). Copyright (2013) by the
American Physical Society.] (Color figure online)
Numerical evidence of the inverse cascade in QT is reported by Reeves
et al. [144], who investigated vortex clustering, the energy spectra, and spectral
condensation with the damped GP equation defined by
i~
∂
∂t
ψ(r, t) = (1− iγ)(L − µ)ψ(r, t), (130)
L = − ~
2
2M
(
∂2
∂x2
+
∂2
∂y2
)
+V (x, y) + g2|ψ(r, t)|2ψ(r, t). (131)
Here, g2 and γ are the interaction coefficient in the 2D system and the phe-
nomenological dissipation parameter, respectively.
The method for generating QT is the application of a velocity field in
the +x-direction while setting obstacle potentials at four points. Figure 28 is
the vortex configuration and the streamlines obtained by this excitation. To
determine whether the clustering of vortices occurs, they develop a cluster-
finding algorithm, which leads to the classification of three kinds of vortex
structures: (i) vortex dipole (green), (ii) positive vortex/cluster (red), and (iii)
negative vortex/cluster (blue), as shown in Fig. 28. Based on this algorithm,
the tendency of vortex clustering occurs in the case with γ = 0.009. However,
in other cases, strong evidence of the vortex clustering is not clearly confirmed.
To investigate this behavior from the perspective of the inverse energy cas-
cade, the kinetic energy spectrum is calculated. In the case with γ = 0.009, the
spectrum is found to be consistent with the −5/3 power law predicted by the
inverse cascade. Furthermore, the spectral condensation induced by the flux of
inverse cascade is confirmed through the rapid growth of the condensation in
the low-wave number region. From these numerical results, the inverse cascade
was demonstrated in 2D QT.
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Fig. 29 Density profiles and vortex configurations in the harmonic trap (top) and the
disk-shaped flat trap (bottom). Green and blue points denote the vortices and antivortices,
respectively, and the red line represents the dipole moment for the vortex distribution. This
result is obtained by numerical calculation of the GP equation. These graphs show that the
Onsager vortex (negative temperature state) is dynamically formed in the disk-shaped flat
trap. [Reprinted figure with permission from A. J. Groszek et al., Phys. Rev. A 93, 043614
(2016). Copyright (2016) by the American Physical Society.] (Color figure online)
After this study, a method used for calculating the energy flux is suggested
by same group, where they utilized the point-vortex model [147]. Using this
method, this group confirmed negative energy flux in a different setup.
3.4.3 Formation of the Onsager vortex of 2D QT
As another topic related to the inverse cascade, there is the Onsager vortex
which is a state with negative temperature. This kind of vortex clustering
is theoretically investigated by the GP equation and Monte Carlo calculation
[145, 146, 148, 149]. Recently, Simula et al. found that such a negative temper-
ature state is dynamically formed through the evaporative heating of vortex
when the disk-shaped flat potential is used [146] 1. In this mechanism, the
annihilation of vortices increases the energy per vortex, leading to the phase
transition to the negative temperature phase. On the other hand, when the
usual harmonic trapping potential is used, this formation cannot be confirmed.
Figure 29 is the density profile and vortex configuration in both harmonic (top)
and disk-shaped flat (bottom) potentials, exhibiting distinct differences in the
vortex clustering. To understand this behavior, as discussed in Ref. [148], the
1 Note that they do not introduce any dissipation term into the GP equation, focusing
on the dynamics in the isolated system.
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energy per vortex and the dependence of vortex dipole energy on the separa-
tion are important.
3.5 Theoretical studies of turbulence in spinor BECs
From the perspective of quantum hydrodynamics, one of the most character-
istic features of ultracold atomic BECs is the realization of multi-component
BECs [99, 100]. Such systems are prepared by utilizing different atomic species
or the internal degrees of freedom of atoms. For example, in the former case,
Yb and Rb are used to realize two-component BECs. In the latter case, 87Rb
with hyperfine spin F = 1 is used, and a spin-1 spinor BECs is realized, which
is a mixture of BEC with different magnetic quantum numbers mF = 1, 0,−1
[111, 112].
This system provides a novel stage for investigating turbulence in multi-
component BECs. In contrast to conventional QT, this system has many de-
grees of freedom, e.g., internal spin states, which leads to various topologi-
cal defects such as spin domain wall, half quantized vortices, Z2 vortex, and
monopoles [111]. Then, the multi-component BEC enriches the physics of QT
because new types of problem such as the role of various topological defects
and behavior of spin correlation in turbulence are posed.
Note that the superfluid 3He, which has A and B phases, is a similar
system [150]. In particular, the order parameter of the A phase has a similar
structure to the spinor BEC, but due to the difficulty of the experimental and
theoretical studies, QT in this system has not been investigated. Thus, QT
in multi-component BEC has the possibility to exhibit exotic properties not
shown in QT of superfluid helium.
In this section, as an example of QT in multi-component BEC, we review
the turbulence in ferromagnetic spinor BECs. In this turbulence, not only the
velocity field but also the spin density vector field is disturbed, so we call it
spin turbulence. Though QT in the binary [151, 152, 153, 154, 155, 156, 157]
and spin-2 spinor BECs [136, 158] have been studied, we do not address these
in this review.
3.5.1 Spin-1 spinor GP equation
We consider a system being comprised of Nt bosons with hyperfine spin F = 1.
When the system temperature is much lower than the Bose–Einstein conden-
sation temperature, we can neglect the effect of the thermal component. Then,
three kinds of macroscopic wave functions ψm(r, t) (m = 1, 0,−1) well describe
the static and the dynamical properties of the system. The equation of motion
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for these wave functions [159, 160] is given by
i~
∂
∂t
ψm(r, t) =
(
− ~
2
2M
∇2 + Vtrap(r) + pm+ qm2
)
ψm(r, t)
+c0ρt(r, t)ψm(r, t) + c1
1∑
n=−1
F (r, t) · Fmnψn(r, t), (132)
where the total density ρt(r, t) and the spin density vectors F (r, t) are defined
by
ρt(r, t) =
1∑
m=−1
ψ∗m(r, t)ψm(r, t), (133)
Fµ(r, t) =
1∑
m,n=−1
ψ∗m(r, t)(Fµ)mnψn(r, t), (134)
Fx =
1√
2
0 1 01 0 1
0 1 0
 Fy = i√
2
0 −1 01 0 −1
0 1 0
 Fz =
1 0 00 0 0
0 0 −1
 . (135)
The parameters p, q, c0, and c1 are the coefficients of the first Zeeman, the
second Zeeman, the density-dependent interaction, and the spin-dependent
interaction terms, respectively. This equation (132) is called the spin-1 spinor
GP equation.
In the same way for Eq. (65), Eq. (132) is transformed into the canonical
form:
i~
∂
∂t
ψm(r, t) =
δEt[ψm(r, t), ψ
∗
m(r, t)]
δψ∗m(r, t)
, (136)
where the energy functional Et = Ef + Ed + Es is given by
Ef [ψm(r, t), ψm(r, t)
∗] =
∫ 1∑
m=−1
[
~2
2M
|∇ψm(r, t)|2 + Vtrap(r)|ψm(r, t)|2
+
(
pm+ qm2
)|ψm(r, t)|2]dr, (137)
Ed[ψm(r, t), ψm(r, t)
∗] =
c0
2
∫
ρt(r, t)
2dr, (138)
Es[ψm(r, t), ψm(r, t)
∗] =
c1
2
∫
F (r, t)2dr. (139)
The first term of the energy functional is the free particle term Ef , and second
term is the density-dependent interaction term Ed, which are similar terms
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in the single-component GP equation (64). The term characteristic of spinor
system is third term, which is the spin-dependent interaction term. This allows
the system to exchange the particle number for each magnetic component,
so that each particle number is not conserved. Furthermore, the sign of this
interaction coefficient c1 is decisively important for the spin dynamics. When
external fields are not applied, the system with positive c1 has the polar phase
as the ground state, which is non-magnetized state. On the other hand, the
system with negative c1 is called a ferromagnetic system, where the ground
state is the ferromagnetic state.
Finally, we comment on the conservation law in Eq. (132). The energy func-
tional of Eq. (136) satisfies [Et, Et]s = 0, [Et, Nt]s = 0, [Et, Ft,z]s = 0 with the
bracket [A,B]s =
∫ ∑1
m=−1{(δA/δψm)(δB/δψ∗m) − (δB/δψm)(δA/δψ∗m)}dr.
Here, we use the following notations for the total density Nt =
∫
ρtdr and
the total spin density vector Ft,µ =
∫
Fµdr (µ = x, y, z). Thus, the total en-
ergy, particle number, and the z-component of the spin density vector are the
conserved quantities. When the external field is not applied (p, q = 0), the
Zeeman terms disappear and the relations [Et, Ft,x]s = 0 and [Et, Ft,y]s = 0
are satisfied. Thus, Ft,x and Ft,y become the conserved quantities.
3.5.2 Numerical study for spin turbulence in a spin-1 ferromagnetic spinor
BEC
We describe spin turbulence in a spin-1 ferromagnetic spinor BEC based on
Eq. (132). This type of study was performed by Fujimoto et al. for the first
time [161, 162].
The system is assumed to be a 2D system without external fields (p =
0, q = 0). The system size is L × L, and the boundary condition is periodic.
To generate spin turbulence, a counterflow state was used as the initial state,
where the m = 1 and m = −1 components flow in the opposite direction. The
mathematical expression is given by
 ψ1ψ0
ψ−1
 = √ρt0
2

exp
[
iM2~VR · r
]
0
exp
[
−iM2~VR · r
]
 , (140)
where VR = VReˆx and ρt0 are the relative velocity of the counterflow and the
bulk density. This initial state is unstable, leading to spin turbulence. In the
numerical calculation, the parameters are set to be L = 128ξd, |c0/c1| = 20,
and VR/Cs ∼ 0.785 with the bulk density ρt0 = Nt/L2, characteristic time
scale τd = ~/c0ρt0, density coherence length ξd = ~/
√
2Mc0ρt0, and sound
velocity Cs = ξd/τd =
√
c0ρt0/2M .
The spatial-temporal distribution of the spin density vector is shown in
Fig. 30. In the early stage, counterflow instability occurs, generating the stripe
structure of Fz shown in Fig. 30 (a). The property of the instability can be
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Fig. 30 Spatial-temporal distribution of Fz (upper) and F (lower) at t/τd = (a)300,
(b)1200, and (c)5000. The color distribution of lower figures shows Fz . (Color figure online)
understood by solving the Bogoliubov-de Gennes equation. The solution gives
imaginary parts of the eigenvalues, which describe the wavenumber of the
stripe and the growth rate of Fz. As time passes, the stripe structure collapses,
and finer spin structure is generated as shown in Figs. 30 (b) and (c).
To investigate the properties of the spin turbulence, the spectrum of the
spin-dependent interaction energy per unit mass is considered, which is defined
as
Es(k, t) = c1
2NtM4k
∑
Ω(k1,k)
|F˜ (k1, t)|2, (141)
with the Fourier component F˜ (k, t) = F [F (r, t)] of the spin density vector.
This quantity is equivalent to a two-point spatial correlation function for the
spin density vector in the wave number space, which contains information of
the fluctuation of the spin density vector in the spin turbulence. Experimen-
tally, the spin density vector can be observed by phase contrast imaging [163].
Figure 31 (a) is the numerical result for the time-development of this spec-
trum. In this calculation, the initial state is the polar state, which does not
have a large amplitude of the spin density vector. However, over time, the
counterflow instability leads to the growth of the spin density vector, and
the spectrum begins to exhibit a peak near a wave number kξd ∼ 0.4. This
value corresponds to the most unstable wave number for the counterflow in-
stability with the relative velocity VR/Cs ∼ 0.785, that is analytically ob-
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Fig. 31 Time-development for the spectrum of spin-dependent interaction energy This
spectrum is averaged over 10 calculations with different initial noise values. The wave number
ks is defined by 2pi/ξs with the spin coherence length ξs = ~/
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tained by solving the Bogoliubov–de Gennes equation. As time continues to
increase, nonlinear coupling between different wave number modes is effective,
and the spectrum at time t/τd = 1200 in Fig. 31 (a) is realized. From this
spectrum, it follows that the power law behavior begins to be formed. At a
time t/τd = 5000, the power law behavior becomes clear, as shown in Fig. 31
(b).
Then, a new question is posed: what is the power exponent in the spectrum,
and is this power law characteristic of the spin turbulence? The answer for this
issue is described in the following subsection.
3.5.3 Derivation of the −7/3 power law
The purpose of this subsection is the derivation for the power exponent of the
spectrum in the spin turbulence by using the Kolmogorov-type dimensional
scaling analysis.
In this derivation, three assumptions are imposed: (1) the macroscopic
wave function is expressed by the ferromagnetic state, (2) the total density
is uniform, and (3) the superfluid velocity is much smaller than the sound
velocity.
From the assumption (1), we can express the wave function as ψ1ψ0
ψ−1
 = √ρteiφUˆ(α, β, γ)
10
0
 , (142)
where φ is the phase, and Uˆ(α, β, γ) is the rotation operator in the spin space
with Euler angles α, β, and γ. The system under consideration has ferromag-
netic interaction, and the excitation is not strong enough to break this state,
so that assumption (1) can be justified. To confirm numerically whether this
assumption is valid, it is suitable to calculate
∫ |F /ρt|dr/V , which should be
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unity in the ferromagnetic state. The numerical calculation corresponding to
Fig. 31 shows that this quantity is about 0.9. As a result, we can derive the
equation of spin density vector given by [164, 165, 166, 167]
∂
∂t
ρtfµ +∇ ·
(
ρtfµv − ~
2M
µνλρtfν∇fλ
)
= 0, (143)
with fµ = Fµ/ρt.
Next, we make use of assumption (2). This is justified by noting |c0/c1|  1
in typical experiments, which implies that it is necessary to strongly excite
the system to strongly modulate the density profile. The numerical calcula-
tion shows that the spatial average of the density fluctuation |δρt(r, t)| =
|ρt(r, t)− ρt0| is about 0.05ρt0, so this assumption also is valid. Thus, we use
the approximation ρt ' ρt0, obtaining
∂
∂t
fµ +∇ ·
(
fµv − ~
2M
µνλfν∇fλ
)
= 0. (144)
Finally, to use assumption (3), we transform Eq. (144) into the non-dimensional
form where the space and time are normalized t
′
= t/τd∇′ = ξd∇;
∂
∂t′
f +
( v
Cs
·∇′
)
f = f ×∇′2f . (145)
Here, we use the incompressible condition ∇ · v = 0, which is derived by
assumption (2) and the continuity equation for the particle number.
We consider the magnitude of superfluid velocity field. Generally, in the
turbulence, vortices, solitons, and so on are nucleated. Such structures have
velocity fields comparable to the sound velocity Cs near the core of these
structures. However, it is expected that, except for the core region, the velocity
field is much smaller than the sound velocity. In fact, the numerical calculation
has
∫ |v|dr/V ∼ 0.15Cs. From this result and |f | ' 1, the term with the
velocity field in Eq. (145) is smaller than the nonlinear spin term. 1. As a
result, we can simplify Eq. (145) to
∂
∂t′
f = f ×∇′2f . (146)
Here, we note that the spin-dependent interaction energy is conserved when
the ferromagnetic state assumption (1) is sustained. This situation is similar
to energy transfer in the wave number space, so that in the spin turbulence
it has a possibility to have constant energy flux for the spin-dependent inter-
action energy. From this consideration, we apply the Kolmogorov-type scaling
analysis [168, 169] into Eq. (146).
1 Due to the difference of the number of spatial derivatives, the amplitudes of two terms
should depend on the wave number. The numerical calculation shows that the spatial average
of the velocity field has about 0.15Cs, so we can roughly estimate the wave number region
0.15 . kξd where the term with the velocity field in Eq. (145) is negligible.
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First, we perform the scale transformation (r → αr, t → βt) and require
that Eq. (146) is invariant under this transformation. Then, we find that when
f is transformed into α2β−1f , this requirement is satisfied. Hence, the scaling
dimension of f is given by
f ∼ Λfk−2t−1. (147)
Here, Λf is a dimensional parameter This scaling dimension and the dimen-
sional analysis leads to the estimation of the energy flux s per unit mass;
s ∼ |c1|(ρt0f)
2
Mρt0t
∼ |c1|ρt0Λ
2
f
M
k−4t−3. (148)
We assume the wave-number-independence of the flux in the same way as
the Kolmogorov 41 theory. As a result, Eqs. (141)(147)(148) lead to the −7/3
power law;
|Es(k)| ∼ |c1|(ρt0f)
2
Mρt0k
∼ Λ2/3s 2/3s k−7/3, (149)
with Λs = Λf
√|c1|ρt0/M . Figure 31 shows the agreement with this −7/3
power law. Originally, this power law is theoretically derived and numerically
confirmed by Fujimoto et al. [161].
As described in the derivation of Eq. (146), the term with velocity field
can be neglected in the region 0.15 . kξd by rough order estimation, which
seems to be inconsistent with Fig. 31 (b) because the spectrum in the region
kξd . 0.15 exhibits the −7/3 power law. This inconsistency may caused by
the rough estimation, but the reason for this is not clear.
Finally, we comment on the reason why the power exponent is different
from the −5/3 exponent in the usual Kolmogorov power law. This difference
comes from the difference in the number of the spatial derivative of the non-
linear terms. In the NavierStokes equation, the nonlinear term (inertial term)
is the secondary term with the first spatial derivative, while Eq. (146) has
the secondary term with the second spatial derivative as a nonlinear term.
The −7/3 power law is the result that strongly reflects the property of this
nonlinear term.
4 Open problems of numerical studies of QT
In this chapter, we discuss current open problems of numerical studies of QT.
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4.1 Problems in QT of superfluid helium
Most previous numerical studies have addressed the VF model at 0 K or under
the prescribed normal fluid profile. However, it has recently become possible
to simulate the coupled dynamics of the VFM model and the Navier–Stokes
equation for the normal fluid, as described in 2.2.5. This trend opens lots of
interesting directions.
Energy spectrum and cascade
Investigating the universal law of the energy spectrum is a main task of the
numerical studies of QT. We consider quasiclassical turbulence at 0 K. In the
region of wavenumbers k smaller than 2pi/` with the intervortex spacing `, the
energy flows from small k to large k and the −5/3 spectrum is sustained, which
is confirmed by several numerical studies. However, the inertial range of most
numerical works is not wide, typically only one decade. Numerical simulations
with wider inertial range would be preferable. In the region of wavenumbers k
larger than 2pi/`, the quantum nature of each vortex becomes important and
the energy should be transferred by the Kelvin-wave cascade. The Kelvin-wave
cascade and its statistical laws are described, for example, in Ref. [54]. It is not
trivial how the energy spectra and cascade join in the intermediate region at
k ' 2pi/` [37]. In order to numerically reveal the whole picture of the spectrum
and the cascade, we need much bigger simulations covering a wider range of
wavenumbers than the present level.
The issue of the energy spectrum and cascade at finite temperatures is
interesting and challenging. It is not clear how turbulence of a superfluid and
normal fluid interact with each other. Although there is a theoretical proposal
[170], numerical studies of the coupled dynamics of two fluids should contribute
to this problem as well.
The Kolmogorov law comes from the self-similarity in wavenumber space,
and is believed to be related to the Richardson cascade in real space [24]. Since
vortices are not well defined in a viscous classical fluid, however, this picture is
not clear. On the hand, a quantized vortex is a stable and definite topological
defect, so investigating QT may connect the cascade process in the real and
wavenumber spaces. Actually, some numerical works of the VF [171, 172] and
GP [173] models found the bundle-like structure of quantized vortices, which
is thought to be indispensable for the cascade process in CT.
Boundary conditions of superfluid and quantized vortices
The boundary condition of a superfluid on a solid surface is vs · nˆ = 0 with
a unit vector nˆ perpendicular to the surface. The problem is what to do
when quantized vortices are attached to the solid surface. As described in
2.2.2, this is trivial if the surface is assumed to be flat and smooth. When the
surface is rough, however, this procedure is not easy. From the comparison
between experiments and numerical simulations, it is necessary to consider
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the boundary condition properly. However, it is difficult to consider the rough
surface condition in the simulation. The most difficulty is that we have no
information of the surface roughness. It would be possible to consider the case
in which there is a hemisphere pinning site on a flat surface[29]. However,
we do not know how many and how large pinning sites we need. In order
to overcome this difficulty, we have to introduce some model with arbitrary
parameters. Currently we have no definite criteria for making the model. The
recent numerical simulation of the GP model finds superfluid boundary layer
over the rough surface [174]. This approach could be helpful in understanding
this problem.
Thermal counterflow in a realistic channel
Once the simulation of the coupled dynamics of two fluids becomes possible,
the important target would be revealing the T1 and T2 states described in
2.1.1. Changing the aspect ratio of the channel cross-section, we should study
how the turbulent state changes to the T3 state. Simulation under the rough
surface condition is indispensable for this case as well.
QT generated by vibrating structures
The simulation for QT created by vibrating structures, as described in 2.1.3
looks to capture the essence of the dynamics, but cannot explain the essence
such as the critical velocity, hysteresis, and lifetime of QT properly. We should
introduce the rough surface condition. The simulation of the coupled dynamics
of two fluids could make sense in this case as well.
Logarithmic velocity profile
The numerical study [85] demonstrated a logarithmic velocity profile of QT,
but did not propose a theory for a mean velocity profile. To construct the
theory, the momentum flux for a superfluid velocity may be investigated, which
causes a logarithmic velocity profile of classical turbulence. If the wider range
of a logarithmic profile could be obtained, the logarithmic velocity profile of
QT would be supported more strongly.
The simulation [85] was performed in a pure normal flow between two par-
allel plates. Other types of flow will be studied to investigate the universality
of the logarithmic velocity profile, e.g. a thermal counterflow or a pure super-
flow. Additionally, the channel geometry may affect the mean velocity profile;
a Karman constant could be changed in a duct from two parallel plates. As
a more advanced step, we should take into account the surface roughness to
understand more realistic physics.
For numerical studies using the two-fluid coupled dynamics, the statistical
law for velocity profile is an interesting topic, because the flow of normal
fluid component can become laminar or turbulent, and the two fluids affect
mutual velocity profiles: a laminar Poiseuille normal flow corresponds to the
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preceding study [85]. When a normal flow becomes a tail-flattened laminar
flow or turbulence, the mean velocity profile can change from the logarithmic
velocity profile. Additionally, normal flow can have different profiles from the
logarithmic velocity profile, even though that is the turbulence of a viscous
fluid.
Numerical studies should express their results in quantities that could more
easily be observed by experiments. Because superfluid velocity in QT cannot
be easily observed, we may use quantities related to quantized vortices, e.g .
drift velocity of vortices, and express the logarithmic velocity profile using
these quantities.
4.2 Problems in QT of ultracold atomic gases
Dimensionality of QT
Recently, 2D turbulence in the GP model has been actively studied, and the
2D nature has been found [138, 139, 140, 141, 142, 143, 144, 145, 146, 147,
148, 149]. For example, the dynamical clustering of quantized vortices, namely,
Onsager vortex formation, has been numerically confirmed [146, 148], which is
consistent with behavior of the energy inverse cascade in 2D classical turbu-
lence. However, this formation is understood by evaporative heating of vortex
gas, so that the relationship between the inverse cascade and this heating pro-
cess is unclear. The resolution of this issue is a challenging problem in 2D
QT.
Additionally, in ultracold atomic gas, the spatial dimension is continuously
changed by controlling the trapping frequency, so that we can investigate the
connection between 2D and 3D QT. Then, the crossover or transition be-
tween 2D and 3D QT may become an important problem, where the question
of whether the Onsager vortex formation occurs may be investigated while
changing the trapping frequency. As another problem, 1D turbulence may be
interesting, which has not been actively studied in the GP model.
Finite temperature effect in QT
In experiments of QT, there should be finite temperature effect, which is
caused by interaction between condensate and non-condensate fractions. When
the temperature is much lower than the transition temperature of the Bose–
Einstein condensation, the non-condensate fraction is much smaller and the
description of the GP model could be valid. However, when the temperature
is not low, we cannot neglect the non-condensate fraction, where the kinetic
energy spectrum in QT may be affected by this fraction because, in superfluid
helium, the interaction between the superfluid and normal components induces
the mutual friction and the vortex dynamics at finite temperature are drasti-
cally different from those at zero temperature. In fact, using the stochastic pro-
jected GP model [175] or Zaremba–Nikuni–Griffin method [176], some reports
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have revealed the effect of finite temperature on vortex dynamics [177, 178].
However, at present, the relationship between QT and the finite temperature
effect has not been investigated in ultracold atomic BECs.
Application of closure method to the GP model
In classical turbulence, analytical methods to approach a closure problem
in the Navier–Stokes equation are highly developed. The application of this
method to the GP model may lead to promising results.
A challenging problem concerning the closure problem is the derivation of
the −7/2 power law in the momentum distribution, which was observed in a
recent experiment [118]. At present, as far as we know, this power exponent has
never been derived analytically. When this derivation is achieved, the physical
meaning of this power law may be clear.
Here, we comment on a paper addressing the closure problem of the GP
model [179]. This paper uses the spectral closure approximation, deriving cer-
tain power exponents for the momentum distribution, but the obtained expo-
nents are inconsistent with −7/2.
QT in a binary BEC
QT in a binary BEC gives us a platform for studying QT beyond superfluid
helium, because this system has two kinds of BEC and binary QT is comprised
of two different quantized vortices. Recently, studies of QT in this system have
been carried out [136, 151, 152, 153, 154, 155, 156, 157, 158], in which correla-
tion functions for the velocity field and spin density vector were investigated
and some power laws were reported. However, these address binary QT in
limited parameter regions, and QT in a mass imbalance system or QT with
spin–orbit coupling have never been investigated.
4.3 Common problems in superfluid helium and ultracold atomic gases
Decay of QT
Almost all topics in this article were about the statistically steady state. How-
ever, it is also important to study the decay of QT after turning off the
excitation. For example, we suppose a statistically steady state of QT with
the Kolmogorov spectrum. It would be interesting to study what happens
after turning off the excitation, namely how the spectrum decays with the
degeneration of vortices. Such a simulation would give important informa-
tion regarding experiments, for example, on the dissipative mechanism in the
zero-temperature limit [180] or classification of semiclassical turbulence and
ultraquantum turbulence [181].
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Transition to turbulence as critical phenomena
Most topics in this article were about the developed turbulence, but recently in
the field of CT, some efforts have been devoted to understanding the transition
between laminar flow and turbulence from the viewpoint of critical phenomena
[182, 183]. It would be interesting to numerically study the transition to QT.
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Appendix A: Derivation of Eq. (23)
From Eq. (19) and Eq. (20), the massless equation fM + fD = 0 leads to
s′ × [ρsκ(s˙− s˙0) + γ0s′ × (s˙− vn)− γ′0(s˙− vn)] = 0. (150)
By substituting Eq. (22) into Eq. (150) and calculating as
s˙− vn = (s˙0 − vn)− αs′ × (s˙0 − vn) + α′s′ × [s′ × (s˙0 − vn)],
s′ × (s˙− vn) = (1− α′)s′ × (s˙0 − vn)− αs′ × [s′ × (s˙0 − vn)],
(151)
then we obtain
− [−γ0α+ (ρsκ− γ′0)α′ + γ′0] s′ × (s˙0 − vn)
+ [(−ρsκ+ γ′0)α− γ0α′ + γ0] s′ × [s′ × (s˙0 − vn)] = 0.
(152)
The linear independence of the two vectors in Eq. (152) leads to
α =
ρsκγ0
γ20 + (ρsκ− γ′0)2
, α′ =
γ20 − γ′0(ρsκ− γ′0)
γ20 + (ρsκ− γ′0)2
. (153)
Appendix B: Derivation of Eqs. (34)–(36)
We follow the approach considering a circle, which has the center m and passes
through si−1, si, and si+1 [29]. The relation
|m− si−1|2 = |m− si|2 = |m− si+1|2, (154)
is satisfied, and is rewritten as
2(m− si) · l− + l2− = 0,
−2(m− si) · l+ + l2+ = 0,
(155)
69
si si+1si−1
m
Fig. 32 Circle passing through the adjacent points si−1, si, and si+1. The center of the
circle is pointed by m.
with l+ = si+1 − si and l− = si − si−1. Because these four vectors indicate
the positions in the same plane, we can write
m− si = a+l+ − a−l−. (156)
The parameters a± are obtained by calculating these equations as
a± =
1
2
l2+l
2
− + l
2
∓(l+ · l−)
l2+l
2− − (l+ · l−)2
. (157)
Because s′′i ‖ (m− si) and |s′′i | = |m− si|−1, we obtain
s′′i = c
+
i l+ − c−i l−, (158)
with
c±i =
a±
|a+l+ − a−l−|2 . (159)
Similarly, the first derivative s′i can be obtained from s
′
i · (m − si) = 0 and
|s′i| = 1.
Appendix C: Derivation of Eqs. (79) and (80)
To begin with, we comment on A0(t) in Eq. (78). A constant field for A(r, t),
which is a zero-wave-number mode, satisfies both the compressible and the
incompressible conditions. Then, we denote it as A0(t) and separate it from
the compressible and the incompressible fields. Hence, the Fourier components
for Ac(r, t) and Ai(r, t) do not include the zero-wave-number mode.
Under this situation, we show the derivation of Eqs. (79). The divergence
of Eq. (78) leads to
divA(r, t) = divAc(r, t), (160)
where we use the condition divAi(r, t) = 0. Substituting the Fourier expan-
sions for A(r, t) and Ac(r, t) to Eq. (160), we obtain
k · A˜(k, t) = k · A˜c(k, t). (161)
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The condition rotAc = 0 leads to
k × A˜c(k, t) = 0. (162)
Then, we obtain A˜c(k, t) = Ck with the constant C. We substitute it to Eq.
(161), obtaining
C = k · A˜(k, t)
k2
. (163)
Thus, we can derive Eq. (79).
The derivation of Eq. (80) is done by the Fourier transformation of Eq.
(78), which leads to
A˜(k, t) = A˜c(k, t) + A˜i(k, t), (164)
where the wave number k is not a zero vector. Equations (163) and (164) give
A˜i(k, t) = A˜(k, t)− k · A˜(k, t)
k2
k. (165)
Then, Eq. (80) is derived.
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