Abstract-This paper considers expressions of the dyadic Green's function for rectangular enclosures, which are efficient from a computational point of view. The inherent application is to solve numerically electromagnetic scattering problems with an integral equation formulation, using the Method of Moments. The Green's dyadic is derived from an image-spectral approach, which has the flexibility to generate directly the expression with the fastest convergence once the locations of both the observation and the source points are given. When the observation point is at the source region, slowly converging sums arise that are overcome by extending the method of Ewald to the dyadic case. Numerical proofs are reported in tabular form to validate the technique developed.
INTRODUCTION
The formulation of the dyadic Green's function for perfectly conducting rectangular cavities has previously received considerable attention in literature. Classical methods, like the eigenfunction expansion [1] [2] [3] [4] [5] and the image theory [6] [7] [8] , have been the basic devices to build the solution. Depending on the approach selected, they emphasize specific features of electromagnetic propagation in a cavity, as shown by the different mathematical morphology of the expressions that the two techniques return.
The eigenfunction method generates the Green's dyadic function through a modal formalism, which underlines the frequency selection operated by the rectangular enclosure and explicitly reveals that the dyadic is not bounded at the resonant frequencies. The image theory leads to a series representation of the Green's dyadic that points up the contribution of both the source and the multiple reflections on the conducting walls. Also, this approach shows directly the singular behavior when the observation point approaches the source point [9] . When this condition is anticipated, severe problems of convergence affect the series appearing in the Green's dyadic.
So far, the intrinsic problems of computational efficiency associated to Green's dyadic discouraged the use of the integral equation formulation to solve for electromagnetic interactions inside rectangular cavities.
This study presents a set of alternative procedures yielding the Green's dyadic function by means of mathematical expressions that are numerically advantageous for Method of Moments (MoM) applications.
After a brief overview of the canonical methods used to derive the electric-type Green's dyadic function for rectangular cavities (Section 2), we introduce a complementary formulation consisting of a joint application of the image principle and the plane wave expansion of the electromagnetic field (Section 3).
The image-spectral approach, built directly on the electric field rather than on the potential, is initially established by replacing an infinitesimal current source inside the enclosure with a lattice of images that satisfy the boundary conditions at the cavity's walls. Subsequently, the field contribution of any image is expressed as an expansion of plane waves. The resulting spectral representation involves both a double integral and a Dirac delta function accounting for the source region and leads to the Green's dyadic function as a double series that is consistent with the classical results.
We discuss the properties of convergence of the series involved in this representation and compare it with the classical formulation attainable in literature. We remark that the mutual location of the source point and the observation point plays a fundamental role to select the spectral variable of integration that gives the fastest convergence.
When the observation point is very close to the source point, the convergence is inherently critical. For this specific situation, we have adapted and extended to the dyadic case the method introduced by P. P. Ewald to accelerate the computation of electrodynamic potentials generated by a three-dimensional periodic lattice of sources (Section 4).
We finally present results on the calculation of the Green's dyadic function that proves de facto the numerical efficiency of the notions reported in the paper.
DYADIC GREEN'S FUNCTION FOR A PERFECTLY CONDUCTING CAVITY
The electric Green's dyadic function G E (r, r ) is the tensor kernel of the integral operator that transforms the boundary conditions and the electric current density J e (r ) into the electric field E (r) as follows:
For a lossless metallic enclosure, G E is the solution of the differential equation with boundary conditions
where I is the unit dyadic, r and r are, respectively, the coordinates of the observation and of the source points, k is the wave number related to the medium in the cavity andn is the local normal to the surface S that bounds the volume of the cavity. The classical method to represent the electric dyadic Green's function for lossless rectangular cavities consists of using an eigenfunction expansion as done by Morse and Feshback [1] and Tai [2, 3] .
The dyadic is obtained as a triple series by expanding the generalised tensor function Iδ (r − r ) in terms of an appropriate set of vector wave functions that are solutions of the homogeneous problem. Thereafter, the Ohm-Rayleigh method is applied. This technique leads to the Green's dyadic in terms of two solenoidal (transversal) sets E T E S and E T M S and one irrotational (longitudinal) component E L as the Helmhotz theorem dictates, i.e.:
where
and a, b, c are the dimensions of the cavity along the x, y, z axes respectively. Rahmat-Samii [4] proposed an equivalent method that derives the Green's dyadic function through the diagonal dyadic potential G A as an intermediary step. G A is solution of the following differential equation with the associated boundary conditions:
Solving for G A and using the relation G E = I+ ∇∇ k 2 G A we obtain the electric Green's dyadic as:
The triple sum appearing in both the (3) and the (5) can be reduced to a double one by resolving in closed form with respect to a selected index. We note that the singular term of the dyadic is embedded, respectively, in the longitudinal term of the (3) and in the second sum of the (5), whereas the just a poxition of the operators ∇ and ∇ is performed.
The last alternative approach we mention was proposed by Hamid [6] . The method derives the potential Green's function using a rayoptical technique for large wave numbers. After replacing the infinitesimal primary source with a lattice of images, the vector potential is obtained by adding up the ray contributions from each source and applying the geometrical optics approximation. This asymptotic technique requires that the electrical length of each ray be greater than a few radians so that the principle of stationary phase can be applied.
IMAGES EXPANSION AND PLANE-WAVES

REPRESENTATION
Scheme of the Solution
We reduce the boundary value problem defined by (2) to the equivalent problem of a periodical infinite lattice of time-varying sources in free space by applying the image theory. Consider that the volume V of the rectangular cavity is confined in the region of space 0 ≤ x ≤ a , 0 ≤ y ≤ b , 0 ≤ z ≤ c . Both the observation point and the primary source point belong to V . We build the infinite lattice of sources starting with the basic cell of eight sources which are generated by mirroring the primary source on the three planes x = 0, y = 0, z = 0 with the appropriate sign. The basic cell is then repeated with periods 2a, 2b and 2c along the x, y and z directions, respectively, to produce the equivalent free space problem.
The resulting field at a generic observation point inside the cavity can be interpreted as the superposition of the contributions from infinite images, whose locations depend on both the size of the cavity and the position of the primary source. This formulation yields explicitly the singular behavior of the Green's dyadic in the primary source region.
In mathematical terms, we can write the global Green's function as an infinite three-dimensional array of dyadics: (6) where G C E (x, y, z, x , y , z ) is the Green's function of the basic cell. To calculate G C E , we must account for the orientation of the primary electric current source with respect to the walls for each principal direction since this influences the sign of the relevant image. This implies that we will build the dyadic G C E through a column-by-column process. We begin to construct G C E from the spectral representation of the electric Green's dyadic function in free space G F S E in cartesian coordinates for a single point source:
We start the process by considering a z-oriented delta source located in r , which leads us to work on the third column of the spectral dyadic. By summing the eight elements of the basic cell with their appropriate sign we obtain the third column of G C E as follows:
This representation of the third column of G C E can be inserted in (6) yielding the corresponding column of the Green's dyadic function for the rectangular cavity:
We can now reduce the triple integral in (9) to a double integral by resolving in closed form with respect to one of the variables k x , k y , k z with the contour integration method. Without loss of generality, we select to close the integral with respect to k z variable, which yields:
y is a branch singularity and its sign must be selected to guarantee the convergence of the integrand, i.e., Im(k zp ) < 0 and Re(k zp ) > 0 .
The double integral in (10) can be also solved in closed form if we recall the relation n e −j2nLξ = π a n δ ξ − nπ L . After some algebra, we can cast the third column of the dyadic as follows:
It is worth emphasizing that the primary source is the origin of the Dirac delta contribution in (11) and this is the only one retained since the observation point lies inside the cavity by definition.
We can further simplify the sums involved in (11) by working out the individual componentsxẑ ,ŷẑ andẑẑ of the dyadic.
Let us consider the first row of expression (11), which corresponds to the element G xz E . We observe that the sum in t is an even function of the integers r and s , so we can write the equivalent expression:
Recalling the identity
, the sum t appearing in (12) can be calculated after some mathematical manipulations and it is reduced to the function:
Finally, the expression for G xz E takes the form G xz E r, r
It is important to underline that G xz E is continuous at z = z . This can be easily inferred by taking the limit for z → z from both the left and the right and using the relation +∞ n=1 n sin (αn) = 0 (see Appendix A.6 of [5] ).
Applying the identical scheme to the second and third row of expression (11), we obtain the result for G yz E and G zz E that we report here for completeness:
This concludes the derivation of the third column of the dyadic Green's function for a lossless rectangular cavity. Equivalent mathematical formulations would have resulted if we had closed the integral (9) with respect to the k x or the k y variable.
We can apply the identical procedure to build the other two columns, considering both the x-oriented and the y-oriented sources associated with the relevant images and, finally, complete the dyadic Green's function. Symmetry is a useful property for the overall process since it allows us to solve for six elements instead of nine to fill the dyadic.
The results shown here are consistent with those reported in [3] and [5] , which also consider a double sum in z .
Consideration on the Convergence
The dyadic Green's function exhibits, in general, well-behaved convergence when the observation point is outside the source region. In particular, considering for example the results (13)- (15), the asymptotic behavior of those expression (i.e., for large r and s) is exp (−α
0 . Therefore, the larger the distance along z between the coordinates of the source and the observation point, the faster the convergence of the summations is anticipated.
Generalizing this consideration, we can cast the dyadic Green's function by closing the triple integrals for columns, similar to (9), with respect to the spectral variable revealing the larger separation of the individual cartesian components between the observation and the source point.
To illustrate the numerical efficiency of this scheme, let E z (x, y, z) be the z-component of the electric field observed in (x, y, z) generated by a z-oriented hertzian dipole of length l centered in (x 0 , y 0 , z 0 ) which supports a constant current I.
We calculate E z (x, y, z) by:
We close the inner triple integral with respect to the variables k x , k y and k z and consider, without loss of generality, the case x > x 0 , y > y 0, z > l/2 + z 0 . After some mathematical manipulations we obtain, respectively, the following three equivalent expressions for E z (x, y, z) :
We can now compare the numerical convergence of (17)-(19) by setting a = 3 m, b = 4 m, c = 5 m, l = 10 cm, I = 1 mA and f = 155 MHz. The centre of the dipole source is placed at (1,1.5,2.5) meter. We assume that convergence is reached when the fourth decimal digit of E z , expressed in mV/m and calculated following (17)-(19), is stable.
In Table 1 we show the number of terms required by the sums (17), (18) and (19), respectively, to achieve convergence as a function of the observation point. The distance ∆x = (x − x 0 ) is kept constant and Table 2 . Number of terms required to achieve convergence (to the fourth decimal place) as a function of the mutual location of the source point and observation point. equal to 1.5 m, while ∆y = (y − y 0 ) and ∆z = (z
Similarly this is done for Tables 2 and 3 , where the distances ∆y = (y − y 0 ) and ∆z = (z − z 0 − l/2) are, respectively, fixed to 1.5 m.
The results shown in Tables 1-3 clearly confirm the initial postulate that, in order to get the fastest convergence, the most convenient integration variable is the one leading to the largest separation distance among the individual coordinates of the observation point and the source. When the distance between observation point and source is small along a particular direction, we notice that the number of terms required to achieve convergence may differ in four orders of magnitude depending on the selected formulation. However, when the observation point tends to the source point in all three directions, the asymptotic exponential term tends to unity causing severe convergence problems to the series (17)-(19).
This situation always occurs when the Green's function is used for numerical solutions with the Method of Moments and therefore alternative expressions must be considered.
Several techniques [10] [11] [12] have been proposed to accelerate the convergence of the series involved in the calculation of the Green function in the source region. In 1921 P. P. Ewald developed an extremely efficient technique for calculating the electrostatic (electrodynamic) scalar potential in a three-dimensional periodic system of point charges [13, 14] which is still regarded as the state-of-art for this specific application.
His mathematical process is physically equivalent to first neutralising each point source by the superposition of a spherical gaussian distributions of opposite charge, centered on the original source. This aggregate of the sources is the forcing term of the Poisson (Helmhotz) equation, whose solution yields the space domain part of the potential. Subsequently, a second identical set of gaussian distribution with opposite sign, still centered on the point charges, is further superimposed to cancel out the effect of the first set. The potential due to these sources is obtained by solving the corresponding Poisson (Helmhotz) equation as a Fourier series. This yields the reciprocal space part of the potential. Both the real space and the reciprocal space contributions of the potential exhibit fast convergence, in particular when the observation point is in the source region.
Having previously reduced our original problem to a three-dimensional lattice of current sources in free space, it is now natural to extend the Ewald Method to the dyadic case.
IMAGES EXPANSION AND EWALD'S METHOD
In principle, the Green's dyadic function for a lattice of infinitesimal current sources could be calculated either by adding up the free space dyadic of all the sources of the lattice in the spatial domain or by using the modal theory yielding the Floquet's representation in the reciprocal domain. These two approaches are a Fourier-transform pair and each of them exhibits convergence problems inherently connected with the singularities of the transformed domain. Namely, the singularities in the spectral domain (i.e., the cavity's resonances) are reflected in the slowly convergent series of the spatial domain, while the singularity of the source region in the spatial domain slows down the convergence of the series in the reciprocal domain.
Here we aim to replace a slowly converging sum for the dyadic with two rapidly converging sums, one in the real space and the other in the reciprocal space with a hybrid spatial-spectral representation, as done by Ewald. This is accomplished by adding and subtracting to the infinitesimal current sources of the lattice, the current distribution with the following density
where r is the position of the generic lattice source and η is a positive parameter that adjusts the width of the gaussian distribution. We then generate an equivalent scheme of solution:
in such a way that the global Green's function G E is given by
In (21) and (22) S 1 r, r
S 2 r, r
where X ± r = x ± x + 2 ra , Y ± s = y ± y + 2 bs and Z ± t = z ± z + 2 tc are shorthand notations that will be used throughout the remainder of the paper and identify the mutual position between the observation point and the generic source of the lattice. Furthermore, each triplet
must be intended as the superposition of eight terms corresponding to all the possible combinations ( +++, ++−, · · · etc.).
In (24) and (25), SX, SY and SZ are defined as follows:
The dyadic operators D
SD E
and D
RS
E in equations (21) and (22) By construction, the final result will be necessarily independent of η .
Calculation of the Spatial Contribution
The equation (21) is solved in the spatial domain since the original impulsive currents, counteracted by the gaussian current distributions, give rise to a fast decaying field at long range.
Given the linearity and the space invariance of equation (21), the problem is then reduced to solving the equation: Finally the spatial domain component of the Green's dyadic function can be cast as:
Spectral Domain Contribution
The reciprocal domain contribution, D RS E , can be computed by making use of the eigenfunctions representation of the dyadic Green's function (Section 2). The expression (22), where S 2 has arisen from the application of the image theorem in a stepwise fashion, can be recast as follows:
where I is the unit dyadic, r and r are, respectively, the coordinates of the observation and of the gaussian current points andn is the local normal to the surface S that bounds the volume of the cavity. Now, by comparing (30) with (2), it follows that
In (31), the integrand involves terms like those shown in (32) and corresponding to the first, second and third column of the dyadic respectively, that can be calculated in closed form:
Finally, the spectral domain contribution to the Green's function assumes the following expression:
and E L are reported in Section 2.
Demonstration of the Effectiveness of the Ewald's Approach
To validate the effectiveness of the dyadic Ewald approach, we consider again the case of a z-oriented dipole inside a cavity. This time, we assume that the dipole supports a piecewise sinusoidal (PWS) current as follows:
Our choice of the linear PWS current distribution is dictated by its importance in practical problems. Interaction and radiation of electromagnetic fields in the presence of wire structures are widely treated with the "thin-wire approximation" (i.e., length to radius ratio greater than 10), which assumes a filament distribution of current along the wire axis. Furthermore, the PWS function allows us to solve the radiation integral in closed form whatever the complexity of kernel involved. In this light, the PWS distribution is regarded as the most convenient basis function for wire-oriented Method of Moments built on the electric type Green's function, rather than on the potential vector, inside rectangular enclosures.
For illustrative purposes only, we compute the z-component of the electric field radiated by the PWS current by invoking both the Green's function computed in Section 3 and the Green's function as expressed by (23) and performing a convolution between theẑẑ term of the corresponding dyadic and the PWS source. Applying the Green's function computed in Section 3 in its most advantageous form to a PWS current distribution we get:
Then, to compute the field throughout the Ewald's method, we invoke the general formula for the PWS current distribution [15] :
where In Tables 6 and 7 , the position (x 0 , y 0 , z 0 ) of the center of the zoriented dipole is located at (1.5,0.1,0.1) to enhance the effect of the nearest images. Again, f = 155 MHz with η = 1 and f = 316 MHz with η = 1.5 are considered, respectively. The observation point lies on the plane x = x 0 and moves along the straight line of equation
We remark that when the observation point approaches the source region, the relative CPU time required by the classical Green's function severely increases, whereas it remains constant for the case of the Ewald's approach. The computational effort necessary to achieve numerical convergence with (35) exceeds that required by (36), ranging 5, y, z) from one to four orders of magnitude, depending on the mutual distance between source and observation points. Furthermore, even more advantageous is the Ewald's technique when the observation point is in the source region. However, for the treatment of this singular case, extreme caution must be exercised. We recall that the starting point of the Ewald's technique is the application of the image theory that gives us the ability of isolating the singular part of the dyadics that can be treated apart analytically.
CONCLUSION
This paper has reviewed the groundwork to solve for electromagnetic interactions inside metallic enclosures using an integral equation formulation. The useful application of this method prescribes to have at hand expressions of the dyadic Green's function that are numerically efficient, which has been the main purpose of the study. After a brief summary of the classical methods to derive the dyadic Green's function for rectangular cavities, we have proposed a complementary formulation based on both the image theory and the plane wave expansion of the electromagnetic field. This method enhances the flexibility to select directly the most advantageous numerical representation of the Green's function in the light of the mutual position of the source and the observation point. The results are consistent with those obtained with classical methods. When the observation point is very close to the source, the series composing the dyadic Green's function exhibits inherently slow convergence. The above situation is unavoidable in the Method of Moments, especially where the calculation of the selfadmittance elements is concerned. We showed this problem could be overcome by extending the method of Ewald, which accelerates the series of the scalar electrodynamic potential for a lattice of infinitesimal source points, to the dyadic case. Basic examples of calculations have been reported in tables to prove the efficiency and the reliability of the notions described in the paper. This work proposes new perspectives for the application of the Moment Method to the scattering of electromagnetic structures inside rectangular enclosures. In particular, we anticipate that the Method of Moments will surely be competitive for steady-state electromagnetic interaction of wire structures inside rectangular cavities with respect to the Finite Difference Method, which is currently the dominant one in closed domains.
APPENDIX A
In this appendix we describe the process to derive (27) from (26). We recall the 
