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VRESUMO
Trabalhamos com soluções gierais e contínuas das equa-
ções funcionais ligadas à Teoria da 
racterizam a Entropia de Shanncn, a 
pia de Grau (ol,^ ) e a Entropia de Se
Informação. Estas equações ca 
Entropia de Grau ^  , a Entro- 
no. Estas equações funcionais 
variáveis, que cáracterizamtambém foram generalizadas para duas 
em particular as Medidas de Kullbach e Kerridge e suas generaliza 
ções.
Vi
ABSTRACT
We work with general and c 
functional equations in information 
racterize Shannon's entropy, entropy 
degree ( , ) and sine entropy. These 
also generalized for two variables e
ontinuons solutions of the 
theory. These equations cha - 
of degree , entropy of 
functional equations are
which give, it particular
measures of Kullback and Kerridge and their generalizations.
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INTRODUÇÃO
ê estudarmos algumas Equações
uns conceitos e resultados ba 
lizados no desenvolvimento des
0 objetivo deste trabalho 
Funcionais em Teoria da Informação.
No Capítulo I, daremos alg 
sicos nesta ãrea, os quais serão uti 
te estudo.
No Capítulo II apresentareibos inicialmente um Lema, de­
monstrado por P. Nath [19 79] que aux:.lia a demonstração de dois 
teoremas. Nestes teoremas encontrareiios as soluções gerais e con­
tínuas de duas equações funcionais, ( 
rizações da Entropia de Shannpn e da 
do teorema, encontraremos as soluções 
vês de três generalizações da Entropi
primeiro teorema dã caract£ 
Entropia de grau 3. No segun 
da equação funcional atra- 
a de Shannon que são a
a-log-entropia, entropia de grau (a,3) e a entropia de seno.
ê estudarmos medidas asso - 
uma variãvel aleatória dis
No Capitulo III, o objetivo 
ciadas com um par de distribuições de 
ereta. Faremos uma generalização do Lbma de P, Nath, agora para 
duas variáveis utilizando esta generalização na demonstração- de 
dois teoremas, encontraremos as soluções reais e contínuas de 
duas equações funcionais. No primeiro 
duas medidas, a logaritmica e a outra 
segundo encontramos as soluções dè urns 
de caracterizações das medidas de Kerr 
ralizações.
deles iremos caracterizar 
de forma de potência. No 
equação funcional, através 
idge e Kullback e suas gene
CAPÍTULO I
A Teoria da Informação tev 
Shannon, que com seus estudos criou 
ârea.
Este novo ramo de estudos 
cações variadas. Ele vem criando pro 
áreas como: Ciências Físicas e Biolo 
tica, Economia, Química, Ciência de
e origem em 1948, com Claude 
resultados fundamentais nesta
;em muita importância e apli- 
rundas aplicações em muitas 
jicas, Psicológicas, LingUís- 
lomputação. Ecologia, etc.
É muito importante uma re-cxaminação e reformulação de
ideias basicas para buscar novos sigr ificados e generalizações.
1.1. Caracterização da Entr opia de Shannon
Seja Ajjj = {p = (p^, P2 Pm); Pi > 0.
o conjunto ,de distribuições de probabilidades discretas.
Seja Hjn • ^ R , m = 1,2 ... uma seqüência de fun­
ções tal que
%  (Pi- P2 Pi 1082 Pi (1 . 1)
Esta medida (p^, P2 ,..., Pj^ ) ê chamada de Entropia 
de Shannon da distribuição de probabilidade (p^ ,^ P2 »..., Pfj,) Ajn
Observaçao:
Para todo este trabalho us
Faça f : [0,11 R definido como
aremos logaritmos de base dois.
-P log p , p 
0 . P =
(0,1
0
( 1 . 2)
f ê contínua era [0,1 
T amb êm
(pj, ....  Pj,) pode s
(Pl- P2
m
ír escrita da forma
(1.3)
onde f é uma f..ição contínua em [0,1"],
A propriedade (1.3) e chamada propriedade da soma da
entropia H(p).
Diversas propriedades algéb 
pia de Shannon são conhecidas e, uma discuss 
encontrada nós livros de J.Aczel e Z.Daroczy 
Uma das propriedades algêbr
ricas e analíticas da Entro- 
ão detalhada das mesmas pode ser 
[1975] e Mathai e Rathie 1975 . 
icas da Entropia de Shannon
\ n  *^Pl^l’ Pl^2 Pl^ n^ * P2^i* ?2^2 Pz^n
■ ■ • V  * «n i'll ■‘12.... V
m,n — 1,2|... (1.4)
que ê a aditividade sobre independênci 
riãveis aleatórias com distribuições das prob 
Q = (íi]^ »^2 ’ * ‘ *’^ n^  ^qual com auxílio
á estatística de duas va- 
íbilidades P = (Pj .P2 > • • • »Pn^. 
de (1.3) da origem a equa-
ção funcional
m n m
onde
n
m n
(1.5)
i = 1,2 J = 1,2 ,n
A equação funcional (1.5) 
vez por T.W. Chaundy e J.B. M^Leod [ 
ç5es contínuas para todos os números 
A solução continua mais ge 
McLeod [I960] ë dada por
h(p) = A p log
onde A ê uma constante arbitraria.
Impondo a condição adiciona 
Isto nos leva para uma cara 
Shannon (1.1) sob a propriedade da so 
Existem outras caracterizaç 
(refer. J. Aczel e Z. Daroczy [l975]) 
dições de regularidade.
oi estudada pela primeira 
L960] que encontraram as solu 
positivos m e n. 
al obtida por Chaundy e
1 que h(i) = - , temos A= -1.
2 2
cterização da entropia de 
ma (1.3) .
ões da Entropia de Shannon 
feitas com outras con
1.2. Equações funcionais para medidas nao aditivas sob
ia de Shannon que irá nos
-1 m
a propriedade da soma
Uma generalização da Entrop 
interessar ê
^Pl’P2’•••’Pm^ = (2 - 1
e f
que foi introduzido por J. Havrda e F 
Daroczy [1970].
Definindo
fg ; [0,1] R por
1-e -1 
fg (p) = (2 - 1) (pP - p)
então (1.6) também admite uma representação da forma
( 1 . 6 )
. Charvat [l9 6 7] e por Z.
(Pi) (1.7)
A entropia (Pi’P2 ’ * ‘ •’Pm) 
a seguinte propriedade não aditiva
“1  (Pi^r Pi'ia....  P i %  ■
Pm^l’ Pm^2’• • • ^Pi’Pm
definida por (1.6) possue
P2^i’ P2q2’***> P2*^ 2 ’
'l ^2
(p m ^^1 'Pm’
m n
para todos p. ^ 0 , q. ^ 0 e Z p, = E q- = 1 
 ^  ^ i = l j =
1 in
j = 1,2,..., n
Consideremos funções F, G, 
soma, satisfazendo a relação
H CP;^ q;^ , P^q2.... V i %  ; Ï
H e K tendo a propriedade da
Pm^ll’--- Pn,^ n) = F Cp
2^1’ P2^2
Esta e uma generalização de 
quatro diferentes funções, que com au 
pressada por
(1.9J
(1.8) tendo no lugar de H 
cílio de (1.3) pode ser ex-
m n
Z E h(p.,q.)
i=l j=l  ^ J
m n 
l E 
i=l j=l
m
onde m e n são inteiros positivos e
ra n
(1 .10)
E p. = E q. = 1 , Vi '
i = l  ^ j=l J ^
Esta equação (I.IÒ) da uma c 
Entropia de Shannon e Entropia de grau 
Consideremos ainda funções H 
soma, satisfazendo a relação:
- 0 , q^  > 0
aracterização conjunta da 
B estudada por Taneja [l976j 
e G com a propriedade da
H (P]_qi,... ; P2qi.**.. P2qn ;•••; p^qi.... Pm^n^”
ß evidente que quando G(P) 
para (1.5) a qual e uma caracterizaçE 
A relação (1.11) surgiu da 
bäsica (1.4) que ê a aditividade, de 
Shannon [1948], Reny [196l], Ac zel-I 
Tendo em vista, que as £unç 
priedade da soma, a relação (1.11) ob
m n ra n
= G(Q) = 1 (1.11) reduz-se
o da Lintropia de Shannon. 
generalização da propriedade 
medidas estudadas por
oroczy [l9 7S] .
ões H e G satisfazem a pro- 
edece a seguinte equação
E E h(p q ) = E E g  
i=l j=l  ^  ^ i=l j=l
m n 
+ E E g  
i=l j=l
(Pi) h(q.) +
(qj) h(pi) (1.12)
onde m e n  são números inteiros positivos e
m n
Esta equação foi estudada p(j>r Sharma e Taneja [^ 1977] e 
da as seguintes medidas
(P) = -
a-1 m
2 S p? log I
i=l
-1 m
(1.13)
(1.14)
a-1
- 2
sen
m
ß i=l
a
Pi se 1 (ß log Pj^ ) (1.15)
para P = (P-^P2’ * ‘
sendo (1.13) denominado a a - log en tropia, (1.14) entropia
grau (a, 3) c (1.15) a entropia de sciio.
1.3. Medidas de Kullback e
de
de Kerridge e suas generali-
çóes
A Entropia de Shannon assoc 
com uma única distribuição de probabi 
das que são associadas com um par de 
vel aleatória.
Consideremos as medidas
m
ia uma medida de informação 
lidade. Veremos agora medi - 
distribuições de uma variá-
H(P,U) = E p. log^ (-i)
i = l  ^  ^ Ui
HCP/U) = -
ra
p. log2 u.
(1.13)
(1.14)
Estas medidas foram propostí.s, a primeira por Kullback- 
Leibler [l95l] e a segunda por Kerrid^ e [1961^ , respectivamente.
Estas medidas são generaliza 
para duas distribuições de probabilida 
que a Entropia de Shannon, inclusive c 
ca e Economia.
Se P,U , Qf V C então podemos verificar que as
medidas de Kullback's e Kerridge's são ambas aditivas, isto ê
ções da Entropia de Shannon 
des. Elas são mais gerais 
om aplicações em Estatísti-
I(P * Q, U * V) = I(P,U) + I(Q,V) (1.15)
Outra propriedade adicional chamada 
por
propriedade da soma ê dada
m
onde
(1.16)
h(p,u) = p log, (f) ou h
 ^ U
Isto foi considerado idéia 
19 72] para caracterização das medidí 
traves da equação funcional
p,u) = -p log2 u
fundamental de Kannapan's 
s de Kullback e Kerridge a-
m n m
E E h(p.q., U.V.) = E h(p.,
i=l j=l 1 3 1 3  i=l 1
n
+ E h(q 
3=1
onde
u^) -
(1.17)
m n
com convenientes condições de regulari 
Em correspondência com as di 
deremos as medidas
dade.
stribuições P,U C consi-
m
I(P,U) = A E p,j log p. + 
i = l \ ^
B
(a, 6) -1 m a
m
E p. log u. 
i = l  ^ ^
-  1 )
(1.18)
(1.19)
lU
onde A, B e C (^0) são constantes aibitrárias e a e g são parâme­
tros .
As medidas (1.18) e (1,19)
se reduzem, respectivamente para
I (
sob as condições
m p.
.1 (P,U) = E p- log (,-i)
2’2’ 2’2-
( 1 . 20 )
i = l
m.a aa-1 -1 r .^r(p,u) = (2 - 1) Pi
(1 . 21)
1-a
u. - 1) (a  ^ 1) ( 1 . 22)
Quando a 1, (1.22) se reduz para ( 
Kullback caracterizada por vários
Novamente, as medidas (1,. IS
.21) que ê a medida de
esquisadores.
) e (1.19) sob as condições
I (1,0; i,|) = 1 , 1  (|.|
se reduzem respectivamente para
2I (P.U) = -
m
Z p. log u. 
i = l ^
. 1 i) = 1 
’ 2’2^
(1.23)
g “ B -1 m
(P,U) = (2 - 1) ( E
i = l
(1.24)
(1.25)
Quando B 0, (1.25) reduz-;;e para (1.24) que ê a medi­
da de Kerridge caracterizada por vários pesquisadores.
A medida (1-.19) satisfaz a relação não aditiva ha se­
guinte fdrma
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(a ,B)
I (P * Q; U * V) = I
(a,B) (a,B)
+ I (Q,V) + Cl
a ,B)
(P..U)
(a,B)
P,U) I (Q,V) (1.26)
A propriedade (1.15) esta contida em 
Consideremos quatro funçõe 
propriedade da soma e satisfazendo u
I (P * Q; U * V) = F (P;U)
(1.26) para C = 0. 
s F, G, I e'K todos tendo a 
na relação dada por:
G (Q, V) + K (P,U) (1.27)
A propriedade da soma usada em (1,27) ocasiona a seguin 
te equação funcional
m n m n
= 1
m n
Z 
i = l Pi =
m n
Z u. « 1 , Z
i=l 1 j=l
Esta equação
k(p-, u.) (1.28)
  (1.28) foi estidada por Taneja [ 1974Q e
dá as medidas de Kullback e Kerridge e 
e (1.25) respectivamente.
Vamos considerar a não aditi
I(P * Q; U * V) = I(P;U) G(Q;V) + I(
A relação (1.29) pode ser vi
suas generalizações (1.22)
vidade na forma seguinte:
G(P;V) (1.29)
>ta como uma generalização
nao aditiva das médidas de Kerridge e de Kullback.
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Supondo que I (P;U) satis];aça a propriedade da soma
(1.16) e G (P,U) possue a propriedac.e da soma escrita por
m
G (P;U) = Z g(p., u ^
I. = ,1.
As propriedades (1.16) e ( 
origem a equação funcional
ra n m n
E E f(p.q.; u v ) = E E
i = l j = l  ^ J J i=l j=l
m n 
+ E E 
i=l 3=1
(1.30)
1.30) utilizadas em (1.29) dão
f (Pi', u.) g(q^ . v^) +
f(qj. V.) g(p., u.) (1.31)
onde p^, q^, u^, £  (0,1]
Esta equação funcionai foi 
1976] e correspondendo para suas sol 
três medidas de Kullback que satisfaz 
podem ser apenas de uma das três segu
estudada por Sharma e Gupta 
uções reais e contínuas as 
em a generalização (1.29) 
intes formas :
(P;Q: a,6) = 2^ E p^ q? log^ ^  , a > 0, 3 > 0
i^l 1 1  ^b.
Pi (1.32)
a-B T-6.-1 1 ct V
h P (P;Q: a.B.Y) = (2 - 2 ) C ( p % .  - pT q )
i=l  ^  ^  ^ ^
(P;Q: a,3, T) = ™
B n a ,3
(1.33)
Pi ^i 1sen Y i=l
Pien (T log, — ) , 
2 qi
(1.34)
onde cx< B e y •'-no constantes reais arb itrarias
Ainda, correspondendo par 
(1.31), as três medidas de Kerridge 
três seguintes formas
13
a as soluçoes contínuas de
podem ser apenas de uma das
“ á 3
Z PÍ log2 , a > 0, 6 > 0,
(1.35)
-6 -Y - 
(^ : a,B,Y) = (2 - 2 )
a > 0 , 3 ^ 0
1 n
(^  : a,6.Y) =
,3 n
sen Y i=l
sen (Y log2 qi) , (1.37)
a > 0 ,  3 ^ 0 ,  Y ^ O .
onde a, 3 e Y são constantes reais arbitrarias.
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CAPÍTULO i:;
SOLUÇÕES DAS EQUAÇÕES FUNCIOh AIS DE UMA VARIÁVEL
Neste capítulo encontaremo 
nuas das equações funcionais (1.10) 
necessariamente todos os valores pos 
Isto é, encontraremos as s
nais
s as soluções reais e conti- 
e (1.12) se i e j não tomarem 
itivos de um em diante, 
aluções das equações funcio -
m n
E Z h(p.q)=
i=m„ i=n 0 - ^ 0
m
Z
i=m.
n
o mo
m
f(Pi) g(qj) +
k(Pi)
o
m n
Z Z h(p.q )
i=m^ j=n o o
m n
z z
i=m^ j=n
m
+ z 
i=m
g(p^) h(q^) +
n
 ^ g ( q j  h(pj^)
D
(Pn.^ .... €  V m ^ + 1
® .... t '^ n-n +1O o
+ 1 "  ^ ’ Pm +1 ’ 0 om-m o
i -
■Pm’ • p. > 0 ,
,m
m 
Z 
i =m
e sendo m^e nümeros inteiros determ
Inicialmente provaremos um 1 
te capítulo.
inaG o s .
( 2 . 1)
( 2 . 2 )
ema que iremos utilizar nes
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Lema 2.1: (refer.: P. Naih [1979])
A condição necessária e sificiente para que uma função
G: I X I -s- R, I = [0,1] contínua e 
equação:
m n
S E
i=m„ i=n o o
GCp^, qj) = 0
m cada variável satisfaça a
C2.1)
m
Pi  ^ 0, q. ^ 0 ; E p^ =
i=mo
i = m^, m^+l,...,m ; j = nI, n^+1,..,, n
n
E
j=nO
para todos os números inteiros positi 
sendo números inteiros positivos, arb 
tribuições de probabilidades (p^  ^ , p^
o o o
G(x,y) = 0 , X e I , y C
Demonstração:
Demonstraremos a parte relat 
do da seguinte maneira:
Escolha arbitrariamente o nú
e fixe-o.
Escolha a distribuição de pr
- • >P^ ) C ^ arbitr^ m-m^+1
Defina uma função
vos m > m^, n > n^, m^ e n^ 
itrârios e para todas as di^
e" >Pj^ ) €
G seja da forma
(2 .2)
iva "ã necessária” proceden
mero inteiro positivo m >m^
ob abil idade 
ariamente e fixe-a.
m
G: I -í- R como g(y) = E
i=m
<>(Pi. y)
o
(2.3)
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Então, (2.1) reduz-se para
n
i=n
i = n , n +1 o ’ o n
(2.4)
n
A equação (2.4) ê valida para todos os numéros positi -
vos n > n^.
Vamos escrever u-r+1 para 
são números inteiros positivos maior 
da r e u de tal modo que r - n^+1 e 
ros positivos, sem fatores comuns.
o
ti-n^ +1 em que r < u e r e u 
ís que n^. Vamos escolher ain 
1 - n^+1 sejam números intei-
r - n^+1
Então --------  ë um númerO
u - n^+1
Isto entretanto não significa que ^ ; 
pois r e u podem ter um fator comum. 
Vamos agora escolher
. qn.
r - n^+1
u - n *1 ® “"o"!
positivo, racional em (0,1). 
eja uma fração irredutível
%  +2 o
Então, de (2.4) resulta
r - n +1
g(^ --------) + (u ~ r) g(-
u - n^ -,1
= qn
u -
( 2 . 6 )
De (.2.5) e (2.6) obtemos
r - n +1
g(-----2— ) = 0 desta foriha g(y) = 0 para todos os
u - n^+1
raciõfíais em (0,1), pois cada raciona
r - n +1 
na fOíma — ^
em (0,1) pode ser expresso
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Uma vez que G é uma. função contínua de y , g é também,
n
I, pois’ g(y) = Z G(p^, y) 
i=n^
por (2.3) uma função continua de y f
e a soma de funções contínuas ê uma 
Então, pela continuidade d 
y C I. de modo que (2.3) dá
m
Z G(p-, y) = 
i=m^
função contínua, 
e g, g(y) = 0 para todos os
D (2.71
Pi 0 , i = + 1 m
Uma vez que ^ e (p p
o 0
bitrariamente, [ 2 .1 )  ê válido para t 
m > m^ e para todos
m
Z
i=mo
p  . . . , p^ ) foram escolhidos ar 
3dos os números positivos
o o
Se escrevermos m = v -  s + 1  , s < v  
ros positivos maiores que m^ e, procc 
(2.2). Isto completa a prova do Lema
na./
A demonstração relativa a s
rificação.
o
sendo s e v números intei - 
dendo como acima resulta
1, relativa a parte necessá-
uficiência é uma simples ve-
Soluções das Equações Funcíjnais Generalizadas de uma
variável
A equação que estudaremos a 
da equação funcional de Chaundy e McL 
térizações da entropia de Shannon e dÂ entropia de grau 3 
Havrda-Charvat-DarCczy
seguir é uma generalização 
eod [19601 utilizando carac-
de
18
Teorema 2.1;
Vamos supor f: I-<-p,g: h: I - > R e k :  I->R qua
tro funções contínuas que satisfazen
m n
i=m^ j=n„ o o i=m„ i=n„ o ■' o
a equação funcional
m
.) h(qp + Z k(p.) (2.8)
T =: tVi
para todos os inteiros positivos m > 
números inteiros positivos arbitrári 
As soluções contínuas de ( 
ções de probabilidades
i=m
m^ e n > n„ ; e n^ sendo o o ’ o o
3S .
2.8) para todas as distribui-
^Pm ’ Pm +!’*■’’Pm^ ^ ^m- 0 o m0
são dadas pelos dois conjuntos abaixe
1^  Conjunto de Soluções
h(p) = B|) + Ap log p 
f(p) = Cp
g(p) = Dp + - p log p 
k(p) = (B - CD)p + Ap log p
2° Conjunto de Soluções
h(p) = 3p + A(p^ - p) 
f(p) = Cp^
gCp) = Dp + ^  (p^ - p)
lí(p) - (B - A)p + (A - CD) p
+ 1
+ 1
(2.9)
( 2 . 10)
(2.11)
( 2 . 12)
3
(2.13)
(2.14)
(2.15)
(2.16)
onde A, B, C‘ e D são constantes arbi 
râmetro. Além disto, atraves destes 
mes tainbém as soluções triviais
h(p) = Bp, £(p) arbitrário 
g(p) = Dp e k(p) = Bp - Dp
Demonstração :
Vamos definir M da seguinte; maneira
19
trárias e 1, > 0) ê o pa-
conjuntos de soluções, obte -
f(p)
M(p,q) = f(p,q) - g(p) h(q)
P € I q G I
Aplicando a propriedade da soma, temes
- q k(p)
ra n
i: 2 M(p.,q.) 
i=mo j=n^ J
n
 ^ f(Pi q.)
^o
m n
í g(Pi) h(g.) 
i=m^ j=n^
Usando (2.8), (2.17.a) reduz-se para
m n
2.1), isto é
o o
Por hipótese as funções f, g, h e  k s£ 
nua.
Então, pelo Lema 2,1
(2,17)
(2.17.a)
o contínuas, logo M ê contí
M (p,q) = 0
Portanto
f(p,q) = g(p) h(q) + q k(p)
dividindo ambos os lados de (2,18) por pq, (p  ^ 0, q 0) temos:
20
(2.18)
f(pq) = £l£i M a l  + M p í  
pq p q q
Agora, colocando
(2.19)
' em (2.19), obtemos
a) ( 2 . 2 0 )
fl(pq) = gi(p) h^(q) +. k^ (ij) (2.2 1)
q = 1 em (2.21) obtemosFazendo p = 1 e, em seguid;
fl(q) = gi(l) h^(q) + k^(l)
f, (1) = g.(l) h,(l) + k, (1)
Se gj^ (l) = 0 , (2.22) e (2.23) resultam 
f^(q) = k^(l) = £^(1)
f(q) = f^(l)q = B q
(2 .2 2)
(2.23)
A função f torna-se neste c 
nea. Agora, sè g(l) 0, (2.22) que e
hi(q) =
fl(q) - k^d) 
gl(l)
ISO uma função linear homogê 
crevemos
em (2.21) resulta em
íj(pq) = gi(P) (
fi(q)
g
21
- k^(l)
( 1)
ou
fj(pq) =
g^Cp) fi(q) 
g 1 (1)
Colocando
gjCt)
g^CD
gi(p) k,(l) 
k (p) - -i----- L _ _  (2.24)
gl(l)
= g2(t) e k^(t) -
g, (t) - k, (t)
gl(l)
= k2(t) (2.25)
em (2.24) obtemos
f^Cpq) = g2<^ p) fi(q) + ^2^
As soluções contínuas, mais 
(2.26) (refer.; J. Aczcl [1966], pag
hi(p) = ho(p) + a, g^  Cp) = 
k2(p) = h^(p)
) (2.26)
gerais da equação funcional 
148-151) são dados por
(2.27)
h,(p) = Y e
hJP)
Com a solução trivial adicional
h.(3)
hoCp)
h;^ (p) = a , g2 (P) arbitrário ,
k2(p) = a (1 - f2 (p))
(2.28)
(2.29)
22
onde y f Q e a são constantes arbi 
bitraria da equação funcional de Cai
h(x,y) = h(x) + h(y)
:rãrias e h  é uma solução ar- o ^
ichy:
>966] ) é
A solução contínua mais ge
h^Cp) = A log p
(2.30)
ral de (2.30) (refer. J. Aczel
(2.30a)
e (2,20) dão os conjuntos
i(-) = 1  e h(l) = 1 e pro-
onde A ê uma constante arbitraria.
Deste modo as soluções (2.^7), (2.28) e (2.29) juntamen 
te com (.2.31), (2 . 25), (2 . 23), (2. 22; 
de soluções pedidas no teorema.
Aqui (2.9) e (2.13) com 
priedade de soma dã a entropia de :^hannon e a entropia de grau
Estudaremos agora a equação funcional seguinte, através 
de três generalizações da Entropia de Shann n que são a °í-log en­
tropia, entropia de grau (a,B) e a entropia de seno.
Teorema 2.2:
Sejam f : l H ^ R e  (í):I-)-R 
fazem a equação funcional
m n m r
unções continuas que satis-
E E f(p. q.) = E I 
i=m^ j=n^ . r n
<í)(p^ ) f(qj) +
o
m r 
+ E (})(qp f(PjL)
i=mo n
(2.31)
o
para todos os números inteiros posnt 
rios e para todas as distribuições d
(Pm • Pm .1.... Pm^ f Vo o m
23
prob ah i 1 idades
+ 1
+ 1
As soluções reais e contíni:as de (2.31) são dadas por
£(p) = Ap log p , (í>(p) =
f(p) = 5 tp“ - P**) . ♦(P)
pa
£(p) = - sen (3 log p) , (p
p°^ , a > 0 (2.32)
(2.33)= I (P“ + P^)
(p)  ^ p'^ cos(3 log p) (2.34)
onde A, B e C são constantes arbitrárias reais nao nulas e a e 3 
são parâmetros reais.
Prova:
De£ina g como sendo
g(p.q) = £(pq) - (|)(p) £(q)
Aplicando a propriedade da í
m n m T
(})(q) r(p) para
oma
n
m n
Z Z (I,(pJ £(q )
i=mo j=n^
m
Z
i=m.o
f(Pj q-j)
n
3 = %
(l^ íqj) f(P|) (2.35)
V .
Usando (2.31), (2.35) reduz-se >para 
m n
 ^  ^ g(Pi> q J  = 0
Sendo £ e (j) contínuas, ent 
tão, pelo Lema 2.1
24
'2.1), isto é ,
o g também é contínua e en-
Logo
(P, q) = 0
f(pq) = 4)(p) f(q) + (}>(q) f(p) (2.36)
para p C I , q C I
No lema seguinte mostraremo 
ção funcional (,2.31).
Lema 2.2: (refer. Aczel 19
s uma solução geral da equa-
36] , pag. 205)
As soluçoes complexas mais ,gerais da equação funcional
(2.31) são dadas por:
f(p) = 0 , (l)(p) arbitriírio 
f(P) = e^(p) a(p) , (j)(p) - e^(p)
(2.37)
(2.38)
onde k  ^ 0 é uma constante complexa a 
real ou imaginário puro c a.(p) e e^(p) 
arbitrárias satisfazendo
a(pq) = a(p) + a(q)
4)(P) - (e^(p) + e^íp))
(2.39)
rbitrária sendo que, ou é 
(t = ü,l,2) são funções
(2.40)
e(pq) = e^(p) e.j.(q)
(t = 0,1
25
(2.41)
,2 )
respectivamente
Soluções Reai5
Agora, iremos procurar soli 
vemos para isto, nos preocupar com so 
(jj de (2.31) definidas em [0,1].
As soluções contínuas de (2 
das por
a(p) = A log p
que ê real exceto quando a constante 
As soluções complexas contí
e^(pj = , p € [0,1
onde a constante (t = 0,1,2) com R 
sumir valores complexos.
çoes reais e contínuas. De- 
luções reais e contínuas f'e
.40) onde p £ (0,lj são da-
(2.42) 
A ê complexa.
luas de (2.41) são dadas por
(t = 0,1,2) (2.43)
Então as soluções (2.38) e
2 > 0 , pode em geral a^
2,39) podem ser escrita's
por
a
f(p) = Ap ° log p , (j)(p) =
Re a.Q > 0
ao
(2.440
1 “l 
f(p) = TT (P2k
“2
P ) , <})(P)
Re > 0 , Re a2
onde A, a ^ , aj > oí2 constantes rí;
uma constante ou real ou complexa (um
Agora, ë evidente que (j) (p) 
em [0,1] se é real e, consequent« 
real se ambos A e são reais.
Desse modo, um conjunto de 
de (2.36) é dado por
“o£íp) = Ap log p , 4)(p) =
onde A e sao constantes reais tal
> 0
26
(2.45)
ais ou complexas e k 0 é 
a das duas).
em (2.44) é real e contínua 
mente £(p) em (2.44) sera
soluções reais e contínuas
ao
que > 0.
(2.46)
Em seguida, por (2.45), <í)(p) será real;
a
- se, e somente se p + p
a
- se, e somente se ambos p 
complexo conjugado do outro.
Agora, desde que p ê real g
se:
(i) ambos e são rea
2 é real
1 “ 2e p sao reais ou, um e
(p) será real se, e somente
LS , ou
ção para £ormas reais de £(p) para os 
Quando aj e são reais 
real e então, outro conjunto de soluçJes reais e contínuas são d£ 
das por
(ii) e a2 são pares complexos conjugados.
Desde que £(p) e (j)(p) são r<îais, examinaremos a situa-
quais <))(p) ë real.
:^p) ë também real se k
“2
p ) , (K
an > 0 , ao
.1 . ^"2
[.) - f (P
> 0
a ■ 
+ P
27
(2.47)
A seguir se a 2 = = a + :. 3
4>(P) = - (P
Ji
a + i3 a-i3
) - p“ (-
3 log p -i3loggP 
+ e
) =
= p COS (3 loggP)
de tal forma que f(p) sera agora um i 
da forma k = i c onde c é real.
Portanto o terceiro conjunt 
nuas é dado por
pa
f(p) = - sen (3 loggP)
(j)(p) = p“ COS (3 log^p) , a
onde a , 3 e C 0 são constantes reai 
de 3, a base dos logaritmos é tomada 
Finalmente, os três conjunt 
reais da equação funcional (2.36) são
eal se k ë imaginário puro,
o de soluçoes reais e contí-
(2.50)
> 0
5 (por conveniente escolha 
?).
)S de soluções contínuas e 
escritos por
f(p) = Ap log p , (j)(p) =- , a > 0 (2.32)
a , 3 >
28
ptt
£(p) = —  sen (B log p) , (j)(p) =
a > 0
onde A, B e C são constantes arbitra 
parâmetros reais
Em (2.32), (2.33) e (2.34) 
de £, e aplicando a propriedade da sc 
entropia (1.13), (1.14) e (1.15) resf
p“ cos (B log p) (2.34)
'ias não nulas e, a e B são
com £(-|) = 1 para soluções 
ma temos as três medidas de 
ectivamente.
CAPÍTULO III
SOLUÇOES DAS EQUAÇÕES FUNC
ZADAS DE DUAS VAR
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ONAIS GENERALI-
Aveis
Neste capítulo estudaremos 
par de distribuições de uma variável 
Iremos encontrar as soluçõe 
ções funcionais (1.28) e (1.31) quanc 
mente todos os valores positivos de i 
Vamos encontrar as soluções 
ções funcionais
m n m
E E h(p^q., u^v.) = E
i=m„ i=mo o o
medidas associadas com um 
aleatória discreta, 
s reais e contínuas das equa 
o i e j não tomam necessaria 
m em diante.
reais e contínuas das equa-
n
E f(p.,u ) g(q.,v.) +
m
+ E 
i=m
m n
o
m n
k(Pi,u^)
m n
m n
+ E E
m
onde E p- = E q. = 1 , E u-
i=mo j=no i=mo
sendo e n^ nümeros inteiros arbitr
Inicialmente demonstraremos 
zar em demonstrações posteriores.
£(Pi.u.) g(qj,v.) +
o
f(qj>Vj) g(p^,u^)
n
iriamente determinados, 
um teorema que iremos utili
3Ü
Teorema 3.1:
A condição necessária e su
G: 1- X R , I = [0,1„
satisfaça a equação
Ciciente para que uma função
continua em cada variável,
m n
Z Z G(p.,q.) = 0 , p.
i=m^ j=n^ o o
m m
Pi = (P i i ,  P j i ) .  , í  Pii  '  1 . .£
i=m 1=11
(3.1)
o
j=n,
para todos os números inteiros positi 
buições de probabilidades
qj í 1. j -
vos e para todas as distri -
^^im ’ pim +1’"'' Pim^ Co ' o o
^^im ’ ^im +1’'’*  ^ ‘^im^ ^o o
e que G seja da forma
G (x, x) = 0 > ^
Demonstração;
Inicialmente provaremos a c
- Escolha o número inteiro 
colha a distribuição de probabilidade
m-m +1o
m-m +10
i = 1,2
i = 1,2
£ 1 (3,2)
Dndição necessária
Tosi ivo m > m^ e fixe-o. E^
^Pim^’ Pim^+l’**"’ Pim^ ^ i^ti
i = 1.2
-m +1 
0
arbitrariamente e fixe-a.
Defina uma função
G: I ^ x I ^ - í - R  como
m
sendo
entao
g(x) = Z G(£^, y.)
i=m.o
Pi = (Pii- P,i). 1 = mo
^ 7 2)
Então (3.1) reduz-se para 
n
 ^ g(%.) = 0
> 0, sendo q . = (q^^, q
n
,n
j=n^
Escolhendo
‘Ij n-n +1 o
‘2j
sendo n-n^ > s-s^ (3.4) dará
(n - n^+l)g( r
n-n +1 s-s + o o
isto e
m
2j
n
 ^ 2 i  ^i =no
) = 0
31
(3.3)
(3.4)
n-n +1 s-s +1 o o
para todos os inteiros positivos da 
satisfazem as condições colocadas ac 
Vamos escrever u - r+1 par< 
s - s^+1 em que r < u e x < y são nún
res que n
Escolha r e u, X e y de tal
X - n^+1 e y - n^+1 sejam números pc
r - n + 1  x - n ^
Então ----- -—  e ----- -
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(3.5)
'orma n - n + l e s - s + 1  que o o ^
i.ma.
n - n +1 e i - x+1 parao J ir
eros inteiros positivos mai£
modo que r -  n + 1  e u -  n+1,  ^ o o
sitivos sem fatores comuns 
1
u - n +1o
cionais em (0,1).
~ T XIsto nao implica que — e —
u y
pois elas podem ter um fator comum.
sao números positivos, ra
sejam frações irredutíveis,
(u r) (y - n^+1)
y - x
Agora escolha
I^n.
‘2n
r - n + 1  _____ o
r - n + 1o
X - n +1 _____ o
y - n +1  ^ o
1^ n^+1
‘2 n +1 o
Então, de (3.4) resulta
g(
r + n+1 _____ o
u - n+1 o
^
y - n^+1
) + (u -
In u - n +1 o
‘2n Z
r) g(
u - n^+1
(3.6)
De (3.5) c (3.6) obtemos
r - n +1 X - n +1
g ( -----^  , -----2 _  )
L i - n + l  y - n + 1o o
33
- 0
Entao
em
g(y) =0 para todos os veto 
y em (0,l)x(0,l). Podemos concluir isto
res com componentes racionais 
30is cada racional em (0,1) pode
r - n +1 X - 1 +1
ser escrito nas fonnas - -----  e ---- -—  .
^ . y -
Sendo G uma função contínua de y, então g também ê uma
2função contínua de y €. I .
Portanto, pela continuidade de g, g(y) = 0 para todos
2
OS y C I , de modo que
m
 ^ G (p., y) = 0 , p. 
i=in. —o
(Pli- P2i'> ' (3.7)
m
• ^  Pli
i=mo
= 1
m
E
i=m. ’2i
m
Sendo m e (p^^ , p 
Ihidos arbitrariamente (3.7) é valido
•’ ^Im’ ^2m, P 2„) esco-
ros m > m^ e para todos
(P im  ■ P im  ................. P im )  €  «O o
i = 1,2
Simultaneamente, escrevendo
para todos os níámeros intei
m-m +1 o
m = V - k + 1
k < V , sendo k e v números inteiros positivos maiores que e,
procedendo de maneira analoga resulta (3.2). Assim, demonstramos
34
a condição necessária.
A prova da condição suficie
ção.
nte ê lima simples verifica -
Soluções das Equações Funci jnais Generalizadas de d;uas
variaveis
Partindo com uma propriedad 
de duas variáveis aleatórias estatist 
mos de diferentes funções com a propr 
terizar duas medidas associadas com dili 
riável aleatória discreta.
Uma destas medidas ê a Ioga 
em forma de potências.
Teorema 3.2:
Sejam f, g, h e k : [0,1] x 
nuas que satisfazem a equação funciona
aditiva para distribuições 
camente independente em ter 
edade da soma, iremos cara£ 
as distribuições de uma va-
ritmica, enquanto a outra e
n m
Z h(T^^q u^v } = Z 
i=m^ j=n^  i=m^ 3 =
(0,1] -i- R funções contí-
1
n
f ( P i . u . )  g ( q j , v ^ )  +
m n
Pi ^ji=m„ i=nn r\
m
+ Z k(
i=mo
m
1 ,• Z u. < 1
Pi- “i) (3.8)
n
As soluções contínuas de (3. 
dois conjuntos seguintes de soluções:
8) são dadas através dos
1*^ Conjunto dc Soluçoes
h(p,u) = Lp + Ap log p + Bp log u
£(p,u) = M p
35
g(p,u) = Np + (-)p log p +
k(p,u) = (L - MN)p + Ap log
2° Conjunto de Soluçoes
h(p,u) = Lp + y(p^ - p) 
f(p,u) = Mp^
g(p,u) = Np + (~) (p^ - 
k(p,u) = (L - MN)p^ + (y
(^)p log u 
M
p + Bp log u
(3.9)
(3.10)
(3.11)
(3.12)
P)
- L)(p“ - p)
(3.13)
(3.14)
(3.15)
(3.16)
onde L, M, N, A, B e y 0) sao cons 
são parâmetros
(a  ^ 1 , 6  ^ 0, a, 6 > 0) 
Observação:
Existem outras soluções de 
enunciado do teorema em virtude de su 
São elas
(i) h(p ,u) = L p, . f (p ,u) = 0
e k(p,u) = Lp
(ii) h(p,u) = Lp, f(p,u) a
tantes arbitrarias e a e g
(3.8) que não aparecem no 
a trivialidade.
I g(PíU) arbitrário
rbitrário ,
g(p,u) = 0 e k(p,u) = Lp
Demonstraçao:
Vamos definir M como sendo
M(pq, uv) = h(pq, uv) - f(p
36
,u) g(q,v)
- qk(i),u)
com p, q£ro,l] eu, v ç  (0,11.
Aplicando a propriedade da soma, temos
m n
Z Z M(p.q , u.V ) =
i=m^ i=n ■> ■>0 o
(3.17)
m n
n m
Z q . Z M (p.q , u.v ) 
j=Uo i=m^ J
Temos, por hipótese que as í 
tínuas, então M tambem ê contínua e, p 
que
M (pq, uv) = 0
Então
m n
Z Z f(p.,u.) g(q-,v.)
=m^ i=n^ ■>o o
= 0
unções h, f, g e k são con- 
elo teorema 3.1, conclni-se
h(pq, uv) - f(p,u) g(q,v) + qk(p,u)
para todos os números reais
p,q £ [0 ,1]  e u,v e. (0 ,
Colocando p = u = 1 em (3.19
(3.19)
obtemos
h(q,v) = g(q,v) + qk(l,l)
Colocando ainda q = v = 1, 
(3.19), obtemos
h(p,u) = £(p,u) g(l,l) + k(
h(l,l) = f(l,l) g(l,l) + k(l,l)
Ainda, com f(l,l) = 0 (3.2
h(q,v) = qh(l,l) 
ou
h(s,r) = ph(l ,1)
Então, para este caso, g ar
çao,
Simultaneamente, por simetr 
nada na observação.
Assim, h(p,u) vem a ser uma 
Quando £(1,1) i 0 (3.19)
(3.2 2) dâ
h(pq, uv) = [ h (q,v
£(1 ,1)
+ qh (p,u)
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(3.20)
em
(3.21)
(3.22)
2) e (3.20) dá
itrârio e h = k ê uma solu
a a outra solução ê mencio-
função linear homogênea, 
juntamente com (3.20) -
- qh (1,1) ] +
isto e
h.(pq, uv) = h, (q,v)
f(l.l) ^
onde
hj^(p,u) = h(p,u) - ph (1 ,1 )
+ qh^ (p,u) (3.24)
Agora, em virtude da simetiia temos
h^(pq, uv) = h^(qp, vu)
Colocando
£l(p,u) = f(p,u) - p£(l,l)
isto dã
fj^ (p,u) h^(q,v) = f^(q,v) h
isto e
f^Cp-u) = Ah^(p,u)
onde A ê uma constante arbitraria.
Agora, irão seguir três casíj)
1° Caso:
Quando X = 0 (3.26) dã (3.10).
(P.u)
Pois
f^Cp.u) - 0 f(p,u) = p£(
Neste caso (3.24) vem a ser
hjCpq, uv) = qh^(p,u) + phj^  
f(P>u)
(q,v)
pois p =
f(l,l)
ainda, dividindo (3.27) por pq e, escr
(p,u)
= <í)(p,u)
temos
evendo
38
(3.25)
(3.26)
(3.27)
h^Cpq, uv) qh^(p,u)
pq pq
({>(pq, uv) = (t)(p,u) + (()(q,v)
A solução contínua mais geral, de (3.
39
ph^(q,v)
pq
(}) (p,u) = A log p + B log u
(3.28)
28) é (refer,: Aczel [19661 )
(3,29)
onde A e B são constantes arbitrarias 
0 primeiro conjunto de solu 
(3.24) e (3 , 20) - (3. 22) ,
De (3,29) consegue-se a soliação (3.9);
;ões ê dado pelas equações
(j)(p,u) = A log p + B log u
mas, (J)(p,u) =
(p,u)
e h^(p,u) = h(p,u) - ph(l
é (3.29)
).
Portanto
hÇp.u) . A log p - B log u
ou
h(p,u) = Mp + Ap log p + Bp
De (3.20) - (3.22) consegue-se (3.11) 
Temos por (3.9) que
h(p,u) = Lp + Ap'logp + Bp
De (3.20) temos
h(q,v) = f(l,l) g(q,v) + qk(
log u
que é (3.9)
e (3.12)
log u
1 ,1)
entao
Lq + Aq log q + Bq log v- qk(l,
L q - Aq log q + Bq log \ 
g(q,v) = ---------
ou
ainda
£ ( 1 , 1 )
A JL>g(q,v) = + (;-)q log q + (^ ) q log v que e (3.11)
De maneira análoga, conseguc-se (3.12).
2? Caso:
40
) = f(l,l) g(q,v)
- qk(l,l)
(|)q log V
Quando X  ^ 0 , h^(p,u) * 0
(3.36) dá
h^(pq, uv) = ph^(q,v) + qh^(p,u)
onde
Pois
(3.14) juntamente com
,-l+ y h^(p,u) h^(q,v)
(3.30)
Colocando
f^(p,u) = f(p,u) - p£(l,l)
e tendo ainda que
£^(p,u) = A h^(p,u)
v) + qh^(p,u)
(3.26)
Logo
f(p,u) = A h^(p,u) + pf(l,l)
h^(pq, uv) =
A h^(p,u) + (p
Ah,(p,u)
h (pq, uv) = ---------  h (q
f(l,l)
h^(pq, uv) = ph^(q,v) + qh^
Agora, escrevendo
-1
p + U hj^(p,u) = E(p,u)
em (3,30), obtemos
E(pq, uv) = E(p,u) E(q,v)
41
f(l,l)
h]^ (q,v) + qh^(p,u)
,v) + ph.^(q,v) + qh^(p,u)
-1
[p,u) + y h^(p,u) h^(q,v)
))
Pois
em
E ( p q ,  u v )  -  pq ^ • p j-E ( q , v )  -
,-l
■ + y (
,-l
-1 -E(p,u)
(3.31)
3.30)
i) (-E(q,v) - q  ^
y
E(pq, uv) - pq = p E(q,v) -
+ E(p,u) E(q
- q E(q,v) +
Logo
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pq + q E(p,u) - pq +
,v) - q E(p,u)
pq
E(pq, uv) = E(p,u) E(q,v)
A solução mais geral de (3.
E(p,u) = p«u3 e E(p,u)
onde a e B sao parâmetros arbitrários
Agora a solução E(p,u) = p“
-1
Sendo E(p,u) = p + y h(p,u
h^(p,u) = h(p,u) - ph
que ê (3.31)
31) ê dada por
em (3.31) dâ (3.13)
[1 ,1)
temos
p + y ^[h(p,u) - ph(l,l)] =
ou
h(p,u) = ph(i,i)-+ y - p)
isto e
h(p,u) = Lp + ]i (p°^ u^  - p) 
que é (3,13).
Temos ainda que (3.31) juntamente com (3.20) - (3.22) e
(3,26) dá (3.14) e (3.16)
4 3
5^ Caso
Quando h^(p,u) = 0, isto e, 
so, temos uma função linear homogênea 
particular de soluções já obtidas.
As soluções (3.9) e (3.13) c 
com condição de limite das medidas de 
generalizações respectivamente (ref. s
h(p,u) = h(l,l)p, neste ca- 
convertendo-se num caso
om propriedade de soma e 
Kullback e Kerridge e suas 
ec, 1.3).
oluções reais e contínuas daEncontraremos a seguir, as s 
equação funcional abaixo através de cí^racterização das medidas de 
Kullback e Kerridge.
Teorema 3,3:
Sejam f,g: [0,1] x [0,1] 
que satisfazem a equação funcional
m n
R duas funções contínuas
Z Z f(p.q- , u.v.)
i=m i=n o o
m n
Z Z f(ppU.) g(q.,v.)
i=m^ i=n Jo o
m n
Z Z f(q.,v.) g(Pj^,u^)
i=m j=n„ o o
(3.31)
para todos os números ii > tn c n > n * o o
”’o ^ '^o immeros inteiros positivcj)
dos.
ra n m
E Pj = E q. = 1 e E u 
i=m^ j=n^ J i=mo
44
s arbitrariamente determina
n
As soluções reais e contínuí 
tos de soluções.
1° Conjunto de Soluções
f(p,q) = p“q^ (c^ log p + C2
g(p,q) = p“q^
onde a > 0, B >. 0 e c^, C2 são cons
s são dadas por três conjun
log q ) (3.32)
tantes reais arbitrárias.
2° Conjunto de Soluções
onde a, 6, Y e ô todos não negativos 
bitrária.
3° Conjunto de Soluções
f(p>q) = 1  p“q^ sen (Y log p
g(p.q) = p“q^ cos (Y log p +
onde a > 0 ,  3 ^ 0 , Y, ô e R  sao todas
) (3.33)
e k é uma constante real ar
+ ô log q )
ô log q )
:onstantes reais
(3.34)
onde
Domoiis 1: r a ç a o  :
Vamos definir M como sendo
M(pq, uv) = f(pq, uv) - f (p,
p , q , u , V 6 [0 .1'-
Aplicando a propriedade da s
m n
Z Z M(p.q., u.V )
i=m^ j=n^ o o
q) g(u,v) - g(p,q) .f(u,v)
oma, temos
m n m
Z Z f(p-q., u.V ) - Z 
J J i=mo o
m n
 ^ í £(Pi,qJ q(u.,v )
i=m i=n o o
Usando (3.31), (3.35) reduz-
m n
Z Z M(p.q., u.v.) = 0 
i==m j=n 3 3o o
Por hipótese temos que as fu 
então M também ê contínua.
Então, pelo teorema (3.1), t
M(pq, uv) = 0
Portanto
f(pq, uv) = f(p,q) g(u,v) +
para todos os números reais p, q, u, v
As soluções de.(3.36) são dadas por (3.32), (3.33) e
45
n
se para (3.1) e então
nções f e g são contínuas.
;mos
g(p,q) f(u,v) (3.35)
(3.34) [refer: BJ>Sharma e H.C. Gü pta 19 76'
As soluções (3.32) , (3.33) 
soraa e corn condição de limites dâo me 
Kerridge e Kullback [sec. 1.3],
(3.34) corn propriedade da 
idas generalizadas de
46
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