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Аннотация. Рассматривается задача минимизации интегрального квадратичного функционала на траекториях 
квазилинейной динамической системы с линейными терминальными ограничениями. Строятся асимптотические 
приближения к оптимальному программному управлению и оптимальной обратной связи в этой задаче.
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mal feedback controls for this problem are constructed.
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Введение. Динамические системы, содержащие малые параметры при нелинейностях, при-
нято называть квазилинейными. Задачи оптимизации таких систем в различных постановках 
исследовались многими авторами [1–5]. Интерес к квазилинейным задачам вызван эффективно-
стью асимптотических методов их решения, при применении которых исходные по существу 
нелинейные задачи сводятся к сравнительно несложной коррекции решений задач оптимизации 
линейных систем.
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В сообщении рассматривается задача оптимального управления квазилинейной системой 
с интегральным квадратичным критерием качества при наличии линейных терминальных огра-
ничений на траектории. Ее можно трактовать как задачу управления с минимальными энергети-
ческими затратами. Целью работы является построение асимптотических приближений в виде 
программы и обратной связи к решению рассмотренной задачи.
Постановка задачи. В классе r-мерных управляющих воздействий 1( ) ( ( ), , ( )),ru t u t u t= …  *
*[ , ],t T t t∈ =  с кусочно-непрерывными компонентами рассмотрим следующую задачу опти - 
мального управления:








Hx t g J u x Q t x u P t u dt= = + →∫  (2)
где µ – малый (по модулю) параметр; **,t t  – заданные моменты времени 
*
*( );t t<  x – n-вектор; 
g – m-вектор ( ).m n≤  Остальные элементы задачи имеют соответствующие размеры, при этом 
среди терминальных ограничений нет «лишних», т. е. rank .H m=  В критерии качества Q(t) – не-
отрицательно-определенная, а P(t) – положительно-определенная симметрические матрицы для 
всех .t T∈  В дальнейшем для определенности будем считать управления непрерывными справа 
в любой момент времени.
П р е д п о л о ж е н и е 1. Элементы матриц A(t), B(t), Q(t), P(t), ( , ) / ,f x t x∂ ∂  ,nx R∈  ,t T∈  
принадлежат классу ,pC  1.p ≥
О п р е д е л е н и е 1. Управление ( ) ( , ), ,Nu t t Tµ ∈  с кусочно-непрерывными компонентами 
назовем (программным) асимптотически субоптимальным управлением N-го порядка ( 0,1, 2, )N = …  
в задаче (1), (2), если оно отклоняется по критерию качества от оптимального управления на 
величину 1( ),NO +µ
 
а порожденная им траектория ( , ), ,x t t Tµ ∈  удовлетворяет терминальному 
ограничению с точностью того же порядка малости. 
О п р е д е л е н и е 2. Вектор-функцию ( ) ( , , )Nu x t µ  назовем асимптотически субоптималь-
ной обратной связью N-го порядка, если для любого начального состояния * *( , ),x t  
*
* ,t t<  имеет 
место ( ) ( )* * *( , , ) ( , ),
N Nu x t u tµ = µ  где ( ) ( , ), ,Nu t t Tµ ∈  – асимптотически субоптимальное управ-
ление N-го порядка в задаче (1), (2).
Настоящее сообщение посвящено построению асимптотически субоптимальных управлений 
и обратных связей в задаче (1), (2).
Базовая задача. Вычисления при построении асимптотических приближений начинаются 
с решения базовой задачи, которая формально получается из исходной при 0µ =  и в отличие от 
нее является задачей оптимизации линейной системы.
П р е д п о л о ж е н и е 2. Динамическая система в базовой задаче является управляемой на 
отрезке *[ , ]tτ
 
относительно подпространства Hx = 0 при любом 
*
*[ , )t tτ∈  [6].
Заметим, что это предположение для стационарной динамической системы эквивалентно 
требованию 1rank( , , , ) .nHB HAB HA B m−… =
При выполнении предположения 2 в базовой задаче существуют допустимые управления, 
а тогда эта задача имеет единственное решение [7], которое является нормальной экстремалью. 
Последнее означает, что принцип максимума [8] в данном случае может быть сформулирован 
следующим образом: пусть 0 0( ), ( ), ,u t x t t T∈  – оптимальные управление и траектория в базовой 
задаче, тогда существует такой m-вектор множителей Лагранжа 0 ,λ  что выполняется условие 
 
0T 0 0T 0 0T T1 1( ) ( ) ( ) ( ) ( ) ( ) max ( ) ( ) ( ) , ,
2 2ru R
t B t u t u t P t u t t B t u u P t u t T
∈
 ψ − = ψ − ∈ 
 
где 0 ( ), ,t t Tψ ∈  – решение сопряженной системы T 0( ) ( ) ( ),A t Q t x tψ = − ψ +  * 0( ) .t H
Τψ = λ  Отсю-
да непосредственно получаем 0 1 T 0( ) ( ) ( ) ( ), .u t P t B t t t T−= ψ ∈
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( ) ( , ) ( ) ( ) ( ) , ( ) ,
( ) ( ) ( , ) , ( ) .
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f




= + µ + ψ =




Рассмотрим систему конечных уравнений
 
* *( , , ) , ( , , ) 0Hx t g t H Τn µ = ψ n µ − λ =  (4)
относительно переменных ν, λ при достаточно малых µ.
Т е о р е м а. При выполнении предположений 1, 2 в задаче (1), (2) с достаточно малым (по 
модулю) μ существует единственное оптимальное управление, которое является нормальной 
экстремалью и представимо в виде
 
0 1( , ) ( ) ( ) ( , ( ), ), .u t P t B t t t T− Τµ = ψ n µ µ ∈  (5)
Значение ν(µ) вектора сопряженных переменных в момент *t  и m-вектор множителей Лагран-
жа λ(µ), соответствующий в силу принципа максимума оптимальному управлению, удовлетво-
ряют уравнениям (4), причем 00 * 0( ) , (0) ( ), ( ) , (0) .
p pC t Cn µ ∈ n = n = ψ λ µ ∈ λ = λ
Доказываются сформулированные утверждения путем применения теоремы о неявной функ-
ции к системе уравнений (4). Невырожденность матрицы Якоби в данном случае гарантируется 
предположением 2.
Построение асимптотических приближений. Пусть задано натуральное число N, N < p. По-
скольку ν(µ) принадлежит классу Cp и 0(0) ,n = n  то имеет место асимптотическое равенство 











n µ = n + µ n∑  (6)
есть полином Тейлора N-й степени. Асимптотически субоптимальное управление N-го порядка 
в задаче (1), (2) представимо в виде (сравни с (5))
 
( ) 1 ( )( , ) ( ) ( ) ( , ( ), ), .N Nu t P t B t t t T− Τµ = ψ n µ µ ∈  (7)
Для его построения нужно найти коэффициенты 1,n  …, Nn  полинома (6), что можно сделать, 
применяя методику, предложенную в [9]. Следуя этой методике, нужно разложить левые части 
уравнений (4) по целым степеням µ до порядка N включительно, применяя формализм Пуанкаре 
к начальной задаче (3), а затем методом неопределенных коэффициентов найти векторы 1,n  …, 
.Nn  Вычисления при этом сводятся к интегрированию систем линейных дифференциальных 
уравнений, а также к нахождению корней невырожденных линейных алгебраических систем.
Вектор-функция ( )( , ( ), ), ,Nt t Tψ n µ µ ∈  есть решение начальной задачи (3) с ( ) ( ).Nn = n µ  При-
меняя классическую технику Пуанкаре к этой задаче, получаем асимптотическое представление 









t t t T
=
ψ µ = µ ψ ∈∑  а вектор-функции 
( ), ,k t t Tψ ∈  находятся в результате последовательного решения задач Коши для систем линей-
ных дифференциальных уравнений. Управление
 
( ) 1 ( )( , ) ( ) ( ) ( , ), ,N Nu t P t B t t t T− Τµ = ψ µ ∈  (8)
наряду с (7) является асимптотически субоптимальным управлением N-го порядка в задаче (1), 
(2). Поскольку (0) 0( , ) ( ),t tψ µ = ψ  то (0) 0( , ) ( ), ,u t u t t Tµ = ∈  т. е. решение базовой задачи является 
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асимптотически субоптимальным управлением нулевого порядка в исходной задаче. Асимпто-
тически субоптимальное управление первого порядка имеет вид
 
(1) 0 1
1( , ) ( ) ( ) ( ) ( ), ,u t u t P t B t t t T
− Τµ = + µ ψ ∈
где 1( ), ,t t Tψ ∈  есть результат решения задачи Коши для системы
 
1 0 0 0
1 1 1 1 1 1( ) ( ) ( ) ( ) ( ( ), ), ( ) ( ) ( ( ), ( ), )
h
x A t x B t P t B t f x t t Q t x A t x t t t
x





с начальными условиями 1 * 1 * 1( ) 0, ( ) ,x t t= ψ = n  в которой ( , , ) ( , ).h x t f x t
Τψ = ψ
Поскольку в силу (8)
 
( ) 1 ( ) 1
* * * * * *
0





u t P t B t t P t B t− Τ − Τ
=
µ = ψ µ = µ n∑  (10)
то для построения асимптотически субоптимальных обратных связей нужно указать зависи-
мость коэффициентов полиномов (6) от начального состояния * *( , )x t  динамической системы 
в задаче (1), (2). Это можно сделать, проанализировав невырожденные системы линейных алге-
браических уравнений, полученные для нахождения векторов 0 ,n  1,n …, Nn  методом неопреде-
ленных коэффициентов. Такой анализ, в частности, показывает, что
 
1 1
0 0 * * 22 * * 12 * * 11 * * * *( , ) ( ) ( )( ( ( ) ( ) ( )) ) ( ) .x t F t H M t H F t K t F t x g K t x
− Τ −n = n = − + −  (11)
Здесь 1 122 21 12 22( ) ( ) ( ), ( ) ( ) ( ) , ,K t F t F t M t HF t F t H t T




( ) ( )
( ) , ,
( ) ( )
F t F t
F t t T








( ) ( ) ( ) ( )
( ) .
( ) ( )
A t B t P t B t
A t
Q t A t
− 
=   − 
Заметим, что с другой стороны, матричная функция ( ), ,K t t T∈  есть решение дифференциаль-
ного уравнения Риккати 1( ) ( ) ( ) ( ) ( ) ( ),K KA t A t K KB t P t B t K Q tΤ − Τ= − − + −  *( ) 0.K t =
Поскольку 0 1* * * 0 * *( , ) ( ) ( ) ( , ),u t P t B t x t
− Τµ = n  а 0 ( , ), ,u t t Tµ ∈  есть асимптотически субопти-
мальное управление нулевого порядка в задаче (1), (2), то согласно определению 2 вектор-функция
 
0 1
0( , ) ( ) ( ) ( , ),u х t P t B t x t
− Τ= n  (12)
где 0 ( , )x tn  задается формулой (11), будет асимптотически субоптимальной обратной связью ну-
левого порядка в исходной задаче.
Анализируя систему линейных алгебраических уравнений для компонент вектора 1,n  полу-
чаем
 
1 1 1 0 * 0 * 0 *
1 * * 22 * * 12 * 22 * 1 * * 1 * * 1 * *( , ) ( )( ( ) ( ( ) ( ) ( , , ) ( , , )) ( , , )),x t F t H M t H F t F t t x t x t x t t x t
− Τ − −n = − ψ − −ψ  (13)
где 0 01 * * 1 * *( , , ), ( , , ), ,x t x t t x t t Tψ ∈  – решение задачи Коши для системы (9) с начальными услови-
ями 1 * 1 *( ) 0, ( ) 0,x t t= ψ =  в которой 
0 0
* *( ) ( , , ),x t x t x t=  
0 0
* *( ) ( , , ), ,t t x t t Tψ = ψ ∈  – траектории 
прямой и сопряженных систем, соответствующих оптимальному управлению в базовой задаче. 
При вычислении значений этих функций можно воспользоваться формулой Коши.
Из (10) следует, что асимптотически субоптимальная обратная связь первого порядка в зада-
че (1), (2) представима в виде (1) (0) (1)( , , ) ( , ) ( , ),u x t u x t u x tµ = + µ  где 
(0) ( , )u x t  задается (11), (12), 
а для вычисления значений вектор-функции (1) 1 1( , ) ( ) ( ) ( , )u x t P t B t x t
− Τ= − n  используется (13).
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В задаче оптимального управления с закрепленным правым концом траектории, которая яв-
ляется частным случаем задачи (1), (2) ( , 0)nH E g= =  формулы для асимптотически субопти-
мальных обратных связей упрощаются. Обратная связь нулевого порядка, как легко убедиться, 
принимает вид (0) 1 112 11( , ) ( ) ( ) ( ) ( )u х t P t B t F t F t x
− Τ −= −  [10]. Относительная управляемость в дан-
ном случает означает полную управляемость [1].
Значительно проще строятся асимптотически субоптимальные обратные связи в задаче (1), 
(2) и случае, когда ( ) 0, .Q t t T= ∈  В этом случае 21 11 0( ) ( ) 0, ( ) ( ),F t K t F t F t= = =  
1
22 0( ) ( ),F t F t
− Τ=  
( ) ( ), .M t C t t T= ∈  Матричная функция 0 ( )F t  является решением начальной задачи 0 0 ( ),F F A t= −  *
0 ( ) ,nF t E=  а
 
*
1( ) ( ) ( ) ( ) ( ) ( ) , ,
t
t
C t L B P B L d t T− Τ Τ= τ τ τ τ τ τ ∈∫
где ( ), ,L t t T∈  – решение начальной задачи *( ), ( ) .L LA t L t H= − =  Тогда (13) для асимптотиче-
ски субоптимальной обратной связи нулевого порядка принимает вид
 
0 1 1( , ) ( ) ( ) ( ) ( )( ( ) ).u х t P t B t L t C t L t g− Τ Τ −= − −
Заключение. В сообщении предложены вычислительные процедуры построения асимптоти-
ческих приближений к оптимальному программному управлению и оптимальной обратной связи 
в рассмотренной задаче. При их использовании вычисления сводятся к решению линейно-ква-
дратичной задачи оптимального управления, интегрированию систем линейных дифферен-
циальных уравнений, а также к нахождению корней невырожденных линейных алгебраических 
систем.
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