Inverse contaminant transport problems, unlike direct problems, may result in non-unique and unstable solutions because of the ill-conditioned nature of the coefficient matrix. In this work the Green element method (GEM) is used to solve steady inverse contaminant transport problems. The ill-conditioned, overdetermined system of equations that arises from the Green element discretization is solved by the least square method with the singular value decomposition technique and Tikhonov regularization. Two examples of steady inverse contaminant transport problems with constant and variable velocity are simulated by GEM with good prediction obtained for the concentration and fluxes.
Introduction
Contaminant transport can be solved in a direct manner to determine concentration using forward models that are generally stable with well behaved solution spaces. These problems are said to be well-posed because their solutions satisfy the requirements of existence, uniqueness and stability. In contrast, solutions of inverse problems may exhibit non-uniqueness, non-existence and instability [1] . In recent years, significant developments in solving inverse illposed problems utilizing various solution techniques have been reported. Typical ill-posed problems include numerical differentiation of noisy data [2] , the inverse heat conduction problem [3] , interpretation of geophysical data [4] , and the inverse problem of contaminant transport [5] . The inverse contaminant transport problem in groundwater is mainly involved with reconstructing the history of a contaminant. Various aspects that have been addressed include identifying the contaminant source location [6] [7] [8] [9] [10] , estimating the number of possible pollution sources [10] , estimating the release history [11] [12] [13] [14] , and recovering the historical spatial and temporal distribution of a contaminant [9] . Generally, inverse problems emerge when available measurements of concentration at some points and fluxes along a part of a boundary are used to predict medium parameters or concentration and/or fluxes or to locate pollution sources. In this paper, the Green element method [15, 16] is applied to steady inverse contaminant transport problems in which concentration and fluxes are determined at parts of the computational domain using available data.
Inverse advection-dispersion contaminant transport
The mathematical formulation of the inverse contaminant transport problem considered in this work is described by the differential equation
gradient operator; Q = source or sink; C = contaminant concentration; V =iu +jv is the pore velocity vector; and D = hydrodynamic dispersion. The specified boundary conditions are given as:
where n is the outward pointing normal on the boundary. The differential eqn.
(1) applies to the domain Ω with the boundary Γ = Γ 1  Γ 2  Γ 3  Γ 4 . The inverse problem requires the solution of the concentration and/or flux on the boundary Γ 4 from specified boundary conditions and pollutant concentration measurements provided at internal discrete points in the domain. For N p available measurements, a measured concentration value at an internal point (x p, y p ) may be expressed as
In order to solve the inverse problem presented in eqns. (1) (2) (3) (4) (5) , it is expected that the number of generated discrete equations be equal to or greater than the number of unknowns. For this inverse problem to be solved by GEM eqn. (1) is rewritten as
Although GEM is amenable to heterogeneous media [15] , only the homogenous case is addressed in this paper and hence eqn. (6) becomes
The partial differential eqn. (7) is transformed into an integral one by applying Green's second identity and utilizing the free space Green's function from the solution of
The discretized form of eqn. (8) is achieved by discretizing the computational into polygonal elements (rectangular elements are used in this work) and interpolating the quantities C, V and Q by basis functions of the Lagrange family, that is C ≈ N j C j (N j are linear interpolating functions). The discrete element equation for each element Ω e and boundary Γ e is 0 )
in which n C q ∂ ∂ = / , the vector f i depends on whether the sources/sinks are point or distributed, and the elemental matrices are given as
The elemental integrations in eqn. (10) are done analytically. Aggregating the discrete element eqn. (9) for all elements used to discretize the computational domain gives a matrix equation
Incorporating the boundary conditions in eqns. (2)- (4) into eqn. (1) yields the global matrix equation b Aw = (12) where A is an M×N matrix, with M being the number of nodes in the computational domain which is the same as the number of discrete equations generated. N are the nodal unknowns, which correspond to the primary variable or its flux at the external nodes, and the primary variable in the internal nodes. w is an N×1 vector of nodal unknowns; b is an M×1 vector of known quantities. For inverse problems eqn. (12) is an over-determined, ill-conditioned system of equations. As an over-determined, a least square solution is sought, while A is decomposed by the singular value decomposition (SVD) technique according to [17] 
where U is an M×M orthogonal matrix, V is an N×N orthogonal matrix, and D is an M×N diagonal matrix with N non-negative diagonal elements (D = diag (σ 1 , σ 2 ... 
The small singular values cause instability in the solution of w, and this can be ameliorated by using, for instance, the zero order Tikhonov regularization technique which requires the minimization of the Euclidean norm ║Aw-b║ 2 +α 2 ║w║ 2 that yields the solution for w ) ( σ α σ α (15) where α is the regularization parameter, and the factor σ i /(α 2 +σ i 2 ) dampens the contribution of the small singular values. The choice of α is critical as too small values may retain the instability in the numerical solution or too large values will result in smooth solutions that do not reflect the physics of the problem.
Numerical examples solved using GEM and SVD
Two numerical examples of convection-diffusion contaminant transport are simulated. The first example has constant velocity, while the second example has variable velocity.
Example 1: 1-D inverse steady convection-diffusion problem with constant velocity
This problem has been solved as a direct problem [18] . It is a simple 1-D convection-diffusion problem with prescribed boundary conditions C(x=0) = 1 and C(x=1) = 2. The velocity is in the x-direction and it is uniform, and the dispersion coefficient is taken as unity, thus the analytical solution is given as 
In this work the problem is posed as an inverse problem and analyzed in a 2-D rectangular domain with no flux imposed on the top and bottom boundaries, the concentration and flux are specified along x=1 but no data along the boundary x=0 which is an Γ 4 boundary. Two cases are considered to assess the influence of available measured concentration data in the computational domain on the solution. In case (i) the concentration is given at x=0.2 and x=0.8, and in case (ii) at x=0.6 only. The computational domain is discretized into 5, 10 and 20 uniform elements. The concentration profiles for case (i) and case (ii) are respectively presented in figs. 1(a) and 1(b) for the three discretizations used in the GEM simulations. The results indicate good prediction by GEM of the concentration at the Γ 4 boundary x=0. However the GEM with 5 elements is unable to correctly capture the concentration profile close to the boundary x=1 because of the inability of the coarse discretization to correctly capture the higher gradient of the concentration profile. The flux q(x=0) is well estimated in all the cases as shown in table 1. The relative error for the calculated flux q(x=0) is presented in fig. 2 , decreases with increase in the number of elements.
Furthermore, the relative error is smaller for case (i) than case (ii), and this is due to the higher number of available data and their location. 
Example 2: 1-D steady convection-diffusion transport with variable velocity
This is an example governed by eqn. (1) with contaminant transport in the xdirection and with variable velocity. Its direct formulation specifies the boundary conditions: C(x=0) = C 0 , and C(x=1) = C 1 . The velocity field in the xdirection is given as The values of k are taken as 10 and 40, while C 0 =300 and C 1 =10. Taking the hydrodynamic dispersion coefficient as unity, the analytical solution is given as , and they show that GEM gives better prediction of C(x=0) for the less convective case (k=10) than the more convective one (k=40). For both cases, the accuracy of the GEM solutions is enhanced with increase in the number of uniform elements incorporated in the simulations. However, using 14 non-uniform elements produces solutions with accuracy comparable to those with 20 and 40 uniform elements. The GEM solutions for the flux q(x=0) are presented in table 2 for the two convective cases, and their errors relative to the exact solution are presented in fig. 4 . As earlier observed with the GEM solution of C(x=0), that for the flux q(x=0) is similar in that the solution with 14 non-uniform elements is comparable to that with 40 uniform elements.
Conclusions
This paper has presented Green element solutions of the inverse convectiondiffusion contaminant transport equation. The GEM discretization of the differential equation gives rise to an overdetermined, ill-conditioned global matrix that is solved by the least square method with Tikhonov regularization and the SVD for the decomposition of the matrix. Using two numerical examples of steady 1-D transport problems that were simulated by GEM in 2-D, the influences of the regularization parameter value, the level of discretization, the distribution of measured data, and the strength of convection on the numerical accuracy were assessed. The level of accuracy of the numerical solutions achieved for these examples demonstrate that GEM is capable of simulating inverse steady contaminant transport problems. 
