Time constraint is the main factor in real time operating system and it affects the deadline of the process. To achieve deadline, proper scheduling algorithm is required to schedule the task. In this paper an Adaptive scheduling algorithm is developed which is the combination of Earliest Deadline First (EDF) and Ant Colony Optimization (ACO). The EDF algorithm places the process in a priority queue and executed using the deadline. The priority of the processes depends upon the deadline and handles the under loaded condition. The limitation of EDF algorithm is that it cannot handle the overloaded condition. The execution of ACO algorithm is based on the execution time. Process which contains the minimum execution time is executed first. The limitation of ACO algorithm is, it takes more time for execution than EDF. Therefore, to remove the limitation of both the algorithms an Adaptive scheduling algorithm is developed. It increases performance of the system and decreases the system failure. Also the percentage of missing deadline is reduced. The advantage of an Adaptive scheduling algorithm is, it handles over-loaded and under-loaded condition simultaneously.
INTRODUCTION
Real Time system completes its work and services on time so that the task or the process in system must complete within a specified time frame otherwise the failure will occur [1] . Consider the ATM network as an example of real time system, when the system becomes overloaded some transaction fails [2] . The time is measured using some internal measure of time such as clock ticks or instruction cycles [3] . The real-time systems maintain logical correctness it means if the users give the certain input to the system it will react to the input and generates the correct output. In addition, realtime systems must maintain temporal correctness -the output must be generated within the designated time frame. If a realtime system does not complete task in a definite time, it may cause the system which run the task.
Scheduling is the method used to allocate the resources between the various processes by the system and specify which job will receive next service by the resources. Scheduling algorithm is used to handle the real time system. Each of the algorithms provides best effort to increase the success ratio and decrease the CPU utilization as the performance of an Adaptive algorithm is measured using these two terms. EDF is most widely used algorithm for handling real-time traffic. It is the dynamic scheduling algorithm which places the task in a priority queue. Whenever the scheduler schedules the task it will search for the task closest to its deadline. The priority of the task is assign at the run time depending upon the deadline [4] .
In overload situations, the performance of the system decreases when scheduler schedules the process using EDF algorithm. Researchers have proposed several methods to solve this problem. Previously proposed algorithms switched from EDF to another static algorithm after failure of more than two processes successively [5] . This will decrease the CPU utilization as well as the success ratio of the system. Recently some researcher proposed algorithm by combining both the static and dynamic algorithm together to make the recovery process faster [6] .
An Adaptive algorithm removes the possibility of failure by combining EDF and ACO based scheduling algorithm. ACO algorithm is a branch of Swarm Intelligence. This algorithm handles the overloaded condition but the time required to execute the process is much more than the EDF algorithm so to remove this limitation, switching is performed between the EDF and ACO algorithm and the new algorithm is developed which is an Adaptive scheduling algorithm. In the rest of the paper the scheduling technique will be described as well as its advantages over other algorithm is described. This paper makes the following contribution. Firstly it creates the process and executes using EDF algorithm. Secondly if the load of the processor is increased some process switched to ACO algorithm. Thirdly the algorithm calculates the Success Ratio, CPU Utilization and compares the execution time required by EDF and ACO algorithm with an Adaptive algorithm.
The paper is organized as follows. Section 2 provides the overview of scheduling techniques that are used for handling the under-loaded and over-loaded conditions. Section 3 discusses about an Adaptive scheduling algorithm which combine EDF and ACO algorithm. The designing steps of an Adaptive technique are discussed in section 4. Section 5 gives the working of an Adaptive scheduling algorithm. Section 6 gives the comparison of an Adaptive algorithm with the EDF and ACO algorithm and finally section 7 concludes the paper.
OVERVIEW OF SCHEDULING TECHNIQUES
Real time system always deals with the temporal parameters of the system. To handle the time factor it consists of hard and soft time constraint. Hard real-time system requires that deadlines must be met otherwise fatal error occurs such as traffic signals but in soft real-time system, missing an occasional deadline is undesirable, but nevertheless tolerable such as railway reservation [7] . Static and Priority driven are the techniques used by the scheduling algorithm to handle the under-loaded condition. Priority driven is classified as fixed priority and dynamic priority these techniques are used for managing the process in real time environment.
System use the scheduling techniques to schedule the process so rate monolithic and deadline monolithic scheduling algorithm is used in which the priority of the task is constant all the time user can not change the priority. Dynamic Priority consists of EDF and LST algorithms, the priority of the task may changed during its execution which give good result when the job is preemptive and the processor is not overloaded. But the system performance decreases when system is slightly overloaded. The priority of the process change dynamically in EDF algorithm and an Adaptive algorithm combined EDF and ACO algorithm.
AN ADAPTIVE SCHEDULING ALGORITHM
An Adaptive scheduling algorithm is the combination of EDF and ACO algorithm [8] . The limitation of the EDF algorithm is that it cannot handle the overloaded condition. When the overload condition occurs, EDF algorithm fails to execute. The ACO algorithm handle the overload condition but the execution time required is more than the EDF algorithm. This is the limitation of ant colony optimization, so to overcome the limitation of both the algorithm the new algorithm is developed which is called as an Adaptive scheduling algorithm and is described in the next section. Every scheduling algorithm gives a schedule for a set of task consider job which starts its execution after its ready time and complete before its deadline such a schedule is called as a feasibly schedule, and the schedule produced is said to be feasible [9] .
Earliest Deadline First
Liu and Layland [10] described the Rate-Monotonic (RM) and the Earliest Deadline First (EDF) scheduling policies. EDF algorithm is the dynamic scheduling algorithm which depends upon the deadline of the task. The task with the nearest deadline gives the highest priority [11] . EDF algorithm schedules the process and to create that process some parameter is required that is Start time, Execution Time, Deadline of the process, Release time and the Load of each process. After creating the process the process are store in a queue and the priority of that process depend upon the deadline [10] . - Figure 1‖ shows the working of EDF algorithm. 
Fig 1: Working of EDF Algorithm
The working of the algorithm is as follow: the processes are added one by one in a process queue or EDF queue. Let = ( 1 , 2 , 3 … … … . ) denote a set of process = ( , , ) is characterized by its release time , execution time and deadline of the process . The process is added in the system and the process with highest priority is switched to EDF algorithm and the switching depends upon deadline of the process.
The periodic task τ i = (c i , p i ) is characterized by two parameters: an execution time c i and a period p i . The utilization of periodic task τ i is defined as [12] 
A task can be feasibly scheduled using EDF algorithm if the total utilization of a task set is = =1 (2) When the process is underloaded, the EDF algorithm executes all the process and CPU usage for that process is also minimum but when the process is overloaded some process fail to execute. This is the drawback of EDF algorithm. To overcome this drawback an Adaptive algorithm combines the ant colony optimization algorithm.
Ant Colony Optimization
ACO was proposed by Dorigo and Gambardella in the early 1990s and by now has been successfully applied to various combinatorial optimization problems [13] , [14] . This algorithm is based on the behavior of real ant, each ant constructs a path and one or more ants concurrently active at the same time.
In ACO algorithm, each ant is called as a node and each of them will start their journey from different node. To apply scheduling in ACO each node is considered as a task and probability of each node depend upon the pheromone value and heuristic value and it is calculated as [15] 
Where,
( ) is the probability of ℎ node at time .
is pheromone on ℎ node at time .
is a heuristic value of ℎ node at time and is determined by, and are constants which decide importance of and .
The ACO algorithm is applied to the process with the same parameter as the EDF algorithm. The process is switched from EDF to ACO when the process is loaded and the process count is more. After switching to ACO, process executed depends upon the execution time the process with less execution time is executed first. The advantages of ant colony optimization is it indirectly communication between ants using pheromone variables. It also handles the overloaded condition. The behavior of the ant is successfully applied to several optimization problems [16] . 2. Switch the process from the system to the EDF algorithm. 3. The EDF algorithm executes depending on the deadline of the process. The process with the nearest deadline is executed with the highest priority. 4. For switching to ACO algorithm, it checks the three conditions such as the Process Count, Priority of the process and the Load of each process. If the load of the process is more than the given CPU load, then the process switches from EDF to ACO algorithm. 5. In ACO it will calculate the total time required for all the process and the process which contains minimum execution time is executed first. In short execution depends upon the execution time. 6. Performance of an Adaptive scheduling algorithm is measured in terms of the Success Ratio, CPU Utilization and it also calculates the total number of process which are executed using EDF and the ACO algorithm with the process missed the deadline. 7. Finally the result is calculated in terms of graph and tables.
DESIGNING STEPS OF AN ADAPTIVE ALGORITHM
- Figure 2‖ shows the working of an Adaptive scheduling algorithm.
WORKING OF AN ADAPTIVE ALGORITHM
Scheduling algorithm is necessary when the new task arrives or the running task completes. An Adaptive algorithm improves the load balancing technique [17] . An Adaptive algorithm works as follows:
• During underloaded condition, the algorithm uses EDF algorithm and priority of the job is decided dynamically depending on its deadline [18] .
• During overloaded condition, the algorithm switch to ACO algorithm calculates the total execution time and minimum time required for each process and the process which contain the minimum execution time is executed first [19, 20] . Following are the steps to create and schedule the process:
Total number of process running on system
Process is the instance of a program running on a Computer. Each process gives the complete description of the process with Process ID (PID), Total CPU usage for each process, priority of the process, thread required to run each process and the total CPU time. Priority is the main parameter for each process user can change the priority from idle to normal, normal to high and from high to low.
Total number of tasks and the working of EDF algorithm
A task is like a process or thread in an operating system. If the user wants to add the process then he has to specify the basic parameter such as i) Total number of process.
ii) Start time is automatically defined by the system when the process is entering into the system. iii) Deadline of the process when the process completes its execution.
iv) Execution time of the process (time required to execute the process).
v) Release time of process when the process is ready for execution.
vi) Threshold of CPU loads for each process as well as the type of the algorithm to run the process (using EDF, ACO or Adaptive scheduling algorithm).
Depending upon the parameter process is created. - Table 1" shows the process creation. By using the above parameter one Where, 1 is the deadline of process 1 1 is the total time required for process 1 1 is the release time of 1 . Process 1 is created and the load of process 1 is calculated as = =1 (4) Where, is the execution time required for each process.
depends upon the value of period p i and the deadline After creating the process user has to specify the algorithm type weather he wants to use EDF, ACO or an Adaptive algorithm. Suppose user select the EDF algorithm then the process entered into the EDF queue. In this way process is created - Table 2‖ show queue structure of EDF algorithm.
All the created processes are moved to the EDF queue. When the processes are entered into the queue then the system gives the specific Process ID (PID) to each process. If the user added the ten processes then the system allocate the process name such as P1, P2, P3……etc. When the process is created that time is the start time of that process. Suppose process P1 is created at 10:14, so the start time is 10:14:26. And for same process user give the deadline as 3 minute then the deadline for system is 10:17:26 then depending upon the release time the status of the process is changed from waiting to running that is the process is releases for execution. In -Table 2‖ process P1, P3, P5, P6, P10 is of minimum release time so the status of this process changed to running and the priority is normal but when the process is nearest to deadline then the process is executed using EDF algorithm. This algorithm checks the load of each process. If the calculated load is greater than the CPU load then the process fails to execute.
- Table 3‖ shows the execution of process using EDF algorithm. Table 3 .
Execution of EDF algorithm
Process P1, P3, P5, P6, P10 are started to execute because all the process have the nearest deadline but the load of process P5 is greater than the CPU load so process P5 fails to execute and this is the limitation of EDF algorithm. The rest of the process is also executed depending on the load.
Working of ACO Algorithm
Secondly user wants to apply the ACO algorithm for the same process which is created. - Table 4‖ shows the queue structure of ACO algorithm ‗n' number of process are added total 10 process are added.
After Adding the process queue structure is formed. Same procedure is follow for execution of ACO algorithm. In ACO algorithm, the algorithm checks the release time as well as the execution time of each process.
Consider the process P4 which contains the release time 1 and the minimum execution time than other processes then the process P4 is executed first and likewise the other processes are executed. If the other process contains the same release time i.e. 1 then the algorithm checks the execution time of individual process. - Table 5‖ shows the execution of ACO algorithm.
The remaining process such as P2, P7, P8, P9 and P10 are also released depends upon the release time. These processes also executed in the same way as the other processes. But out of these 5 processes some process is failed to execute because of the time this is the limitation of the ACO algorithm.
Process Execution Using an Adaptive Scheduling Algorithm
An Adaptive algorithm combines the EDF and ACO algorithm user has to specify the algorithm type which is applied for the created process. - Table 6‖ shows the queue structure of an Adaptive algorithm. Now all the process are entered into an Adaptive queue with the status of each process is waiting and depend upon the release time the process status change to the running. Load of each process is calculated if the calculated load is greater than the given CPU load that is the threshold value then the process is switch to ACO algorithm. In -Table 1‖ the CPU load is ≥ 10 for all the process and in - Table 6‖ process P1, P3, P4, P5 and P6 contain the load < 10 or load ≥ 10 so the five processes start their execution because of their release time is earlier from five process two processes are executed using EDF algorithm and the remaining process is switch to ACO algorithm depending upon the following condition:
i) Load of process is greater than the given CPU load.
ii) The priority of the process is high it means the deadline of the process is nearer.
iii) The process count is more.
- Table 7‖ shows the execution of an Adaptive algorithm and the remaining five process are executed when these process are release for execution it depend upon their release time.
The switching depends upon the load, if the load change then the algorithm also changes. An Adaptive algorithm removes the drawback of EDF and ACO algorithm. An Adaptive algorithm schedules more process than the EDF and ACO algorithm. 
Process

ID
Success Ratio and CPU Utilization
In real time system, deadline achieving is the most important factor. For that most appropriate performance metric is the Success Ratio and it is defined as [21] ,
It is same as the number of process scheduled. So the - Figure  3‖ shows that the Success Ratio and CPU utilization by using an Adaptive scheduling algorithm when system is overloaded. CPU utilization is the total amount of work handle by the CPU. CPU utilization depends upon the task or processes. It is shown in equation (2) . When adding a new task in the system then the CPU Utilization is high. - Figure 4‖ shows the total CPU utilization and the total physical memory required by each task [22] . When the process is created the CPU usage and the memory utilization is changed. - Table 8‖ gives the total description of each process depend on the load. 
COMPARISON OF SCHEDULING ALGORITHMS
- Figure 5‖ shows the execution time required for EDF, ACO and an Adaptive algorithm and - Figure 6‖ shows number of process schedule by the same algorithm. When the load of processor is 5 and total 10 processes are added then the time required for execution by EDF algorithm is less than the ACO and an Adaptive algorithm [23] . It means EDF is better for execution but it cannot handle the overloaded condition.
- Figure 6‖show the comparison of number of process schedule by the EDF, ACO and an Adaptive algorithm. Graph shows that if the user gives 5 processes and at that time processor load is 5% then the EDF algorithm schedule the 2 out of 5 processes and rest of three processes failed to execute.
At the same time if the user applied ACO algorithm then 4 processes execute and one process is failed to execute because of the execution time. If an Adaptive algorithm is applied then all the processes are executed and all the process deadline is meet. An Adaptive algorithm is very useful when future workload of the system is unpredictable. 
CONCLUSION
An Adaptive Algorithm is a dynamic scheduling algorithm and it is beneficial for single processor real-time operating systems. The algorithm is useful when future workload of the system is unpredictable. An Adaptive Algorithm combines the EDF and ACO algorithm. An Adaptive Algorithm schedules the process on single processor when it is preemptive. The advantage of the algorithm is that it automatically switches between the EDF and ACO algorithm and overcome the limitation of both the algorithms (EDF and ACO) algorithms. An Adaptive algorithm requires less time for execution as compared to EDF and ACO and the algorithm gives the result when the system is overloaded. Memory usage of the system is increased when the load of the process is increased.
