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Abstract
Microscopy research often requires recovering particle-size distributions in three dimensions from
only a few (10–200) profile measurements in the section. This problem is especially relevant for
petrographic and mineralogical studies, where parametric assumptions are reasonable and finding
distribution parameters from the microscopic study of small sections is essential. This paper deals
with the specific case where particles are approximately spherical (i.e. Wicksell’s problem). The
paper presents a novel approximation of the probability density of spherical particle profile sizes.
This approximation uses the actual non-smoothness of mineral particles rather than perfect spheres.
The new approximation facilitates the numerically efficient use of the maximum likelihood method,
a generally powerful method that provides the distribution parameter estimates of the minimal
variance in most practical cases. The variance and bias of the estimates by the maximum likeli-
hood method were compared numerically for several typical particle-size distributions with those
by alternative parametric methods (method of moments and minimum distance estimation), and
the maximum likelihood estimation was found to be preferable for both small and large samples.
The maximum likelihood method, along with the suggested approximation, may also be used for
selecting a model, for constructing narrow confidence intervals for distribution parameters using all
the profiles without random sampling and for including the measurements of the profiles intersected
by section boundaries. The utility of the approach is illustrated using an example from glacier ice
petrography.
Keywords — stereology, model-based, small samples, distribution parameters, spherical, proba-
bility density function, maximal likelihood
Introduction
When studying particle profiles in planar sections, their size and size distribution in three dimensions
are often of interest as these differ from the sizes and distributions found in the sections (Fig. 1,
A). Generally, unbiased non-parametric methods are used to recover particle size distributions (Cruz-
Orive, 2017), which are well-developed for large sample sizes. The unbiasedness of estimates of such
characteristics as mean radius, mean surface and mean volume is specially important in medicine and
biology and is required by many journals when these characteristics are reported (Baddeley and Jensen,
2004).
However, the methods for small stereological sample study are much less developed, and, in these cases,
minimising variance becomes more important than a slight bias. This is particularly relevant to Earth
sciences, especially petrography, where a researcher, having samples which are impossible to increase
(most typically - obtained from drilling), is interested in estimating a few quantitative characteristics
of the samples and revealing global trends, patterns and irregularities, reflecting the difference in the
evolution of some processes, e.g. in different geological structures. These processes lead to specific
particle size distributions, so it is often reasonable to assume one or a few types of distribution, and
it becomes sufficient to choose one out of several possible distributions and estimate the parameters.
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In this case, the bias, although deforming the trends, is of much less importance than, e.g., when
comparing pairs of samples.
We encountered this type of problem when studying coarse-grained ice structures in an ice core from
the world’s deepest glacier borehole at Vostok Station, East Antarctica (Lipenkov et al., 2016). The ice
core is of a relatively small size, and the sections typically contain only 10-200 ice crystals, which makes
it difficult to assess the accuracy of the ice structure characteristics measured. The spatial pattern of
the distribution parameters is our main interest, because it provides information about the mechanisms
influencing grain growth and recrystallisation, e.g. the pinning of grain boundaries by microparticles
(Durand et al., 2006a). Another example of this problem which the author has faced before, is the
study of minor accessory minerals in granites of Chukchi region, North-East Russia (Alekseev et al.,
2014; Alekseev and Marin, 2015). The properties of the monazite and zircon grains in that region are
determined by the rare metal ore forming process, and it would be easier to predict the placement of
ore deposits if the size of the mineral grains could be measured. However, the minerals are present in
small amounts, and no more than 50 grains may be measured in a typical petrographic thin section;
so, though it is desirable, no such prediction has ever been made.
Even for parameter estimation, non-parametric stereological methods are typically applied (e.g. (Gul-
bin, 2008)). The variance of such estimates is well studied both theoretically and numerically (Baddeley
and Jensen, 2004, ch. 13), and, when samples are too small for non-parametric methods, no alter-
native methods are used at all, though qualitative characteristics are applied, such as ’coarse-grained
fabric’. Although parametric statistics is well-developed and provides more precise estimates when
parametric assumptions are true, it is still rarely used in stereology. For spherical particle profiles,
however, the moments are known, and the method of moments (MoM) is sometimes used (Goldsmith,
1967). The stereological use of minimum distance estimation (MDE) has also been recently described
(Depriester and Kubler, 2019). Still, the maximum likelihood (ML) method is ’the most popular tech-
nique for deriving estimators’ (Casella and Berger, 2002, p. 315), providing point estimators that are
asymptotically unbiased and of lowest variance under mild assumptions and for large sample sizes. It
is also a flexible and powerful instrument for estimating intervals and testing hypotheses (Lehmann
and Romano, 2006). ML has become increasingly popular (Schweder and Hjort, 2016) along with the
development of computational methods. However, the stereological use of ML remains only rare (e.g.
(Hobolth and Jensen, 2002; Keiding and Jensen, 1972)), and, in practice, it is typically applied to
grouped data and empirical densities (Gulbin, 2008).
The main limitation of the parametric methods is that the estimates typically have a little bias, even
when all assumptions hold, while the commonly applied methods follow demands from the biological
sciences which include unbiasedness. However, the strict unbiasedness seldom applies to the geosciences
(Gulbin, 2008; Lopez-Sanchez and Llana-Fúnez, 2016; Durand et al., 2006b), and to some material
studies (Depriester and Kubler, 2019), where it is traditional to approximate convex non-spherical
Figure 1: Approximating spherical particles by solids of revolution: (A) The spherical particles, the notation and the
4m-sided polygon on the plane O; (B) The approximating solid obtained by rotating the 4m-sided polygon; (C) the
denotations for the sizes of the trapezes, used for Eq. 1 and Eq. 5.
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particles of irregular shape via spheres, estimating the conventional ’effective diameter’ which includes
the bias. Another problem is the complicated numerical calculation of the probability density of the
particle profiles’ probability density, which involves an improper integral even when the particles are
spherical (Wicksell, 1925). This is especially relevant to ML and MDE: a single MDE estimation
takes minutes even on a modern computer (Depriester and Kubler, 2019). Finally, imprecision is
typically unclear in cases where assumptions about particle shape and distribution type hold only
approximately.
Following the tradition of the spherical approximation of particles, we will provide a useful approxima-
tion for the probability density of particle size, relying on actual non-spherical particle shape. Further,
we will compare bias and variance for ML, MoM and MDE estimates of parameters (mean radius, shape
and scale) of Weibull and log-normal size distributions (as is most usual in petrology) and positive
normal distribution parameters (as recently used to present the applicability of MDE). We will then
illustrate, on real bounded samples, that the method allows use to choose the type of distribution and
ensure that the convex particles are approximately spherical. We will also compare interval estimates
obtained by all these methods in several ways, applying random sampling and considering the limited
sample sizes by censoring and weighting the likelihood.
Methods and materials
Approximation for the probability density of spherical particle profile sizes, given
the probability density of sample sizes
We consider spherical particles with centres that are uniformly distributed in a three-dimensional space
and the diameters having some probability distribution with cumulative distribution function F and
probability density f .
We call the section plane P (Fig. 1, A). We choose an arbitrary line l on P and draw plane O, which
is orthogonal to P and contains l. We project all the particles orthogonally onto O. Their projections
are of the same diameter as the particles; a particle is intersected by P if and only if its projection
is intersected by l. We choose a positive integer m and assign to any particle a regular 4m-sided
polygon inscribed into the particle’s projection and oriented in such a way that its longest diagonal is
perpendicular to l (and, hence, perpendicular to P ).
We will first introduce a biased intermediate approximation g∗(y) for the density, and then, via scaling
transformation obtain the main resulting approximation g(y). To derive g∗(y), we approximate any
spherical particle by a solid of revolution obtained by rotating the 4m-sided polygon around one of its
diagonals that is perpendicular to P (and moving back the solid so that its centre coincides with the
centre of the particle (Fig. 1, B).
All the profiles of the solids are circles. The diameters y of the profiles of the solids have the same
distribution as the lengths of the profiles of the 4m-sided polygons intersected by l. The diameters D
of the intersected particles follow the size-weighted distribution (Baddeley and Jensen, 2004, p. 34)
with density
h(D) =
Df(D)
E(D)
,
where E(D) is the expected value of the particle diameter. Each of the 4m-sided polygons is a union
of 2m trapezes with bases parallel to l. We denote for pi the probability that given that a particle is
intersected, the corresponding profile of the polygon belongs to either the i-th trapeze or the trapeze
which is congruent to the i-th trapeze (denoted i′-th trapeze in (Fig. 1, C). The pi is proportional
to the trapeze’s height (equalling to the double height of the i-th trapeze corresponding to particle
with unit diameter). When a particle diameter D is fixed and the number of the intersected trapeze is
given, the diameters of the profiles are distributed uniformly between Dxi and Dxi+1 where xi−1 and
3
xi are bases of the i-th trapeze corresponding to particle with unit diameter (Fig. 1, C), and therefore
has density
g(∗r|D, i) =
{
1
D(xi−1−xi) , (r ∈ (xi, xi−1)
0 otherwise.
When a particle diameter D is fixed but a trapeze may be arbitrary, the density of the profiles is
g ∗ (y|D) =
n∑
i=1
pig ∗ (y|D, i).
Therefore, the probability density of the profiles becomes
g∗(y) =
∫ ∞
r
g ∗ (y|D)Df(D)
E(D)
=
1
E(D)
n∑
i=1
pi(F (
y
xi+1
− F ( yDxi )
D(xi−1 − xi) (1)
where xi are the lower base of the i-th trapeze corresponding the sphere with the unit diameter.
The coefficients xi and pi are computed from the geometry of the regular polygon for i = 0..m and
equal:
pi = sin
ipi
2m
− sin(i− 1)pi
2m
(2)
xi = cos
ipi
2m
(3)
This intermediate approximation is applicable but inexact if the number of summands m is small,
because the approximating profiles of the polygon are shorter than in reality and hence its graph is
deformed as compared to the graph of the true probability density. In order to reduce the bias of the
mean diameter estimates, the approximation may be improved by scaling it, so that the mean of the
approximation g(x) equals the mean of the actual density. For any fixed D, E(y) = Area(polygon)y =
2md · sin pim in the intermediate approximation, because∫ D
y=0
g(y|D)dy =
m∑
i=1
xi−1 − xi
2
piD
D
=
m∑
i=1
Area(i-th trapeze)
D
,
but E(y) = Area(profile)y = 0.5piy actually (as the latter sum for infinitely many trapezes). So we choose
the scaling coefficient
a =
pi
2m sin pim
. (4)
The final form of approximation becomes
g(y) =
1
aE(D)
m∑
i=1
pi(F (
y
axi
)− F ( yaxi−1 ))
xi−1 − xi (5)
where xi, pi and a are defined by Eqs 2, 3, 4.
Materials and numerical computations
All the following numerical computations were completed in R, except for the control density computa-
tion (first line in Table 1, done by using the function integral in MATLAB (online version 20.0 R2020a
[9.8.0]).
The ML estimates were computed via numerical maximization of the likelihood. Following (Casella
and Berger, 2002), the likelihood for each individual profile measurement xi is a probability density
computed in this measurement, as a function of the unknown parameter. When profile sizes are
independent, the likelihood of the sample is a product of the likelihoods for individual measurements,
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treated as a function of the parameters. The ML estimates are the values of the parameters that
maximise the likelihood, given the measurements. The densities involved were approximated by Eq.
5. These estimates are called further ’ordinary’ ML estimates, when contrasted with censored ML and
weighted ML, described below.
MoM estimates were computed using the known (Baddeley and Jensen, 2004, p.37) expressions for
diameter-weighted distributions of sphere sizes, which provide the expected values for the first and
second degrees of profile diameters. These expressions are set equal to the actually observed mean
values of the first and second degree of profile diameters and solved with respect to parameters.
Denoting Y for the mean diameter of the profiles, S2Y for the sample variance of the profiles, Y 2 for
the mean square of the profiles and hat ˆ for the estimates as functions of data, we used the following
expressions for the log-normal distribution:{
σˆ2 = max
(
log(S2Y )− 2log(Y ) + 2log(pi)− 3log(2) + log(3), 0
)
µˆ = log(Y )− log(pi) + log(2)− 32 σˆ2.
(6)
We also used the following expressions for the Weibull distribution, where, in addition, ’argmin’ denotes
that the
∣∣32Γ(1+3/k)Γ(1+1/k)
3pi2(Γ(1+3/k))2
− Y 2
Y
∣∣ was minimised numerically to be as close to zero as possible; Γ is
the gamma-function: kˆ = argmin
∣∣∣32Γ(1+3/k)Γ(1+1/k)3pi2(Γ(1+3/k))2 − Y 2Y ∣∣∣
λˆ = 4Y Γ(1+1/kˆ)
piΓ(1+2/kˆ)
(7)
The corresponding estimates for the positive normal distribution were computed by minimising the
sum of the squared differences between the observed and theoretical values of the means and variances,
using the expressions for the moments of truncated normal distribution from (Horrace, 2015). MDE-
estimates were computed in R, following the instructions of Depriester and Kubler (2019), except
when computing the probability densities. The probability densities used in the MDEs were computed
directly from Wicksell’s equation (Wicksell, 1925). This is accomplished in R via the trapezoidal rule,
with a varying, non-uniform grid, to use open software and to control the numerical efficiency (which
has increased by 4–20 times compared to MATLAB).
The particle profile diameters were simulated as sections of loose spheres. The diameters of the spheres
intersecting the section were sampled from diameter-weighted distribution with given parameters and
have been element-wise multiplied with the diameters for random profiles of unit spheres. When using
bootstrap to estimate confidence ranges for non-random samples in limited sections (Table 1), we added
the weights computed by Eq. 9. For plotting Figs 5-6, 5000 simulations have been completed for each
point.
Error estimation by parametric bootstrap was completed as in (Givens and Hoeting, 2012, ch. 9.2 ) and
included bias correction. 25000 simulations were conducted for each ML and MoM estimate of mean
radius in a real sample, in versions with random sampling and sampling all inner profiles not intersected
by boundaries. For weighted likelihood, only 2000 simulations were completed for each sample, due
to the lengthy computation of the normalising coefficient for the weighted density. The confidence
intervals for ML estimates were constucted using the following fact, known as ’Wilks theorem’. When
k parameters belong to a specific model and the data varies, 2(log(Lˆ) − log(Lˆ0)) (where Lˆ0 is the
supremum of the likelihood, given the data, if the parameters are in the model and where Lˆ is the
supremum of the likelihood over any possible parameters) is asymptotically chi-squared-distributed
with k degrees of freedom (Schweder and Hjort, 2016, p. 27). For small samples, the p-confidence
ranges contain only the k−dimensional parameters which provide
2(logL− logLˆ0) < Λk(p, n), (8)
where the critical value Λ2(p, n) depends on the sample size n and Λ2(p, n) ≈ χ2p,k, and χ2p,k is p-quantile
of chi-square distribution with k degrees of freedom. Therefore, we sampled 50000 independent values
of λ and k-parameters from two positive normal distributions with modes at the ML estimates (λˆ, kˆ)
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and standard deviations approximately five times as large as found from simulations for Figs 5—6.
The likelihood L was computed in all the points as a function of data, λ and k. The 95%-confidence
ranges of the two-dimensional parameter estimate were taken to be the ranges of λ and k satisfying Eq.
8. To study the actual 90- and 95%-quantiles of 2(logL − logLˆ0), 30000 simulations for seven values
of the shape parameter and three sample sizes (20, 30 and 50) in each of three distributions have been
conducted. Then, for the actual small sample sizes, Λ2(p, n) was roughly estimated numerically as:
χ20.97,2 for n = 18..19, χ20.96,2 for n = 20..50, χ20.955,2 for n > 50). The ML estimate for the parameter
’mean diameter’ is λˆ(1 + 1/kˆ), and the p-confidence ranges were taken to be the ranges of λˆ(1 + 1/kˆ)
such that L(data, λ, k) < Λ1(p, n) (where Λ1(p, n) was estimated numerically same as above, but for
one degree of freedom). This way of numerical computing the confidence intervals is illustrated in Fig.
2.
Figure 2: Numerically estimating the confidence ranges for the Weibull distribution via the likelihood ratio method. The
sample 3434-7, of n = 54 profiles. The points (λ, k) were sampled randomly and the likelihood L was computed in each
point. The set of values (λ, k) where −2logL > Λ2(0.95, n) = 6.25 is the 95% confidence range for the two-dimensional
parameter and is shown in cyan. The three red curves λ = D
Γ(1+1/k)
, where D took values of 4.85, 6, and 8.56 are the set
of values (λ, k) corresponding to these three values of D. The set of values (λ, k) where L < Λ1(0.95, n) = 4.0 corresponds
to the 95% range of the one-dimensional parameter D and is shown in blue. When (λ, k) take values in the blue region,
the D takes values in the range 4.85..8.56. The red dot is the maximum likelihood estimate (λˆ, kˆ)
When samples are very small, it is preferable to use all available measurements. For this purpose,
we calculated maximum censored likelihood estimates and maximum weighted likelihood estimates.
Censored likelihood includes boundary intersected profiles of size yj , which are usually not measured.
However, measuring part of a grain profile intersected by the section boundary means that the whole
profile is larger than the measurement, and yields a censored measurement occuring with a probability
Pj = 1−G(yj). e compute the likelihood as a product of the probability densities of the inner profile
measurements and the probabilities of the censored measurements, for which Wilks’s theorem also
holds (Schweder and Hjort, 2016; Borgan, 1984).
Cummulative distribution for computing the censored likelihood was computed by numerically inte-
grating of the probability densities. The confidence intervals for the maximum censored likelihood
estimates were computed using same critical values as chosen for ordinary likelihood, although the
validity of the latter was checked for only 5 combinations of sample sizes and shape parameters.
Weighted likelihood includes stochastic weights which are proportional to the possibility of sampling
(Wang, 2001). When all profiles not intersected by a section boundary are sampled, this is equivalent
to the fact that the squares circumscribed around the circular profiles and having sides yj parallel to
the section sides, have all four vertices inside the rectangular sections with sides s1 and s2. Therefore
we used in the cases of limited sections the weights
wj = (s1 − yj)(s2 − yj), (9)
such that the weighted density gw(yj) is proportional to wjg(yj), where yj < min(s1, s2) and the
coefficient of proportionality can be calculated numerically for each combination of parameters.
As the variance of non-parametric estimates was estimated many times before, we only compare the
parametric estimators with the estimator based on Saltykov method and described by Gulbin (2008),
as a relevant to similar petrographic problems. Following Gulbin (2008), we chose log-normal (ln(0.01),
0.5) and simulated samples of 200 and 2000 profiles. The simulation conditions differed from those of
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(Gulbin, 2008) where 30000 spheres in a limited volume should have been intersected, while we had
no assumptions on maximal possible diameter.
ML, MoM and MDE were applied to three pictures of glacier ice (Fig. 3), taken with an Automatic
Ice Texture Analyser (AITA, Russel-Head Instrument, Templestowe, Australia (Wilson et al., 2003)).
These are thin sections of ice fabric in polarised transmitted light - crossed polarisers. These pictures
are the samples studied and they belong to a series of 208 micrographs which were taken at an interval of
25 m, along the world’s deepest glacier borehole at Vostok Station, East Antarctica, from a depth range
of 3429 - 3452 m. The chosen samples represent the variety of the ice fabric at this depth. The sample
in Fig. 3, (A) represents a layer of fine-grained ice ’3737-6 layer’ in a coarse-grained ice matrix ’3737-6
matrix’. Sample ’3434-7’ (Fig. 3, B) represents middle-grained ice, and sample ’3438-3’ (Fig. 3, C)
represents fine-grained ice. To investigate the efficiency of the methods, parameters are also estimated
in a small subsample ’3438-3 subsample’, shown in the lower right part of Fig. 3, (C). Besides, in order
to roughly observe the variability of the mean volume weighted volume, it was estimated in left and
the right parts of ’3438-3’ separately. When computing weighted likelihood, all profiles not intersected
by a section boundary were sampled. When computing censored likelihood, all profiles were sampled,
otherwise, the tiling rule (Gundersen, 1977) with boundary lines including the left and low sides of
the section was used for sampling. The grain boundaries were drawn in MATLAB, ImageJ and refined
in Adobe Photoshop CS3, and the areas of the profiles were measured in Adobe Photoshop CS3. All
grains are single crystals, and, along with the profile areas, the orientation of the sixth order symmetry
axis (i.e. c-axis) was measured as well in each grain. The colour in the pictures depends mainly
on the inclination of the c-axes, but even profiles with similar c-axis-inclinations exhibited unequal
c-axis azimuths (differing by at least 2–3 degrees). We observed that, in all the sections, non-convex
areas of ice of similar orientation are decomposed into the disoriented convex profiles of blocks with
clear boundaries. Hence, we assumed that the same approximate convexity in three dimensions when
treating each block as a separate grain, although blocks may sometimes have slightly deeper areas on
the surface, similar to those observed on profile boundaries. When studying the grain size distributions
(A) (B) (C)
Figure 3: The thin sections of glacier ice studied (transmitted light, crossed polarisers): (A) a layer of fine-grained ice
in a matrix coarse-grained ice, 3437.5 m (samples ’3437-6 layer’ and ’3437-6 matrix’), (B) middle-grained ice, 3434.5 m
(sample ’3434-7’), (C) fine-grained ice, 3438.2 m (samples ’3438-3’ and ’3438-3 subsample’). The lines depict boundaries
of sampling area by tiling rule
in real samples, the model was as follows. The grains were approximated as spherical particles, with
profile diameters Y =
√
S/4pi where S was the grain profile area. We assumed that the set of profile
sizes in sections was distributed as if the profile sizes were independent. (Dependence between adjacent
grains in real samples could occur e.g. due to recrystallisation processes). If this assumption does not
7
hold, or if large samples should be studied more thoroughly, the parametric methods may still be used,
but in more complex ways (e.g. (Cressie and Wikle, 2015; Ohser and Schladitz, 2009)) that are beyond
this work. The diameters of the grains were assumed to be either Weibull(λ, k) or log-normally(µ, σ)
distributed.
When checking whether the particle volume corresponds to the assumptions, this model was refined.
It considered that the glacier was deformed due of its heavy mass, and the ice grains were vertically
compressed, a fact observed in all samples. In the refined model, we assumed that the particles were
ellipsoidal with two equal horizontal axes Dx, Dy and a third vertical axis Dz = k ·Rx. The coefficient
k < 1 varied between the samples (because of differences in the recrystallisation processes) and was
found via clear linear regression between the height and width of the profiles in each sample. The
effective diameters of the profile Y and the distribution of the effective diameters D were as above and
were estimated in the same manner with same results, but then D =
√
kDx = Dy/
√
k.
The unbiased estimation of the volume weighted mean volume was completed according to (Karlsson
and Cruz-Orive, 1992). The deformation of the fabric was determined as follows. The b probe points
were scattered randomly within a rectangular counting frame (with b ranging between 200 and 400),
and horizontal line sections li were drawn through these points, with endpoints on the boundaries
of the sections on which the points fell. The volume of a k-times stretched particle was estimated
as Vˆ = k pi
∑b
i=1 li
3b . Therefore, if the shape assumption was true, the volume computed from the
parametric assumptions and spheres with a random effective diameter should have approximately
equalled k0.5Vˆ = k1.5 pi
∑b
i=1 li
3b .
Results
Precision of the approximation
We compared our approximation of the probability density of the diameters, for different number of
summandsm and with the density computed directly fromWicksell’s equation by numerical integration
in MATLAB. Examples of the correspondence between the results are presented in Table 1.
Methods of Computation Weibull
(1, 0.9)
Weibull
(1, 1.2)
Log-normal
(0, 0.7)
Positive normal
(3.876, 2.816)
Eq.(5), m = 8 0.37034 0.50279 0.47966 0.07421
Eq.(5), m = 15 0.37169 0.50450 0.48126 0.07662
Eq.(5), m = 100 0.37223 0.50515 0.48189 0.07655
Eq.(5), m = 1000 0.372242 0.505167 0.481899 0.076559
Wicksell’s equation, integration by
function ”integral” in MATLAB
0.372242 0.505167 0.481900 0.076559
Table 1: Values of the probability density for the profile diameter Y = 1 by different approximations and for different
distributions
ML compared with other methods
Mean diameter is one of the most practical parameters, and it is relevant to all particle size distributions.
Fig. 5 presents typical dependencies of sample sizes and shape parameters, which we observed for the
bias and standard deviation of ML and MoM estimates. Overall, for each shape parameter, there is
a minimal sample size (17–70 profiles, depending on the distribution type and shape) under which
MoM estimates have lower standard deviations than ML estimates. In the Weibull distribution, the
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bias of ML estimates is almost equal to that for MoM; in the log-normal distribution, the ML bias
is much lower than the MoM bias; and, in the positive normal distribution, the ML bias is slightly
larger than the MoM bias. Except for the log-normal distribution, where ML is clearly preferable
because of the lower bias (even for sample sizes starting at ten), the properties of the ML and MoM
estimates are rather similar. Fig. 6 shows three typical dependencies for the other parameters. The
behaviours of these other shape and scale parameters, according to sample size and distribution shape,
are qualitatively similar to the behaviours observed for mean diameter. The dependencies are almost
identical for the scale parameter estimates. However, as the sample size decreases, the shape parameter
estimates become more imprecise (compared to those for mean diameter and scale), and their properties
exhibit more evident differences between MoM and ML methods. For MDE, among all estimates, both
standard deviation and bias are observed to be much larger than those for ML and MoM and are
beyond the axis limits in Figs 5-6. Therefore, they are compared with ML and MoM estimates only in
Table 2 for sample sizes 200 and 2000.
Concerning the applicability of the approximation, in Figs 5—6, the standard deviation of the estimates
is almost equal, whether m = 8 or m = 100 summands in the approximation. The bias caused by
too few summands is, in most cases, indistinguishable as well. However, for as few as eight summands
in the approximation and for some shape parameters, the bias reaches 1/5 of the standard deviation.
Nevertheless, the difference between the bias for m=100 and m=15 was several times smaller, so we
consider it to be negligible. In addition, the approximation Eq. 5 works from two to three times
faster than the equally exact density computation, integrating Wicksell’s equation via the trapezoidal
rule, and MLE using this approximation works six to 30 times faster than MDE when applied to
the same samples. We also compared the computation time for MDE for the sample from positive
normal distribution described by (Depriester and Kubler, 2019) with the time cited as having been
120.5 s, and on the author’s computer the computation was 1.2 times faster. MDE computation can
be improved by approximating the densities involved in Eq. 5, but, as this includes computing the
cumulative distribution function by integrating densities numerically, it is not likely to be more efficient
than using densities directly.
An important fact for confidence interval construction is that the quantiles of 2(logL − logLˆ0) are
almost independent on the shape parameter not only for very large samples, but also for moderate
sample sizes of 50 profiles and more. They are also very close to the asymptotic quantiles predicted
by Eq. 8. For Weibull distribution, the quantiles of 2logL are almost stable from a sample size of 20
profiles (Fig. 4). That facilitates evaluating the maximum possible value of 2(logL − logLˆ0), which
should be taken to construct confidence intervals of a chosen coverage. The 95% and 90% confidence
ranges of both one- and two-dimensional Weibull parameter estimates may be chosen by selecting the
parameters below the 96% and 91% quantiles of the chi-squared distribution (one degree of freedom
for a one-dimensional parameter; two degrees of freedom for a two-dimensional parameter, i.e., when
both λ and k may vary independently). For sample sizes >50, the 95.5% and 90.5% quantiles can be
taken as critical values.
The comparison of ML, MoM and MDE with a non-parametric Saltykove-type estimation method is
provided in Table 2 for a log-normal size distribution with typical (Gulbin, 2008) parameters. We
observe that the estimates by parametric methods are more than 10 times preciser than those by the
approach including a non-parametric method. The ML has still lowest bias and lowest variance.
Sample
size
ML MoM MDE Saltykov, q=20
n=200 2.5 · 10−5; 6.1 · 10−4 4.2 ·10−5; 6.7 ·10−4 -14.5 ·10−5; 6.4 ·10−4 228 · 10−5; ·66−4
n=2000 0.12 ·10−5; 1.9 ·10−4 1.0 ·10−5; 2.2 ·10−4 -5.3 · 10−5; 2.0 · 10−4 310 ·10−5; 71 ·10−4
Table 2: The biases and standard deviations (separated by semicolon) of median diameter of log-normally(ln(0.01), 0.5)-
distributed spheres, by parametric methods and by (Gulbin, 2008)) using Saltykov method with q = 20 size classes
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Figure 4: The quantiles for the likelihood in the Weibull distribution as functions of shape parameter, for sample sizes
20, 30 and 50. Upper part: both parameter vary; lower part: λ = 1, k varyes. Each point is computed from 30000
simulations.
Figure 5: The standard deviation and the bias of mean diameter estimates, as functions of 1/
√
n and of shape parameter.
(A) Weibull distribution: λ = 1, k = 1.2, 1/
√
n varies; (B) log-normal distribution: µ = 0, σ = 0.7, 1/
√
n varies; (C)
positive normal distribution: µ = 3, σ = 3, 1/
√
n varies; (D) Weibull distribution: λ = 1, n = 300, k varies; (E)
log-normal distribution: µ = 0, n = 300, σ varies; (F) positive normal distribution: µ = 3, n = 300, σ varies. Each point
is computed from 3000 simulations.
Figure 6: The standard deviation and the bias of shape and scale parameter estimates in Weibull distribution, typical
examples
Application to real ice samples
First, we tested whether the grain distributions belong to the log-normal distribution, which occurs
in such ice in normal grain growth (Durand et al., 2006b), or to the Weibull distribution, which is is
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typical for grain fractioning processes (Paluszny et al., 2016). We have compared Akaike information
criterion (Akaike, 1974) for both alternatives, which is a common method of model choice (Burnham
and Anderson, 2002) and is equivalent to comparing maximum likelihoods in both models (Table 3)
because both models have the same number of parameters. Only for the coarse-grained matrix in ’3437-
6’ is the log-normal distribution slightly more likely. However, as this sample is the smallest, and since
the double difference between the likelihoods is also small (only equalled to χ20.49,2 in notation of Eq.
8), we have chosen the Weibull distribution for all samples. This also corresponds the observed grain
fractioning by grain blocking, which is connected with recrystallisation. For the fine-grained sample,
the correspondence between the actual profile size histograms and the densities with ML-estimated
parameters is presented in Fig. 7. The Weibull distribution is indeed preferable, which would be less
evident if only non-parametric study were conducted.
Figure 7: The fit between the estimated and observed probability densities for the sample 3438-3.
Thus, we assume the Weibull distribution for all samples. Table 3 presents point and interval estimates
for the diameter in the samples, via the range of methods. The typical shape of the two-dimensional
confidence ranges for parameters λ and k is presented in Fig. 2 for sample 3434-7. The approximation
with m = 15 summands was used for all samples and subsamples.
For the smallest sample – the ’3437 matrix’ – the MoM gives narrower confidence intervals than
ML; in other cases, ML is either better or approximately as precise as MoM. We especially note that,
although the confidence ranges constructed by comparing the likelihood with its critical value are wider
from bootstrap intervals, they guarantee the specified or larger coverage, while bootstrap intervals do
not have this property. MDEs are approximately within the confidence range given by the other
methods, but the confidence ranges for MDEs are much wider, as observed for the simulated samples.
As compared to ordinary likelihood, including all inner profile measurements with bias correction by
bootstrapping, neither censored nor weighted estimators improve the precision.
The lower portion of Table 3 and Table 4 compare the assumption-based results with the results for
the alternative models. The main feature of the wrong choice of log-normal distribution is narrower
interval estimates (Table 1), but qualitatively the estimates remain very close to those in Weibull
model. The spherical shape assumption is especially questionable (because profile shapes are fare
from circular), and to check the spherical shape assumption independently, the mean volume weighted
volume of the grains was computed from ML estimates and compared with the unbiased estimator of
the mean volume (Karlsson and Cruz-Orive, 1992). This check has been done only for samples with
> 50 grains. To roughly determine the imprecision of such estimation, two subsamples were taken from
the sample ’3438-3’ having largest number of profiles. The results are presented in Table 4. Another
check is that, although the approximation Eq. 5 describes a large class of angular, irregular shapes, it
could be that the model with finitely many sides in the polygon that generates the approximate solid
will fit the ice grains even better. The ML increases as the approximating shape becomes closer to the
sphere in all samples, except the middle-grained sample ‘3434-7’ (Table 1). This sample was chosen for
being presented in this paper because it is non-typical. The larger amount of small sections and the
presence of thin, elongated profiles (which may be almost tangential to the particle’s edges) in ‘3434-7’
may be a consequence of particle shape. However, the ‘mean diameter’ being so large when estimated
with m = 2 corresponds to the circumscribed diameter in the model from Fig. 1. If we choose the
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Method of estimation 3437-6
layer
3437-6
matrix
3434-7 3438-3 3438-3
subsample
Assumed Weibull distribution, m = 15
ML-1: mean diameter 3.48(2.82, 4.16)
8.82
(5.96, 11.51)
6.71
(4.85, 8.56)
4.09
(3.74, 4.44)
3.71
(2.84, 4.56)
ML-1: max(logL) -161.2 -48.77 -154.58 -531.65 -76.7
ML-2 : mean diameter 3.45(2.85, 4.08)
8.62
(5.86,11.41)
6.58
(5.28, 7.98)
4.09
(3.77, 4.41)
3.67
(2.93, 4.43)
ML-3 : mean diameter 3.39(2.79, 4.01)
9.68
(6.93, 12.47)
6.24
(4.94, 7.64)
4.10
(3.78, 4.41)
3.69
(2.95, 4.45)
ML weighted 3.42(2.7, 4.1)
9.87
(6.9, 12.4)
6.45
(4.9, 8.2)
4.09
(3.8, 4.4)
3.66
(2.9, 4.5)
ML censored : mean
diameter
3.61
(2.91, 4.28)
11.49
(7.51, 15.53)
6.81
(4.96, 8.66)
4.22
(3.90, 4.54)
4.38
(3.49, 5.27)
MoM-1 : mean diameter 3.42(2.36, 6.29)
9.23
(7.99, 12.68)
6.67
(4.95, 10.78)
4.07
(2.69, 7.67)
3.63
(2.27, 7.10)
MoM-2 : mean diameter 3.36(2.30, 6.23)
10.23
(8.98,13.68)
6.38
(4.65, 10.48)
4.12
(2.73, 7.72)
3.65
(2.29, 7.11)
MDE : mean diameter 3.28 8.79 6.62 3.94 3.03
Assumed log-normal distribution, m = 15
ML-1: mean diameter 3.71(3.16, 4.30)
9.23
(7.32, 11.29)
7.63
(5.60, 9.59)
4.36
(4.10, 4.65)
3.75
(3.01, 4.52)
ML-1: max(logL) -163.41 -48.09 -154.25 -537.08 -78.00
Assumed Weibull distribution, m = 2
ML-1: mean diameter 3.52(2.84, 4.19)
8.39
(5.90, 10.78)
4.06
(1.86, 15.31)
4.01
(3.68, 4.34)
3.57
(2.73, 4.44)
ML-1: max(logL) -163.37 -48.92 -151.47 -541.88 -79.07
Number of profiles 81, 85, 12 18, 19, 20 54, 69, 25 271,301,78 41, 45, 31
Table 3: Results for the real samples: estimates and 95 % interval estimates for mean diameter, along with likelihoods
for the models. Abbreviations for the methods – ML-1: ML, confidence intervals by comparing 2log(L − log(Lˆ0)) with
its critical value; ML-2: ML, random sampling, bootstrap intervals; ML-3: ML, all profiles inside the section boundaries
are used, bootstrap intervals; ML censored: maximising censored likelihood, all profiles are used, confidence intervals by
comparing 2log(L − log(Lˆ0)) with its critical value; ML weighted: maximising weighted (Eq. 9) likelihood, all profiles
inside the section boundaries are used, bootstrap intervals; MoM-1: ML, random sampling, bootstrap intervals; MoM-2:
ML, all profiles inside the section boundaries are used, bootstrap intervals.
inscribed diameter as the ‘effective diameter’, there will be less contrast with the spherical model, as
also seen for the mean volume weighted volume cross-check.
3437-6
layer
3434-
7
3438-3 left
part
3438-3 right
part
ML estimation, assumed spheres with Weibull
distributed diameters
276 3128 214 207
unbiased estimator 334 2699 211 225
Table 4: Assumption-based and unbiased assumption-free estimates of mean volume weighted volume
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Discussion
Regarding both bias and lower variance, the ML method is either preferable or similar for estimating
mean diameter, as compared to MoM, for the two particle size distributions common in petrography
(Weibull and log-normal), as well as the positive normal, and for sample sizes ranging from 50 - 70,
where the estimates are actually informative. The simulations reveal this for samples like ours in any
modification of ML and MoM. The only exception is the coarsest-grained fabric, in which sample size
is 18 - 19 and MoM results in narrower bootstrap ranges.
For the Weibull, log-normal and positive normal distributions, a comparable small-sample alternative to
ML is MoM, but not MDE. Not only is MDE imprecise for small samples, but it is also computationally
slow. Unfortunately, MoM is not generally applied in the petrological context, although both the
grounds for constructing estimates with this method (Casella and Berger, 2002, p. 312) and the
moments of the profile distributions (Baddeley and Jensen, 2004, p. 37) are well-known. For Weibull
and log-normal distributions, which are usual in petrology, MoM does not require any complicated
software, and the estimates are computed almost immediately. The main disadvantage to using MoM
when samples are very small, however, is the unclear variance. It can be determined by bootstrap, but
the precision of the bootstrap estimates and the coverage of the corresponding intervals is unknown
without further, thorough study. For relatively small samples, the estimates by both MoM and ML
remain imprecise, but non-parametric analogues provide even larger estimate variance, of general
reasons (Larsen and Marx, 2012, p.692) and as observed in our simulations (Table 2).
Although ML point estimates have similar properties to MoM estimates, ML is also applicable for
direct interval estimation, hypothesis testing and model choice, in addition to point estimation. The
nearly constant critical value of 2(logL − logLˆ0) makes it possible to construct a confidence interval
with known coverage. The flexibility of the method allows researchers to consider sampling issues, like
sampling all the profiles in a small section by involving the weights. However, weighted sampling does
not improve the estimates for samples like ours, although it is a straightforward technique for small
samples (by analogy with e.g. (Miles, 1978)). Neither is the precision increased by using measurements
all the inner profiles with bootstrap bias correction or censored likelihood. Probably, these ways of
considering non-random sampling may be more helpful for other type of samples.
These facts became observable because the present approximation Eq. 5 helps overcome the numerical
difficulties of using ML. The imprecision caused by choosing about 15 summands in Eq. 5 is negligible
compared to the standard deviation of the estimates, and ML runs at least approximately seven to 20
times faster than MDE, which is itself optimised to run approximately six times faster than MATLAB.
When particles are non-spherical, the error caused by the actual non-spherical shape of the particle
must be much larger than the error caused by the non-spherical shape of the approximating model
solid. Therefore, we suggest using the present approximation with, at most, ten to 15 summands in
practical applications.
It is generally accepted that, when studying irregular particles in this way, researchers study only the
‘effective diameter’, while the revealed spatial patterns and trends are shifted and deformed. However,
this study reveals that the likelihood of particle shape increases towards the spherical model in all
studied samples. Moreover, for fine-grained samples, the mean volume weighted volume of the spheres
distributed with estimated parameters is very close to the unbiased estimates of the mean volume
weighted volume. Applying ML gives ground for the old tradition of using spheres to approximate the
mineral particles of convex irregular shapes, and the method is applicable to this study’s petrographic
samples.
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