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Capı´tulo 1
Introduccio´n.
Esta memoria trata sobre la fo´rmula de Chern-Osserman y su aplicacio´n en el espacio hiperbo´lico. En su forma
original, esta ecuacio´n relaciona entre sı´ distintas cantidades geome´tricas de superficies minimales isome´tricamente
inmersas en el espacio euclı´deo, Rn. En ese ambiente, su comportamiento es bien conocido y tiene entre otras una
interesante propiedad: todos sus te´rminos toman valores naturales. (Adema´s, poco despue´s de su aparicio´n se de-
mostraba que uno de sus te´rminos, el volume growth, era igual al nu´mero de finales de la superficie si e´sta estaba
embebida siendo, por tanto, independiente del punto en el que se centrara). Unas de´cadas despue´s de e´sta se desarrollo´
una variacio´n de la ecuacio´n que la adaptaba a espacios con curvatura seccional constante negativa, Kn(−c2). En este
punto resulta inevitable preguntarse: seguira´n los te´rminos de esta ecuacio´n tomando valores naturales en los nuevos
ambientes? (seguira´ el volume growth tomando el valor del nu´mero de finales de la superficie?) Con la intencio´n de
arrojar un poco de luz sobre estas cuestiones y con las mejores herramientas disponibles, decidimos que la manera ma´s
efectiva de abordar el problema era el cla´sico aplique´mosla y veamos que´ pasa. So´lo necesita´bamos encontrar una
superficie que hiciera de modelo, la cual debı´a satisfacer ciertas condiciones: ser una superficie minimal y de rotacio´n,
estar isome´tricamente inmersa en un espacio con curvatura seccional constante negativa y no presentar autointersec-
ciones. La mejor candidata acabo´ siendo la familia de Catenoides Esfe´ricos inmersos en el 3-espacio hiperbo´lico,
Σb ↪→ H3. Con este modelo, la fo´rmula de Chern-Osserman y una buena dosis de ca´lculos, lograremos dar respuesta
a unas cuantas preguntas que nos ayudara´n a entender mejor el comportamiento de la fo´rmula de Chern-Osserman
en el espacio hiperbo´lico. Antes, veamos los contenidos de esta memoria que esta´n estructurados en cuatro partes
incluyendo esta introduccio´n.
En la segunda parte, Capı´tulo 2, se hace un repaso a las definiciones y propiedades geome´tricas ba´sicas de las in-
mersiones isome´tricas de superficies minimales en variedades riemannianas con curvatura seccional constante, con-
cretando desde los casos ma´s generales a te´rminos especı´ficos de las mismas; la caracterı´sitica de Euler-Poincare´, el
volume growth o crecimiento del volumen, y finalmente algunas caracterı´sticas u´tiles de dos modelos del n-espacio
hiperbo´lico que manejaremos en los apartados siguientes: el modelo de Lorentz (LMn) y el modelo del semiespacio
superior (UHMn).
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En la tercera parte, Capı´tulo 3, se obtiene paso a paso una parametrizacio´n de una familia de superficies en H3,
los Catenoides Esfe´ricos Σb, isome´tricamente inmersos en el espacio de Minkowski, R41, siguiendo el artı´culo de H.
Mori ”Minimal surfaces of revolution in H3 and their global stability.” (ver [Mor81]). Estas superficies tambie´n son
obtenidas siguiendo un proceso similar en el artı´culo de doCarmo y Dajczer ”Rotation hypersurfaces in spaces of
constant curvature.” (ver [dCD83]), como uno de los tres tipos de superficies minimales de revolucio´n en R41 (De
hecho este artı´culo es ma´s general que el anterior). Be´rard y Sa Earp obtienen otra parametrizacio´n, esta vez por
me´todos diferentes, en el artı´culo ”Lindeloef’s theorem for hyperbolic catenoids.” (ver [BSE10]), considera´ndolos
como hipersuperficies de H3. En los u´ltimos puntos de este capı´tulo demostraremos que todas ellas son equivalentes
y obtendremos las propiedades geome´tricas de las inmersiones, que utilizaremos en el u´ltimo capı´tulo.
En la cuarta parte, Capı´tulo 4, introduciremos la ecuacio´n de Chern-Osserman en el espacio hiperbo´lico a trave´s del
ejemplo de la familia de superficies obtenidas en el apartado anterior. En esta ecuacio´n intervienen tres elementos: la
caracterı´stica de Euler-Poincare´, la curvatura total (en Rn) o la integral del cuadrado de la norma de la Segunda Forma
Fundamental (Integral de la Norma, en Kn(−c2)), y el crecimiento del volumen o volume growth. La caracterı´stica
de Euler es una propiedad intrı´nseca de las superficies, de manera que no se vera´ afectada por la inmersio´n. Sin
embargo no sucede lo mismo con los otros tres te´rminos. Veremos una idea intuitiva de por que´ la curvatura total de
las superficies minimales propiamente inmersas en el espacio euclı´deo, si no es infinita, es un nu´mero natural. En
el capı´tulo 4 demostraremos que la Integral de la Norma, su homo´logo en el espacio hiperbo´lico, no esta´ cuantizado
pero toma un valor interesante en el caso lı´mite b→ bmin. En cuanto al tercer te´rmino, demostraremos que dada una
subvariedad inmersa en el espacio euclı´deo y una exhaustio´n por bolas extrı´nsecas de la misma, el crecimiento del
volumen es independiente del punto en el que se centre la exhaustio´n. En contraposicio´n, veremos que la familia de
Catenoides Esfe´ricos no es el u´nico tipo de superficies para las cuales e´sta propiedad no se cumple cuando trabajamos
en el espacio hiperbo´lico. A pesar de estas diferencias, veremos que en el citado caso lı´mite la ecuacio´n de Chern-
Osserman pasarı´a a comportarse de manera similar a como lo hace en el espacio euclı´deo. Ahora vamos a presentar
brevemente la familia de Catenoides Esfe´ricos, la ecuacio´n de Chern-Osserman, y un resumen de los resultados que
obtenemos a lo largo de la memoria.
1.1 La familia de catenoides esfe´ricos en el espacio hiperbo´lico.
Aunque ma´s adelante lo veremos con ma´s detalle (apartado 2.4), recordemos que el espacio de Minkowski puede verse
como el par
(
R4, g1
)
, es decir, el conjunto de puntos x = (x1, x2, x3, x4) ∈ R4 dotado de una me´trica lorentziana
g1 := −dx1 ⊗ dx1 +
4∑
i=2
dxi ⊗ dxi
donde {dxi}4i=1 es una referencia ortonormal en el espacio dualR4∗ al espacio tangente TR4 ≡ R4. ConsideremosH3
como una subvariedad de R41 de tal manera que si x ∈ H3, g1(x, x) = −1. En este contexto, una descripcio´n intuitiva
de la familia de catenoides puede ser la siguiente: Consideremos un subespacio vectorial P 2 ⊂ R41 de dimensio´n 2.
Este subespacio puede ser de tres tipos excluyentes entre sı´ (ver [O’N83]) dependiendo del cara´cter que adquiera la
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Figure 1.1: Cono de luz y subespacios temporal y espacial en el espacio de Minkowski.
me´trica al restringirla a e´l: si g1|P 2 es definida positiva (euclı´dea), P 2 sera´ de tipo espacial. Si g1|P 2 es no degenerada
de ı´ndice 1 (lorentziana), P 2 sera´ de tipo temporal. Si g1|P 2 es degenerada, P 2 sera´ lightlike o tipo luz. Definamos
P 2 como un plano temporal de acuerdo con nuestra me´trica y sea Γ una curva inmersa en un plano de H3 ⊂ R41
parametrizada como Γ := γ(s) con
γ : R→ R41
s→ γ(s) = (x(s), y(s), z(s), 0)
y que no corte a P 2. Podemos aplicar una transformacio´n ortogonal a R41 que haga rotar la curva dejando fijo al plano
P 2. Por ejemplo la rotacio´nRθ:
Rθ =

1 0 0 0
0 1 0 0
0 0 cosθ −sinθ
0 0 sinθ cosθ

El producto Σ := f(s, θ) = Rθ · γ(s) parametrizado como
f(s, θ) = (x(s), y(s), z(s) cos θ, z(s) sin θ)
es una hipersuperficie de rotacio´n Σ ↪→ H3(-1).
Como es lo´gico, si intersectamos la superficie con un plano que sea paralelo al plano de rotacio´n y que pase por un
punto determinado de la curva (γ(s0)), obtenemos una circunferencia. De la misma manera, en dimensiones mayores,
intersectando con n-planos paralelos al de rotacio´n obtenemos esferas de dimensio´n n, y por ese motivo se le llama
a este caso caso esfe´rico. Cuando el subespacio P 2 es espacial o de luz, aplicando las transformaciones adecuadas
se obtienen hiperboloides y paraboloides, por lo que estos otros dos casos son llamados hiperbo´lico y parabo´lico
respectivamente.
Finalmente, para que la superficie obtenida sea minimal, habra´ que determinar las expresiones de las funciones
x(s), y(s), z(s) de manera que la curvatura media H(Σ) se anule. Tras realizar todos los ca´lculos necesarios, se
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logra expresar x(s) y y(s) en funcio´n de z(s), y la condicio´n de la minimalidad queda representada por la ecuacio´n
diferencial
z(s) · z′′(s) + z′2(s)− 2z2(s)− 1 = 0 (1.1)
que se debera´ satisfacer. En el artı´culo de doCarmo y Dajczer se llega a una expresio´n ma´s general,
z(s) · z′′(s) + (n− 1)z′2(s) + ncz2(s)− δ(n− 1) = 0 (1.2)
donde n es la dimensio´n de la hipersuperficie, c la curvatura seccional de la variedad ambiente (que nosotros hemos
llamado−c2 destacando que sera´ negativa) y δ el para´metro que distingue entre cada uno de los tres casos: δ = 1, 0,−1
(esfe´rico, parabo´lico e hiperbo´lico respectivamente). Cuando buscamos el caso n = 2, c = 0, δ = 1, obtenemos la
ecuacio´n de una catenaria parametrizada por su longitud de arco, motivo por el cual a estas superficies se les denomina
catenoides.
Figure 1.2: Catenoide Esfe´rico en el modelo del semiespacio superior (las lı´neas marcan los meridianos y los parale-
los).
Como veremos en el capı´tulo 3, la resolucio´n de la ecuacio´n diferencial (1.1) da como resultado toda una familia de
catenoides esfe´ricos minimales con para´metro distintivo b parametrizados como
fb(s) = (xb(s), yb(s), zb(s) cos θ, zb(s) sin θ)
donde
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xb(s) =
(
b · cosh(2s) + 1
2
)1/2
sinh(φb(s))
yb(s) =
(
b · cosh(2s) + 1
2
)1/2
cosh(φb(s))
zb(s) =
(
b · cosh(2s)− 1
2
)1/2
φb(s) =
(
b2 − 1
4
)1/2 ∫ s
0
(
b cosh(2t) +
1
2
)−1(
b cosh(2t)− 1
2
)−1/2
dt
para θ ∈ [0, 2pi), s ∈ R y b > 12 , en el modelo de Lorentz del espacio hiperbo´lico.
Una forma alternativa de obtener la familia de superficies es la descrita por Be´rard y Sa Earp en [BSE10]. En este
caso, se trabaja con las coordenadas de Fermi del plano hiperbo´lico, en concreto en el modelo llamado del semiplano
de Poincare´. En este modelo, dada una geode´sica α(s) = (0, es), las coordenadas de Fermi asociadas a ella vienen
dadas por la siguiente expresio´n:
βs(t) =
(
es tanh(t),
es
cosh(t)
)
En estas coordenadas se traza una curva (en realidad una familia de curvas con para´metro distintivo a), de expresio´n
γa(s) =
(
eΛa(s) tanh(ya(s)),
eΛa(s)
cosh(ya(s))
)
donde las funciones Λa(s) y ya(s) cumplen las condiciones necesarias para que, al hacerla rotar en torno al eje vertical
(x1 = x2 = 0) de H3, se obtenga una parametrizacio´n alternativa de la familia de catenoides esfe´ricos en el modelo
del semiespacio superior:
fa(s, θ) =
(
eΛa(s) tanh(ya(s)) cos θ, e
Λa(s) tanh(ya(s)) sin θ,
eΛa(s)
cosh(ya(s))
)
con
Λa(s) =
√
2 sinh(2a)
∫ s
0
(cosh(2a) · cosh(2τ)− 1)1/2(
cosh2(2a) · cosh2(2τ)− 1) dτ,
y
ya(s) = a+
∫ s
0
cosh(2a) sinh(2τ)(
cosh2(2a) cosh2(2t)− 1)1/2 dτ
para θ ∈ [0, 2pi), s ∈ R y a > 0.
Finalmente, usando la transformacio´n propuesta por Polthier en [Pol94] para pasar del modelo de Lorentz al modelo
del semiespacio superior, demostramos que la primera parametrizacio´n se transforma en la segunda sin ma´s que
considerar un giro y una equivalencia entre los para´metros distintivos dada por
b =
1
2
cosh(2a)
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1.2 La fo´rmula de Chern-Osserman.
En 1967, Chern y Osserman demostraban en [CO67] el siguiente teorema: Sea P 2 una superficie minimal completa
inmersa en Rn y con curvatura total finita
∫
P
|KP |dσ < ∞, siendo KP la curvatura de Gauss de la superficie,
entonces:
−χ(P ) ≤ − 1
2pi
∫
P
KP dA− supR>0 V ol(DR)
V ol(B0,2R )
donde χ(P ) es la caracterı´stica de Euler de la superficie y, dado r(x) la distancia de un punto fijo de Rn al punto x,
DR := {x ∈ P : r(x) < R} son las bolas extrı´nsecas de radio R de la superfiice. En 1983, Jorge y Meeks ([JM83])
conseguı´an la igualdad para el caso de superficies embebidas, demostrando adema´s en ese caso que el crecimiento del
volumen es igual al nu´mero de finales de la superficie, K, que es el nu´mero de componentes conexas no acotadas del
complementario de los compactos en P:
−χ(P ) = 1
2pi
∫
P
KGdA−K
La demostracio´n de la desigualdad esta´ basada en la propiedad de las superficies minimales inmersas en el espacio
euclı´deo de ser parametrizables mediante dos funciones meromorfas (representacio´n de Weierstrass), y se puede seguir
en [Oss86]. En el espacio euclı´deo la curvatura total de la superficie, si no es infinita, coincide con el a´rea de su
proyeccio´n sobre la esfera de Gauss por una de estas funciones cambiada de signo. Por las propiedades de las funciones
meromorfas, esta cantidad (el a´rea esfe´rica) es el a´rea de la esfera unitaria (4pi) recorrida tantas veces como indica el
grado de la funcio´n. Es decir, si la curvatura total es finita, entonces su valor es un entero positivo multiplicado por 4pi.
Sin embargo, en ambientes con curvatura seccional negativa no existen superficies minimales completas con curvatura
total finita, ya que, por la ecuacio´n de Gauss (que veremos ma´s adelante):
∫
P
KP dA = −c2 · V ol(P )− 1
2
∫
P
‖BP ‖2dA = −∞
donde ‖BP ‖ es la norma de la segunda forma fundamental de la inmersio´n y −c2 es la curvatura seccional del
ambiente. Esta cuestio´n fue abordada por Chen y Cheng en 1999 ([Che99], [QY99]) y establecieron el siguiente
resultado:
Teorema 1.2.1. Sea P una superficie minimal completa y orientada inmersa enHn, BP la segunda forma fundamen-
tal de P , r la distancia enHn desde un punto fijo yDR = {x ∈ P : r(x) < R}. Supongamos que
∫
P
‖BP ‖2dA <∞,
entonces P tiene topologı´a finita y
(1) supt>0
V ol(Dt)
2pi(cosh(t)−1) <∞;
(2) −χ(P ) ≤ 14pi
∫
P
‖BP ‖2dA− supt>0 V ol(Dt)2pi(cosh(t)−1)
donde χ(P ) es la caracterı´stica de Euler de P .
Sin embargo, las te´cnicas utilizadas por Chen y Cheng son muy diferentes a las utilizadas en el espacio euclı´deo ya
que, en principio, la representacio´n de Weierstrass no es extensible a superficies minimales en el hiperbo´lico. Ma´s
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recientemente, Gimeno y Palmer, en [GP13], definen los te´rminos necesarios para la igualdad en el siguiente resultado:
Teorema 1.2.2. Sea P una superficie minimal completa y propiamente inmersa en Hn(b) con b ≤ 0 y supongamos
que
∫
P
‖BP ‖2dA <∞. Entonces
−χ(P ) = 1
4pi
∫
P
‖BP ‖2dA− Supt>0V ol(Dt(p))
V ol(Bb,2t )
− 1
2pi
Gb(P )
donde el te´rmino Gb(P ) es una cantidad finita y no negativa que no depende de la exhaustio´n por bolas extrı´nsecas
{Dt(p)}t>0 centrada en un punto p ∈ P , y que viene dada por
Gb(P ) := lim
t→∞
(
hb(t)V ol(B
b,2
t )
(
V ol(Dt(p))
V ol(Bb,2t )
)′
+
∫
∂Dt(p)
〈BP (e, e), ∇
⊥r
‖∇P r‖〉dAt
)
1.3 Resultados obtenidos.
Lo que hemos querido hacer en esta memoria es estudiar un caso concreto de aplicacio´n de la fo´rmula de Chern-
Osserman en el hiperbo´lico para caracterizar el comportamiento de sus te´rminos. Aunque la caracterı´stica de Euler
es independiente de la inmersio´n, la integral del cuadrado de la norma de la Segunda Forma Fundamental (Integral
de la Norma, 14pi
∫
P
‖BP ‖2dA) y el Crecimiento del Volumen de las bolas extrı´nsecas (Supt>0 V ol(Dt(p))
V ol(B−c
2,2
t )
)
no lo
son, y eso es parte de lo que hemos logrado demostrar. Las siguientes cuestiones, que justificaremos debidamente
en los pro´ximos capı´tulos, diferencian el comportamiento de la ecuacio´n de Chern-Osserman en el hiperbo´lico de su
comportamiento en el espacio euclı´deo:
Integral de la Norma:
(1) La Integral de la Norma de la familia de Catenoides Esfe´ricos, Σb ↪→ H3, no esta´ cuantizada.
(2) La Integral de la Norma de la inmersio´n Σb ↪→ H3 va a infinito dentro de la familia de Catenoides Esfe´ricos.
(3) La Integral de la Norma de la inmersio´n Σb ↪→ H3 tiende a 2 (nu´mero de finales) cuando el valor del para´metro
distintivo b tiende a su valor mı´nimo, asemeja´ndose a su comportamiento en R3.
Crecimiento del Volumen:
(4) El Crecimiento del Volumen de una superficie inmersa en el espacio euclı´deo es independiente del punto en el que
se centre su exhaustio´n por bolas extrı´nsecas.
(5) El Crecimiento del Volumen de una superficie inmersa en el espacio hiperbo´lico no es independiente del punto en
el que se centre la exhaustio´n.
(6) Podemos acotar el valor del Crecimiento del Volumen de la familia de Catenoides Esfe´ricos:
(6.1) Cuando la exhaustio´n por bolas extrı´nsecas de la superficie esta´ centrada en el punto (0, 0, 1), el Crecimiento
del Volumen es inferior a 2 (nu´mero de finales de la superficie), mientras que en R3 es exactamente igual a 2.
(6.2) Podemos acotar el valor del Crecimiento del Volumen en funcio´n de la distancia existente entre el centro de
la exhaustio´n y el punto (0, 0, 1) cuando e´stos sean diferentes.
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(7) La ecuacio´n de Chern-Osserman sobre la familia de Catenoides Esfe´ricos se comporta casi como una igualdad
(como la harı´a en el espacio euclı´deo) cuando el valor del para´metro distintivo b tiende a su valor mı´nimo.
Correspondencia entre modelos:
(8) La familia de Catenoides Esfe´ricos obtenida por Be´rard-SaEarp, Σa ↪→ H3 (ver [BSE10]), es la misma que la
obtenida por Mori, Σb ↪→ R41 (ver [Mor81]), sin ma´s que aplicarle un giro y un cambio de para´metro distintivo dado
por b = 12 cosh(2a).
Figure 1.3: Catenoides Esfe´ricos Σ0.01,Σ0.07,Σ0.5,Σ0.7,Σ0.9,Σ1.2, y medios Catenoides Σ0.01,Σ0.2,Σ0.6.
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Capı´tulo 2
Definiciones.
2.1 Definiciones ba´sicas.
Vamos a dar una serie de definiciones y a fijar la notacio´n utilizada en esta memoria. Empezaremos con una breve
introduccio´n a la me´trica que nos ayudara´ a introducir otros conceptos ma´s adelante.
Definicio´n 2.1.1. [O’N83] Un tensor me´trico g en una variedad diferenciableM es un campo tensorial 2-covariante
sime´trico y no degenerado en M con ı´ndice k constante.
Dado un sistema de coordenadas {xi}ni=1 en U ⊂M , el tensor g ∈ T 02 (M) puede ser escrito como
g =
n∑
i,j=1
gijdx
i ⊗ dxj
donde T qp representa los tensores p-covariantes, q-contravariantes (cfr. [O’N83]). Es decir, dados dos campos vecto-
riales V =
∑n
i=1 V
i∂i, W =
∑n
j=1W
j∂j ∈ TM y dos vectores v = V (p), w = W (p) ∈ TpM , el tensor me´trico
asigna un producto escalar en el espacio tangente:
g(p) : TpM × TpM → R
(v, w)→ gp(v, w) =
n∑
i,j=1
gij(p)dx
i ⊗ dxj (v, w) =
n∑
i,j=1
gij(p)v
iwj
Definicio´n 2.1.2. [O’N83] Una variedad semi-riemanniana es una variedad diferenciable M dotada de un tensor
me´trico g.
Definicio´n 2.1.3. [O’N83] Una variedad riemanniana es una variedad semiriemanniana cuya me´trica es definida
positiva.
Si nuestra variedad es todo Rn, sabemos que para cada p ∈ Rn existe una forma cano´nica del tensor, g0, tal que
g0,ij = δij que denotamos como euclı´dea. Con esta me´trica, dados dos vectores v, w ∈ TpRn = Rn, el producto
escalar resulta
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g0(v, w) = 〈v, w〉 =
n∑
i=1
viwi
De esta manera se define, para cualquier (Rn, g0), la variedad riemanniana que llamamos n-espacio Euclı´deo. Pero,
que´ pasa si escogemos un entero k ∈ [0, n] y cambiamos los k primeros signos de este tensor me´trico de positivos a
negativos? Lo que tenemos es un tensor de ı´ndice k:
gk(v, w) = 〈v, w〉k = −
k∑
i=1
viwi +
n∑
j=k+1
vjwj
El par (Rn, gk) es un n-espacio semi-Euclı´deo que denotamos por Rnk . Si n ≥ 2, Rn1 es el llamado n-espacio de
Minkowski y si, en concreto, n = 4, lo que tenemos es la expresio´n ma´s sencilla del espacio-tiempo relativista o
espacio de Lorentz. El significado geome´trico de esta definicio´n viene de la siguiente clasificacio´n (o cara´cter causal
) que tomamos de la teorı´a de la relatividad:
Definicio´n 2.1.4. [O’N83] Un vector v tangente a M es
espacial : si 〈v, v〉 > 0 o v = 0
nulo : si 〈v, v〉 = 0 y v 6= 0
temporal : si 〈v, v〉 < 0
En el caso de Lorentz (R41) los vectores nulos son tambie´n llamados lightlike y al conjunto de todos ellos se les conoce
como cono de luz.
2.1.1 Derivada covariante, geode´sicas y aplicacio´n exponencial.
Denotaremos como (Mn, g) a una variedad riemanniana de dimensio´n n con me´trica g y conexio´n de Levi-Civita ∇.
Denotaremos como X(M) al conjunto de todos los campos vectoriales deferenciables sobre la variedad M.
Definicio´n 2.1.5. [dC92] Sea M una variedad de Riemann con conexio´n de Levi-Civita ∇, y sea γ una curva en M.
La aceleracio´n de γ es el campo vectorial∇γ˙ γ˙ a lo largo de γ. A una curva γ la llamaremos geode´sica respecto a∇
si y so´lo si su aceleracio´n es nula: ∇γ˙ γ˙ = 0.
Proposicion 2.1.6. [dC92] Sea M una variedad riemanniana con conexio´n de Levi Civita ∇. Entonces existe una
u´nica correspondencia que asocia a un campo vectorial V a lo largo de una curva diferenciable c : I → M , otro
campo vectorial DVdt a lo largo de c, llamado derivada covariante de V a lo largo de c, tal que:
(i) Ddt (V +W ) =
DV
dt +
DW
dt
(ii) Ddt (fV ) =
df
dtV + f
DV
dt , donde W es un campo vectorial a lo largo de c y f es una funcio´n diferenciable en I.
(iii) Si V es inducido por un campo vectorial Y ∈ X(M), es decir, V (t) = Y (c(t)), entonces DVdt = ∇dc/dtY .
Nota 2.1.7. Dado el campo vectorial γ˙(t) a lo largo de γ(t), existe una extensio´n Y de γ˙(t) a un abierto que contiene
a γ(t) de manera que Y (γ(t)) = γ˙(t). Entonces podemos aplicar el punto (iii) de la proposicio´n anterior y reescribir
la ecuacio´n de las geode´sicas como
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D
dt
(
dγ
dt
)
= ∇γ˙ γ˙ = 0
Cuando ma´s adelante trabajemos con la parametrizacio´n de los catenoides esfe´ricos necesitaremos calcular las derivadas
covariantes en coordenadas locales. Para ello necesitaremos los sı´mbolos de Christoffel o coeficientes de la conexio´n
que dependen de la me´trica de la variedad. Denotaremos, como es habitual, a los coeficientes de la me´trica por gij y
por {Ei}ni=1 a la referencia del fibrado tangente, donde Ei = ∂∂xi .
Definicio´n 2.1.8. [dC92] Dada una parametrizacio´n (U, x) y la referencia del tangente asociada a ella {Ei}ni=1,
llamamos sı´mbolos de Christoffel o coeficientes de la conexio´n ∇ en U a las funciones Γkij definidas en U por
∇EiEj =
∑
k
ΓkijEk (2.1)
Calculamos los sı´mbolos de Christoffel mediante siguiente expresio´n (cfr. [dC92]):
Γmij =
1
2
∑
k
{
∂
∂xi
gjk +
∂
∂xj
gki − ∂
∂xk
gij
}
gkm (2.2)
donde (gij) es la matriz inversa de (gij), matriz de la me´trica en la variedad.
Proposicion 2.1.9. [dC92] La derivada covariante de dos vectores X,Y ∈ TP en coordenadas locales se expresa
como:
∇XY =
n∑
k=1
 n∑
i,j=1
XiY jΓkij +X(Y
k)
Ek (2.3)
donde X =
∑n
i=1X
iEi, Y =
∑n
j=1 Y
jEj , y Γkij son los sı´mbolos de Christoffel asociados a la me´trica.
Demostracio´n. Dados dos campos vectorialesX,Y ∈ X(M) en la referencia {Ei}ni=1 dada por la carta (U, x) entorno
a un punto p ∈M , de manera que
X = XiEi Y = Y
jEj
escribimos la derivada covariante de Y con respecto de X en M como:
∇XY = ∇X
n∑
j=1
Y jEj =
n∑
j=1
(
X(Y j)Ej + Y
j∇XEj
)
=
n∑
j=1
(
X(Y j)Ej + Y
j∇∑n
i=1X
iEiEj
)
=
=
n∑
i,j=1
(
X(Y j)Ej + Y
jXi∇EiEj
) (2.4)
Aplicando que ∇EiEj =
∑n
k=1 Γ
k
ijEk,
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∇XY =
n∑
j=1
X(Y j)Ej +
n∑
i,j,k=1
Y jXiΓki,jEk =
n∑
k=1
X(Y k)Ek + n∑
i,j=1
Y jXiΓki,jEk
 =
=
n∑
k=1
X(Y k) + n∑
i,j=1
Y jXiΓki,j
Ek
(2.5)
donde Γkij son los sı´mbolos de Christoffel asociados a la me´trica.
2.1.1.1 Ecuaciones locales de las geode´sicas.
Ahora que ya sabemos co´mo calcular las derivadas covariantes en coordenadas locales, vamos a ver co´mo dar con
ellas una expresio´n para las geode´sicas. Para ello hay que considerar la expresio´n de la curva γ definida en un sistema
de coordenadas (U, x) en torno a un punto p = γ(t0) sobre la variedad:
γ(t) = (x1(t), ..., xn(t)); (x1, ..., xn) ∈ Rn
Para γ˙(t) = dγdt =
∑n
i=1
dxi(t)
dt · Ei|γ(t) tenemos,
D
dt
(
dγ
dt
)
=
D
dt
 n∑
j=1
dxj
dt
Ej
 = n∑
j=1
d2xj
dt2
Ej +
n∑
j=1
dxj
dt
D
dt
Ej (2.6)
como Ej = ∂∂xj |γ(t), aplicamos la condicio´n (iii) de la Proposicio´n 2.1.6 y tenemos que
DEj
dt
= ∇ dγ
dt
Ej = ∇∑
i
dxi
dt Ei
Ej =
∑
i
dxi
dt
∇EiEj =
∑
ik
dxi
dt
ΓkijEk
Sustituyendo en 2.6 y aplicando la Definicio´n 2.1.5 de geode´sica llegamos a la expresio´n
D
dt
(
dγ
dt
)
=
∑
k
d2xk
dt2
+
∑
i,j
Γkij
dxi
dt
dxj
dt
 ∂
∂xk
= 0 (2.7)
que no es otra cosa que una ecuacio´n diferencial de orden dos que debe satisfacer una curva para ser geode´sica.
El siguiente teorema nos asegura que en todo entorno de la variedad encontraremos una y so´lo una geode´sica para
cada punto sen˜alando en una direccio´n determinada:
Teorema 2.1.10. [dC92] (Existencia y unicidad). Sea M una variedad de Riemann con conexio´n de Levi-Civita ∇.
Para cualquier t0 ∈ R, cualquier punto p ∈M y cualquier v ∈ TpM , existe un intervalo abierto I ⊂ R conteniendo
a t0 y una u´nica geode´sica γ : I →M tal que γ(t0) = p y γ′(t0) = v
Definicio´n 2.1.11. [dC76] Sea (M, g) una variedad riemanniana con conexio´n de Levi-Civita ∇. Dados p ∈ M y
v ∈ TpM , definimos la aplicacio´n exponencial como
expp(v) = γ(1, p, v) v ∈ TpM (2.8)
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donde γ es la geode´sica que pasa por p con tangente v. Se cumple que:
expp(v) = γ(|v|, p, v|v| )
Podemos ver la aplicacio´n exponencial como un punto de M obtenido al desplazase una longitud |v| a lo largo de una
geode´sica γ que, partiendo del punto p ∈M tiene por vector tangente a la curva v|v| ∈ TpM .
2.1.2 Variedades conexas, simplemente conexas y completas.
Definicio´n 2.1.12. [O’N83]Una variedad es conexa si y so´lo si no puede ser expresada como la unio´n disjunta de dos
conjuntos abiertos no vacı´os.
Los entornos coordenados de una variedad muestran que todo par de puntos suficientemente pro´ximos pueden ser
unidos mediante un segmento de curva suave. Por tanto, tenemos la siguiente proposicio´n.
Proposicion 2.1.13. [O’N83] Una variedad M es conexa si y so´lo si dos puntos cualesquiera en M pueden unirse
mediante un segmento de curva diferenciable a trozos.
Veamos ahora la definicio´n de homotopı´a:
Definicio´n 2.1.14. [O’N83]Sean p, q ∈ M y sea I un intervalo cerrado [0, 1] ∈ R. Un camino desde p hasta q en M
es una aplicacio´n continua α : I →M tal que α(0) = p y α(1) = q.
Sea P (p, q) el conjunto de todos los caminos con esta definicio´n. Entonces:
Definicio´n 2.1.15. [O’N83] Si α, β ∈ P (p, q), una homotopı´a de extremos fijos desde α hasta β es una aplicacio´n
continua H : I × I →M tal que para todo s, t ∈ I , H(t, 0) = α(t);H(t, 1) = β(t);H(0, s) = p;H(1, s) = q.
Es decir, una homotopı´a de extremos fijos es una aplicacio´n con para´metro t ∈ (0, 1) tal que cuando t = 0 describe
a la curva α y cambia a medida que t aumenta hasta describir a la curva β cuando t = 1, siendo α y β curvas con
extremos comunes. Ya podemos entender entonces la definicio´n de variedad simplemente conexa:
Definicio´n 2.1.16. Una variedad diferenciable M es simplemente conexa si es conexa y cada curva cerrada en M es
homoto´pica a un punto.
Figure 2.1: La primera figura es simplemente conexa, pero la segunda no, porque no todas las curvas cerradas pueden
contraerse hasta un punto sin salirse de la variedad.
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2.1.3 Distancia y bolas me´tricas.
Consideremos M una variedad riemanniana conexa. Dados dos puntos p, q ∈M , considerar todas las curvas diferen-
ciables a trozos uniendo p con q. Como M es conexa, tales curvas existen. Podemos entonces introducir la definicio´n
de distancia.
Definicio´n 2.1.17. [dC92] La distancia d(p, q) esta´ definida por
d(p, q) = lmin(γp,q) = inf
{∫ b
a
‖γ′(t)‖dt : γ une p con q
}
.
Proposicion 2.1.18. [dC92] Con la distancia d, M es un espacio me´trico, es decir, se cumplen las siguientes propiedades:
(1) d(p, r) ≤ d(p, q) + d(q, r)
(2) d(p, q) = d(q, p)
(3) d(p, q) ≥ 0, y d(p, q) = 0⇔ p = q
Proposicion 2.1.19. [dC92] La topologı´a inducida por d en M coincide con la topologı´a inicial de M.
Corolario 2.1.20. [dC92] Si p ∈M , la funcio´n f : M → R dada por f(q) = d(q, p) es continua.
Definicio´n 2.1.21. Sea M una variedad riemanniana. Definimos la bola me´trica de radio R centrada en el punto
p ∈M como:
BR(p) = {x ∈M ; d(p, x) < R}
Definicio´n 2.1.22. [dC92] Una variedad de Riemann M es geode´sicamente completa si para todo p ∈ M , la
aplicacio´n exponencial expp esta´ definida para todo v ∈ TpM , i.e., si cualquier geode´sica γ empezando en p esta´
definida para todos los valores del para´metro t ∈ R.
Con todo esto podemos introducir ya el teorema de Hopf y Rinow.
Teorema 2.1.23. [dC92]. (Hopf y Rinow). Sea M una variedad riemanniana y sea p ∈ M . Las siguientes afirma-
ciones son equivalentes:
a) expp esta´ definido para todo TpM .
b) Los cerrados y acotados de M son compactos.
c) M es completa como espacio me´trico.
d) M es geode´sicamente completa.
e) Existe una sucesio´n de compactos Kn ⊂M,Kn ⊂ Kn+1 y
⋃
nKn = M tal que si qn /∈ Kn entonces d(p, qn)→
∞.
Adema´s, cada una de las afirmaciones anteriores implica que
f) para todo q ∈M existe una geode´sica γ uniendo p con q con l(γ) = d(p, q).
Definicio´n 2.1.24. [GW79] Un punto de una variedad riemanniana es un polo si y so´lo si la aplicacio´n exponencial
exp : TpM →M es un difeomorfismo.
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2.1.4 Bolas y esferas geode´sicas.
Definicio´n 2.1.25. [Sak96] Sea M una variedad riemanniana, sea p ∈ M , y sea U un entorno normal de p, es decir,
un entorno U tal que la aplicacio´n exponencial
expp : U ⊆ TpM →M
es un difeomorfismo. Dada Bε(0) ⊂ TpM tal que Bε(0) ⊂ U , llamamos a Bε(p) = expp(Bε(0)) la bola geode´sica
de radio ε > 0 centrada en el punto p.
Nota 2.1.26. [Sak96] Si en la definicio´n anterior el punto p es un polo, el concepto de bola geode´sica coincide con el
de bola me´trica. Si el punto p no es un polo, so´lo coincidira´n para valores suficientemente pequen˜os de ε.
2.1.5 Curvatura, curvatura seccional y curvatura de Gauss.
Definicio´n 2.1.27. [O’N83] Sea M una variedad riemanniana con conexio´n de Levi-Civita∇. La aplicacio´n
R : X(M)× X(M)× X(M)→ X(M)
dada por
R(X,Y )Z = ∇Y∇XZ −∇X∇Y Z +∇[X,Y ]Z, X, Y, Z ∈ X(M) (2.9)
es un campo tensorial (1,3) sobre M llamado tensor curvatura de Riemann de M.
Sea Π ⊂ TpM un subespacio bidimensional del tangente TpM . Dados v, w ∈ Π dos vectores linealmente independi-
entes, se define (cfr. [O’N83]):
Q(v, w) = 〈v, v〉〈w,w〉 − 〈v, w〉2
Lemma 2.1.28. Sea Π un plano no degenerado tangente a M en p. El nu´mero
K(v, w) =
〈R(v, w)v, w〉
Q(v, w)
(2.10)
no depende de la base (v, w) de Π, es decir K(v, w) = K(Π), y es llamado curvatura seccional K(Π) de Π.
Definicio´n 2.1.29. Sea M una variedad diferenciable de dimensio´n 2. Llamamos curvatura gaussiana a la u´nica
curvatura seccional respecto a su plano tangente.
Ahora que ya hemos visto la definicio´n de curvatura seccional, ya podemos definir las variedades de Cartan-Hadamard.
Definicio´n 2.1.30. [dC92] Decimos que una variedad riemanniana M es una variedad Cartan-Hadamard si es
completa, simplemente conexa, y todas las curvaturas seccionales en todos los puntos de la variedad son no positivas.
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Teorema 2.1.31. [dC92](Teorema de Hadamard). Sea M una variedad riemanniana completa, simplemente conexa,
con curvatura seccional K(p, σ) ≤ 0 para todo p ∈ M y todo σ ∈ TpM . Entonces M es difeomorfa a Rn, n =
dim(M), ma´s concretamente expp : TpM →M es un difeomorfismo ∀p ∈M .
Nota 2.1.32. Todas las variedades Cartan-Hadamard son variedades con polo por el teorema de Hadamard (cfr.
[Sak96]). De hecho, todos los puntos de una variedad de Cartan-Hadamard son polos.
Nota 2.1.33. Sea M una variedad de Riemann completa de curvatura seccional no positiva. Si suponemos que M es
simplemente conexa ( es decir, una variedad Cartan-Hadamard), entonces, dado un punto p ∈ M , para cualquier
otro punto q ∈M existe una u´nica geode´sica uniendo p con q, que es minimizante (es decir, realiza la distancia) (cfr.
[Sak96] ).
2.2 Inmersiones.
Hemos visto hasta ahora definiciones para variedades riemannianas en general, pero vamos a trabajar con hiper-
superficies, ası´ que necesitaremos algunas definiciones referentes a las inmersiones, en concreto a las inmersiones
isome´tricas.
2.2.1 Inmersiones, inmersiones propias e inmersiones isome´tricas.
Definicio´n 2.2.1. [dC76] [War83] Sean Pm y Nn dos variedades diferenciables de dimensiones m y n respectiva-
mente. A una aplicacio´n diferenciable ϕ : P → N la llamaremos inmersio´n si dϕp : TpP → Tϕ(p)N es inyectiva
para todo p ∈ P .
Vemos ahora las definiciones de inmersio´n propia y conformal:
Definicio´n 2.2.2. Una aplicacio´n entre dos espacio topolo´gicos ϕ : X → Y es propia si la preimagen de cada
conjunto compacto en Y es compacto en X .
Definicio´n 2.2.3. Sean Pm y Nn dos variedades diferenciables. Decimos que una aplicacio´n diferenciable ϕ : P →
N es una inmersio´n propia si dϕ : TpP → Tϕ(p)N es inyectiva y ϕ es propia para todo punto p ∈ P .
Definicio´n 2.2.4. [dC76] Una aplicacio´n ϕ : P → N se llama aplicacio´n conformal o conforme si para todo p ∈ P
y todo v1, v2 ∈ TpP tenemos
gN (dϕp(v1), dϕp(v2)) = λ
2(p)gP (v1, v2)p (2.11)
donde λ2 es una funcio´n diferenciable no nula en P.
Un caso especial es el siguiente:
Definicio´n 2.2.5. [O’N83] Un difeomorfismoϕ : P → N de una veriedad riemanniana en otra tal que gN (dϕp(v1), dϕp(v2)) =
c · gP (v1, v2)p para alguna constante c 6= 0 es llamada homotecia de coeficiente c.
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Si la constante es c = 1 entonces tenemos la siguiente definicio´n:
Definicio´n 2.2.6. [dC76] Dada una inmersio´n ϕ : P → N , si N tiene me´trica gN y definimos la me´trica de P, gP , de
manera que:
gP (v1, v2)p := gN (dϕp(v1), dϕp(v2)); v1, v2 ∈ TpP (2.12)
entonces ϕ es una inmersio´n isome´trica, y P hereda una me´trica inducida por N . Es decir, se ”conserva” la me´trica
de N en P .
Nota 2.2.7. [dC92] Como ϕ : Pm → Nn es una inmersio´n, entonces para cada punto p ∈ P existe un entorno
U ⊂ P tal que ϕ(U) ⊂ N es una subvariedad de N . Es decir, existe un entorno V ⊂ N de ϕ(p) y un difeomorfismo
f : V → W ⊂ Rn tal que f lleva ϕ(U) ∩ V difeomo´rficamente a un subconjunto abierto de un subespacio de
Rm ⊂ Rn (definicio´n de variedad).
Nota 2.2.8. De aquı´ en adelante consideraremos inmersiones isome´tricas ϕ : P → N y a P le llamaremos subvar-
iedad isome´tricamente inmersa en N .
Nota 2.2.9. Se puede ver que si ϕ : Pm → Nn es una inmersio´n, entonces m ≤ n, y la diferencia n−m es llamada
codimensio´n de la inmersio´n ϕ. Nosotros consideraremos que m < n, en concreto m− n = 1 (hipersuperficies).
Para simplificar identificaremos U con ϕ(U) y cada vector v ∈ TpP con p ∈ U ⊂ P , con dϕp(v) ∈ Tϕ(p)N,ϕ(p) ∈
N . Podemos descomponer entonces el espacio tangente a la variedad ambiente como
TpN = TpP ⊕ (TpP )⊥ (2.13)
donde (TpP )⊥ es el complemento ortogonal de TpP en TpN . (Notar que la dimensio´n de (TpP )⊥ es la codimensio´n
de la inmersio´n.)
Nota 2.2.10. Para cualquier vector v ∈ TpN podemos escribir v = vT + v⊥, con vT ∈ TpP y v⊥ ∈ (TpP )⊥.
Definicio´n 2.2.11. Sea ϕ : P → N una inmersio´n de la subvariedad P en la variedad ambiente N . Dados dos
campos vectoriales X,Y definidos en TP , denotando tambie´n como X,Y a sus extensiones en N , definimos la
conexio´n inducida en P por N como
∇PXY = (∇NXY )T (2.14)
donde∇N es la conexio´n de Levi-Civita en N.
Adema´s, sea P una subvariedad isome´tricamente inmersa en N con conexio´n ∇N , y sean X e Y dos campos vectori-
ales del fibrado tangente de P , TP , y extendidos por la inmersio´n a TN . Entonces:
∇NXY = (∇NXY )T + (∇NXY )⊥ (2.15)
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y por la definicio´n de conexio´n inducida:
∇NXY = ∇PXY + (∇NXY )⊥ (2.16)
2.2.2 Ecuaciones de una inmersio´n.
La idea de inmersio´n isome´trica es la de una transformacio´n que conserva la primera forma fundamental. Todas
las propiedades de la subvariedad que dependan u´nicamente de ella sera´n, por tanto, invariantes de la inmersio´n, y
podemos calcularlas sin ”salir” de la subvariedad. Estas propiedades decimos que determinan la geometrı´a intrı´nseca.
Uno de los resultados ma´s importantes en este contexto es el siguiente:
Teorema 2.2.12. [dC92] (Gauss Theorema Egregium). La curvatura gaussianaK de una superficie es invariante por
isometrı´as locales.
Sin embargo en una inmersio´n aparecen una serie de propiedades relacionadas con la forma en que la subvariedad se
encuentra inmersa en la variedad ambiente: es lo que llamamos geometrı´a extrı´nseca y su elemento principal es la
Segunda Forma Fundamental.
2.2.2.1 Segunda Forma Fundamental.
Definicio´n 2.2.13. Sea P una subvariedad isome´tricamente inmersa en la variedad de Riemann N con conexio´n∇N ,
sea TP el fibrado tangente a P y sea TP⊥ el fibrado normal a P . Definimos la Segunda Forma Fundamental como
la aplicacio´n BP : TP × TP → TP⊥ dada por
BP (X,Y ) := (∇NXY )⊥ = ∇NXY −∇PXY (2.17)
donde X e Y son campos vectoriales sobre P que se extienden arbitrariamente en N .
Lemma 2.2.14. La segunda forma fundamental BP (X,Y ) es
- Independiente de las extensiones de X e Y .
- Bilineal.
- Sime´trica respecto a X e Y .
2.2.2.2 Aplicacio´n de Weingarten.
Hemos visto que la Segunda Forma Fundamental expresa la relacio´n existente entre las conexiones de P y de N .
Ahora veremos que tambie´n sirve para expresar la relacio´n entre sus curvaturas a trave´s de la fo´rmula de Gauss (cfr.
[dC92]). Para ello introducimos primero la aplicacio´n de Weingarten.
Definicio´n 2.2.15. [dC92] [O’N83] [Sak96] Sea P una subvariedad isome´tricamente inmersa en la variedad rie-
manniana N , sean X e Y campos vectoriales en el fibrado tangente a P , y sea η un campo vectorial del fibrado
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normal a P . Entonces, para cualquier extensio´n de X,Y en N , y cualquier extensio´n del normal η en N , definimos
la aplicacio´n de Weingarten como la aplicacio´n Sη : TP → TP dada por
Sη(X) = −(∇NXη)T (2.18)
con las siguientes propiedades:
(i) Es bilineal.
(ii) Es autoadjunta.
Lemma 2.2.16. [dC92] [O’N83] [Sak96] (Ecuacio´n de Weingarten). Sea P una subvariedad isome´tricamente in-
mersa en la variedad riemanniana N , sean X e Y campos vectoriales del fibrado tangente a P , y sea η un campo
vectorial del fibrado normal a P . Entonces, para cualquier extensio´n de X e Y en N se cumple:
〈Sη(X), Y 〉 = 〈BP (X,Y ), η〉 X,Y ∈ TP (2.19)
Demostracio´n. Sea Y un campo vectorial tangente a P y η un campo vectorial normal a P . Entonces, como 〈Y, η〉 =
0, podemos decir que X〈Y, η〉 = 〈∇NXY, η〉+ 〈Y,∇NXη〉 = 0, y por tanto que 〈∇NXY, η〉 = −〈Y,∇NXη〉.
Aplicando 2.17 tenemos que 〈∇PXY +BP (X,Y ), η〉 = −〈Y,∇NXη〉, y en concreto 〈BP (X,Y ), η〉 = −〈Y,∇NXη〉.
Finalmente, aplicando la expresio´n (2.18) obtenemos la relacio´n 〈BP (X,Y ), η〉 = 〈Y, Sη(X)〉.
2.2.2.3 Ecuacio´n de Gauss.
Teorema 2.2.17. [dC92] (Ecuacio´n de Gauss). Sea P una subvariedad isome´tricamente inmersa en la variedad
riemanniana N , sean X,Y, V y W campos vectoriales en TP , sean RP Y RN los tensores curvatura de P y N
respectivamente y sea BP la Segunda Forma Fundamental. Entonces para cualquier extensio´n de X,Y, V,W ∈ N :
〈RP (V,W )X,Y 〉 = 〈RN (V,W )X,Y 〉+ 〈BP (V,X), BP (W,Y )〉 − 〈BP (V, Y ), BP (W,X)〉 (2.20)
Adema´s, la curvatura seccional esta´ relacionada con el tensor curvatura, de manera que podemos encontrar una relacio´n
similar entre la curvatura seccional del ambiente, la de la subvariedad, y la Segunda Forma Fundamental de la in-
mersio´n:
Corolario 2.2.18. [dC92] Sea P una subvariedad isome´tricamente inmersa en la variedad riemanniana N . Con-
sideremos que los vectores u, v forman una base para una plano tangente no degenerado a P . Sean KP y KN las
curvaturas seccionales de P y de N respectivamente, y sea BP la Segunda Forma Fundamental. Entonces:
KP (u, v) = KN (u, v) +
〈BP (u, u), BP (v, v)〉 − 〈BP (u, v), BP (u, v)〉
〈u, u〉〈v, v〉 − 〈u, v〉2 (2.21)
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2.2.2.4 Curvaturas Principales.
Consideremos P una hipersuperficie de N . Sea p ∈ P y η ∈ (TpP )⊥. Como Sη : TpP → TpP es autoadjunta, existe
una base ortonormal de autovectores {e1, ..., em} de TpP con autovalores λ1, ..., λm, es decir (ver [dC92] o [dC76]):
Sη(ei) = λiei; 1 ≤ i ≤ m
Si {e1, ..., em} y {e1, ..., em, η} son bases de TpP y de TpN respectivamente, manteniendo las orientaciones , en-
tonces:
(i) ei son las direcciones principales y
(ii) λi = ki(p) son las curvaturas principales de la inmersio´n.
Adema´s:
KG(p) = det(Sη)p = λ1...λm (2.22)
es la curvatura de Gauss-Kronecker y
H(p) =
1
m
(λ1 + ...+ λm) (2.23)
es la curvatura media de la inmersio´n.
2.2.2.5 Curvatura Media.
Definicio´n 2.2.19. [O’N83] [dC] Sea Pm una subvariedad isome´tricamente inmersa en la variedad riemannianaNn
con segunda forma fundamental BP . Definimos el vector curvatura media como
H¯ =
1
m
n∑
i=m+1
tr(Sη)i · ηi = 1
m
m∑
j=1
BP (ej , ej) (2.24)
donde {ej}mj=1 es una referencia ortonormal de TP .
Definicio´n 2.2.20. Decimos que una subvariedad es minimal si su vector curvatura media se anula en todos los
puntos de la subvariedad.
2.2.3 Fo´rmula de la co-a´rea.
Definicio´n 2.2.21. [Sak96] Sea f : P → R una funcio´n suave definida sobre la variedad diferenciable P . Un punto
p ∈ P es llamado punto crı´tico de f si la aplicacio´n inducida f∗p : TpP → Tf(p)R vale cero, es decir f∗|p = 0.
Nota 2.2.22. [Sak96] Si en la definicio´n anterior P es una variedad riemanniana, p ∈ M es un punto crı´tico de f si
y so´lo si ∇f = 0 en p.
Definicio´n 2.2.23. [Sak96] Sea f : P → N una aplicacio´n C∞. Llamaremos valor crı´tico de f al punto q ∈ N si
f−1(q) contiene algu´n punto crı´tico de f. En caso contrario le llamaremos valor regular.
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Se puede demostrar que el conjunto de todos los valores crı´ticos de la funcio´n sobre la variedad forman un conjunto
de medida nula:
Teorema 2.2.24. [GG73] [Spi79] [Che84] (Teorema de Sard). Sea f : Pm → Nn una aplicacio´n C∞ entre dos
variedades. Entonces el conjunto de valores crı´ticos de f forman un conjunto de medida de Lebesgue nula en N .
Si adema´s la funcio´n f es propia tenemos la siguiente proposicio´n:
Proposicion 2.2.25. [Sak96] Sea f : Pm → R una funcio´n propia C∞ definida en una variedad riemanniana Pm.
Para todo t perteneciente al conjunto de valores regulares de f , f−1(t) es una hipersuperficie compacta de P y el
vector gradiente ∇f(q) con f(q) = t es perpendicular a f−1(t). De hecho, para cualquier X ∈ Tqf−1(t) tenemos
〈∇f,X〉 = Xqf = 0.
Para cada t ∈ R denotamos
Ωt := {p ∈M : f(p) < t} Vt := V ol(Ωt)
Γt := {p ∈M : f(p) = t} At := V olm−1(Γt)
Nota 2.2.26. Si t0 es un valor regular de f , por el teorema de la funcio´n inversa (cfr. [War83] [Mil63] [Sak96] ) Ωt0
es una variedad suave con borde y el borde (f−1(a) ≡ Γt0 ) es una subvariedad suave de M.
Con estas definiciones podemos enunciar el siguiente teorema:
Teorema 2.2.27. [Sak96] [Cha84] (Fo´rmula de la co-a´rea)Sea M una variedad riemanniana con me´trica g. Sea f
una funcio´n C∞ definida en M . Para una funcio´n u integrable en M se tiene:
1. Si gt es la me´trica inducida en Γt := {p ∈M ; f(p) = t} desde g, entonces
∫
M
u‖∇f‖dνg =
∫ ∞
−∞
dt
∫
Γt
udνgt (2.25)
2. si Vt := V ol(Ωt) es una funcio´n C∞ con valor regular t de f tal que Vt < +∞ entonces
d
dt
Vt =
∫
Γt
‖∇f‖−1dνgt (2.26)
Si S es una superficie propiamente inmersa en una variedad riemanniana N , usaremos esta proposicio´n cuando la
funcio´n f(p) es la funcio´n distancia extrı´nseca dNoN (p).
2.3 Superficies inmersas en una variedad de dimensio´n 3.
En este apartado vamos a revisar los conceptos vistos en el anterior para el caso de superficies inmersas en una variedad
riemanniana tridimensional.
Nota 2.3.1. De aquı´ en adelante llamaremos superficie a una variedad conexa de dimensio´n 2 inmersa en una variedad
riemanniana K3(−c2) con curvatura seccional −c2.
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2.3.1 Norma de la Segunda Forma Fundamental y minimalidad.
Sea P 2 ↪→ K3(−c2) una superficie inmersa en K3(−c2) con Segunda Forma Fundamental BP y sea {ei}mi=1 una
referencia ortonormal en el fibrado tangente de P , TP . Calculamos la norma de la Segunda Forma Fundamental
como
‖BP ‖2 =
2∑
i,j=1
〈BP (ei, ej), BP (ei, ej)〉 =
2∑
i,j=1
‖BP (ei, ej)‖2 =
= ‖BP (e1, e1)‖2 + 2‖BP (e1, e2)‖2 + ‖BP (e2, e2)‖2
(2.27)
Recordemos que las curvaturas principales se pueden calcular como
k1 = B
P (e1, e1); k2 = B
P (e2, e2)
Si P 2 es ahora una superficie minimal, entonces k1 = −k2 y por tanto k21 = k22 . Podemos escribir la norma de la
Segunda Forma Fundamental como
‖BP ‖2 = 2‖BP (e1, e1)‖2 + 2‖BP (e1, e2)‖2
Recuperando ahora la ecuacio´n (2.21) para la curvatura seccional de una subvariedad P inmersa en una variedad
riemanniana N , considerando P 2 una superficie y N3 una variedad con curvatura seccional constante KN = b,
podemos escribir
KPΠ = −c2 +
〈BP (e1, e1), BP (e2, e2)〉 − ‖BP (e1, e2)‖2
〈e1, e1〉〈e2, e2〉 − 〈e1, e2〉2
y considerando finalmente que
〈BP (e1, e1), BP (e2, e2)〉 = −‖BP (e1, e1)‖2 (2.28)
y que por ser {ei}2i=1 una b.o.n,
〈e1, e1〉〈e2, e2〉 − 〈e1, e2〉2 = 1 (2.29)
queda:
KPΠ = −c2 −
1
2
‖BP ‖2 (2.30)
Definicio´n 2.3.2. [dC92] Una inmersio´n ϕ : P → N se dice que es geode´sica en p ∈ P si la Segunda Forma
Fundamental BP es ide´nticamente nula en p.
Definicio´n 2.3.3. [dC92] Una inmersio´n ϕ : P → N es totalmente geode´sica si es geode´sica para todo p ∈ P .
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Proposicion 2.3.4. [dC92] Una inmersio´n ϕ : P → N es geode´sica si y so´lo si toda geode´sica γ de P es tambie´n
una geode´sica de N .
Nota 2.3.5. Notar que, por la expresio´n (2.30), si una superficie S esta´ inmersa en Rn o Hn entonces KSΠ ≤ 0, y si S
es totalmente geode´sica (BS ≡ 0) entonces KSΠ = −c2.
Definicio´n 2.3.6. [dC92] Sea γ : I → S una curva diferenciable en una superficie S. Definimos la curvatura
geode´sica de γ como
kg =
〈∇γ˙ γ˙, i(γ˙)〉
‖γ˙‖3 (2.31)
donde i es el giro de un vector pi2 radianes en sentido positivo (antihorario) de manera que {γ˙, i(γ˙)} forman una base
de orientacio´n compatible con la de S.
Nota 2.3.7. Considerando que la curva γ es una subvariedad inmersa en S y que γ˙ es un vector de Tpγ, entonces la
curvatura geode´sica es el cociente de la segunda forma fundamental de la inmersio´n relativa al vector normal i(γ˙)|γ˙| y
la primera forma fundamental:
kg =
〈∇γ˙ γ˙, i(γ˙)〉
‖γ˙‖3 =
〈∇γ˙ γ˙, i(γ˙)‖γ˙‖ 〉
‖γ˙‖2
2.3.1.1 Distancia extrı´nseca y bolas extrı´nsecas.
Definicio´n 2.3.8. [Pal99] Sea Pm una subvariedad propiamente inmersa en una variedad riemanniana ambiente Nn
completa. Sea oN ∈ Nn un polo de N. Dado x ∈ N , denotamos por r(x) = dNoN (x) la distancia en N desde oN
hasta el punto x, una funcio´n C∞ en N − {oN}. Como oN es un polo, existe una u´nica geode´sica minimizante (por
el teorema de existencia y unicidad) uniendo oN con x que adema´s realiza la distancia r(x). Consideremos ahora la
restriccio´n de la distancia r(x) a la subvariedad P , (rP : P → R+∪{0}). Esta restriccio´n es la distancia extrı´nseca
desde oN en P .
Ahora ya podemos introducir el concepto de bola extrı´nseca:
Definicio´n 2.3.9. [Pal99] Sea ϕ : P → N una inmersio´n propia de la subvariedad P en la variedad ambiente N con
al menos un polo y sea este oN ∈ N . Entonces definimos la bola extrı´nseca en torno a oN de radio R como:
DR(oN ) = {p ∈ P : rP (p) < R} = {p ∈ P : dNoN (ϕ(p)) < R} = ϕ−1(ϕ(P ) ∩BNR (oN )) = P ∩ ϕ−1(BNR (oN ))
= ϕ−1(BNR (oN ))
donde BNR (oN ) es la bola geode´sica abierta de radio R y centro en el polo oN ∈ N .
Nota 2.3.10. Tambie´n podemos definir la bola extrı´nseca como cualquiera de las componentes conexas de la inter-
seccio´n P ∩ ϕ−1(BNR (p)) con p ∈ N . Pero si p no es un polo, entonces DR(p) so´lo podra´ definirse para radios
suficientemente pequen˜os.
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Figure 2.2: Dos bolas extrı´nsecas de radio 2 del helicoide inmerso en R3. La primera, centrada en el eje, tiene una
componente conexa; la segunda esta´ desplazada del eje y tiene dos componentes.
Definicio´n 2.3.11. Definimos la esfera extrı´nseca ∂DR(p) como:
∂DR(oN ) = {q ∈ P : dNoN (ϕ(q)) = R} = ϕ−1(ϕ(P ) ∩ SNR (oN ))
= ϕ−1(SNR (oN ))
2.3.2 Caracterı´stica de Euler.
2.3.2.1 La caracterı´stica de Euler-Poincare´.
Definicio´n 2.3.12. [Mas77] [Hsi81] Una regio´nR ⊂ S se define como una unio´n de conjuntos abiertos en S, conexos
y con frontera.
Definicio´n 2.3.13. [Mas77] [Hsi81] Una regio´n R ⊂ S es regular si es compacta y su frontera es una unio´n finita de
curvas regulares cerradas y sin autointersecciones.
Definicio´n 2.3.14. [Mas77] [Hsi81] Una regio´n regular R ⊂ S es una regio´n simple si es homeomorfa a un disco y
su frontera es la imagen de una curva cerrada y simple diferenciable a trozos.
Definicio´n 2.3.15. [Mas77] [Hsi81] Sea S una variedad 2-dimensional orientada. Una triangulacio´n de una regio´n
regular R ⊂ S es una familia finita de conjuntos cerrados Ti homeomorfos a tria´ngulos de R2, T = {Ti}ni=1 tales
que:
1.
⋃n
i=1 Ti = R
2. Si i 6= j y Ti ∩ Tj 6= 0 entonces los dos tria´ngulos o bien comparten so´lo una cara o bien so´lo una arista.
Definicio´n 2.3.16. [Hsi81] Dada una triangulacio´n T de una regio´n regular R ⊂ S de una superficie S, denotamos
por F al nu´mero de tria´ngulos (caras), por E al nu´mero de lados (aristas) y por V al nu´mero de ve´rtices de la
triangulacio´n. El nu´mero
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Figure 2.3: Bolas extrı´nsecas de la superficie de Enneper en R3 obtenidas al intersectar con las bolas de radio R = 4
centradas en el origen (izquierda) y en el punto (3,0,0) (derecha).
χ = V − E + F (2.32)
es llamado caracterı´stica de Euler-Poincare´ de la triangulacio´n.
Dos condiciones especialmente u´tiles son que esta triangulacio´n siempre existe en regiones regulares, y que la carac-
terı´stica de Euler es independiente de la triangulacio´n elegida, de manera que es una invariante topolo´gica de la regio´n
R:
Lemma 2.3.17. [dC76] Cualquier regio´n regular de una superficie regular admite una triangulacio´n.
Lemma 2.3.18. [dC76] Si R ⊂ S es una regio´n regular de una superficie S, la caracterı´stica de Euler-Poincare´ no
depende de la triangulacio´n de R. Por tanto podemos denominarla en general por χ(R)
2.3.2.2 Superficies y suma conexa.
Definicio´n 2.3.19. [Mas77] Sean S1 y S2 dos superficies. Escogemos dos subconjuntos D1 ⊂ S1 y D2 ⊂ S2 tales
que D1 y D2 sean homeomorfos a discos cerrados. Sea S′i el complementario del interior de Di en Si. Escogemos un
homeomorfismo h del contorno de D1 sobre el contorno de D2. Entonces llamamos suma conexa S1#S2 al espacio
cociente de S′1 ∪ S′2 obtenido al identificar los puntos x con h(x) para todo x ∈ ∂D1.
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34 CAPI´TOL 3. TEOREMA DE GAUSS-BONNET
Nota 3.2.2. En aquesta u´ltima definicio´ “varietat de dimensio´ 2”es refereix a varietat
topolo`gica de dimensio´ 2. Una varietat topolo`gica de dimensio´ n e´s un espai de Hausdorff
tal que cada punt te´ un entorn obert homeomorf a la bola oberta de Rn ({x ∈ Rn; |x| <
1}.
Nota 3.2.3. Una varietat diferenciable de dimensio´ 2 te´ una topologia determinada per
la seua estructura diferenciable. Des d’aquest punt de vista, les nostres varietats C∞
connexes i bidimensionals so´n superfı´cies.
Seguint tambe´ a [28] introduı¨m l’operacio´ de suma connexa de superfı´cies. Siguen S1
i S2 dues superfı´cies disjuntes, la seua suma connexa S1#S2 esta` formada practicant un
petit forat circular en cada superfı´cie i pegant les superfı´cies al llarg de les vores d’aquests
forats. Per a ser precisos,
Definicio´ 3.2.4. ([28]) Siguen S1 i S2 dues superfı´cies. Escollim dos subconjunts D1 ⊂
S1 i D2 ⊂ S2 tals que D1 i D2 siguen homeomorfs a discs tancats. Siga S ￿i el comple-
mentari de l’interior de Di en Si. Escollim un homeomorfisme h de la vora de D1 sobre
la vora de D2. Aleshores anomenem suma connexa S1#S2 a l’espai quocient de S ￿1 ∪ S ￿2
obtingut identificant els punts x amb h(x) per a tot x de la vora de D1.
Gra`ficament seria:
Figura 3.5: Suma connexa de les superfı´cies A i B
Seguint [28] pareix natural, i de fet pot ser demostrat rigorosament, que el tipus
topolo`gic de S1#S2 no depe`n de l’eleccio´ dels discs D1 i D2, ni de l’eleccio´ de l’homeo-
morfisme h.
3.3 Classificacio´ de les superfı´cies compactes
Ara ens centrarem en les superfı´cies compactes. Realment no hi ha tantes superfı´cies
topolo`gicament distintes com podria pare`ixer; de fet, el teorema segu¨ent ens do´na una
classificacio´ molt important.
Figure 2.4: Suma conexa
Nota 2.3.20. El tipo topolo´gico de S1#S2 no depende de la eleccio´n de los discos D1, D2 ni del homeomorfismo h.
2.3.2.3 Superficies compactas sin borde: g´nero y caracterı´stica de Euler-Poincare´.
Ya que vamos a centrarnos en las superficies compactas, es u´til saber que podemos clasificarlas en tres grupos:
Teorema 2.3.21. [Mas77] Toda superficie compacta es homeomorfa a una esfera, a una suma conexa de toros, o a
una suma conexa de planos proyectivos.
El hecho de que la caracterı´stica de Euler-Poincare´ sea una invariante topolo´gica nos indica que, si dos variedades
son homeomorfas, tendra´n la misma caracterı´stica de Euler-Poincare´ (pero no al reve´s). En el caso de variedades
2-dimensionales compactas y conexas tenemos:
Teorema 2.3.22. [Mas77] Sean S1 y S2 dos superficies compactas. Entonces. S1 y S2 son homeomorfas si y so´lo si
sus caracterı´sticas de Euler coinciden y las dos superficies son bien orientables o bien no orientables.
Introducimos ahora el concepto de ge´nero:
Definicio´n 2.3.23. [Mas77] Decimos que una superficie S compacta es de ge´nero g si es homeomorfa a la suma
conexa de g toros, o g planos proyectivos. En caso de ser homeomorfa a la esfera, es de ge´nero nulo.
Y ya tenemos la relacio´n entre el ge´nero y la caracterı´stica de Euler de las superficies compactas:
Proposicion 2.3.24. [Mas77] Si S es una superficie compacta de ge´nero g, entonces la caracterı´stica de Euler χ(S)
vale:
χ(S) =
2− 2g si es orientable2− g si es no orientable (2.33)
2.3.2.4 Superficies compactas con borde: ge´nero y caracterı´stica de Euler-Poincare´.
Definicio´n 2.3.25. [Mas77] Una superficie S con borde es un espacio Haussdorf en el que todo punto tiene un entorno
abierto homeomorfo a una 2-bola de R2 o bien al espacio
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{(x, y) ∈ R2 : x ≥ 0}
El conjunto de todos los puntos que tienen entorno abierto homeomorfo a R2 se llaman interior de la superficie, y el
conjunto de los puntos que tienen un entorno abierto V tal que existe un homeomorfismo h de V sobre {(x, y) ∈ R2 :
x ≥ 0} con h(p) = (0, 0) se llama borde, ∂S, de la superficie.
Nota 2.3.26. La definicio´n anterior hace referencia a una 2-variedad topolo´gica con borde. Si queremos una
definicio´n de 2-variedad diferenciable con borde tenemos que sustituir la palabra homeomorfismo por difeomorfismo.
Imaginemos que tenemos una superficie compacta S, por ejemplo una esfera. Si trazamos sobre ella una cantidad
finita c de discos cerrados y disjuntos y retiramos su interior nos queda una superficie con borde. Este borde tendra´
 componentes conexas que sera´n homeomorfas a una circunferencia. Si realizamos el proceso inverso, escogiendo
 discos cerrados y los adherimos identificando el borde de cada disco con una componente conexa del borde ∂S,
obtenemos una superficie S* que es de nuevo compacta. Notar que las superficies S y S* son topolo´gicamente iguales,
dado que no importa la posicio´n de los discos como vemos en el siguiente teorema:
Teorema 2.3.27. [Mas77] Dos superficies con borde compactas son homeomorfas si y so´lo si tienen el mismo nu´mero
de componentes del borde, son ambas orientables o no orientables, y tienen la misma caracterı´stica de Euler.
Definicio´n 2.3.28. [Mas77] El ge´nero de una superficie compacta S con borde se define como el ge´nero de la superficie
compacta S∗ (sin borde) que se obtiene adhiriendo discos a las componentes conexas del borde de S.
Teorema 2.3.29. [Mas77] Sea S una superficie compacta con borde ∂S. Supongamos que ∂S tiene  componentes
conexas. Sea S∗ la superficie compacta sin borde que se obtiene al adherir un disco a cada una de las componentes
conexas de ∂S. Entonces
χ(S) = χ(S∗)− 
Esto nos lleva al siguiente corolario que nos da la caracterı´stica de Euler de una superficie compacta cuyo borde tiene
 componentes conexas:
Corolario 2.3.30. Sea S una superficie compacta con borde. Entonces,
χ(S) =
2− 2g −  si S es orientable2− g −  si S es no orientable (2.34)
donde  es el nu´mero de componentes conexas del borde ∂S y g el ge´nero de la superficie S.
Veamos ahora las superficies no compactas.
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2.3.2.5 Superficies no compactas: nu´mero de finales y topologı´a finita.
Definicio´n 2.3.31. [Tka94] Sea M una variedad diferenciable orientable. El nu´mero de finales es el invariante
topolo´gico K(M) definido como el supremo de las componentes conexas con clausura no compacta de M \ F . Es
decir, para todo conjunto compacto F ⊂ M , el nu´mero de componentes conexas distintas con clausura no compacta
de M \ F es menor o igual a K(M).
Definicio´n 2.3.32. [Oss86] [Whi87] Diremos que una superficie S no compacta es de tipo topolo´gico finito sii es
homeomorfa a S∗ − {p1, ..., pk} siendo S∗ una superficie compacta sin borde. A los puntos pi que extraemos de S∗
se les denomina finales de la superficie S.
Nota 2.3.33. Se puede demostrar que el nu´mero de puntos pi dados en la Definicio´n 2.3.32 es el invariante topolo´gico
K, nu´mero de finales de una superficie no compacta de tipo topolo´gico finito, dado en la Definicio´n 2.3.31 (cfr.
[Tka94]).
Consideremos P 2 una superficie no compacta de tipo topolo´gico finito, y sea K el nu´mero de finales de la superficie.
Entonces por la Definicio´n 2.3.32 es homeomorfa a una superfice S, resultado de eliminar un nu´mero K de puntos a
una superficie compacta S∗, es decir, P 2 ' S = S∗−{p1, · · · pk}. Si en el lugar de cada uno de esos puntos extraı´dos
adherimos un cı´rculo S1i tenemos una superficie M compacta con borde (el borde sera´ ∂M =
⋃k
i=1 S
1
i y tendra´ K
componentes conexas). Podemos decir entonces que S ' int(M) y, por tanto que
χ(P 2) = χ(S) = χ(int(M))
donde, como M = int(M) ∪ ∂M ,
χ(M) = χ(int(M)) + χ(∂M)− χ(int(M) ∩ ∂M)
pero, en primer lugar, int(M) ∩ ∂M = 0 y, en segundo lugar, χ(S1) = 0. Por tanto
χ(M) = χ(int(M))
es decir,
χ(P 2) = χ(M)
y como M es una superficie compacta con un borde de K componentes conexas, podemos escribir una variacio´n de la
ecuacio´n 2.3.30:
Corolario 2.3.34. Sea S una superficie no compacta con topologı´a finita. Entonces,
χ(S) =
2− 2g −K si S es orientable2− g −K si S es no orientable (2.35)
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Vamos a ver ahora un teorema fundamental de la Geometrı´a Diferencial:
2.3.3 Teorema de Gauss-Bonnet
El Teorema de Gauss-Bonnet nos relaciona la caracterı´stica de Euler de una superficie con su curvatura total y la
curvatura geode´sica de las componentes conexas de su borde.
Teorema 2.3.35. (Teorema de Gauss-Bonnet) [dC76] [Kre68]. Sea Ω una regio´n precompacta abierta de la variedad
riemanniana de dimensio´n 2 (M, g). Si la frontera de Ω, ∂Ω, es suave y Ω admite triangulacio´n:
∫
∂Ω
kg(s)ds+
∫
Ω
KGdA = 2piχ(Ω) (2.36)
donde KG es la curvatura gaussiana, kg la curvatura geode´sica, χ(Ω) la caracterı´stica de Euler de la regio´n Ω y
tomamos la orientacio´n de ∂Ω parametrizada en la direccio´n de su orientacio´n de Stokes (es decir, recorriendo la
curva de manera que el dominio queda siempre a la izquierda).
2.3.4 Desigualdades isoperime´tricas de las bolas extrı´nsecas en una subvariedad minimal
propiamente inmersa en una variedad de Cartan-Hadamard.
Teorema 2.3.36. [Pal99] SeaPm una subvariedad minimal propiamente inmersa en una variedad de Cartan-Hadamard
Nn con curvatura seccionalKN ≤ −c2. SeaDR la R-bola extrı´nseca en Pm con centro en un punto p que es tambie´n
un polo en el espacio ambiente N. Entonces
V ol(∂DR)
V ol(DR)
≥ V ol(S
−c2,m−1
R )
V ol(B−c
2,m
R )
∀R > 0 (2.37)
donde B−c
2,m
R y S
−c2,m−1
R son el disco geode´sico y la esfera geode´sica, respectivamente, de radio R en Km(−c2).
Definicio´n 2.3.37. Sea Pm ↪→ Kn(−c2), donde Kn(−c2) es una forma espacial real con curvatura seccional con-
stante −c2. Se define el crecimiento del volumen extrı´nseco como la funcio´n
f(t) :=
V ol(Dmt )
V ol(B−c
2,m
t )
(2.38)
donde Dt es la bola extrı´nseca de radio t en Pm y B−c
2
t es la bola geode´sica de radio t en Kn(−c2).
Corolario 2.3.38. [Pal99] [And84] Sea Pm una subvariedad minimal inmersa en una variedad de Cartan-Hadamard
Nn con curvatura seccional KN ≤ −c2 ∈ R. Entonces la funcio´n crecimiento del volumen es mono´tona no decre-
ciente en t.
Corolario 2.3.39. [Pal99] Sea Pm una subvariedad minimal propiamente inmersa en una variedad de Cartan-
Hadamard Nn con curvatura seccional KN ≤ −c2. Sea DR la R-bola extrı´nseca en Pm con centro en un punto
p ∈ P que es tambie´n un polo en el espacio ambiente N . Entonces:
Page 35
2.4. EL ESPACIO HIPERBO´LICO H3. TFM V8.
V ol(DR) ≥ V ol(B−c
2,m
R )
Nota 2.3.40. Este u´ltimo corolario so´lo puede aplicarse si el punto que tomamos como centro de la bola extrı´nseca
es tambie´n un punto de la subvariedad.
2.4 El Espacio Hiperbo´lico H3.
Al comienzo de este capı´tulo da´bamos una descripcio´n del espacio de Minkowski. Ahora la retomaremos para definir
el espacio hiperbo´lico ya que una forma de verlo es como hipersuperficie espacial, es decir, cuyos vectores tangentes
son espaciales en todo punto, y totalmente geode´sica de R41 (ver [Pol94]). E´sta manera de verlo es el llamado modelo
de Lorentz y es donde se ha generado la parametrizacio´n de la familia de Catenoides Esfe´ricos propuestos por H.
Mori en [Mor81] y doCarmo-Dajczer en [dCD83] y que estudiaremos en el capı´tulo siguiente. Sin embargo para
determinadas operaciones resultara´ ma´s co´modo trabajar en otro modelo. Trasladaremos la parametrizacio´n al modelo
del semiespacio superior de H3 y de esta manera obtendremos la parametrizacio´n propuesta por Be´rard-SaEarp en
[BSE10], demostrando que ambas son equivalentes. Vamos a dar una descripcio´n de los dos modelos utilizados en
esta memoria.
2.4.1 Modelos del Espacio Hiperbo´lico.
Al espacio hiperbo´lico tambie´n se le conoce como espacio de Lobachevsky por uno de los tres matema´ticos, Bolyai,
Gauss y Lobachevsky, que lo estudiaron por primera vez en el siglo XIX, aunque fue Poincare´ quien desarrollo´ modelos
concretos unas de´cadas ma´s tarde. El espacio hiperbo´lico se puede modelar de distintas maneras, y la primera y ma´s
intuitiva es como hipersuperficie del espacio de Minkowski.
2.4.1.1 El modelo de Lorentz (LMn).
Si definimos el espacio de Minkowski, Rn+11 , como el conjunto de puntos x ∈ Rn+1 con la me´trica lorentziana, es
decir,
Rn+11 :=
(
Rn+11 , g1
)
siendo g1 =
n∑
j=1
dxj ⊗ dxj − dxn+1 ⊗ dxn+1
donde {xj}n+1j=1 es un sistema de coordenadas en U ⊂ Rn+1. Podemos ver el espacio hiperbo´lico Hn como la
hipersuperficie de Rn+11 simplemente conexa
Hn :=
{
x ∈ Rn+11 : g1(x, x) = −1, xn+1 > 0
}
con la me´trica riemanniana gh := g1|Hn .
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2.4.1.2 El modelo del semiespacio superior (UHMn).
El modelo del semiespacio superior (Upper Halfspace Model) se construye como un abierto de Rn+1 dotado de una
me´trica proporcional a la euclı´dea y definido como:
Hn = {(x1, ..., xn) ∈ Rn : xn > 0}, gh(x) = 1
x2n
n∑
i=1
dxi ⊗ dxi (2.39)
Este modelo nos sera´ especialmente u´til cuando trabajemos en dimensio´n 2, caso en el que tambie´n es conocido como
semiplano de Poincare´ o semiplano de Lobatchevsky. Este modelo se construye dotando a parte del plano complejo
de una me´trica equivalente.
2.4.1.3 Proyeccio´n entre modelos.
Las proyecciones entre los dos modelos dados la encontramos en [Pol94], y vienen dadas por:
 LMn+1 → UHMn (x0, ..., xn)→
(x1,...,xn−1,1)
x0−xn
UHMn → LMn+1 (y1, ..., yn)→ (1+|y|
2,2y1,...,2yn−1,|y|2−1)
2yn
2.4.2 El modelo del semiplano de Poincare´. Notacio´n compleja.
Identifiquemos R2 ≡ C, siendo C el plano complejo. De esta manera, dado un punto p ∈ R2 tendremos: x(p) =
(x1, x2) ≡ ζ(p) = ζ1 + iζ2. Entonces, construimos el semiplano de Poincare´ de la siguiente manera: Sea C el plano
complejo con coordenadas ζ = ζ1 + iζ2, de manera que su conjugado es ζ¯ = ζ1 − iζ2. Entonces dζ = dζ1 + idζ2
y dζ¯ = dζ1 − idζ2 de manera que dζ ⊗ dζ¯ = dζ1 ⊗ dζ1 + dζ2 ⊗ dζ2. Sea C+ = {z ∈ C : Im(z) > 0}. Dado un
punto z = Re(z) + iIm(z) ∈ C+, la me´trica en el plano de Lobatchevsky se puede escribir entonces como
gh(z) =
1
Im(z)2
dζ ⊗ dζ¯ (2.40)
Con esto, una definicio´n puede ser la siguiente:
Definicio´n 2.4.1. Consideremos el semiplano complejo C+ = {z ∈ C : Im(z) > 0} con coordenada compleja
ζ = ζ1 + iζ2. Definamos en z ∈ C+ la me´trica gh(z) = 1Im(z)2 dζ ⊗ dζ¯. Al par (C+, gh) se le denota como H2, y es
el modelo del plano hiperbo´lico llamado modelo del semiplano de Poincare´ o de Lobatchevsky, en notacio´n compleja.
El hecho de considerar este modelo como parte del plano complejo simplifica la notacio´n, y nosotros lo adoptaremos
de aquı´ en adelante. Vamos a ver ahora varias propiedades me´tricas del modelo estrechamente relacionadas: las
transformaciones de Moebius, los sı´mbolos de Christoffel, las curvas geode´sicas y finalmente la distancia y las bolas
me´tricas.
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2.4.2.1 Transformaciones de Moebius.
Sea C∞ = C ∪ {∞} la unio´n del plano complejo con el punto en el infinito. Entonces,
Definicio´n 2.4.2. Una transformacio´n de Moebius es una funcio´n T : C∞ → C∞ de la forma
T (z) =
az + b
cz + d
con a, b, c, d ∈ C y ad− bc 6= 0 (2.41)
Las transformaciones ba´sicas son:
Inversio´n : {I(z) = 1
z
; a = d = 0, b = c = 1; ad− bc = −1 6= 0; }
Traslacio´n : {D(z) = z + k; k ∈ R; a = 1, b = k, c = 0, d = 1; ad− bc = 1 6= 0; }
Rotacio´n : {R(z) = qz; q = eiθ; a = eiθ, b = c = 0, d = 1; ad− bc = eiθ 6= 0; }
Homotecia : {H(z) = kz; k ∈ R; a = k, b = c = 0, d = 1; ad− bc = k 6= 0; }.
Se puede demostrar que toda transformacio´n de Moebius es una combinacio´n de estas cuatro.
Transformaciones de Moebius isome´tricas
Sea C el cuerpo de los complejos y C+ = {z ∈ C : Im(z) > 0}, con coordenada compleja ζ = ζ1 + iζ2.
Proposicion 2.4.3. Dada una curva γ : [0, 1]→ C+ tal que γ(t) = γ1(t) + iγ2(t), usando la me´trica dada en (2.40),
la longitud hiperbo´lica de γ viene dada por
l(γ) =
∫ 1
0
√
γ′21 (t) + γ
′2
2 (t)
γ2(t)
dt =
∫
γ
|dζ|
Im(z)
(2.42)
donde z = γ(t).
Notar que entonces dl = |dζ|Im(z) , es decir, dl
2 = dζdζ¯Im(z)2 que se corresponde con la me´trica en el modelo del semiplano.
Proposicion 2.4.4. [GR04] Sea la transformacio´n de Moebius T : C+ → C+ dada por T (z) = az+bcz+d , con a, b, c, d ∈
R y tal que ad− bc 6= 0. Si en concreto ad− bc = 1, se cumple para toda curva γ que l(T (γ)) = l(γ), donde l(γ) es
la longitud hiperbo´lica de la curva.
Como las transformaciones de Moebius que cumplen la proposicio´n anterior son biyecciones que conservan la longitud
de todo el segmento transformado, por el teorema de Myers-Steenrod (ver [Pet98]) son isometrı´as y podemos enunciar:
Proposicion 2.4.5. Sea T : C+ → C+ una transformacio´n de Moebius con ad−bc = 1. Entonces, T es una isometrı´a
de H2.
Pero adema´s las transformaciones de Moebius con ad− bc = 1 actu´an transitivamente sobre el fibrado tangente TH2:
Proposicion 2.4.6. [dC92] Dados dos puntos p1, p2 ∈ H2 y dos vectores v1 ∈ Tp1H2 y v2 ∈ Tp2H2, existe una
transformacio´n de Moebius isome´trica T : H2 → H2 tal que T (p1) = p2 y T∗(v1) = v2, y e´sta es u´nica.
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Por tanto, teniendo en cuenta que estas transformaciones conservan la orientacio´n (invierten la orientacio´n las trans-
formaciones tales que ad− bc = −1, ver [GR04]) podemos concluir que
Proposicion 2.4.7. [GR04] [dC92] El grupo de isometrı´as que preservan la orientacio´n en el semiplano de Poincare´
es el grupo de transformaciones de Moebius isome´tricas que conservan la orientacio´n y que viene dado por
MoH2 =
{
ψ : H2 → H2 : ψ(z) = az + b
cz + d
, a, b, c, d ∈ R, ad− bc = 1
}
(2.43)
En concreto tenemos el siguiente caso:
Proposicion 2.4.8. Las rotaciones en H3 de la forma
R(θ) =

cos θ − sin θ 0
sin θ cos θ 0
0 0 1

son transformaciones isome´tricas.
Demostracio´n. Considerando el Teorema de Myers-Steenrod, basta demostrar que las longitudes se conservan. Con-
sideremos una curva γ(t) = (u1(t), u2(t), u3(t)) ∈ H3. Calculamos su longitud como
l(γ) =
∫ b
a
‖γ′(t)‖dt
donde
‖γ′(t)‖ = g1 ((u′1(t), u′2(t), u′3(t)) , (u′1(t), u′2(t), u′3(t))) =
1
u3(t)
(
u′21 (t) + u
′2
2 (t) + u
′2
3 (t)
)
Si ahora le aplicamos la rotacio´n a la curva tenemos:
γR(t) = R(θ) · γ(t) =

cos θ − sin θ 0
sin θ cos θ 0
0 0 1


u1(t)
u2(t)
u3(t)
 =

u1(t) cos θ − u2(t) sin θ
u1(t) sin θ + u2(t) cos θ
u3(t)

de manera que:
‖γ′R(t)‖ = g1 (γ′R(t), γ′R(t))
= g1 ((u
′
1(t) cos θ − u′2(t) sin θ, u′1(t) sin θ + u′2(t) cos θ, u′3(t)) , (u′1(t) cos θ − u′2(t) sin θ, u′1(t) sin θ + u′2(t) cos θ, u′3(t)))
=
1
u′3(t)
(
u′21 (t) + u
′2
2 (t) + u
′2
3 (t)
)
= ‖γ′(t)‖
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Nota 2.4.9. Notar que, en la proposicio´n anterior, la clave es que la transformacio´n no afecta a la u´ltima coordenada,
que participa de la me´trica. Por este mismo motivo, una rotacio´n similar en H2:
R2(θ) =
 cos θ − sin θ
sin θ cos θ

no conserva la distancia.
2.4.2.2 Los sı´mbolos de Christoffel.
Antes de ponernos a dar una expresio´n para las geode´sicas debemos calcular los sı´mbolos de Christoffel. Ya habı´amos
visto en (2.2) co´mo calcularlos de una forma gene´rica; ahora vamos a dar una expresio´n concreta en nuestro modelo.
Dado un punto z = x+ iy ∈ C+, la me´trica del modelo viene dada por:
gh(z) =
1
Im(z)2
(dζ ⊗ dζ¯) = 1
y2
((dζ1)2 + (dζ2)2) =
1
y2
((dx)2 + (dy)2) (2.44)
de manera que, considerando una base del tangente
{
∂
∂x ,
∂
∂y
}
,
gh,ij(z) =
 1y2 0
0 1y2

Recordemos que calculamos los sı´mbolos como
Γkij =
1
2
{
∂
∂xi
gh,mj(z) +
∂
∂xj
gh,im(z)− ∂
∂xm
gh,ij(z)
}
gkmh (z) (2.45)
Por tanto es directo calcular que
Γ211 =
1
y
; Γ112 = Γ
1
21 = −
1
y
; y Γ222 = −
1
y
; (2.46)
anula´ndose el resto.
2.4.2.3 Las curvas geode´sicas.
Ecuacio´n de una geode´sica.
Ahora que ya conocemos el valor de los coeficientes de la conexio´n podemos utilizarlos para encontrar las geode´sicas,
y sera´ casi tan sencillo como sustituir en las ecuaciones propias. Busquemos en primer lugar la ecuacio´n de la
geode´sica, de forma γ(s) = γ1(s) + iγ2(s) que se extiende a lo largo del eje imaginario en C+. Dicha curva tendra´ la
forma:
γ(s) = iγ2(s)
y debera´ cumplir las ecuaciones de las geode´sicas:
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γ¨i(s) + Γ
k
ij · γ˙j(s) · γ˙i(s) = 0; i, j = 1, 2.
Sustituyendo los valores de los sı´mbolos de Christoffel dados en (2.46) y la expresio´n de la curva, tenemos:
γ¨2(s)− 1
γ2(s)
γ˙22(s) = 0
Operando un poco y resolviendo la ecuacio´n diferencial llegamos a la solucio´n general γ2(s) = ecs. En concreto con
c = 1 para que ‖γ˙(s)‖ = 1. Por tanto,
γ(s) = ies (2.47)
Uno de los resultados ma´s interesantes que se extraen del apartado 2.4.2.1 es que los elementos de MoH2 transforman
al eje imaginario en rectas paralelas y semicircunferencias con centro en el eje real (ver [dC92], Cap. 1, ej. 4). De
esto se deduce que, dada una geode´sica de la forma γ(t) = iet (sobre el eje imaginario), se pueden generar otras que
sera´n rectas paralelas y semicircunferencias mediante este grupo de transformaciones. Es ma´s, podemos afirmar que
e´stas sera´n todas las geode´sicas del plano hiperbo´lico, ya que podemos hacer que pasen por cualquier punto del plano
en cualquier direccio´n. De forma general tenemos la siguiente proposicio´n:
Proposicion 2.4.10. [dC92] Las lı´neas perpendiculares al hiperplano xn = 0 y los cı´rculos de Hn cuyos planos son
perpendiculares al hiperplano xn = 0 y cuyos centros esta´n en ese plano son las geode´sicas de Hn.
Figure 2.5: Geode´sicas en el plano de Lobatchevski.
Considerando que es el grupo de isometrı´as directas definido ma´s arriba el que permite generar todas estas geode´sicas
a partir de la primera, tenemos otras dos proposiciones:
Proposicion 2.4.11. [dC92] Dada la geode´sica γ(t) = iet, todas las geode´sicas de Hn son de la forma
β(t) = ψ(γ(t)); ψ ∈MoH2
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Demostracio´n. La demostracio´n es directa a partir de la Proposicio´n 2.4.6 y la Proposicio´n 2.4.7.
Proposicion 2.4.12. Sean z1, z2 ∈ H2. Entonces existe una transformacio´n ψ ∈ MoH2 tal que ψ(z1) = ip y
ψ(z2) = iq con p, q > 0.
Demostracio´n. Por ser H2 una variedad Cartan-Hadamard, dados dos puntos z1, z2 ∈ H2, va a existir siempre una
geode´sica β(t) unie´ndolos. Por la Proposicio´n 2.4.11, existe una transformacio´n isome´trica ψ ∈ MoH2 tal que
ψ(γ(t)) = β(t), donde γ(t) = iet. Entonces, si β(t1) = z1 y β(t2) = z2, tendremos que ψ(γ(t1)) = β(t1) = z1 y
ψ(γ(t2)) = β(t2) = z2, por lo que ψ−1(z1) = γ(t1) = iet1 y ψ−1(z2) = γ(t2) = iet2 .
2.4.2.4 Distancia y bolas extrı´nsecas.
En general, la manera de medir la distancia depende de la me´trica y, en el espacio hiperbo´lico, e´sta depende del modelo
que sigamos. En este punto vamos a deducir la expresio´n de la distancia en el modelo del semiplano de Poincare´ y
con ella tendremos una expresio´n para las bolas me´tricas.
Proposicion 2.4.13. [dC92] Sean u1 = ia, u2 = ib ∈ H2. La geode´sica γ : [a, b]→ H2 dada por γ(t) = iet realiza
la distancia entre ambos puntos, de manera que
l(γ) = ln
(
b
a
)
(2.48)
Demostracio´n. Sea α : [c, d] → H2 una curva tal que α(c) = ia y α(d) = ib. Esta curva se puede descomponer en
sus partes real e imaginaria:
α(t) = α1(t) + iα2(t)
Siguiendo la expresio´n (4.20), dado que α : [c, d] → H2 y H2 tiene la me´trica del semiplano de Poincare´ definida en
la fo´rmula (2.40) podemos calcular la longitud de la curva como
l(α) =
∫ d
c
‖α′(t)‖dt
donde
‖α′(t)‖ =
√
gh(α(t)) (α′(t), α′(t)) =
1
α2(t)
√
((α′1(t))2 + (α
′
2(t)
2))
de manera que
l(α) =
∫ d
c
√
α′21 (t) + α
′2
2 (t)
α2(t)
dt ≥
∫ d
c
α′2(t)
α2(t)
dt = ln (α2(d))− ln (α2(c)) = ln
(
b
a
)
Sea, por otra parte,
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γ : [c, d]→ H2
t→ γ(t) = iet
la geode´sica tal que γ(c) = iec = ia y γ(d) = ied = ib de manera que c = ln(a) y d = ln(b). Si calculamos su
longitud podemos comprobar que
l(γ) =
∫ d
c
‖γ′(t)‖dt =
∫ d
c
dt = c− d = ln(b)− ln(a) = ln
(
b
a
)
donde
‖γ′(t)‖ =
√
gh(γ(t)) (γ′(t), γ′(t)) =
1
γ2(t)
√
02 + e2t =
1
et
et = 1
Esto nos permite enunciar la proposicio´n principal de este apartado:
Proposicion 2.4.14. Sean z1, z2 ∈ H2. Entonces la distancia d(z1, z2) viene dada por
d(z1, z2) = ln
( |z1 − z¯2|+ |z1 − z2|
|z1 − z¯2| − |z1 − z2|
)
(2.49)
Demostracio´n. Veamos en primer lugar que la expresio´n (2.49) es equivalente a la siguiente:
cosh(d(z1, z2)) = 1 +
|z1 − z2|2
2Im(z1)Im(z2)
(2.50)
En primer lugar veamos que (2.49) implica (2.50). Para ello podemos tomar el coseno hiperbo´lico de la distancia en
(2.49) y operar un poco:
cosh(d(z1, z2)) =
1
2
( |z1 − z¯2|+ |z1 − z2|
|z1 − z¯2| − |z1 − z2| +
|z1 − z¯2| − |z1 − z2|
|z1 − z¯2|+ |z1 − z2|
)
=
1
2
2
|z1 − z¯2|2 + |z1 − z2|2
|z1 − z¯2|2 − |z1 − z2|2
=
1
2
|z1 − z2|2 + 2Im(z1)Im(z2)
Im(z1)Im(z2)
= 1 +
|z1 − z2|2
2Im(z1)Im(z2)
En segundo lugar veamos que (2.50) implica (2.49). Considerando la relacio´n arcosh(x) = log
(
x+
√
x+ 1
√
x− 1),
podemos operar,
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d(z1, z2) = arcosh(cosh(d(z1, z2))) = arcosh
(
1 +
|z1 − z2|2
2Im(z1)Im(z2)
)
=
= ln
(
1 +
|z1 − z2|2
2Im(z1)Im(z2)
+
√
2 +
|z1 − z2|2
2Im(z1)Im(z2)
√
|z1 − z2|2
2Im(z1)Im(z2)
)
=
= ln
(
1 +
|z1 − z2|2
2Im(z1)Im(z2)
+
√
|z1 − z2|2
2Im(z1)Im(z2)
+
|z1 − z2|4
4Im2(z1)Im2(z2)
)
= ln
(
1 +
|z1 − z2|2
2Im(z1)Im(z2)
+
√
4|z1 − z2|2Im(z1)Im(z2) + |z1 − z2|4
4Im2(z1)Im2(z2)
)
= ln
(
1 +
|z1 − z2|2
2Im(z1)Im(z2)
+
√
|z1 − z2|2
4Im2(z1)Im2(z2)
(4Im(z1)Im(z2) + |z1 − z2|2)
)
Notar que |z1 + z¯2|2 − |z1 − z2|2 = 4Im(z1)Im(z2). Entonces,
d(z1, z2) = ln
(
1 +
|z1 − z2|2
2Im(z1)Im(z2)
+
√
|z1 − z2|2
4Im2(z1)Im2(z2)
|z1 − z¯2|2
)
= ln
(
1 +
|z1 − z2| (|z1 − z2|+ |z1 − z¯2|)
2Im(z1)Im(z2)
)
= ln
(
2Im(z1)Im(z2) + |z1 − z2| (|z1 − z2|+ |z1 − z¯2|)
2Im(z1)Im(z2)
)
= ln
(
1
2
(|z1 − z¯2|2 − |z1 − z2|2)+ |z1 − z2| (|z1 − z2|+ |z1 − z¯2|)
1
2 (|z1 − z¯2|2 − |z1 − z2|2)
)
Como |z1 − z¯2|2 − |z1 − z2|2 = (|z1 − z¯2|+ |z1 − z2|) (|z1 − z¯2| − |z1 − z2|), podemos sustituir en la ecuacio´n y
eliminar el factor (|z1 − z¯2|+ |z1 − z2|), quedando
d(z1, z2) = ln
( 1
2 (|z1 − z¯2| − |z1 − z2|) + |z1 − z2|
1
2 (|z1 − z¯2| − |z1 − z2|)
)
= ln
( |z1 − z¯2|+ |z1 − z2|
|z1 − z¯2| − |z1 − z2|
)
Una vez visto que ambas expresiones son equivalentes, demostraremos que (2.50) es cierta, aceptando el resultado
como va´lido tambie´n para la expresio´n (2.49). Veamos que, dados dos complejos z1, z2 ∈ C+ y una transformacio´n
isome´trica ψ ∈MoH2 , se cumple que
|ψ(z1)− ψ(z2)|2 = |az1 + b
cz1 + d
− az2 + b
cz2 + d
|2 = | (az1 + b)(cz2 + d)− (az2 + b)(cz1 + d)
(cz1 + d)(cz2 + d)
|2 =
= |z1(ad− bc) + z2(bc− ad)
(cz1 + d)(cz2 + d)
|2 = |z1 − z2|
2
|cz1 + d|2|cz2 + d|2
(2.51)
donde hemos aplicado la propiedad ad− bc = 1 y, como
ψ(z) =
az + b
cz + d
=
a(Re(z) + iIm(z)) + b
c(Re(z) + iIm(z)) + d
=
=
(a(Re(z) + iIm(z)) + b) (c(Re(z)− iIm(z)) + b)
|cz + d|2 =
ac|z|2 + adz + bcz¯ + bd
|cz + d|2
se da que Im (ψ(z)) = Im(z)|cz+d|2 , de donde podemos escribir:
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Im(ψ(z1))Im(ψ(z2)) =
Im(z1)Im(z2)
|cz1 + d|2|cz2 + d|2 (2.52)
Con (2.51) y (2.52) tenemos que
1 +
|ψ(z1)− ψ(z2)|2
2Im(ψ(z1))Im(ψ(z2))
= 1 +
|z1 − z2|2
|cz1 + d|2|cz2 + d|2
|cz1 + d|2|cz2 + d|2
2Im(z1)Im(z2)
=
= 1 +
|z1 − z2|2
2Im(z1)Im(z2)
(2.53)
Recordemos ahora que, por la proposicio´n 2.4.12, dados z1, z2 ∈ H2, existe una transformacio´n isome´trica ψ ∈MoH2
tal que ψ(z1) = ip y ψ(z2) = iq con p, q > 0. Adema´s, por definicio´n, d(z1, z2) = d (ψ(z1), ψ(z2)) = d (ip, iq). Por
la proposicio´n 2.48, esta distancia es conocida: d(ip, iq) = ln
(
q
p
)
. Es decir, que
cosh (d(z1, z2)) = cosh (d (ψ(z1), ψ(z2))) = cosh (d(ip, iq)) =
q
p +
p
q
2
=
p2 + q2
2pq
=
= 1 +
|ip− iq|2
2pq
= 1 +
|ψ(z1)− ψ(z2)|2
2Im(ψ(z1))Im(ψ(z2))
(2.54)
Finalmente, por (2.53)
cosh(d(z1, z2)) = 1 +
|z1 − z2|2
2Im(z1)Im(z2)
como querı´amos. Adema´s, por ser equivalentes,
d(z1, z2) = ln
( |z1 − z¯2|+ |z1 − z2|
|z1 − z¯2| − |z1 − z2|
)
Bolas extrı´nsecas.
Dada una curva parametrizada como α(s) = α1(s) + iα2(s) ∈ H2 ∀s ∈ R, obtendremos las bolas extrı´nsecas de
radio R centradas en un punto O (DR(O)) como el conjunto de puntos de la curva tales que su distancia al punto es
menor o igual a este radio. Es decir,
d(O, α(s)) = log |α(s)− O¯|+ |α(s)−O||α(s)− O¯| − |α(s)−O| ≤ R
2.4.3 Bolas y esferas geode´sicas en el hiperbo´lico.
Dejamos ya el plano hiperbo´lico para tratar con otras dimensiones. Los conceptos de bola y esfera geode´sica habı´an
quedado definidos en el punto 2.1.4, y lo que vamos a ver ahora es co´mo calcular su volumen. Siguiendo [Gra04]
podemos afirmar que, si Bb,mr es la bola geode´sica de radio r en un ambiente con curvatura seccional constante igual
a b y dimensio´n m, y S0,mr es la esfera euclı´dea unitaria de dimensio´n m, entonces
V ol(Bb,mr ) = V ol(S
0,m−1
1 )
∫ r
0
(ϕb(t))
m−1dt (2.55)
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y el volumen de la esfera geode´sica viene dado por
d
dr
V ol(Bb,mr ) = V ol(S
b,m−1
r )
donde
ϕb(t) =

sin
√
bt√
b
si b > 0
t si b = 0
sinh
√−bt√−b si b < 0
(2.56)
En el caso hiperbo´lico, b = −1, calculamos el volumen de una bola geode´sica de dimensio´n 2 y radio r como
V ol(B−1,2r ) = 2pi
∫ r
0
sinh(t)dt = 2pi (cosh(r)− 1) (2.57)
Y derivando obtenemos el volumen de la esfera geode´sica de radio r:
d
dr
V ol(B−1,2r ) = V ol(S
−1,1
r ) = 2pi sinh(r)
￿1.0 ￿0.5 0.0 0.5 1.0
0.5
1.0
1.5
2.0
2.5
Figure 2.6: Bolas me´tricas en el semiplano de Poincare´ de radios R = 0.01, 0.05, 0.1, 0.5, 1 y 2 centradas en O =
(0, 1).
Con esta hemos visto todas las propiedades que necesitaremos en los dos apartados de ca´lculos, el primero para obtener
la parametrizacio´n de la familia de catenoides, y el segundo para estudiar la desigualdad de Chern-Osserman sobre las
superficies.
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Capı´tulo 3
Catenoides esfe´ricos en el espacio
hiperbo´lico.
3.1 Los catenoides esfe´ricos.
Es bien sabido que los catenoides son hipersuperficies de rotacio´n minimales y completas en R3 y, por su simpli-
cidad, se utilizan muchas veces como modelo o ejemplo, pero cuando buscamos una superficie ana´loga en el espa-
cio hiperbo´lico, la cosa se complica. Estudiamos la representacio´n de Enneper-Weierstrass ( [Oss86], [Pre10]) y la
representacio´n de Bryant ([RS98], [UY93]), y encontramos que podemos trasladar los catenoides de R3 en H3. Sin
embargo, estas dos te´cnicas so´lo son va´lidas para superficies con curvatura media constante c (los llamados CMC−c)
inmersas en una variedad con curvatura −c2. El resultado en el hiperbo´lico son, en consecuencia, los conocidos como
catenoid cousins, una familia de hipersuperficies con curvatura media constante igual a 1 (CMC − 1). Ma´s recien-
temente ( [Kok97]) se han desarrollado te´cnicas similares a la de Weierstrass para representar superficies minimales
en el hiperbo´lico, pero su comprensio´n queda fuera del alcance de este trabajo. En nuestra bu´squeda de una superficie
minimal de revolucio´n enH3 encontramos los Catenoides Esfe´ricos, de manera aislada en [Mor81] y [BSE10] o como
parte de una familia de superficies minimales de revolucio´n junto con los catenoides hiperbo´licos y los parabo´licos en
[dCD83].
Lo que vamos a hacer en este capı´tulo es reproducir y explicar la obtencio´n del catenoide esfe´rico en el espacio
de Minkowski siguiendo el procedimiento descrito por Mori en [Mor81]: definiremos una curva generatriz en un
plano de H3, la rotaremos y buscaremos la expresio´n de su curvatura media; impondremos la minimalidad y con ello
completaremos la parametrizacio´n buscada. Finalmente demostraremos que la superficie obtenida es equivalente a las
expuestas en los otros dos artı´culos.
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Figure 3.1: Catenoide en R3 y catenoid cousins en H3.
3.2 Superficies de revolucio´n en el espacio de Minkowski.
Recordemos que el espacio-tiempo de Minkowski es el espacio semieuclı´deo R41 que se obtiene al dotar al conjunto
R4 de una me´trica lorentziana:
R41 :=
(
R4, g1
)
siendo g1 = −dx1 ⊗ dx1 +
4∑
i=2
dxi ⊗ dxi (3.1)
Dados dos vectores v, w ∈ R4, representaremos el producto g1(v, w) como 〈v, w〉1. Podemos definir el espacio
hiperbo´lico H3 como la hipersuperficie de R41 simplemente conexa tal que
H3 =
{
x ∈ R41 : 〈x, x〉1 = −1, x1 > 0
}
con la me´trica riemanniana g1|H3 . Consideremos una curva diferenciable Γ inmersa en R41 como
γ : R→ R41
s→ γ(s) = (x(s), y(s), z(s), 0)
(3.2)
Para que este´ contenida en H3 y parametrizada por su longitud de arco necesitamos que cumpla:
−x(s)2 + y(s)2 + z(s)2 = −1, x(s) ≥ 1 (3.3)
y
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−x′(s)2 + y′(s)2 + z′(s)2 = 1 (3.4)
respectivamente, donde se ha utilizado la me´trica g1 definida en (3.1). Por otra parte, la transformacio´n dada por
Rθ =

1 0 0 0
0 1 0 0
0 0 cos θ − sin θ
0 0 sin θ cos θ

transforma isome´tricamente a H3 ⊂ R41 dejando fijo el plano {x1, x2, 0, 0}. En concreto Rθ es una rotacio´n, de
manera que al aplica´rsela a la curva Γ obtenemos una superficie de revolucio´n Σ ↪→ R41. La funcio´n resultante,
f(s, θ) = Rθ · γ(s), nos da la inmersio´n:
f : R× [0, 2pi]→ H3 ⊂ R41
(s, θ)→ f(s, θ) = (x(s), y(s), z(s) cos(θ), z(s) sin θ) ; s ∈ R, 0 ≤ θ ≤ 2pi
(3.5)
de manera que Σ := f(R× [0, 2pi)) y donde, por regularidad de la superficie, asumimos que z > 0.
Lo que vamos a hacer ahora es calcular la Primera y Segunda Formas Fundamentales de esta inmersio´n.
Me´trica.
La me´trica que heredara´ la superficie de R41 la calcularemos mediante los coeficientes de su primera forma fundamen-
tal. Dados dos vectores { ∂∂s , ∂∂θ}p ∈ TpΣ del fibrado tangente de Σ en el punto p, y dada la inmersio´n f : Σ ↪→ R41,
calculamos el push-forward de los vectores (su inmersio´n en R41 mediante la inmersio´n f , lo que denotamos como f∗)
como f∗
(
∂
∂s
)
= ∂f∂s = fs(s, θ) y f∗
(
∂
∂θ
)
= ∂f∂θ = fθ(s, θ). Para ello, denotamos {fs(s, θ), fθ(s, θ)} una base del
tangente Tf(s,θ)Σ con:
fs(s, θ) := (x
′(s), y′(x), z′(s) cos(θ), z′(s) sin θ)
fθ(s, θ) := (0, 0,−z(s) sin(θ), z(s) cos(θ))
(3.6)
Con esta base y la me´trica en R41 es directo calcular los coeficientes de la primera forma fundamental (IFF):
gss = 〈fs, fs〉1 = −x′(s)2 + y′(s)2 + z′(s)2 = 1
gsθ = gθs = 〈fs, fθ〉)1 = 0
gθθ = 〈fθ, fθ〉1 = z2
(3.7)
Vector normal unitario.
Sea µ : Σ→ TH3 un campo vectorial unitario definido como:
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µ(s, θ) :=

y′(s)z(s)− y(s)z′(s)
x′(s)z(s)− x(s)z′(s)
(x(s)y′(s)− x′(s)y(s)) cos θ
(x(s)y′(s)− x′(s)y(s)) sin θ
 (3.8)
Se puede comprobar que µ es un campo vectorial normal a Σ:
〈fs(s, θ), µ(s, θ)〉1 = −x′(y′z − yz′) + y′(x′z − xz′) + z′(xy′ − x′y) = 0
〈fθ(s, θ), µ(s, θ)〉1 = −z(xy′ − x′y) sin θ cos θ + z(xy′ − x′y) sin θ cos θ = 0
Nota 3.2.1. Adema´s se puede comprobar fa´cilmente que 〈f(s, θ), µ(s, θ)〉1 = −x(y′z−yz′)+yx′z−xz′)+z(xy′−
x′y) = 0.
Segunda Forma Fundamental.
Denotemos ∇ la derivada covariante con respecto a la me´trica g1 en R41, ∇H la derivada covariante con respecto a la
me´trica inducida en H3 y ∇Σ la derivada covariante sobre la superficie Σ. Dado un punto x ∈ H3, llamamos ν(x)
al vector de posicio´n de x respecto al origen de R41, que es un campo de vectores normales a H3 en R41. Dados dos
campos vectoriales X,Y ∈ TΣ, denotamos por B(X,Y ) la segunda forma fundamental de Σ ↪→ R41 con respecto a
los campos X,Y . Entonces,
Proposicion 3.2.2. Considerando que Σ esta´ localmente embebida en H3 en el sentido dado por las notas 2.2.7 y
2.2.8, tenemos:
∇HXY = ∇ΣXY + 〈B(X,Y ), µ〉µ (3.9)
∇HXη = −Sµ(X) (3.10)
∇XY = ∇HXY + 〈X,Y 〉ν (3.11)
dondeX,Y ∈ TΣ y Sµ es un campo tensorial tipo (1,1) en Σ correspondiente a µ tal que 〈Sµ(X), Y 〉 = 〈B(X,Y ), µ〉 =
H(X,Y ) (Aplicacio´n de Weingarten).
Demostracio´n. Es directo ver que 3.9 y 3.10 son las ecuaciones de Gauss y de Weingarten. Para la ecuacio´n 3.11,
multiplicando la parte izquierda por el vector posicio´n tenemos:
〈∇XY, ν(x)〉1 = X · g1〈Y, ν(x)〉1 − 〈Y,Xν(x)〉1 = −〈Y,Xx〉1 = −〈Y,X〉1
Donde hemos utilizado la propiedad: Xx ≡ X (cfr. [KN96]). Si ahora aplicamos el mismo producto en la parte
derecha de 3.11 tenemos:
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〈∇HXY, ν(x)〉1 + 〈X,Y 〉1〈ν(x), ν(x)〉1 = 〈X,Y 〉1〈ν(x), ν(x)〉1
= 〈X,Y 〉1(−1) = −〈X,Y 〉1
De donde se ve que podemos escribir la componente normal de ∇XY como −〈X,Y 〉ν. Recordemos ahora que los
sı´mbolos de Christoffel se pueden calcular como
Γkij =
1
2
{
∂
∂xi
gmj +
∂
∂xj
gim − ∂
∂xm
gij
}
gkm (3.12)
Pero la me´trica en R41, al igual que en H3, tiene coeficientes constantes, por lo que todos los sı´mbolos se anulara´n.
Como consecuencia, cuando consideremos R41 como variedad ambiente de la superficie, tendremos que
∇∂xi∂xj =
∑
k
Γkij∂xk ≡ 0 ∀i, j, k = 1, ..., 4 (3.13)
(y lo mismo sucedera´ con H3 en el modelo de Lorentz: ∇H∂xi∂xj =
∑
k Γ
k
ij∂xk ≡ 0 ∀i, j, k).
Ya estamos en condiciones de calcular la Segunda Forma Fundamental de la inmersio´n. Explicaremos la primera
componente y el resto de obtendra´ de forma ana´loga.
Proposicion 3.2.3.
‖BΣ(fs, fs)‖ = 〈ν,∇fsfs〉1 (3.14)
Demostracio´n. Por la propiedad 2.18 de la aplicacio´n de Weingarten podemos afirmar que:
‖BΣ(fs, fs)‖ = 〈BΣ(fs, fs), µ〉1 = 〈Sµ(fs), fs〉1
Por 3.10,
〈Sµ(fs), fs〉1 = −〈∇Hfsµ, fs〉1
y por 3.11,
= −〈∇fsν − 〈fs, ν〉1ν, fs〉1 = −〈∇fsν, fs〉1 + 〈fs, µ〉1〈µ, fs〉1 = −〈∇fsν, fs〉1 =
= −fs〈ν, fs〉1 + 〈ν,∇fsfs〉1 = 〈ν,∇fsfs〉1
Calcularemos la componente utilizando esta propiedad. Si la desarrollamos, denotando como x′i a las derivadas de xi
con respecto de s, tenemos,
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∇fsfs = ∇fs (x′∂x1 + y′∂x2 + z′ cos θ∂x3 + z′ sin θ∂x4) =
= x′′∂x1 + x
′∇fs∂x1 + y′′∂x2 + y′∇fs∂x2+
+ z′′ cos θ∂x3 + z
′ cos θ∇fs∂x3 + z′′ sin θ∂x4 + z′ sin θ∇fs∂x4 =
= x′′∂x1 + y
′′∂x2 + z
′′ cos θ∂x3 + z
′′ sin θ∂x4+
+ x′∇fs∂x1 + y′∇fs∂x2 + z′ cos θ∇fs∂x3 + z′ sin θ∇fs∂x4
(3.15)
Por 3.13 tenemos que
∇fs∂xi = x′∇∂x1∂xi + y′∇∂x2∂xi + z′ cos θ∇∂x3∂xi + z′ sin θ∇∂x4∂xi ≡ 0
Sustituyendo en 3.15 tenemos:
∇fsfs = (x′′, y′′, z′′ cos θ, z′′ sin θ) (3.16)
de manera que
〈µ,∇fsfs〉1 = 〈(y′z − yz′, x′z − xz′, (xy′ − x′y) cos θ, (xy′ − x′y) sin θ), (x′′, y′′, z′′ cos θ, z′′ sin θ)〉1
= −x′′(y′z − yz′) + y′′(x′z − xz′) + z′′(xy′ − x′y)
y (3.14) queda:
‖BΣ(fs, fs)‖ = −x′′(y′z − yz′) + y′′(x′z − xz′) + z′′(xy′ − x′y) (3.17)
El resto de coeficientes se obtienen de la misma manera:
‖BΣ(fθ, fθ)‖ = 〈BΣ(fθ, fθ), µ〉1 = 〈Sµ(fθ), fθ〉1 = −z(xy′ − x′y) (3.18)
‖BΣ(fs, fθ)‖ = ‖BΣ(fθ, fs)‖ = 〈BΣ(fθ, fs), µ〉1 = 〈Sµ(fθ), fs〉1 = 0 (3.19)
Curvatura Media.
Siguiendo la definicio´n de curvatura media dada en (2.24) tenemos que
H =
1
2
tr (Sη)
Calculamos la traza de Sη como
tr(Sη) = 〈Sη(fs), fs〉1 1‖fs‖2 + 〈Sη(fθ), fθ〉1
1
‖fθ‖2 =
‖BΣ(fs, fs)‖
‖fs‖2 +
‖BΣ(fθ, fθ)‖
‖fθ‖2
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para lo que utilizaremos 3.17 y 3.18:
tr(Sη) =
‖BΣ(fs, fs)‖
‖fs‖2 +
‖BΣ(fθ, fθ)‖
‖fθ‖2 =
= −x′′(y′z − yz′) + y′′(x′z − xz′) + z′′(xy′ − x′y)− z(xy′ − x′y) 1
z2
=
= −x′′(y′z − yz′) + y′′(x′z − xz′) + z′′(xy′ − x′y)− 1
z
(xy′ − x′y)
De donde la curvatura media puede expresarse como,
H =
1
2
(
−x′′(y′z − yz′) + y′′(x′z − xz′) + z′′(xy′ − x′y)− 1
z
(xy′ − x′y)
)
(3.20)
Si queremos que la superficie sea minimal la curvatura media ha de ser nula, lo que nos lleva a la siguiente expresio´n:
z2(x′y′′ − x′′y′)− zz′(xy′′ − x′′y) + (xy′ − x′y)(zz′′ − 1) = 0 (3.21)
Esta es la ecuacio´n a partir de la cual obtendremos la parametrizacio´n de la familia de superficies minimales de
revolucio´n.
3.3 Superficies minimales de revolucio´n en H3
Vamos a ver ahora que´ deben cumplir las funciones x(s), y(s), z(s) para que la superficie de revolucio´n Σ :=
f (R× [0, 2pi)) definida en (3.5) sea minimal. Para ello estudiaremos antes otras dos ecuaciones, la (3.3) y la 3.4), del
apartado anterior, que garantizan ciertas propiedades de la generatriz. En primer lugar, para que la curva generatriz
pertenezca efectivamente aH3, debera´ satisfacer la ecuacio´n (3.3). Es fa´cil comprobar que esto se consigue definiendo
x(s), y(s) como
x(s) = (1 + z2(s))1/2 cosh(φ(s)); y(s) = (1 + z2(s))1/2 sinh(φ(s)) (3.22)
ya que al sustituir en (3.3):
−x2 + y2 + z2 = −(1 + z2) cosh2(φ) + (1 + z2) sinh2(φ) + z2 =
= (1 + z2)(sinh2(φ)− cosh2(φ)) + z2 = −(1 + z2) + z2 = −1
En segundo lugar, para tener una curva generatriz parametrizada por longitud de arco, se debe satisfacer la ecuacio´n
(3.4). Lo que vamos a hacer es derivar los te´rminos y dejarlos en funcio´n de z(s) de acuerdo con (3.22):
x′ =
zz′
(1 + z2)1/2
· cosh(φ) + (1 + z2) sinh(φ) · φ′
x′2 =
z2z′2
(1 + z2)
· cosh2(φ) + (1 + z2)2 sinh2(φ) · φ′2
+ 2 · zz
′
(1 + z2)1/2
· (1 + z2) · cosh(φ) · sinh(φ) · φ′
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y′ =
zz′
(1 + z2)1/2
· sinh(φ) + (1 + z2) cosh(φ) · φ′
y′2 =
z2z′2
(1 + z2)
· sinh2 φ+ (1 + z2)2 cosh2(φ) · φ′2
+ 2 · zz
′
(1 + z2)1/2
· (1 + z2) · sinh(φ) · cosh(φ) · φ′
Sustituyendo en (3.4) tenemos:
−x′2 + y′2 + z′2 = − z
2z′2
(1 + z2)
+ (1 + z2) · φ′2 + z′2
que tiene que ser igual a uno, es decir:
− z
2z′2
1 + z2
+ (1 + z2) · φ′2 + z′2 = 1
Esto nos determinara´ la expresio´n de φ(s) en funcio´n de z(s):
φ′2 =
z2z′2
(1 + z2)2
− z
′2
1 + z2
+
1
1 + z2
=
z2z′2 − z′2(1 + z2) + 1 + z2
(1 + z2)2
=
1 + z2 − z′2
(1 + z2)2
Por tanto:
φ(s) = 
∫ s
0
√
1 + z2(t)− z′2(t)
1 + z2(t)
dt (3.23)
Donde  = ±1 y asumiremos, sin pe´rdida de generalidad,  = 1.
La funcio´n z(s)
Ahora ya lo tenemos todo en funcio´n de z(s). Para garantizar que la superficie generada sera´ minimal, sus te´rminos
debera´n satisfacer la ecuacio´n (3.21) de minimalidad. Lo que haremos es expresar en funcio´n de z(s) y sus derivadas
cada uno de los te´rminos de la ecuacio´n. Utilizando ca´lculos previos sabemos que
x · y′ = (1 + z2)1/2 · cosh(φ) ·
(
zz′
(1 + z2)1/2
· sinh(φ) + (1 + z2) cosh(φ) · φ′
)
x′ · y = (1 + z2)1/2 · sinh(φ) ·
(
zz′
(1 + z2)1/2
· cosh(φ) + (1 + z2) sinh(φ) · φ′
)
y restando:
x · y′ − x′ · y = (1 + z2) · φ′ (3.24)
tenemos la primera expresio´n necesaria:
x · y′ − x′ · y =
√
1 + z2 − z′2 (3.25)
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Derivando a ambos lados tenemos la segunda expresio´n necesaria:
xy′′ − x′′y = zz
′ − z′z′′
(1 + z2 − z′2)1/2 (3.26)
Por otra parte, derivando (3.3) una vez, tenemos xx′ − yy′ = zz′, y derivando otra vez tenemos que
x′x′ + xx′′ − y′y′ − yy′′ = z′z′ + zz′′
Como x′2 − y′2 − z′2 = −1, entonces:
xx′′ − yy′′ = zz′′ + 1 (3.27)
Derivando ahora (3.4) tenemos:
x′x′′ − y′y′′ = z′z′′ (3.28)
Despejando e igualando la x′′ en (3.27) y (3.28) tenemos:
x′′ =
z′z′′ + y′y′′
x′
=
zz′′ + yy′′ + 1
x
y sacando factor comu´n la y′′:
y′′
(
y′
x′
− y
x
)
=
zz′′
x
+
1
x
− z
′z′′
x′
Dejando un denominador de xx′ a ambos lados queda:
y′′(xy′ − x′y)
xx′
=
x′(1 + zz′′)− xz′z′′
xx′
es decir,
y′′ =
x′(1 + zz′′)− xz′z′′
xy′ − x′y (3.29)
De la misma manera, despejamos e igualamos y′′ de (3.27) y (3.28):
y′′ =
x′x′′ − z′z′′
y′
=
xx′′ − zz′′ − 1
y
Igualamos y tachamos denominadores:
x′x′′y − z′z′′y = xx′′y′ − zz′′y′ − y′
y sacamos factor comu´n la x′′:
x′′(x′y − xy′) = −zz′′y′ − y′ + z′z′′y = −y′(1 + zz′′) + z′′z′y
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de donde obtenemos:
x′′ =
y′(1 + zz′′)− z′z′′y
x′y − xy′ (3.30)
Multiplicando (3.29) por x′ y (3.30) por y′, y sustituyendo (3.26), tenemos
x′y′′ = x′
x′(1 + zz′′)− xz′z′′
(xy′ − x′y) =
x′2(1 + zz′′)− xx′z′z′′
(1 + z2 − z′2)1/2
y′x′′ = y′
y′(1 + zz′′)− z′z′′y
(xy′ − x′y) =
y′2(1 + zz′′)− z′z′′yy′
(1 + z2 − z′2)1/2
Finalmente, resta´ndolas,
x′y′′ − x′′y′ = x
′2(1 + zz′′)− xx′z′z′′ − y′2(1 + zz′′)− z′z′′yy′
(1 + z2 − z′2)1/2
=
(x′2 − y′2) + zz′′(x′2 − y′2) + z′z′′(yy′ − xx′)
(1 + z2 − z′2)1/2
=
(z′2 − 1) + zz′′(z′2 − 1) + z′z′′(−zz′)
(1 + z2 − z′2)1/2
=
(z′2 − 1)(1 + zz′′)− zz′2z′′
(1 + z2 − z′2)1/2 =
−1 + z′2 − zz′′
(1 + z2 − z′2)1/2
tenemos la u´ltima expresio´n buscada:
x′y′′ − x′′y′ = −1 + z
′2 − zz′′
(1 + z2 − z′2)1/2 (3.31)
Si sustituimos las expresiones (3.25), (3.26) y (3.31) en la ecuacio´n de la minimalidad 3.21 tenemos:
z2
z′2 − 1− zz′′
(1 + z2 − z′2)1/2 − zz
′ zz
′ − z′z′′
(1 + z2 − z′2)1/2 + (zz
′′ − 1)(1 + z2 − z′2)1/2 = 0
Eliminando el denominador:
z2(z′2 − 1− zz′′) + zz′(zz′ − z′z′′) + (zz′′ − 1)(1 + z2 − z′2) = 0
y reordenando,
zz′′ − 2z2 + z′2 − 1 = 0
Es decir, para que la superficie sea minimal, la funcio´n z(s) ha de cumplir
zz′′ + z′2 = 2z2 + 1 (3.32)
Considerando ahora que (z2)′ = 2zz′ y derivando: (z2)′′ = 2z′2 + 2zz′′ = 2(zz′′ + z′2) = 2(1 + 2z2) = 4z2 + 2,
podemos reducir la condicio´n de minimalidad de la superficie a:
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(z2(s))′′ = 4z2(s) + 2 (3.33)
Lo que tenemos es una ecuacio´n diferencial de orden 2. Para encontrar sus soluciones, vamos a definir una funcio´n
u(s) de manera que
u(s) = z(s)2 +
1
2
(3.34)
Es evidente que 4u = 4z2 + 2. Entonces, derivando una vez tenemos:
u′ = 2zz′
y derivando dos veces:
u′′ = 2(z′2 + zz′′)
Por (3.33), esto es equivalente a u′′ = 2(1 + 2z2) = 2 + 4z2 = 4u, es decir,
u(s)′′ = 4u(s) (3.35)
Esta ecuacio´n ya tiene soluciones fa´cilmente reconocibles, que sera´n de la forma:
u(s) = αe2s + βe−2s (3.36)
Ponie´ndolo en (3.31) obtendremos una expresio´n para la funcio´n z(s):
z(s) = (αe2s + βe−2s − 1
2
)1/2 (3.37)
Vamos ahora a dar condiciones iniciales para encontrar una solucio´n concreta. Siguiendo [Mor81] tomamos como
condicio´n inicial
u′(s0) = 0
Entonces,
2αe2s0 = 2βe−2s0
Si operamos vemos que esto implica
α
β
= e−2s0 · e−2s0 = e−4s0
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Tomando logaritmos vemos que log
(
α
β
)
= −4s0 es decir, s0 = 14 log
(
β
α
)
. En ese caso,
αe2s0 = αe
1
2
log
(
β
α
)
= α
(
β
α
)1/2
= (αβ)
1/2
Para que el interior de la raı´z en (3.37) sea positivo, necesitaremos que:
αe2s0 + βe−2s0 = 2αe2s0 = 2(αβ)1/2 >
1
2
Es decir, α y β son constantes positivas tales que αβ > 1/16. Adema´s, recordar que z > 0. Si ahora sustituimos el
para´metro s por otro nuevo s+ s0 podemos operar para simplificar:
αe2s+2s0 + βe−2s−2s0 = αe2se2s0 + βe−2se−2s0 = αe2s0(e2s + e−2s)
= (αβ)1/2(e2s + e−2s) =
b
2
(e2s + e−2s) = b cosh(2s)
(3.38)
donde b = 2
√
αβ > 12 . Por tanto la funcio´n z(s) queda:
z(s) = (b cosh(2s)− 1
2
)1/2; s ∈ R; b > 1
2
(3.39)
Para terminar sustituimos (3.39) en las expresiones de (3.22) para hallar el resto de componentes de la parametrizacio´n,
quedando:
x(s) = (b cosh(2s) +
1
2
)1/2 cosh(φ(s)) (3.40)
y(s) = (b cosh(2s) +
1
2
)1/2 sinh(φ(s)) (3.41)
φ(s) = (b2 − 1
4
)1/2
∫ s
0
(b · cosh(2t) + 1
2
)−1(b · cosh(2t)− 1
2
)−1/2dt (3.42)
Notar que al aparecernos el para´metro b, lo que tenemos es toda una familia de catenoides esfe´ricos que podemos
obtener, de manera continua, dando valores a b ∈ ( 12 ,+∞). De aquı´ en adelante denotaremos a estas parametriza-
ciones con su subı´ndice correspondiente:
fb(s, θ) = (xb(s), yb(s), zb(s) cos(θ), zb(s) sin(θ)) (3.43)
Es decir, dado un para´metro b ∈ ( 12 ,∞), las funciones
fb : R× [0, 2pi)→ H3
(s, θ)→ fb(s, θ) = (xb(s), yb(s), zb(s) cos θ, zb(s) sin(z))
es una familia de inmersiones isome´tricas. A Σb := fb (R, [0, 2pi)) se les llama Catenoides esfe´ricos y son una familia
de superficies de revolucio´n minimales y completas en H3.
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3.4 Expresio´n de la Primera y Segunda Formas Fundamentales de la in-
mersio´n.
Una vez conocida la parametrizacio´n podemos volver a las expresiones iniciales y dar una expresio´n a la Primera y
Segunda Formas Fundamentales de la familia de catenoides.
Me´trica
Sustituyendo en la expresio´n (3.7) para la primera forma fundamental tenemos
gss = 1
gsθ = 0
gθθ = b · cosh(2s)− 1
2
Densidad riemanniana de Volumen.
Calculamos la densidad riemanniana de volumen a partir de la me´trica:
dAΣ =
√
det(gΣ)dsdθ =
(
b · cosh(2s)− 1
2
)1/2
dsdθ (3.44)
Curvaturas principales.
Con las expresiones (3.17), (3.18) y (3.19) para los coeficientes de la IIFF podemos obtener las curvaturas principales.
Por una parte,
k1 =
‖B(fs, fs)‖
‖fs‖2 = −x
′′(y′z − yz′) + y′′(x′z − xz′) + z′′(xy′ − x′y)
y deja´ndolo en funcio´n de z(s):
k1 = −x′′(y′z − yz′) + y′′(x′z − xz′) + z′′(xy′ − x′y) = z(x′y′′ − x′′y′) + z′(x′′y − xy′′) + z′′(xy′ − x′y)
= z(
−1 + z′2 − zz′′
(1 + z2 − z′2)1/2 ) + z
′(
z′z′′ − zz′
(1 + z2 − z′2)1/2 ) + z
′′(1 + z2 − z′2)1/2
= [z(−1 + z′2 − zz′′) + z′(z′z′′ − zz′) + z′′(1 + z2 − z′2)] 1
(1 + z2 − z′2)1/2 =
z′′ − z
(1 + z2 − z′2)1/2
Por otra parte,
k2 =
‖B(fs, fs)‖
‖fs‖2 =
−z(xy′ − x′y)
z2
y de nuevo deja´ndolo en funcio´n de z(s):
k2 = − (xy
′ − x′y)
z
= − (1 + z
2 − z′2)1/2
z
Es decir,
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k1 =
z′′ − z
(1 + z2 − z′2)1/2
k2 = − (1 + z
2 − z′2)1/2
z
(3.45)
Sustituyendo la expresio´n de z(s) que encontramos en (3.39), en la ecuacio´n (3.45) comprobamos que las dos curvat-
uras son efectivamente iguales pero con distinto signo:
k1 =
( −1 + 4b2
(1− 2b · cosh(2s))2
)1/2
k2 = −
( −1 + 4b2
(1− 2b · cosh(2s))2
)1/2 (3.46)
Norma de la Segunda Forma Fundamental
En el punto 2.3.1 del capı´tulo de definiciones veı´amos que la norma de la Segunda Forma Fundamental (IIFF) de
una superficie P minimal inmersa en una variedad ambiente N puede ser expresada en funcio´n de sus curvaturas
principales. Aplica´ndolo a la superficie Σ ↪→ H3, tenemos,
‖BΣ‖2 =
(‖B(fs, fs)‖
‖fs‖2
)2
+
(‖B(fθ, fθ)‖
‖fθ‖2
)2
= k21 + k
2
2 (3.47)
Por tanto no hay ma´s que sustituir las expresiones de (5.5) en (5.6) para encontrar la norma de la IIFF:
‖BΣ‖2 = 2
(
b2 − 14
)(
b · cosh(2s)− 12
)2 (3.48)
Ahora que ya tenemos bien definida la inmersio´n, podemos estudiar en ella la desigualdad de Chern-Osserman.
3.5 Correspondencia con otras parametrizaciones.
3.5.1 Catenoides Esfe´ricos en el modelo del semiespacio superior UHM3.
Como habı´amos adelantado en la introduccio´n, la inmersio´n vista hasta ahora y propuesta por H. Mori en [Mor81],
no es la u´nica que podemos encontrar para esta familia de catenoides. En este caso, las superficies se encuentran
inmersas enH3 considerado a su vez como una hipersuperficie de R41. Por tanto, cabe esperar otra inmersio´n que lleve
los catenoides esfe´ricos a H3 simplemente. E´sta la encontramos en el artı´culo de Be´rard y Sa Earp ([BSE10]). Lo que
vamos a hacer es demostrar que, mediante algunas transformaciones, ambas inmersiones describen a la misma familia
de superficies. Para ello utilizaremos las transformaciones propuestas por Polthier en [Pol94].
Proposicion 3.5.1. Dado un para´metro a ∈ (0,∞), y una familia de inmersiones dada por
fa : R× [0, 2pi)→ H3
(s, θ)→ fa(s, θ) =
(
eΛa(s) tanh(ya(s)) cos(θ), e
Λa(s) tanh(ya(s)) sin(θ),
eΛa(s)
cosh(ya(s))
) (3.49)
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con
Λa(s) =
√
2 sinh(2a)
∫ s
0
(cosh(2a) · cosh(2τ)− 1)1/2(
cosh2(2a) · cosh2(2τ)− 1) dτ, (3.50)
y
ya(s) = a+
∫ s
0
cosh(2a) sinh(2τ)(
cosh2(2a) cosh2(2t)− 1)1/2 dτ, (3.51)
la superficie definida como Σa := fa (R× [0, 2pi)) en el modelo del semiespacio superior de H3, es equivalente a la
superficie definida como Σb := fb (R× [0, 2pi)) en el modelo de Lorentz, donde fb(s, θ) es una familia de inmersiones
que viene dada por
fb : R× [0, 2pi)→ H3 ⊂ R41
(s, θ)→ fb(s, θ) = (xb(s), yb(s), zb(s) cos(θ), zb(s) sin(θ))
(3.52)
siendo
zb(s) =
(
b · cosh(2s)− 1
2
)1/2
xb(s) =
(
b · cosh(2s) + 1
2
)1/2
sinh(φb(s))
yb(s) =
(
b · cosh(2s) + 1
2
)1/2
cosh(φb(s))
φb(s) = (b
2 − 1
4
)1/2
∫ s
0
(b cosh(2t) +
1
2
)−1(b cosh(2t)− 1
2
)−1/2dt.
(3.53)
y teniendo en cuenta que la relacio´n entre los para´metros a y b viene dado por
b =
1
2
cosh(2a) (3.54)
De hecho, la primera es un giro de la segunda.
Demostracio´n. De acuerdo con [Pol94], podemos transformar el modelo del semiespacio superior de dimensio´n n
(UHMn) en el modelo de Lorentz (LMn), y a la inversa, utilizando las siguientes expresiones:
LMn+1 → UHMn (x0, ..., xn)→ (x1,...,xn−1,1)x0−xn
UHMn → LMn+1 (y1, ..., yn)→ (1+|y|
2,2y1,...,2yn−1,|y|2−1)
2yn
Nosotros utilizaremos la transformacio´n, que denotaremos por T , del caso n = 3:
T : LM4 → UHM3 (x1, x2, x3, x4)→ (x2,x3,1)x1−x3
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Vamos a transformar la inmersio´n fb(s, θ) en el modelo LM4 en la inmersio´n fa(s, θ) en el UHM3. El giro comen-
tado supone cambiar el eje de rotacio´n (sin que esto afecte a la me´trica), y podemos hacerlo simplemente reordenando
los te´rminos de la expresio´n. Es e´ste giro el que permitira´ que la superficie obtenida enH3 sea claramente de rotacio´n:
fb(s, θ) = (xb(s), zb(s) cos(θ), zb(s) sin(θ), yb(s)) (3.55)
Una vez hecho esto, utilizamos la relacio´n descrita arriba para pasar al UHM4:
T (fb(s, θ)) =
(
zb(s) cos(θ)
xb(s)− yb(s) ,
zb(s) sin(θ)
xb(s)− yb(s) ,
1
xb(s)− yb(s)
)
(3.56)
Utilizando las expresiones en (3.53) tenemos que
zb(s) cos(θ)
xb(s)− yb(s) =
√
b · cosh(2s)− 12 cos(θ)√
b · cosh(2s) + 12 (sinh(φb(s))− cosh(φb(s)))
=
√
b · cosh(2s)− 12 cos(θ)√
b · cosh(2s) + 12 · e−φb(s)
zb(s) sin(θ)
xb(s)− yb(s) =
√
b · cosh(2s)− 12 sin(θ)√
b · cosh(2s) + 12 (sinh(φb(s))− cosh(φb(s)))
=
√
b · cosh(2s)− 12 sin(θ)√
b · cosh(2s) + 12 · e−φb(s)
y
1
xb(s)− yb(s) =
1√
b · cosh(2s) + 12 (sinh(φb(s))− cosh(φb(s)))
=
1√
b · cosh(2s) + 12 · e−φb(s)
Por lo que, sustituyendo en (3.56), tenemos que
T (fb(s, θ)) =
eφb(s)√b · cosh(2s)− 12
b · cosh(2s) + 12
cos(θ), eφb(s)
√
b · cosh(2s)− 12
b · cosh(2s) + 12
sin(θ),
eφb(s)√
b · cosh(2s) + 12
 (3.57)
El te´rmino φb(s) se puede transformar de la siguiente manera:
φb(s) =
(
b2 − 1
4
)1/2 ∫ s
0
1(
b · cosh(2τ) + 12
) (
b · cosh(2τ)− 12
)1/2 dτ =
=
(
b2 − 1
4
)1/2 ∫ s
0
(
b · cosh(2τ)− 12
)1/2(
b · cosh(2τ) + 12
) (
b · cosh(2τ)− 12
)dτ = (b2 − 1
4
)1/2 ∫ s
0
(
b · cosh(2τ)− 12
)1/2(
b2 · cosh2(2τ)− 14
) dτ =
=
(
b2 − 1
4
)1/2 ∫ s
0
(2b · cosh(2τ)− 1)1/2 1√
2(
4b2 · cosh2(2τ)− 1) 14 dτ =
(
b2 − 1
4
)1/2 ∫ s
0
(2b · cosh(2τ)− 1)1/2 2√2(
4b2 · cosh2(2τ)− 1) dτ =
=
(
4b2 − 1)1/2 2√2
2
∫ s
0
(2b · cosh(2τ)− 1)1/2(
4b2 · cosh2(2τ)− 1) dτ = √2 (4b2 − 1)1/2
∫ s
0
(2b · cosh(2τ)− 1)1/2(
4b2 · cosh2(2τ)− 1) dτ
Recordemo ahora que, por la expresio´n (3.54), b = 12 cosh(2a) y renombremos φb(s) a Λa(s). Entonces:
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φb(s) ≡ Λa(s) =
√
2 sinh(2a)
∫ s
0
(cosh(2a) · cosh(2τ)− 1)1/2(
cosh2(2a) · cosh2(2τ)− 1) dτ (3.58)
Por otra parte, podemos operar otro te´rmino en la expresio´n (3.56):
√
b · cosh(2s)− 12√
b · cosh(2s) + 12
=
√
1
2 cosh(2a) · cosh(2s)− 12√
1
2 cosh(2a) · cosh(2s) + 12
=
√
cosh(2a) · cosh(2s)− 1√
cosh(2a) · cosh(2s) + 1
Si ahora definimos un nuevo te´rmino ya(s) de manera que cosh(2ya(s)) = cosh(2a) cosh(2s), podemos sustituir
quedando
√
cosh(2a) · cosh(2s)− 1√
cosh(2a) · cosh(2s) + 1 =
√
cosh(2ya(s))− 1√
cosh(2ya(s)) + 1
Recordemos que para funciones hiperbo´licas, cosh(2x) = cosh2(x) + sinh2(x). Entonces
√
b · cosh(2s)− 12√
b · cosh(2s) + 12
=
√
2 sinh2(ya(s))√
2 cosh2(ya(s))
= tanh(ya(s)) (3.59)
Operando el u´ltimo te´rmino,
√
b · cosh(2s) + 1
2
=
√
1
2
cosh(2a) cosh(2s) +
1
2
=
√
1
2
cosh(2ya(s)) +
1
2
=
1√
2
√
cosh(2ya(s)) + 1 = cosh(ya(s))
(3.60)
Finalmente, sustituyendo (3.58), (3.59) y (3.60) en (3.56) tenemos:
fa(s, θ) =
(
eΛa(s) tanh(ya(s)) cos(θ), e
Λa(s) tanh(ya(s)) sin(θ),
eΛa(s)
cosh(ya(s))
)
(3.61)
Esta parametrizacio´n coincide con la propuesta por Be´rard y SaEarp en [BSE10] una vez la se reparametrizado por
longitud de arco.
3.5.2 Primera y Segunda Formas Fundamentales en el modelo del semiespacio superior.
Es fa´cil comprobar que, con esta nueva parametrizacio´n, tendremos otras expresiones para la Primera y Segunda For-
mas Fundamentales. Para no alargar innecesariamente este trabajo con ma´s ca´lculos, las enunciaremos directamente.
Proposicion 3.5.2. La familia de catenoides esfe´ricos Σa ↪→ H3 parametrizados como
fa(s, θ) =
(
eΛa(s)tanh(ya(s))cos(θ), e
Λa(s)tanh(ya(s))sin(θ),
eΛa(s)
cosh(ya(s))
)
(3.62)
donde
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Λa(s) =
√
2sinh(2a)
∫ s
0
(cosh(2a) · cosh(2τ)− 1)1/2
(cosh2(2a) · cosh2(2τ)− 1) dτ, (3.63)
y
ya(s) = a+
∫ s
0
cosh(2a)sinh(2τ)
(cosh2(2a)cosh2(2t)− 1)1/2
(3.64)
con θ ∈ [0, 2pi), s ∈ R y a > 0, tiene las siguientes propiedades geome´tricas:
Base del tangente:
fa,s(s, θ) =

eΛa(s) cos(θ)(tanh(ya(s))Λ
′
a(s) + sech(ya(s))
2(y′a(s))
eΛa(s) sin(θ(tanh(ya(s))Λ
′
a(s) + sech(ya(s))
2y′a(s))
eΛa(s)sech(ya(s))(Λ
′
a(s)− tanh(ya(s))y′a(s))
 (3.65)
fa,θ(s, θ) =

−eΛa(s) sin(θ)(tanh(ya(s))
eΛa(s) cos(θ)(tanh(ya(s))
0
 (3.66)
Me´trica:

gss = 〈fas , fas 〉1 = 1
gsθ = 〈fas , faθ 〉1 = 0
gθθ = 〈faθ , faθ 〉1 = sinh(ya(s))2
(3.67)
Densidad riemanniana de Volumen:
dA =
√
det(g)dsdθ = sinh(ya(s))dsdθ (3.68)
Vector Normal Unitario:
νa =

eΛa(s)sech(ya(s))(cosh(ya(s))Λ
′
a(s)− sinh(ya(s))y′a(s))cos(θ)
eΛa(s)sech(ya(s))
2(cosh(ya(s))Λ
′
a(s)− sinh(ya(s))y′a(s))sin(θ)
−eΛa(s)csch(ya(s))sech(ya(s))(sinh(ya(s))2Λ′a(s) + tanh(ya(s))y′a(s))
 (3.69)
Derivadas covariantes:
∇fa,θfa,θ =

−eΛa(s) tanh(ya(s)) cos(θ)
−eΛa(s) tanh(ya(s)) sin(θ)
eΛa(s) tanh(ya(s))
2 cosh(ya(s))}
 (3.70)
∇fa,sfa,s =
((∇fa,sfa,s)1 , (∇fa,sfa,s)2 , (∇fa,sfa,s)3) (3.71)
donde:
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(∇fa,sfa,s)1 =
− 1
2
eΛa(s) cos(θ)sech(ya(s))
2(Λ′a(s)(sinh(2ya(s))Λ
′
a(s) + 2y
′
a(s))− 2(cosh(2ya(s))Λ′a(s)y′a(s)+
cosh(ya(s)) sinh(ya(s))Λ
′′
a(s) + y
′′
a(s)))(∇fa,sfa,s)2 =
− eΛa(s) sin(θ)(tanh(ya(s))(Λ′a(s))2 − (1 + tanh(ya(s))2)Λ′a(s)y′a(s) + sech(ya(s))2 tanh(ya(s))(y′a(s))2+
sech(ya(s))
3y′a(s)(cosh(ya(s))Λ
′
a(s)− sinh(ya(s))− tanh(ya(s))Λ′′a(s)− sech(ya(s))2y′′a(s)(∇fa,sfa,s)3 =
eΛa(s)sech(ya(s))
2(cosh(ya(s)) sinh(ya(s))
2(Λ′a(s))
2 + 2 sinh(ya(s))Λ
′
a(s)y
′
a(s) + cosh(ya(s))Λ
′′
a(s)−
sinh(ya(s))y
′′
a(s))
Curvaturas Principales:
ka,1 = − cosh(ya(s))2 sinh(ya(s))(Λ′a(s))3 − cosh(ya(s))y′a(s)Λ′′a(s) + Λ′a(s)(−2 sinh(ya(s))(y′a(s))2 + cosh(ya(s))y′′a(s))
ka,2 = − cosh(ya(s)) coth(ya(s))Λ′a(s)
(3.72)
Norma de la Segunda Forma Fundamental:
‖BΣa‖2 = 2 (cosh(ya(s)) coth(ya(s))Λ′a(s))2 (3.73)
Nota 3.5.3. Es fa´cil ver que la superficie Σa ↪→ H3 es una superficie de rotacio´n. Si definimos una curva Γa := γa(s),
donde γa(s) es la inmersio´n dada por
γa(s) : R→ H2
s→ γa(s) =
(
eΛa(s) tanh(ya(s)),
eΛa(s)
cosh(ya(s))
) (3.74)
podemos describir la inmersio´n de la superficie como
fa(s, θ) = R(θ) · γa(s)
dondeR(θ) es la rotacio´n definida en el UHM3 y dada por
R(θ) =

cos θ − sin θ 0
sin θ cos θ 0
0 0 1

que, como ya habı´amos visto en la Nota 2.4.8, es una transformacio´n isome´trica.
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3.5.3 Otros Catenoides Esfe´ricos en R41.
Las dos parametrizaciones estudiadas, procedentes de dos artı´culos distintos, consideran los Catenoides Esfe´ricos
como superficies aisladas. Sin embargo, encontramos un artı´culo de doCarmo y Dacjzer ([dCD83]) en el que se
obtenienen tres familias de superficies minimales de rotacio´n en el espacio de Minkowski: los Catenoides Esfe´ricos,
los Hiperbo´licos y los Parabo´licos. En e´ste, los Catenoides Esfe´ricos vienen parametrizados por la expresio´n
f(t, s) = (x1(s)ϕ1(t), x1(s)ϕ2(t), x3(s), x4(s))
ϕ21(t) + ϕ
2
2(t) = 1
(3.75)
representando la hipersuperficie esfe´rica de revolucio´n de H3 ⊂ R41 generada por una curva {x1(s), 0, x3(s), x4(s)}.
Si adema´s tenemos en cuenta que
x3(s) =
(
1 + x21(s)
)1/2
sinh(φ(s))
x4(s) =
(
1 + x21(s)
)1/2
cosh(φ(s))
φ(s) =
∫ s
0
(
1 + x21(s)− x˙21(s)
)1/2
1 + x21(s)
dσ
es fa´cil comprobar que esta parametrizacio´n es igual a la de [Mor81] sin ma´s que considerar que z(s) = x1(s), y(s) =
x3(s), x(s) = x4(s), con x1(s) =
(
a cosh(2s)− 12
)1/2
.
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Capı´tulo 4
La desigualdad de Chern-Osserman en el
hiperbo´lico.
Como ya adelanta´bamos en la introduccio´n, en este capı´tulo vamos a estudiar, a trave´s del ejemplo de los Catenoides
Esfe´ricos, co´mo cambian los te´rminos de la desigualdad de Chern-Osserman cuando la subvariedad objeto de estudio
se encuentra inmersa en el espacio hiperbo´lico. Recordemos que, dada P una superficie minimal completa y orientada
inmersa en Hn, BP la Segunda Forma Fundamental de la inmersio´n, r la distancia en Hn desde un punto fijo y
DR = {x ∈ P : r(x) < R} las bolas extrı´nsecas de radio R de la superficie, si
∫
P
‖BP ‖2dA <∞, entonces
−χ(P ) ≤ 1
4pi
∫
P
‖BP ‖2dA− sup V ol(DR)
2pi(cosh(t)− 1) (4.1)
donde χ(P ) es la caracterı´stica de Euler de P .
Esta es la desigualdad de Chern-Osserman en el hiperbo´lico, de la que vamos a calcular sus tres te´rminos aplicados
a la familia de Catenoides Esfe´ricos: la caracterı´stica de Euler-Poincare´, la Integral del cuadrado de la Norma de la
Segunda Forma Fundamental de la inmersio´n y el Crecimiento del Volumen de las bolas extrı´nsecas de la familia de
superficies. En cada caso, compararemos con lo que sucede cuando la variedad ambiente es el espacio euclı´deo.
4.1 Caracterı´stica de Euler-Poincare´.
Los catenoides esfe´ricos son superficies orientables no compactas con topologı´a finita, en concreto con dos finales
(K = 2), y de ge´nero nulo (g = 0). Entonces, calculamos su caracterı´stica de Euler con la expresio´n (2.35):
χ(Σ) = 2− 2g −K = 2− 2 · 0− 2 = 0
Esta propiedad es independiente de la inmersio´n, por lo que permanece invariable.
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4.2 Integral del cuadrado de la Norma de la Segunda Forma Fundamental.
A partir de la expresio´n (3.73) para el cuadrado de la norma y la expresio´n (3.68) para la densidad riemanniana de
volumen, ambas en la parametrizacio´n fa(s, θ) dada por la fo´rmula (3.62), calculamos la Integral de la Norma como
1
4pi
∫
Σa
‖BΣa‖2dA = 1
4pi
∫
Σa
2 (cosh(ya(s)) coth(ya(s))Λa(s)
′)2 · sinh(ya(s))dsdθ =
=
1
2pi
∫ 2pi
0
∫ ∞
−∞
cosh4(ya(s))
sinh(ya(s))
(Λa(s)
′)2ds =
∫ ∞
−∞
cosh4(ya(s))
sinh(ya(s))
(Λa(s)
′)2ds
Es decir
1
4pi
∫
Σa
‖BΣa‖2dA = 2
∫ ∞
0
cosh4(ya(s))
sinh(ya(s))
(Λa(s)
′)2ds (4.2)
La expresio´n equivalente, correspondiente a la parametrizacio´n propuesta por H. Mori la habı´amos obtenido ya (ver
ecuacio´n (3.48)):
1
4pi
∫
Σb
‖BΣ‖2dAΣ = 1
4pi
∫ 2pi
0
∫ ∞
−∞
2
(
b2 − 14
)(
b · cosh(2s)− 12
)3/2 dsdθ
=
∫ ∞
−∞
(
b2 − 14
)(
b · cosh(2s)− 12
)3/2 ds
Es decir,
1
4pi
∫
Σb
‖BΣ‖2dAΣ =
∫ ∞
−∞
(
b2 − 14
)(
b · cosh(2s)− 12
)3/2 ds (4.3)
de la cual podemos obtener una expresio´n con Mathematica aunque poco manejable:
1
4pi
∫
Σb
‖BΣb‖2dAΣb =
(
i(−1 + 2b)
√
−1+2b·cosh(2s)
−1+2b E
(
is, 4b−1+2b
)
+ 2b · sinh(2s)
)
√
− 12 + b · cosh(2s)
donde la funcio´n E(φ,m) = E(φ|m) es una integral elı´ptica de segundo tipo, que se define como E(φ|m) =∫ φ
0
√
1−m2 sin2 θdθ con φ ∈ (−pi2 , pi2 ). En cualquier caso, los me´todos de resolucio´n de este tipo de integrales
quedan fuera del alcance de esta memoria, de manera que buscaremos otras formas de estudiar su valor.
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Figure 4.1: Integral de la norma utilizando la parametrizacio´n fa(s, θ) de Be´rard frente al para´metro a. Notar que, a
medida que a tiende a su valor mı´nimo, el valor de la integral tiende a 2, nu´mero de finales, y valor que tomarı´a en R3.
Por definicio´n, las ecuaciones (4.2) y (4.3) son equivalentes, y se puede comprobar nume´ricamente que esto es cierto.
Por tanto, en adelante, utilizaremos una u otra segu´n convenga en cada caso sin pe´rdida de generalidad.
La importancia de estudiar el valor de la Integral de la Norma reside en el hecho de que, en las superficies minimales
con curvatura total finita embebidas en R3, dicho valor esta´ cuantizado. Es ma´s, e´ste es igual al nu´mero de finales de
la superficie menos el valor de su caracterı´stica de Euler (ver [Oss86], cap. 9 para una explicacio´n ma´s detallada). Sin
embargo no se puede decir lo mismo en el espacio hiperbo´lico. De hecho podemos demostrar lo siguiente:
Proposicion 4.2.1. Sea Σb ↪→ H3 la familia de catenoides esfe´ricos inmersos en el espacio hiperbo´lico. Entonces,
(i) 14pi
∫
Σb
‖BΣb‖2dAΣb <∞
(ii) limb→∞ 14pi
∫
Σb
‖BΣb‖2dAΣb =∞
Demostracio´n. Dada la expresio´n 4.3 para la integral, podemos considerar una funcio´n
g(b, s) =
1(
b+ bs2 − 12
)3/2
de manera que
1(
b · cosh(2s)− 12
)3/2 ≤ 1(
b+ bs2 − 12
)3/2
para todo s y b ∈ R+ con b > 12 (ver [Seo11]). Esto es verdad porque, comparando las funciones g1(b, s) = (b+ bs2)
y g2(b, s) = b · cosh(2s), el valor mı´nimo de ambas es b (cuando s = 0) y, a partir de ahı´, la primera crece con una
pendiente de valor ∂g1(b,s)∂s = 2bs y la segunda con pendiente
∂g2(b,s)
∂s = 2b · sinh(2s), que es siempre mayor que la
primera. Entonces,
1
4pi
∫
Σb
‖BΣb‖2dAΣb =
∫ ∞
−∞
(
b2 − 14
)(
b · cosh(2s)− 12
)3/2 ds < ∫ ∞−∞
(
b2 − 14
)(
b+ b2 − 12
)3/2 ds <∞
demostrando el punto (i). Para el punto (ii) basta con comprobar que, en la expresio´n (4.3) para la integral de la norma,
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1
4pi
∫
Σb
‖BΣb‖2dAΣb =
∫ ∞
−∞
(
b2 − 14
)(
b · cosh(2s)− 12
)3/2 ds > ∫ ∞−∞
(
b2 − 14
)
(b · cosh(2s))3/2
ds =
b2 − 1/4
b3/2
∫ ∞
−∞
cosh(2s)−3/2ds = C
b2 − 1/4
b3/2
de manera que
lim
b→∞
1
4pi
∫
Σb
‖BΣb‖2dAΣb > lim
b→∞
C
b2 − 1/4
b3/2
=∞
Para demostrar la no cuantificacio´n de los valores de la integral de la norma, demostramos la siguiente proposicio´n:
Proposicion 4.2.2. En las condiciones descritas hasta ahora, dada la parametrizacio´n fb(s, θ), cuando b = 1 se
cumple que
1.90049 ≤ 1
4pi
∫
Σ1
‖BΣ1‖2dAΣ1 ≤ 1, 90051
Demostracio´n. Dado que no conocemos la expresio´n de la integral (no una manejable), vamos a aproximar su valor
utilizando la regla del recta´ngulo, que dice que
∫ b
a
f ′(x)dx ' f(a)(b − a). Dividiremos el intervalo de integracio´n
en n partes para conseguir un resultado ma´s exacto y, utilizando el teorema del valor medio, acotaremos el error. Esto
sera´ suficiente para demostrar la proposicio´n e incluso para dar valores bastante buenos a la integral, dado que e´sta no
tarda mucho en converger. Por comodidad, denotemos la integral definida en (4.2) como
1
4pi
∫
Σa
‖BΣb‖2dAΣb =
∫ ∞
−∞
b2 − 14(
b · cosh(2s)− 12
)3/2 ds = ∫ ∞−∞ Fb(s)ds (4.4)
Es fa´cil ver que Fb(s) es una funcio´n positiva y par de s. Entonces, haciendo un cambio de variable s→ s1−s podemos
cambiar los lı´mites de integracio´n a (0, 1) y renombrar:
∫ ∞
−∞
Fb(s)ds = 2
∫ 1
0
Fb
(
s
1− s
)
1
(1− s)2 ds = 2
∫ 1
0
Fb(s)ds
ComoFb(s) es continua y diferenciable en el intervalo (0, 1), podemos aplicar el teorema del valor medio. Segu´n e´ste,
dada una funcio´n f(x) y siendo (a, b) el intervalo en cuestio´n, existe un valor c ∈ (a, b) tal que f ′(c) = f(b)−f(a)b−a .
Esto es lo mismo que decir que, dado un valor c ∈ (a, x),
f ′(c)(x− a) = f(x)− f(a)
Integrando y tomando valores absolutos en ambos lados tenemos,
∫ b
a
f ′(c)(x− a)dx =
∫ b
a
(f(x)− f(a)) dx
es decir,
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f ′(c) · (b− a)
2
2
=
∫ b
a
f(x)dx− f(a)(b− a) (4.5)
De esto se deduce que, para algu´n valor c ∈ [a, b],
f(a)(b− a)− (b− a)
2
2
· |f ′(c)| ≤
∫ b
a
f(x)dx ≤ f(a)(b− a) + (b− a)
2
2
· |f ′(c)| (4.6)
Por lo que, de forma general, tenemos que:
∫ b
a
f(x)dx ∈
[
f(a)(b− a)− (b− a)
2
2
· max
a≤c≤b
|f ′(c)|, f(a)(b− a) + (b− a)
2
2
· max
a≤c≤b
|f ′(c)|
]
(4.7)
Volvamos ahora a nuestra integral. Dividiendo el intervalo de integracio´n (0, 1) en n subintervalos y denominando
cada uno de ellos como [αi, βi] con i = 1, ..., n, podemos reescribir la ecuacio´n anterior como:
∫ βi
αi
Fb(s)ds ∈
[
Fb(αi)(βi − αi)− (βi − αi)
2
2
· max
αi≤ς≤βi
|F ′b(ς)|,Fb(αi)(βi − αi) +
(βi − αi)2
2
· max
αi≤ς≤βi
|F ′b(ς)|
]
y teniendo en cuenta que αi − βi = 1n para todo i = 1, ..., n, y que, para el subintervalo i-e´simo, αi = i−1n , tenemos
que
∫ βi
αi
Fb(s)ds ∈
[
Fb( i− 1
n
) · 1
n
− 1
2n2
· max
αi≤ς≤βi
|F ′b(ς)|,Fb(
i− 1
n
) · 1
n
+
1
2n2
· max
αi≤ς≤βi
|F ′b(ς)|
]
(4.8)
De esta manera, al sumar los n subintervalos, tenemos:
n∑
i=1
Fb
(
i− 1
n
)
· 1
n
− 1
2n
· max
0≤s≤1
|F ′b(s)| ≤
∫ 1
0
Fb(s)ds ≤
n∑
i=1
Fb
(
i− 1
n
)
· 1
n
+
1
2n
· max
0≤s≤1
|F ′b(s)| (4.9)
Sustituyendo para el caso en el que b = 1 y tomando n = 106, tenemos que
1.90049 ≤ 2 ·
∫ 1
0
F1(s)ds ≤ 1.90051,
demostramos de esta manera que el valor de la Integral de la Norma no esta´ necesariamente cuantizado en el espacio
hiperbo´lico. (Notar que el valor absoluto ma´ximo de la derivada de la funcio´n se ha obtenido con la funcio´n MaxValue[
] de Mathematica, dado que su estimacio´n es sencilla y no presenta dudas.)
Nota 4.2.3. Siguiendo la forma de la gra´fica (Figure 4.1) intuimos que el mı´nimo de la Integral de la Norma se
encuentra en torno a a = 0.5 (b ' 0.7715), pero dando valores detectamos que en realidad se encuentra un poco ma´s
abajo. En concreto podemos decir que el mı´nimo se encuentra entre los valores a = 0.495 y a = 0.497.
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a = 0.494 1.874490 ≤ I.N. ≤ 0.874510
a = 0.495 1.874492 ≤ I.N. ≤ 1.874508
a = 0.4955 1.874490 ≤ I.N. ≤ 1.874508
a = 0.497 1.874492 ≤ I.N. ≤ 1.874508
a = 0.498 1.874500 ≤ I.N. ≤ 1.874510
a = 0.5 1.874508 ≤ I.N. ≤ 1.874524
Finalmente, destacaremos una propiedad que ya se aprecia en la Figura 4.1 de la Integral de la Norma en funcio´n de
su para´metro distintivo.
Proposicion 4.2.4. En las condiciones descritas hasta ahora, dada la parametrizacio´n fb(s, θ), cuando b → 12 se
cumple que
1
4pi
∫
Σ 1
2
‖BΣ 12 ‖2dAΣ 1
2
' 2 = K(Σ)
en concreto podemos asegurar que su valor se encuentra acotado como
1.9881 ≤ 1
4pi
∫
Σ 1
2
‖BΣ 12 ‖2dAΣ 1
2
≤ 2.0053
usando el me´todo nume´rico anterior con n = 106.
4.3 Crecimiento del Volumen de superficies minimales en R3 y en H3.
Lo que haremos en este apartado es deducir unas expresiones generales para el Crecimiento del Volumen en los 3-
espacios euclı´deo e hiperbo´lico. A continuacio´n, estudiaremos el caso concreto de la familia de Catenoides Esfe´ricos.
4.3.1 Crecimiento del Volumen.
Como anticipa´bamos ma´s arriba, el segundo de los elementos que componen la desigualdad de Chern-Osserman es
el Crecimiento del Volumen o volume growth, que determina el cociente entre el volumen de las bolas extrı´nsecas de
la subvariedad (V ol(Dt)) y el de las bolas me´tricas de dimensio´n 2 en una forma espacial K2(−c2) (V ol(B−c
2,2
t )).
Mientras en el espacio Euclı´deo el valor del crecimiento del volumen es independiente del punto en el que se centren
las bolas en cuestio´n, en el espacio hiperbo´lico encontramos casos en los que esto no sucede, como la familia de
catenoides esfe´ricos o el plano hiperbo´lico. En este apartado daremos una demostracio´n de ambos casos. Empecemos
con el euclı´deo.
Proposicion 4.3.1. Dada una superficie inmersa en Rn y dada una exhaustio´n por bolas extrı´nsecas {Dt}t>0 de la
misma centradas en el punto p, el valor del crecimiento del volumen definido como
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lim
t→∞
V ol(Dt(p))
V ol(B0,2t )
,
donde B0,2t son las bolas geode´sicas de dimensio´n 2 y radio t en R2, es independiente del punto p que se escoja como
centro de la exhaustio´n.
Demostracio´n. Sean Pm ↪→ Rn una inmersio´n y Dt(p) = P ∩ B0,nt (p) las bolas extrı´nsecas de Pm en Rn. Consid-
eremos dos exhaustiones de Pm por bolas extrı´nsecas, una centrada en el punto p1 y otra en el punto p2: {Dt(p1)}t>0
y {Ds(p2)}s>0 respectivamente. Si podemos demostrar que, para una funcio´n s(R) y un R suficientemente grandes,
Ds(R)(p2) ⊆ DR(p1) y Ds(R)(p1) ⊆ DR(p2), tendremos que {Ds(t)(p2)}t>R = {Dt(p1)}t>R. Es decir, que ambas
sera´n equivalentes.
Supongamos que existe el lı´mite
lim
R→∞
V ol(DR(p1))
V ol(B0,2R )
= k1 <∞
Entonces debe existir
lim
s(R)→∞
V ol(Ds(R)(p2))
V ol(B0,2s(R))
= k2
con k2 ≤ k1.
Sea R0 = dN (p1, p2). Entonces p2 ∈ ∂DR0(p1). De la misma manera, dado R > R0, p2 ∈ DR(p1). Definamos
s(R) = R − R0. Entonces, dado un punto x ∈ Ds(R)(p2), dN (x, p1) ≤ dN (x, p2) + dN (p2, p1) ≤ s(R) + R0 =
R−R0 +R0 = R. Es decir, x ∈ DR(p1).
Entonces:
k2 = lim
s(R)→∞
V ol(Ds(R)(p2))
V ol(B0,2s(R))
≤ lim
R→∞
V ol(DR(p1))
V ol(B0,2s(R))
= lim
R→∞
V ol(DR(p1))
V ol(B0,2R )
· V ol(B
0,2
R )
V ol(B0,2s(R))
donde adema´s ∃ limR→∞ V ol(DR(p1))V ol(B0,2R ) = k1 <∞ por hipo´tesis, por lo que podemos escribir
k2 ≤ k1 · V ol(B
0,2
R )
V ol(B0,2s(R))
So´lo falta demostrar que existe
lim
R→∞
V ol(B0,2R )
V ol(B0,2s(R))
= k <∞ (4.10)
Recordemos que, en una variedad con curvatura seccional constante c de dimensio´n m, calculamos el volumen de las
bolas me´tricas de radio R como
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V ol(Bc,mR ) = v0
∫ R
0
F ′c(t)
m−1dt (4.11)
Donde
v0 = V ol(S
0,m−1
1 ) (4.12)
y cuando c = 0, entonces F0(t) = t
2
2 ; es decir, F
′
0(t) = t en Rn. Retomando la ecuacio´n (4.10) y utilizando la
ecuacio´n (4.11), tenemos que, para el caso de R3
lim
R→∞
V ol(B0,2R )
V ol(B0,2R−R0)
= lim
R→∞
V ol(B0,2R )
′
V ol(B0,2R−R0)
′ = limR→∞
F ′0(R)
2−1
F ′b(R−R0)2−1
= lim
R→∞
R
(R−R0) = 1
Por tanto, en (4.10), k = 1 y
k2 ≤ k1 · 1 = k1 (4.13)
Sigamos el razonamiento inverso con p2 en el lugar de p1. Supongamos ahora que existe el lı´mite
lim
R→∞
V ol(DR(p2))
V ol(B0,2R )
= k2 <∞
Entonces, la pregunta es si existe el lı´mite
k1 = lim
s(R)→∞
V ol(Ds(R)(p1))
V ol(B0,2s(R))
≤ k2
Operando de la misma manera que antes llegamos a
k1 ≤ k2 lim
R→∞
V ol(BBR )
V ol(B0,2s(R))
= k2 · 1
es decir,
k1 ≤ k2 (4.14)
Considerando las expresiones (4.13) y (4.14) podemos concluir que k1 = k2.
Veamos ahora lo que sucede en el caso hiperbo´lico.
Proposicion 4.3.2. Dada una superficie inmersa en H3 y dada una exhaustio´n por bolas extrı´nsecas {Dt(p)}t>0 de
la misma centradas en el punto p, el valor del crecimiento del volumen definido como
lim
t→∞
V ol(Dt(p))
V ol(B−1,2t )
,
donde B−1,2t son las bolas me´tricas de dimensio´n 2 y radio t en H2, no es necesariamente independiente del punto p
que se escoja como centro de la exhaustio´n.
Page 74
CAPI´TULO 4. LA DESIGUALDAD DE CHERN-OSSERMAN EN EL HIPERBO´LICO. TFM V8.
Demostracio´n. Contraejemplo: El plano H2 ↪→ H3.
Figure 4.2: Interseccio´n de H2 con una bola B−1,2R ∈ H3 con centro alejado una distancia d del plano hiperbo´lico.
Por la ecuacio´n (2.38), la funcio´n crecimiento del volumen en el plano hiperbo´lico,H2, como subvariedad deH3 viene
dada por
f(t) :=
V ol(D2t )
V ol(B−1,2t )
=
V ol(H2 ∩B−1,3t )
V ol(B−1,2t )
donde V ol(D2t ) es el volumen de las bolas extrı´nsecas de radio t en el plano hiperbo´lico, y V ol(B
−1,2
t ) es el volumen
de las bolas geode´sicas de radio t y dimensio´n 2 en el ambiente. La bola extrı´nseca D2R es una bola geode´sica de H2
con un radio r que dependera´ de R y de la distancia d a la que se encuentre su centro. Por el teorema de coseno (ver
[Rat06]) en el espacio hiperbo´lico, podemos relacionarlos como
cosh(R) = cosh(d) cosh(r)
Para calcular los volumenes seguiremos la ecuacio´n (2.57) del capı´tulo anterior:
V ol(D2R) = V ol(B
−1,2
r ) = 2pi (cosh(r)− 1)
y
V ol(B−1,2R ) = 2pi (cosh(R)− 1)
Por tanto, el valor ma´ximo del crecimiento del volumen vendra´ dado por
lim
R→∞
V ol(D2R)
V ol(B−1,2R )
= lim
R→∞
2pi (cosh(r)− 1)
2pi (cosh(R)− 1) = limR→∞
cosh(R)
cosh(d)
cosh(R)
=
1
cosh(d)
dependiendo del lugar en el que se centre la bola extrı´nseca.
Page 75
4.3. CRECIMIENTO DEL VOLUMEN DE SUPERFICIES MINIMALES EN R3 Y EN H3. TFM V8.
Nota 4.3.3. Si seguimos el mismo procedimiento que en el caso euclı´deo, vemos que el resultado no es concluyente.
Supongamos que existe el lı´mite
lim
R→∞
V ol(DR(p1))
V ol(B−1,2R )
= k′1 <∞
Entonces debe existir el lı´mite
lim
s(R)→∞
V ol(Ds(R)(p2))
V ol(B−1,2s(R) )
= k′2 ≤ k′1
Sea R0 = dH3(p1, p2). Entonces p2 ∈ ∂DR0(p1). De la misma manera, dado R > R0, p2 ∈ DR(p1). Definamos
s(R) = R − R0. Entonces, dado un punto x ∈ Ds(R)(p2), dH3(x, p1) ≤ dH3(x, p2) + dH3(p2, p1) ≤ s(R) + R0 =
R−R0 +R0 = R. Es decir, x ∈ DR(p1). Entonces:
k′2 = lim
s(R)→∞
V ol(Ds(R)(p2))
V ol(B−1,2s(R) )
≤ lim
R→∞
V ol(DR(p1))
V ol(B−1,2s(R) )
= lim
R→∞
V ol(DR(p1))
V ol(B−1,2R )
· V ol(B
−1,2
R )
V ol(B−1,2s(R) )
donde adema´s ∃ limR→∞ V ol(DR(p1))V ol(B−1,2r ) = k
′
1 <∞ por hipo´tesis, por lo que podemos escribir
k′2 ≤ k′1 ·
V ol(B−1,2R )
V ol(B−1,2s(R) )
So´lo falta demostrar que existe
lim
R→∞
V ol(B−1,2R )
V ol(B−1,2s(R) )
= k′ <∞ (4.15)
Recordemos que,
V ol(Bc,mR ) = v0
∫ R
0
F ′c(t)
m−1dt (4.16)
con v0 = V ol(S
0,m−1
1 ) y Fc(t) =
1
c (1− cosh
(√−ct) para el caso c < 0. Es decir, F ′−c2(t) = −√c2−c2 sinh(√c2t).
Retomando la ecuacio´n (4.15) y utilizando la ecuacio´n (4.16), tenemos
lim
R→∞
V ol(B−1,2R )
V ol(B−1,2R−R0)
= lim
R→∞
sinh (R)
sinh (R−R0) = limR→∞
(
eR − e−R)(
eR−R0 − e−(R−R0))
= lim
R→∞
(
eR − e−R)
e−R0
(
eR − e−R+2R0)) = eR0 limR→∞
(
eR − e−R)
(eR − e−R · e2R0)
= eR0 · lim
R→∞
(
1− e−2R
1− e−2R+2R0
)
= eR0 <∞
o lo que es lo mismo:
k′2 ≤ k′1 · eR0 <∞ (4.17)
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Sigamos el razonamiento inverso con p2 en el lugar de p1. Supongamos ahora que existe el lı´mite
lim
R→∞
V ol(DR(p2))
V ol(B−1,2R )
= k2 <∞
La pregunta es si existe entonces el lı´mite
k′1 = lim
s(R)→∞
V ol(Ds(R)(p1))
V ol(B−1,2s(R) )
≤ k′2
Operando de la misma manera que antes llegamos a
k′1 ≤ k′2 · eR0 <∞ (4.18)
Es decir que en Hn, por (4.17) y (4.18) tenemos que
k′2 ≤ k′1 · eR0 ≤ k′2 · e2R0
y en concreto para H3,
k′2 ≤ k′1 · eR0 ≤ k′2 · e2R0
Lo cual no demuestra que tenga que existir la desigualdad necesariamente, ni que no tenga que existir, por lo que
resulta ma´s interesante ver un contraejemplo.
4.3.2 Crecimiento del Volumen de la familia de Catenoides Esfe´ricos.
Vamos a ver ahora co´mo se comporta el crecimiento del volumen en la familia de catenoides esfe´ricos atendiendo a
la posicio´n del centro de su exhaustio´n por bolas extrı´nsecas. Ya hemos visto co´mo calcular el volumen de las bolas
geode´sicas en H3. Entonces, so´lo falta calcular el volumen de las bolas extrı´nsecas de las superficies. Esto se puede
hacer utilizando la fo´rmula de la co-a´rea que, recordemos, es:
V ol(Dt) =
∫ t
0
∫
∂Ds
1
‖∇f‖dµgsds
donde f es la funcio´n distancia. El problema es que necesitamos obtener antes los contornos ∂Dt. Para ello trabajare-
mos con la parametrizacio´n de la superficie dada por la expresio´n (3.62). Como hemos visto, los catenoides esfe´ricos
en el modelo del semiespacio superior son superficies de revolucio´n. De hecho son el resultado de rotar una curva
generatriz Γa := γa(s) parametrizada como
γa(s) : R→ H2
s→ γa(s) =
(
eΛa(s) tanh(ya(s)),
eya(s)
cosh(ya(s))
)
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en torno al eje {(x1, x2, x3) ∈ H3 : x1 = x2 = 0} que denotaremos simplemente como Eje z. Por tanto, mientras
sea posible, trabajaremos con esta curva que viene dada en el modelo del semiplano de Poincare´. En este contexto
podemos considerar las siguientes definiciones:
Definicio´n 4.3.4. Sea Σa ↪→ H3 la familia de superficies parametrizadas por la expresio´n (3.62) y fa(s, θ) ∈ Σa
un punto gene´rico de dicha superficie. Entonces, definimos los conjuntos de nivel Σa−t,t de la funcio´n coordenada s
como:
Σa−t,t := {fa(s, θ) ∈ Σa : −t ≤ s ≤ t; θ ∈ [0, 2pi)}
Nota 4.3.5. El elemento de volumen de los conjuntos de nivel dados en la Definicio´n 4.3.4 viene dado por
dV ol(Σa−t,t) = sinh(ya(s))dsdθ
donde hemos utilizado la expresio´n de la densidad riemanniana de volumen (3.68) .
Nota 4.3.6. El contorno ∂Σa−t,t de los conjuntos de nivel se puede escribir como:
∂Σa−t,t := {fa(s, θ) ∈ Σa−t,t : s = ±t}
Es decir, estos contornos esta´n generados por la rotacio´n de los puntos γa(t), γa(−t) ∈ Γa en torno al Eje z del
espacio hiperbo´lico.
Dicho esto, lo que vamos a hacer es lo siguiente:
1. Daremos una expresio´n para la distancia extrı´nseca de un punto sobre la curva generatriz al punto O˜ = (0, 1) del
semiplano de Poincare´.
2. demostraremos que los conjuntos de nivel de la funcio´n coordenada s sobre la superficie son iguales a bolas
extrı´nsecas centradas en el punto O = (0, 0, 1) con un radio determinado.
3. Calcularemos el volumen de los conjuntos de nivel en la superficie.
4. Estimaremos el crecimiento del volumen de las bolas extrı´nsecas centradas en el punto O = (0, 0, 1) identi-
fica´ndolas con los conjuntos de nivel descritos.
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Figure 4.3: En gris, geode´sicas en el semiplano de Poincare´ (centradas en el eje imaginario). En rojo, esferas
geode´sicas de radios a1, a2 y, en azul, curvas generatrices Γa1,Γa2 en el semiplano de Poincare´. La franja gris
corresponde a los positivos (s > 0) y la blanca a los negativos (s < 0) .
4.3.2.1 Distancia extrı´nseca.
Como hemos visto ya en Proposicio´n 2.4.14, dados dos puntos z, w en el semiplano de Poincare´, la distancia entre
ellos viene dada por:
d(z, w) = ln
|z − w¯|+ |z − w|
|z − w¯| − |z − w|
Por otra parte, hemos visto que, usando la parametrizacio´n dada por la expresio´n (3.62), la curva generatriz de la
familia de superficies puede expresarse en notacio´n compleja como
γa(s) = e
Λa(s) tanh(ya(s)) + i
eΛa(s)
cosh(ya(s))
(4.19)
Entonces tenemos la siguiente proposicio´n:
Proposicion 4.3.7. Dado γa(s) ∈ Γa un punto sobre la curva generatriz que definimos mediante la expresio´n (4.19)
y dado el punto O˜ = (0, 1) en el semiplano de Poincare´, la distancia en H2 entre ambos puntos viene dada por
dH
2
O˜ (γa(s)) = d(O˜, γa(s)) = ln
[
cosh(ya(s)) cosh(Λa(s)) +
√
cosh(Λa(s))2 cosh(ya(s))2 − 1
]
Demostracio´n. Dado el punto O˜ = (0, 1) descrito, la distancia de O˜ a un punto gene´rico w = x+ iy es, siguiendo la
expresio´n (2.4.14),
d(O˜, w) = ln | − x+ i(1 + y)|+ | − x+ i(1− y)|| − x+ i(1 + y)| − | − x+ i(1− y)| (4.20)
Si el punto gene´rico es un punto sobre la curva γa(s), que definimos mediante la expresio´n (4.19), sustituyendo y
operando por partes tenemos:
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| − xa + i(1 + ya)| = | − eΛa(s) tanh(ya(s)) + i
(
1 +
eΛa(s)
cosh(ya(s))
)
| =
=
√
e2Λa(s) tanh(ya(s))2 + 1 +
e2Λa(s)
cosh(ya(s))2
+
2eΛa(s)
cosh(ya(s))
=
√
e2Λa(s)
(
tanh(ya(s))2 +
1
cosh(ya(s))2
)
+ 1 +
2eΛa(s)
cosh(ya(s))
=
√
e2Λa(s) + 1 + 2
eΛa(s)
cosh(ya(s))
=
√
2eΛa(s)
eΛa(s) + e−Λa(s)
2
+
2eΛa(s)
cosh(ya(s))
=
√
2eΛa(s)
(
cosh(Λa(s)) +
1
cosh(ya(s))
)
(4.21)
y
| − xa + i(1− ya)| = | − eΛa(s) tanh(ya(s)) + i
(
1− e
Λa(s)
cosh(ya(s))
)
| =
=
√
e2Λa(s) tanh(ya(s))2 + 1 +
e2Λa(s)
cosh(ya(s))2
− 2e
Λa(s)
cosh(ya(s))
=
√
e2Λa(s)
(
tanh(ya(s))2 +
1
cosh(ya(s))2
)
+ 1− 2e
Λa(s)
cosh(ya(s))
=
√
e2Λa(s) + 1 + 2
eΛa(s)
cosh(ya(s))
=
√
2eΛa(s)
eΛa(s) + e−Λa(s)
2
− 2e
Λa(s)
cosh(ya(s))
=
√
2eΛa(s)
(
cosh(Λa(s))− 1
cosh(ya(s))
)
(4.22)
Sustituyendo las ecuaciones (4.21) y (4.22) en (4.20),
d(O˜, γa(s)) = ln

√
2eΛa(s)
(
cosh(Λa(s)) +
1
cosh(ya(s))
)
+
√
2eΛa(s)
(
cosh(Λa(s))− 1cosh(ya(s))
)
√
2eΛa(s)
(
cosh(Λa(s)) +
1
cosh(ya(s))
)
−
√
2eΛa(s)
(
cosh(Λa(s))− 1cosh(ya(s))
)

= ln
[√
cosh(Λa(s)) + cosh(ya(s))−1 +
√
cosh(Λa(s))− cosh(ya(s))−1√
cosh(Λa(s)) + cosh(ya(s))−1 −
√
cosh(Λa(s))− cosh(ya(s))−1
]
Multiplicando arriba y abajo por el numerador,
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d(O˜, γa(s0)) = ln
[
2 cosh(Λa(s)) + 2
√
cosh(Λa(s)) + cosh(ya(s))−1
√
cosh(Λa(s))− cosh(ya(s))−1
2 cosh(ya(s))−1
]
= ln
[
2 cosh(Λa(s)) + 2
√
cosh(Λa(s))2 − cosh(ya(s))−2
2 cosh(ya(s))−1
]
= ln
[
cosh(Λa(s)) +
√
cosh(Λa(s))2 − cosh(ya(s))−2
cosh(ya(s))−1
]
= ln
[
cosh(ya(s))
(
cosh(Λa(s)) +
√
cosh(Λa(s))2 − cosh(ya(s))−2
)]
= ln
[
cosh(ya(s))
(
cosh(Λa(s)) +
√
cosh(Λa(s))2 cosh(ya(s))2 − 1
cosh(y)2
)]
= ln
[
cosh(ya(s)) cosh(Λa(s)) +
√
cosh(Λa(s))2 cosh(ya(s))2 − 1
]
Es decir,
d(O˜, γa(s)) = ln
[
cosh(ya(s)) cosh(Λa(s)) +
√
cosh(Λa(s))2 cosh(ya(s))2 − 1
]
(4.23)
Recordemos ahora que la superficie Σa surge como el resultado de rotar una curva generatriz Γa en torno al Eje z, que
pasa por el punto O = (0, 0, 1). Entonces, dado que las rotaciones en H3 son isometrı´as, es directo deducir que la
distancia extrı´nseca (i.e. en H3) desde el punto O ∈ H3 a todos aquellos puntos de la superficie con el mismo valor
del para´metro s, sera´ la misma. Dicho de otra manera, dado un punto fa(s0, θ) ∈ Σa, e´ste pertenece al conjunto de
los puntos originados por la rotacio´n del punto γa(s0) ∈ Γa (pertenecera´ al contorno ∂Σa−s0,s0 del conjunto de nivel
Σa−s0,s0 ) y su distancia extrı´nseca al O = (0, 0, 1) la podemos obtener como
dH
3
O (fa(s0, θ)) = d
H2
O˜ (γa(s0)) = d(O˜, γa(s0))
Hecha esta observacio´n, vamos a definir la funcio´n distancia que utilizaremos de aquı´ en adelante:
Definicio´n 4.3.8. Sea Γa la curva generatriz parametrizada mediante la expresio´n (4.19). Dado un punto sobre la
curva, γa(s) ∈ Γa, definimos la funcio´n
r˜a : R→ R+
s→ r˜a(s) = d(O˜, γa(s))
como la distancia en H2 de dicho punto al O˜ = (0, 1), calcula´ndose e´sta segu´n la expresio´n (4.23).
Definicio´n 4.3.9. Dado un punto fa(s, θ) ∈ Σa perteneciente a ∂Σa−s,s, con la superficie expresada usando la
parametrizacio´n (3.62), definimos la funcio´n
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ra : R→ R+
s→ ra(s) = d(O˜, γa(s)) = distH3O (fa(s, θ))
como la distancia extrı´nseca de fa(s, θ) ∈ Σa al punto O = (0, 0, 1) ∈ H3
Para conocer el comportamiento de esta funcio´n distancia necesitamos estudiar las funciones que lo componen: ya(s)
y Λa(s).
Proposicion 4.3.10. Dada la funcio´n Λa(s) definida como
Λa(s) =
√
2 sinh(2a)
∫ s
0
(cosh(2a) · cosh(2τ)− 1)1/2
cosh2(2a) · cosh2(2τ)− 1 dτ
podemos demostrar que
Λa(s) <
√
2; ∀s ∈ R
Nota: demostraremos que Λa(s) <
√
2, aunque nume´ricamente se intuye que es mejorable hasta Λa(s) < 12 .
Demostracio´n. Denotemos
λa(t) =
(cosh(2a) · cosh(2t)− 1)1/2
cosh2(2a) · cosh2(2t)− 1
Como cosh(2a) cosh(2t) + 1 ≥ 2, multiplicando el numerador en el interior de la integral tenemos,
((cosh(2a) cosh(2t)− 1) (cosh(2a) cosh(2t) + 1))1/2
(cosh(2a)2 cosh(2t)2 − 1) ≥
√
2
(cosh(2a) cosh(2t)− 1)1/2
(cosh(2a)2 cosh(2t)2 − 1)
de manera que al darle la vuelta obtenemos
λa(t) =
(cosh(2a) cosh(2t)− 1)1/2
(cosh(2a)2 cosh(2t)2 − 1) ≤
((cosh(2a) cosh(2t)− 1) (cosh(2a) cosh(2t) + 1))1/2√
2 (cosh(2a)2 cosh(2t)2 − 1)
=
1√
2 (cosh(2a)2 cosh(2t)2 − 1)1/2
Descomponiendo de manera similar el denominador,
λa(t) ≤ 1√
2 (cosh(2a)2 cosh(2t)2 − 1)1/2
=
1√
2 ((cosh(2a) cosh(2t) + 1) (cosh(2a) cosh(2t)− 1))1/2
≤ 1√
2 ((cosh(2a) + 1)(cosh(2a) cosh(2t)− 1))1/2
Como cosh(2a) = cosh(a)2 + sinh(a)2, entonces
cosh(2a)− 1 = 2 sinh(a)2
cosh(2a) + 1 = 2 cosh(a)2
y sustituyendo,
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λa(t) ≤ 1√
2 ((2 cosh(a)2)(cosh(2a) cosh(2t)− 1))1/2
=
1
2 cosh(a)(cosh(2a) cosh(2t)− 1)1/2
≤ 1
2 cosh(a)(cosh(2a) cosh(2t)− cosh(2t))1/2 =
1
2 cosh(a) (cosh(2t)(cosh(2a)− 1))1/2
=
1
2 cosh(a) (cosh(2t) · 2 sinh(a)2)1/2
=
1
2 cosh(a)
√
cosh(2t)
√
2 sinh(a)
=
1
2
√
2 cosh(a) sinh(a)
√
cosh(2t)
=
1√
2 sinh(2a)
√
cosh(2t)
donde hemos utilizado la relacio´n
sinh(2a) = 2 sinh(a) cosh(a)
Como cosh(2t) ≥ e2t2 ,
λa(t) ≤ 1√
2 sinh(2a)
√
cosh(2t)
≤ 1√
2 sinh(2a)
√
e2t
2
=
1
sinh(2a)et
Y sustituyendo en la integral,
Λa(s) =
√
2 sinh(2a)
∫ s
0
(cosh(2a) cosh(2t)− 1)1/2
(cosh(2a)2 cosh(2t)2 − 1) dt ≤
√
2 sinh(2a)
∫ s
0
1
sinh(2a)et
dt
=
√
2
∫ s
0
e−tdt = −
√
2e−t|s0 = −
√
2
(
e−s − 1) = √2(1− e−s)
Es decir, Λa(s) ≤ C siendo C un valor tal que C ∈ (−∞,
√
2). Como adema´s Λa(s) > 0, entonces podemos afirmar
que la funcio´n Λa(s) es creciente con s y que Λa(s) ∈ [0,
√
2), es decir
Λa(s) < 2 (4.24)
Por conveniencia para ca´lculos posteriores, definiremos una cantidad K1 de valor
K1 = lim
s→∞ cosh(Λa(s)) = cosh
(
lim
s→∞Λa(s)
)
∈ (1, cosh(
√
2)]
Veamos ahora la funcio´n ya(s).
Proposicion 4.3.11. La funcio´n ya(s) definida como
ya(s) = a+
∫ s
0
cosh(2a) sinh(2t)(
cosh2(2a) cosh2(2t)− 1)1/2 dt, (4.25)
de la que podemos obtener una expresio´n integrando con Mathematica:
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Figure 4.4: (a) La funcio´n Λa(s) se estabiliza muy ra´pidamente con s. (b) El lı´mite lims→∞ Λa(s) cae a cero cuando
a → ∞. Encontramos un ma´ximo lims→∞ Λa(s) = 0.5 para a ' 0.5 (motivo por el que sabemos que la cota es
mejorable).
ya(s) = a+
1
2
(
− log
(
2
(
1 + cosh(4a) +
√
sinh2(4a)
)))
+
+
1
2
(log (cosh(4a− 2s) + 2 cosh(2s) + cosh(4a+ 2s)+√
−5 + 3 cosh(4s) + cosh(8a)(1 + cosh(4s)) + 8 cosh(4a) sinh2(2s)
)) (4.26)
para valores de a > 0, tiene la propiedad siguiente:
∃ lim
s→∞ ya(s)− s ∈
[
a− log
√
2, a
]
Demostracio´n. Lo que vamos a hacer es ver que existe el lı´mite de ya(s)−s y dar una cota superior y una cota inferior
a su valor.
lim
s→∞ ya(s)− s = lims→∞
a+ ∫ s
0
cosh(2a) sinh(2t)√
cosh2(2a) cosh2(2t)− 1
dt− s

1. Cota inferior:
cosh(2a) sinh(2t)√
cosh2(2a) cosh2(2t)− 1
>
cosh(2a) sinh(2t)√
cosh2(2a) cosh2(2t)
= tanh(2t)
y
∫ s
0
tanh(2t)dt =
1
2
log(cosh(2s))|s0 =
1
2
log(cosh(2s)− 1)
Entonces,
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a+ lim
s→∞
∫ s
0
cosh(2a) sinh(2t)√
cosh2(2a) cosh2(2t)− 1
dt− s
 ≥ a+ lim
s→∞
(
1
2
log(cosh(2s)− 1)− s
)
= a+ lim
s→∞
(
1
2
log(
e2s
2
)− s
)
= a+ lim
s→∞
(
1
2
(log(e2s)− log(2))− s
)
= a+ lim
s→∞
(
1
2
(2s− log(2))− s
)
= a− 1
2
log(2) = a− log(
√
2)
2. Cota superior:
cosh(2a) sinh(2t)√
cosh2(2a) cosh2(2t)− 1
=
cosh(2a)
√
cosh2(2t)− 1√
cosh2(2a) cosh2(2t)− 1
=
√
cosh2(2a) cosh2(2t)− cosh2(2a)√
cosh2(2a) cosh2(2t)− 1
≤
√
cosh2(2a) cosh2(2t)− 1√
cosh2(2a) cosh2(2t)− 1
= 1
Por tanto
a+ lim
s→∞
∫ s
0
cosh(2a) sinh(2t)√
cosh2(2a) cosh2(2t)− 1
dt− s
 ≤ a+ lim
s→∞
(∫ s
0
1dt− s
)
= a
Para ver que existe el lı´mite, basta con demostrar que la funcio´n es mono´tona decreciente, y esto sucede porque, escrito
e´ste como una u´nica integral, el integrando (su derivada) es siempre menor o igual a cero:
cosh(2a) sinh(2t)√
cosh2(2a) cosh2(2t)− 1
− 1 = sinh(2t)√
cosh2(2t)− 1
cosh2(2a)
− 1
como
lim
a→∞
sinh(2t)√
cosh2(2t)− 1
cosh2(2a)
− 1 = tanh(2t)− 1
y
lim
a→0
sinh(2t)√
cosh2(2t)− 1
cosh2(2a)
− 1 = sinh(2t)√
cosh2(2t)− 1
− 1 = 1− 1 = 0
podemos asegurar que
−2 ≤ tanh(2t)− 1 ≤ sinh(2t)√
cosh2(2t)− 1
cosh2(2a)
− 1 ≤ 0
Entonces podemos decir que tenemos acotado el lı´mite
lim
s→∞ (ya(s)− s) ∈
[
a− log(
√
2), a
]
(4.27)
Nota: Si denotamos K2(a) al lı´mite lims→∞ eya(s)−s, entonces
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K2(a) ∈
[
1√
2
ea, ea
]
(4.28)
Ahora ya podemos demostrar las siguientes propiedades:
Proposicion 4.3.12. La funcio´n r˜a(s), dada en la Definicio´n 4.3.8 y la funcio´n ra(s) de la Definicio´n 4.3.9, son
funciones crecientes con s ≥ 0.
Demostracio´n. Por un lado, Λa(s) es una funcio´n acotada, y por tanto tambie´n cosh(Λa(s)) ≥ 1. Por otro,
ya(s)
′ =
cosh(2a) sinh(2s)√
cosh2(2a) cosh2(2s)− 1
Como cosh(2s) > 1, sinh(2s) > 0 ∀s ∈ R+, el denominador esta´ bien definido y el numerador sera´ siempre
positivo. La raı´z la cogemos con signo positivo (hacie´ndolo al reve´s conseguimos una simetrı´a que resulta redundante
al rotar). De esta manera podemos asegurar que ya(s) es una funcio´n estrictamente creciente. Adema´s es directo ver
que es siempre positiva (al integrar le an˜adimos el te´rmino a > 0) y por tanto cosh(ya(s)) > 1 tambie´n. Entonces, es
directo ver que la distancia, definida en la ecuacio´n (4.23) es una funcio´n creciente.
Proposicion 4.3.13. La funcio´n r˜a(s), dada en la Definicio´n 4.3.8 y la funcio´n ra(s) de la Definicio´n 4.3.9, son
funciones pares de s.
Demostracio´n. Basta considerar que las funciones Λa(s) y ya(s) son par e impar respectivamente, y que la funcio´n
cosh(x) es una funcio´n par de x.
4.3.2.2 Bolas extrı´nsecas y conjuntos de nivel de la funcio´n coordenada s.
Vamos a ver ahora que el volumen de las bolas extrı´nsecas de la superficie centradas en el puntoO = (0, 0, 1) ∈ H3 y
con un radio t se corresponde con el volumen de un conjunto de nivel determinado de la funcio´n coordenada s. Para
ello veamos antes una pequen˜a propiedad de la familia de los catenoides esfe´ricos:
Proposicion 4.3.14. Sea Σa la familia de catenoides esfe´ricos inmersos en H3 y sea fa(s, θ) ∈ Σa un punto gene´rico
de las superficies. Sea ra(s) la funcio´n distancia dada en la Definicio´n 4.3.9. Entonces se cumple que
inf{ra(s)}s∈R = ra(0) = a
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Demostracio´n. Recordemos que la expresio´n de la funcio´n ra(s) venı´a dada por:
ra(s) = d(O˜, γa(s)) = ln
[
cosh(ya(s)) cosh(Λa(s)) +
√
cosh(ya(s))2 cosh(Λa(s))2 − 1
]
Por la Proposicio´n 4.3.12 la distancia es una funcio´n estrictamente creciente de s ≥ 0 y por la Proposicio´n 4.3.13
sabemos que es una funcio´n par de s. Por otra parte las superficies Σa ∈ H3 son completas sin borde, de manera que
el ma´ximo so´lo se alcanzara´ en el infinito. Por tanto, el u´nico punto crı´tico de la funcio´n distancia es el mı´nimo y lo
encontraremos en s = 0. Vamos a calcular el valor de la funcio´n en ese punto. Cuando s→ 0 tenemos que
lim
s→0
ya(s) = a; lim
s→0
Λa(s) = 0
Sustituyendo en la funcio´n distancia,
inf{ra(s)}s∈R = lim
s→0
ra(s) = ln
(
cosh(a) +
√
cosh2(a)− 1
)
= ln (cosh(a) + sinh(a)) = ln (ea) = a
Con la Proposicio´n 4.3.14, la Proposicio´n 4.3.12 y la Proposicio´n 4.3.13, podemos afirmar que la funcio´n distancia
toma valores desde ra(0) = a hasta lims→∞ ra(s) = lims→−∞ ra(s) = ∞. Esto nos viene bien para demostrar la
siguiente propiedad.
Proposicion 4.3.15. Sea Dat0(O) = {fa(s, θ) ∈ Σa : ra(s) ≤ t0} la bola extrı´nseca de radio t0 centrada en el punto
O = (0, 0, 1) de los catenoides Σa. Entonces, existe un valor s0 = r−1a (t0) tal que el conjunto de nivel de la funcio´n
coordenada s sobre la superficie definido como Σa−s0,s0 , cumple que:
Dat0(O) = Σa−s0,s0
Demostracio´n. En primer lugar, veamos que
Dat0(O) ⊆ Σa−s0,s0
Sea fa(s, θ) ∈ Dat0(O) de manera que 0 ≤ ra(s) ≤ t0. Existe un s0 tal que s ∈ [−s0, s0]?
1. Supongamos que s ≥ 0. Por la Proposicio´n 4.3.12, sabemos que ra(s) = t es una funcio´n inyectiva y creciente en
el intervalo considerado, por lo que existe su inversa r−1a (t) y es tambie´n creciente. Entonces,
a ≤ ra(s) ≤ t0 ⇒ 0 ≤ s ≤ r−1a (t0) = s0
2. Por la Proposicio´n 4.3.13 sabemos que la distancia ra(s) es una funcio´n par, por lo que, dado un punto fa(s, θ) ∈ Σa
tal que a ≤ ra(s) ≤ t, tambie´n se dara´ el caso en el que:
a ≤ ra(s) ≤ t0 ⇒ −s0 ≤ s ≤ 0
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Por tanto podemos decir que
Dat0(O) ⊆ Σa−s0,s0 (4.29)
En segundo lugar, vamos a demostrar que
Σa−s0,s0 ⊆ Dat0(O)
1. Sea fa(s, θ) ∈ Σa un punto de la superficie tal que 0 ≤ s ≤ s0. Si a ≤ ra(s) ≤ t0, ∀s ∈ [−s0, s0], entonces
fa(s, θ) ∈ Dat0(O)? Podemos ver que esto es cierto porque la distancia ra(s), como hemos visto antes, es creciente
con s. Por tanto,
0 ≤ s ≤ s0 ⇒ a ≤ ra(s) ≤ t0
2. Igual que antes, si s ≤ 0 esto se sigue cumpliendo por ser par la funcio´n distancia. Tenemos pues que
−s0 ≤ s ≤ 0⇒ a ≤ ra(s) ≤ t0
Considerando las condiciones uno y dos podemos decir que
Σa−s0,s0 ⊆ Dat0(O) (4.30)
Finalmente, con las expresiones (4.29) y (4.30) podemos afirmar que
Dat0(O) = Σa−s0,s0 (4.31)
4.3.2.3 Estimacio´n del crecimiento del volumen.
Ya hemos demostrado que una bola extrı´nseca de radio t de la superficie puede expresarse como un conjunto de nivel
de la funcio´n coordenada s de valor s0 = r−1a (t0). Como consecuencia, el volumen de un conjunto de nivel, que en
general denotaremos como: V ol(Σa−s,s), sera´ equivalente al volumen de una bola extrı´nseca de la superficie de radio
ra(s) centrada en el punto O = (0, 0, 1), que denotaremos como: V ol(Dra(s)(O)) . Es decir, que se cumplira´ la
relacio´n
lim
s→∞
V ol(Σa−s,s)
V ol(B−1,2s )
= lim
s→∞
V ol(Dra(s)(O))
V ol(B−1,2s )
Esto nos permitira´, descomponiendo el te´rmino de la derecha en
lim
s→∞
V ol(Dra(s)(O))
V ol(B−1,2s )
= lim
s→∞
V ol(Dra(s)(O))
V ol(B−1,2ra(s))
·
V ol(B−1,2ra(s))
V ol(B−1,2s )
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y tras comprobar que todos los lı´mites existen (siendo adema´s el u´ltimo distinto de cero), estimar el crecimiento del
volumen mediante la expresio´n
lim
s→∞
V ol(Dra(s)(O))
V ol(B−1,2ra(s))
=
lims→∞
V ol(Σ−s,s)
V ol(B−1,2s )
lims→∞
V ol(B−1,2
ra(s)
)
V ol(B−1,2s )
(4.32)
Vamos a calcular los lı´mites en el numerador y el denominador de la parte derecha de la ecuacio´n, a comprobar que
existen, y que el u´ltimo es distinto de cero.
Proposicion 4.3.16. SeanB−1,2s las bolas geode´sicas de radio s enH2 y sea ra(s) la funcio´n dada en la Definicio´n.4.3.9.
Entonces, existe el lı´mite
lim
s→∞
V ol(B−1,2ra(s))
V ol(Bs)−1,2
= K1 ·K2(a) (4.33)
donde
K1 = lim
s→∞ cosh(Λa(s)) ∈
(
1, cosh(
√
2)
]
y
K2(a) = lim
s→∞ e
ya(s)−s ∈
[
1√
2
ea, ea
]
Demostracio´n. Recordar que calculamos el volumen de las bolas extrı´nsecas en el hiperbo´lico como
V ol(B−1,2r ) = 2pi(cosh(r)− 1) (4.34)
Si el radio r viene dado por ra(s), tendremos que
V ol(B−1,2ra(s)) = 2pi · (cosh(ra(s))− 1)
= 2pi ·
(
cosh
(
ln
(
cosh(ya(s)) cosh(Λa(s)) +
√
cosh(Λa(s))2 cosh(ya(s))2 − 1
))
− 1
) (4.35)
Entonces:
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lim
s→∞
V ol(B−1,2ra(s))
V ol(B−1,2s )
=
= lim
s→∞
(
cosh
(
ln
(
cosh(ya(s)) cosh(Λa(s)) +
√
cosh(Λa(s))2 cosh(ya(s))2 − 1
))
− 1
)
cosh(s)− 1 =
= lim
s→∞
cosh
(
ln
[
cosh(ya(s)) cosh(Λa(s)) +
√
cosh(Λa(s))2 cosh(ya(s))2
])
cosh(s)
=
= lim
s→∞
cosh (ln (2 cosh(ya(s)) cosh(Λa(s))))
cosh(s)
= lim
s→∞
eln(2 cosh(ya(s)) cosh(Λa(s)))
es
= lim
s→∞
2 cosh(ya(s)) cosh(Λa(s))
es
= lim
s→∞
eya(s) cosh(Λa(s))
es
= lim
s→∞
eya(s)
es
· lim
s→∞ cosh(Λa(s)) = K1 ·K2(a)
que es el resultado buscado.
Proposicion 4.3.17. Sean Dat (O) las bolas extrı´nsecas de radio t centradas en el punto O = (0, 0, 1) de la familia
de superficies Σa ↪→ H3 parametrizada por la expresio´n (3.62). Sean B−1,2s las bolas geode´sicas en H2, y ra(s) la
funcio´n distancia dada en la Definicio´n 4.3.9. Entonces, existe el lı´mite
lim
s→∞
V ol(Dra(s)(O))
V ol(Bs)
= 2K2(a) (4.36)
donde
K2(a) = lim
s→∞ e
ya(s)−s ∈
[
1√
2
ea, ea
]
y denotamos por Dra(s) a las bolas extrı´nsecas de la superficie Σa.
Demostracio´n. Utilizaremos para la demostracio´n la fo´rmula de Gauss-Bonnet que viene dada por:
∫
Σa0,s0
KGdA+
∫
∂Σa0,s0
kgdL = 2piχ(Σ
a
0,s0) (4.37)
donde Σ0,s0 es el conjunto de nivel de la funcio´n coordenada s contenida entre los valores 0 ≤ s ≤ s0. El conjunto
de nivel Σa0,s0 es una superficie compacta, de ge´nero nulo, cuyo borde tiene dos componentes conexas. Por tanto,
podemos afirmar, por el Corolario 2.3.30, que χ(Σa0,s0) = 0. Por otra parte, calculamos la curvatura geode´sica k
∂Σas
g
del contorno como la suma de la curvatura de la componente inferior (∂Σa0) ma´s la de la superior (∂Σ
s
s0 ) con sus
respectivos signos. De esta manera tenemos:
∫
Σa0,s0
KGdA+
∫
∂Σa0
kgdL−
∫
∂Σas0
kgdL = 0 (4.38)
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Calculamos la curvatura geode´sica de los contornos ∂Σa0 y ∂Σ
a
s0 mediante la ecuacio´n dada en la Definicio´n 2.3.6
k
∂Σas
g = 〈∇ ∂θ
‖∂θ‖
∂θ
‖∂θ‖ ,−
∂s
‖∂s‖〉 = −
1
‖∂θ‖〈∇∂θ
∂θ
‖∂θ‖ , ∂s〉
= − 1‖∂θ‖〈
∂
∂θ
(
1
‖∂θ‖
)
∂θ, ∂s〉 − 1‖∂θ‖2 〈∇∂θ∂θ, ∂s〉 = −
1
‖∂θ‖2 〈∇∂θ∂θ, ∂s〉
= − 1
sinh(ya(s))2
tanh(ya(s))ya(s)
′(1 + sinh(ya(s))2)
donde hemos utilizado las expresiones (3.67) y (3.70) en la parametrizacio´n dada por la expresio´n (3.62). Entonces,
k
∂Σas
g = − tanh(ya(s))ya(s)′ 1 + sinh(ya(s))
2
sinh(ya(s))2
(4.39)
Es fa´cil comprobar que k∂Σ
a
0
g = 0 dado que ya(0) = 0. Por tanto, la expresio´n (4.38) queda
∫
Σa0,s0
KGdA =
∫
∂Σas0
kgdL (4.40)
donde, por (3.68),
dL =
√
det(g∂Σa)dθ = sinh(ya(s))dθ
que no depende de la coordenada θ, lo que nos permitira´ integrar directamente la parte derecha:
∫
∂Σas0
kgdL = −2pi · tanh(ya(s))ya(s)′ 1 + sinh(ya(s))
2
sinh(ya(s))2
sinh(ya(s))
La parte izquierda queda, aplicando la ecuacio´n de Gauss (2.30),
∫
Σa0,s0
KGdA = −
∫
Σa0,s0
(
1 +
1
2
‖BΣa‖2
)
dA = −V ol(Σa0,s0)−
1
2
∫
Σa0,s0
‖BΣa‖2dA
Reordenando,
1
2
∫
Σa0,s0
‖BΣa‖2dA = −V ol(Σa0,s0) + 2pi · tanh(ya(s))ya(s)′
1 + sinh(ya(s))
2
sinh(ya(s))
(4.41)
donde conocemos el valor de la parte izquierda de la ecuacio´n (integral de la norma). En concreto sabemos que e´sta
cumple
∫
Σa0,s0
‖BΣ‖2dA < ∞, por lo que el te´rmino de la derecha de la ecuacio´n tambie´n habra´ de ser finito. Sin
embargo, teniendo en cuenta que lims→∞ ya(s) =∞ y que lims→∞ y′a(s) = 1, entonces,
lim
s→∞ 2pi · tanh(ya(s))ya(s)
′ 1 + sinh(ya(s))
2
sinh(ya(s))
= 2pi lim
s→∞ s =∞
por lo que el te´rmino V ol(Σa0,s0) tendra´ que ser suficientemente grande como para compensar. Para operar, sacaremos
en primera lugar factor comu´n:
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1
2
∫
Σa0,s0
‖BΣa‖2dA = 2pi · tanh(ya(s))ya(s)′ 1 + sinh(ya(s))
2
sinh(ya(s))
1− V ol(Σa0,s0)
2pi · tanh(ya(s))ya(s)′ 1+sinh(ya(s))2sinh(ya(s))

De esta manera, lo que buscamos es que el interior del pare´ntesis se anule. Es decir
lim
s→∞
V ol(Σa0,s0)
2pi · tanh(ya(s))ya(s)′ 1+sinh(ya(s))2sinh(ya(s))
= 1 (4.42)
Para calcular el lı´mite (4.42) vamos a descomponerlo en un producto de lı´mites que nos facilite la tarea:
lim
s→∞
V ol(Σa0,s)
2pi(cosh(s)− 1) ·
2pi(cosh(s)− 1)
2pi · tanh(ya(s))ya(s)′ 1+sinh(ya(s))2sinh(ya(s))
= 1 (4.43)
con la u´nica condicio´n necesaria de que exista el lı´mite del segundo te´rmino y no sea nulo. Para comprobarlo, vamos
a operarlo tambie´n:
lim
s→∞
2pi(cosh(s)− 1)
2pi · tanh(ya(s))ya(s)′ 1+sinh(ya(s))2sinh(ya(s))
= lim
s→∞
2pi(cosh(s)−1)
2pi·tanh(ya(s))ya(s)′ 1+sinh(ya(s))2sinh(ya(s))(
cosh(s)−1
sinh(ya(s))
) (cosh(s)− 1
sinh(ya(s))
)
(4.44)
donde, como siempre, han de existir los lı´mites de sus dos componentes. En primer lugar,
lim
s→∞
cosh(s)− 1
sinh(ya(s))
= lim
s→∞
es
eya(s)
=
1
K2(a)
(4.45)
donde hemos aplicado la Proposicio´n 4.28. En segundo lugar,
lim
s→∞
2pi(cosh(s)−1)
2pi tanh(ya(s))y′a(s)
1+sinh2(ya(s))
sinh(ya(s))
cosh(s)−1
sinh(ya(s))
= lim
s→∞
sinh(ya(s))
tanh(ya(s))y′a(s)
1+sinh2(ya(s))
sinh(ya(s))
=
= lim
s→∞
sinh2(ya(s))
tanh(ya(s))y′a(s)(1 + sinh
2(ya(s)))
= lim
s→∞
sinh2(ya(s))
tanh(ya(s))y′a(s) cosh
2(ya(s))
= lim
s→∞
tanh(ya(s))
y′a(s)
= 1
(4.46)
Por tanto, volviendo a (4.44) tenemos que
lim
s→∞
2pi(cosh(s)− 1)
2pi · tanh(ya(s))y′a(s) 1+sinh(ya(s))
2
sinh(ya(s))
=
1
K2(a)
Sustituyendo en (4.43) tenemos que
lim
s→∞
V ol(Σa0,s)
2pi(cosh(s)− 1) ·
1
K2(a)
= 1
es decir,
lim
s→∞
V ol(Σa0,s)
2pi(cosh(s)− 1) = K2(a) (4.47)
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Es fa´cil comprobar que V ol(Σa−s,s) = 2 · V ol(Σa0,s). Basta con ver que
V ol(Σa−s,s) =
∫ 2pi
0
∫ s
−s
√
det(gΣa)dtdθ = 2
∫ 2pi
0
∫ s
0
sinh(ya(t))dtdθ = 2V ol(Σ
a
0,s)
por simetrı´a de la funcio´n ya(s). De esta manera, la expresio´n (4.47) se convierte en
lim
s→∞
V ol(Σa−s,s)
2V ol(B−1,2s )
= K2(a)
Es decir,
lim
s→∞
V ol(Dra(s)(O))
V ol(Bs−1, 2) = 2K2(a) (4.48)
como querı´amos demostrar.
Recordemos que esta´bamos buscando una estimacio´n del crecimiento del volumen, dada por
lim
s→∞
V ol(Dra(s)(O))
V ol(B−1,2ra(s))
=
lims→∞
V ol(Dra(s)(O))
V ol(B−1,2s )
lims→∞
V ol(B−1,2
ra(s)
)
V ol(B−1,2s )
Por la proposicio´n 4.3.16 tenemos:
lim
s→∞
V ol(B−1,2ra(s))
V ol(B−1,2s )
= K1 ·K2(a)
y por la Proposicio´n 4.3.17,
lim
s→∞
V ol(Dra(s)(O))
V ol(B−1,2s )
= 2K2(a)
Por tanto, podemos concluir que
lim
s→∞
V ol(Dra(s)(O))
V ol(B−1,2ra(s))
=
2
K1(a, s)
∈
[
2
cosh(
√
2)
, 2
)
(4.49)
Esto se puede resumir en el siguiente teorema:
Teorema 4.3.18. Sea Σa un elemento de la familia de catenoides esfe´ricos {Σa : a ∈ R+} inmersos en en espacio
hiperbo´lico H3. Sea {Dat (O)}t>0 una exhaustio´n por bolas extrı´nsecas de la superficie centrada en el punto O =
(0, 0, 1) ∈ H3. Sea B−1,2t una bola me´trica de radio t en H2. Entonces, el crecimiento del volumen de la superficie,
definido como limt→∞
V ol(Dat (O))
V ol(B−1,2t )
se encuentra acotado de la siguiente manera:
(1) limt→∞
V ol(Dat (O))
V ol(B−1,2t )
∈
[
2
cosh(
√
2)
, 2
)
(2) limt→∞
V ol(Dat (O))
V ol(B−1,2t )
< 14pi
∫
Σa
‖BΣa‖2dAΣa
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Si adema´s tenemos en cuenta el resultado de la Proposicio´n 4.3.2 podemos enunciar el siguiente teorema:
Teorema 4.3.19. Sea Σa un elemento de la familia de catenoides esfe´ricos {Σa : a ∈ R+} inmersos en H3 y sea
p ∈ H3 un punto a una distancia R del O ∈ H3. Sea {Dat (p)}t>0 una exhaustio´n por bolas extrı´nsecas de la
superficie centrada en el punto p. Entonces, el valor del crecimiento del volumen estara´ acotado como
(1) limt→∞
V ol(Dat (O))
V ol(B−1,2t )
∈
[
2
cosh(
√
2)
e−R, 2eR
)
(2) limt→∞
V ol(Dat (O))
V ol(B−1,2t )
< 14pi
∫
Σa
‖BΣa‖2dAΣa
donde R = dH
3
O (p) con la distancia definida en la Proposicio´n 2.4.14.
Demostracio´n. Este resultado se deduce de la Proposicio´n 4.3.2, en la que se demuestra que el valor del crecimiento
del volumen depende de la distancia desde el centro de la exhaustio´n al punto considerado, en este caso el O ∈ H3:
lim
t→∞
V ol(Dat (O))
V ol(B−1,2t )
1
eR
≤ lim
t→∞
V ol(Dat (p)))
V ol(B−1,2t )
≤ lim
t→∞
V ol(Dat (O))
V ol(B−1,2t )
eR,
donde la distancia la calculamos como R = dH
3
O (p) segu´n la expresio´n dada en la Proposicio´n 2.4.14.
Figure 4.5: Muestras de una exhaustio´n por bolas extrı´nsecas del catenoide esfe´rico Σ0.6 ↪→ H3 centrada en el punto
O = (0, 0, 1).
Figure 4.6: Bola extrı´nseca de radio 2 centrada en el punto p = (1, 0, 1) del catenoide esfe´rico Σ1 ↪→ H3.
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4.4 Conclusiones.
En este u´ltimo apartado hemos estudiado el comportamiento de la ecuacio´n de Chern-Osserman, que relaciona tres
importantes propiedades geome´tricas de las subvariedades, cuando la variedad ambiente es el espacio hiperbo´lico H3.
Para ello hemos utilizado el ejemplo de la familia de Catenoides Esfe´ricos Σa ↪→ H3. Los resultados obtenidos se
pueden resumir en:
(1) La Integral de la Norma no esta´ cuantizada (Proposicio´n 4.2.3):
1
4pi
∫
Σa
‖BΣa‖2dAΣa /∈ N,
a diferencia de lo que sucede cuando la variedad ambiente es euclı´dea.
(2) La Integral de la Norma va a infinito dentro de la familia de Catenoides Esfe´ricos (Proposicio´n 4.2.1).
(3) La Integral de la Norma tiende a 2 (nu´mero de finales) cuando el para´metro distintivo tiende a su valor mı´nimo.
(Proposicio´n 4.2.5)
(4) El Crecimiento del Volumen de una superficie inmersa en Rn es independiente del punto en el que centremos su
exhaustio´n por bolas extrı´nsecas. (Proposicio´n 4.3.1)
(5) El Crecimiento del Volumen de una superficie inmersa en H3 no es independiente del punto en el que centremos
su exhaustio´n por bolas extrı´nsecas. (Proposicio´n 4.3.3)
(6) El crecimiento del volumen de la familia de superficies, definido como limt→∞
V ol(Dat (p))
V ol(B−1,tt )
podrı´a tomar en princi-
pio diferentes valores segu´n el punto p que se escoja como centro de las bolas extrı´nsecas Dat (p). Estudiamos los dos
casos representativos:
(6.1) Cuando la exhaustio´n por bolas extrı´nsecas de la superficie se centra en el punto O = (0, 0, 1) del espacio
hiperbo´lico, el crecimiento del volumen toma valores acotados en el intervalo
[
2
cosh(
√
2)
, 2
)
y nunca superiores al
valor de la Integral de la Norma (Teorema 4.3.29).
(6.2) El crecimiento del volumen de la familia de superficies, cuando la exhaustio´n por bolas extrı´nsecas de la
superficie se centra en un punto p del espacio hiperbo´lico situado a una distancia R(p) = dH
3
O (p) del punto O =
(0, 0, 1), esta´ acotada entre los valores
[
2
cosh(
√
2)
e−R, 2eR
)
y nunca superiores al valor de la Integral de la Norma
(Teorema 4.3.30):
(6.3) Para cada valor del para´metro a, podemos definir una distancia crı´ticaRa = dH
3
O (pa) = ln
(
1
8pi
∫
Σa
‖BΣa‖2dAΣa
)
,
de manera que todo punto que se encuentre a una distancia mayor (R(p) > Ra) tendra´ como cota superior 2eR(p) y
todo punto que se encuentre a una distancia menor (R(p) < Ra) tendra´ como cota superior la integral de la norma.
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Por la Proposicio´n 4.2.3 podemos decir que
(7) El comportamiento de la ecuacio´n de Chern-Osserman sobre la familia de Catenoides Esfe´ricos es muy similar a su
comportamiento en el espacio euclı´deo (es decir, se comporta casi como una igualdad) cuando el para´metro a tiende a
su valor mı´nimo.
(8) Adema´s, por la Nota 4.2.3, podemos decir que existe un mı´nimo para el valor de la Integral de la Norma en torno
a los valores 0.495 ≤ a ≤ 0.497. Este valor es muy similar a a ' 0.4955, valor en el que, segu´n la Proposicio´n 4.8
del artı´culo de Be´rard-Sa Earp, la superficie Σa pasarı´a de tener ı´ndice 1 a ser estable.
(9) Demostramos (Proposicio´n 3.5.2) que las parametrizaciones dadas por Mori ([Mor81]), doCarmo-Dajczer ([dCD83])
y Berard-SaEarp ([BSE10]) son equivalentes.
(10) De todo esto deducimos:
(i) Si la exhaustio´n esta´ centrada en O = (0, 0, 1)⇒ V G(Σa) 6= K(Σa).
(ii) Si la exhaustio´n esta´ centrada en p 6= O existe un intervalo D1 del para´metro a para el que V G(Σa)p < 2 ⇒
V G(Σa)p 6= K(Σa)
(iii) Si la exhaustio´n esta´ centrada en O = (0, 0, 1)⇒ puede haber igualdad en la ecuacio´n para un intervalo D2 del
para´metro a.
(iv) Si la exhaustio´n esta´ centrada en p 6= O puede existir la igualdad para todo valor del para´metro a.
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Teorema de Hopf-Rinow, 20
Transformacio´n de Moebius, 37
Variedad Cartan-Hadamard, 21
Variedad geode´sicamente completa, 20
Variedad riemanniana, 15
Variedad simplemente conexa, 19
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