Abstract-As we crossed past the millennium mark, slowly but steadily we were flooded by (digital) data from virtually everywhere. The challenges of big data demand new methods, techniques, and paradigms for processing data in a fast and scalable fashion. Most enterprises today need to employ data analysis technologies to remain competitive and profitable. Alas, the adoption of big data analysis technologies in Indonesia is still in its infancy, even in the academic sector. To encourage more adoptions of big data technologies, this study explored the development of Hadoop-based data analytics tools. Two case studies were used in the exploration. One is to showcase the performance comparison between Hadoop and DBMS, whereas the other is between Hadoop and a statistical analysis tool. Results clearly demonstrate that Hadoop is superior in processing a large data size. We also derive some recommendations to tune Hadoop optimally.
INTRODUCTION
As we entered the new millennium in 2000, we were also subconsciously entering the digital age, where the amount of digital data has exceeded that of the analog. Fig. 1 shows the growth of the data universe as well as the digital data shares for the past three decades.
In 1986, the amount of data in the world was estimated around 3 Exabytes (1 Exa = 10 18 ), in which only 1% of those were in digital formats. With the proliferation of the Internet and its applications, the amount of digital data increased faster than the analog counterpart and reached 25% of the data universe in 2000. The turn of the century saw the staggeringly rapid growth of the digital data, owing to the spread of the 3 rd Platform of computing (i.e., mobile, hi-def devices, soc-med, cloud) [4] . Within two years, the digital data had equaled, and then surpassed, the analog; the year 2002 marked the beginning of the Digital Age.
Meanwhile, the total data stored in the world had reached 54 Exabytes at the turn of the century, and increased nearly 6-fold to 309 Exabytes in 2007, and further increased 15 times to 4.6 Zettabytes (1 Zetta = 10 21 ) in 2014. By large and far, today's data universe is about 20 Zettabytes, in which the digital data has taken the lion's share (i.e., more than 99%). In addition, IDC had forecasted that the global datasphere would continue to grow to 44 and 163 Zettabytes in 2020 and 2025, respectively [3] - [4] , as can be seen also in Fig. 1 .
Indeed, we are flooded by data from virtually everywhere (i.e., from the apps in our computers, our mobile apps, sensors in our vehicles, our home and office appliances, and many other sources). According to IDC, now approximately there are 15 billion devices connected to the Internet [5] . The figure is predicted to double to 30 billion by 2020, and then almost triple to 80 billion by 2025. It clearly demonstrates the phenomenal growth of IoT (Internet of Things) that also contributes to the data explosion.
However, not all data are essential to businesses and consumers. About 10% of the current data are critical to our daily lives and require real-time processing. But that portion of data is still very large, roughly equivalent to 2 Zettabytes. By 2025, nearly 20% of the global data are life-critical [4] . Think about autonomous cars, remote monitoring patient devices, self-healing power grid, and other advances in the near future. New methods and techniques, commonly called Big Data analytics, are used to promptly analyze those data.
In Indonesia, the adoption of big data analysis technologies is still in its infancy. Nevertheless, IDC Indonesia reported that 70% of business enterprises interviewed in 2004 planned to pilot a big data project within that year, making it the second most coveted technology after mobile applications [6] . Retailers, e-commerce, telecomm, logistics, and financial companies are those which have lots of data and are poised to gain benefits from analyzing them. Government agencies also have started to employ big data analysis [7] - [9] to gain insights and make policies. Other lines of industry, even those small and medium enterprises (SMEs), will inevitably follow suit or lose out in the competition.
Clearly, the demand for data analytics talents is very high. MGI estimated that, while data science graduates could increase by 7% per year, the projected demand might grow 12% annually, which would lead to a shortage of 250,000 data scientists [10] . Similarly, there will be high demands for business translators (bridging data scientists and practical business applications) and visualization experts (bringing complex data to live visualization for decision makers).
As an academic institution, we are inherently responsible to offset the imbalance between the high demand and low supply of data-savvy graduates. Alas, only a number of tertiary institutions in Indonesia offer compulsory subjects related to big data analysis. Even in our institution, it is still an elective subject.
This research is trying to explore Hadoop MapReduce, an open source framework for writing applications that can process very large data. People are saying that big data is expensive and only big businesses can afford it. To debunk that myth, we deployed Hadoop not on sophisticated servers, but on off-the-shelf desktops in one of our common computer laboratories. We have two-pronged goals of doing this exploratory work:
1. To gain knowledge and understanding of developing Hadoop applications, and in the same time, train our students to master the skills; 2. To embolden more interests from academics and industries in Indonesia to adopt and leverage big data analysis technologies, and show them that it is possible to have that capability at a low cost. The rest of the discussion is arranged in this order. Section 2 gives the overview of Big Data and Hadoop, as well as discusses some related works. Section 3 presents the case studies for our exploration with Hadoop and details case problems to be addressed in this study. Experimental results are presented and discussed in Section 4. Finally, we wrap up the manuscript with the conclusion and future works in Section 5.
II. TECHNOLOGY OVERVIEW AND RELATED WORKS
This section is begun with a brief overview of Big Data. After that, the original MapReduce and GFS are described, and are immediately followed by their clones in the Hadoop project. In the last subsection, some related works are discussed and compared with our work.
A. Big Data
The term "big data" had been included in OED [11] since 2013. It is unclear who really coined the term. Sociologist Charles Tilly [12] was probably the first to use the term, but the context of which was different from our current understanding. The next publication to use the term was authored by Cox and Ellsworth [13] ; they asserted that the "big data" problem taxes the computer's capacity. However, Mashey [14] , then a Chief Scientist at SGI, was largely credited as the first to champion the concept of "big data".
Gartner's Laney [15] indicated the three dimensions of data management challenge: Volume, Velocity, and Variety (often popularized as 3Vs). Data volume refers to the enormous amount of data collected. Data velocity deals with the fast pace of data generated, whereas data variety deals with the many sources, types, and forms of data. Some people have added more Vs to the original 3Vs. IBM, for example, added another V for Veracity [16] , pertaining to the data uncertainty or trustworthiness.
Apart from all the lingos and jargons, "big data" really demand a drastic change in the way we capture, store, manage, process, and analyze them. The traditional approach of executing a data analytic application on a single machine is no longer working, since data grow much faster than the computer's capacity and capability can cope with. A scalable approach is required to address the big data challenges. The next subsection introduces one of the scalable platforms, i.e., MapReduce.
B. MapReduce and GFS
MapReduce is a programming model initially proposed by Google [17] . It is a simple yet powerful interface that enables parallel and distributed computations. Using this programming model, a developer needs to create two functions: Map and Reduce. The Map function accepts an input key/value pair and generates a set of interim key/value pairs. The MapReduce library automatically groups all interim values having the same interim key, before passing them to the Reduce function. The Reduce function takes each interim key and its associated set of interim values, and generates output result(s), which is typically a single value, but may also be a set of values. Conceptually the MapReduce model can be illustrated as follows:
In the Map function, the domain of the input k1/v1 pair is often different from that of the interim k2/v2 pairs. By contrast, the domain of the interim k2/set(v2) pair in the Reduce function is usually the same as that of the output set(v3). The MR_Combiner function is inherent in the MapReduce model; it does the grouping mentioned in the earlier paragraph. Note that the MapReduce library can spawn multiple Map and Reduce processes on a cluster of machines; hence, the data processing can be executed in a parallel and distributed fashion. Furthermore, it is scalable since the developer can increase or decrease the number of processes as needed.
To support the programming model, Google proposed a scalable distributed file system, called Google File System (GFS) [18] . A GFS cluster comprises a single master and multiple chunkservers. Files are divided into fixed-size chunks, which are stored in the chunkservers with replication (the default is 3 replicas per chunk). The chunk replication serves two purposes: a) maximize data reliability and availability, and b) optimize network bandwidth utilization.
Each chunk is assigned a unique handle. A GFS client application needs to implement the file system API to read and write data. Clients interact with the master for metadata operations and with the chunkservers for all data-bearing communication.
C. Hadoop MapReduce and HDFS
Inspired by the published GFS and MapReduce papers, Doug Cutting and Mike Cafarella developed a similar platform while working on a web crawler project called Nutch. Later on, the platform's development was spun off as an independent open-source project called Hadoop [19] . Thus, Hadoop is essentially the open-source counterpart of Google's MapReduce framework. Hadoop is developed using Java; by contrast, Google's MapReduce is in C++. Similar to the original version, the core of Hadoop is Hadoop MapReduce (distributed computing) and HDFS / Hadoop Distributed File System (storage system) [20] . There is no change to the MapReduce paradigm in Hadoop. Likewise, HDFS only changes the service component terminology from "master" to "NameNode", and "chunkservers" to "DataNodes".
With the introduction of YARN (Yet Another Resource Negotiator) as the resource manager in the second generation of Hadoop, MapReduce is no longer the only distributed computing framework in Hadoop ecosystem. As shown in 
D. Related Works on Hadoop
Manikandan and Ravi [21] listed various analytics tools related to Hadoop, such as Hive, Pig, Avro, Mahout, etc. They also explained the MapReduce's components and how they work in big data analysis.
Hadoop is not a mature product; it still has some issues to be addressed. Besides, Hadoop has a lot of parameters that can be tuned differently in different scenarios to achieve optimal performance.
Huang et al. [22] evaluated Hadoop's MapReduce mechanisms and identified potential areas that can be optimized. Such examples are the single point of failure, the problem of small size but large number of files, and some parameter tuning issues. They further explored Hadoop's deployment in cloud computing.
Vellaipandiyan and Srikrishnan [23] also experimented with Hadoop in cloud computing. They observed the CPU and memory utilization, as well as the execution time, while running Hadoop jobs with different BlockSize+SplitSize settings. They concluded that it is preferable to run Hadoop with higher than default BlockSize when the data being processed are very large.
The many configurable parameters in Hadoop beg a recommendation for tuning it optimally. Our work will partially address the quest for Hadoop's optimal settings. Since BlockSize is an important parameter in Hadoop's HDFS, it will be one of the parameters that we investigate. Other important parameters for optimal execution are the numbers of mappers and reducers.
Hadoop is capable of processing different datasources (files) in parallel owing to its multiple DataNodes, yet each DataNode processes data in a sequential manner. Saldhi et al. [24] proposed parallel processing in each DataNode by leveraging the multicore processor available on the underlying machine. Employing the proposed analytics platform for solving a business use case, they managed to plot profit trends of different products quickly and efficiently.
Another case of solving a big data analytics problem with Hadoop was demonstrated by Nandimath et al. [25] . Employing a collage of technologies such as Hadoop and NoSQL database in Amazon Web Services, they calculated the average ratings, total recommendations, total votes, and such, of interesting locations the users shared in a social networking application.
Although Hadoop's MapReduce and relational DBMS take different approaches in processing data, they may be used to solve similar data retrieval problems. The comparison between the two has not been fully addressed in previous works. We will investigate this comparison in our work. Another overlapping data processing is between Hadoop's MapReduce and statistical analysis tools (like MATLAB, SPSS, or R). It interests us to compare them too in this study.
III. DATA ANALYSIS CASE STUDIES
To try out Hadoop's capability, we used two case studies. The first case study was the book circulation data of our university's library. Simple analyses are regularly performed on the data with the help of a DBMS. We tried to imitate the same analyses on Hadoop. The second case study was an online user profile dataset retrieved from Yahoo Research. We conducted simple correlation analyses on some of the user attributes. The following subsections further explain these two case studies.
A. Book Circulation Data
The data comprised 6 master tables and 1 circulation history table. We received all the tables in CSV (commaseparated values) format. We applied preprocessing on the master tables to remove headings, quotes, carriage-return characters (note: Linux just recognizes the line-feed character as the end of line), and more importantly, to add missing records to ensure referential integrity. Details of the preprocessed master tables are listed in Table I .
The circulation history was collected from January 2011 to June 2014. In total, there were 182,426 records (about 19,853.75 KB file size) that we received. We were told that Figure 2 . Hadoop 2 architecture [19] in July 2013 there was a change in the application used for borrowing and returning books, and that change affected the way the book circulations were recorded. Before the change, one record would completely store the information from when a book was borrowed, how many times it was renewed, until when it was returned. But after the change, each transaction (either a borrowing, renewing, or returning) would be stored as a record; thus, multiple records would be generated for a borrowing-(renewing-)returning cycle. In all cases, the number of borrowing transactions also includes the number of renewing transactions. For an example, if a book is borrowed by a student and then renewed twice before being returned by the student, then the resulting number of borrowing transactions is three.
B. Online User Profile Dataset
This dataset was retrieved with permission from Yahoo Webscope Program (belonging to Yahoo Research) [26] . The dataset could be found in the "Graph and Social Data" catalog with id G7 and was titled "Yahoo! Property and Instant Messenger Data use for a Sample of Users". The compressed size of this dataset is 4.3 GB, and when it is uncompressed, the total size is about 13 GB.
The dataset was collected from October 1 to October 28, 2007. It comprised 31 tab-delimited text files, which could be categorized into 9 types, as shown in Table II . Not all files were used in the study. Only some attributes from user data, IM use, and mobile web use, which are respectively marked as YD1, YD2, and YD3 in Table II 
IV. RESULTS AND DISCUSSION
We experimented with the Hadoop implementations of the required data analyses. The experimental results for both case studies are presented and discussed in this section.
A. Book Circulation Data
Cases A1-A5 above can be addressed in SQL. For an example, the following SQL query is for addressing case A1:
That query involves three master tables (i.e., m_item, m_title, and m_av_type), and the two transaction tables (i.e., t_circ_hist_standalone and t_circ_hist_interrelated). Similar For each query case, we developed an associated application in Hadoop. Select operations were implemented in the mapper, whilst union and join operations were in the reducer. Afterwards, we compared the query executions in a MySQL database and in Hadoop. Observed parameters were CPU utilization, RAM (memory) utilization, and execution time. The Hadoop applications were executed on a single desktop (acting as both the NameNode and DataNode) with a 4-core CPU and 16-GB RAM. Table III contrasts the execution results (averaged from a number of trials) in (MySQL) DBMS and Hadoop. Clearly, the query executions in DBMS are faster (27-214 times) and more efficient (4-19 folds on CPU utilization and 10-12 folds on RAM utilization) than those in Hadoop. This is understandable since the amount of data is considered small for Hadoop. To truly see Hadoop's capability, we multiplied the circulation history (both, the stand-alone and inter-related versions) 425 times and slightly changed the values of the primary keys to maintain their uniqueness. By doing this, we boosted the total transaction data size from 22.26 MB to 9.24 GB. As can be seen in Table IV , the results are quite the opposite from those shown previously in Table III . Query executions in DBMS are still more efficient (3-4 folds on CPU utilization and 10-14 folds on RAM utilization); of course, the resource usage of a single core execution is much less than that of multiple cores' counterpart. However, the resulting execution times in Hadoop are just 39-45% of those in DBMS, except for case A5 where the DBMS's execution is faster than the Hadoop's counterpart. The query for case A5 needs an additional process to retrieve a substring of id_member (if its length is exactly 8 characters) to determine the student member's department. The Hadoop application for case A5 may require a more optimized algorithm to handle the additional process. Based on the overall results, it can be concluded that data analyses using Hadoop are beneficial when the data size is very large, involving multiple records, fields, and/or tables (i.e., files).
We further evaluated the impact of adding more DataNodes to the execution of Hadoop applications. We found that the execution times are reduced as the number of DataNodes increases. As the number of DataNodes is increased gradually from 1 to 4 nodes, the execution time is improved 22-48%. Afterwards, adding more DataNodes only improves the execution time marginally (i.e., <10%). Fig. 3 depicts the impact of adding more DataNodes.
We also executed the Hadoop applications with different HDFS BlockSizes. Our finding is slightly different from Vellaipandiyan and Srikrishnan's [23] . We found that the BlockSize of 128 MB, which is the default setting in HDFS, is the most optimal BlockSize, yielding the best execution times. It was also observed that the most optimal execution occurs when the file size is close to (but still less than) the BlockSize.
B. Online User Profile Dataset
For case B1, Pearson's correlation [27] was employed to determine whether age and communication frequency were related. The spread of data can be seen in Fig. 4 . As it can be noticed, some data tell us that the user's age is above 100 years old. The users might deliberately conceal their true age by giving any number. We had no means to correct the data. However, since our objective is just to explore Hadoop's We developed Hadoop applications to accomplish Pearson's correlation. From YD1, the user id, gender, and age were retrieved in a mapper process. Separately, from YD2, the user id and communication frequency were generated in another mapper process. The two generated data were then joined in a reducer process. The Person's correlation coefficient was evaluated on the joined data (between age and communication frequency) by another MapReduce job. The yielded result is r = −0.001 and ρ < 0.001, which indicates no correlation between age and communication frequency.
Case B2 involve two sets of attributes with different nature. Mobile web page views are multiple (comprising 9 different pages) regular scores, whereas gender is a twovalue score (i.e., 1 for man and −1 for woman). The former were retrieved from YD3, whilst the latter was from YD1. We calculated the correlation coefficients between gender and each of the mobile web pages. Since gender is dichotomous or binomial, then the point-biserial correlation [27] was employed to determine its correlation with the mobile web page views.
The same mapper that retrieved user id, gender, and age from YD1 was again employed. The nine mobile web pages (then provided by Yahoo) are Front Page (FP), Mail (ML), Messenger (MR), One Search (OS), Weather (WR), News (NS), Finance (FI), Sports (SP), and Flickr (FR). We developed another mapper that could retrieve those data from YD3, indexed by the user id. The two sets of data were joined in a reducer process. Another MapReduce job was created to calculate the point-biserial correlation. The yielded correlation results can be observed in Table V . All results indicate very weak correlations between age and mobile web page views. Nevertheless, we can see modest tendencies that men access Sports more than women, while women prefer to access Mail, Messenger, and Front Pages more. We also created script applications using R [28] for determining correlations in cases B1-B2. Since the raw data sizes are quite large (5.37 GB for case B1 and 1.11 GB for case B2), we needed to be concerned with allocating (and releasing) variables in R; otherwise, the execution would stop abruptly due to out of memory. In Table VI , the CPU utilization, RAM utilization, and execution time of running the R applications are contrasted with those of running the Hadoop applications. Different from previous comparisons, the RAM utilization is shown in percentage of usage; every desktop used in this experiment has a 4-core CPU and 8-GB RAM. Furthermore, the Hadoop applications in this experiment were executed on 8 (compute) DataNodes. Yet, the CPU and RAM utilization for Hadoop applications shown in Table VI are the average on a single DataNode. Based on the results shown in Table VI , we can conclude again that using Hadoop is very beneficial when the data size to be processed is very large. Hadoop can process data effectively in a parallel and distributed fashion.
For this experiment, we also tried to execute the Hadoop applications with different numbers of mappers and reducers. We found that the most optimal configuration is when the ratio between mappers and reducers is approximately 2:1.
V. CONCLUSION AND FUTURE WORKS
The big data challenges need to be addressed with new methods and techniques that exploit parallelism. Apparently we are fortunate that the current generation of computers is equipped with a multi-core processor and an abundance of memory. Thus, the computer supplies fit nicely with the big data challenges.
Hadoop is one of the data analysis platforms that has been widely used in many industries and sectors. However, its adoption is still low, particularly in Indonesia. To encourage more adoptions, we had shown in this manuscript the benefits of Hadoop in processing very large data. Hadoop can be employed for fast data retrieval (e.g., to address a query) or complex statistical analysis (e.g., to find correlations between attributes). Hadoop can fully leverage parallelism offered by the underlying computers. We also had provided some tips to optimally configure Hadoop.
We will continue to exploit Hadoop's capability and, simultaneously, try to attract more interests in its usage. More data analytics components and tools will also be developed to complete our sharing platform. We may also explore other tools in Hadoop ecosystem, such as Hive, Pig, Spark, etc.
