Introduction. The first author developed a theory of integration for
Banach space valued functions with respect t o an operator valued measure (a-additive in the strong operator topology) in a series of papers as cited in [17] , and among them the papers [6] and [7] are fundamental. This theory has many interesting features which are not shared by other Lebesgue-type integrals. For example, there are four distinct L1 spaces here; in contrast t o the abstract Lebesgue integral and Bochner integral, all the integrable functions cannot be defined through convergence in measure (see Remark 12) ; this integral is a complete generalization of the abstract Lebesgue integral in the sense of Remark 11; it can be used t o represent certain types of operators which arise naturally in analysis (see [8] ); etc. Though this work is very interesting, it is not widely known due t o its inaccessibility t o readers. In fact, his papers have been written briefly lacking details in the proofs of many theorems and there are many results simply stated without proof, which are indispensable either for the development of the theory or for distinguishing it from other Lebesgue-type integration theories. Moreover, there is a lacuna in the proofs of some of the basic theorems of [6] .
The aim of the present paper and the succeeding one [9] is t o provide proofs of the unproved results mentioned in [6, 7] (one such important result 'The research was done before the demise of I. Dobrakov. is the the stronger version of Pettis measurability criterion), t o clarify the statements made in the proofs of certain theorems of [6, 7] , to give rigorous proofs of the theorems whose original proofs have a lacuna and t o strengthen the statements of some of these theorems, and finally, t o discuss in detail some of the the distinguishing features of the theory through examples which are much simpler than those given in [6, 7] . We hope that these two papers will be very helpful to the interested readers to understand the theory of integration developed in [6, 7] and in other papers cited in [17] .
The set up of &-rings is used as the integral representation theorems given in [8] are for a-rings and 6-rings. Moreover, using some of the ideas of [6, 7] and of Thomas [20] , the second author has studied a generalization of the Bartle-Dunford-Schwartz integral of scalar functions (see [I] ) when the a-additive measure is defined on a 6-ring with values in a quasicomplete locally convex Hausdorff space. This integral defined on 6-rings plays a key role in another work of the second author which generalizes the results of [15, 16] t o Radon vector measures treated in [2Cl] . In this context we would like to remark that Thomas' work [20] is based on the locally compact version of Theorem 6 of Grothendieck [ll] . But, contrary to Remark 2 on p.161 of [ll] , the techniques of Grothendieck [ l l ] are not powerful enough t o obtain the said version. In fact, his techniques can be used t o prove the said version if and only if the locally compact Hausdorff space is further acompact (see [19] ). However, the said version for arbitrary locally compact Hausdorff spaces with many more equivalent statements has recently been proved in [18] and hence the work of Thomas [20] remains valid.
In Section 2 we fix notation and terminology and state some definitions and results from the literature, sometimes with their proof. In Section 3, following the techniques of [14] and in the set up of a-rings, we obtain the Kelley-Srinivasan measurability criterion (see Lemma 3) without using the Bochner integral unlike the original proof in [14] . We give a detailed proof of Theorem 1 which is essentially Corollary 1.5 of [14] (not proved in [14] ) and which gives several characterizations of P-measurable vector functions in the set up of a-rings, including a stronger version of Pettis measurability criterion (which is stated without proof on p.518 of [6] ).
In Section 4 we introduce the concept of A-measurability (resp. mmeasurability) for Banach space valued vector functions and using Theorem 1, we obtain in Theorem 2 a generalization of Theorems 111.6.10 and 111.6.1 1 of [lo] for these functions. One of these characterizations is a generalized Pettis measurability criterion. We give a direct proof of Theorem 3 which is the same as the last part of Theorem 2, t o the effect that the set of all A-measurable (resp. m-measurable) vector functions is closed under the formation of a.e. sequential limits. Using Theorem 1 we prove the two unproved results on convergence in measure and semivariation mentioned on p.519 of [6] (see Proposition 8) .
In Section 5 we prove the Egoroff-Lusin theorem for a continuous submeasure and obtain an analogue of Pettis theorem on absolute continuity for u-subadditive submeasures. In Section 6 we establish rigorously Theorems ' 1, 2, 10, 14 and 15 of [6] rectifying the lacuna in the original proofs (thanks t o Theorems 1 and 3 we can define integrability not only for m-measurable functions which are not necessarily P-measurable, but also strengthen the statements of some of these theorems). Using Theorem 2 we deduce that the Bartle-Dunford-Schwartz integral in [I] is a particular case of the integral treated here (see Remarks 5 and 8) . We also give a strengthened version of Theorem 14 of [6] and using Proposition 8 we provide a detailed proof of Theorem 13 of [6] . 2. Preliminaries. In this section we fix notation and terminology and give some definitions and results from the literature.
T denotes a non void set. P (resp. S ) is a 6-ring (resp. a a-ring) of subsets of T. u ( P ) denotes the a-ring generated by P. X , Y are Banach spaces over K, ( K = R or C), with norm denoted by ( . I. L(X, Y) denotes the Banach space of all continuous linear maps U : X + Y , with IUI = (Uxl. The dual X * of X is the Banach space L(X, K). DEFINITION 1. An additive set function y : P + X is called a vector measure. It is said t o be a-additive if ly ( U r E;) -Cy y (E;) ( + 0 as n + oo, whenever (E;)? is a disjoint sequence in P with UT E, E P. Then r ( U F Ei) = CT ( E d . DEFINITION 2. A family (yi);,=~ of X-valued u-additive vector measures defined on the a-ring S is said t o be uniformly u-additive if, given E > 0 and a sequence En \ 8 of members of S, there exists no such that SUP;^^ Iyi(En)( < E for n 2 no.
The following result, known as the Vitali-Hahn-Saks-Nikodym theorem, plays a crucial role in the definition of the integral of vector functions in Section 6. We shall refer t o it as VHSN. PROPOSITION 1 (VHSN). Let yn : S + X , n E N, be a-additive and let limn yn(E) = y ( E ) exist in X for each E E S. Then (yn)T are uniformly a-additive and consequently, y is a a-additive vector measure on S.
The first part of the above theorem is given for a-algebras in Theorem 1.4.8 of [4] . However, the result is easily extended t o a-rings by an argument of negation. The last part is obvious. A submeasure X on S is said to be continuous (resp. a-subadditive) if X(En) \ 0 whenever the sequence En \ 0 in S (resp. if X(Uy En) 5 C y X(En) for any sequence (En)y in S). DEFINITION 4. Let y : P + X be a vector measure. Then the semivariation llyll : a(P) + [0, oo] of y is defined by for E E a(P). We define Ilyll(T) = sup{llyll(E) : E E a(P)}.
The supremation 7 of y is defined by y ( E ) = s u p { $ a i y ( E n Ei)
for E E a ( P ) and we define y(T) = sup{y(E) : E E ~( p ) } .
: (E,): c Pdisjoint, ai E K, a ; ( l r E R I By Proposition 1.1.11 of [4] which holds also for rings of sets and by Theorem 1.2.4 of [4] which is vaild for a-rings too, we have the following PROPOSITION 2. Let y : o(P) + X be a a-additive vector measure.
Then:
(i) y(E) ( I ly 1 J(E) 5 4y(E) for E E a(P), and moreover, Ilyl l(T) < w.
(ii) 1 ( y 11, 7 : a ( P ) + [O, w) are continuous submeasures.
By Proposition 1.3.1 of Bombal [3] which holds for a-rings too, we have the following PROPOSITION 3. Let yn : S + X , n E N, be uniformly a-additive.
Then, given a sequence (Ek)? c S with Ek \ 0 and 6 > 0, there exists ko such that Ilynll (Ek) < 6 for all n and for k > ko. Ilmll(E) for E t a ( P ) by and m (~ n E;)x; : (E;); C P disjoint, x; t X , lx;l < 1, r t N We define m ( T ) = sup{m(E) : E t a ( P ) ) and Ilmll(T) = sup{llmll(E) : E t a ( P ) ) . For an X-valued P-simple function s = C'; x,X,y,, with x; # 0 for all i and with (E,); disjoint in P, we define JE s d m = C; m ( E n Ei)xi E Y for E E a ( P ) and we define ST s d m = JN(s) sdm.
Note that the above integrals are well defined.
The following result is immediate from Definitions 6 and 8. and l e t s E S ( P , X ) . Then:
3. Stronger version of Pettis measurability criterion. Using a theorem of representation for Bochner integrable functions Kelley and Srinivasan [14] characterized X-valued P-measurable functions as a-simple functions with respect to P . Employing the techniques of [14] we give a direct proof of this characterization, avoiding the use of Bochner integrals and in the set up of a-rings. Then we pass on t o obtain several characterizations of these functions, including the stronger version of the Pettis measurability criterion (which is stated without proof on p.518 of [6] ). These characterizations are given in Corollary 1.5 of [14] but the corollary is not proved. DEFINITION 9. Let M ( P , X ) = { f : T + XI there exists a sequence(s,)~ C S(P, X ) such that s,(t) + f ( t ) for all t E T). The members of M (P, X ) are called X-valued P-measurable functions. When X = K , we denote M ( P , K ) by M (P). Let us recall from 520 of Halmos [12] that a function f : T + lK is a ( P ) -measurable if N ( f ) f l f -I (B) E a ( P ) for each Bore1 set B in K. Then by Theorem 20.B of Halmos [12] , such a function f is the pointwise limit of a sequence (s,)? of u(P)-simple functions. As N ( f ) E u ( P ) and P is a &ring, there exists an increasing sequence ( E , ) r in P such that N ( f ) = U;" En. Then SnX,y, are P-simple and converge pointwise to f in ( E i ) r C P and C r [xi l x~~ (t) < co for each t E T, then f is called an X-valued a-simple function with respect to P.
If the sets (E,)r and vectors ( x , ) r can further be chosen so that (Ei)r is a disjoint sequence in P and x, # 0 for all i, then f is called an X-valued P-elementary function. LEMMA 2. Suppose f : T + X has separable range and x* f E M(P)
for each x* E X*. Then f is the uniform limit of a sequence of X-valued P-elementary functions.
Proof. Let D be a countable set of nonzero vectors in X such that D 3 f (T). Let xo E X and let Xo be the closed linear subspace spanned by D U {xo). Then by Theorem 2.5 of [13] there exists a sequence (x:)r in the closed unit ball of XG such that 1x1 = sup, /xE(x) 1 for each x E Xo. Consequently, (x:)r is total in Xo and hence N ( f ) = Uy N (x: f ) . Then by hypothesis and Proposition 6 it follows that N ( f ) E a ( P ) . Moreover, for a real r > 0, we have f-'(B(x0,r)) n N ( f ) = ~~[ { (~~f ) -~( B ( x~( x~) , r ) ) }~ N ( f ) ] E a ( P ) . Since s o is arbitrary, the result follows from Lemma 1.
The following lemma is a consequence of Theorem 1.4 of [14] . We modify the proof of the said theorem avoiding the use of the Bochner integral.
LEMMA 3 (Kelley-Srinivasan [14] ). Suppose f : T + X is the uniform limit of a sequence of P-elementary functions on T . Then f is a-simple with respect to P. Consequently, f is P-measurable.
Proof. Clearly f satisfies the hypothesis of Lemma 2 and hence, as shown in the proof of the said lemma, N ( f ) E a ( P ) and N ( f ) = Uy Bn where
for t c T . Clearly, the series is absolutely convergent for each t c T , and
hence we can rewrite fxEn = Egl x j xA ( n ) with ( A j ) a sequence of sub-3 sets of En belonging t o P with Egl ~x j " ) l~~, ( n ) for t c T and hence f c M ( P , X ) .
Using the above lemmas we prove the following theorem which is essentially Corollary 1. 
(
ii) ( T h e stronger version o f Pettis measurability criterion) f has separable range on T and is weakly P-measurable (i.e. x* f is P-measurable for each x* E X * ) . (iii) f has separable range on T and f
(iv) f has separable range on T and
is the uniform limit of a sequence of X-valued P-elementary functions. (vi) ( T h e Kelley-Srinivasan measurability criterion) f is an X-valued a-simple function.

Consequently, the set M ( P , X ) of all X -valued P-measurable functions is closed under the formation of
sequential pointwise limits on T .
Proof. While the implication(i)+(ii) is obvious, (ii)+(i) by Lemmas 2 and 3.
In fact,. f (t) E Gn implies that B(f (t), k) C G\{O) and hence there exists ko such t h a t sk(t) E B ( f (t), &) for k 2 ko and hence B(sk(t), &) c G\{O) so that sk(t) E Gzn for k 2 ko. Since s k are P-simple, it follows that
By a routine argument one can show that (iii)+(iv). If (iv) holds, then f ( T ) is separable and N ( f ) n f -' ( B ( x , r ) ) E a ( P ) for r > 0 and x E X .
Then by Lemma 1, (v) holds. Clearly (v)+(vi)+(i) by Lemma 3. Finally, by Proposition 6 the last part is immediate from (ii).
This completes the proof of the theorem.
Remark 2. The results mentioned without proof in paragraphs 4 and 5 of Section 1.2 on p.518 of [6] are the same as the equivalences among (i),(ii) and (iii) of the above theorem.
The following proposition is mentioned without proof in the second paragraph of Section 1.2 on p.518 of [6] and used in the proof of Theorem 14 of [6] .
over, there exists a sequence ( s n ) y C S ( P , X ) such that sn(t) + f (t) and
Proof. Let ( u n ) y c S ( P , X ) such that un(t) + f ( t ) for t E T. Then Iun(.)l + If (.)I in T and hence by Proposition 6, If (.)I is a(P)-measurable.
Therefore, by Theorem 20.B of Halmos [12] there exists a non decreasing sequence ( h n ) y of nonnegative a(P)-simple functions such that hn(t) 7 If (t)l for t E T. Since N ( f ) E a ( P ) , there exists ( E n ) y C P such that En 7 N ( f ) . Then +, = hnxE, are P-simple and +,(t) 7 1 f(t)l for t E T. Define s, (t) =
for t E N (f) n N ( u n ) and sn(t) = 0 otherwise. Clearly, a n the sequence (s,)? satisfies the conditions of the proposition. 4 . A generalized Pettis measurability criterion. In this section
we introduce the concept of X-valued A-measurable (resp. m-measurable)
functions where X is a a-subadditive submeasure on a(P) (resp. m : P + The results about convergence in measure-m and in semivariation m stated without proof on p.519 of [6] are needed t o prove Theorem 13 of [6] and hence they are treated in Proposition 8. LEMMA 4. Let S be a a-ring of sets and X : S + [0, w] be a asubadditive submeasure on S. Then the GL-completion s of S with respect to X is a a-ring containing S and the GL-completion 1 of X is well defined, extends X and is a a-subadditive submeasure.
Proof. Since X is monotone, a-subadditive and A(@) = 0, the proofs of such that limn sn(t) = f (t) X-a.e. in T ; in other words, if there exists a set M E a ( P ) with X(M) = 0 such that fxTiM is P-measurable. , (iii) f is said t o have X-essentially separable range on T if there exists a set N E a ( P ) with X(N) = 0 such that f ( T \ N ) is separable.
(iv) f is said t o be weakly X-measurable if x* f is X-measurable for each x* E X*. 
Then by the equivalence of (i) and (iv) of Theorem 1, fxTiM is Smeasurable. Therefore, there exists a sequence (s,)? of S-simple functions converging pointwise t o fxTiM on T. Then following an argument similar t o that in the proof of (ii)+(i), we conclude that f is X-measurable and hence (i) holds. The proofs of the said theorems of [5] and [lo] make use of the Egoroff theorem which is not available for countably subadditive submeasures. However, thanks t o the ingenious techniques of Kelley and Srinivasan [14] , we are able to generalize the above mentioned classical theorems to X-valued X-measurable (resp. m-measurable) functions when X is a a-subadditive submeasure (resp. when m is an operator valued measure). Because of the importance of the last part of the above theorem in the theory of integration of vector functions, we state it as a separate theorem and also prove it directly. THEOREM 3. Let A be a a-subadditive submeasure on a ( P ) (resp. m be a n operator valued measure on P). Then M ( P , X , A) (resp. M ( P , X , m)) is closed under the formation of A-a.e. (resp. m-a.e.) sequential limits.
Proof. It suffices t o prove the proposition for A. Let (fn)F=l c M ( P , X , A).
If fo : T + X and if fn + fo A-a.e. in T, then there exist (Ni)Zo c a ( P ) with A(Ni) = 0 for i = 0 , 1 , 2 , ... such that fn(t) + fo(t) for t E T\No and f n x T \~, E M ( P , X ) for n E N. If N = UrZo N n l then N E a ( P ) ,
A(N) = 0, (~~x T \ N ) ?
C M ( P j X ) and f n ( t )~~\~( t )
Therefore, by the last part of Theorem 1 we conclude t h a t fOxT\N E M ( P , X ) . Since A(N) = 0, we conclude that fo is A-measurable in T.
DEFINITION 13. Let m : P + L(X, Y) be an operator valued measure and let f , fn : T + X , n E I?, be m-measurable . Then (f,)? is said t o converge t o f in measure-m (resp. in semivariation m) if, for each q > 0, limn+, Ilmll({t E T : I fn(t) -f (t)l > q}) = 0 (resp. limn,, m({t E T : ( fn (t) -f (t) 1 > 7)) = 0). Similarly, as in Halmos [12] , the concepts of fundamental in measure-m (resp. in semivariation m), and almost uniform convergence in measure-m (resp. in semivariation m ) are defined.
The proofs of the two results mentioned in the first two paragraphs on p.519 of [6] are based on Theorem 1 and as these results are indispensable for proving Theorem 13 of [6] , the following proposition treats these results. 
. Then E, ; Fk E a(P) for all i, k. Then as in the proof of the said theorem of Halmos [12] it can be shown that ( f,,) is Cauchy for uniform convergence on T\M\Fk for each k and consequently, as X is complete, lim; f,, (t) = f (t) (say) exists in X for each t E T \ M \ F k . Moreover, as v is a-subadditive, (ii) Let fo = f . Take M as in the proof of (i) so that fnxT\M,n E N U {O), are P-measurable. Let F = U Z o ( T \ M ) n N ( f,). Then F E a(P). Choose an increasing sequence (Fk)? c P such that F = Uy Fk.
By hypothesis and (i), there exist a subsequence (fl,;)gl of (f,)?, a set N1 E a(P) n Fl with v(Nl) = 0 and a P n (Fl\N1)-measurable function g such that fl,; + g almost uniformly in v in Fl.
Then by adapting the proofs of Theorems 22.B and 22.C of Halmos [12] , we conclude that f = g v-a.e. in Fl and consequently, there exists N1 c Fly N1 E a(P) with v (~1 ) = 0 such that fl,;(t) + f ( t ) f o r t E F~\ N~.
Repeating the argument with the subsequence ( f1,;)E1 we get a subsequence (f2,;)g1 and a set N2 c F2, N2 E a(P) with v(N2) = 0 such that f2,; (t) + f (t) for t E F~\ N~. Repeating this process successively, in the nth stage we obtain a subsequence (fn,;)El of (fn-l,;),"=l and a set Nn C Fn, ~n E a(P) with v(Nn) = 0 S U C~ that fn,;(t) + f (t) for t E F,\N~. Let , N = Uy Nn. Then N E a(P), v ( N ) = 0 and the diagonal sequence ( fnln)T, which is a subsequence of ( fn)yl converges to f pointwise in F \ N . Since T = F U M and MU N ) = 0, (ii) holds. Proof. Since X is monotone, it suffices to show that X(Uy En) < CT X(En) for any disjoint sequence (En)? C S. For such a sequence, let E = Uy En and let Fn = Up=, Ek. Then Fn \ 0. As X is finitely subadditive, we have X(E) < X(Ek) + X(Fn). Taking the limit as n + oo, we have X(E) < X(En) since X is continuous and Fn \ 0.
In the proof of the classical Egoroff theorem with respect to a finite positive measure p , only the continuity from above and the a-subadditivity of p are used. Thus, in the light of Proposition 9, we can adapt the proof of the classical Egoroff theorem to generalize it to the case of continuous submeasures. Thus we have: THEOREM 4 (Egoroff). Let X : S + [0, oo] be a continuous submeasure on the a-ring S and let f , fn : T + X, n E N , be S-measurable.
If fn + f A-a.e. in T, then, given E > 0, there ezists a set E, E S such that X(E,) < E and f n + f uniformly on T\ E,.
From the above theorem we deduce the following result, known as the Egoroff-Lusin theorem.
THEOREM 5 (Egoroff-Lusin). Let P be a 6-ring of subsets of T and let X : a(P) + [0, oo] be a continuous submeasure. Let f , fn : T + X , n = 1,2, .. be P-measurable and suppose fn(t) + f (t) for t E T . If F = Ur=l N(f,), then there exist N E a(P) with X(N) = 0 and a sequence (Fk)y C P with Fk 7 F \ N such that f, + f uniformly on every Proof. By applying the Egoroff theorem successively with c = $ in ' the nth step, we can construct a decreasing sequence ( G n ) y c a(P) such that X(Gn) < and fn + f uniformly on Gn-1\Gn where Go = F. Let N = n' ;0 G,. Then N E a(P) and X(N) = 0. Moreover, F \ N = Uy (F\G,) and F\G, 7. Clearly, fn + f uniformly on F\G, = Ur=l (Gk-1\Gk) for each n. As F\G, E a(P) there exists an increasing sequence (Hn,,);=, c P S U C~ that Uz=l Hntm = F\Gn. Let F, = U;,m=l Hp,,. Then Fn E P for all n, Fn 7 F \ N and f k + f uniformly on each F,.
The easy proof of the following corollary is left to the reader. X(An) 5 Cgn X(Ek) < for each n and hence X(E) = 0. Then by hypothesis y ( E ) = 0. Clearly, A, \ E and hence by Proposition 2(ii) limn JJ y(l (An\E) = 0. Thus, there exists no such that Ilyll (An\E) < E for n > no. Since X(E) = 0 implies X(F) = 0 for all F C E, F E S, by hypothesis we have y ( F ) = 0 for F c E, F E S, and hence Ilyll (E) = 0. Therefore we have IIyII(An) = IIyII(An) -Ilrll(E) I IIrII(An\E) < 6 for n 2 no. This is impossible since ((yll(An) > IlyJI(En) > ly(En)l > 6 for all n. Thus the theorem holds. 6 . Integration of X-valued m-measurable functions. Theorem 1 of [6] is used in the proofs of Theorems 2,10,14 and 15 of [6] . If p is the Y-valued u-additive measure constructed in the proof of Theorem 1 of [6] , p ( N ) = 0 does not imply SE fnxEdm = 0, contrary to what is claimed there. Because of this lacuna, the said theorems remain unestablished in [6] . However, using the results of Sections 4 and 5, we modify the original proofs of [6] in this section and establish the said results rigorously. Besides, using Theorems 1 and 3 of Section 4, not only we dispense with the hypothesis of measurability of the limit functions in these theorems but also strengthen the statements of these theorems by using m-measurable functions in place of P-measurable functions. It is also noted in Remark 8 that the BartleDunford-Schwartz integral treated in Section IV.10 of [lo] is a particular case of the integral defined here. Employing Proposition 7 we provide a strengthened version of Theorem 14 of [6] and using Proposition 8 we give a detailed proof of Theorem 13 of [6] . Also we clarify certain statements in the proofs of Theorems 10 and 14 of [6] . B A S I C A S S U M P T I O N . I n t h e sequel m : P + L(X,Y) is uadditive i n t h e s t r o n g o p e r a t o r topology of L(X, Y) w i t h m ( E ) < co for each E E P. Remark 6 . The finiteness of m on P has to be imposed and is not a consequence even if m is u-additive in the uniform operator topology, contrary to the claim made by Bartle on p.339 of [2] . This has been established in Example 5 on p.517 of [6] .
Under the additional hypothesis that m ( E ) ) < oo for all E E P, the X-valued P-simple functions are called simple integrable functions. LEMMA 6. Let yn, q,, : u ( P ) + Y, n E RV, be a-additive. Let Then X is a continuous submeasure on u ( P ) .
Proof. By Proposition 2 ' i ; , and ijn, n E N , are bounded continuous submeasures on a ( P ) and hence X is also a bounded submeasure. To show that X is also continuous, let E > 0 be given. Choose no such that & < 5 .
Let (En)? C u ( P ) such that En 0. As yn, qn, n = 1,2, ..., no are continuous, there exists ko such that ( y n ( E k ) + ijn(Ek)) < $ for k > -kO and for n = 1,2, ..., no. Then it follows that X(Ek) < 6 for k > ko. Hence X is continuous.
The following theorem combines Theorems 2 and 7 of [6] for simple in-' tegrable functions. Moreover, X(M) = X(N) = 0 imply that y n ( E n N ) = y n ( E n M ) = 0 for all n and for all E E a ( P ) . Thus we have for all n , p 2 no and for all E E a(P). Thus { y n ( E ) ) r is uniformly Cauchy for E E a ( P ) and as Y is Banach, (iii) holds. The uniqueness of the limit is established as in the third paragraph on p.522 of [6] by considering the sequence (g,)? with g2, = sn and g2n-1 = S; for all n.
n ( E ) = y ( E ) exists in Y for each E E a ( P ) . (ii) yn(.) : a ( P ) -+ Y , n E N , are uniformly a-additive on a ( P ) . (iii) limn y n ( E ) exists in Y uniformly with respect to E E a ( P ) .
Moreover, if (sk)? is another sequence in S (
By VHSN y is a-additive on a ( P ) and is m-continuous (resp. Ilmllcontinuous) by Theorem 6 as m (resp. Ilmll) is a a-subadditive submeasure by Proposition 4 and as m ( E ) = 0 implies by Proposition 5(i) that y n ( E ) = 0 for all n and hence implies t h a t y ( E ) = 0.
This completes the proof of the theorem. Remark 7. In the above proof we could have defined X(E) = C;O & e,
for E E a ( P ) , where pn is the control measure of yn and IIpn)I = sup{pn(E) : E E a ( P ) ) . In that case, X is a finite positive measure and hence the EgoroffLusin theorem applies. We preferred to use the supremations of yn as they can directly be described by the vector measures unlike their control measures.
Using the above theorem we extend Definition 2 of [6] to a wider class Z ( m ) which contains S ( P , X ) and which is contained in M(P, X , m ) . can be improved as follows. THEOREM 8. If f E Z(m), then there exist a sequence (sn)r C S(P, X ) and a set M E a(P) with m ( M ) = 0 such that sn(t) + f (t) and Isn(t)l 7 (f(t)l f o r t E T \ M and limnJEsndm = JEfdm for E E a(P), the limit being uniform with respect to E E a(P). Consequently, and hence
for f E Z ( m ) and E E a ( P )
Proof. Let f E Z(m). By Proposition 7 and Definition 15, there exist two sequences of X-valued P-simple functions ( w n ) r and ( h n ) r and a set M E a(P) with m ( M ) = 0 such that wn(t) + f (t), hn(t) + f (t) and (wn(t)J / J f(t)l for t E T \ M and such that yn(.) = J(.) hndm, n E N , are uniformly a-additive on a ( P ) with limn yn(E) = JE f d m for E E a ( P ) . Let qn(.) = J(.) wndm, n E N. Let v ( E ) = JE f d m , E E u ( P ) . Let 
Now by hypothesis ( y n ) y are uniformly a-additive on a ( P ) and as (G\Fp) \ 0, by Proposition 3 there exists k2 > kl such t h a t IIx(((G\Fk) < 5 for all k > k2 and for all n E N. Thus, in particular, fork > k2. Consequently, by (1), (2) and (3) we have 1 SE skdm-SE f d m l < r for k > k2 and for E E a ( P ) . This proves the first part of the theorem. The remaining parts are immediate from the first and the definition of m.
Remark 9. For any sequence of X-valued P-simple functions (s,) satisfying the hypothesis of the above theorem, generally J .) f d m # limn 4. s,dm.
However, it holds if and only if f E L l ( m ) . See \7,9,17]. For Ll(m) the condition is sufficient by the Lebesgue dominated convergence theorem (see [7] ). The necessity is proved via the construction of a counter example when f does not belong t o L l ( m ) (see [9] ).
Remark 10. The inequality in Theorem 14 of [6] replaces that of Proposition 5(i) t o extend the proofs given for simple integrable functions in [6] t o general integrable functions. For example, see Theorems 2, 3, 9 and 11 of [6] .
Theorem 10 of [6] is valid, but its proof should be corrected by applying the Egoroff-Lusin theorem with respect t o the continuous submeasure X of Lemma 6 (and not by Theorem 1 of [6] ), with % ( a ) = J(.) s,dm and qn = 0
for n E N, where (s,)T c S ( P , X ) and s, + f in T.
The following theorem is an improved version of Theorems 15 and 16 of [6] and the original proof of [6] is rectified here by defining suitably the continuous submeasure A.
THEOREM 9 ( T h e o r e m of closure or of i n t e r c h a n g e of limit a n d (i) limn y,(E) = y ( E ) exists in Y for each E E a ( P ) .
(ii) ynl n E N, are uniformly a-additive on a ( P ) .
(iii) lim,y,(E) = y ( E ) exists in Y uniformly with respect t o E E a ( P ) If anyone of the above conditions holds, then f is m-integrable and the limit being uniform with respect t o E E a ( P ) .
for sufficiently large k and for all E E a ( P ) .
Thus f is m-integrable and JE f d m = y ( E ) = limn JE f n d m for E E a(P), the limit being uniform with respect to E E o ( P ) .
Remark 11. The above theorem is called closure theorem for the follow-, ing reason. If the process of Theorem 7 is repeated with sequences of functions in Z ( m ) instead of X-valued P-simple functions, we obtain only Z ( m ) and no new m-measurable functions are obtained. Clearly, the theorem gives necessary and sufficient conditions for the validity of the interchange of integral and limit, which hold particularly for abstract Lebesgue integral.
Moreover, Z ( m ) is the smallest class in M (P, X , m ) containing S(P, X ) for which Theorem 9 holds. More precisely, let J ( m ) be another class of Xvalued m-measurable functions which are integrable in a different sense ( 3 ) with the integral being denoted by (3) Using Theorems 7 and 9 and Proposition 8 we provide a detailed proof of the following theorem which is the same as Theorem 13 of [6] . The original proof in [6] is only very sketchy. THEOREM 10. Let f : T + X be m-measurable and let fn : T + X, n E N , be P-simple functions or more generally, m-integrable functions converging to f in measure-m (resp. in semivariation m) on each E E P. (i) limn y n ( E ) = y (E) exists in Y for each E E a ( P ) . orem 10.
