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Résumé – Nous considérons le problème d’estimer un vecteur à alphabet fini à partir d’un système sous-déterminé y = Af , où A est une
matrice aléatoire générique réelle donnée de dimension n×N . Une méthode originale par optimisation convexe est proposée pour reconstruire
le vecteur par minimisation `1. Cette méthode est basée sur une transformation du problème dans un domaine où la solution recherchée est
parcimonieuse. Le comportement théorique de cette méthode est donné et illustrée expérimentalement.
Abstract – Consider the problem of estimating a deterministic finite alphabet vector f from underdetermined measurements y = Af , where
A is a given real random generic n ×N matrix. A new convex optimization method is presented for the recovery of finite alphabet signals via
`1-norm minimization. This method is transform-based since it involves stating the problem as the recovery of sparse signals after a suitable
sparse transform. The theoretical behavior of this transform-based method is given and experimentally illustrated.
1 Introduction
La séparation de sources est un problème rencontré dans de
nombreuses applications, en traitement du signal audio et de
la parole, en radar, en traitement d’images, en communications
numériques. La séparation de sources a pour objectif d’estimer
des signaux source à partir de leur mélange. Les méthodes sont
classifiées suivant la nature du mélange (instantané, convolu-
tif) et le rapport entre nombre de sources et nombre de cap-
teurs du problème (déterminé, sous-déterminé, sur-déterminé).
Le cas le plus difficile est évidemment le cas sous-déterminé
où le nombre de sources est plus grand que le nombre de cap-
teurs. Il faut alors recourir à des hypothèse supplémentaires.
Par exemple, on peut souvent supposer que les sources peuvent
être séparées grâce à leur représentation parcimonieuse (exploi-
tée par ailleurs dans des applications en communication numé-
rique [1, 2]) dans le domaine temps-fréquence. On peut aussi
exploiter les propriétés géométriques des signaux.
Dans cet article, nous considérons la séparation de sources
ou signaux à alphabet fini, dans le cas instantané et sous-déterminé
où la matrice de mélange est connue. Ce problème est impor-
tant en communications numériques, en traitement d’images et
en recherche opérationnelle. Le problème est posé en absence
de bruit, comme dans [3–6]. Cependant, à la différence de ces
références qui sont dédiées à des alphabets binaires, la solution
que nous proposons s’applique à toute taille d’alphabet fini et
sans supposer que le signal à reconstruire est nécessairement
parcimonieux.
Pour ce faire, après avoir posé le problème mathématique-
ment, nous montrons que la séparation de signaux à alpha-
bet fini dans le cas sous-déterminé et instantané peut être ré-
solu en transformant le problème initial de manière à ce que
les signaux dans le domaine transformé soient parcimonieux.
Nous utilisons ensuite une optimisation par minimisation de la
norme `0 pour déterminer la solution parcimonieuse du pro-
blème transformé et reconstruire le signal à alphabet fini par
transformée inverse. En suivant une approche similaire à celle
proposée dans [7] ou [8], nous relaxons la norme `0 par une
norme `1 afin de garantir la convexité du problème et simpli-
fier son optimisation en pratique. Lorsque la matrice de mé-
lange est aléatoire générique (random generic), nous énonçons
le résultat théorique démontré dans [9] et selon lequel la relaxa-
tion par la norme `1 permet de reconstruire la solution exacte
avec une forte probabilité, en vertu d’un principe d’incertitude.
Nous illustrons ce résultat par des résultats expérimentaux et
une discussion sur la complexité de la méthode.
2 Enoncé du problème
Soit le système linéaire sous-déterminé suivant :
y = Ax, (1)
où x = [x1, x2, · · · , xN ]T est le vecteur source de dimension
N × 1, y = [y1, y2, · · · , yn]T est le vecteur observé de di-
mension n × 1 et A est une matrice de mélange réelle, aléa-
toire générique [3], de dimension n × N avec n < N . Nous
rappelons qu’une matrice A de taille n × N est aléatoire gé-
nérique si tous les ensembles de n colonnes sont linéairement
indépendants avec une probabilité 1 et si chaque colonne est
symétriquement distribuée autour de 0.
Pour éviter le cas où le système sous-déterminé (1) n’ad-
met aucune solution, nous supposons que A est de rang plein.
En communications numériques, la plupart des signaux sont
générés à partir d’alphabets finis. Nous allons donc supposer
que le système (1) admet au moins une solution dans FN où
F = {α1, α2, · · · , αp} est un alphabet fini donné. Etant donné
y ∈ Rn tel que :
y = Af , f ∈ FN , (2)
nous allons étudier sous quelles conditions f est l’unique so-
lution de cette équation et comment cette unique solution dans
FN peut être reconstruite en un temps polynomial.
3 Méthode de reconstruction par trans-
formation parcimonieuse
Une solution au problème (2) a été donnée dans [3] pour




‖x‖∞ sous contrainte y = Ax. (3)
Cette solution s’étend immédiatement au cas de tout alphabet
F = {α1, α2} avec α1 < α2. Les solutions sont parmi les
sommets de l’hypercube [α1, α2]N . Cependant, par construc-
tion, cette méthode ne s’applique aux alphabets de cardina-
lité p > 2. En effet, quand F = {α1, α2, . . . , αp} où α1 <
α2 < . . . < αp, l’ensemble des solutions dans FN du sys-
tème (2) peut comprendre des points à l’intérieur de l’hyper-
cube [α1, αp]N .
La solution que nous proposons permet de pallier cette limi-
tation en transformant le problème pour le résoudre grâce à des
contraintes de parcimonie.
Nous allons plonger FN dans RNp, de sorte que tout f ∈
FN est représenté par un vecteur parcimonieux s(f) ∈ RNp.
Ce vecteur parcimonieux résulte de la concaténation de N vec-
teurs de dimension p. Chaque sous-vecteur de dimension p a
toutes ses coordonnées nulles sauf une égale à 1. Plus précisé-
ment, pour tout f ∈ FN , nous définissons :
s(f) = [1, 2, . . . , N ]
T ∈ RNp (4)
avec i = [I(fi = α1), I(fi = α2), · · · , I(fi = αp)] et où
I(fi = αj) est la fonction indicatrice égale à 1 si fi = αj et 0
si fi 6= αj . Ce type de transformation est connue en recherche
opérationnelle sous le nom de codage disjonctif complet.
Soient les matricesBα etB1 dans RN×Np définies par :
Bα = IN ⊗αT et B1 = IN ⊗ 1Tp , (5)
où α = [α1, · · · , αp]T et ⊗ est le produit de Kronecker. Par
définition, nous avons donc :
f = Bαs(f) et B1s(f) = 1N . (6)
Par conséquent :











Grâce à la transformation (7), nous pouvons reconstruire le
signal f par application du résultat suivant.
Proposition 3.1 Si f ∈ FN est l’unique solution du système




‖u‖0 sous contrainte Φu = b.
L’application de ce résultat requiert une recherche exhaus-
tive pour calculer l’unique solution de (TPF,0), avant d’appli-
quer la transformation linéaire Bα qui nous permet de recons-
truire f . Il est donc souhaitable de chercher à réduire le coût de
calcul en relaxant la norme `0 par la norme `1. Nous sommes
donc amenés à considérer le problème d’optimisation suivant :
(TPF,1) : argmin
u∈RNp
‖u‖1 sous contrainte Φu = b.
L’ensemble des solutions de (TPF,1) ne se réduit pas forcé-
ment à seulement s(f). Cependant, on peut espérer que la pro-
jection de cet ensemble de solution par Bα se réduit à la solu-
tion recherchée f . Autrement dit, a-t-on f = Bαs pour toute
solution s de (TPF,1) ? La réponse à cette question est fournie
par le théorème suivant, qui est notre résultat principal et dont
le lecteur trouvera la démonstration dans [9]. Dans cet énoncé,
nous utilisons la notion de croissance proportionnelle [10] : une
suite de couples (n,Nn) croît proportionnellement s’il existe
δ ∈ (0, 1) tel que : nNn → δ when n→ +∞. Conformément
à l’usage, l’indexation par n sera omise dans la suite.
Théorème 3.1 Soit l’alphabet finiF = {α1, α2, . . . , αp} avec
p > 2. Si S est l’ensemble des solutions dansRNp du problème
d’optimisation (TPF,1), alors :
(i) f ∈ FN est l’unique solution de (2) si et seulement si
Bα(S) ∩ FN = {f},
(ii) Si A est une matrice aléatoire générique réelle de dimen-
sion n×N et si (2) est vérifiée pour un vecteur f choisi
aléatoirement et de manière uniforme dans FN , la pro-























(iii) [Principe d’incertitude] Si les hypothèses de (ii) sont
vérifiées et si (n,N) croît de manière proportionnelle,
Qn,N (p) tend vers 0 quand nN <
p−1





Pour p = 2, nous disposons donc de deux critères différents :
le critère (TPF,1) introduit ci-dessus et le critère (P∞) proposé
dans [3]. En prenant p = 2 dans (ii) et (iii) du théorème précé-
dent, on constate que les performances du critère (TPF,1) sont
les mêmes que celles de (P∞).
4 Simulations
Dans ces expérimentations, nous comparerons l’approche par
transformation introduite dans cet article à celle proposée dans
[3], puisque cette dernière représente l’état de l’art pour la re-
construction de signaux dans un alphabet binaire. Ensuite, nous
présentons les résultats obtenus avec notre approche pour plu-
sieurs valeurs de p afin de confirmer expérimentalement le théo-
rème 3.1.
Sans perte de généralité, nous considérons des valeurs paires
de p et l’alphabet est F = {±(2k − 1) : k = 1, . . . , p/2}.
Le nombre d’observations n varie ensuite de manière à tester
un nombre significatif du rapport n/N . Pour chaque couple
(n,N) et chaque méthode testée, 1000 itérations de Monte-
Carlo sont réalisées. Pour chaque itération, nous générons une
réalisation de la matrice aléatoire générique A dont les coef-
ficients sont tirés aléatoirement et indépendamment selon une
distribution normale. Nous générons aussi le vecteur f en choi-
sissant aléatoirement et indépendamment chacune de ses coor-
données selon une loi uniforme dans F . Une fois f généré,
on calcule y = Af et résolvons (P∞) — quand p = 2 —
et (TPF,1). Les solutions à ces problèmes d’optimisation sont
calculées en utilisant la boîte à outils CVX de Matlab [11, 12].
Nous comparons ensuite la solution fˆ obtenue par minimisa-
tion au vrai signal f . Nous considérons que la reconstruction
est correcte si l’erreur relative
‖fˆ−f‖
2
‖f‖2 est inférieure à 10
−6.
Les figures 1 et 2 présentent les diagrammes de phase pour
p = 2 et N = 256, 512. Ces figures montrent que, confor-
mément à la théorie, la méthode par transformation introduite
ci-dessus et la méthode proposée par Mangasarian et Recht
dans [3] ont les mêmes performances, avec un point de rup-
ture commun à n/N = 1/2. Ces méthodes sont équivalentes
aussi en terme de complexité, comme le montre le tableau 1
dont les explications détaillées sont données dans [9].
Pour p > 2, l’approche proposée dans [3] ne s’applique pas.
Aussi, les figures 3 et 4 présentent les diagrammes de phase de
la méthode par transformation proposée pour p = 4, p = 6 et
différentes valeurs deN . On constate que le point de rupture de
la méthode par transformation est conforme à celui démontré
par le Théorème 3.1.
5 Conclusion
Dans cet article, nous avons présenté une nouvelle méthode
pour résoudre des systèmes linéaires sous-déterminées dont on
cherche une solution à alphabet fini. L’originalité de l’approche
consiste à employer une transformation qui permet de rendre
parcimonieux le vecteur à alphabet fini recherché. Une mini-
misation de norme `1 permet de déterminer les solutions du
problème dans le domaine transformé et nous avons énoncé le
résultat théorique qui permet la reconstruction du signal à al-
phabet fini et garantit que cette reconstruction est exacte avec
forte probabilité selon un principe d’incertitude.
Pour traiter le cas bruité, le critère (TPF,1) peut être légè-



























FIGURE 1 – Diagrammes de phase de la méthode par transfor-
mation en comparaison de [3] pour p = 2 et N = 256.



























FIGURE 2 – Diagrammes de phase de la méthode par transfor-
mation en comparaison de [3] pour p = 2 et N = 512.
rement modifié comme proposé dans [13, 14]. Une étude théo-
rique du cas bruité, se basant sur [13, 14], est donc en cours.
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