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SHEAVES ON THE ALCOVES AND MODULAR
REPRESENTATIONS I
PETER FIEBIG, MARTINA LANINI
Abstract. We consider the set of affine alcoves associated with a root system
R as a topological space and define a certain category S of sheaves of Zk-
modules on this space. Here Zk is the structure algebra of the root system
over a field k. To any wall reflection s we associate a wall crossing functor on
S. In the companion article [FL] we prove that S encodes the simple rational
characters of the connected, simply connected algebraic group with root system
R over k, in the case that k is algebraically closed with characteristic above
the Coxeter number.
1. Introduction
This article is the first in a series of articles that are meant to introduce and
study a new category that encodes the simple rational characters of a reductive
algebraic group in characteristics above the Coxeter number. This category is
“combinatorial” in the sense that it is defined in terms of the underlying root
system without reference to the group itself.
The following should give the reader a first idea on the nature of this category.
Let R be a root system and denote by A the associated set of (affine) alcoves.
This set carries a partial order (sometimes called the generic Bruhat order or
the Bruhat order at −∞) and we obtain a topology on A with the order ideals
as open sets. Now fix a field k that satisfies the GKM-property with respect to
R (i.e., the characteristic is not 2 and not 3 if R contains a component of type
G2). Denote by S the symmetric algebra over the k-vector space associated with
the coweight lattice of R. The action of the finite Weyl group on the set of ZR-
orbits in A gives rise to a commutative S-algebra Z, which is non-canonically
isomorphic to what is called the structure algebra of R.
The category that we are proposing is a full subcategory of the category of
sheaves1 of Z-modules on the topological space A. We denote it by S. Apart
from some minor technical assumptions there are two main properties that we
stipulate on objects in S. The first is the following. Let x be a ZR-orbit in A and
let M be a presheaf of Z-modules on A. There are two constructions, associated
with x, that we can perform on M . One is algebraic, the other topological. By
the definition of the structure algebra, the ZR-orbit x in A gives rise to a Z-
module homomorphism Z → Zx, where Zx is free as an S-module of (graded)
1(in the most ordinary sense)
1
2rank 1. We obtain the presheaf M x of Z-modules on A by composing M with
the functor Zx⊗Z ·. On the other hand, as x is a subset of A, we can consider the
inclusion ix : x→ A and we obtain a natural morphism M
x → ix∗i
∗
xM
x. We say
that M satisfies the support condition if this is an isomorphism for all ZR-orbits
x in A.
The second condition that we want the objects in S to satisfy is that they should
“behave well under base change”. Again, our definition of a base change functor
is based on an algebraic and a topological construction. Note that the structure
algebra is an algebra over the symmetric algebra S over the coroot lattice. If
T is a flat S-algebra, then we can extend scalars an obtain ZT = Z ⊗S T . On
the other hand, note that the generic Bruhat order is generated by relations
between an alcove and its mirror image with respect to a reflection at an affine
root hyperplane. We can coarsen this relation by considering only reflections at
hyperplanes corresponding to coroots that are not invertible in T , together with
translations by arbitrary positive roots. This yields a finer topology on A. We
then define a base change functor (·) ⊠S T that maps a presheaf of Z-modules
to a presheaf of ZT -modules on the finer topology. It is constructed in such a
way that its images satisfy the support condition mentioned above. Now a sheaf
“behaves well under base change” if it is still a sheaf, and not only a presheaf,
after all flat base changes S → T .
Once the category S is defined, we introduce a wall crossing functor ϑs on S
with respect to each wall reflection s. It is constructed on the level of presheaves
of Z-modules by a simple universal property, but in general it does not preserve
the category of sheaves. However, we show that it preserves the category S.
In the companion article [FL] we consider the exact structure on S that is
inherited via its inclusion in the abelian category of sheaves of Z-modules on A.
We then show that S contains enough projectives, and we prove that the ranks
of the stalks of the indecomposable projective objects in S encode the characters
of the simple rational representations of the reductive algebraic groups with root
system R if the characteristic of k is larger than the Coxeter number. For this we
construct a functor Ψ into the Andersen–Jantzen–Soergel category K defined in
[AJS] and we show that the indecomposable projective objects are mapped to the
indecomposable “special” objects in K2. From this one obtains the irreducible
characters of G via known results.
The advantage of S over K is that the definition of the category K is very
ad-hoc and technical as it is a collection of subgeneric, i.e. local data, without
a corresponding global object. Moreover, the “special” objects are defined by
applying wall crossing functors to certain base objects and they do not have
an intrinsic categorical characterization such as projectivity. This makes working
2We should point out right away that our functor Ψ is not fully faithful, not even when
restricted to the projective objects in S. We will show in a forthcoming article that S is a
filtered category and that the image of Ψ: S→ K can be thought of as the “associated graded
category”.
3with K rather difficult, and simple looking statements often require sophisticated
and technical arguments3. We believe that our category is much easier to work
with, as its objects are nothing but sheaves on a topological space, and the
objects that are important for representation theoretic applications are defined
intrinsically, i.e. without reference to wall crossing functors.
We have further hopes with respect to S. Note that Lusztig’s formula for the
irreducible characters of G is only valid if the characteristic of k is large enough.
Ever since Williamson provided a huge list of examples for characteristics in
which the formula fails (called the torsion primes), one tries to understand the
phenomenon of torsion primes in modular representation theory. As S encodes
the characters for all characteristics above the Coxeter number, it might be a
helpful tool for this. Moreover, we believe that it is possible to simplify the work
of Andersen, Jantzen and Soergel by constructing a functor from the category of
(deformed) G1T -modules into the associated graded of S directly, without refering
to K. This functor then hopefully makes sense also for restricted critical level
representations of the affine Kac-Moody algebra associated with R (so here we
should take k = C), which might lead to a calculation of the irreducible critical
characters, i.e. a proof of the Feigin–Frenkel conjecture.
Acknowledgements. This material is based upon work supported by the Na-
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was in residence at the Mathematical Sciences Research Institute in Berkeley,
California, during the Fall 2014 semester. The second author would like to thank
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2. (Pre-)Sheaves on partially ordered sets
This section provides some basic results on the topology of partially ordered
sets and their theory of (pre-)sheaves. Fix a partially ordered set (X ,). For an
element A of X we will use the short hand notation { A} = {B ∈ X | B  A}.
The notations { A}, {≺ A}, etc. have an analogous meaning.
2.1. A topology on (X ,). The following clearly yields a topology on the set
X .
Definition 2.1. A subset J of X is called open, if A ∈ J and B  A imply
B ∈ J , i.e. if J =
⋃
A∈J { A}.
The following statements are easy to check.
Remark 2.2. (1) A subset I of X is closed if and only if I =
⋃
A∈I{ A}.
(2) Arbitrary unions and intersections of open sets are open. The same holds
for closed sets.
3An example is the self-duality of special objects studied in [S].
4(3) A subset K of X is locally closed (i.e. an intersection of an open and a
closed subset) if and only if A,B ∈ K and A  C  B imply C ∈ K.
For any subset T of X we define
T :=
⋃
A∈T
{ A}.
This is the smallest open subset of X that contains T .
2.2. Presheaves on partially ordered sets. Now suppose A is an abelian
category that has arbitrary products. For a presheaf M on X with values in A
and an open subset J of A we denote by M (J ) the object of sections of M over
J . For an inclusion J ′ ⊂ J we denote by rJ
′
J : M (J )→ M (J
′) the restriction
morphism. Sometimes we write m|J ′ instead of r
J ′
J (m). Recall that one calls
a presheaf M flabby if for any inclusion J ′ ⊂ J of open sets the restriction
homomorphism rJ
′
J is surjective.
For a subset T of X we denote by iT : T → X the inclusion.
Definition 2.3. Let M be a presheaf on X .
(1) M is said to be supported on T ⊂ X if the natural morphism M →
iT ∗i
∗
T M is an isomorphism.
(2) M is said to be finitary if M (∅) = 0 and if there exists a finite subset T
of X such that M is supported on T .
Here, iT ∗ and i
∗
T are the push-forward and pull-back functors for presheaves.
More explicitely, M is supported on T if for any open subset J of X the restric-
tion homomorphism M (J )→ M ((J ∩ T )) is an isomorphism.
The partially ordered sets that we will be interested in in this article will be the
set of alcoves associated with a finite root system endowed with various partial
orders depending on the choice of a base ring.
3. Alcove Geometry
In the following we review the basic features of the alcove geometry associated
with a root system. As a reference one might consult [H]4. We then endow the
set of alcoves with a topology. This depends on the choice of a base ring T . We
then study the decomposition into connected components. The main result is
that each connected component is an orbit under a subgroup of the affine Weyl
group (this subgroup depends on T ). We finally introduce admissible families of
open subsets. We prove in a later section that the sheaves that we are interested
in are determined by their restriction to an arbitrary admissible family.
4In [H], what we refer to as the affine Weyl group associated with a root system, would be
rather associated with the dual root system. We hope the reader will not be confused by this
choice of terminology.
53.1. Roots, reflections and alcoves. Fix a finite irreducible root system R in
a real finite dimensional vector space V . For any α ∈ R denote by α∨ ∈ V ∗ =
HomR(V,R) the corresponding coroot. Let 〈·, ·〉 : V × V
∗ → R be the natural
pairing and fix a system R+ ⊂ R of positive roots. Let
X := {λ ∈ V | 〈λ, α∨〉 ∈ Z for all α ∈ R},
X∨ := {v ∈ V ∗ | 〈α, v〉 ∈ Z for all α ∈ R}
be the weight and the coweight lattice, resp. For α ∈ R+ and n ∈ Z define
Hα,n := {µ ∈ V | 〈µ, α
∨〉 = n},
the affine reflection hyperplane associated with α and n, and
H+α,n := {µ ∈ V | 〈µ, α
∨〉 > n},
H−α,n := {µ ∈ V | 〈µ, α
∨〉 < n},
the corresponding positive and the negative half-space, resp.
Definition 3.1. The connected components of V \
⋃
α∈R+,n∈ZHα,n are called
alcoves. We denote by A the set of alcoves.
Let α ∈ R+ and n ∈ Z. The affine reflection with fixed point hyperplane Hα,n
is
sα,n : V → V, λ 7→ λ− (〈λ, α
∨〉 − n)α.
It maps X into X and preserves the set {Hβ,m} of affine hyperplanes, hence
induces a bijection on the set A that we denote by sα,n as well.
For γ ∈ X we denote by tγ : V → V the affine translation µ 7→ µ + γ. Again
this preserves the set of hyperplanes and induces a bijection tγ : A → A. Easy
calculations yield:
Lemma 3.2. (1) For α ∈ R+ and m,n ∈ Z we have sα,n ◦ sα,m = t(n−m)α.
(2) For α ∈ R+, n ∈ Z and λ ∈ X we have sα,n ◦ tλ = tsα,0(λ) ◦ sα,n.
Denote by Ŵ the affine Weyl group, i.e. the group of affine transformations
on V generated by the set {sα,n | α ∈ R
+, n ∈ Z}. Lemma 3.2 implies that tγ is
contained in Ŵ for γ ∈ ZR. The affine Weyl group acts on the set A, and A is
a principal homogeneous set for this Ŵ-action (cf. [H, Section 4.5]).
3.2. Base rings. The topology that we introduce on A will depend on the choice
of an algebra. Let k be a field. We denote by X∨k = X
∨ ⊗Z k the k-vector space
associated with the lattice X∨. For v ∈ X∨ we often denote by v its canonical
image v ⊗ 1 in X∨k . We always assume that the following holds:
The GKM condition. The characteristic of k is 6= 2 and for α, β ∈ R+, α 6= β
we have α∨ 6∈ kβ∨ (as elements in X∨k ).
6Note that this excludes characteristic 2 in all cases, and characteristic 3 in case
G2. Note that for the representation theoretic applications we need the stronger
assumption that the characteristic of k is larger than the Coxeter number of
R. From now on we assume that k satisfies the above. Let S = S(X∨k ) be
the symmetric algebra of the k-vector space X∨k . We consider S as a Z-graded
algebra with degree 2 component S2 = X
∨
k ⊂ S. Let T be a unital, commutative
S-algebra that is flat as an S-module. Sometimes we assume in addition that T
is a Z-graded S-algebra. In this case, a T -module is assumed to be graded, and
a homomorphism between graded modules is assumed to respect the grading, i.e.
it is of degree 0. For a Z-graded object M =
⊕
n∈ZMn and l ∈ Z we write M [l]
for the object that we obtain from M by shifting the grading in such a way that
M [l]n =Ml+n for all n ∈ Z.
Let T be a (not necessarily graded) commutative, unital, flat S-algebra. Again
we often write α∨ for the image of α∨ in T . Note that the flatness implies that the
structure homomorphism S → T , f 7→ f1T , is injective. In particular, for two
positive roots α 6= β, the images in T of α∨ and β∨ are k-linearly independent.
Definition 3.3. (1) Denote by IT ⊂ R
+ the set of all α such that the left
multiplication with α∨ on T is not a bijection (i.e. α∨ is not invertible in
T ).
(2) Denote by ŴT the subgroup of Ŵ that is generated by tγ with γ ∈ ZR
and by sα,m for all α ∈ IT and m ∈ Z.
(3) Denote by R+T ⊂ R
+ the set of all α with the property that ŴT contains
sα,m for some m ∈ Z.
Note that ŴT contains ZR, hence Lemma 3.2 implies that sα,m ∈ ŴT for
some m ∈ Z if and only if this condition holds for all m ∈ Z. By definition
IT ⊂ R
+
T . But in general this is not a bijection. For example, if T = S[α
∨−1 |
α ∈ R+ is not simple], then IT ⊂ R
+ is the set of simple roots. It follows that
ŴT = Ŵ, so R
+
T = R
+ .
Definition 3.4. Call T saturated if IT = R
+
T .
Remark 3.5. (1) For T = S we have IS = R
+, ŴT = Ŵ and R
+
S = R
+.
Hence S is saturated.
(2) Suppose that IT = ∅. Then ŴT = ZR and R
+
T = ∅. In particular, T is
saturated in this case.
(3) Suppose that IT = {α} for some α ∈ R
+. Then ŴT is generated by
sα,m with m ∈ Z and tγ with γ ∈ ZR. Then ŴT = {id, sα,0} ⋉ ZR and
R+T = {α}. Again, T is saturated.
Definition 3.6. A base ring is an S-algebra T that satisfies the following:
(1) T is unital and commutative.
(2) T is flat as an S-module.
7(3) T is saturated.
A base ring T is called generic, if R+T = ∅, and subgeneric, if R
+
T = {α} for some
α ∈ R+.
3.3. Partial orders and topologies on A. Fix a base ring T . We now endow
the set A with a partial order that depends on T , or rather on the set IT = R
+
T .
Definition 3.7. Denote by T the partial order on A that is generated by
A T B if either B = tγ(A) with γ ∈ Z≥0R
+, or B = sα,n(A) with α ∈ R
+
T and
n ∈ Z such that A ⊂ H−α,n.
Remark 3.8. If A T B, then there exists a finite sequence A = A0, A1,. . . ,An =
B such that for all i = 1, . . . , n we either have Ai+1 = tγ(Ai) for some γ ∈ Z≥0R
+,
or Ai+1 = sα,n(Ai) for some α ∈ R
+
T , n ∈ Z with Ai ⊂ H
−
α,n.
We denote by AT the topological space associated with (A,T ). Sometimes
we call a subset J of A T -open if it is open in AT .
Remark 3.9. Let T → T ′ be a homomorphism of base rings. If α∨ is invertible in
T , then it is also invertible in T ′. Hence I+T ′ ⊆ I
+
T and ŴT ′ ⊆ ŴT , so R
+
T ′ ⊆ R
+
T .
Then A T ′ B implies A T B, hence a T -open subset is also T
′-open. That
means that the identity iTT ′ : AT ′ → AT is continuous.
Lemma 3.10. Let A ∈ A and γ ∈ ZR. Then A T A + γ if and only if
γ ∈ Z≥0R
+. In particular, the topology induced on a ZR-orbit in AT via the
inclusion is independent of T .
Proof. For A ∈ A denote by λA ∈ V the barycenter of A. We claim that A T B
implies λB − λA ∈ R≥0R
+. In the case B = tγ(A) with γ ∈ Z≥0R
+ we have
λB − λA = γ ∈ R≥0R
+. If A = sα,n(B) with A ⊂ H
−
α,n we have λB = sα,nλA and
sα,n(λA)−λA = −(〈λA, α
∨〉−n)α ∈ R≥0α. The general case follows from Remark
3.8. Now λA+γ − λA = γ. Hence A T A + γ implies that γ ∈ ZR ∩ R≥0R
+ =
Z≥0R
+. The converse is true by definition. 
In this article we denote ZR-orbits by lower case Latin letters like x, y, etc.
3.4. Connected components of AT . In the following we denote connected
components of AT by upper case Greek letters like Λ, Ω, etc.
Lemma 3.11. The connected components of AT coincide with the ŴT -orbits in
AT .
Proof. Let A,B ∈ A. Then A and B are contained in the same connected
component if and only if there is a sequence A = A0, A1, . . . , An = B in A such
that for all i = 1, . . . , n we have either Ai T Ai+1 or Ai+1 T Ai. From Remark
3.8 it follows that this is the case if and only if there is a sequence A = A0,
A1,. . . , An = B where Ai+1 = tγ(Ai) for some γ ∈ ZR, or Ai+1 = sα,m(Ai) for
some α ∈ R+T and m ∈ Z. This is the case if and only if A and B are in the same
ŴT -orbit. 
8Denote by Ae the unique alcove that is contained in the dominant Weyl cham-
ber {λ ∈ V | 〈λ, α∨〉 > 0 for all α ∈ R+} and contains 0 in its closure. Then the
map
Ŵ → A, w 7→ Aw := w(Ae)
is a bijection as A is a principal homogeneous Ŵ-space ([H, Section 4.5]). This
allows us to construct the following right action of Ŵ on A. For A = Ax ∈ A and
w ∈ Ŵ let Aw := Axw. Clearly, this right action commutes with the left action.
This action is not continuous, but it preserves the connected components, as we
show in part (1) of the following result.
Lemma 3.12. (1) Let Λ ⊂ AT be a connected component. Then Λw is again
a connected component.
(2) Let T → T ′ be a homomorphism of base rings. Then every connected
component of AT is a union of connected components of AT ′.
Proof. Claim (1) follows from Lemma 3.11 and the fact that the right action of
Ŵ on A commutes with the left action. Claim (2) follows from Lemma 3.11 and
the fact that ŴT ′ is a subgroup of ŴT . 
3.5. The finite Weyl group and ZR-orbits. Denote by V = A/ZR the set
of ZR-orbits in A (under the left action), and let π : A → V be the orbit map.
We often denote by A or Λ the image of A ∈ A or Λ ⊂ A in V. Note that every
connected component Λ of AT is stable under the action of ZR (by Lemma 3.11).
Hence Λ = π−1π(Λ).
Denote by W ⊂ Ŵ the finite Weyl group, i.e the subgroup generated by the
R-linear transformations sα,0 : V → V for α ∈ R
+. Lemma 3.2 implies that the
Ŵ-action on A induces a Ŵ-action on V. It has the property that for all α ∈ R+,
m,n ∈ Z and x ∈ V we have sα,n(x) = sα,m(x). As Ŵ = W ⋉ ZR and as A
is a principal homogeneous Ŵ-set, V is a principal homogeneous W-set. For
convenience, we abbreviate sα := sα,0 for all α ∈ R
+.
Lemma 3.13. Suppose that T is subgeneric with R+T = {α}. Let Λ be a connected
component of AT . Then Λ is the union of two distinct ZR-orbits x and y that
satisfy y = sαx.
Proof. Λ is an orbit of the subgroup ŴT of Ŵ , hence it is a principal homogeneous
ŴT -set. As ŴT is generated by sα,n for n ∈ Z and ZR we have ŴT = {id, sα}⋉
ZR and the statement follows. 
3.6. Admissible families. We will soon consider sheaves on the topological
space AT . The condition that we assume on those sheaves assure that they
are already determined once their restriction to “T -admissible” families of open
subsets are known. Here is the definition of this notion. Suppose that T is a
family of subsets in A.
9Definition 3.14. We say that T is a T -admissible family, if it satisfies the fol-
lowing assumptions.
(1) A ∈ T.
(2) Each element in T is T -open.
(3) T is stable under taking finite intersections.
(4) For any T -open subset J and any ZR-orbit x in A there is some J ′ ∈ T
with J ∩ x = J ′ ∩ x.
Here is an example of an admissible family. Let T → T ′ be a homomorphism
of base rings.
Lemma 3.15. The family T of T -open subsets in A is T ′-admissible.
Proof. Clearly A is T -open, and any T -open subset is T ′-open, and the set of T -
open subsets is stable under taking (arbitrary) intersections. Property (4) follows
from Lemma 3.10. 
In Lemma 6.4 we introduce another admissible family.
4. The structure algebra
Again we fix a root system R. In this section we define the structure algebra
ZS associated with R over the field k. This is a commutative, associative, unital
S-algebra that is ubiquitous in algebraic Lie theory. For example, it occurs as
the torus equivariant cohomology of flag varieties, or as the center of deformed
blocks of the category O of a semisimple Lie algebra (for k = C).
For any base ring T we obtain the T -algebra ZT = ZS⊗S T . We show that ZT
has a canonical decomposition with the direct summands parametrized by the
connected components of the topological space AT . Then we study the category
of ZT -modules. This category will be the target category for the (pre-)sheaves
that we are interested in. We introduce the notion of Z-support for ZT -modules.
Later we will define a support condition for presheaves of ZT -modules on AT .
The main idea of this condition is that the Z-support and the sheaf theoretic
support should be compatible.
4.1. The structure algebra. Fix a base ring T . Recall that we denote by V
the principal homogeneous W-set of ZR-orbits in A.
Definition 4.1. Define
ZS :=
{
(zx) ∈
⊕
x∈V
S
∣∣∣∣ zx ≡ zsαx mod α∨for all x ∈ V and α ∈ R+
}
and ZT := ZS ⊗S T .
We call ZT the structure algebra over our data. Since T is flat as an S-module
we obtain a canonical inclusion ZT ⊂
⊕
x∈V T . So we can write every element
z ∈ ZT as a V-tuple z = (zx)x∈V with zx ∈ T . We simplify notation and set
Z := ZT if T can be determined from the context.
10
4.2. The canonical decomposition of the structure algebra. For a subset
L of V we define
ZS(L) :=
(zx) ∈⊕
x∈L
S
∣∣∣∣∣∣
zx ≡ zsαx mod α
∨
for all x ∈ L and α ∈ R+
with sαx ∈ L

and ZT (L) = ZS(L) ⊗S T . Denote by p
L :
⊕
x∈V S →
⊕
x∈L S the projection
along the decomposition. Clearly pL(ZS) ⊂ ZS(L), but in general, this is a proper
inclusion. Denote by C(AT ) the set of connected components of AT . Recall that
we denote by Λ the image of Λ in V. As each connected component is stable under
the action of ZR, we obtain a decomposition V =
⋃˙
Λ∈C(AT )
Λ. In particular, the
direct sum of the homomorphisms pΛ yields an injective homomorphism p : ZS →⊕
Λ∈C(AT )
ZS(Λ).
Lemma 4.2. The homomorphism p⊗S T : ZT →
⊕
Λ∈C(AT )
ZT (Λ) is an isomor-
phism.
Proof. As T is a flat S-algebra, p ⊗S T is injective. Now let ρ be the product
of all coroots that are invertible in T . Let (zΛ) ∈
⊕
Λ∈C(AT )
ZS(Λ). If x ∈ Λ
and α ∈ R+ are such that sα(x) 6∈ Λ, then α 6∈ R
+
T , as Λ is a ŴT -orbit. Hence
α∨ must be invertible in T . It follows that (ρzΛ) defines an element in ZS, so
(zΛ) = (ρzΛ)⊗ ρ
−1 is contained in ZT = ZS ⊗S T . 
4.3. The connection to moment graphs. Let Λ be a connected component
of AT . We denote by GΛ the following moment graph over the lattice X
∨. Its
set of vertices is Λ (i.e. the set of ZR-orbits in Λ), and x, y ∈ Λ are connected
by an edge if and only if y = sαx for some α ∈ R
+. This edge is then labeled by
α∨. Note that x, sαx ∈ Λ imply that α ∈ R
+
T . Then ZS(Λ) is, by definition, the
structure algebra over the field k of the moment graph GΛ.
The category of ZS(Λ)-modules is intimately connected to the theory of sheaves
on the moment graph G (cf. [F1]). In this article we do not refer to sheaves on
moment graphs in order to avoid unnecessary confusion. In a forthcoming work
we relate the sheaf category S that we are about to define to the category of
moment graph sheaves not on GΛ, but on an affine version that is called the
stable moment graph (cf. [La]).
4.4. Quotients of Z. Let L ⊂ V be an arbitrary subset and define ZLS ⊂ ZS(L)
as the image of pL. Set ZL := ZLT = Z
L
S ⊗S T . This is a sub-algebra of ZT (L)
by the flatness of T as an S-algebra, and it is a commutative, associative, unital
T -algebra. We denote by pL also the induced homomorphism Z → ZL. If L
containes a single element x, we write Zx instead of Z{x}. Clearly Zx = T as
a T -module and the direct sum of the homomorphisms px identifies with the
inclusion Z ⊂
⊕
x∈V T .
11
Lemma 4.3. Let x ∈ V, α ∈ R+ and L = {x, sαx}. Then
ZL = {(zx, zsαx) ∈ T ⊕ T | zx ≡ zsαx mod α
∨}.
Proof. Denote the right hand side of the alleged equation by L. Clearly, ZL is
a subset of L. As the characteristic of k is not 2, L is generated by (1, 1) and
(α∨,−α∨). Clearly (1, 1) is contained in ZL. Consider the bijection W
∼
−→ V,
w 7→ w(x). The groupW acts on X∨ in such a way that sβ(h) = h−〈β, h〉β
∨ for
all β ∈ R+ and h ∈ X∨. For y ∈ V define zy = w(α
∨) for y = w(x) with w ∈ W.
Then zsβw(x) − zw(x) = −〈β, w(v)〉β
∨ ≡ 0 mod β∨ for all w ∈ W and β ∈ R+,
hence z = (zy) ∈ ZS. We have zx = α
∨ and zsαx = −α
∨. Hence also the second
generator of L is contained in ZL. 
4.5. Z-modules. Let M be a Z-module. For a subset L of V set
ML := ZL ⊗Z M.
We denote the canonical homomorphism M → ML, m 7→ 1 ⊗ m, by pL. For
L′ ⊂ L we have (ML)L
′
= ML
′
. For us, a very important case is the case that L
contains a unique element of V. We then write Mx instead of M{x}. We call this
the stalk of M at x.
Definition 4.4. We say that M is root torsion free if the left multiplication with
α∨ on M is injective for all α ∈ R+.
Denote by T ∅ the localization of T at the multiplicative set generated by
{α∨}α∈R+ . Then T → T
∅ is injective, and IT ∅ = ∅. Hence T
∅ is a generic
base ring, so a connected component of AT ∅ is a ZR-orbit. In particular, Lemma
4.2 implies ZT ∅ =
⊕
x∈V T
∅. Let M be a root torsion free Z-module. Then the
canonical map M → M ⊗T T
∅, m 7→ m ⊗ 1, is injective. As M ⊗T T
∅ is a ZT ∅-
module, we obtain a canonical decomposition M ⊗T T
∅ =
⊕
x∈V(M ⊗T T
∅)x such
that (zx) ∈ ZT ∅ acts on (M⊗T T
∅)x as multiplication with zx. More generally, the
canonical decomposition Z =
⊕
Λ∈C(AT )
ZΛ of Lemma 4.2 induces a direct sum
decomposition M =
⊕
Λ∈C(AT )
MΛ. This we call the canonical decomposition.
Lemma 4.5. Suppose that M is a root torsion free Z-module.
(1) For any L ⊂ V, the Z-module ML is root torsion free again.
(2) If {Li}i∈I is a finite set of subsets of V with V =
⋃
i∈I Li, then the direct
sum of the homomorphisms pLi yields an injective homomorphism M →⊕
i∈I M
Li.
Proof. (1) Let L be a subset of V and consider the compositionM ⊂
⊕
x∈V(M⊗T
T ∅)x →
⊕
x∈L(M ⊗T T
∅)x, in which the map on the right is the projection
along the decomposition. It is easy to check that this composition factors over
the quotient pL : M → ML and induces an injective homomorphism ML ⊂⊕
x∈L(M ⊗T T
∅)x. The module on the right is, as a T ∅-module, root torsion
free, hence so is ML.
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(2) If m is contained in the kernel of pLi for any i, then the arguments above
show that m must be in the kernel of the inclusion M ⊂
⊕
x∈V(M⊗T T
∅)x, hence
m = 0. 
In particular we obtain a canonical injective homomorphim M →
⊕
x∈V M
x.
Note that Mx is the image of M in (M ⊗T T
∅)x. This allows us to write each
element m of M as a V-tuple m = (mx)x∈V with mx ∈M
x.
Definition 4.6. (1) We say that M is Z-supported on L ⊂ V and we write
suppZM ⊂ L if p
L : M →ML is an isomorphim.
(2) Let m ∈M . We say that m is Z-supported on L and we write suppZm ⊂
L if mx 6= 0 implies x ∈ L.
Clearly, M is Z-supported on L if and only if all its elements are Z-supported
on L.
Lemma 4.7. Let f : M → N be a homomorphism of root torsion free Z-modules
and let L be a subset of V. Then the following are equivalent.
(1) ker f is Z-supported on L ⊂ V.
(2) For all w ∈ V \L the induced homomorphism fw : Mw → Nw is injective.
Proof. Let us show that (1) implies (2). So let w ∈ V \ L and let m ∈ M be
such that mw 6= 0, but f
w(mw) = 0. Let δw = (δw,x) ∈
⊕
x∈V T be defined by
δw,w =
∏
α∈R+ α
∨ and δw,x = 0 for all x 6= 0. Then δw ∈ Z. AsM
w is root torsion
free, (δwm)w =
∏
α∈R+ α
∨mw 6= 0. But δwm is supported on {w}, so it must be
in the kernel of f as fw(
∏
α∈R+ α
∨mw) = 0, which contradicts the assumption in
(1). Conversely, suppose that (2) holds. Let m ∈ M be in the kernel of f . We
have fx(mx) = 0 for all x ∈ V, hence mx 6= 0 implies x ∈ L. So m is supported
on L. 
4.6. Root reflexive Z-modules. For α ∈ R+ define
T α := T [β∨−1 | β ∈ R+, β 6= α]
and, as defined before,
T ∅ := T [β∨−1 | β ∈ R+].
Then R+
T ∅
= ∅ and R+Tα = {α} or R
+
Tα = ∅. So a connected component of AT ∅ is
a ZR-orbit, and a connected component of ATα is either a ZR-orbit, or a union
of two ZR-orbits x and y with y = sαx. If M is a root torsion free Z-module,
then we can view M as a subset in
⋂
α∈R+(M ⊗T T
α) ⊂M ⊗T T
∅. The following
definition will become relevant later.
Definition 4.8. We say that M is root reflexive if it is root torsion free and
M =
⋂
α∈R+ M ⊗T T
α.
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5. Sheaves on the alcoves
In this section we study presheaves on the topological space AT with values in
the category of ZT -modules. The sheaves that are relevant for us are finitary and
flabby, and their local sections are root torsion free or even root reflexive. But we
need two more conditions. The first connects the sheaf theoretic notion of support
with the Z-support defined earlier and is called the support condition. Once we
defined this, we introduce a functor (·)+ that associates with a presheaf M its
maximal quotient satisfying the support condition. We then prove a “rigidity”
result: A presheaf satisfying the support condition is already determined by its
restriction to an arbitrary admissible family of open subsets in AT . The category
PT contains presheaves of Z-modules on AT that satisfy the support condition
(and some minor technical assumptions).
In order to state the second condition we construct a base change functor
(·)⊠T T
′ for any flat homomorphism T → T ′ of base rings. It incorporates both
the extension of scalars functor (·) ⊗T T
′ and the topological pull-back along
i : AT ′ → AT , but also the functor (·)
+. For us, the most relevant category is the
category ST of sheaves of ZT -modules on AT that satisfy the support condition
and have the property that they remain sheaves after base change along flat
homomorphisms of base rings (again, we add some minor technical assumptions).
5.1. The support condition. We fix a base ring T . We say that a presheaf
M of Z-modules on AT is root torsion free if every Z-module of local sections is
root torsion free. Analogously we define root reflexive presheaves.
Let M be a presheaf of Z-modules on AT and let L be a subset of V. We
define a new presheaf M L by composing with the functor (·)L, i.e. for an open
subset J of AT we set
M
L(J ) := M (J )L = ZL ⊗Z M (J )
with restriction homomorphism id⊗ rJ
′
J . Again we write M
x instead of M {x} in
the case L = {x} ⊂ V. Note that the natural homomorphisms M (J )→ M (J )L
combine and yield a morphism pL : M → M L of presheaves. If M is root torsion
free, then Lemma 4.5 implies that the direct sum of the px yields an injective
morphism M →
⊕
x∈V M
x of presheaves on AT .
Let x be a ZR-orbit in A and denote by ix : x → AT the inclusion. Consider
the presheaf ix∗i
∗
xM . Recall that for an open set J we denote by (J ∩ x)T the
smallest T -open subset that contains J ∩ x. Then
(ix∗i
∗
xM )(J ) = M ((J ∩ x)T ),
and the restriction homomorphism (ix∗i
∗
xM )(J ) → (ix∗i
∗
xM )(J
′) is the restric-
tion homomorphism M ((J ∩x)T )→ M ((J
′∩x)T ). The restriction homomor-
phisms M (J ) → M ((J ∩ x)T ) combine and yield a morphism M → ix∗i
∗
xM
of presheaves. Clearly, the functors (·)x and ix∗i
∗
x(·) naturally commute. The
following definition is central for our approach.
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Definition 5.1. We say that M satisfies the support condition if for any ZR-orbit
x in A the natural morphism M x → ix∗i
∗
xM
x is an isomorphism.
Explicitely, M satisfies the support condition if for any open subset J and any
x ∈ V the natural homomorphism M (J )x → M ((J ∩x)T )
x is an isomorphism.
Here is an equivalent notion of the support condition.
Lemma 5.2. Let M be a flabby, root torsion free presheaf of Z-modules on AT .
Then the following are equivalent.
(1) M satisfies the support condition.
(2) For any inclusion J ′ ⊂ J of open sets in AT the kernel of the restriction
homomorphism M (J )→ M (J ′) is Z-supported on π(J \ J ′).
Proof. Suppose (1) and let J ′ ⊂ J be open. Suppose that x ∈ V \ π(J \
J ′). We can identify the homomorphism M (J )x → M (J ′)x with M ((J ∩
x)T )
x → M ((J ′ ∩ x)T )
x. Now x 6∈ π(J \ J ′) is equivalent to J ∩ x = J ′ ∩ x,
hence the latter homomorphism is an isomorphism. So M (J )x → M (J ′)x
is an isomorphism for all x ∈ V \ π(J \ J ′). By Lemma 4.7 the kernel of
M (J )→ M (J ′) is Z-supported on π(J \ J ′). Hence (2) holds.
Conversely, suppose that (2) holds for M . Let J be open and x ∈ V. We
need to show that M (J )x → M ((J ∩ x)T )
x, i.e. the x-stalk of the restriction
homomorphism, is an isomorphism. As M is flabby and the functor (·)x is right
exact, this homomorphism is surjective. Condition (2) implies, via Lemma 4.7,
that it is injective, since x 6∈ π(J \ (J ∩ x)T ). 
Definition 5.3. Denote by P = PT the full subcategory of the category of
presheaves of Z-modules on AT that contains all objects M that are flabby,
finitary, root torsion free and satisfy the support condition.
5.2. The canonical decomposition of objects in P. Let M be an object in
P. The canonical decomposition of Z-modules studied in Section 4.5 implies that
M splits into a direct sum M =
⊕
Λ∈C(AT )
M Λ, where each M Λ is a presheaf
of ZΛ-modules. In general, a presheaf on a topological space does not split into
direct summands supported on connected components. The support condition in
our situation, however, ensures that objects in P do.
Lemma 5.4. Let M be an object in P. For any Λ ∈ C(AT ), M
Λ is supported,
as a presheaf, on Λ ⊂ AT .
Proof. We need to show that for any open subset J of AT , the restriction homo-
morphism M Λ(J )→ M Λ(J ∩Λ) is an isomorphism. Since π(J \(J ∩Λ)) ⊂ V\Λ
Lemma 5.2 implies that the kernel of the above restriction is Z-supported on V\Λ.
As M Λ(J ) is, by definition, Z-supported on Λ, the kernel of the restriction is
trivial. The restriction is surjective as M is flabby. 
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5.3. The maximal quotient satisfying the support condition. Let M be
a flabby and root torsion free presheaf of Z-modules on AT . For any x ∈ V
and any open subset J consider the composition M (J ) → M ((J ∩ x)T ) →
M ((J ∩ x)T )
x = ix∗i
∗
xM
x(J ), where the first homomorphism is the restric-
tion and the second the natural homomorphism onto the x-stalk. These ho-
momorphisms combine and yield a morphism γx : M → ix∗i
∗
xM
x. Denote by
γ : M →
⊕
x∈V ix∗i
∗
xM
x the direct sum. Define M+ as the image (in the category
of presheaves) of γ, i.e. M+(J ) is the image of M (J ) in
⊕
x∈V M ((J ∩x)T )
x.
This is a flabby and root torsion free presheaf again (cf. Lemma 4.5). We now
show that it also satisfies the support condition.
Lemma 5.5. Let M be a flabby, root torsion free presheaf.
(1) The presheaf M+ satisfies the support condition.
(2) M satisfies the support condition if and only if γ induces an isomorphism
M ∼= M+, i.e. if and only if γ is injective (in the category of presheaves).
Proof. (1) Note that for any x ∈ V we obtain an injective morphism M+x →
ix∗i
∗
xM
x (as M+ ⊂
⊕
y∈V iy∗i
∗
yM
y and as each local section of iy∗i
∗
yM
y is Z-
supported on y). As M is flabby, this morphism is also surjective, hence an
isomorphism. This implies M+x ∼= ix∗i
∗
xM
+x. Hence M+ satisfies the support
condition.
(2) If M ∼= M+, then M satisfies the support condition by (1). Conversely,
suppose that M satisfies the support condition. The direct sum of the canonical
homomorphisms onto the stalks M →
⊕
x∈V M
x is injective. Hence the compo-
sition M →
⊕
x∈V M
x ∼−→
⊕
x∈V ix∗i
∗
xM
x is injective. Hence M ∼= M+. 
Let us denote by γ : M → M+ the induced morphism as well. The following
is a universal property for γ.
Proposition 5.6. Let f : M → N be a morphism of flabby, root torsion free
presheaves and suppose that N satisfies the support condition. Then there is a
unique morphism g : M+ → N such that f = g ◦ γ.
Proof. Note that f induces a morphism
⊕
x∈V ix∗i
∗
xM
x →
⊕
x∈V ix∗i
∗
xN
x such
that the diagram
M
γM

f
// N
γN
⊕
x∈V ix∗i
∗
xM
x //
⊕
x∈V ix∗i
∗
xN
x
commutes. By Lemma 5.5, the morphism γN is injective. Hence the kernel of
γM is contained in the kernel of f , so f factors over the image of γM . 
5.4. Rigidity. Recall the definition of a T -admissible family in Definition 3.14.
We now show that a morphism in P is already determined by its restriction to
elements in a T -admissible family.
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Proposition 5.7. Suppose that T is a T -admissible family. Let M and N be
objects in P. Suppose we are given a homomorphism f (J ) : M (J ) → N (J ) of
Z-modules for each J ∈ T in such a way that for any inclusion J ′ ⊂ J of sets
in T the diagram
M (J )
f(J )
//
rJ
′
J

N (J )
rJ
′
J

M (J ′)
f(J
′)
// N (J ′)
commutes. Then there is a unique morphism f : M → N of presheaves such
that f(J ) = f (J ) for all J ∈ T.
Proof. Note that the uniqueness follows immediately from the flabbiness of M
together with the fact thatA ∈ T. It remains to show the existence. In a first step
we construct a morphism fx : M x → N x for any x ∈ V. For J open in AT let
J˜ ∈ T be the smallest set such that J ∩x = J˜ ∩x (the definition of a T -admissible
family ensures the existence of such a J ′). Then M x(J ) = M ((J ∩ x)T )
x =
M ((J˜ ∩ x)T )
x = M x(J˜ ) and, similarly, N x(J ) ∼= N x(J˜ ). So there is a
unique homomorphism fx(J ) : M x(J )→ N x(J ) induced by (f (J˜ ))x using these
identifications. Clearly this defines a morphism fx : M x → N x of presheaves on
AT .
Again let J be an arbitrary open subset of AT . Consider the following com-
mutative diagram:
M (A)
f(A)

rJ
A
//M (J ) //
⊕
x∈V M
x(J )
fx(J )

N (A)
rJ
A
// N (J ) //
⊕
x∈V N
x(J ).
Note that the two horizontal maps on the right are injective as M and N are root
torsion free. As M is flabby, the upper left horizontal map is surjective. It follows
that there is a unique homomorphism f(J ) : M (J ) → N (J ) completing the
diagram. The uniqueness statement also ensures that all homomorphisms f(J )
thus constructed yield a morphism f : M → N of presheaves. If J is in T and
if we put f (J ) in the middle of the above diagram, then it commutes by the
construction of the fx. Hence f(J ) = f (J ). 
5.5. Base change. Suppose that T → T ′ is a flat homomorphism of base rings.
In this section we want to construct a base change functor · ⊠T T
′ from PT to
PT ′. Let M be an object in PT . As a first step define M ⊗T T
′ as the presheaf
of ZT ′-modules on AT with sections (M ⊗T T
′)(J ) = M (J ) ⊗T T
′ for any
T -open subset J and with the obvious restriction homomorphisms. Denote by
i : AT ′ → AT the (continuous) identity map. Again we denote by i
∗ the presheaf-
theoretic pullback functor. Note that it naturally commutes with base change
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functors. But in general the functor i∗(·)⊗T T
′ maps an object in PT only to a
presheaf of ZT ′-modules on AT ′, not necessarily to an object in PT ′. However,
every object in the image clearly is finitary, flabby and root torsion free. Hence
the only missing property is the support condition. The following statement
defines and characterizes the base change functor.
Proposition 5.8. There is an up to isomorphism unique pair (·⊠T T
′, τ), where
· ⊠T T
′ : PT → PT ′ is a functor and τ : i
∗(·) ⊗T T
′ → (·) ⊠T T
′ is a natural
transformation with the following property. For any T ′-open subset J that is
also T -open τ induces an isomorphism i∗M ⊗T T
′(J )
∼
−→ M ⊠T T
′(J ).
Proof. As the set of T -open subsets is T ′-admissible by Lemma 3.15, the unique-
ness follows from Proposition 5.7. We need to show the existence. For an object
M in PT set
M ⊠T T
′ := (i∗(M ⊗T T
′))+.
More explicitely, if J is T ′-open, then (M⊠TT
′)(J ) is the image of M (JT )⊗TT
′
in
⊕
x∈V M ((JT ∩x)T )
x⊗T T
′. The natural transformation τ : i∗(M )⊗T T
′ =
i∗(M ⊗T T
′)→ M ⊠T T
′ is induced by the natural transformation γ : id→ (·)+
defined earlier. We already observed that M ⊠T T
′ is flabby, finitary and root
torsion free. As it satisfies the support condition by construction, it is an object
in PT ′. It remains to show that the pair (·⊠T T
′, τ) has the required property.
Suppose that J is T -open. Then i∗M (J ) = M (J ). As M satisfies the
support condition, M (J ) →
⊕
x∈V M ((J ∩ x)T )
x is injective. As T → T ′ is
flat, the induced homomorphism M (J )⊗T T
′ →
⊕
x∈V M ((J ∩ x)T )
x ⊗T T
′ is
injective. Hence M (J )⊗T T
′ is isomorphic to the image of this homomorphism,
which, by definition, is (M ⊠T T
′)(J ). (Note that the extension of scalars functor
⊗TT
′ commutes with i∗ and with (·)+.) 
Remarks 5.9. (1) For flat homomorphisms T → T ′ and T ′ → T ′′ it follows
from the defining property that we have an isomorphism (M ⊠T T
′)⊠T ′
T ′′ ∼= M ⊠T T
′′.
(2) Suppose that T → T ′ is a flat homomorphism of base rings with the
property that the identity AT ′ → AT is a homeomorphism of topological
spaces. Then M ⊠T T
′ ∼= M ⊗T T
′.
If M is a sheaf on AT and T → T
′ is a flat homomorphism of base rings,
then M ⊠T T
′ is not necessarily a sheaf on AT ′. This leads us to the following
definition.
Definition 5.10. Denote by S = ST the full subcategory of the category PT
that contains all objects M that satisfy the following properties:
(1) M is a root reflexive sheaf on AT .
(2) For all flat homomorphisms T → T ′ of base rings the presheaf M ⊠T T
′
is a root reflexive sheaf on AT ′.
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6. Reflections on alcove walls
As a preparation for the wall crossing functors, we return in this section to basic
alcove geometry. We consider reflections at alcove walls (i.e. the right action of
simple reflections in the affine Weyl group). The first result is about the partial
order and it is well-known. We use it to deduce some topological statements.
Then we discuss subsets that are invariant under alcove wall reflections on the
set level and also invariants in the structure algebra. We finish this section with
twisting functors for certain presheaves that are associated with wall reflections.
6.1. Reflections at alcove walls. Fix a base ring T . Denote by Ŝ the set of
reflections in Ŵ at hyperplanes that have a codimension 1 intersection with the
closure of the fundamental alcove Ae. The elements in Ŝ are called the simple
affine reflections. Fix s ∈ Ŝ. Recall the right action A 7→ As that we defined
in Section 3.4. For any connected component Λ of AT the set Λs is a connected
component again by Lemma 3.12.
Lemma 6.1. Let Λ be a connected component of AT .
(1) Suppose that Λ = Λs and let A ∈ Λ. Then A,As are T -comparable and
{A,As} is a T -interval. Moreover, for all B ∈ Λ the following holds.
(a) If As T A and B T A then Bs T A,
(b) If As T A and As T B then As T Bs.
(2) Suppose that Λ 6= Λs. Then the map Λ → Λs, A 7→ As, is a homeomor-
phism of topological spaces.
Proof. (1) We have As = sα,n(A) for some α ∈ R
+ and n ∈ Z. As A is a principal
homogeneous Ŵ-space and as A,As are contained in the same ŴT -orbit Λ, this
implies sα,n ∈ ŴT , i.e. α ∈ R
+
T = IT , hence A and As are T -comparable.
Now note that in the case T = S we have IT = R
+
T = R
+ and ŴT = Ŵ. The
partial order S hence coincides with the partial order on A considered in [Lu].
In this case, the statements (1), (1a) and (1b) are proven in [Lu, Proposition 3.2,
Corollary 3.3]. Moreover, as T is an S-algebra, C T D implies C S D. As
{A,As} is a S-interval, it must be a T -interval as well.
(1a) We can assume B 6= A and B T Bs. Note that by the above arguments,
the corresponding result in [Lu] implies Bs S A. Since B ≺T A, there is a
sequence
B = B0 T B1 T . . . T Bn−1 T Bn = A,
where either Bi = sαi,miBi−1 for αi ∈ R
+
T and mi ∈ Z, or Bi = Bi−1 + γ, for
γ ∈ Z≥0R
+. We prove that Bs T A by induction on n. Suppose n = 1. If
A = tγ(B), then Bs T As as tγ preserves T . Hence Bs T A. If A = sα,n(B)
for some α ∈ R+T , then As = sα,n(Bs). Hence As and Bs are T -comparable. If
As T Bs then As S Bs. As Bs S A and as {A,As} is a S-interval, this
implies As = Bs, i.e. A = B contrary to our assumption. Hence Bs T As, so
Bs T A.
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So suppose n > 1. If B1s T B1, then our arguments above prove Bs T B1,
hence Bs T A. If B1 T B1s the induction hypothesis yields Bs T B1s and
B1s T A, hence Bs T A.
(1b) is proven with similar arguments.
(2) As Λ and Λs play symmetric roles, it suffices to show that for A,B ∈ Λ
with A T B it follows that As T Bs. So suppose A T B. We can assume
that B = A+ γ for some γ ≥ 0 or A = sα,n(B) for some α ∈ R
+
T with A ⊂ H
−
α,n.
In the first case we have Bs = As + γ, hence As T Bs. In the second case,
As = sα,n(Bs), hence As and Bs are comparable. We need to show As ⊂ H
−
α,n.
If this were not the case, then the straight line between the barycenters of A and
As would pass through Hα,n. As A and As share a wall, this means that this
wall would be contained in Hα,n, i.e. As = sα,n(A). So A and As would be in
the same ŴT -orbit, as α ∈ R
+
T , hence in the same connected component which
contradicts the assumption Λ 6= Λs. 
6.2. s-invariant subsets. A subset T of A is called s-invariant if T = T s.
For any subset T set T ♯ = T ∪ T s and T ♭ = T ∩ T s. These are the smallest
s-invariant subset of A containing T and the smallest s-invariant subset of T ,
resp.
Lemma 6.2. Suppose that J is open in AT . Then J
♯ and J ♭ are open as well.
Proof. We can assume that J is contained in a connected component Λ of AT .
If Λ 6= Λs then the statement follows immediately from Lemma 6.1. Now assume
Λ = Λs. Let A ∈ J ♯ and suppose that B T A. If A ∈ J , then B ∈ J as J is
open, and hence B ∈ J ♯. So suppose that A ∈ J s. If A T As, then B T As
and we can argue as before and obtain B ∈ J ♯. So assume As T A. Then
Bs T As by Lemma 6.1, hence, by the above, Bs ∈ J
♯, hence B ∈ J ♯.
If A ∈ J ♭ and B T A, then B ∈ J . If Bs T B, then Bs ∈ J , hence
B ∈ J ♭. If B T Bs, then either Bs T A or Bs T As (or both), by Lemma
6.1. In either case, Bs ∈ J . Hence B ∈ J ♭. 
Lemma 6.3. Let Λ be a connected component of AT and suppose that Λ = Λs.
(1) Let J be an open subset of Λ. Then A ∈ J ♯ \ J implies As T A and
A ∈ J \ J ♭ implies A T As.
Let Ji be a family of open subsets of Λ.
(2) We have
⋃
i∈I J
♯
i = (
⋃
i∈I Ji)
♯ and
⋂
i∈I J
♯
i = (
⋂
i∈I Ji)
♯.
(3) We have
⋃
i∈I J
♭
i = (
⋃
i∈I Ji)
♭ and
⋂
i∈I J
♭
i = (
⋂
i∈I Ji)
♭.
Proof. The assumption Λ = Λs implies that A and As are comparable for all
A ∈ Λ by Lemma 6.1.
(1) Let A ∈ J ♯ \ J . Then As ∈ J , hence A T As would imply A ∈ J , as
J is open, which contradicts our assumption. If A ∈ J \ J ♭, then As 6∈ J , so
As T A would contradict the fact that J is open.
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(2) The first identity (
⋃
i∈I Ji)
♯ =
⋃
i∈I J
♯
i is clear. It is also clear that
(
⋂
i∈I Ji)
♯ ⊂
⋂
i∈I J
♯
i . So assume A ∈
⋂
i∈I J
♯
i . This implies As ∈
⋂
i∈I J
♯
i .
As (
⋂
i∈I Ji)
♯ is s-invariant, it suffices to show that it contains either A or As.
So it suffices to show that it contains A in the case A T As. But in this case
A ∈ J ♯i implies A ∈ Ji by (1), hence A is even contained in
⋂
i∈I Ji.
(3) is proven with similar arguments. 
6.3. More admissible families. Recall the definition of an admissible family
in Section 3.6.
Lemma 6.4. The family of s-invariant T -open subsets in A is T -admissible.
Proof. Properties (1), (2) and (3) of an admissible family are clear. It remains
to check property (4). Let J ⊂ AT be open and let x be a ZR-orbit in A. We
can replace J by the smallest open subset containing J ∩ x and hence assume
J = (J ∩ x)T . Then J and x are contained in the same connected component
of AT . We claim that (J ∪ J s) ∩ x = J ∩ x. As J ∪ J s is open by Lemma 6.2
and clearly s-invariant, this serves our purpose.
If x and xs are not contained in the same component of AT , then J s ∩ x = ∅
and the statement follows. If x and xs are contained in the same component,
then either A T As for all A ∈ x or As T A for all A ∈ x as the ZR-action
preserves the partial order. In the second case, the set J is s-invariant since
J =
⋃
A∈J∩x{T A} and since, by Lemma 6.1, the set {T A} is s-invariant for
all A ∈ x, so (J ∪ J s) ∩ x = J ∩ x. So assume that A T As for all A ∈ x.
Let B ∈ J s ∩ x. Then B T Bs and Bs ∈ J , hence B ∈ J as J is open. So
J s ∩ x ⊂ J ∩ x and hence (J ∪ J s) ∩ x = J ∩ x. 
Lemma 6.5. Let T → T ′ be a homomorphism of base rings. Then the family of
s-invariant T -open subsets of A is T ′-admissible.
Proof. Again, the properties (1), (2) and (3) of an admissible family are easily
checked. Let J be a T ′-open set and x ∈ V. By Lemma 3.15 there is a T -open
set J ′ with J ∩ x = J ′ ∩ x. By Lemma 6.4 there is a T -open s-invariant subset
J ′′ with J ′′ = J ′ ∩ x. This is what we wanted to show. 
6.4. s-invariants in Z. Recall that we have a right action of s on the set
V of ZR-orbits in A. Suppose L ⊂ V is s-invariant (i.e. L = Ls). Define
ηs :
⊕
x∈L T →
⊕
x∈L T by ηs(zx) = (z
′
x), where z
′
x = zxs for all x ∈ L.
Lemma 6.6. ηs preserves the subalgebra Z
L ⊂
⊕
x∈L T .
Proof. This follows directly from the definition in the case T = S and L = V,
as the right action of s on V commutes with the left action of W. It follows for
arbitrary T and L = V. Clearly, the projection
⊕
x∈V T →
⊕
x∈L T intertwines
the action of ηs on both spaces for an arbitrary s-invariant L. The claim follows.

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Definition 6.7. We denote by ZL,s the sub-T -algebra of ηs-fixed elements, and
by ZL,−s ⊂ ZL the sub-ZL,s-module of ηs-antiinvariants (i.e. the set of elements
z with ηs(z) = −z). We write Z
s and Z−s in the case L = V.
As 2 is invertible in k we have ZL = ZL,s ⊕ ZL,−s.
Lemma 6.8. We have ZL,−s ∼= ZL,s[−2] as a Zs(L)-module. In particular,
ZL ∼= ZL,s ⊕ZL,s[−2] as a ZL,s-module.
Note that here the grading shift only makes sense, of course, if T is a graded
S-algebra. Otherwise, the statement holds without the shift. This remark applies
to each occurrence of grading shifts in the following.
Proof. As ZS is the structure algebra associated with the root system R the
statement translates into [F2, Lemma 5.1 & Proposition 5.3]. 
Remark 6.9. For a Z-module M that is Z-supported on an s-invariant set L it
follows that ZL ⊗ZL,s M ∼= M ⊕ M [−2] as a Z
L,s-module, and hence as a T -
module. So the functor ZL ⊗ZL,s (·) is exact as an endofunctor on the category
of ZL-modules and preserves root torsion freeness and root reflexivity.
Lemma 6.10. Let M be a root torsion free Z-module that is Z-supported in L.
Then there is a canonical isomorphism Z ⊗Zs M = Z
L ⊗ZL,s M . In particular,
Z ⊗Zs M is Z-supported in L as well.
Proof. Note that the Z-action on M factors over the homomorphism Z → ZL,
hence we obtain a homomorphism Z ⊗Zs M → Z
L ⊗ZL,s M that clearly is sur-
jective. Remark 6.9 now implies that this is an isomorphism. 
Lemma 6.11. Suppose that Λ ⊂ C(AT ) is a union of connected components with
the property Λ∩Λs = ∅. The composition ZΛ∪Λs,s ⊂ ZΛ∪Λs = ZΛ⊕ZΛs
prΛ−−→ ZΛ
is an isomorphism of T -algebras.
Proof. It follows from the definition that the isomorphism γ :
⊕
x∈Λ T →
⊕
y∈Λs T
that maps (zx) into (z
′
y) with z
′
y = zys induces an isomorphism Z
Λ ∼−→ ZΛs of
T -algebras. As ZΛ∪Λs,s ⊂ ZΛ⊕ZΛs is the subset of elements (z, γ(z)), the claim
follows. 
6.5. s-invariant elements in Z ⊗Zs M . Let M be a Z-module. Then the map
ηMs : Z ⊗Zs M → Z ⊗Zs M , z ⊗m 7→ ηs(z)⊗m, is a Z
s-linear automorphism of
Z ⊗Zs M .
Definition 6.12. An element m ∈ Z ⊗Zs M is called s-invariant if η
M
s (m) = m.
Lemma 6.13. Let L ⊂ V and let M be a root torsion free Z-module.
(1) ηMs induces an involutive isomorphism between (Z ⊗Zs M)
L and (Z ⊗Zs
M)Ls.
(2) If L ∩ Ls = ∅, then an element (mL, mLs) ∈ (Z ⊗Zs M)
L∪Ls ⊂ (Z ⊗Zs
M)L ⊕ (Z ⊗Zs M)
Ls is s-invariant if and only if mLs = η
M
s (mL).
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Proof. As (Z ⊗Zs M)
I = ZI ⊗Zs M the statement (1) follows from the fact that
ηs induces an involutive isomorphism between Z
L and ZLs (of Zs-algebras). Part
(1) implies part (2). 
The following result is a rather technical statement that is used later on.
Lemma 6.14. Let L = {x, xs} ⊂ V and let M be a root torsion free Z-module
that is Z-supported on L. For each m ∈ Z ⊗Zs M there is a unique s-invariant
element m′ ∈ Z ⊗Zs M such that mx = m
′
x.
Proof. As M is Z-supported on L we have Z ⊗Zs M = Z
L ⊗ZL,s M by Lemma
6.10. Let α ∈ R+ be such that xs = sαx. By Lemma 4.3 we have
ZL = {(zx, zxs) ∈ T ⊕ T | zx ≡ zxs mod α
∨}
and hence ZL,s = T (1, 1). The elements (1, 1) and (0, α∨) form a T -basis of ZL.
So we can write m = (1, 1) ⊗ a + (0, α∨) ⊗ b with a, b ∈ M . Clearly, (1, 1) ⊗ a
is s-invariant and ((0, α∨) ⊗ b)x = 0. Hence mx = ((1, 1)⊗ a)x. This shows the
existence. In order to show uniqueness it suffices to show that if n ∈ (Z⊗Zs M)
L
is s-invariant and such that nx = 0, then n = 0. This is a consequence of Lemma
6.13. 
6.6. Twisting (pre-)sheaves. Suppose that Λ is a union of connected compo-
nents of AT that satisfies Λ ∩ Λs = ∅. The map γs : Λ → Λs, A 7→ As is then
homeomorphism of topological spaces by Lemma 6.1. Hence the pull-back func-
tor γ∗s is an equivalence between the categories of (pre-)sheaves of Z-modules on
Λs and (pre-)sheaves of Z-modules on Λ. For a Z-module M denote by Ms−tw
the Z-module that we obtain from M by twisting the Z-action with the auto-
morphism ηs : Z → Z (cf. Section 6.4), i.e. M
s−tw = M as an abelian group and
z ·Ms−tw m = ηs(z) ·M m for z ∈ Z and m ∈M .
Let M be an object in P supported on Λs and denote by γ
[∗]
s M the presheaf
of Z-modules on Λ ⊂ AT that we obtain from the pull-back γ
∗
sM by applying
the functor (·)s−tw to any local section. Hence, for any open subset J of Λ we
have
(γ[∗]s M )(J ) = M (J s)
s−tw.
Lemma 6.15. Let M be an object in P supported on Λs.
(1) The presheaf γ
[∗]
s M is an object in P supported on Λ.
(2) If M is a sheaf, then γ
[∗]
s M is a sheaf as well.
Let T → T ′ be a flat homomorphism of base rings.
(3) There is a functorial isomorphism (γ
[∗]
s M )⊠T T
′ ∼= γ
[∗]
s (M ⊠T T
′).
(4) If M is an object in S, then γ
[∗]
s M is an object in S as well.
Proof. (1) Clearly γ
[∗]
s M is finitary, root torsion free, flabby and supported on
Λ. We need to show that it satisfies the support condition. Let x ∈ Λ. Note
that (γ
[∗]
s M )x = (γ∗sM )
xs = γ∗s (M
xs). As ix ◦ γs = γs ◦ ixs, we can identify the
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morphism (γ
[∗]
s M )x(J ) → ix∗i
∗
x(γ
[∗]
s M )x(J ) with the morphism M xs(J s) →
ixs∗i
∗
xsM
xs(J s) on the level of Zs-modules for any open subset J of Λ. As M
satisfies the support condition, the latter is an isomorphism.
(2) This follows from the fact that γs, by Lemma 6.1, is a homeomorphism of
topological spaces.
(3) Note that Λ is also union of connected components of AT ′ by Lemma 3.12.
The presheaves (γ
[∗]
s M ) ⊠T T
′ and γ
[∗]
s (M ⊠T T
′) are both supported on Λ. So
let J ⊂ Λ be a T -open subset. Then J s ⊂ Λs is T -open as well, and we have
functorial identifications
((γ[∗]s M )⊠T T
′)(J ) = (γ[∗]s M )(J )⊗T T
′
= M (J s)s−tw ⊗T T
′
= (M ⊗T T
′)(J s)s−tw
= (M ⊠T T
′)(J s)s−tw
= γ[∗]s (M ⊠T T
′)(J )
that are compatible with the restriction homomorphisms. As the set of T -open
subsets in A is T ′-admissible by Lemma 3.15, the statement follows from Propo-
sition 5.7.
(4) Clearly γ
[∗]
s M is root reflexive. Now the claim follows from this fact together
with (2) and (3). 
7. Wall crossing functors
In this section we construct wall crossing functors on PT and show that they
preserve the subcategory ST (they do not preserve the sheaf property in general).
Wall crossing functors are of major importance in the companion article [FL],
where they are used to show that there are enough projective objects in ST and
to link ST to the category defined by Andersen, Jantzen and Soergel.
7.1. Characterization of the wall crossing functor. Fix a base ring T and
s ∈ Ŝ. Recall that for a T -open subset J the set J ♯ = J ∪J s is T -open again by
Lemma 6.2. Let M be an object in P. Denote by ǫsM the presheaf of Z-modules
on AT given by
(ǫsM )(J ) := Z ⊗Zs M (J
♯)
for J open in AT , with restriction homomorphism idZ ⊗ r
J ′♯
J ♯
for an inclusion
J ′ ⊂ J . Then ǫsM is root torsion free by Remark 6.9 and it is flabby as the
functor Z ⊗Zs · is right exact on the category of Z-modules. Clearly ǫsM is
finitary, but in general it does not satisfy the support condition. Define
ϑsM := (ǫsM )
+.
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This is now an object in P and we obtain a functor ϑs : P→ P which is called the
wall crossing functor associated with s. The natural transformation id → (·)+
induces a natural transformation ρs : ǫs → ϑs.
Theorem 7.1. Let s ∈ Ŝ. The functor ϑs : P → P is the up to isomorphism
unique functor that admits a natural transformation ρs : ǫs → ϑs such that for
every object M in P and any s-invariant open subset J , the homomorphism
ρMs (J ) : ǫsM (J )→ ϑsM (J ) is an isomorphism of Z-modules.
Proof. Note that the uniqueness statement follows from Proposition 5.7 and the
fact that the set of s-invariant open subsets in AT is T -admissible by Lemma 6.4.
It remains to show the following: Let M be an object in P and J an s-invariant
open subset of AT . Then ρ
M
s (J ) : ǫsM (J )→ ϑsM (J ) is an isomorphism. Using
Lemma 5.5 this translates into the statement that the natural map
ǫsM (J )→
⊕
x∈V
ǫsM ((J ∩ x)T )
x
(direct sum of restrictions and surjections onto stalks) is injective.
Let x ∈ V. Then J ∩xs = (J ∩x)s and ((J ∩x)T )
♯ = (J ∩x)T ∪(J ∩xs)T .
Let us denote this latter set by J˜x. This is an s-invariant open subset of J and
J˜x = J˜xs. By definition, ǫsM ((J ∩ x)T )
x =
(
Z ⊗Zs M (J˜x)
)x
. Now note
that π(J \ J˜x) ⊂ V \ {x, xs}. By Lemma 5.2, the kernel of the restriction
M (J ) → M (J˜x) is hence Z-supported on V \ {x, xs}. So the kernel of its
composition M (J ) → M (J˜x) → M (J˜x)
x,xs is Z-supported on V \ {x, xs} as
well. Taking the direct sum of all these homomorphisms yields hence an injective
homomorphism
M (J )→
⊕
{x,xs}∈V/s
M (J˜x)
x,xs.
As the functor Z ⊗Zs (·) is left exact on the category of Z-modules, by Remark
6.9, also the homomorphism
Z ⊗Zs M (J )→
⊕
{x,xs}∈V/s
Z ⊗Zs (M (J˜x)
x,xs)
is injective. As {x, xs} is an s-invariant subset of V, Lemma 6.10 implies that
Z⊗Zs (M (J˜x)
x,xs) = (Z⊗Zs M (J˜x))
x,xs. The canonical homomorphism Nx,xs →
Nx ⊕Nxs is injective for any root torsion free Z-module N , so the composition
Z ⊗Zs M (J )→
⊕
{x,xs}∈V/s
(Z ⊗Zs M (J˜x))
x,xs →
⊕
x∈V
(Z ⊗Zs M (J˜x))
x
is injective. But this is the homomorphism ǫsM (J )→
⊕
x∈V ǫsM ((J ∩ x)T )
x.

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7.2. Wall crossing and base change. Suppose that T → T ′ is a flat homo-
morphism of base rings. We have two wall crossing functors ϑT,s : PT → PT and
ϑT ′,s : PT ′ → PT ′ and a base change functor ·⊠T T
′ : PT → PT ′.
Lemma 7.2. The wall crossing functors commute naturally with base change,
i.e. ϑT,s(·)⊠T T
′ ∼= ϑT ′,s(·⊠T T
′) : PT → PT ′.
Proof. Let M be an object in PT and let J be an s-invariant T -open subset.
Then
((ϑT,sM )⊠T T
′)(J ) = (ϑT,sM )(J )⊗T T
′
= (ZT ⊗ZsT M (J ))⊗T T
′
= ZT ′ ⊗Zs
T ′
(M (J )⊗T T
′)
= ZT ′ ⊗Zs
T ′
(M ⊠T T
′)(J )
= ϑT ′,s(M ⊠T T
′)(J ).
The set of s-invariant open subsets in AT is T
′-admissible by Lemma 6.5. Hence
the statement of the lemma follows from Proposition 5.7. 
7.3. Wall crossing functors in the case Λ ∩ Λs = ∅. Let Λ be a union of
connected components of AT and suppose Λ ∩ Λs = ∅.
Lemma 7.3. Let M be an object in P. Then
(ϑsM )
Λ ∼= M Λ ⊕ γ[∗]s (M
Λs).
Proof. As ϑsM , M and γ
[∗]
s (M Λs) are objects in P, it is sufficient, by Proposition
5.7, to establish an isomorphism
(ϑsM )
Λ(J ) ∼= M Λ(J )⊕ γ[∗]s (M
Λs)(J )
for any s-invariant T -open subset J in a way tha is compatible restrictions. So
let J be s-invariant. We have functorial identifications
(ϑsM )
Λ(J ) = (ϑsM )(J )
Λ = (ǫsM )(J )
Λ
= (Z ⊗Zs M (J ))
Λ
= ZΛ ⊗Zs M (J )
= ZΛ ⊗ZΛ∪Λs,s (M
Λ(J )⊕M Λs(J ))
= M Λ(J )⊕M Λs(J )s−tw
= M Λ(J )⊕ γ[∗]s (M
Λs)(J ).
In the sixth equation we used Lemma 6.11 (note that ηs induces an isomorphism
ZΛ
∼
−→ ZΛs of T -algebras, so M Λs(J )s−tw is a ZΛ-module). 
Lemma 7.4. If M is an object in S that is supported on a union Λ of connected
components that satisfies Λ ∩ Λs = ∅, then ϑsM is an object in S again.
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Proof. Note that M is an object in S if and only if M Λ and M Λs are objects in
S. The statement then follows from Lemma 7.3 and Lemma 6.15. 
7.4. Wall crossing functors and s-invariant open sets. It is not difficult to
control the local sections on images of the wall crossing functors on s-invariant
open sets.
Lemma 7.5. Let M be an object in P.
(1) Suppose M is root reflexive, and let J be an s-invariant open subset of
AT . Then ϑsM (J ) is root reflexive.
(2) Suppose that M is a sheaf on AT . Then ϑsM satisfies the sheaf property
with respect to families of s-invariant open subsets in AT .
Proof. Recall that Z ∼= Zs ⊕ Zs[−2] as Zs-modules by Lemma 6.8. Fix such an
isomorphism. For any s-invariant open subset J we then have an isomorphism
ϑsM (J ) = M (J ) ⊕ M (J )[−2] (of Z
s-modules). From this, part (1) follows.
Note that the above isomorphism is compatible with restrictions for inclusions
J ′ ⊂ J of s-invariant open subsets. In order to prove claim (2) we need to
show the following. Let Ji ⊂ AT for i ∈ I be s-invariant open subsets, and
mi ∈ (ϑsM )(Ji) sections that satisfy mi|Ji∩Jj = mj|Ji∩Jj for all pairs i, j ∈ I.
Then there exists a unique section m ∈ (ϑsM )(
⋃
iJi) that satisfies m|Ji = mi for
all i ∈ I. By the above we have an identification ϑsM (Ji) = M (Ji)⊕M (Ji)[−2]
of Zs-modules that is compatible with the restriction homomorphisms. Hence we
can write mi = m
′
i+m
′′
i with m
′
i ∈ M (Ji) and m
′′
i ∈ M (Ji)[−2] for all i ∈ I. As
M is a sheaf, there are unique sections m′ ∈ M (
⋃
i Ji) and m
′′ ∈ M (
⋃
i Ji)[−2]
restricting to m′i and m
′′
i on Ji, resp., for all i ∈ I. Hence m := m
′ +m′′ is the
unique extension of the mi. 
7.5. s-invariant sections. If J is an s-invariant open subset, then the natural
transformation ρs : ϑs → ǫs yields a natural identification ϑsM (J ) = Z ⊗Zs
M (J ) which is compatible with the restriction homomorphisms associated to
an inclusion of s-invariant open subsets. So we can consider the endomorphism
ηs = η
Z
s ⊗ id on Z ⊗Zs M
J constructed in Section 6.5.
Definition 7.6. For an s-invariant open subset J and an object in M in P we
say that a section m in ϑsM (J ) is s-invariant if ηs(m) = m, i.e. if m is contained
in Zs ⊗Zs M (J ) ⊂ Z ⊗Zs M (J ).
Let Λ ⊂ AT be a union of connected components. To simplify the notation,
we write
JΛ := J ∩ Λ
for an open subset J of AT . Here is an easy characterization of s-invariant
sections on J ⊂ Λ ∪ Λs in the case Λ ∩ Λs = ∅.
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Lemma 7.7. Let Λ be a union of components of C(AT ) with Λ ∩ Λs = ∅. For
any open subset J of AT there is an isomorphism
ηΛs : (ϑsM )
Λ(JΛ)
∼
−→ (ϑsM )
Λs(JΛs)
of Zs-modules that is functorial in M and compatible with restriction homo-
morphisms. Moreover, if J is s-invariant, then JΛs = JΛs and an element
m = (mΛ, mΛs) ∈ (ϑsM )
Λ(JΛ) ⊕ (ϑsM )
Λs(JΛs) is s-invariant if and only if
mΛs = η
Λ
s (mΛ).
Proof. Suppose that J ⊂ Λ. Then J ♯ = J ∪˙J s and, by the support condition,
ϑsM
Λ(J ) = ϑsM
Λ(J ♯). As ϑsM (J
♯) = Z ⊗Zs M (J
♯) we can define ηΛs as in
Lemma 6.13. If J is s-invariant, then clearly JΛs = JΛs and the remaining claim
follows from Lemma 6.13 as well. 
The next result is the main technical result of this article and the most impor-
tant ingredient in the proof that the wall crossing functors preserve the category
S.
Proposition 7.8. Let M be an object in S, let J ⊂ AT be open and let m ∈
ϑsM (J ) be a section such that m
♭ := m|J ♭ is s-invariant. Then there exists a
unique s-invariant section m♯ ∈ ϑsM (J
♯) with m♯|J = m.
Proof. Suppose we have proven the statement of the proposition in the cases
that T is either generic or subgeneric. For general T we can then view m as an
element in ϑsM (J )⊗T T
∗ = ϑs(M ⊠T T
∗)(J ) for any ∗ ∈ R+ ∪ {∅} and obtain
unique preimages m♯,∗ in ϑsM (J
♯)⊗T T
∗ = ϑs(M ⊠T T
∗)(J ♯) with m♯∗|J = m.
The uniqueness statement implies that we have actually found an element in⋂
α∈R+ ϑsM (J
♯)⊗T T
α. By Lemma 7.5, ϑsM (J
♯) is root reflexive, so this is an
element m♯ ∈ ϑsM (J
♯) with m♯|J = m. The uniqueness of m
♯ is implied by the
uniqueness statement for ∗ = ∅.
So we can now assume that T is either generic or subgeneric. Consider the
canonical decomposition ϑsM =
⊕
Λ∈C(AT )
(ϑsM )
Λ. We can assume that m is
supported on Λ ∪ Λs for some Λ ∈ C(AT ). Moreover, by the support condition
we can also assume that J is a subset of Λ ∪ Λs. We now distinguish the cases
Λ = Λs and Λ 6= Λs.
First assume that Λ = Λs. Then T must be subgeneric and Λ = {x, xs} for
some ZR-orbit x. Lemma 6.3 implies that we can fix the notation in such a way
that π((J ♯ \ J ) ∩ Λ) ⊂ {xs} and π((J \ J ♭) ∩ Λ) ⊂ {x}. Let m˜♯ ∈ ϑsM (J
♯) =
Z ⊗Zs M (J
♯) be an arbitrary preimage of m. Lemma 6.14 allows us to write
m˜♯ = m1 + m2 with an s-invariant element m1 and an element m2 that is Z-
supported on {xs}. Now m|J ♭ = m1|J ♭ +m2|J ♭ ∈ ϑsM (J
♭) = Z ⊗Zs M (J
♭) is
s-invariant, and the uniqueness statement in Lemma 6.14 implies that m2|J ♭ = 0.
In particular, m2|J is contained in the kernel of ϑsM (J )→ ϑsM (J
♭). As ϑsM
satisfies the support condition, Lemma 5.2 implies that suppZ m2|J ⊂ {x}. But
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by construction suppZ m2|J ⊂ {xs}. This is only possible if m2|J = 0. It follows
that m1|J = m˜
♯|J = m, and so m
♯ := m1 is an s-invariant preimage of m. The
uniqueness of m♯ again follows from Lemma 6.14.
Now suppose that Λ 6= Λs. Then we can write m = mΛ + mΛs with mΛ ∈
(ϑsM )
Λ(J ) and mΛs ∈ (ϑsM )
Λs(J ). We have (ϑsM )
Λ(J ) ∼= (ϑsM )
Λ(JΛ) and
(ϑsM )
Λs(J ) ∼= (ϑsM )
Λs(JΛs). Lemma 7.7 gives us isomorphisms (ϑsM )
Λ(JΛ)
ηΛs−→
(ϑsM )
Λs(JΛs) and (ϑsM )
Λs(JΛs)
ηΛss−−→ (ϑsM )
Λ(JΛss). Now mΛ and η
Λs
s (mΛs)
are sections of (ϑsM )
Λ over JΛ and JΛss, resp. Note that JΛ∩JΛss = (J
♭)Λ and
JΛ ∪ JΛss = (J
♯)Λ. As mΛ and η
Λs
s (mΛs) agree on J
♭ (as m|J ♭ is s-invariant),
and as (ϑsM )
Λ is a sheaf by Lemma 7.4 the two sections glue and yield a section
m♯
Λ
∈ (ϑsM )
Λ((J ♯)Λ) = (ϑsM )
Λ(J ♯). Similarly, with the roles of Λ and Λs
interchanged, we construct a section m♯
Λs
in (ϑsM )
Λs(J ♯) that restricts to mΛs
and ηΛs (mΛ) on JΛs and JΛs, resp.
Now
ηΛs (m
♯
Λ
)|JΛs = η
Λ
s (m
♯
Λ
|JΛ) = η
Λ
s (mΛ) = m
♯
Λs|JΛs.
Analogously we obtain ηΛss (m
♯
Λs
)|JΛss = m
♯
Λ
|JΛss, from which we deduce η
Λ
s (m
♯
Λ
)|JΛs =
m♯Λs|JΛs. As ϑsM is a sheaf and since JΛs ∪JΛs = (J
♯)Λs, we deduce η
Λ
s (m
♯
Λ
) =
m♯
Λs
. From Lemma 7.7 we deduce that m♯ := (m♯
Λ
, m♯
Λs
) is an s-invariant section
in ϑsM (J
♯). By construction, m♯|J = mΛ +mΛs = m.
In order to show uniqueness also in the case Λ 6= Λs it suffices to show that
if m♯ ∈ ϑsM (J
♯) is s-invariant and m♯|J = 0, then m
♯ = 0. But m♯|JΛ = 0
implies m♯|JΛ∪JΛs = 0 by s-invariance. Analogously m
♯|JΛs∪JΛss = 0. As J
♯ =
(JΛ ∪ JΛs) ∪ (JΛs ∪ JΛss) and as both sets in brackets are s-invariant, Lemma
7.5 implies that m♯ = 0. 
7.6. Wall crossing preserves the category S. Now we state and prove one
of the main results in this article.
Theorem 7.9. Suppose that M is an object in S. Then ϑsM is an object in S
as well.
Proof. We can assume that M is supported on the connected component Λ. The
case Λ 6= Λs is already proven in Lemma 7.4. So now suppose that Λ = Λs. Then
ϑsM is supported on Λ as well. First we show that ϑsM is a sheaf. Let {Ji}i∈I be
a family of open subsets in Λ and set J =
⋃
i∈I Ji. Letmi ∈ ϑsM (Ji) be sections
withmi|Ji∩Jj = mj|Ji∩Jj for all i, j ∈ I. Using Lemma 7.5 we see that the sections
mi|J ♭i glue and yield a sectionm
♭ ∈ ϑsM (J
♭) (note that J ♭ =
⋃
i∈I J
♭
i by Lemma
6.3). As ϑsM is flabby, there is a preimage m
′ ∈ ϑsM (J ) of m
♭. Subtracting
m′|Ji from mi shows that we can from now on assume that mi|J ♭i = 0 for all
i ∈ I. In particular, each mi|J ♭i is s-invariant. For any i ∈ I let m
♯
i ∈ ϑsM (J
♯
i )
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be the unique s-invariant preimage of mi (cf. Proposition 7.8). We claim that
m♯i|J ♯i ∩J
♯
j
= m♯j |J ♯i ∩J
♯
j
for all i, j ∈ I. Note that J ♯i ∩J
♯
j = (Ji∩Jj)
♯ by Lemma 6.3,
and m♯i|Ji∩Jj = mi|Ji∩Jj = mj |Ji∩Jj = m
♯
j |Ji∩Jj . From the uniqueness statement
in Proposition 7.8 we can now deduce m♯i|(Ji∩Jj)♯ = m
♯
j |(Ji∩Jj)♯ . Using Lemma
7.5 again shows that the m♯i glue and yield a section m
♯ ∈ ϑsM (J
♯). Then
m := m♯|J is the section we are looking for.
Now we show that ϑsM is root reflexive. We need to show that ϑsM (J ) is root
reflexive for any open subset J . Let m be an element in
⋂
α∈R+ ϑsM (J )⊗T T
α.
Thenm|J ♭ ∈ ϑsM (J
♭) by Lemma 7.5. By subtracting fromm a preimage ofm|J ♭
in ϑsM (J ) we can assume that m|J ♭ = 0. Proposition 7.8 now shows that m has
a unique preimage m∗♯ in ϑsM (J
♯)⊗T T
∗ for all ∗ ∈ R+ ∪ {∅}. By uniqueness,
the elements m∗♯ agree as elements in ϑsM (J
♯)⊗T T
∅, hence define an element
in
⋂
α∈R+ ϑsM (J
♯) ⊗T T
α. Again by Lemma 7.5,
⋂
α∈R+ ϑsM (J
♯) ⊗T T
α =
ϑsM (J
♯). So m has a preimage m♯ in ϑsM (J
♯), so m must be contained in
ϑsM (J ). Hence ϑsM (J ) is root reflexive.
To finish the proof, we need to show that (ϑsM ) ⊠T T
′ is a root reflexive
sheaf for any flat homomorphism T → T ′ of base rings. As (ϑsM ) ⊠T T
′ =
ϑT ′,s(M ⊠T T
′) this follows from what we have already proven and the fact that
M ⊠T T
′ is a root reflexive sheaf (on AT ′). 
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