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ABSTRACT
The optimisation and adaptation of single hidden layer feed-forward neural 
networks employing radial basis activation functions (RBFNs) was investigated. 
Previous work on RBFNs has mainly focused on problems with large data sets. 
The training algorithms developed with large data sets prove unreliable for 
problems with a small number of observations, a situation frequently encountered 
in process engineering. The primary objective of this study was the development of 
efficient and reliable learning algorithms for the training of RBFNs with small and 
noisy data sets.
It was demonstrated that regularisation is essential in order to filter out the 
noise and prevent over-fitting. The selection of the appropriate level of
A ^regularisation, A , with small data sets presents a major challenge. The leave-one- 
out cross validation technique was considered as a potential means for automatic
selection of A . The computational burden of selecting A was significantly 
reduced by a novel application of the generalised singular value decomposition.
The exact solution of the multivariate linear regularisation problem can be 
represented as a single hidden layer neural network, the Regularisation Network, 
with one neurone for each distinct exemplar. A new formula was developed for 
automatic selection of the regularisation level for a Regularisation Network with 
given non-linearities. It was shown that the performance of a Regularisation 
Network is critically dependent on the non-linear parameters of the activation 
function employed; a point which has received surprisingly little attention. It was
demonstrated that a measure of the effective degrees of freedom df(A  ,cr) of a 
Regularisation Network can be used to select the appropriate width of the local 
radial basis functions, <7, based on the data alone.
The one-to-one correspondence between the number of exemplars and the 
number of hidden neurones of a Regularisation Network may prove 
computationally prohibitive. The remedy is to use a network with a smaller 
number of neurones, the Generalised Radial Basis Function Network (GRBFN). 
The training of a GRBFN ultimately settles down to a large-scale non-linear 
optimisation problem. A novel sequential back-fit algorithm was developed for 
training the GRBFNs, which enabled the optimisation to proceed one neurone at a 
time. The new algorithm was tested with very promising results and its application 
to a simple chemical engineering process was demonstrated
In some applications the overall response is composed of sharp localised 
features superimposed on a gently varying global background. Existing 
multivariate regression techniques as well as conventional neural networks are 
aimed at filtering the noise and recovering the overall response. An initial attempt 
was made at developing an Adaptive GRBFN to separate the local and global 
features. An efficient algorithm was developed simply by insisting that all the 
activation functions which are responsible for capturing the global trend should lie 
in the null space of the differential operator generating the activation function of 
the kernel based neurones. It was demonstrated that the proposed algorithm 
performs extremely well in the absence of strong global input interactions.
Chapter 1
Introduction
The sad thing about artificial intelligence is that 
it lacks artifice and therefore intelligence.
Jean Baudrillard1
Conventional engineering systems behave remarkably rigidly when compared to 
biological ones. They lack the ability to learn from their environment or adapt gracefully 
to new situations compared to even the simplest biological organisms [Chester, 1993; 
Baughman and Liu, 1996]. This low level of achievement is due to the fundamental 
differences between the design of biological nervous systems and present day computers 
[Lerner, 1984; Omohundro, 1987]. To bridge this gap researchers in the fields of 
neurophysiology, psychology and computer science are seeking to understand and 
implement the mechanisms of intelligence.
1 French sociologist and post-modernist. Professor of Sociology at the University o f Paris 
associated with radical Socialism. Author of Le System des Objets (1968), La Societe de 
Consommation (1970), For a Critique of the Political Economy of the Sign (1972), Mirror of 
Production (1973), Simulacra and Simulations (1981) and Fatal Strategies (1983).
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Artificial neural networks may be regarded as initial attempts at developing artificial 
intelligence. Similar to their biological counterparts, these networks are composed of 
many simple interconnecting elements, or neurones, working in parallel to solve a 
problem. The most versatile feature of them is the fact that once the network has been set 
up, it can learn in a self-organised way that seems to mimic simple biological nervous 
systems.
Numerous companies and research laboratories are investing heavily in projects 
related in some way to neural networks [Omohundro, 1987], Despite the tremendous 
increase in applications of neural networks in many fields such as electrical, electronics, 
civil, and control engineering, they were practically unknown to many chemical 
engineers until the 1990’s. Serious efforts to apply neural networks for the simulation and 
optimisation of chemical, biochemical and mineral processes have only begun since the 
late 1980’s. A concise review of the reported applications of neural networks to chemical 
and bio-chemical engineering problems is presented in Appendix A. In this chapter we 
first present a brief historical review and a classification of neural networks and then 
outline the scope of the work undertaken in this study.
1.1- Historical Review of Neural Networks
In the early forties (1943) W.S. McCulloch, a neurophysiologist, and W.Pitts, a 
mathematician, presented a simple mathematical model for a nerve cell [Chester, 1993; 
Haykin, 1999]. The McCulloch-Pitts neurone, which is shown in Figure 1.1 and is 
regarded as the ancestor of all artificial neural networks, performed logical operations on 
two or more inputs to produce an output. The variable inputs were multiplied by fixed 
synaptic weights and the products were summed. If the sum exceeded the neurone’s 
threshold (G), the neurone turned (or stayed) on, otherwise it turned (or stayed) off.
Figure 1.1 - Schematic diagram of a McCulloch-Pitt’s neurone.
In the late forties Donald Hebb a neurophysiologist, used the McCulloch-Pitt neurone 
with a variable synaptic weight for a single input [Chester, 1993; Haykin, 1999]. In 1958, 
Frank Rosenblatt combined the McCulloch-Pitt and Hebb neurones to construct the 
Perceptron on an analogue computer, which became the essential building block of 
neural networks in the 1980’s and 1990’s. Figure 1.2 gives a schematic diagram of the 
Rosenblatt’s neurone known as Perceptron.
Figure 1.2 - Schematic diagram of Rosenblatt’s neurone (Perceptron),
(a) Forward path (calculation of the neurone’s response),
(b) Backward path (Updating the synaptic weights)
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The training loop suggested by Rosenblatt involved the following steps:
a) Initialise the synaptic weights of the neurone (Perceptron).
b) Introduce an input: x(t)  = [x{ (t), x 2 x p (*)]r
p
c) Calculate the output of the neurone: y(t) -  sgn ]T [h>,- { t)x i (t ) -  0]
/=i
d) Adjust the synaptic weights: (t + 1) = w, ( 0 + riLKO -y ( t) ] x i( t)
e) Repeat from (b) until the synaptic weights stop changing.
In the above procedure, t represents an instance or iteration, y  (t) is the target value 
associated with the input x  (t), and the sgn function is +1 if its argument is positive 
and -1 if its argument is negative or zero. The symbol r\ represents a “small” positive 
learning rate constant chosen to ensure a smooth synaptic change.
In the early sixties (1960,1962), Bernard Widrow and Marcian Hoff [Omohundro,
1987; Hunt et cil, 1992; Haykin, 1999] introduced the Adaptive Linear Neurone
“Adaline” by omitting the sgn function and calculating the response of the neurone as
KO = £[*/(O w ;/(O -0 ] 0)
/=i
The major difference with the Perceptron is that removing the sgn enables a continuous 
rather than binary output. Adaline employed the same learning rule as the Perceptron for 
correction of the synaptic weights,
w>t. (/ + !) = (0  + r|[j;(0 -  j>(0K. (0  (2)
5
Because of the change in the definition of y ( t ) , the correction of the weights of the 
“Adaline” are performed continuously and the convergence of the synaptic weights to 
their ultimate values is much faster than that for the Perceptron. This continuous 
application of the Rosenblatt learning rule = fl[ T(0 ~ jKO]*/(0  ] ^as become
known as the Widrow-Hoff law or the delta rule.
The research on neural networks suffered a major decline following a severe criticism 
in an influential article published in 1969 by Marvin Minsky and Seymour Papert of MIT 
[Minsky and Papert, 1969]. They reported a rigorous analysis of the Perceptron, proved 
many of its properties and pointed out its many limitations. The seventies saw only a 
small number of articles published mainly by biological scientists. Stent [1973] presented 
a physiological mechanism for Hebb’s postulate of learning. Grossberg [1976, 1977, 
1978] proposed several architectures with novel characteristics, based on physiological 
and biological evidence. Research on neural networks accelerated again in the early 
1980’s and by 1988 had grown to such an extent that Marvin Minsky acknowledged this 
growth and published a revised version of his initial critical report “Perceptrons” [Minsky 
and Papert, 1988].
In 1982 John Hopfield of the California Institute of Technology designed a fully 
connected single layer neural network which revived the subject. The aim of his network 
was to solve an optimisation problem [Hopfield, 1982]. Subsequently, neural networks 
have been studied more intensively with special interests in engineering applications. 
Techniques based on neural networks have been developed to solve different problems 
ranging from banking and speech recognition to process scheduling [Chovan et al, 1996].
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Despite the increased application of neural networks in various scientific topics they 
remained largely unknown to chemical engineers until the leading work of Bhat and 
McAvoy in 1990 [Bhat and McAvoy, 1990]. Appendix A presents a concise survey of the 
articles published to date on application of neural networks in chemical and biochemical 
engineering. With a few exceptions, the emphasis has been on the application of the 
standard neural network programs as a tool for solving various engineering problems. A 
review of the literature on the fundamental aspects of neural networks, in particular radial 
basis function (RBF) networks, is deferred to chapter 4.
1.2- Classification of Neural Networks
Neural networks generally consist of several interconnected neurones in one or more 
hidden layers. They can be classified from different points of views such as type of input 
transformation, type of structural architecture and the type of learning algorithm.
It is well known that the complexity of any modelling task increases significantly 
with an increase in the dimensions of the input space, which is often referred to as “the 
curse o f dimensionality” [Box, 1962; Kruskal, 1965; Priestley and Chao, 1972; Box and 
Hill, 1974; Box and Cox, 1982; Breiman and Friedman, 1985]. Neural networks may 
employ either (non-local) projection or (local) kernel based transformations to account 
for correlation among the inputs.
7
In a non-local transformation the inputs are projected on a single axis, the projection 
may be linear or non-linear. The McCulloch-Pitt neurone, Perceptron and Adaline 
(section 1.2) are examples of linear projections. Figure 1.3 illustrates the general 
schematic diagram of a linear projection based neurone. In local transformations, the 
norm (usually Euclidean) of the input vector with respect to a fixed point (centre) is used 
to transform the inputs. Radial basis function networks are the most popular examples of 
kernel based input transformations. Figure 1.4 illustrates the schematic diagram of a 
general kernel based neurone.
A
L
Figure 1.3- Schematic diagram of a general linear projection based neurone.
Figure 1.4 -  Schematic diagram of a general kernel based neurone.
1.2.1 - Structural Classification
Neural networks are commonly classified based on the direction of the signal flow 
into feed-forward and recurrent networks. In a feed-forward network signals flow from 
the input layer, to hidden layer(s) and then to the output layer via unidirectional 
connections. The neurones are connected from one layer to the next but not within the 
same layer. These networks can most naturally perform static mappings between input 
and output spaces. In other words, the output of a feed-forward network at a given instant 
is only a function of its input at the same instant. In general, two different classes of 
single and multiple layer feed-forward network architectures can be identified.
In its* simplest form, a feed-forward network is constructed from an input layer of 
source nodes that are projected onto an output layer of computation nodes via synaptic 
weights. Figure 1.5 illustrates a single layer feed-forward network with four nodes in the 
input layer and two nodes in the output layer. No computation is performed within the 
input layer and it is not counted as an independent layer.
Synaptic
Input layer o f Output layer of
source nodes Computation nodes
Figure 1.5 -  Single layer Feed-forward neural network.
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\The “single layer” designation refers to the output layer containing feed-forward 
computation nodes (neurones). A linear associative memory is an example of a single­
layer neural network, the network associates an output pattern (vector) with an input 
pattern (vector), and the information is stored in the network by virtue of the 
modifications made to the synaptic weights of the network.
Multi-layer feed-forward neural networks contain one or more hidden layer(s), whose 
corresponding computational nodes are called hidden neurones or hidden units. The 
function of the hidden neurones is to intervene between the external input and the 
network output. By adding one or more hidden layers, the network is enabled to extract 
higher order statistics (more information) by virtue of the extra set of synaptic 
connections and increased neural interactions. The ability of the hidden neurones to 
extract higher order statistics is crucial for large input dimensions. As illustrated in Figure 
1.6, the neurones of each layer may be either partially or fully connected to the 
neighbouring layers.
In a recurrent network, the outputs of some neurones are fed-back to the neurones of 
the same layer or to the nodes of the preceding layers. The signals can therefore flow in 
both forward and backward directions. Recurrent networks have dynamic memories, that 
is their outputs at a given instant reflect both the current input as well as past inputs and 
outputs. A typical recurrent network is shown in Figure 1.7. Due to their dynamic 
memory, recurrent neural networks are particularly suited for control applications and 
dynamic simulations.
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Input
layer of
source
nodes
Layer of
hidden
neurons
0a)
Layer of 
output 
neurons
Input 
layer of 
source 
nodes
Layer of
hidden
neurons
0b)
Layer of 
output 
neurons
Figure 1.6 - Feed-forward neural networks with one hidden layer and 
output layer. (a) Fully connected (b) Partially connected
Unit-delay operators 
Inputs
Outputs
Figure 1.7 -  Fully connected recurrent neural networks with one hidden layer.
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1.2.2- Learning algorithms (Unsupervised and Supervised learning)
The learning algorithm deals with the adjustment of the network parameters and 
usually settles to solving an unconstrained or constrained optimisation problem. The 
model representing the neural network may be linear, non-linear or a combination of both 
with respect to the network parameters. The merit function characterising the network 
performance may depend on the inputs alone or both the inputs and the outputs. The 
former objective function leads to learning without a teacher (unsupervised learning) 
while the latter objective requires a teacher to direct the learning {supervised learning). 
The learning process of an unsupervised network does not require target (measured) 
output(s). Only input patterns are presented to the network during training. For a fixed 
architecture, the network automatically adapts the network parameters to cluster the input 
pattern into groups of similar features.
In many engineering applications we are concerned with the estimation of an 
underlying trend (or function) from a limited number of input-output data points with 
little or no knowledge of the form of the true function (truth). This problem is sometimes 
referred to as non-parametric regression, function approximation, system identification or 
inductive learning. In neural network parlance, it is usually called supervised learning. 
The underlying function is learned from the exemplars which a teacher supplies. The set 
of examples (the training set) contains elements that consist of paired values of the 
independent (input) and the dependent (output) variable(s). A supervised learning 
algorithm adjusts the network parameters according to the differences between the 
measured response y(X;) and the network outputs y (* i)  corresponding to a given input
12
x i . Supervised learning requires a supervisor, to provide the target signals. In practical
applications the measurements are by definition subject to error. The learning algorithm 
should therefore be equipped with proper provisions to effectively filter out the noise.
1.3 -  Scope of this study
The specific problem addressed in this work is to reconstruct a model of a process 
based on a limited number of the measured values of its inputs and outputs. This is a task 
well suited for feed-forward neural networks. The above problem can also be viewed as a 
task of multivariate function approximation for reconstructing a hyper-surface which 
maps the* process inputs into the output space. Two main approaches are available for 
multivariate function approximation or hyper-surface reconstruction problems. The first 
one is the feed-forward neural network approach which will be considered in Chapters 3 
to 5. The second approach, favoured by statisticians, includes the adaptive linear additive 
models [Hastie and Tibshirani, 1990] and projection pursuit regression [Friedman and 
Stuetzle, 1981]. Bakshi and Utojo [1998] have attempted to present a unified view of 
these two approaches. Poggio et al [1993] have shown that the two approaches can be 
grouped together and only differ in the details of the stabiliser operators employed.
Feed-forward neural networks have a close relationship with function approximation 
techniques. Chapter 2 introduces various aspects of function approximation such as 
modelling of a given set of observations {modelling o f data), generalisation and over­
fitting, and various stabilisation techniques in a simple univariate setting. Major aspects
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of modelling of data for finding the optimal model parameters by classical methods such 
as ordinary least squares regression and robust estimation are considered with the aid of 
simple examples.
The fitted model is expected not only to recall the observed data with the required 
accuracy, but also to produce acceptable predictions for unseen (test) data drawn from the 
same population as the observed data. For a set of noisy data, naive minimisation of the 
ordinary least squares merit function may fit the noise and lead to an unrealistic and 
highly oscillatory prediction. Stabilisation techniques are crucial for filtering out the 
noise and capturing the true underlying function from a set of limited, sparse and noisy 
data. A variety of indirect and direct stabilisation methods such as singular value 
decomposition (SVD), ridge regression, penalised least squares and linear regularisation 
techniques are considered in Chapter 2. In particular it will be shown that linear 
regularisation provides the most effective procedure to filter out the noise and recover the 
true trend underlying the data. It will also be demonstrated that any stabilisation 
technique is only effective if the selected model is appropriate for the given 
observations.
A difficult problem in the application of any stabilisation technique is deciding on the 
appropriate level of stabilisation. Too small a stabilisation level leaves the noise 
unaffected and too high a level may lead to severe over-smoothing. The appropriate level 
of stabilisation is highly problem dependent and its simplistic selection may prove 
subjective. An objective method is therefore desired for the selection of the stabilisation
14
level based on the data alone. A common procedure is to divide the measured data into 
distinct training and test sets followed by the a posteriori selection of the stabilisation 
level using the test set alone. This approach can not be afforded when the number of data 
points available is limited, a situation frequently encountered in chemical engineering.
A chief advantage of the linear regularisation technique is the possibility of 
developing efficient procedures for the automatic selection of the appropriate 
regularisation level based on the data alone. A promising approach, the leave one out 
cross validation (CV) technique which makes full use of all the available data is 
described in Chapter 2. An efficient procedure based on the generalised singular value 
decomposition (GSVD) will be developed which can be used for a wide variety of linear 
stabilisation operators. The performance of the proposed procedure is assessed for the 
recovery of the unknown energy distribution of a heterogeneous solid adsorbent. To our 
knowledge the combination of the leave one out cross validation technique and 
generalised singular value decomposition has not been previously reported and is used to 
good effect throughout this study.
Another property, not enjoyed by other stabilisation methods, is the theoretical 
possibility of extending the linear regularisation technique to problems with multiple 
inputs. Chapter 3 provides an introduction to the multivariate regularisation theory which 
serves as a solid theoretical foundation for an important class of feed-forward neural 
networks employing radial basis functions. The concepts of a linear differential operator 
and its corresponding Green’s function are touched upon and lead to the development of
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the so-called Regularisation network as a means of representing the solution of the 
multivariate regularisation problem. The leave one out cross validation technique of 
Chapter 2 is also extended and a new working formula is developed for the automatic 
selection of the regularisation level of a Regularisation network.
The number of neurones in the hidden layer of a Regularisation network is by 
definition equal to the number of data points. The activation function of each neurone is a 
radial basis function (RBF) which is centred at a data point and also contains other 
parameters which establish the receptive field of the neurone. The number of such 
parameters depends on the linear stabilisation operator employed. The linear operator can 
also be chosen to produce an RBF with either a local or a global receptive field. In this 
study we are particularly interested in separating the global and local features embedded 
in a data set and therefore concentrate on RBF networks with a local receptive field, in 
particular Gaussian functions. The receptive field of a Gaussian is established by the 
choice of spreads.
Regularisation networks employing Gaussian activation functions are usually applied 
using the same identical spread for all neurones. An illustrative bivariate example is used 
to highlight the significant influence of the choice of the spread on the performance of 
Regularisation networks. It will be demonstrated that the performance of the 
Regularisation network in a given application is critically dependent on the choice of the 
spread(s), a point which has surprisingly received little attention to date. A simple and 
readily calculable measure of the approximate degrees of freedom of a Regularisation
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network is introduced. Combination of the leave one out cross validation technique and 
the approximate degrees of freedom provides a convenient criterion for the selection of a 
suitable value of the spread. The application of this procedure results in significant 
improvement in the performance of the Regularisation network with an isotropic spread 
and to our knowledge has not been previously reported.
A major drawback of the Regularisation network is the one-to-one correspondence 
between the number of input exemplars N  and the number of hidden neurones. The
computational cost of a Regularisation network grows as N  and may prove prohibitive 
for large data sets. To ease the computational burden it is necessary to break the one-to- 
one correspondence by using a smaller number of hidden neurones M «  N , such 
networks are referred to as Generalised RBF networks. Decreasing the number of 
neurones reduces the flexibility of the network and it becomes essential to distinguish the 
centres from the data points and choose the centres and spreads of the activation 
functions carefully. The training of the Generalised RBF network ultimately settles down 
to a large scale non-linear optimisation problem. This problem has received considerable 
attention over the past decade. We start Chapter 4 with a thorough review of the literature 
in order to place this study in the context of previous work.
The synaptic weights of a Generalised RBF network appear linearly and their 
calculation for given non-linear parameters is fairly straightforward. Chapter 4 focuses on 
testing and developing suitable procedures for the optimisation of the centres and spreads 
which appear non-linearly. A number of heuristic procedures have been proposed to
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avoid the non-linear optimisation process and produce readily calculated values of the 
centres and/or spreads. An illustrative example is used to highlight the limited reliability 
of heuristic procedures and the need to tackle the non-linear optimisation directly.
The major difficulty is the number of non-linear parameters involved. For a 
Generalised RBF network with 20 neurones and a 5-dimensional input vector, the number 
of non-linear parameters may be as much as 620. Several procedures are considered to 
break down the large-scale non-linear optimisation problem into a series of smaller and 
therefore more manageable sub-problems. In particular, a novel sequential back-fit 
algorithm is developed which enables the optimisation to proceed one neurone at a time. 
This new algorithm is tested with very promising results and its application to a simple 
chemical engineering process is also presented.
In some applications the overall response is composed of sharp localised features 
superimposed on a slowly varying global background. Existing multivariate regression 
techniques as well as conventional neural networks are aimed at filtering the noise and 
recovering the overall response. Chapter 5 is an initial attempt at developing an adaptive 
Generalised RBF network capable of separating the local and global features embedded 
in a noisy data set. The ultimate aim is to produce a neural network containing two types 
of neurone: i) a set of projection based neurones, which are better suited for capturing the 
gently varying global background, and ii) a set of localised kernel based neurones which 
are more appropriate for the recognition of sharp local features.
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An obvious procedure suggested by a few authors [Zhang and Morris, 1998; Holcomb 
and Morari 1992; Gemperline et cil, 1991] is to select different classes of neurones with 
different activation functions, for example Gaussian, Sigmoidal and Linear functions. The 
major difficulty with this approach is that an initial decision is required about the number 
of hidden neurones of each class. The training of such networks proves difficult and may 
involve tedious trial and error to select both the type and the number of each type of 
neurone in the hidden layer. In addition, the interaction between the various classes of 
neurones is difficult to quantify and complicates the training process further. In Chapter 5 
we present an approach which de-couples the contribution of the projection based 
neurones from the kernel based neurones. This is simply achieved by insisting that all the 
activation functions of the projection based neurones lie in the null space of the 
differential operator generating the activation function of the kernel based neurones. To 
our knowledge, the inclusion of null space terms which simplifies the training process 
significantly has not been previously reported.
An illustrative example is used to highlight the important influence of the null space 
terms on the performance of Generalised RBF networks. This is followed by a general 
consideration of various procedures for the inclusion of null space terms in the training 
procedure under a variety of assumptions. Chapter 5 closes with the development of an 
adaptive Generalised RBF network and the associated back-fit training algorithm which 
enables the null space terms to evolve automatically.
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All the results presented in this thesis were obtained using self-contained computer 
codes developed by the author in the course of this study. The only external routines used 
were for the singular value and generalised singular value decomposition which were 
taken from the freely available LAPACK collection of routines [www.netlib.org] and 
various optimisation procedures used in section 4.4.3.2 which are available from 
Numerical Recipe [Press et al, 1992]. All the codes developed in ANSI Standard Fortran 
77 and are available on request from the author.
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Chapter 2
Function Approximation and Neural Networks
2.1 -  Introduction
The general aspects of neural networks were briefly highlighted in the previous 
chapter. The specific problem addressed in this study is to reconstruct a model of a 
process based on a limited set of measured values of its input and outputs. This is a task 
well suited for feed-forward neural networks. There is a close relation between feed­
forward neural networks and function approximation techniques. This chapter reviews the 
basic ideas of function approximation such as ordinary least square, robust estimation and 
some stabilisation techniques such as ridge regression, penalised least square and linear 
regularisation methods. These techniques provide the theoretical foundations for a special 
class of feed-forward networks known as radial basis function (RBF) networks which are 
considered in the next chapter.
The primary aim of this chapter is to highlight the basic concepts involved in 
developing a function to approximate or model the true underlying relationship between 
the inputs and the outputs of a process. For illustration purposes, we shall focus on a 
process with a single output variable, the generalisation to multiple outputs is 
straightforward. Consider the process shown below, the objective is to establish the 
dependence of the output y(r) on the inputs x(*), where t represents an event, instance 
or an experiment.
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The relationship between the true response y(t) and the independent variables x  (t) can 
be expressed as,
7 (0  = f(X](t),x2(t),...... ,xp (0) (1)
The form of the function /  (.) is in general unknown but we can conduct a series of 
experiments to sample the truth. Experiments are by definition subject to error and the 
relationship between the true 7 (0  and the measured y(t) values may be expressed as,
y ( o = m + m  (2)
where s{t) is the measurement error which is by definition uncorrelated with*7(0 . There 
is a random nature associated with measurement, if we repeat the same experiment twice 
we do not get the same measured value. The error s(t) is a random sample drawn from a 
particular distribution which is an inherent feature of the measurement device. The basic 
task is to estimate the truth given a set of measured values x(tj),y(tj);i = 1,2,...., N  and
sufficient information about the distribution of the measurement errors (noise). Evidently, 
to achieve this task the data set must be sufficiently dense with an adequate signal to 
noise ratio. Since the truth y(t) is in general unknown, we seek a model capable of 
providing a reliable estimate of the true underlying relationship based on the available 
observations.
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2.2 -  Modelling of Data
The model can be expressed as,
j>(x,a) = f i x  i,x2i.......,xp ;au a2i ,am), (3)
where the cij *s are a set of adjustable parameters. Selecting a model as the estimator of
the truth requires the selection of a functional form for /  (.), which must be chosen to
reflect the true underlying process as closely as possible, followed by the determination
*of the optimal model parameters a by minimising a suitably defined merit function 
measuring the agreement with the measured data.
Modelling of a process covers a broad spectrum. At one extreme lies theoretical (or 
parametric) models based on a fundamental knowledge of the process, such models have 
physically meaningful and measurable parameters. At the other end lies empirical (or 
non-parametric) models which do not rely on the fundamental principles governing the 
process. Such models involve a set of parameters with no physical meaning related to the 
actual process. In practice, a compromise between these two extremes (a semi-theoretical 
model) is employed to describe a real process. Semi-theoretical models provide a 
compromise between the model complexity and the effort needed for the measurement of 
the parameters. In this approach, parts of the model are approximated by empirical 
correlations based on curve fit to available experimental data. Evidently, the parameters 
based on theoretical concepts may be well defined but the empirical parameters may have 
little or no physical meaning. Error analysis of semi-theoretical models proves difficult 
because the final error in the model predictions may be due to inappropriate theoretical 
assumptions or inaccurate empirical correlations or both.
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In an alternative purely empirical approach, the model can be considered as a linear 
combination of a set of basis functions. The familiar multiple linear regression model is 
the simplest example employing a set of linear basis functions [Hastie et al, 1990],
y(x>“) = a lx l + a2x 2 + ..... + apx p (4)
Given a set of measured data, the optimal parameters are readily obtained using standard 
least square minimisation techniques. If our a priori belief is that there is no interaction 
between the inputs and the true underlying response varies linearly with each individual
input, this model provides a very convenient and powerful data analytic tool. In
particular the multiple linear regression model provides a very simple and compact 
description of the data, summarises the contribution of each input to the response variable 
with a single coefficient, and enables a simple method for predicting the response at new 
observations.
The multiple linear regression model is inappropriate if the true response is non-linear 
with respect to one or more inputs or if there is significant interaction between the inputs. 
A useful generalisation of the linear regression model is obtained by using,
y (x ,a ) = £  cejCp^Xj) (5j
j =I
where can be chosen as any arbitrary non-linear function of the single predictor
X j . This model, referred to as the Linear Additive Model, is linear in the parameters
a j ’s but may be highly non-linear with respect to the independent variables x j ’s. It
retains many of the useful features of the multiple linear regression model. In particular, 
the contribution of each predictor is clearly well defined and can be explored
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independently. The optimal parameters can again be easily determined through standard 
least squares methods.
Neither the multiple linear regression model nor the linear additive model is capable 
of explicitly accounting for input interactions and will perform badly when such 
interactions are important. To allow for interactions explicitly it becomes necessary to 
introduce a new set of non-linear parameters in the basis functions leading to a model in 
the form of [Bakshi and Utojo, 1998],
M
yQc>a,fi) = I  dj(j)j{x,p_ ) (6)
M
The model is always linear with respect to the a j 's but may be non-linear with respect to 
the f  . ’s. The linear parameters a y ’s are usually referred to as weights. The close
connection between feed-forward neural networks and function approximation is 
captured in Figure 2.1 which represents (6) as a neural network with a single hidden 
layer.
The individual basis functions, ^y(.)’s may be chosen to have either a local or a
global response. The response of a local basis function is restricted to a limited range 
about some central point. Consequently, only some of the local basis functions can affect 
the overall response at a given point. Gaussian functions shown in Figure 2.2 are a 
popular example of local basis functions.
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Figure 2.1 -  Schematic representation of a feed-forward neural network.
Figure 2.2-Linear superposition of Gaussian basis functions for a univariate example.
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The response of a global basis function is distributed over the whole input-space and 
affects the overall response at every point. Polynomials are the best known example of 
global basis functions. It is of course possible to choose some of the basis functions as 
local while others may be chosen as global. There is no limitation on the form of 
individual basis functions but the weighted sum of the basis functions must reconstruct 
the true underlying response.
In the case of multiple independent variables, the non-linear parameters p ’s are used to
transform the input vector into a scalar argument for the basis function . This is 
usually achieved in one of two ways:
a) Projection based (non-local) input transformation: The parameters p 's project the
inputs on a hyper-surface, this projection may be either linear or non-linear as 
illustrated in fig. 2.3a.
b) Kernel based (local) input transformation: The parameters p  ^ ’s are used to define a
scalar norm measure (usually Euclidean) of the input vector with respect to a fixed 
point (centre) as depicted in Figure 2.3b.
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Figure 2.3 -  (a) Projection and (b) Kernel based input transformations.
Once the input transformation is specified, it remains to choose the functional form of 
each basis function with respect to its scalar argument. This can again be achieved in two 
ways:
a) Fixed form basis function: a particular functional form is chosen to represent the 
variation of the basis function with its scalar argument. The optimal (linear and non­
linear) parameters are obtained for this particular fixed functional form.
b) Flexible form basis function: 110 particular functional form is chosen a priori. Both 
the optimal parameters and the appropriate functional form of the basis function 
emerge in the course of the optimisation process.
We shall have more to say about Flexible or Adaptive form basis functions in Chapter §  
and for the moment concentrate on Fixed form basis functions. Table 2.1 and Figure 2.4 
present a number of fixed form basis functions commonly employed in function 
approximation and neural network applications.
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Table 2.1 -  Examples offixed form basis functions.
Description Input
Transformation Equation Remarks
Gaussian
/=l erf
^(z) = exp(-z2) Local, Kernel
Multiquadrics Z2 = i (X i- t i ) 2 +CT2 
i=\
<*(z)= z 2 Global, Kernel
Inverse
Multiquadrics
Z2 = i.U i -  tt)2 + cr2 
/=1
0 ( z )  = - \
z
Local, Kernel
Thin plate splines
/=1 Cjf
<p{z) = z2n+l
(p{z) = z2
Global, Kernel
Threshold 2= Z PjXj + fo  
J=1
(1 i f  z > 0 
[0 z/ z < 0
Global, Projection
Piecewise-Linear * = z  p j xj + /^ o
i if  ^> 1
<p(z) = < z if -1 < z < 
[-1 if z< ~ 1
Global, Projection
Sigmoid
p
2 = Z PjXj+P0 
y=i
<p(z) = ------ -------
1 + exp(- z) Global, Projection
Hyperbolic
Tangent
p
2 ~ Z /?/*/ + y?o 
y=i
<p(z) = tanh(^  j
1 -  exp(-z) 
1 + exp(-z)
Global, Projection
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Figure 2.4 -  Typical examples offixedform  basis functions (see Table 2.1)
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2.3 -  Fitting the M odel: Best-fit Parameters
Given a model in the form of:
M
y (x & P )=  z  aj(f)j (Zj (x, p  )) (7)
y=i
with a specified input transformation of z j(x ,fi) and a specified functional form for
(f)j{.), the objective is to find a set of optimal (best-fit) linear a  and non-linear p *
parameters which minimise a suitably defined merit function for a given set of 
observations. In practice, the observations are corrupted by measurement noise and the 
procedure for obtaining the best-fit model parameters should ideally provide: (a) the 
optimal parameter values, (b) an error estimate (confidence interval) for the optimal 
parameters, and (c) a statistical measure of the goodness o f fit of the model [Press, 1992].
For a given model, some parameter values will be highly unlikely, those for which the 
model predictions are at odds with the observed data. Others will be more likely and 
produce model predictions which resemble the data. We wish to select among the likely 
parameters those which are most likely and reproduce the closest agreement with the true 
underlying trend. This goal can be achieved by posing the question: “Given a model and 
a particular set of parameters, what is the probability that the observed data set could 
have occurred?” In other words we seek to compute the probability of a data point 
occurring within an interval y(x iya ,fi)  ± Ay for a given model with a particular choice of
parameters. Suppose that each observation yt has an independently random measurement 
error e,- drawn from a certain distribution p ( s f i  centred around the true value y ( x f .
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The probability of an individual data point y t occurring within the interval
y{x-l,a ,P ) ± Ay may be taken as,
Pi  «  p { y i , y { X i ; a , f ) }  A y , (8)
where p{.} is chosen to correspond to the distribution of the error s t . In general, the 
probability density function p{yj,Hxj;a,{3))} does not depend on its individual 
arguments independently and is only a function of their weighted difference defined as,
c ,  o\ , y i - y i x i \* ,p ) s ,m .
£ /te /? )  = ( *=-) (9)
07
The probability of the entire data set is the product of the probabilities of the individual 
data points,
P ( a > P ) = n p V i ( a t f i ) ) A y  (10)
/=1
The best-fit parameters are obtained by seeking to maximise the probability P(a,j3) of 
the data given the model. Maximising P(a,j3) is equivalent to minimising the negative
of its logarithm,
min N r i
_ h{a,P ) = -\n(P(a,P)) = - £ ln [ p ( < 5 ; ( a , / ? ) ) J - jV ln ( A y )  (1 1 )
QL’P_ ~  ~  /=i —
Defining r/(Sj) = -In [p(di(a,pfj\ and dropping the constant term iVln^y) leads to, 
min N
„  n A ( a , / ? ) = I / 7 ( 12)  
Q ’P  “  /=l
Defining ip{Sj) as the derivative of rj(Sj) with respect to its argument,
=  (13)
d $ i
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and using the optimality conditions —  = 0 a n d  = 0, leads to
da dB .
“  J
Ziis(Si(a ,P )) (— )</>J(zj(xi,P)) = 0, y = l,2,...,M (14)
and, ) = 0, y =1,2,...,M (15)
, # H4
The optimal parameters (a  ,J3 ) may be computed either by directly minimising the
multivariate objective function (12) or by solving the set of non-linear equations (14) and
(15). However, except for the simple case of a normal distribution, either approach 
involves substantial numerical difficulties and presents a major challenge.
If the distribution of measurement error p { s f  is known a priori and the probability 
distribution p(8(a ,fi))  is chosen accordingly, then we are able to quantify the goodness
o f fit of the model directly. For a correct model, the calculated distribution of the fitted 
residual r-{ -  y-t - y  {xi \a , f i )  should resemble the known distribution of the
measurement error p (£ /). In the absence of reliable information about p(£f) , we are free
to choose any particular form for the probability distribution p(<7/(«,/7)) but the
goodness o f fit of the model can no longer be checked independently. In the simplest case 
of normal measurement errors, the probability p{5f) 'can be taken as a Gaussian
distribution with a zero mean and standard deviation cr;-,
p i.S fa .f ) )  oc exp - -
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which implies that:
tfe i< & P ))~±8}  (17)
and v/(Si) = f i j j ^  = Si(18)
do i
For this case, the merit function (12) reduces to the “chi square” or the “weighted sum o f  
squared residuals”,
min , N (y i - y ( x l:a ,3 )'\2 ,N  ,
B A (a ,^ ) = l X  = \Y ,S f{a ,P )  (19)
~'P_ ~  ;=iv ^  J <=l
If the variances are assumed identical 07 = 0-, the objective function reduces further to
the familiar least square criterion,
min , N
(20)
The normal (Gaussian) distribution of errors is often rather poorly realised. This 
distribution implies that the probability of a measurement falling within ± a  of its true 
value is 68%, the probabilities for ± 2a  and ± 3cr are 95% and 97% respectively. 
According to the normal distribution, one would expect a data point to be off by ± 10(7
• 91only one time out of 5.1x10“ measurements. In practice, however, “way o f f  data are 
much more likely than that. The normal distribution has unrealistically narrow tails and 
any data point which happens to be way off (an outlier) is deemed very improbable. 
Consequently, the fitted model is often distorted drastically to bring the outlier point into 
line. To avoid such problems we can resort to robust estimation employing a more 
realistic distribution with a wider tail. A useful introduction to robust estimation and 
problems caused by outliers is given by Press et al [1992].
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2.3.1 -  Robust Estimation
The subject of robust statistics deals with cases where the normal distribution is a 
bad representation of measurement error or cases where outliers are important. A more 
realistic distribution with a wider tail is the double or two-sided exponential,
y i - y ( X i ’9a ,P )
= exp[-|
For this distribution, the function rj(S(a,p)) and its derivative are given by,
(21)
Ti(8i(a,P)) = | Si |
V(8i) = = sgn(<S/)
ddj
and the merit function reduces to the sum of absolute deviations,
(22)
(23)
min N yj — y (x ;a ,f l )  N
„ R M&P) -  I    —  —  = I  Stisbft) . (24)
Z’tL ~~ /=1 /=1
A distribution with an even more extensive tail is the Cauchy or Lorentzian distribution,
1 1p(Si(a,j3))
1+i
y i~ K x .j \a ,P j 1 +\sf(a,0
(25)
which implies: ij(&i(a9P)) = ]nQ + ±S?)
y/(Si) = djjiSj) _ SL
dSi 0 + U 2)
(26)
(27)
and the merit function takes the form,
nun
a ,p
N i y i - K x f;a ,p )  9 n  , 2 
A(g,/?) = Z[ln(l + ^ C-  —  ~ ?]= Y,m + \sf(a,p)]
/=! /=!
(28)
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The various distributions are contrasted in Figure 2.5. The double sided exponential 
and Lorentzian distributions exhibit a much broader tail compared to the normal 
distribution. From equations (14) and (15) we note that y/(Sj) acts as a weighting factor
for the response of basis functions at each data point. This weighting factor grows 
linearly and without bound for the normal distribution. The same identical weight is 
assigned to each point for the double sided exponential distribution with only its sign 
being important. For the Lorentzian distribution, the assigned weight grows initially with 
increasing deviation 8 but is reduced back to zero for outliers with very large 8  .
Figure 2.5 -  The probability p(8{a,/3)) and the associated weighting factor y/(S(a,J3) ) .
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The influence of various distributions on the fitted model parameters can be 
illustrated by the simple example of fitting a line,
y(x,cci,a2) = ax + a2x (29)
to the set of noisy data in Figure 2.6. The data was generated by adding random deviates 
to the line y ~ 5 x  + 2. Figure 2.6 illustrate the straight lines fitted using the merit 
function corresponding to each distribution. It is clear that the line fitted using the least 
square criterion (Gaussian distribution) is severely distorted by the outliers. The more 
realistic double sided exponential and Lorentzian distributions perform much better with 
the latter producing the best result.
’ T --- -------  ------ - *... ........—
+
-H - +  +
—  ........  -
- h f  . . -fc d tfe
- +  =n -
*+* -f.
-KH- H--1"
Tnie line a\ =5.000, +a2 = 2.000 -4 ■
---------------- Gaussian a\ =-0.815, a2 = 4.803 4 s “+*
Double Exponential cq = 4.079, a2 =2.592
Lorentzian 
---------- — - ----------- -------- ----- -----
a\ = 4.929, 
----------1------
a2 =2.133 “F  
— —i— — — -4  •
0 0 .2  0 .4  x  0 .6  0 .8  1
Figure 2.6 -  Influence of outliers on a line fitted using various distributions, 
(cq = slope, a 2 intercept)
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It should be noted, however, that the application of the double sided exponential,
Lorentzian and other realistic distributions is accompanied with severe numerical
difficulties. This is because the objective
min N
A(«,/?)=  I |  S i(a ,p )  | {Double sided exponential) (30)
~  z=l “
has discontinuous derivatives with respect to a  and |3. This rules out the use of general
minimisation and non-linear equation solving techniques which demand continuous
derivatives. One is forced to use methods which do not rely on derivatives which are far
less developed and do not have favourable convergence properties. The objective,
min N . ~
A {a ,p ) = + {a,P)) (.Lorentzian) (31)
— ~  /=l ~'
has continuous derivatives but is almost as difficult. Small changes in a  and (3 can drive 
y/{Si) off its peaks and into its small asymptotic regions. Consequently, different terms
in equations (14) and (15) spring into and out of action making the numerical solution
very unstable. In contrast, the objective
min N  0
A(a ,P )  s  1 'ZSi (a ,p ) (Gaussian) (32)
-  z /=i ~
is well behaved with continuous derivatives allowing the use of powerful 
multidimensional minimisation techniques. It is therefore customary to employ the 
Gaussian distribution as a first attempt. In the absence of outliers, the results obtained are 
often indistinguishable from those based on the double sided exponential or Lorentzian 
distributions. When outliers are identified, the results obtained with the less robust 
normal distribution provide a good starting point for the more difficult task of robust 
estimation. In this thesis, we shall mainly concentrate on the normal distribution.
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2.4 -  Generalisation and over-fitting
The fitted model is expected not only to recall the observed data with the required 
accuracy but also to produce acceptable predictions for unseen (test) data drawn from the 
same population as the observed data. Such a model is said to generalise (interpolate) 
well within the data range. The estimation of the best fit parameters by the naive 
minimisation of a merit function based on the fidelity to the data alone can lead to a fitted 
model with very poor predictive capability. Given a sufficient number of parameters 
(degrees of freedom) the model can be fitted to pass through each of the observed data 
points exactly. This strict interpolation is undesirable and must be avoided in practice 
since the observed data are inevitably corrupted with measurement noise. The severe 
consequence of this over-fitting phenomenon and the various procedures available for its 
prevention are easily demonstrated using a simple univariate example. The more complex 
task of improving generalisation for problems with multivariable inputs will be 
considered in the next chapter.
In selecting an empirical model to recover the true trend underlying a set of noisy data 
we must negotiate two problems. First, the basis functions chosen must be compatible 
with the underlying trend. Second, the data set must be capable of distinguishing between 
the basis functions chosen. There is no magical cure for using an inappropriate set of 
basis functions but there are a number of techniques available to remedy the numerical 
ill-conditioning caused by the data. To illustrate these techniques we consider the noisy 
data set shown in Figure 2.7. The data was generated by adding random deviates drawn 
from a normal distribution with a mean of zero and standard deviation of unity to the line
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7(x) = 5x + 2at 100 different X/ values in the range 0 < x < l . W e  shall attempt to
recover the true linear trend underlying this data set using a collection of Gaussians 
centred at each data point,
k2 ^Ny(x,a) = Z a  ,-exp (X-Xy)' (33)
The parameter cr will be pre-specified and controls the width (locality) of the basis 
functions. We do not expect such a model to perform well and it is only used to illustrate 
the consequences of over-fitting and ill-conditioning and the various remedies.
For a given cr, the optimal linear parameters may be found by minimising the least 
squares criterion,
1 N
mm A(a) = -  Z 
a 2 /=1
N (  (
y\ -  I  exp
y=i cr
(34)
Defining the N-vector of observations y  = Y an<^  ^ e  NxN design matrix O with
elements,
f  ? '\
(X /-X y )
_2 (35)
the objective can be expressed as:
1 .1 m2
mm A(a) = —1| y  -  Oa |
a 2 —
(36)
Applying the optimality condition, dA(a)/da  = 0, the optimal linear coefficients must 
satisfy the system,
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(o r o )a*  = <&Ty  (37)
The existence and uniqueness of the solution for this system depends on the nature of the 
matrix ®. Assuming for the moment that <X> is non-singular, the system (37) reduces to
O ff = y  and the optimal solution is then
a  = ®_1y (38)
and A (a )  = - | |  y -  | 2 = 0 (39)
For a non-singular O, the model will therefore interpolate each data point exactly but its 
generalisation performance across the range 0 < x < 1 may be very poor.
It is easy to see that the matrix ® becomes progressively better conditioned as a  is 
reduced and in the limit of a  = 0 reduces to the identity matrix. The left panel in Figure
2.7 shows the generalisation performance of the fitted model for cr = 0.01, the data 
points are interpolated exactly but there are wild oscillations in between the data points. 
Such oscillations are inevitable because the basis functions with a -  0.01 are highly 
localised and are incapable of capturing the linear trend underlying the data. To avoid
such oscillations we must choose less localised basis functions compatible with the
underlying trend that has a global nature.
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Figure 2.7 -  Poor generalisation performances of the over-fitted models.
(M=N= 100, x j = Xj)
For this illustrative model we could for example employ a larger a, say <7 = 0.1, 
resulting-in less localised Gaussians. The right panel in Figure 2.7 shows the result for 
cr = 0.1 which does not interpolate the data and also shows wild oscillations. This time, 
however, the wild oscillations are due to the ill-conditioning of the design matrix 0  and 
may be alleviated through a variety of procedures. Quite frequently the available data 
does not clearly distinguish between two or more of the suitably chosen basis functions. 
If two such functions or two different combinations of functions fit the data equally well 
(or equally badly) the columns of the design matrix O become linearly dependent which 
causes the matrix <J>r0 to  become very ill-conditioned and nearly singular. Least squares 
problems are over-determined in the sense that the number of data points is equal or 
greater than the number of parameters. They are, however, frequently under-determined 
in the sense that ambiguous combination of parameters exits. Such ambiguities are very 
hard to predict a priori and the application of standard techniques, such as Gaussian 
elimination or LU decomposition, will yield a set of very large parameters. The
parameters are very finely balanced to give a good representation at the data points at the 
expense of wild oscillations elsewhere. A variety of techniques are available to stabilise 
the solution and improve the generalisation performance. These include singular value 
decomposition, ridge regression, constrained least squares and linear regularisation 
methods which will be considered in turn.
2.4.1 -  Singular Value Decomposition: ill-conditioned least square problems
In this section we describe a very powerful technique, referred to as singular value 
decomposition, or SVD for short, which is capable of diagnosing the near linear 
dependency of the columns of a given matrix. SVD is central to the solution of least 
squares and affiliated problems and will be used heavily throughout this study. It 
provides a robust technique for obtaining meaningful solutions to ill-conditioned least 
square problems and serves as a valuable tool for stabilising solutions and improving 
generalisation capabilities of a fitted model. We shall also find it useful for improving the 
computational efficiency of a variety of calculations.
SVD is based on the following remarkable theorem of linear algebra [Golub et al, 1996], 
“If ® is a real N x M  matrix, then there always exist an orthogonal matrix U e iHArxjV
( UUT = UTU = I f f ) and an orthogonal matrix V s  WMxM ( W T = V TV = IM ) such that,
(40)
where S\ > s2 ^ ...... > Sg > 0 are the singular values of the matrix ®
43
The proof of this theorem is beyond the scope of this thesis and can be found in [Golub 
and Van Loan, 1996] who also describe stable and efficient methods for computing the 
SVD. Computer codes for computing the SVD can be found in Press, et al [1992], The 
NAG Fortran library [;manuel.brad.ac.uk/help/.packlangtool/.maths/.nag.html] and the 
LAPACK collection of routines [www.netlib.org]. For our applications we have used the 
Fortran code freely available in LAPACK.
To begin with let us consider the solution of the system (38) for the case M -  N . 
Substituting for SVD of 0  we have:
In this case all matrices are N  x TV square and the inverse is trivial to compute. U and V 
are orthogonal so their inverses are equal to their transposes and the inverse of the
with Sj ^0 , j  - 1,2,..., N . This solution of course breakdown if one or more of the
singular values is exactly zero, the matrix 0  is then singular and its inverse does not 
exist. The a priori computation of the SVD will clearly diagnose this situation. More 
significantly, SVD suggests a simple procedure to obtain a useful solution for singular or
a  = 0  y
(41)
diagonal matrix D<$> is the diagonal matrix D® with elements If sj . The unique solution 
is therefore,
a* = VDi[UTy
= Vdiag[\/s\ ,1/s2  M sN] j Ty
(42)
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highly ill-conditioned linear systems. To reveal this procedure we need to consider the 
concepts of the range and null spaces and the rank and nullity of a matrix.
A square N x N  matrix ® defines a linear mapping from the N  -vector space a  to 
another N  -vector space y  through the relationship,
a  = y  (43)
If ® is singular, there is some subspace of a , called the nullspace, which is mapped to 
zero (i.e. Ocr = 0). The dimension of the nullspace, that is the number of linearly 
independent vectors that can be found in it, is called the nullity of ® . There is also a 
subspace of y  that can be reached by ® , in the sense that there exists some a  which is
mapped there. This subspace of y  is called the range of ® . The range of a nonsingular
matrix ® coincides with the whole of the N  -vector space y  : the rank is therefore TV and
the nullspace is empty and the nullity is zero. The range of a singular matrix ® is some 
subspace rather than the whole space of y  : the rank is then less than N  and the nullity is
such that "rankplus nullity equals N ”. The significance of SVD is that it delivers directly 
the orthonormal bases for the range and nullspaces of the matrix ® . The columns of the 
matrix U whose same numbered singular values are nonzero are an orthogonal set of 
basis vectors for the range of <E>. The columns of the matrix V whose same numbered 
singular values are zero are an orthogonal set of basis vectors which span the nullspace.
We can now reconsider the solution of the system (43) for a singular matrix ® . First 
we note that the homogeneous system Oa = 0 is solved immediately by SVD: any
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column of the matrix V with a corresponding zero singular value is a solution of the 
homogeneous system. For a non-zero right hand side y  ^ 0, the important question
whether y  lies in the range of the matrix ® or not. If it does, the singular system has a
solution but this solution is not unique. This is because we can add a multiple of any 
column of V which has a corresponding zero singular value to construct a new solution. 
We can isolate amongst all of these non-unique solutions that has the smallest length 
| a  || by simply setting 1j s j  -  0 for all Sj -  0 and compute the modified inverse of the 
diagonal matrix by [Press et al, 1992],
D f  =dicig{\ls\Ms2,.."M sN}, with l/sj = 0 when Sj = 0 (44)
To prove that the minimum norm solution is given by,
a  = VD ^U t (45)
t
we need only to add a vector a!_ that lies in the null space ( ®a =0) to a  and consider,
I & + Q ||2 = 1 V b $ U Ty  + a  ||2
= || V {b $  f  (46)
= 1 D $U Ty  + VTa  f
Here the second and third equalities are a consequence of the orthogonality of the matrix
V . Now the first vector in (46) has a nonzero j th component only when sj * 0 whereas
the second vector has a nonzero j th component only when sj = 0. It is evident that the
/
minimum norm solution is obtained when a  =0 and is given by (45).
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If the right hand side vector y  is not in the range of the singular matrix ® , then the
linear system (43) has no solution. We can, however, still use the vector a  given by (45) 
as a very useful approximate solution. This vector does not satisfy the linear system 
exactly, * y , but provides the vector which gives the smallest possible residuals:
a  -  min|| a - y  ||2 (4?)
a
n a
To prove (47) suppose we add an arbitrary vector a f to a ,  then letting y  = we 
have:
||<D a - y  + y  ||2 =|| U-y + /  ||2 
= \\{UbsbD ixUT - I ) y  + i ) f
(48)
= || ) f
= | (D<bDi'-I)UTy + UTyU) ||2 
Now the diagonal matrix (D^Dq - 1) has a non-zero j th component only when s j = 0
rp ft , I
whereas the vector U y  has a nonzero j  component only when Sj & 0. It is evident
ft
therefore that the minimum norm is obtained for y = 0  and the a  vector given by (45).
We have so far taken an analytic viewpoint and assumed that the matrix ® is either 
singular, has one or more exactly zero singular value, or else it is non-singular. 
Numerically, however, problems can arise if one or more of the singular values is not 
exactly zero but is so small that it is dominated by the round off error and is therefore 
unknownable. The matrix is then analytically non-singular but such small singular values
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will result in an a  vector with very large components. These large components are very 
finely balanced to give accurate prediction at the data points but cause wild oscillations at 
other values of the independent variable. More generally, the condition number of a 
square matrix is given by the ratio of its largest and smallest singular values. Problem can 
be expected when the reciprocal of the condition number approaches the machine’s
— 1 9floating point precision (for example 10 for double precision calculations). In such 
situations the vector a , obtained but setting the small singular values to zero and then
using (45), often provides a much better generalisation performance than the 0 * given 
directly by (42). This is because zeroing a small singular value is equivalent to throwing 
away a combination of the set of equations, which is very likely linearly dependent on 
others and therefore carries no useful information. Leaving in such a combination will 
only serve to compound the round off error and pulls the solution towards infinity.
Figure 2. §  illustrates the generalisation performances obtained by SVD for various
thresholds of 0 = 10-10, 6 -  10“ 6 and 6 = 10-2 . The superior performance of SVD and 
its stabilising power for curing the degeneracy of the design matrix 0  for the case of 
<j = 0.1 is self-evident. The major difficulty in using SVD is in deciding on the 
appropriate threshold which is highly problem dependent.
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9Figure 2.8 - Generalisation performances obtained by SVD using various thresholds ( 0 ).
( ......... True trend,   Predictions)
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2.4.2 - Ridge Regression
In a more direct approach for improving the generalisation capability of the fitted
model we may attempt to solve the constrained minimisation of [Golub et al, 1996]
min A(a) = i | |  y - O a  ||2 subject to | a  ||2 = u2 (49)
a 2 ~
where u is a constant chosen to limit the norm of the solution a  and damp out the 
excessive oscillations in the fitted function. To solve this problem we use the 
undetermined Lagrange multiplier (ridge parameter) X to append the zero quantity 
2
(|| oc. | -  i t )  to the objective a n d  co n s i d e r  instead the m i n i m i s a t i o n  of:
m i n  3 (a) -  —1| y - O a  ||2 + — X\\ a  ||2 - i / l L >2 (50)
a 2 — 2 2
Applying the optimality condition 53 (a )/d a  = 0 shows that for a given value of X the
unique minimiser a x of (50) must satisfy the system,
(<Dr <t> + x ) a  = (bT y  (51)
X
a n d  is gi v e n  b y
a x =[<S>T<& + Xiy<t>Ty  (52)
The solution (52) could of course violate the ridge constraint || a  ||2 = u2 and we seek 
* ,
that value X which satisfies the constraint exactly. The determination of X is greatly
simplified by substituting the SVD of O = UD^VT and using the orthogonality of U and
V to reduce the system (51) to,
{d I D q + X l)(VTa x ) = D l u Ty  (53)
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—  TDefining the vector y -  U y , the solution to the above system for a given X is,
(VTa z ) = (z^A j, + X l Y d i l  (54)
Noting that the ridge constraint may be taken as || a ^  ||2 =|| VT ||2 =L>2and 
Tsubstituting for V a ^  from (54) leads to the following algebraic equation in X:
3  {X) = - V 2 + y TD ^ (D lD ^  + X i y T{ D l D ^ + M Y xD l y
m U ? .  T  ,  (55)
= E - A  - r t 2 = 0
where the Sj are the singular values of the design matrix ® . We note immediately that 
3 (A) is a monotone decreasing function of X. Furthermore, at A = 0,
M \ y . ] 2 2
3(A = 0 ) = l H  - v  (56)
The ridge regression problem has a unique solution A if and only if 3  (A = 0) > 0 
which can be found through any univariate root finding technique. The optimal 
parameters for the ridge regression problem are therefore given by,
a /  = v (d I d 0 + X * l Y D l u Ty  (57)
. *with the A selected as the unique root of equation (55). The major computational 
burden is therefore reduced to the computation of the SVD of the design matrix ®. 
Evaluating the SVD will also indicate if a solution does not exist for the ridge constant u 
specified.
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Figure 2.9 illustrates the generalisation performance of the model fitted using ridge
regression with various values of u = 106, 103, 10 and 1. Increasing the parameter X 
decreases the norm of the model parameters which results in milder oscillations. Indeed, a 
sufficiently large value of X damps the solution completely and forces the model 
predictions to zero across the range 0 < x < 1. As with the threshold value in the SVD 
approach, the major difficulty is on deciding what constitutes a suitable ridge parameter 
A which is highly problem dependent. A more general approach known as “constrained 
least squares” will be considered next.
oz = 10J,A = 4.695* 10  ^’ 00
<7 = 0.1
o 4 T------------------
0 0.5 x 1
a  = 0.1
(7 = 0.1
9
<7 -  0.1
9
Figure 2.9 -  Generalisation performances obtained by ridge regression using various
2ridge constants v  . ( --------  True trend,   Predictions)
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2.4.3 - Constrained Least Squares: Generalised singular value decomposition
In a more general approach for stabilising the solution and improving the 
generalisation performance of the fitted model we may consider a constrained least 
square minimisation problem. Namely, we seek a solution to, 
min . r
A (^ )  = o (y “  (y ~  (58)
a  1  ~  —
subject to some quadratic inequality constraint,
|| Va-df (59) 
In this formulation O is as before the NxM  design matrix, T1 is a given PxM  constraint 
matrix and d and y are a given P -vector and a given scalar quantity respectively. The 
inequality constraint (59) is quite general and reduces to specialised forms on choosing 
the matrix T' and the vector d . For example, choosing P -  M, T' = 1 ^  and d =0
reduces the constrained minimisation to ridge regression. We shall highlight the solution 
for the general constraint (59) and consider special cases afterwards.
The solution of equations (58) and (59) is greatly facilitated by resorting to a 
generalisation of the singular value decomposition (or GSVD for short) contained in the 
following theorem of linear algebra [Golub and Van Loan, 1996]:
“For any given O e with N  > M  and 'F e there exist an orthogonal
matrix U e  ( UUT = UTU = IN ), an orthogonal matrix V  e WPxP
( VVT = VTV = Ip)  and a non-singular matrix X  e y\M*M such that,
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UTOX  = C = diag[ch c2,....,cM ] , ct > 0 
VTQX = S  -  diag[s\,s2, ,Sq] , Sj > 0
a n d  q = m i n { P , M }
(61)
(60)
The proof of this theorem is beyond the scope of this thesis and appears in Golub and
Van Loan [1996] who also discuss efficient and stable methods for constructing the 
generalised singular value decomposition. Computer code for performing the GSVD is 
freely available from the LAPACK collection of routines [www.netlib.org] and was used 
for our calculations.
Substituting the GSVD of 0  = U C X ^ ] and in (58) and (59)
respectively and using the orthogonality of U and V we arrive at,
mm. A(g) = |  y-UC||2
a (62)
V Ty - C X ~ xa  I I 2
subject to:
(63)
  _1   rT   rp
Defining the vectors a_ = X  a , y  = U y  and d _ -V  d we can write (62) and (63) as
a minimisation over a  ,
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min.
a
subject to,
A (a) = I y  -  Ca_
Sa_-tf  ||2 < y 2
(64)
(65)
Once the minimising a  has been found we can recover the solution to the original
problem from a  = X a_. The simple form of (64) and (65) which involve the diagonal
matrices C and S facilitates the solution greatly. The objective (64) has the simple form,
M  N
mm.
a
a ) =  I  ( y / - c , a ;)2 + I
i - 1 j = M + 1 (66)
and the constraint equation can be written as,
Sa  - d  I I 2 = 'Z(sia i - d i)2 + I  d f
i=\ j=r+\
(67)
Here r represents the rank of matrix ¥  and we assume that = sr+2 = ...... = sq = 0 .
We note immediately that the problem (66) and (67) has a solution if and only if,
X d 2j < y 2
j - r + 1
(68)
If the equality holds in (68) we see immediately from (66) and (67) that the vector 
defined as,
OC; = <
di
SJ
Zl
C;
i = 1,2 ,..., r
/ = r + l,r  + 2 ,....,Ar; c/ ^  0
/ = r  + l ,r+  2 ,....,iV; C/ = 0
(69)
solves the constrained minimisation problem of (66) and (67). For the case where,
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I  d ) < Y 1
j=r+ 1
(70)
we may have a large number of solutions and would like to isolate that with the minimum 
norm. From (66 ) it is clear that the vector
Ct: = <
—  Ci ^  0
CJ
A  a  = o
S;
(71)
is a minimiser of the objective (66 ). If the vector (71) also satisfies the constraint .(67) it is 
an admissible solution but may not be the one with the minimum norm. To obtain the 
minimum norm solution we assume that the vector (71) is inadmissible and violates the 
constraint (67). In other words, we assume that
7z
M
Cj* 0
si —  ~di  
. ci
P
+ E  d j
j —q+\
> f (72)
This in turn implies that the minimum norm solution of (66 ) and (67) occurs at the 
boundary of the feasible solution set. This can be found by considering the equality 
constrained least square problem,
mm.
a
subject to,
2
a )~\| y ~ C a  I
s i  - d  II2 = y 2
C.f. (64)
(73)
To solve this problem we use the undetermined Lagrange multiplier X to append the zero 
quantity |^| Sa_-d_ ||2 - y 2 )^ to the objective (64):
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3  (A,a) = | y - C a  ||2 + a|J| Sa  -  d_ |2 - y 2j (74)
For a fixed value of A and applying the optimality condition (53 (a )/3 rt)=  0, the 
minimiser a_(a) of (74) is obtained as the solution of the linear system:
CTC + AST S\a_^ = CTy  + ASTd (75)
This admits the solution,
“ A
Cjyi + Asfii
cf + Asf
h
C;
z = 1,2 ,....,#
i = q +1  TV
(76)
The final task is to evaluate the Lagrange multiplier A such that the constraint (73) is 
fulfilled exactly. Substituting the solution (76) into the constraint (73) yields the algebraic 
equation.
_ “i2
7=1
. Sjyi-Cjdj 
d 2 ^ 2Cj +Asj
+ E d 2 - y 2 =0 
j=r+1
(77)
We observe that 3 (A) is a monotone decreasing function of A. Furthermore, from (72) 
we may conclude that 3  (A -  0) > 0. It follows that (77) has a unique positive solution
A which ensures the equality constraint (73) is satisfied exactly. The solution A can 
easily be found using any univariate root finding technique. The solution to the original
jjc_____ _
problem is obtained by setting a ~ X  a  £  . The next section presents a particular choice
for the constraint matrix which imposes certain smoothness features on the 
generalisation performance of the fitted model.
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2.4.4 -  Penalised Least squares: Smoothness constraint
As a special case of an inequality constrained least square problem we may easily 
impose smoothness characteristics on the generalisation performance of the fitted model 
using the GSVD technique. For example, if we wish that the response is not highly 
oscillatory across the range of the independent variable we may require that,
j dx < y *
Noting that the estimate of the true response is given by,
M
j>(*) = S  OCjfj(x)
M
we have: *
d ,y 
v dx2 j
-  Iaj
y=i dx4 /
Substituting for d y  
y dx2 j
enables us to write the constraint (78) as,
a TQ a < y 2
where Q is an MxM  matrix with elements,
b
Q y  = Jb t 'd 20i) d ‘0.
dx4 dx4
dx
(78)
(79)
(80)
(81)
(82)
which can be precomputed by suitable quadrature. The constraint (81) can be cast into the 
form required by GSVD procedure using the similarity transformation of the matrix Q ,
Q = QXQ1
=( a V ) t ( a V )
(83)
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where O is the orthogonal matrix of eigenvectors and A is the diagonal matrix of 
eigenvalues. We can immediately identify the constraint matrix as,
¥  = A ^(84)
and write the constraint (81) in the standard form,
|| 'F a  f  ^ 72 (85)
The original problem is then reduced to a form suitable for applying the GSVD
procedure:
m in M „2A (a) = \\ y  -  ®.a (86)a  " _ "
subject to,
f a  f  < y 2 (87)
with the constraint matrix 'P given by (82) to (84).
Figure 2.10 shows the results obtained for various values of y and the stabilising 
influence of the smoothness constraint is clearly apparent. It is worth pointing out that the 
GSVD based procedure with a suitably small y actually recovers the true underlying 
trend using a collection of Gaussians. This could not be achieved through the direct 
application of SVD or ridge regression which could alleviate the problem but did not 
recover a line (see Figures 2.8 and 2.9). Once again the major difficulty is in deciding on
an appropriate value of y 1 which is highly problem dependent.
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9Figure 2.10 -  Generalisation performances obtained by penalised least square for various 
vlues of y 2 . ( ------  True trend, ______ Predictions)
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2.5 -Univariate Linear Regularisation Technique
The SVD and GSVD based procedures described above share a number of common 
features. First, we need to assume an a priori known set of basis functions and compute 
the response as a linear combination of these basis functions. Evidently, the choice of 
basis functions has an impact on the quality of the fitted response. In our illustrative 
example we deliberately chose to represent a true linear trend with a collection of 
localised Gaussian basis functions. The locality of the basis functions could be easily 
controlled by specifying a spread variable cr for the Gaussians. The techniques described 
will only work if a  is not too small and will fail badly if the basis functions are highly 
localised. The stabilising techniques described so far can alleviate the ill-conditioning 
problem but can not overcome an inherently inappropriate choice of basis functions. 
Second, for each technique we must decide on a highly problem dependent constant, the
threshold in the direct application of SVD, the constant u in ridge regression and the
9 .constant y~ in penalised least squares using GSVD. Third, the techniques described are 
also limited to univariate problems and can not be easily extended to problems with 
multiple independent variables. In this section we describe a more general approach, the 
linear regularisation technique, which overcomes such difficulties. In particular, we shall 
not need to assume a specific a priori model for the response function and can also 
develop efficient techniques for selecting an appropriate level of stabilisation based on 
the noisy data set alone. More significantly, the linear regularisation technique can be 
naturally extended to multivariate problems considered in the next chapter.
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An excellent introduction to linear regularisation techniques is given by Press et al 
[1992]. Detailed description of linear regularisation method for solving ill-posed 
minimisation procedures can be found in Phillips [1962], Twomey [1963, 1977] and 
Tikhonov [1963, 1977 and 1988]. The following description is based on that given by 
Press et al [1992].
Consider the problem of finding an unknown and underlying function «(x) from a 
set of noisy exemplars ( x-t , jq ; i - 1,2 ,..., N ),
y { = u (x ) dx + sI (88)
The relationship between u (x ) and each measured outputs y t ’s, is defined by its own 
linear response kernel rfix) and s,- is the measurement error associated with the i th 
experiment.. Equation (88) provides a general formulation within the assumption of 
linearity. The kernel rt(x) may represent a narrow instrumental response in which case
y l  is an approximation to w(x,-). Alternatively, the measured responses ( y f is) might 
“live” in an entirely different function space from Ti(x), for example measuring different 
Fourier components of « (*). Given the y f s, the kernels, //(jcJ’s and perhaps some 
information about the measurement errors s,- ’s (e.g. their covariance matrix
= C<?v[8 t , 8 y]), the problem is to devise a procedure to find a good statistical 
estimator of «(xr) which will be denoted as u{x). This is an inherently ill-posed inverse 
problem. Depending on the smoothness of the kernel r fx ) ,  sharp variations in the 
underlying function u(x)  are smoothed out by the integration. Conversely, small
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variations in the data, y t ’s, may correspond to large variations in u(x).  The problem is 
further compounded by the presence of noise in the data.
In practice, we are not interested in every point of the continuous function m(x:) and a
large number M  of evenly spaced discrete points X j , j  - 1,2,...., M  will suffice. 
Evidently, Mmust be large enough so that neither u{x) nor r fx )  varies significantly 
between two successive X j ’s. For a “sufficiently” dense set of Xj 5s, we may replace the 
integral in (89) with the following sum using simple quadrature:
M
7 / = I  Rijii(x;) + st
j=l
(89)
where, Rtj = rt {xj )(xJ+l -  Xj ) (90)
As a first obvious, but not very sound attempt, we may require that the discrete estimator 
u(x) should minimise the merit function,
0 N N
z 2 = Z  Z
/=U=1
M
yj Z R[M xj)
j =1
Myic~ I Rkj<xj) 
y=i
m m . 
u N
Z
;= i
M
yi -  Z  RijU{Xj) (91)
Here, Z  is the covariance matrix of the measurement errors and the approximate equality 
holds if the cross correlation between the measurement errors is negligible. If we further 
assume that the measurement errors all have the same standard deviation, (91) reduces to 
the simple least squares objective,
63
~l2min. w
A(«) = S  
« /=!
M
y, -  Z A &u(Xj)
j=i
(92)
and can be expressed in the matrix form as,
nun .
^ A(w) = (> -  i?w) (y -  Ru)  (93)
where j  and u are vectors of size N  and M  respectively and the elements of the
N x M matrix R are defined by (90). Using the optimality condition (dA ^ = 0), the
minimiser of (93) is the solution of the following set of linear equations,
(R tR) u ^ R Ty  (94)
The direct solution of (94) is hopeless and should be avoided. Since M  is greater than N
(in general M  »  N ) the M x M  matrix R TR  will be singular and equation (94) will 
have a large number of highly degenerate solutions. We could of course use the SVD 
technique described in section 2.4.1 to select the solution with minimum norm from the 
infinity of possible solutions. It is evident, however, that the SVD process will find a 
large number of zero singular values. It is also clear that with the number of unknown 
(.M) being much larger than the number of equations (N), there is sufficient flexibility in 
u to make the objective function (93) unrealistically small.
In a more direct approach, the ill-posed inverse problem can be stabilised by 
imposing some a priori information (or belief) about the unknown underlying function 
«(x) as a constraint on the least square merit function (93). Suppose that while 
minimising equation (93), we also demand that a positive functional B(«) (chosen to 
represent some a priori information about «(*)) has some particular value k . In this
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case, the unknown vector u(x) would be the solution of the following constrained 
minimisation problem,
min.
A(u) = ( y - R u ) T( y - R u )  (95)
U
Subject to: B(w) = k (96)
Using a Lagrange multiplier X to add the zero quantity (B (w )-a:) to (95) and 
considering the variation of the augmented objective at the solution,
—  (a ®  + /UB(u) -*•)) = 4L (A ®  + AB(«)) = 0 (97)
du du
yields a one parameter family of solutions, say u^. As X varies from zero to infinity the
solution 'u  ^varies smoothly from minimising A(u) to minimising B («). At a given
value of X , the solution u^ minimises the weighted sum of two positive functionals,
min.
<R(w) = A(u) + XB(u) (98)
u
Another essential requirement for adding B(«) is to cure the inherent degeneracy of 
the matrix R TR .  Let us assume for the moment that B(w) can be represented as,
B(w) = uTQ u (99)
with Q an M x M  positive semi-definite matrix. The problem is thus reduced 
min. 1 T l
*  ^ &  = - ( y - R u ) ( y - R i T ) + - X u Q u  ( io o )
For a fixed X , the optimality condition ( 5% j = 0) leads to the system,
(RTR + m ) u  = RTy  (101)
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Assuming A and Q are chosen such that (RT R + AD) is non-singular, the above system 
admits a unique solution u2 . We can now consider a number of frequently used options 
for selecting the matrix D and hence the regularising function B(w).
The degeneracy of the matrix R TR  leads to a least square solution u with very large
elements with alternating signs. To prevent these large oscillatory components we may 
decide to limit the norm of the solution vector u by adding the functional
B(u) = J [u(x)fdx (102)
or its equivalent discrete form,
B (u) = uu(103)
For this choice, which is referred to as zero order regularisation, the matrix 0 . - 1 ^  and
is strictly positive definite. The system (101) therefore reduces to
(Rt R + X I)ux = R t  y(104)
For a sufficiently large X , this system has a unique solution which is easily found either 
by SVD methods or by any other standard technique such as Gaussian elimination or LU 
decomposition. Increasing the regularisation parameter X pulls the solution away from
minimising A(«) in favour of minimising the norm of the final solution u u. .
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As an alternative first order regularisation approach, suppose our a priori belief is that 
u (x) is not too different from a constant. In this case, the regularisation term B(w(x)) 
may be defined as,
i2du(x) 
dx
dx (105)
Discretisationing the integral and employing a forward difference to approximate 
r du(x)\
dx
leads to the discrete form,
M
B(w) = x  {Uj+i~y.jY 
j=i
= uT('¥T'i’)u 
= ut Q. u
(106)
where, is the {M - 1  ) x M  matrix given by,
- 1 1 0 0 0
0 - 1 1 0 0
0 0 0 - 1 1
(107)
We note here that the (M-l)xM  difference matrix VF has one fewer row than column.
Consequently, the MxM  matrix Q = 'F 'P is degenerate and has one zero eigenvalue (for 
the unknown constant). We hope that data contains sufficient information to pick up the 
appropriate value of the constant. In this case, the solution is given by the system,
(r t r  + ; ty 7’>{') (108)
with 'F given by (107). Increasing X pulls the solution away from fitting the data 
towards a constant solution. For sufficiently large X , the solution can again can be found
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by any standard technique for solving systems of linear equations. We note, however, that 
the structure of (108) is ideal for solution by the GSVD technique. This will allow us to 
develop very efficient techniques for the automatic selection of the level of regularisation 
and will be discussed in section 2 .6 .
Next suppose that our a priori belief is that the underlying function resembles a line 
and is not highly oscillatory. We may then take B(w(x)) as,
-i2
B(w(x)) = J d2u(x)
dx2
dx (109)
The discrete version is found by replacing the integral with a sum and using forward
differences to approximate / d 2i/(x)^
dx*
which leads to,
B(a) = i f 'V 1''V u
sr  A
- u  Q.u
with the (M - 2 ) x M  matrix 'P is given by,
VF =
(HO)
"-1 2 1 0 0 0"
0 -1 2 1 0 0
_ 0 0 0 -1 2 1
(111)
In this case the matrix VT has two rows fewer than columns. Consequently, the MxM  
matrix Q has two zero eigenvalues and we hope that the data can provide the appropriate 
values for the unknown slope and intercept. The solution for the second order 
regularisation technique can be found exactly the same way as the first order case but 
with given by (111).
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The above approach can be easily extended to higher orders. For example, for an 
eighth order regularisation procedure the (M-8)xMmatrix 'F is given by,
- 1 8 -28 56 -70 56 --28 8 - 1 0 O'
0 -1 8 --28 56 -70 56 -28 8 -1  ... 0
: : • • | * • : (112)
0 ... - 1 8 -28 56 --70 56 -28 8 - 1 0
_ 0 0 - 1 8 -28 56 -70 56 - 28 8 - 1
and Q = x¥ Tx¥ has eight zero eigenvalues . We would then hope that the data has
sufficient information to pick up eight unknown constants. Furthermore, the linear 
regularisation method is not restricted to the specific examples cited and provides a very 
general approach. For example, if we know that the true underlying process satisfies the 
following linear differential equation.
. d ku{x) d k~lu(x) . . du(x) , N x
ak (x)  T~  + ak -1 (*) TT ~  + • • • •+ a\ (x) ~ —  + a0 W u (x) = h(x) (113)dx dxK~{ dx
we may consider a regularising functional specified as,
B(w(x)) = \[g(u{x))fdx
with
(114)
r*t w f \ d  / \ d u(x) . . du{x) . . . . . . .g(u(x)) = ak (x)  t  h fife—i (x)----- -j—— + .... +a{ (x)— — + a0(x)u(x) (115)
dxK dxK~{ dx
The relevant 'F matrix can then be found by discretising the integral and approximating 
each differential by an appropriate finite difference formula.
We are free to choose the regularisation functional in any form we wish but for a 
successful application it must be consistent with the true underlying trend. For example, 
imposing a high order regularisation constraint when the data does not carry sufficient
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information to pick-out the unknown constants will give poor results. Conversely, 
imposing a low order regularisation when the underlying trend does not resemble a 
constant or a line will again produce poor results. These issues are clearly demonstrated 
by the following example drawn from the area of adsorption on heterogeneous solids.
2.5.1 - An Illustrative Example: Adsorption on a Heterogeneous Surface
Conventional treatment of energetic heterogeneity of a solid surface is based upon the 
concept of localised adsorption on independent sites with a spectrum of adsorption 
energies. To keep the analysis simple we shall assume that there is no lateral interaction 
between 'the- molecules adsorbed on neighbouring sites. In the absence of lateral 
interactions the spatial distribution of sites on the surface is unimportant which simplifies 
the analysis greatly. The practically measurable quantity is the total adsorption which is 
simply a summation of the adsorption on the various sites. The local adsorption on 
particular sites of a given energy is not open to direct measurement and must be specified 
based on suitable theoretical assumptions. In the absence of lateral interactions, we may
represent the fractional adsoiption 0l (pj,ej) on sites with energy ej by the well known
Langmuir isotherm:
al, sa‘(Pi’ej )  k0exp(ej/RT)Pi
o (p ; ,e ;)  = ---------— = -------------------------- (116)
rrij 1 + Icq exp(ey / RT)pt
where p t is the bulk phase pressure, al (pj,ej) is the number of molecules adsorbed, 
m ; is the number of sites with energy e :, and k0 is a constant.
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The total adsorption on all sites is therefore,
, ,  ^  / ,  ,  k0 e x p ( e j / R T ) Pia(Pt) = Z,a (pi,eJ) = X  n t j—  f  ——  (117)
1 + ko exp(e; / RT) p{
For a solid surface with a continuous spectrum of site energies we may replace the above 
summation with an integral,
/cq exp (e! RT) Piemaa(pi)=  J
m^ii
F(e)de (118)
1 + k$ exp(e/ RT)Pi
where F(e) represents the number of sites with energy between e and e + d e . The 
problem considered is to recover an estimate of the distribution F(e) from a given set of 
noisy data {pi,a(pj),i = 1 This is clearly an ill-posed inverse problem with the
term in the square bracket (i.e. the local Langmuir isotherm) serving as the kernel.
The performance of the various linear regularisation method was tested for a 
simulated noisy data set for a true energy distribution given by:
F(e) -  1.125 exp(  (g -2 .5)2  ^
0.5
(119)
The total adsorption data was generated at 100 equispaced points in the range 
1 < Pi < 1000 mbar. For each p t , the integral (118) was evaluated numerically using the
true distribution (119) over the range 1 < e < 4 kcal/mole. The result was then 
contaminated with 10 percent random noise drawn from a uniform distribution to 
simulate experimental data. The constant k 0 was taken as 3.2 x 10~9 (mbar) -1
for the generation of the data and the temperature was fixed at T  = 77.5 K .
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Figures 2.11 illustrates the distributions recovered using of zero, first, second and eighth
—5 5order linear regularisation at regularisation levels of X = 10 , 1. and 10 .
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Figure 2.11 -  Energy distribution recovered using various orders of regularisation. 
( ..............  Truetrend  X = 10~5  X = 1.  /L = 105 )
The best results are obtained using zero order regularisation (see Figure 2.11a) which 
makes the least assumption about the form of the underlying function. As expected, the
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first and second order regularisations tend to a constant and a line as the regularisation 
level is increased (see Figures 2.11b and c). At intermediate regularisation levels, the 
energy distributions recovered compromise between the true distribution and the 
(eiToneous) a priori assumptions of similarity to a constant or a line. The eighth order 
regularisation is entirely inadequate and unrealistic. There is simply insufficient 
information in the simulated experimental data to allow the reliable estimation of eight 
free parameters. It is also clear that in each case there is an optimum level of 
regularisation. In the absence of knowledge of the true underlying function the 
determination of the optimum value of the regularisation parameter A by trial and error is 
wholly subjective. In the next section we present a fairly robust method for selecting the 
optimumlevel of regularisation based on the data alone.
2.6 - Cross Validation: Automatic selection of the regularisation parameter
The simple example cited above demonstrates that the solution of the inverse problem 
with appropriate choice of regularisation technique has an optimal value or range of 
values for the regularisation parameter which must in general be found by trial and error. 
A variety of procedures have been developed to enable the automatic selection of the 
appropriate level of regularisation based on the observed data alone. In this section we 
describe the leave one out cross validation technique which has a fairly solid theoretical 
foundation and can be applied to all linear regularisation techniques with good 
computational efficiency. The procedure described is a generalisation of the technique 
developed by Golub et al [1996] for ridge regression.
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Consider the linear system corresponding to the general regularisation problem,
(RTR + W T'¥) UX = (108)
The solution of this system for any A is given by,
u(X) = {RT R + X ¥ t ' V T xR t y  (120)
Cross validation works by leaving out the data points one at a time and recomputing
the best fit with the remaining N  -1 data points. Let ek be the k th unit vector and define
Dk = I -  ek ek as the N  x N  diagonal matrix with all diagonal elements equal to 1 except
the kth element which is equal to zero. The optimal parameters based on (N  -1) data 
points excluding the k th observation is determined from,
T  A ("k) = \ h ( y - R 4 k) f h ( y - R . i i /c) ] + x f kw T^ u k (121)
and is given by,
uk {X) = tRTD l D kR + M T'V)- lRTD l y  (122)
Next consider reinstating the k llt point and calculating the residual using uk (X) :
II y - R u k Wf  =1 Dk \ y - R u k (X)]\  2 +(123)
where y k is the k observation and rj. is the row of the matrix R . The term
T /v 9
(Lk\LkW~ y k Y  represents the increase in the sum of squared errors resulting when the 
k th row of matrix R and the k th element of the vector y  are “reinstated”. The (leave 
one out) cross validation estimate of A is obtained by forming the criterion,
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min
CV(X)  = ^ !Z ( y k - r rk uk (X))
2
(124)
Choosing X by minimising CF(A) is equivalent to selecting the regularisation level such 
that the fitted model is not overly dependent on any one experiment. Minimising CV(A) 
as it stands is not a practical proposition since for each value of A we must solve an 
MxM  system N  times to obtain uk (A), k=l,2,...,N. Fortunately, this can be avoided
following the algebraic manipulation below which enables expressing CV(X) in terms of
w(A) rather than w/c(A). Since Dk Dk -  Dk -  Dk and Rr Dk DkR = RTR - r_krjk , 
equation (122) can be written as ,
Uk {X) = KRt R + ;W'r 'F) -  r_k r j  f 1 RT (/ -  eke[ )y
(125)
Using the Sherman-Morrison formula [Press et al, 1992],
(Z -w y r )_1 = Z (126)
and taking (RTR + AlP'r 'P) 1 as Z we have,
[ Z - r kr Tk r l = Z - l + (127)
Equation (125) can therefore be written as
uk{X)= Z "‘ + z ~ 'g *d z ~ '
1-C*Z
RTy - y k r-k. (128)
Substituting for Z XRTy  = u (X) leads to,
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uk(X) -  u{X) + Z~lrkd "  W Z ' r k rrkZ - lrkyk ,A L kyk
i - d z - V *
(129)
T —1 T aNoting that rk Z rk ; rk u (X) and are scalars, equation (129) can be
rearranged to,
w^r{(2 ) = w(A) + Z "‘c* (130)
Multiplying (130) by rk and then subtracting ^  leads to
Hk uk{ X ) -y k = LkVL W ~ y kTry-}\ - r i Z
(131)
Lk <- Lie
Substituting equation (131) back in (124) gives the desired results,
i NC V W  = I
k=1
rk u ( X ) - y k
(132)
\ - r J c{RT R + X'Vr '¥)~xrk 
which expresses CV(X) in terms of u(X). The computational burden for calculating 
CV(X) for a given X is now reduced to solving a single MxM  system for u{/i ) . This is 
still time-consuming when the minimum of CV(X) is sought. The computational 
efficiency can be significantly increased by resorting to the generalised singular value 
decomposition (GSVD) technique.
The cross validation criterion (132) can be expressed in matrix form as,
i2
1CV(X) = ~ Z  
N  k=\
r je~k I - R ( R TR + X'ijT' ¥ y lRT y
j I - R ( R TR + XxPTx¥)~lRT (133)
It is convenient at this pont to introduce the NxN  “smoother” matrix H{X) defined as,
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H{X)  = R(RT R + (134)
which enables us to express CT(A) as,
,  N y
CV{X) = ±  E  
k=1
(135)
e j y N - m ) ] e l
It is important to note the physical significance of the smoother matrix H(A) . Recalling 
that,
u{X) = (RT R + M T'¥ y ' iRT y  C./(120)
and y  = Ru(X) (136)
it follows immediately that,
y  = R(RTR + AQ)~lRTy
-  ~ (137)
= H(X)y
The smoother matrix //(A) operates on the noisy observed vector y  to produce the
“smoothed” estimated vector y . Changing the regularisation level alters the eigenvalues
of the smoother matrix H(X) and hence adjusts the level of smoothing or regularisation 
applied. The trace of the smoother matrix //(A ), which is the sum of its eigenvalues, 
serves as an overall measure of the level of smoothing applied and is a measure of the 
effective degrees o f  freedom (df) of the model [Hastie and Tibshirani, 1990].
The evaluation of H(A), and hence CF(A), at each trial value of A requires the
* T Tinversion of the M x M  matrix (R R + A^ xi >) and may prove too time consuming. This 
can be avoided by resorting to the GSVD technique. Let R = UrDrX ~ 1 and
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HK = UqiCFyX represent the GSVD of matrices R and 'F respectively. Substituting
these into H(X) and using the orthogonality property of Ur and £Ap enables us to 
express //(A) as:
(139) is now a computationally manageable task and can be performed automatically and 
efficiently using any appropriate univariate optimisation technique. To our knowledge 
this procedure has not been reported previously.
Returning to our adsorption example, Figure 2.12 shows the general behaviour of the 
cross validation criterion CF(A) versus log (A) for zero, first, second and eighth order 
linear regularisation techniques. We note immediately that the complexity of the function 
CK(A) increases with the increasing order of regularisation. The zero order 
regularisation method, which is most compatible with the underlying trend of the 
example considered, shows a very well defined and hence easily determined minimum.
H{X) = UrDr {DTr Dr + a d £  D q ,yXDTRUTR (138)
The inversion required is now that of the diagonal matrix (DRDR + AApAj/) which is 
computationally trivial. Finally, substituting for //(A) into (135) we arrive at:
i N
CV(X) = j j Y .
k=1
(139)
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The first and second order regularisation techniques exhibit a single minimum but the 
minimum is less well defined. In contrast, the eighth order regularisation has a CV(X) 
with multiple minima which would wreak havoc with any minimisation procedure. This 
is not surprising as there is insufficient information in the data to warrant a high order 
regularisation operator.
Figure 2.12 -  Variation of CV criterion with X for different orders of regularisation.
Figures 2.13 and 2.14 show the energy distributions recovered and the corresponding 
total adsoiption isotherms at the optimum level of regularisation. It is evident that the 
zero order regularisation does a remarkable job and recovers the underlying energy 
distribution closely. First and second order regularisation techniques perform less 
adequately and the eighth order regularisation is hopeless as expected. The damping 
effect of the integral is explicitly shown in Figure 2.14 where the predicted adsorbed 
amounts at the optimum level of regularisation are virtually the same for all regularisation 
schemes despite the large differences between their associated energy distributions.
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Figure 2.13 -  Energy distributions recovered by the automatic selection of the regularisation level. 
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Figure 2.14 -  Adsorption isotherms predicted by the automatic selection of the regularisation level 
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2.7 -  Conclusion
The training algorithms of feed-forward neural networks share many aspects of the 
procedures developed in the vast topic of multivariate function approximation. The 
primary aim of this chapter was to introduce the basic concepts of function approximation 
within a simple univariate setting. Much of the material presented, for example least 
square regression and robust estimation, are well known to most practitioners. Working 
with a noisy data set demands some form of stabilisation to prevent over-fitting the noisy 
data. Various direct and indirect stabilisation methods, in particular the linear 
regularisation technique, were considered in some detail for two reasons. First, the 
subject is less widely known and second, it provides an easy introduction to the more 
complex multivariate linear regularisation theory considered in the next chapter.
Selecting an “optimal” level of stabilisation is a difficult problem and was therefore 
considered worthy of detailed attention. The appropriate level of stabilisation is highly 
problem dependent and its simplistic selection may prove subjective. A computationally 
efficient, and in parts novel, procedure for the automatic selection of the regularisation 
level based on the data alone was considered in section 2.6. In particular, the powerful 
generalised singular value decomposition was used to reduce the computational burden of 
the leave one out cross validation method significantly. To our knowledge this procedure 
has not been previously reported and provides a reliable and less subjective method for 
selecting the optimal regularisation level. The method was demonstrated for the recovery 
of the unknown energy distribution of a heterogeneous solid adsorbent. The cross 
validation technique developed in this chapter can be naturally extended to problems with 
multivariate inputs and lies at the heart of the computational procedures developed in 
succeeding chapters.
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Chapter 3
Regularisation of Multivariate RBF Networks
The close relationship between the function approximation problem and feed-forward 
artificial neural networks was explored in the previous chapter in a univariate setting. 
Within this viewpoint, feed-forward neural networks may be viewed as approximation 
techniques for reconstructing input-output mappings in high-dimensional spaces. In 
neural network parlance, training (learning) is equivalent to finding a hyper-surface in a 
multidimensional space that provides the best fit for the training data and generalisation is 
equivalent to the use of this multidimensional surface to interpolate within the domain of 
the data where there are no examples. Both projection and kernel based neural networks 
(see section 2 .2 ) have been shown to posses reliable approximation properties for the 
reproduction of multivariate non-linear functions. Wang et al [1996] showed that a 
projection based feed-forward neural network with two hidden layers employing 
sigmoidal basis functions is capable of approximating many non-linear functions. Kernel 
based radial Basis Function (RBF) networks have also been shown to posses good 
approximation capabilities. Poggio and Girosi [1990a&b] report that among all 
feedforward networks RBF networks posses the best approximation property. Hunt et al 
[1992] present further theoretical support for RBF networks.
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The training of projection based networks always reduces to the solution of a large- 
scale non-linear optimisation problem. Such problems are usually very time consuming 
and often encounter severe convergence problems. In contrast, the training of RBF 
networks with specified non-linearities reduces to the solution of an over-determined set 
of linear equations which can be solved by a variety of highly stable techniques. In this 
chapter we focus on kernel based neural networks with particular emphasis on RBF 
networks. These networks have a close connection with the well studied subject of 
multivariate function approximation and enjoy a firm theoretical foundation.
This chapter starts with an introduction to multivariate linear regularisation theory to 
pinpoint the relevance of radial basis functions (RBFs). Linear differential operators and 
their corresponding Green’s functions, which play an essential role in the theoretical 
development, are introduced briefly. It is shown that the solution of the multivariate 
regularisation problem can be represented as a single hidden layer network, known as the 
Regularisation network. The basic concepts introduced in section 2.6 are used to develop 
a new working equation for the efficient calculation of the optimal regularisation level of 
a Regularisation network.
Regularisation networks are traditionally constructed using isotropic Gaussian basis 
functions. An illustrative example is employed to investigate the effect of the 
regularisation level and the value of the isotropic spread cr on the performance of a 
Regularisation network. It is shown that a Regularisation network only performs
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adequately with appropriate choice of isotropic spread and the optimal level of 
regularisation.
The effective degrees of freedom, d f , of a Regularisation network is a function of the 
regularisation level A and the isotropic spread a , an important point which has received 
little attention. A simple measure of the effective degrees of freedom is introduced and is 
used to establish a convenient procedure for selecting the appropriate value of the 
isotropic spread cr. To the best of our knowledge, this approach has not been addressed 
previously and leads to significant improvement in the performance of the Regularisation 
network.
3.1- Multivariate Linear Regularisation Theory
The benefits of stabilising or regularising the estimation of the model parameters 
were illustrated in the previous chapter with reference to a univariate problem. In this 
section we present a brief introduction to the linear regularisation theory for multivariate 
problems. This is a vast and complex subject relying on fairly advanced mathematical 
concepts. The aim is to provide a readable introduction rather than a rigorous 
mathematical treatment, the latter can be found in the classic text by Courant and Hilbert
[1970] and the articles by Poggio and Girosi [1990a,b].
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We start by considering the strict interpolation problem and the remarkable theorem 
due to Michelli [1986] which pinpoints the importance of radial basis functions in 
multivariate function approximation and neural networks. The strict interpolation 
problem may be stated as:
“Given a set o f N  inputs ( x i e <$lP i i = \,...i N )  and the corresponding outputs
( y  i , i — 1.,..., N )  find a continuous multivariate function F(x) which maps the inputs 
to the output and satisfies the N  interpolating conditions:
F(xi) = 7/ > / = ” (1)
Let us expand F(x) as a linear summation of N  radial basis functions each centred at a 
distinct data point,
F(x) = Z w / f / l  ll) (2)
M
Here (f)j (r) represents a radial function whose argument is a measure of the (Euclidean)
distance from the known centre located at X j, r = || x - X j  ||, and the wj*s are the
weighting coefficients. Equations (1) and (2) can be combined and stated in the compact
form,
F = Ow (3)
where F = [ f(x j) ,F (x 2 ),.*•> F(xyV)Jr , w = [ w ^ w N ]r  and ® is the NxN 
interpolation matrix with elements,
foj =<t‘k *i -Zj ll) (4)
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The theorem originally proved by Michelli [1986] for multiquadrics basis functions states 
that (in exact or infinite precision arithmetic):
“if  * i>*2 >”>£n  are N  distinct points in 91P the interpolation matrix O is non­
singular. ”
All that is required is that the input vectors are distinct and the elements of the 
interpolation matrix are based on radial functions centred on the known distinct data 
points. In theory, therefore, the system (3) can always be solved to obtain the unique 
optimal weights:
w*=<D- 1j; (5)
and the continuous function (2) with the optimal weights will satisfy the N  interpolating 
conditions (1) exactly. We should remark here that in practice we always deal with finite 
rather than infinite precision arithmetic and as a result the interpolation matrix O may 
turn out to be numerically singular. This does not violate Michelli’s theorem, it only tells 
us that we must use greater precision for our calculation. The strict interpolation problem 
always has a solution in terms of radial basis functions centred at the data points 
irrespective of the size of the data set N  or the dimensions of the input vector x .
A large class of radial basis functions are covered by Michelli’s theorem [Powell, 
1987a&b; Haykin, 1999]. The functions shown in Table 3.1 and Figure 3.1 axe of 
particular interest in the studies of multivariate function approximation and its 
implementation as RBF networks. The Gaussian and Inverse Multiquadric functions are 
localised and Michelli has proved that for such basis functions the interpolation matrix O
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is positive definite. The Multiquadric and Thin Plate Spline functions are global and for 
such basis functions the interpolation matrix ® is indefinite with N-1 negative and one 
positive eigenvalues [Haykin, 1999], In principle, global radial basis functions which 
grow to infinity with their arguments construct a smoother fit than local radial basis 
functions. On the other hand local radial basis functions can extract more specialised 
features due to their locality.
V j 9 -jv --- ---- --~j
\  Multiquadrics j
6 -
\  Thin plate spline J
\  / \  /
\  / 3 - \  /
\  / o - V --------------- A
-3 - \
0 3 X 6 0  3 x 6
Figure 3.1 -  Examples of radial basis functions (RBF) with r -  || x -  3 ||.
Table 3.1 -  Various types of Radial Basis Functions
Radial Basis Functions Formula
Gaussian 1 x ~ I l P(j){x\t,<j) — exp( " ) 
cr
Multiquadrics (f>(x;t,a) = [| x-t_ f  + a 2] ^
Inverse Multiquadrics <fi(x;t,cr) =
[|| x ~ i  f  +cr2y 2
Thin plate splines « r r e r ) 4 l ^ l f\jJ j *■ 5 G/ J ’ 11.J.L °  \ \  °  J
3.1.1 - Ill-Posed Problems and the Need for Regularisation
Given a set of N  distinct data points (exemplars) we can always construct a 
continuous multivariate function (a hyper surface) which interpolates the observed data 
exactly. Flowever, this interpolating function may have little or no bearing to the true 
underlying relationship (mapping) between the multivariate inputs and the output. 
Recovering the true underlying function from a limited noisy data set is an inherently ill 
posed problem [Tikhonov and Arsenin, 1977].
Consider a mapping process that transforms the input vector x  contained in a given 
domain 91p to the output y  confined to the range 911. A schematic of such a mapping 
{y,- -  F ( x —> 9115z — 1,...,N} is shown below [Haykin, 1999],
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Mapping process F ( x )
The reconstruction of the true underlying mapping from a discrete data set may be 
considered well posed if the following conditions are satisfied:
a) Existence: for every input vector x e 91p there exists an output y  = F{x) e 911.
b) Uniqueness: for any pair of input vectors xq ,x 2 e we have / ’(xQ = F{x2) if and 
only if Xj = x 9 .
c) Continuity: the mapping is continuous, in the sense that for any £ > 0 a scalar 
8 ~ 8{s) can be found such that || i7(x1) -  F(x2) || < s  implies that || Xj ~ x2 || < 8 .
In general, one or more of the above conditions are violated making the reconstruction of 
the true underlying mapping an inherently ill posed problem. First, a distinct output may 
not exist for every input vector. Second, there may be insufficient information in the data 
set to enable the reconstruction of a unique mapping, the continuity condition is then 
violated. Finally, real data are inevitably corrupted with measurement noise. If the noise
level is large, an imprecise input vector x e iK^may give rise to an output 1 and
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both the uniqueness and the continuity conditions are again violated. In short, the 
reconstruction problem is inherently ill-posed because quite large noisy data sets may 
actually contain little information about the true underlying process generating the data. 
There is no magic cure for lack of information and the ill-posed problem can only be 
turned into a well posed one by introducing additional a priori knowledge or assumptions 
about the true underlying process. Regularisation in its broadest sense is a means for 
introducing such a priori knowledge or belief.
3.1.2- Linear Differential Operators and Green’s Function
The general solution of linear regularisation problems relies heavily on concepts of 
linear differential operators and the close relationship between the solution of partial 
differential and integral equations. We pause here to briefly introduce the basic concepts 
involved, rigorous proofs are given by Courant and Hilbert [1970],
Consider a process described by the differential equation,
£[?($)] = H *)  (6)
where L[.]  is a linear differential operator. The response y(x ) for a given forcing 
function y/(x) and prescribed linear boundary conditions must be obtained by solving the 
partial differential equation (6) which constitutes a complex boundary value problem. 
The solution of (6) can be expressed in terms of the integral transformation of the right 
hand side,
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y(x)=  f G ( x , l M £ ) d i  (7)
where G(x,£) is the Green’s (or influence) function corresponding to the linear 
differential operator L [. ] and must be constructed to have the following properties,
a) For a fixed , G(x,£) is a function of x and satisfies the boundary conditions.
b) Except at the point x = where G(x, dj) has a singularity, the derivatives of G(x, £) 
with respect to x are all continuous. The maximum order of the derivatives of 
G(x, £) is determined by the order of the linear operator L [ . ].
c) Viewed as a function of x , G(x,£) satisfies the partial differential equation,
I [G (x ,p  = £ (x -£ )  (8)
where £ (x -£ )  is the Dirac delta function centred at the point x = . That is G(x,£)
satisfies the partial differential equation
Z [G (x ,p  = 0 (9)
everywhere except at the point x = £ , where G(x, £) has a singularity.
The Green’s function G(x,£) plays a role for a linear differential operator / [ .  ] that
is similar to that of the inverse matrix for a matrix equation. In essence the solution of the 
partial differential equation (6) with prescribed boundary conditions on y(*) and its 
derivatives is transformed to the solution of the integral equation (7). This would of 
course require the determination of the Green’s function G(x,£) and solving a boundary
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value problem governing G(x,£) which is often simpler than the original boundary value 
problem.
The starting point for the solution of (6 ) by the Greens method is the introduction of
• *  ^ « « the adjoint operator L [. ] associated with the linear operator L [ . ]. One way to define
* .L [.] is to consider an arbitrary function v (x ), form the product v(x)L[y(x)] and 
integrate it over the domain of interest:
J v(x)L[y (x)]dx = [boundry terms]A + J p(x)L*[v(x)](/x (10)
A A
We note that [boundry terms]A is obtained by repeated integration by parts and involves
the values of >*(*) and its derivatives, some of which may be specified at the domain
boundary. It also contains the values of the arbitrary function v(x)and its derivatives
over the domain boundary which are free and can be assigned any value. The boundary
values on v(x) can therefore be chosen such that the [boundry terms]^-0. This leads to
the conclusion that for any pair of arbitrary functions y(x)  and v(x) which are
sufficiently differentiable we can always find appropriate boundary conditions such that:
j  v(x)L[y(x)]dx=  J y  (x)zT [v (x)]^/x (11)
A A
Equation (11) is called the Green’s identity, it provides the mathematical basis for
defining the adjoint operator L [ .]  associated with operator L [ .]. If the operator
$
L [ * ] = R[ • ] and the boundary conditions on y(x)  and v(x) turn out to be identical, the 
operator L [ . ] is called self-adjoint. Loosely speaking, the adjoint operator Z* [. ] plays a
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role similar to a matrix transpose in a matrix equation and a self-adjoint operator L[.]  is 
equivalent to a symmetric matrix. The above brief introduction to the Greens method 
permits the handling of the multivariate linear regularisation problem in a very abstract 
and general way. Detailed description of the Greens method is given by Courant and 
Hilbert [1970] and its application to engineering problems is considered by Greenberg
[1971].
3.1.3 - Solution of the Multivariate Linear Regularisation Problem
The basic problem of multivariate linear regularisation which was first proposed by 
Tikhonov [1963] can be stated as:
“Given a set o f  N  noisy exemplars { x i f yj  ,i' = determine the continuous
multivariate function F(x) which gives the best approximation to the true underlying
relationship between the inputs and the output. ”
The problem is addressed by forming the following regularisation functional and 
attempting to minimise it over a set of admissible functions,
Min
F  3CF) = A(F) + AB(F) (12)
The first term A(F) is constructed to measure the fidelity of the solution F^(x) to the
data and the second term B(F) is used to penalise the F2(x) for disagreement with the a 
priori knowledge or belief about the true underlying relationship. The functional A(F)
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representing deviation from the observed data (the standard error term) is usually taken
as,
A m q i t r ^ i ) ) 2 (13)
/=l
and the regularising (stabilising) term B(F) is defined as,
B(F) = ± \{D[F{x)f-dx  (14)
where £>[.] is a linear differential operator and the multidimensional integration is over 
the domain of the input vector x .  The a priori knowledge or belief about the true 
underlying relationship is embedded in the linear differential operator Z)[.]. The
regularisation functional to be minimised can be expressed as,
min 3  (F) = ^ { y i - F ( x i) f + U  \{D [F (x \fdx  (15)
f
where X is the regularisation parameter which controls the compromise between the a 
priori information about the true underlying relationship and the closeness to the data.
To develop a working equation for minimising (15) we must first introduce a measure 
for the variation of functional 3(F) with respect to the function F. The appropriate 
measure is the Frechet differential of a functional which is defined as [Domy, 1975],
d 3 (F ,/0  = Hm 
J3-+0
dZ (F  + j8h) 
dp
(16)
where h{x) is an arbitrary function of the input vector x and /? is a scalar and the 
ordinary rules of differentiation apply under the limit. The necessary condition for a
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function F2 to be a minimiser of the functional (12) is that its Frechet differential 
vanishes [Haykin, 1999],
fiO (F,h) = dA(F,h) + MQ(F, h) = 0 (17)
The Frechet differential of the standard error term dA(F,h) given by:
dA(F,h) = {  l i m  h{x,)Y
dp /=i
i=l
(18)
It is convenient at this point to introduce the function Sxj defined as the multivariate
Dirac delta distribution of x centred at the point x :
= <?(*-*/) =
1 if x = Xj
0 if x ^  X/
(19)
Using the sifting property of the Dirac delta function £ x, the summation in equation (18) 
can be replaced with an equivalent integral as,
dA(F,h) = -  j
wp
N
h (x )Z {y i-F (x ) )
i=\
Sx.dx (20)
The Fretchet differential of the regularisation term dB(F,h) can be expressed as,
ddB{F, h) = 1 iim jRP (£>[F(x) + p  h { x ) f d x  
z dp
= lira ]RP(D[F{x) + ph(x)]fDlh(x)}dx 
/?-> 0
= \Rp D[F(x)]D[h(x)\dx
(21)
Using the Green’s identity (11) and taking:
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V (x) = D[F(x)] and L[y (x)] = D[h{x)} 
equation (21) can be expressed in the equivalent form,
dB(F,h)= j h(x)D*[D[F(x)§ix 
Rp
(2 2 )
(23)
We are now in a position to add the two contributions dA(F,h) and dB(F,h) to arrive at the 
necessary optimality condition:
dZ{F,h) = dA{F,h) + A dB{F,h)
j h{x) A D * D [ F ( x ) ] - l ( y ,- f © y
i=l
dx -  0 (24)
It follows that for a given A the Frechet differential d3(F,h) is zero for an arbitrary 
function h{x) if and only if the function /^ (x) satisfies the following {Eider-Lagrange) 
partial differential equation:
d ' d [Fx ( x ) ] = 1 1 0,- -  FX (X))  S ( x - x , )
a i=l
(25)
We can now use the ideas presented in Section 3.1.2 and express the solution to the 
regularisation problem (25) in terms of the Green’s function corresponding to the linear
differential operator L = D D as,
n  (* ) = 1 G ( x, 4 )  U- l(y ,. -  FX (x)) 3{x -  x , . ) U  
Rp ~ I i=l J "
= 7  Z {yt -  FX (x ,)) f G(x, 4)S(x -  x, )d£,
4 i-1 r P
Finally on using the sifting property of the Dirac delta function we arrive at,
(26)
N
F f x )  = X
i=lV
y j - F f X j )  
A
G{x,Xj) (27)
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We may therefore conclude that the minimising solution FA{x) can be represented in 
terms of a linear superposition of N  Green functions G(x,Xj) centred at the individual
y ' — -Fj (x •)data points x { with the weights w,-=— serving as the coefficients of the
X
expansion. The influence of the regularisation parameter X is embedded in the unknown 
weights vf j, ' s .
To determine the unknown weights w f s ,  let y -  j represent the
vector of measured responses, wA = [wi,w2,...,w^ Y  represent the vector of the unknown
weights and F A = [f^{x^),Fa (x2),...,Fa (xn )Y  be the vector of minimising solution. 
Equation (27) can then be written in the matrix form,
F a = G wa (28)
where G is the N  x N  symmetric Green’s matrix with elements,
Gij=G{xiyXj) (29)
and: = -t(  . y - F j  (30)
Eliminating F A between (28) and (30) leads to the following system of linear equations,
{G + X I N) wA = y  (31)
that can be solved to obtain the unknown weight vector wA. It should also be noted that
equation (28) is not the complete solution of (25). In fact as it will be shown in chapter 5, 
all the functions that lie in the null space of the operator D are invisible to the 
regularisation term of (14).
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3.2 -  The Regularisation Network
Equation (28) which is the solution of the multivariate linear regularisation problem 
can be symbolised as the network shown in Figure 3.2 which is known as the 
Regularisation network [Poggio and Girosi, 1990a & 1990b], The network consists of a
thsingle hidden layer with N  neurones and the activation function of the j  hidden 
neurone is a Green’s function G(x,Xj)  centred at a particular data point x ■. The
influence of the regularisation parameter X is embedded in the unknown synaptic weights 
wj ' s  . Equation (39) provides the unknown synaptic weights.
Output of 
Neural Network
Figure 3.2 -  The Regularisation network
99
Poggio and Girosi [Poggio and Girosi, 1990b] pointed out that from the viewpoint of 
approximation theory the Regularisation network has the following desirable properties:
a) The Regularisation network is a universal-approximator which can approximate 
arbitrarily well any multivariate continuous function, given a sufficiently large (N) 
number of hidden units.
b) Since the approximation scheme derived from regularisation theory is linear in the 
unknown weights it follows that the corresponding merit function is convex 
(unimodal) and therefore a unique solution exists for the linear weights.
c) The solution computed by the regularisation network is optimal in the sense that the 
weights obtained minimise the regularisation functional defined by (15).
The Regularisation network expressed by (28) is in its most general form. Special 
forms of the Green’s function emerge based on the a priori knowledge embedded in the 
operator D . For example, if the operator D is selected to be trcinslationally invariant, 
the corresponding Green’s function G(x,Xj )depends only on the difference between the
arguments x and x •,
G(x,Xj)  = G(x~Xj )  (32)
Furthermore, if the stabiliser D is selected to be both translationally and rotationally 
invariant, the corresponding Green’s function will depend only on the Euclidean norm of 
the difference vector ( x - X j ) ,
G(x,*; ) = G(|| ||) (33)
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3.2.1 -  Regularisation Network with Isotropic Spreads
As a more specific example, if the stabiliser D and its adjoint D are defined as,
00
D=  X
77=0
o f ” )
/2 a
[nU." J i
d d+  + .... + ■
dx,
, X
a+b+....+k=n
5F ly*
D = X H ) "
77=0
X
a+6+....+&=77
2t? CX;
(34)
i
nil"
dn
dx\ ,dx2....dxk
(  277 ) X
07
l«Q " J
d d d—  +  + .... + —
dx j  dx.
( - 1 )"
(  J in  ^  /
n2n
(35)
a"
5xf .dx2....dxk
The solution of equation (8) with L = D D via the multidimensional Fourier transform 
technique [Poggio and Girrosi, 1990b] leads to a Green’s function in the form of a 
multidimensional factorisable Gaussian basis function which is both translationally and 
rotationally invariant and has an infinite number of continuous derivatives.
i i2
G{x,Xj) = exp - ~ - J
2a]
P
= El exp
k=l
(xk xj,k
2 crj
(36)
The <jj appearing in (36) denotes the isotropic spread of the j th Green’s function which 
is assumed identical for all input dimensions.
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3.2.2 -  Regularisation network with non-isotropic spreads
The Regularisation networks developed above uses isotropic spreads (Euclidean 
norm) in the argument of its Gaussian basis functions. This restriction can be removed by 
introducing a general weighted-norm for the vector (x -  Xj) defined as,
1 lie,. = {C j ( x -X j ) f
= CTj c j ( - X j ]  (37)
Here, C j  is a p x p  norm-weighting matrix with p  the dimension of the input space and
 j j
L j  = Cj Cj  is the variance-covariance matrix which controls both the spread and the 
orientation of the radial basis function G(|| (x-X y) ||c ). Three increasingly more
general definitions of matrix Xy1 can be identified.
a) Isotropic spreads: Cj = crj1/
In this case, the receptive field of G(|| ( x - X y )  \\c  .) consists of a hyper-sphere
centred at Xy with its radius determined by cry. Figure 3.3a illustrates a bivariate 
example centred at (3,3) with cr = 1.
b) Diagonal norm weighting matrix: Cy = diag{crj\,a j p >• • • >or~]p)
In this case, the receptive field of G(|| (x-X y) ||c  ) is a hyper-ellipse centred at Xy
with its axes parallel to those of the input space and the spread along each axis 
determined by (7j k . Figure 3.3b illustrates a bivariate example centred at (3., 3.) with
C = dicig{ 1.5, 0.5).
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 i nr
In the most general case, Zy = Cj Cj is a full positive definite matrix which 
establishes both the spread and orientation of the receptive field ofG(|| (x - x  •) |L .).J C /
c) General case:
Figure 3.3c illustrates a bivariate example centred at (3, 3) with C =
2 1 
1 2
a) Gaussian with isotropic spreads b) Gaussian with diagonal C
o 0
c) Gaussian with full C
Figure 3.3-  The Gaussian receptive field for different choices of the norm weighting matrix.
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We note here that a full variance-covariance matrix Zy1 can always be transformed 
to the diagonal form by using the similarity transformation,
^y = QjA J'Qj
= < A / f i 3 7 ( A / f i J )  (38)
= cjc
The columns of the orthogonal matrix Qj = [# 2>.......,q , ] are the eigenvectors of
Z y 1 while the diagonal elements of Ay = diag[Xj i ,Xjp,  are the eigenvalues
of the variance-covariance matrix. The rotation of the receptive field is controlled by the 
elements of the rotation matrix Qj and the widths of the receptive field along each
individual input dimension is determined by X . Introducing the transformation
( x - X j )  = ( x - X j )Qj  reduces the general case of the full Z y1 to the diagonal norm 
weighting matrix case.
Equations (34) and (35) show the stabilising operators leading to the isotropic
>j{
Gaussians (36). The stabilising operators D and D for the other two cases are slightly 
different. For the general case of a symmetric and positive definite variance-covariance
matrix Z -1 with p x p  elements of <7 ;y, the self-adjoint operator i is defined as
Ly-\ = (D D) y -1 = Z 
^ A  &=0
r H ) n
k ] 2k
V2i (39)
where,
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(40)
and the associated Green’s function is the solution of the following differential equation.
Lj -\G(x,Xj ) = S ( x - X j ) (41)
Using the multidimensional Fourier transform technique [Poggio and Girosi, 1990b] it 
can be shown that the solution of (41) is given by,
3.2.3 -  Regularisation network with linear superposition of different basis functions
The multivariate linear regularisation technique is easily extended to a network 
employing a linear superposition of different Green’s functions corresponding to different 
differential operators. The Green’s functions maybe Gaussians with different definitions 
of the norm weighting matrices or they may belong to different classes of radial basis 
functions such as Thin plate splines, Multiquadrics or inverse Multiquadrics.
Let us assume that the function F  obtained by minimising (15) is itself the linear 
superposition of m components / / ,  / = 1,2 with each component approximated by a
(42)
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m
linear superposition of M /, I = 1,2,..., m Green’s function with Z  M i = N , With this
/=l
assumption, the functional (15) can be expressed as,
min 3(F ) = I  £
z=l V 1=1F
N \ 2
f l - Z  //(* /) + i  Z ^ /(W /C x )])2 (43)
1=1
It can be shown [Poggio and Girrosi, 1990b] that the Euler-Lagrange equations 
associated with (43) can be expressed as,
m N f m
Z m D i  f i x (x) = £  y t -  £  f ,  (x) S ( x -x , )  
/=1 1 i=lV /=l ' J
(44)
The function FA(x) which minimises the functional (43) can be expressed as a linear 
superposition o f linear superpositions of the Green’s functions G[, I = l,2,...,m 
corresponding to the stabiliser £)/,/ = 1,2,..., w . Using a similar mathematical 
manipulation to that described in section 3.1.3 the solution FA(x) can be expressed as,
/=1 j=\ Jl
(45)
ni
O '/-  X /a* ( * /) ) - / ;1,(*/)
where wy -
A:
A,
Z M( -  N  and A = [Ai,A2 ,....,Am] denotes 
/=1
m separate regularisation parameters each operating on a component of FA(x). Figure
3.4 illustrates a schematic representation of the Regularisation network described by (45).
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Figure 3.4-  Schematic representation of a Regularisation network using 
linear superposition of different basis functions.
In theory, the performance of a Regularisation network can be improved by using a 
suitable combination of various Green’s functions with different stabilising operators. In 
practice, however, this approach becomes quite complex and proves computationally 
demanding. In particular, the number of unknown parameters increases significantly. 
Moreover, we need to estimate an appropriate level of regularisation for each of the
m
components of (x) = Y*fi (*) which is by no means a trivial task. We do not
M  2 ~
consider such complex Regularisation network in this study.
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3.3 - Automatic selection of the regularisation parameter (Revisited)
The selection of an appropriate level of regularisation is an important task in the 
training of any Regularisation network. The general derivation of the cross validation 
criterion for automatic selection of the regularisation level based on the data was 
presented in section 2.6. This derivation can not, however, be directly applied to the 
specific case of the Regularisation Networks. In this section we present a similar 
approach leading to an automatic selection procedure for Regularisation Networks. To 
our knowledge the working equation obtained has not been previously reported.
Consider the linear system corresponding to a standard Regularisation network,
(G + Z I ) w x = y  C ./( 31)
The solution of this system for any A is given by,
= (G + A I )~ly  (46)
Cross validation works by leaving out the data points one at a time and recomputing the 
best linear weights with the remaining N -1 data points. Let e k be the k th unit vector and
define Dk = I  - e kek as the N x N  diagonal matrix with all diagonal elements equal to 1
except the k th element which is equal to zero. The optimal linear parameters based on 
(TV-1) data points excluding the k th observation is determined as,
wkW  = (DkG + A I ) ~ ' y  (47) 
Next consider reinstating the k th point and calculating the residual using uk (X) :
II y - G w kU)II2 =|| Dk [ y - G w x ] I (48)
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where y k is the k th observation and g 1 is the k m row of the matrix G . The term
—  /C
T 2(gk wk(A) -  y k) represents the increase in the sum of squared errors resulting when the
T  . tit
k ,h row of matrix G and the k 111 element of the vector y  are “reinstated”. The (leaveMi
one out) cross validation estimate of A is obtained by minimising the criterion,
m i n  1  N  r  2
CV(X) = - Y 1 (yk - g r wk{X))
A A k-\
(49)
Minimising CV(A) as it stands is not a practical proposition since for each value of X we 
(N-l)x(N-l)
must solve an system N  times to obtain vv/c(A), k=\,2,...,N. Fortunately, this can
be avoided following the algebraic manipulation below which enables expressing CV(X)
in terms of w^ rather than wk(A). Since DlDk - D k = Dk and DkG = G ~ekg P, 
equation (47) can be written as,
H■kW  = l(G + A I ) - e kg Tk Y j  (50)
Using the Sherman-Morrison formula [Press et al, 1992] equation (50) can be written as
W kW
. ( G  +  X  I ) ~ ' e k g  
(G + A / ) “ + ~ k
\ - g T(G + A I Y Xek
y (51)
Substituting for (G + A I) 1 y  = leads to,
— jfc(A) ” I n  +
(G + Z I ) - lekg Tk 
\ - g Tk (G + X I T lek
Hi (52)
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Noting that g^(G + X I) [ek is scalar and multiplying (52) by - g T and then adding
y k y  leads t0’
y k ~ s rk ^ kW = ? rk y
T g W k (G + l i p  ekJcSJc____________
1 - g Tk (G + AI)~lek
(53)
Taking the common denominator in (53) and substituting for gk =ek G and
wA = (G + XI )  V  leads to
yk ~ g l w kW  = e l y -
TekG{G + X I) y
*k~k
It is convenient here to define the smoother matrix
1 - e TkG{G + X I)~lek
(54)
H(X) = G(G + X I) -l (55)
and write (54) as,
yk-gUkW^ily e l m ) y
- e TkH(X)ek
(56)
• TNoting that (1 -ek H(X)ek ) is a scalar and taking the common denominator leads to,
y k - g k yzkW  =
1
IN -H(X){IN +ekeJk ) y
eJk (IN -H(X)) ek
(57)
Substituting (57) into (49) gives the desired result,
CV(X) = jr  Z
‘ k=1
N r je-k I N - H W { I N + ekeJk \ y
eTt (IN - H ( X ) ) e k
(58)
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The computational burden for calculating CV(X) for a given X is now reduced to 
inverting a single N x N  matrix (G + XI) to obtain H(X) . The computational efficiency 
can be further improved by using the similarity transformation of the design matrix G :
G = QAQT (59)
where the columns of the orthogonal matrix Q are the eigenvectors and the elements of
the diagonal matrix A = diag[X\,%2,.... ,X^] are the eigenvalues of the matrix G.
Substituting for G into the smoother matrix H(X)  and using the orthogonality property 
of O leads to,
H(Z) = q a q t ( q \ q t + z iy '
= QAQT{QAQT + 1
= SA (A +/i/wr 1e 7'
(60)
or
X\+ X
H(X) = Q % 2  + X
XN
(61)
Given the orthogonal matrix Q and the diagonal matrix A , the evaluation of H(X) and 
hence CV(X) for a given X is reduced to the trivial task of inverting an iVxiV diagonal 
matrix. The minimisation of CV(X) can therefore be carried out very efficiently using 
any univariate minimisation method.
I l l
3.4 -  An illustrative example
The following bivariate example is employed to investigate the performance of 
Regularisation networks on reconstructing the true underlying trend from a set of noisy 
data. The true underlying function was considered as,
y  = 100(l-3.3xi +2.9xf)exp
(1 -3.3x2 + 2.9x2)exp
f  xi -  0.5
0.25
*2 -Q-5
0.25
\2
(62)
Figure 3.5 illustrates a 3D plot of the true underlying process in the range of 
0 < X| ,x 2 < l .  The normalisation of the input space does not create any practical 
limitation.
2.0
1.5  
1 .0  
0 .5
.V'V 0: v;-A.
?y s. y\:
Figure 3.5 - Three-dimensional plot of the bivariate example.
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Four hundred equi-spaced training exemplars were sampled from the above three- 
dimensional surface. The true outputs generated from equation (62) were then 
contaminated with random noises drawn from a Gaussian distribution of width 0.1. The 
generalisation performances of the trained Regularisation networks were finally 
computed on a 50x50 grid over the entire training range. Figure 3.6 shows the 
generalisation performance of a Regularisation network with an isotropic spread of
<j = 0.1 at different regularisation levels of A = 0, A = 10-5 , A = 1. and A = 105.
Figure 3.6 -  Generalisation performance of a Regularisation network with cr = 0.1 
at various levels of regularisation (400 equispaced exemplars).
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From figure 3.6 it is evident that regularisation is crucial for filtering out the noise and 
capturing the true underlying function. It is also clear that an optimal level of 
regularisation exists which produces the best generalisation performance for a given set 
of observations. Small values of the A lead to oscillatory solutions due to the fitting of 
the noise, while excessively large levels of regularisation parameter over-smooth the 
Regularisation network predictions. The cross validation technique described in section
3.3 provides a method for selecting the optimum regularisation level based on the data 
alone.
In the previous example the spread was arbitrarily fixed at cr = 0.1. The choice of the 
spread cr has a profound influence on the generalisation performance of the 
regularisation network. This is shown in Figure 3.7 which compares the optimal 
generalisation performances of four regularisation networks with the isotropic spreads of 
<t = 0.01, <7 = 0.1, <7 = 0.5 and <7 = 1. The optimum levels of regularisation were 
computed by minimising the CV criterion as defined by equation (58). It is obvious that 
choosing an improper value for the isotropic spread of a Regularisation network leads to 
a poor generalisation performance. Figure 3.7 also shows that above some threshold, the 
influence of the isotropic spreads on the generalisation performance of the Regularisation 
network diminishes significantly. The major difficulty therefore is in deciding on the 
appropriate threshold for cr which is highly problem dependent. Figure 3.8 illustrates the 
variations of the cross validation criterion with the level of regularisation for the four 
Regularisation networks of Figure 3.7. It is interesting to note that initially the optimum 
» • ^level of regularisation A increases with increasing cr but after some certain threshold
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-9 -6 -3 log(A) 0 3
Figure 3.8 -  Variations of CV(A) with log(A) for different isotropic spreads.
F igure 3.7 -  Generalisation performances of Regularisation network
for different spreads at optimum level of regularisation.
 cp= 0 .0 1
  <s=0.1
 ct-0.5
-  -  -  -
0.25
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A starts decreasing as cr increases. This behaviour suggests a potential method for 
selecting an appropriate value for c r.
Figure 3.9 shows the variations of the optimum level of regularisation A and the
corresponding cross validation criterion CV( A ) with the isotropic spread of the Gaussian 
basis functions used in a Regularisation network. The optimum level of regularisation
drops after certain threshold (cr = 0.17) due to the increasing smoothing effect of their 
larger isotropic spreads. Figure 3.10 shows the generalisation performances of a
•k
Regularisation network at the threshold spread of cr =0.17 for no regularisation A = 0 
and the optimal level of regularisation A = A* = 2.1. The Regularisation network with
Sfc *
cr =0.17 and A =2.1 recovers the true underlying trend from the noisy data 
remarkably well.
Figure 3.9 -  Variations of optimum regularisation level and the corresponding cross
validation criterion with the isotropic spreads of Gaussian basis functions.
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Figure 3.10 - Generalisation performances of the Regularisation networks
)|(
at the threshold spread of ( a  =0.17).
The above examples show that for relatively “large” and suitably distributed data with 
comparatively low noise to signal ratio, the Regularisation network with optimum level 
of regularisation and a proper choice of the isotropic spread can provide an excellent 
generalisation performance. However, in many practical applications the available data 
are usually limited, sparse and contaminated with relatively large noise. In such cases, the 
training data cover only parts of input space but the fitted model is usually required to 
generalise well inside the entire training range. The following example investigates the 
performance of Regularisation networks for such limited, sparse and noisy data sets.
One hundred training exemplars were sampled at random from the three-dimensional 
surface of Figure 3.5 within the five distinct clusters as shown in figure 3.11. The true 
outputs generated from equation (62) were then contaminated with random noises drawn 
from a Gaussian distribution of width 0.2 . The rue underlying function and its noisy
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samples are shown in Figure 3.12. This data set was used to explore the generalisation 
performance of various regularisation networks.
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Figure 3.11 -  Two dimensional plot of five distinct input space clusters.
(A^ =15,  N 2  =15,  N 3 =15, N 4  =15 and -/V5 =40)
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Figure 3.13 shows the optimal generalisation performance obtained for four 
Regularisation networks with isotropic spreads of a -  0.01, 0  = 0. 1, 0  = 0 .5  md 
0  = 1.
0  = 0.01. A =1.01 0  = 0.1, A =1.35
0  0 2  » - 2  0
2.0
1.5
1.0
0.5
0
-0.5
0  = 0.5, A =0.1 0  = 1., A = 5.2x 10-5
Figure 3.13 -  Generalisation performances of the Regularisation network 
for different spreads at optimum levels of regularisation. 
(100 clustered exemplars)
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It is clear that the generalisation performance is very poor for small spread of g  = 0.01. 
The basis functions are simply too narrow and provide insufficient overlap to capture the 
underlying surface. The performance improves on increasing g  but there are large 
differences between the true surface (Figure 3.12) and the recovered surface for the four 
cases shown. It is therefore interesting to see if an appropriate threshold for g  can be 
found.
Figure 3.14 shows the variations of the optimum level of regularisation A and the
H4
corresponding cross validation criterion CV( A ) with the isotropic spread of the Gaussian
basis functions used in the Regularisation network. The figure suggests a threshold of
*
g  =0.18 and Figure 3.15 shows the generalisation performance for no regularisation
(A = 0) and optimal regularisation ( A = A* = 1.58) at a* =0.18.  It is clear that 
regularisation is essential to prevent spurious oscillation caused by over-fitting of the 
noisy data. More significantly, using an appropriate value of a  and an optimal level of 
regularisation determined by cross validation criterion recovers the true underlying 
surface remarkably well from the above set of limited, sparse and noisy data.
Figure 3.14 -  Variations of the optimum regularisation level and the corresponding cross 
validation criterion with the isotropic spread of the Gaussian basis functions.
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Figure 3.15 - Generalisation performance of a Regularisation networks
*with the threshold spread of cr =0.18.
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We close this discussion of Regularisation networks by giving a justification for the 
existence of a threshold value for the isotropic spread a  based on an approximate 
measure of the degrees of freedom which can be sustained by the data. For a model with 
M  parameters representing given N  observations, the effective degrees of freedom is 
equal to N -  M . Recalling the definition of the smoother matrix as,
H(Z) = G(G + Z i y l C ./ (55)
For model comparisons the approximate degrees of freedom which gives an indication of 
the amount of fitting that H  does is defined as the tr(H) ,  which is the sum of the 
eigenvalues of matrix H . Figure 3.6 illustrates the variations of the optimal levels of 
. *regularisation A and the corresponding approximate degrees of freedom
if* *
df(X )=tr{H(X )) with the isotropic spread of the Gaussian basis functions used in the 
Regularisation network.
1.6
*
0.8
0
-2 log(a)
Figure 3.16 -  Variations of the optimum regularisation level and the corresponding approximate 
degrees of freedom with the isotropic spread of the Gaussian basis functions.
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It is clear that the threshold cr occurs at a point where the approximate degrees of 
freedom has a minimum. Using the threshold cr therefore enables us to select the 
approximate degrees of freedom required to fit the underlying surface. Smaller cr 
introduce larger degrees of freedom leading to spurious oscillations while larger a  limits 
the degrees of freedom and leads to over-smoothing.
3.5 -  Conclusions
This chapter was aimed exclusively at an important class of feed-forward neural 
networks with a single hidden layer {Regularisation network) which have a solid 
mathematical foundation. The basic concepts of multivariate linear regularisation theory 
were considered briefly and it was shown that the solution can be represented as a feed­
forward network employing radial basis activation functions (RBFs). The number of 
neurones in the hidden layer of a Regularisation network is equal to the number of data 
points and the centre of each radial basis function is restricted to a particular exemplar.
In the majority of reported applications, the Regularisation network has been 
employed with Gaussian radial basis functions with a constant isotropic spread. The 
training of such networks requires the calculation of the synaptic weights, the selection of 
the isotropic spread and the computation of the optimal level of regularisation. The 
synaptic weights appear linearly and their calculation presents no major difficulty. The
optimal value of the regularisation parameter, X , is however highly correlated with the
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isotropic spread cr, an obvious point which has surprisingly received little attention to 
date.
The leave one out cross validation criterion technique of section 2.6 was modified in 
this chapter and a new working equation was developed for the efficient computation of
•  ^the optimum regularisation parameter A for a given spread cr. An illustrative example
5j«
was used to clearly demonstrated the strong correlation between A and cr. A simple but 
significant contribution of this chapter is the development of a convenient procedure for
de-correlating these parameters and selecting the optimal values of A* and cr*.
The effective degrees of freedom, df (X,a) , of a Regularisation network is a function 
of both the regularisation level A and the isotropic spread cr. A readily calculable 
measure of the approximate degrees of freedom of a Regularisation network was
introduced which may be used to de-couple A* and cr. Plotting df(/C,cr) against a
provides a curve which exhibits a clear minimum. This minimum is an approximate 
measure of the degrees of freedom which can be reasonably sustained by the noisy data
set and can be used to provide the best value for the isotropic spread cr*. The use of the 
effective degrees of freedom for this purpose leads to significant improvement in the 
performance of the Regularisation network and to our knowledge has not been previously 
reported.
124
Chapter 4
Optimisation of Generalised RBF Networks
The computational cost of a Regularisation network grows as N  where N  is the 
number of training exemplars, this is a direct consequence of the one-to-one 
correspondence between the number of the hidden neurones and the number of distinct 
data points. To ease the computational burden it is essential to break the one-to-one 
correspondence by using a smaller number of neurones M  «  N , such networks have 
been labelled as Generalised RBF networks by Poggio and Girosi [1990a&b]. The 
reduction in the number of neurones inevitably limits the approximating power of the 
network and it is then necessary to distinguish the centres of the radial basis activation 
functions from the exemplars. Consequently, the training of a Generalised RBF network 
reduces to a challenging large-scale optimisation problem which has received 
considerable attention over the past decade. This chapter starts with a thorough review of 
the literature to place the material presented below in the context of previous work.
The relevant aspects of multivariate linear regularisation theory are used to develop 
the working equations of a Generalised RBF network. The training of a Generalised RBF 
network requires the calculation of the synaptic weights and estimation of the centres and 
spreads of the RBFs which establish the receptive field of the neurones. Given the non­
linear parameters, i.e. the centres and the spread(s), the calculation of the synaptic
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weights reduces to an over-determined linear system which can be handled by a variety 
of efficient and stable techniques. Computationally efficient methods for establishing the 
optimum level of regularisation can also be developed by a combination of the leave one 
out cross validation criterion and generalised singular value decomposition using the 
procedures outlined in chapters 2 and 3.
This chapter focuses on the calculation of the optimal non-linear parameters of a 
Generalised RBF network, which is by no means a trivial task. A number of heuristics 
have been proposed to circumvent the non-linear optimisation altogether. An illustrative 
example is used to highlight the limited reliability of the heuristic approach and the need 
for a direct solution of the non-linear problem. Several procedures may be considered in 
order to optimise the Generalised RBF network through a succession of smaller and more 
manageable sub-problems. A number of techniques such as the unsupervised &-means 
clustering algorithm [Moody and Darken, 1989] and supervised Orthogonal Least Square 
method [Chen at al, 1991] have been developed to optimise the location of the centres of 
a Generalised RBF network with fixed spreads. In contrast, the optimisation of the 
spreads which determine the width and the orientation of the receptive field of the 
neurones, has received little attention to date. This is largely because the majority of the 
reported applications have concerned problems such as speech and vision recognition, 
classification or time series prediction with very large and dense data sets. The networks 
developed in such cases usually contain many neurones and the details of the receptive 
fields are then less important so long as the entire input domain is adequately covered. In 
applications involving limited and sparse data sets, such as those frequently encountered
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in chemical engineering problems, the networks have a small number of neurones. The 
proper selection of the spreads is crucial to the performance of such small networks and is 
a main topic covered in this chapter. In particular, a novel sequential back-fit algorithm is 
developed to optimise the neurones one at a time. The new algorithm is tested against an 
illustrative problem and its promising performance is also demonstrated for a simple 
chemical engineering process.
4.1 -  Literature Review
The Generalised RBF networks were initially invented in 1988 by Broomhead and 
Lowe [1988]. Two years later, Poggio and Girrosi provided a rigorous theoretical 
foundation for both Regularisation and Generalised RBF networks [Poggio and Girrosi, 
1990a&b]. The last decade saw more than one thousand articles on RBF networks with 
the majority (~ 80%) concerned with the application of standard RBF networks to 
specific engineering problems. The remaining articles were related to the fundamental 
aspects or learning strategies of the RBF networks with especial emphasise on 
classification or function approximation problems. This section presents a brief review of 
the articles dealing with the fundamental aspects of RBF networks. A concise review of 
the specific applications of neural networks in chemical engineering is presented in 
Appendix A.
Broomhead and Lowe [1988] introduced for the first time the idea of using radial 
basis functions as neural networks. They also suggested the idea of least square
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interpolation (instead of strict interpolation) by distinguishing between the data points 
and the radial basis function centres, which led to the Generalised RBF networks. This 
reduction in the number of neurones was viewed as some sort of regularisation by 
Broomhead and Lowe [1988]. To preserve the linearity of the learning procedure, they 
only investigated the computation of the linear synaptic weights for a given set of non- 
linearities <pj's, with known centres and spreads. The centres were either selected
uniformly within the domain of the training data or they were selected at random from the 
training exemplars. No special procedure was recommended for selecting the spreads of 
the radial basis functions or the number of centres of the generalised RBF network. The 
recommended approach although innovative was far from producing the optimal RBF 
networks.
Moody and Darken [1989] presented two hybrid learning techniques for selecting the 
Generalised RBF network centres based on the self-organised k-means clustering 
algorithm. Both on-line and batch clustering techniques were able to recognise well the 
data clusters in the input space. However, clustering algorithms are more probability 
density oriented and are best suited to classification problems. The main draw back of the 
k-means clustering algorithms for function approximation problems is that the selection 
of the RBF centres depends only on the distribution of the input training exemplars 
without taking into account how the output varies with the variation of inputs. Thus, the 
performance of the k-means clustering algorithm drastically deteriorates when there is a 
region with sparse data but the output show high frequency variations. Moody and 
Darken [1989] also recommended a “global first nearest neighbour” heuristic for
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selection of the RBF isotropic spreads which also has limited utility for practical function 
approximation applications.
Bruzzone and Prieto [1998] modified the above approach for classification problems 
by introducing the class-membership factor for the training data. Solin and Ansari 
[1997&1998] presented another novel algorithm called scatter based clustering (SBC) 
which recognises well the input clusters of the training exemplars and allocates enough 
centres to cover all clusters. Although most of these methods are extensively applied to 
function approximation problems by other users, we do believe that they are more 
suitable for classification problems and should be applied with great caution to function 
approximation tasks.
Poggio and Girosi [1990a] employed the standard techniques of multivariate 
regularisation theory to transform the inherently ill-posed problem of reconstructing a 
continuous hyper-surface via Generalised RBF network for a finite set of training 
exemplars to a well-posed one. They introduced the Hyper Basis Functions (HyperBFs) 
network which as it will be shown in the next chapter is a generalisation of the 
Generalised RBF network of Broomhead and Lowe [1988]. Poggio and Girosi [1990a] 
were also the first to point out the crucial role of spreads whenever different types of 
inputs are present. Although the normalisation (scaling) of the input variables can be used 
to alleviate the need for non-isotropic spreads, the selection of appropriate spreads 
remains a major task in RBF networks and this problem will be discussed in more detail 
subsequently.
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In their next fundamental article, Poggio and Girosi [1990b] considered various 
aspects of the single hidden layer RBF networks. They derived the so-called 
“Regularisation netM>orks” as the solution of the multivariate regularisation problem. The 
complete solution of the Regularisation network including the global terms which lie in 
the null space of the stabiliser operators were discussed in more details. Various operators 
were derived for different radial basis functions and the regularisation approach was 
extended to the Generalised RBF networks. A gradient descent optimisation technique 
was suggested for stepwise optimisation of the (non-linear) centres and spreads and the 
(linear) synaptic weights of the RBF networks in the absence of regularisation. It will be 
shown in section 4.4 that although simultaneous optimisation of the Generalised RBF 
network parameters leads to promising results with a small number of centres, it is 
computationally demanding and encounters convergence problems for large input space 
dimensions due to the curse o f dimensionality.
Thau [1991] reviewed the above article of Poggio and Girosi [1990b] and employed 
the generalised RBF networks with constant isotropic spreads for a number of object 
recognition applications. The reported results indicated that using the gradient descent 
technique for selection of the RBF centres substantially improves the performance of the 
RBF network. Our investigations also verify this issue, however, the proposed gradient 
descent algorithm is extremely slow for practical complex applications. Furthermore, 
simultaneous optimisation of the entire RBF network parameters may lead to redundant 
centres especially when the number of centres is relatively large. The redundancy can be
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alleviated by resorting to the singular value decomposition (SVD) technique for 
computation of the linear weights instead of the recommended gradient descent 
technique.
Chen et al. [1991] presented the Orthogonal Least Square (OLS) algorithm for the 
selection of the generalised RBF network centres with constant isotropic spreads in the 
absence of regularisation. The initial regressor vectors can be constructed using all 
training exemplars as the centres of the Generalised RBF network. Classical Gram- 
Schmidt orthogonalisation technique was then employed to select the “best” centres that 
maximise the increment to the explained variance or energy of the desired output. Due to 
the orthogonalisation procedure, the OLS algorithm leads to a set of over-determined and 
well-conditioned linear equations for computing the linear weights. A detailed 
exploration of the OLS algorithm will be considered in section 4.3.1.3.
Sherstinsky and Picard [1996] argued against the efficiency of the OLS algorithm and 
provided some examples where the OLS algorithm did not produce the smallest possible 
network for a given approximation error. Our investigations show that the method is quite 
fast and performs better than random selection of the centres. However, The constructed 
network usually requires a large number of centres to provide an acceptable training 
performance, which leads to poor generalisation for noisy data sets. To overcome this 
difficulty, Chen [1995] and Chen et al [1996] combined subset selection via the OLS 
algorithm with some sort of zero order regularisation for multiple output RBF networks. 
In this article, a Fast version of Regularised Orthogonal Least Square (FROLS) was
131
introduced which provided better generalisation performance than the simple OLS 
algorithm but has the following limitations.
The FROLS algorithm uses pre-specified isotropic spreads and can not be easily 
adapted for the optimisation of non-isotropic spreads. FROLS is also limited to the zero 
order regularisation which is often inferior to other regularisation techniques such as the 
second order method of Bishop [1991]. FROLS has more in common with the ridge 
regression version of RBF networks presented by Orr [1998]. Chen et al [1995] also 
suggested a two layer learning algorithm to combine a genetic algorithm with FROLS for 
the simple univariate example of F(x) = sin(2;zx); 0 < x < 1. At the lower level, the 
FROLS algorithm was employed to find the RBF centres and the corresponding linear 
weights, while the genetic algorithm was used at the higher level to compute the required 
regularisation parameter and the isotropic spreads of the Gaussian basis functions.
Bishop [1991] presented a second order smoothing technique for filtering out the 
noise from a set of univariate noisy data and improving the generalisation performance of 
the Generalised RBF networks. Our investigation shows that the regularisation method of 
Poggio and Girosi [1990a&b] is more robust and leads to better results for complex 
applications. Bishop [1991] minimised the test error criteria for calculation of the optimal 
regularisation parameter. The leave one out cross validation technique [Golub, 1996] 
seems a more efficient way of finding the optimum regularisation level and employs both 
training and test exemplars in the training phase.
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Wong [1991] argued against the suitability of the commonly used Gaussian radial 
basis function networks for predicting chaotic time series and believed the reason that 
other researches (such as Broomhead and Lowe [1988] and Moody and Darken [1989]) 
have generally reported good result is that their training data sets may not contain enough 
high frequencies due to insufficient sampling of the input space. We believe that using a 
sufficient number of Gaussian basis functions with appropriate non-isotropic spreads can 
dramatically alleviate this problem.
Leonard et al. [1992] derived the Validity Index network (VI net) from radial basis 
function networks which fits functions and calculates the confidence intervals for its 
predictions, indicating local regions of poor fit and extrapolation. The underlying RBF 
network of the VI net employed the nearest neighbour clustering technique [Moody and 
Darken, 1989] for selection of the RBF centres and uses the P nearest neighbour heuristic 
for estimation of the RBF network spreads. The optimum values of P and H  (number of 
hidden neurones) were computed via the S-fold cross validation technique [Schenker and 
Agarwal, 1996]. Our investigations show that the above training algorithm performs well 
for simple applications. However, for complex applications with noisy data, the above 
algorithm should be equipped with more efficient techniques for selection of the RBF 
centres and the corresponding spreads as well as using regularisation technique to filter 
out the noise. In the VI net, additional neurones were added to the output layer of the 
underlying RBF network to compute the confidence limits of the model predictions and 
the local density of the training data. The predicted confidence limits provide valuable 
information about the validity of the underlying RBF network predictions indicating the
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local regions of poor fit. While, the local density neurones identify the extrapolation 
regions outside the training data clusters.
Tao (1993) recommended the normalisation of the hidden layer neurones outputs for 
smoother interpolation and presented a simple baclc-propagation learning algorithm for 
recursive selection of the RBF centres with isotropic spreads and the corresponding linear 
weights. An isotropic basic spread was introduced as the averaged distance between the 
underlying kernel and the centres of its two nearest kernel neighbours. Various 
percentages of this basic spread were employed for both normalised and unnormalised 
RBF networks in the absence of regularisation. The reported results indicated that the 
normalisation process decreases the dependency of the RBF networks on the choice of 
spreads. To increase the chances of seeding the peaks for the random starting points of 
the k-means clustering algorithm [Moody and Darken, 1989], higher chances of getting 
seeded were designated for points with higher outputs, which does not seem a sensible 
approach for a general hyper-surface.
Poggio et al. [1993] proposed the Generalised Regularisation Networks (GRN) as an 
extension of the Regularisation Network (RN) for a broad class of approximation 
schemes such as Additive Models (AM) and Projection Pursuit Regression (PPR) 
technique. They considered new stabilisers other than the common radial stabilisers. The 
translationally and rotationally invariant radial stabiliser operators which lead to the RBF 
networks used a weighted nomi in the form of
II - i ~ - j  l i e  =  ( - /  ~t j ) T Cj  Cj(*i  "Ty )  wRh the norm-weighting matrix Cy. While,
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for “additive stabilisers” a linear transformation of the inputs in the form of £j Xj  
( Cj : projection vector) replaced the weighted norm and lead to the Projection Pursuit 
Regression (PPR) method [Freedman and Stutzle, 1981],
Kuo and Melsheimer [1994] compared the performance of the “global two nearest 
neighbour” heuristic with the estimation of the optimal isotropic spreads of the RBF 
networks via Genetic algorithm in the absence of regularisation. The RBF centres were 
selected using k-means clustering algorithm [Moody and Darken, 1989] and the linear 
weights were computed via OLS algorithm [Chen, Cowan and Grant, 1991]. Estimations 
of the open loop responses of two CSTR and batch reactors were considered as two 
practical application examples. They reported that the optimisation of the RBF spreads 
(even isotropic) leads to essentially less complex (fewer centres) and tremendously more 
accurate RBF networks. We shall demonstrate in this chapter that full optimisation of the 
spreads coupled with the regularisation technique produces even better results.
Girosi and Chan [1995] proposed a method to incorporate some prior knowledge 
(other than smoothness) such as radial symmetry of the model function
( /(* )  = /  (|| x ||)) directly in the supervised learning technique. The reported results
show that the inclusion of the available a priori information about the form of the final 
solution in the formulation of the RBF networks, substantially reduces the generalisation 
error for a given set of training exemplars. In an alternative approach reviewed in Chapter
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2, such a priori information can be included as constraints in the regularised merit 
function to force the solution to have the desired a priori property.
Maffezzoni and Gubian [1995a] proposed a novel self-organised learning algorithm 
for placement of the RBF network centres which reduces to the standard k-means 
clustering algorithm as one of its extremes as J3 -» 0. The reported results indicate that 
the new algorithm with non-zero J3, leads to substantially different positions of the 
centres compared with standard k-means clustering algorithm. The overall performances 
of the RBF networks were not investigated in the article. Our investigations verify the 
reported results but indicate that the new method provides no definite improvement on 
the overall performance of the RBF networks over the standard k-means clustering 
algorithm for multivariate function approximation purposes.
In their next article, Maffezzoni and Gubian [1995b] proposed a three step learning 
strategy for training the RBF networks in the absence of regularisation. In the first step, 
the RBF centres were selected via modified k-means clustering algorithm using a special 
entropy cost function. Next the isotropic spreads of each centre were computed as the 
average distance of the training exemplars form that centre. Finally, the synaptic weights 
were computed via back-propagation technique. To avoid ill-conditioning problems, 
Maffezzoni and Gubian [1995b] imposed an upper bound on the magnitude of the 
synaptic weights. We believe that using the singular value decomposition (SVD) 
technique with an appropriate threshold as described in Chapter 2 provides a more 
elegant solution to the ill-conditioning problem. These authors also pointed out that by
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increasing the overlap between the adjacent centres (larger isotropic spreads), the model 
response for a particular point depends on many centres which leads to a better 
generalisation performance for noisy data sets. Although we agree that larger spreads lead 
to smoother predictions, the regularisation approach provides a more direct way of 
dealing with noisy data sets. Furthermore, as illustrated in Chapter 2, larger spreads in 
general amplify the ill-conditioning problem
Bostel [1995] combined the gradient descent optimisation technique with perturbation 
methods for training the RBF networks in the absence of regularisation. First, the linear 
weights were updated via conventional Least Mean Square (LMS) algorithm for a set of 
initial centres and spreads. Then the RBF centres and the corresponding diagonal spreads 
were computed via a perturbation method. The recommended technique is relatively fast 
for simple examples and does not require gradients for updating the network centres and 
spreads. Constant step-lengths were used for the perturbation technique, which may affect 
the convergence for more complex problems. An efficient step-size control mechanism 
seems more beneficial. Furthermore, the perturbation technique employed for updating 
the centres and the spreads applies only to a special class of Gaussian basis functions and 
can not be easily extended to other types of Generalised RBF networks.
Cheng and Lin [1995] compared three different orthonormalisation techniques for 
simultaneous multidimensional scaling and rotation of the radial basis functions. They 
considered a single ten dimensional target Gaussian centred at origin with different 
scalings in different dimensions [3,7.5]. Eleven selected axis pairs were rotated by 45
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degrees. The starting basis function was fixed at the origin and initialised with scaling 
factors of 5. and zero degrees rotation angles in all dimensions. Even, for this relatively 
simple example, the Newton’s method failed to converge while the Gram-Schmidt and 
Gradient descent techniques required large number of iterations for acceptable 
convergence. Our investigations show that the recommended approach encounters severe 
convergence problems when dealing with more than one centre.
Tsai et al [1996a&b] attempted to keep the form of the sigmoid activation function 
used with MLP but modified its argument from a linear projection to a radial one. They 
argued that the conventional Gaussian basis functions used in RBF networks are unable 
to capture the constant values. As it will be presented in Chapter 5, the RBF network 
representing the complete solution of the multivariate regularisation problem are not only 
capable of approximating constant values via bias but they are able to approximate any 
global trend by employing the appropriate non-zero polynomials that live in the null
space of the self-adjoint radial stabilising operator D [Courant and Hilbert, 1970].
Tsai et a l [1996a&b] also employed robust objective functions instead of the 
conventional Least Square (LS) technique to deal with the outliers problem. As illustrated 
in Chapter2, the use of robust probability density functions such as Lorentzian rejects the 
outliers in the favour of a smoother fit. On the other hand, the linearity of the problem 
(even for linear synaptic weights) is violated on using robust objective functions which 
amplifies the computational burden. Our investigations show that use of the LS criterion 
with an appropriate regularisation technique has a similar effect on rejecting the outliers,
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while preserving the linearity of the problem for the synaptic weights. Tsai et al 
[1996a&b] also recommended a memory queue to prevent the repetitive selection and 
deletion of the outliers as centres. The selected centres with small synaptic weights were 
deleted in a pruning step. This is conceptually troubling, since a combination of two or 
more centres with large weights of opposite sign may also be redundant. An effective 
pruning algorithm should recognise this problem and delete such redundant combination 
of centres simultaneously which is by no means a trivial task.
Zhang et a l [1996] presented a novel clustering algorithm for selection of the RBF 
network centres which considered both inputs and output. An augmented vector was 
constructed using scaled inputs and outputs. This augmented vector was utilised in the k- 
means clustering algorithm to select the RBF centres in a recursive manner. Isotropic 
spreads were used for the RBF kernels. A singular value decomposition (SVD) based 
recursive least square optimisation technique was employed to avoid the ill conditioning 
problem in the calculation of the RBF synaptic weights. The recommended method was 
reported to be fast and lead to smaller training phase mean squared error for a univariate 
example compared with the standard k-means clustering algorithm. The generalisation 
performance of the new method was not discussed in the article.
Russel and Fausett [1996] compared the RBF and sigmoidal back-propagation 
(multilayer perceptron) network. Different non-linearities with isotropic spreads were 
used in the RBF networks in the absence of regularisation. Gradient descent optimisation 
technique with constant step-size was used for simultaneous updating of the centres,
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spreads and the synaptic weights of the RBF networks. The reported results for a number 
of relatively simple examples show that RBF networks require less neurones to attain the 
same training error as the sigmoidal network (SN). Furthermore, for a given relatively 
large number of neurone, the RBF network (with gradient descent learning) requires more 
CPU time than sigmoidal network (SN) but leads to a dramatically smaller final training 
error. The article does not provide any information about the generalisation capabilities of 
the RBF or SN networks.
Kiernan et al [1996] presented the simple but interesting idea of partitioned k-means 
clustering algorithm that leads to a variety of isotropic spreads for the RBF networks. The 
recommended method selects at any stage one half of the undefined nodes independently 
via k-means clustering algorithm [Moody and Darken, 1989] and computes the 
corresponding spreads as the mean distance to the nearest j  centres. The process 
terminates when the number of undefined centres drops to or below j . Our investigations 
show that this method may lead to a variety of isotropic spreads that have both desirable 
global and local features. However, the selected centres in the successive steps are 
unnecessarily close to each other which deteriorates the overall performance of the RBF 
networks.
Gomm and Williams [1997] extended the recursive orthogonal least square (ROLS) 
method of Bobrow and Murray [1993] for training multiple input multiple output 
(MIMO) RBF networks with thin plate spline (TPS) basis functions. The reason for 
selecting TPS was stated that “unlike possible basis functions including the Gaussian, this
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basis function (TPS) does not require the choice of an additional width parameter”. This 
statement does not seem correct, because in general, a thin plate spline (TPS) basis
II - /  ~ t i II ? II - i i Ifunction must be expressed as (p{xt,t_ •) = (--------——) ln( ^ } which not only
Gj Gj
includes the width parameter Gj  but has an additional power factor n . The main
advantage of the conventional OLS algorithm [Chen et a l, 1991] is that it automatically 
provides the network size for a given error criteria. However, it is relatively slow for 
extremely large data sets. The ROLS algorithm selects the pre-specified number of RBF 
centres via k-means clustering algorithm and uses QR decomposition for updating the 
linear synaptic weights. ROLS is faster than OLS especially for large data sets, but it does 
not provide the optimum network size. We do believe that using the singular value 
decomposition (SVD) technique is more advantageous than ROLS for the computation of 
the linear synaptic weights.
Karayiannis [1997] replaced the exponential Gaussian function by a generator
l
function in the form of tp(x) = (goC*))1-'" > where £o(x) is any monotonic increasing or
decreasing generator function. A simple algorithm based on the gradient descent 
optimisation technique was recommended to compute the linear weights and the 
reformulated RBF centres for multiple input multiple output (MIMO) networks. Fixed 
and equal learning parameters ( rj) were considered for updating both linear weights and 
the non-linear centres which may not be the best idea in many practical applications. The 
recommended algorithm emphasises on optimising the location of the centres but the 
importance of the widths of the radial functions has been neglected. The reported results
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indicate that “the proposed algorithm guarantees fast learning and very satisfactory 
generalisation ability”. In another similar article [Karayiannis, 1998], Karayiannis 
proposed batch and online learning algorithms for training a similar reformulated RBF 
network.
Hong and Billings [1997] presented a fast backward elimination algorithm for 
pruning the RBF networks in the absence of regularisation. In this approach, all training 
exemplars were considered as the RBF centres or the initial centres were selected via 
self-organised methods such as k-means clustering algorithm [Moody and Darken, 1989]. 
QR decomposition of the N  x M  design matrix (with isotropic spreads) was then 
performed and Givens transformation was employed to construct the new QR
decomposition resulting from permutation of j  column 1 ) of the design matrix
with the last column. The centre which produced the minimum increment of error 
variance (IEV) was pruned and the loop continued until the value of some prediction risk 
indicator parameter ( s )  reached the prescribed threshold. As already mentioned, a 
combination of two or more RBF centres with large but opposite sign synaptic weights 
may be redundant. An effective pruning algorithm should recognise this and delete such 
redundant combination of centres simultaneously. Deletion of one of these centres affects 
the performance of the RBF network significantly while the simultaneous removal of the 
entire redundant combination of centres has essentially no effect on the overall 
performance. The pruning algorithm of Hong and Billings [1997] deletes one centre at a 
time and is therefore unable to distinguish multiple redundant centres.
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Lowe [1997] introduced a method for characterising the degrees of freedom of the 
RBF networks by exploiting a relationship to the theory of linear smoothers [Hastie and 
Tibshirani 1990]. Traditionally, the number of hidden units or the total number of 
adjustable parameters of the RBF networks was considered as the measure of network’s 
complexity, which is clearly naive. The effective degrees of freedom ( d f)  provides a 
more sensible measure. For linear smoothers [Hastie and Tibshirani 1990], the trace of 
the smoother matrix is usually selected as the effective degrees of freedom. Lowe 
believes that “empirical evidence suggests that the precise choice of the kernel width is 
relatively unimportant”. Our investigations verify this issue as far as it concerns the 
magnitude of the degrees of freedom ( df).  However, this does not mean that the spreads 
have no effect on the overall performance of the RBF network. As we know, locations of 
the centres have a crucial effect on the training and generalisation performances of the 
RBF networks. In practice, the number of centres determines the maximum degrees of 
freedom and the location of the RBF centres have a minor effect on the magnitude of 
degrees of freedom. For most practical applications, the effective degrees of freedom is 
also highly related to the value of regularisation parameter (A). In fact, the choice of 
regularisation parameter specifies the effective degrees of freedom (or vice versa) for a 
given network architecture. Surprisingly, Lowe [1997] did not consider regularisation 
even for his simple noisy sine wave example.
Zhang and Morris [1998] proposed an orthogonal algorithm for sequential selection 
of the neurones of single hidden layer neural networks. The centres of the RBF network 
were selected in such a manner that at each step, the new information introduced by
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adding a centre was orthogonal to the space spanned by the previous ones. The Gram- 
Schmidt orthogonalization procedure coupled with gradient-descent optimisation 
technique was employed to compute the RBF centres and the corresponding isotropic 
spreads at each step. Levenberg-Marquardt optimisation technique was actually used 
instead of the gradient descent method to accelerate the convergence. Least square 
regression formula was employed for calculation of the RBF linear weights and the 
Akaike information criterion (AIC) was used to compromise between the model accuracy 
and the model complexity. Using the effective degrees of freedom as described in the 
previous chapter may provide a better and more readily understood criterion for this 
purpose. A special kind of regularisation similar to the ridge regression was employed to 
improve the generalisation performance of the constructed RBF network. A more detailed 
consideration of the promising sequential algorithm of Zhang and Morris [1998] will be 
presented in section 4.5.2.
McLoone and Irwin [1998] compared various optimisation techniques for 
simultaneous optimisation of linear and non-linear parameters of RBF networks in the 
absence of regularisation. They reported that “no optimisation method can produce 
guaranteed results for global simultaneous optimisation of the RBF network parameters”. 
This is because non-linear optimisation of the RBF networks is an inherently ill- 
conditioned problem due to the curse of dimensionality and their sensitivity to the 
gradients of the network parameters. Our observations verify these findings but as will be 
shown subsequently, novel sequential back-fit learning strategy presented in this chapter 
can alleviate the so-called curse o f dimensionality significantly. McLoone and Irwin
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[1998] also reported that isotropic (spherical) spreads provide better performance than 
diagonal (elliptical) spreads. Our investigations are at odd with this observation and we 
believe that the above statement is problem dependent and highly sensitive to the choice 
of the diagonal spreads. We emphasis that in general, flexible diagonal spreads provide 
better performance than even flexible isotropic spreads. However, we do agree with 
McLoone and Irwin [1998] argument that “the widths are the major source of ill- 
conditioning in RBF networks”. McLoone and Irwin [1998] also proposed an efficient 
hybrid learning algorithm for training RBF networks by separating the linear and non­
linear network parameters. The non-linear parameters (centres) were computed via non­
linear optimisation techniques while the linear parameters were computed using singular 
value decomposition (SVD) technique. As they reported, the hybrid method provides 
better conditioning of the Hessian matrix and leads to superior convergence and 
performance when compared with simultaneous optimisation of both linear and non­
linear parameters.
Yingwei et al. [1998] presented a version of Resource Allocation Network (RAN) 
algorithm which combines the growth criterion of RAN with a pruning strategy based on 
the relative contribution of each hidden unit to the overall network output. The proposed 
algorithm starts with no hidden neurones and grows by allocating new hidden units based 
on the novelty in the observations which arrive sequentially. The decision as to whether a 
thnew ( i ) exemplar has novelty depends on the following conditions,
II M -t i r  II >£i (U
'i | = I T/ ~  f ( x i) | > emin (2)
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where, t_ir is the nearest centre to x •, Sj and em[n are two prescribed thresholds. If the 
above two conditions are satisfied then a new centre will be added. The weight, centre 
and the isotropic spreads of the new ( j th) centre are computed as wj  = e,-, t j  = x ;- and
&j = K(h *i ~ Ur ||) • Where k is an overlap factor that determines the amount of overlap
of the hidden units in the input space. They recommended that larger spreads should be 
selected initially and by increasing the number of observations, more basis functions with 
smaller widths should be chosen to fine tune the approximation. The case where the new 
exemplar has no novelty was simply dealt with by adjusting the parameters of the 
existing network without adding a centre.
In this approach [Yingwei et ah, 1998], some of the added neurones may end up with 
less contribution to the network output. The proposed algorithm detects these inactive 
neurones and removes them in the course of training. The recommended algorithm 
provides acceptable performance for relatively simple problems. In more complex 
applications, the above method usually leads to sub-optimal placement of centres because 
it restricts the RBF centres to the position of data points. Evidently, it would be desirable 
to position more centres (with maybe smaller spreads) in regions where the output is 
changing sharply and fewer centres in the flat regions. Using regularisation techniques 
coupled with non-isotropic spreads may also lead to further improvements especially in 
the presence of noisy data.
Orr [1998] presented a simple technique based on testing a number of trial values for 
isotropic spreads of the RBF network and selecting the one associated with the smallest
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value of Generalised Cross Validation (GCV) criterion. All training exemplars were 
considered as centres and all centres had equal isotropic spreads. He introduced the idea 
of using similarity transformation to speed up the computation of the generalised cross 
validation (GCV) criterion. The GCV criterion was selected to optimise the value of the 
ridge regression parameter. As emphasised in the article, GCV criterion suffers from 
multiple minima even for the toy problem presented in the paper. Our investigations 
show that using standard cross validation (CV) technique [Golub, 1996] instead of GCV 
leads to a unimodal cost function at least for the toy problem presented in the article. 
Clearly, the ridge regression technique which penalises large synaptic weights is not as 
robust as the regularisation technique of Poggio and Girosi [Poggio and Girosi, 1990], 
However,* the latter method requires more advance methods such as generalised singular 
value decomposition (GSVD) technique coupled with cross validation (CV) to speed up 
the automatic selection of the optimal regularisation parameter.
Heims and Heuvelen [1998] extended the idea of normalised RBF networks [Tao, 
1993] for multiple output function approximation problems. Self organised clustering 
algorithm of Moody and Darken [1989] was employed to specify the locations of the 
RBF centres and the values of the corresponding isotropic spreads. Moore-Penrose
pseudo inverse 0 +of the non-square, non-symmetric design matrix O was used to 
compute the optimal weight vector w [Broomhead and Lowe 1988, Golub, 1996]. Tao 
[1993] reported that normalisation of the outputs of the RBF neurones lead to a smoother 
overall prediction, and provides better generalisation performance. Our investigations 
also verify this issue for the simple univariate example considered by Tao [1993].
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However, more advanced techniques such as multivariate regularisation are required to 
provide an acceptable generalisation performance for complex multivariate applications.
The above literature review summarised the fundamental articles on learning 
strategies of the RBF networks with special interest in function approximation problems. 
We may conclude that enormous interest has been focused on RBF networks in the last 
decade and different aspects of these networks have been intensively studied from 
various points of views.
4.2 - Generalised Radial Basis Function Networks
A major drawback of the Regularisation network is the one-to-one correspondence 
between the number of the input exemplars N  and the number of hidden neurones. The 
estimation of the linear synaptic weights demands the inversion of an NxN  matrix with a
computational cost proportional to N  and becomes prohibitive for large N . The 
likelihood of ill-conditioning is also in general higher for larger matrices. The selection 
and optimisation of the widths of the radial basis functions for a regularisation network 
also presents major difficulties. The number of width parameters to be tuned is N  for a
Regularisation network with isotropic spreads. For an input vector of xe iK^ ,  the 
number of width parameters increases to N  x p  for a network with diagonal spreads and 
to N x  p x  p for a network with full norm weighting matrices. For modest values of 
p ~ 4 and N  = 200, the full optimisation of the spreads for a Regularisation network 
reduces to a large-scale non-linear optimisation involving 3200 variables. In order to
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ease the computational burden, it is necessary to break the one-to-one relationship 
between the number of exemplars and the number of neurones. The basic idea is to 
search for a sub-optimal solution in a lower dimensional space (with respect to the 
number of neurones) that approximates the Regularised network solution of the previous 
chapter.
The approximate solution F(x)  is expanded on a finite basis,
M
F(x) = Z wj0j(x)  (3)
j =1
where the ^y(x)’s are a new set of linearly independent basis functions, and the Wj's
constitute a new set of synaptic weights. With radial basis functions in mind we may 
choose,
<Pj(x) = G(l x - t j  | | ), j  = 1,2, ...,M  (4)
with the set of centres [t_j, j  = 1,2,...,M] either pre-specified or determined during the
learning process. Note that the Regularisation network is recovered by setting M -  N  
and [tj = Xj, j  -  1,2,...,A/]. Restricting ourselves to radial basis functions, the
approximate solution can be expressed as,
F(x)= Z  WG(|| x - t j  ||) (5)
M
The network that represents the approximate solution (5) is usually referred to as the 
Generalised RBF network and is shown schematically in Figure 4.1.
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Input Layer Hidden Layer o f RBF Output Layer
Figure 4.1 -  The Generalised RBF Network.
Given the centres t j ' s  (and any other non-linear parameters that enter the argument
of the Green’s functions) the determination of the linear weights can proceed as follows. 
We start by defining a regularisation functional,
min 3 ( F ) ~  A(F) + XB(F)  
F
l N
/=!
M
yi ~  X G(xi,t f wj )
rp
(6)
The first term A(F)  representing the fidelity to the observed data can be expressed as,
A(F) = -  (y -  G w )T (y -  Gw) (7)
where y  = [y\ ,y 2 , ^ , y p ] T , w = [w\,w2 ,...,wM ]T and G is the NxM  Green’s matrix 
with elements,
Gij = 5 ( x / , r / ), i = 1 N  and j  - 1,..., M  (8)
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Note that unlike the Regularisation network, the Green matrix G is no longer square and 
symmetric. The second term B(F) incorporating our a priori knowledge or belief about 
the true underlying function can be expanded as follows:
B(F)= p [% )]D |> (2 )]rf2  
Rp
= JF(x)Z>*[n[F(x)]]dx
R
= I I X ^ Wk d ( x ~ t k)
Rp W “ 1 A /c=1
M M
= X X G(tk ,tj)WjWk 
7=1 /c=l 
T— W GqW
Note that in the second line of (9) we have made use of the definition of the adjoint 
operator (see Chapter 3) and in the third line we have used the fact that the Green’s
function G(x,tk)' satisfies the partial differential equation D* D[G(x,t/c)] = S(x~t_k) .
The matrix Gq is an M  x M  matrix with elements,
(G0)ij =G(ti , t j )  ,i = and j  = 1,...,M (10)
Using equations (7) and (9) the regularisation functional (6) may be expressed as:
min 3 (T(w)) = ^-(y -  (y -  Gw^+~X wTGqw (11)W I — — A
Applying the necessary optimality conditions {w)l d w -  0 it can be easily shown 
that the minimising weights satisfy the linear system,
(g t G + ZG0)wx = G Ty(12)
The regularised solution of the Generalised network is therefore given by,
\
dx
(9)
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M
Fx(x)=  X G ( x j j ) w Aj (13)
y=i
with the optimal weights determined by the linear system (12). The influence of the 
regularisation parameter X is embedded in the linear synaptic weights. As expected, the 
approximate solution of the Generalised RBF network coincides with that of the 
Regularisation network for the special case M=N and t j  - X j , j  = 1 iV. In this case
Gq =G is a square, symmetric, and non-singular matrix and multiplying equation (12)
by G-i leads to (G + A I ^ ) w A = y , which was derived in the previous chapter for the 
optimal synaptic weights of the Regularisation network.
The optimum level of regularisation can be computed using the leave one out cross 
validation (CV) criterion described in Chapter 2. The only difference is that the matrix 'F 
required by the generalised singular value decomposition (GSVD) technique is no longer 
known explicitly and must be obtained from the similarity transformation of the matrix
G0 »
Go = Q A Q t
= (a/ q t )t (14)
=
1 TThat is *F = A2 Q where, the columns of the orthogonal matrix O are the eigenvectors 
and the elements of the diagonal matrix A are the eigenvalues of matrix Gq .
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4.3 - Design and Training of Generalised RBF Networks
In this section we give a brief review of the important issues which arise in the design 
and training of Generalised RBF networks and have a direct bearing on their 
performance. The first issue which is readily answered is the number of hidden layers. 
Radial basis function networks with multiple hidden layers can be easily constructed and 
a few applications have been reported [Craddoc and Warwick, 1996; Hirasawa, 
Matsuoka, Ohbayashi and Murata, 1997]. Such networks are, however, totally non-linear 
and lose the “best approximation” property enjoyed by single hidden layer RBF networks 
which are linear in the synaptic weights and therefore have a unique optimal solution. 
There is therefore little advantage in using multiple hidden layer RBF networks and such 
networks .are not pursued further in this study.
The second issue concerning conventional single hidden layer RBF networks is the 
number o f neurines in the hidden layer. The practical objective is to produce the network 
of smallest size which meets the required recall and generalisation performance. This is a 
problem in model selection and a variety of trial and error procedures have been proposed 
which may be divided into two groups. The first group involves training networks of 
different size and then establishing the sensitivity of the various networks by a posteriori 
sensitivity analysis and pruning techniques (see Scheneker and Agarwal [1996] and Reed 
[1993] for a review). In the second approach an attempt is made to build up the optimal 
network sequentially, that is by adding the best neurones one at a time. Chen et al [1991] 
have proposed a procedure based on the orthogonal least squares technique and Zhang 
and Morris [1998] have made significant contributions to sequential learning techniques.
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A novel sequential back-fit training algorithm with promising results is developed in this 
chapter and will be presented in section 4.5.2.1.
For a single hidden layer Generalised RBF network with a given number of neurones 
we must address the difficult problem of obtaining the optimal network parameters. The 
parameters can be divided into two groups: the synaptic weights which appear linearly 
and the parameters appearing in the argument of the non-linear activation functions of the 
neurones. In the case of RBF networks, the non-linear parameters are the centres t j ' s ,
which control the locations, and the variance-covariance matrices Xy ’s, which control
both the orientation and the widths of the receptive fields of the neurones. Given the non­
linear parameters, the determination of the optimal synaptic weights reduces to the 
solution of an over-determined linear system of equations and selecting the appropriate 
level of regularisation which is fairly straightforward. It is the proper selection of the non­
linear parameters which ultimately reduces to an extremely challenging multivariate non­
linear optimisation problem.
4.4 -  Independent selection of the Generalised RBF network spreads and centres
The centre and spreads of an RBF appear simultaneously and the adjustment of either 
alters the receptive field of a neurone. The training of the non-linear parameters of an 
RBF network can therefore be considered as:
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a) independent tuning of the spreads for given centres
b) independent tuning of the centres for given spreads, or
c) simultaneous tuning of centres and spreads.
A number of tuning heuristics have been suggested for dealing with cases (a) and (b) and 
their performances for an illustrative example will be explored in this section. The 
simultaneous training of the centres and spreads is a complex optimisation problem and 
will be deferred to section 4.5.
4.4.1 -  A .priori selection of spreads for given centres
A number of heuristics have been proposed for the selection of the Generalised RBF 
networks with specified centres. Haykin [1999] suggests the following heuristic for 
isotropic spreads of the Generalised RBF network,
(15)
where M  is the number of hidden neurones and d is the maximum distance between the 
centres. Moody and Darken [1989] proposed the global first nearest neighbour heuristic 
as,
<* = { ) (16) 
where Atap  is the Euclidean distance between centre (a) and its nearest neighbour ((3)
and( ) indicates the global average over all such pairs. Leonard et al [1992] used a P 
nearest neighbour heuristic for the selection of the RBF spreads. The optimum values of
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P and M  were computed via the S-fold cross validation technique [Schenlcer and 
Agarwal, 1996]. Kuo and Melsheimer [1994] compared the performance of the “global 
tM>o nearest neighbour” heuristic with the estimation of the optimal isotropic spreads of 
RBF networks via Genetic algorithm in the absence of regularisation. Tao [1993] 
introduced the isotropic basic spread as the averaged distance between the centres and 
the centres of its two nearest neighbours. Various percentages of this basic spread can be 
used. In a similar approach, Yingwei et al [1998] used a fraction of the distance between 
each centre and its nearest neighbour as the isotropic spread of that centre. Maffezzoni 
and Gubian [1995b] proposed that the isotropic spreads of each centre should be 
computed as the average distance of the training exemplars form that centre. Kieman et 
al. [1996] computed the isotropic spread of each centre as the mean distance of that 
centre to it’s nearest j  centres.
It is also possible to develop simple heuristics for a network with diagonal rather than 
isotropic spreads. As a simple procedure, the spreads in each dimension maybe selected 
as the standard deviation of the training exemplars,
H
[77 -  V
r . \ x i,p ~ X P )
i=1
N
for j  = 1,2,..., M (17)
This heuristic leads to different values for the spreads in each input dimension but equal 
spreads are assigned to all centres for a given input dimension. As an alternative for a 
network with specified centres, the spreads in each input dimension can be taken as,
r U p - ' j J/=l
N
for y = 1,2,..., Af (18)
156
This results in different values of g  j k for different centres.
For all of the above heuristics the centres are assumed given and the spreads are 
computed once and then kept fixed during the calculation of the synaptic weights. It is of 
course also possible to keep the centres fixed and perform a stepwise or simultaneous 
optimisation of the spreads and the synaptic weights. We shall have more to say on this in 
section 4.5, which considers the full optimisation of the centres, spreads and synaptic 
weights.
4.4.2 -  A priori and supervised selection of centres for given spreads
Given the spreads of the radial basis functions, the centres of a Generalised RBF 
network can be chosen using an unsupervised (self-organised) procedure which does not 
rely on the measured output values. Well-known unsupervised procedures for centre 
selection include:
a) Pre-specified centres: the network centres are placed a priori via some simple 
heuristic. For example they are evenly distributed across the input domain or they are 
selected at random from the training exemplars. Once selected, the centres remain 
fixed through the rest of the learning process.
b) Self-organised selection o f the centres: the optimum locations of the network centres 
are selected based on the distribution of the data in the input space regardless of the 
measured output values. The standard k-nearest-neighboar Clustering Algorithm is a 
major example of this approach. Once selected, the centres remain fixed through the 
rest of the training.
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In a more sophisticated approach we may consider the supervised selection of the 
centres. The optimum positions of the network centres are now considered a function of 
both the inputs and the measured outputs. The Orthogonal Least Squares (OLS) algorithm 
is one example of supervised selection of the Generalised RBF network’s centres. It is of 
course also possible to keep the spreads fixed and perform a stepwise or simultaneous 
optimisation of the centres and synaptic weights. We shall consider the simultaneous 
optimisation of centres, spreads and weights in section 4.5.
4.4.3 Results for an illustrative example
The next few subsections present the results obtained for an illustrative example using 
the various simple heuristics and a priori procedures available. These provide the 
comparison basis for the more sophisticated learning strategies presented in section 4.5. 
The example used throughout this chapter is the same as that included in chapter 3 and 
involves the reconstruction of the underlying surface from a set of 100 noisy exemplars 
shown in Figure 4.2.
Figure 4.2 -  True surface and 100 noisy training exemplars.
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4.4.3.1- Pre-specified Selection of Centres
Given the spreads q_ A s, the centres may be chosen to be uniformly {evenly)
distributed throughout the whole input space. The performance of this simple heuristic 
for M  = 9 and M  = 49 evenly spaced centres and different choices of spreads is shown 
in Figures 4.3 and 4.4. The spreads were calculated for isotropic spreads by equation 
(15), (16) or for diagonal spreads using equation (18).
Figure 4.3 shows the generalisation performance in the absence of regularisation and 
Figure 4.4 illustrates the performance obtained at the optimum level of regularisation. In 
each case, the optimal value of the regularisation parameter was computed by minimising 
the cross validation (CV) criterion using the generalised singular value decomposition 
(GSVD) technique. Figure 4.3 clearly shows the over-smoothing effect caused by 
decreasing the number of centres from M = 49 to M = 9 . In the absence of 
regularisation neither of the isotropic heuristics (15) or (16) is capable of capturing the 
essential features of the underlying surface, see Figure 4.3. In contrast, heuristic (18) for 
diagonal spreads with M = 49 recognises the general features of the underlying surface 
but is too oscillatory without regularisation. Figure 4.4 shows that regularisation has little 
effect for a small number of centres M ~  9. For a large number of centres, M =  49, and an 
optimum level of regularisation all three heuristics recognise the general features of the 
underlying surface, compare Figures 4.2 & 4.4, with heuristic (18) performing marginally 
better.
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Figure 4.3 -  Performance of Generalised RBF networks with Equi-spaced centres.
(No Regularisation)
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Figure 4.4 -  Performance of Generalised RBF networks with Equi-spaced centres.
(with optimum level of regularisation)
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Figures 4.5 and 4.6 present the results obtained for M = 10 and M  = 50 centres 
selected at random from the 100 training exemplars. The spreads were again computed 
using heuristics (15), (16) and (18) as indicated on the diagrams. The optimal level of 
regularisation was obtained by minimising the cross validation criterion. Figure 4.5 
shows that the random selection of the Generalised RBF centres performs better than 
equispaced centres when the number centres is relatively small (M  = 10). This is in 
keeping with Haykin’s comment [Haykin, 1999] that random selection of the Generalised 
RBF centres from the training exemplars acts as some sort of regularisation. For this 
example, the isotropic spreads computed via equation (15) provide a better performance 
for a limited number of centres, M  - 10, while the heuristic (18) for the calculation of 
the diagonal spreads is superior for a large number of centres, M  = 50.
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Figure 4.5 -  performances of Generalised RBF networks with random centres.
(Without regularisation).
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M  = 10, X* =0.16, Eq.{ 15) M  = 50, A* =0.54, £ 4 .(15)
F igure  4.6 -  performances of the Generalised RBF networks with random centres
(With optimum level of regularisation)
M  = 10, A* = 0 .3 7 , £ g .(l 6)
M  = 10, A* = 0 .1 7 , £</.(! 8)
M  = 50, A* = 0.1 , £<7.(18)
1 -01.0
M  = 50. A = 0 .28 , £<7.(16)
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4.43.2 -  Self Organised Selection of Centres
For a given set of exemplars, the centres may be chosen in a self-organised way 
which recognises any data clusters in the input space and attempts to place the centres 
within these clusters. Moody and Darken [1989] have presented a simple technique 
which can be applied either adaptively or in a batch mode. In the adaptive approach, 
M  initial centres are selected at random from the training exemplars. At each step of 
the adaptation an exemplar (x i) is selected at random and the nearest centre to it t j  is
moved by an amount,
Afy =^7(*/-fy)  (19)
where rj is a small positive constant. This simple procedure is then repeated until the 
centres cease to move. To illustrate various aspects of the self-organised algorithm, 
one hundred input exemplars were randomly generated within five distinct clusters 
{N\ =5, N 2  =10, N 2 =20, V4 =30, N$ =35} with equal radii and centres at
Cj = (0.1,0.1), C2 = (0.1,0.9), C3 = (0.9,0.1), C4 = (0.9,0.9) and C5 = (0.5,0.5).
Figure 4.7 gives two examples of the trajectories showing the movement of the RBF 
network centres (M=5) from initial positions selected at random to their final 
destinations. This simple algorithm recognises well the clusters in the input space and 
positions the network centres approximately in the middle of the clusters. Our 
simulations show that the initial position of the centres is not practically important for 
large clusters but small clusters (with less than about 5 percent of the total exemplars) 
are sensitive to the initial position of the centres. If initially a centre is not selected 
within these small clusters there is a chance that larger clusters dominate the smaller 
ones and attract all the centres. This is demonstrated by the trajectories shown in 
Figure 4.8 with the smallest cluster at the bottom left not attracting a centre. Our
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observations also show that the adaptive clustering algorithm rarely positions the 
centres between (or outside) the input clusters.
X Training data Initial centres o Final centres x  Training data Initial centres o Final cebtres
Figure 4.7 -  Selecting the RBF centres via the Adaptive clustering algorithm (M  = 5)
x Training data Initial centres o Final centres
Figure 4.8 -  Larger clusters dominating the smaller one in the Adaptive clustering algorithm
(A/ = 5).
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A major drawback of the adaptive technique is that the number of trials (random 
selections) for convergence can not be established a priori. An alternative batch 
procedure was also suggested by Moody and Darken [1989] to overcome this 
drawback. The so-called &-means clustering algorithm computes a set of k centres 
which minimise the following merit function,
k N  2
I  Z ^ l  t j - x ,  I (20)
j=\ l=l
where, K represents the total squared distance in the input space between the N  
training exemplars (x ;. ; i=l,2,...,N  ) and the nearest of the k centres to each
exemplar. Myx is defined as a cluster membership function (with 0 and 1 entries) and
identifies the centre to which a given exemplar belongs. The minimisation of (20) can 
be performed by any multidimensional optimisation method. We have used a variety 
of optimisation techniques including the first order gradient descent method, the 
Powell method, the Conjugate Gradient technique and the Variable Metric method 
with good results. The merit function (20) is convex and hence unimodel and most 
optimisation techniques perform well on finding that single minimum. Figure 4.9 
compares the final position of the five RBF network centres obtained by the batch and 
adaptive methods using various optimisation techniques. Initial centres were selected 
at random from the training exemplars and the adaptive and the batch methods 
converged to the same final positions.
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A Powell O Conj. Grad. 4 Var. Metric
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Figure 4.9 - Comparison of adaptive and batch k means clustering 
algorithms using different optimisation techniques.
Figure 4.10 illustrates the performance of two Generalised RBF networks with 
M  = 10 and M  -  50 centres selected by the adaptive clustering algorithms using 
various choices of spreads in the absence of regularisation. Figure 4.11 shows the 
results obtained at the optimum level of regularisation. Initial centres were selected at 
random from the training exemplars and the number of iterations for the adaptive 
method was sufficiently large to ensure convergence. The results obtained indicate 
that for our illustrative example there is no specific improvement in the generalisation 
performance of the RBF networks compared to the much simpler random selection of 
the centres.
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M  = 10, A = 0, £ 7 .(15) M  = 50, A = 0, £ 7.(15)
2.0 
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M  = 10, A = 0, £ 7 .(16) M = 50. A = 0. Ea.(\6 )
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M =  10, X = 0£ 9 .(18) M  =50, X = 0, £9 .(18)
06 08 1F  -  “
Figure 4.10-  Performance of Generalised RBF networks with centres selected 
via the adaptive clustering method without regularisation( 7  = 0.05).
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A /= 10, X* = 0.25, £4.(15) AT = 50. A* = 0.37, £<7.(15)
Figure 4.10 -  Performance of Generalised RBF networks with centres selected via 
the adaptive method at optimum regularisation level (77 = 0.05).
AT = 10. X* = 0.25, £ 4 .(16)
AT = 50, A* = 0.72, £4 .(18)
AT = 50, A = 0.25, £<7.(16)
AT = 10. A* =0.31, £ 4 .(18)
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4.4.4 -  Supervised Selection of Centres
All the procedures examined so far were for an RBF network of a known size. The 
optimum number of centres must then be computed via other methods such as cross 
validation or pruning algorithms. The Orthogonal Least Square (OLS) algorithm first 
applied by Chen et al [1991] chooses the RBF centres as a subset of the training 
exemplars one by one until an adequate network has been constructed. The form of 
the radial basis functions and their widths are known and kept fixed during the 
learning process. Chen et al [1991] claim that the OLS method although 
computationally more demanding provide a network with minimal number of 
neurones. Sherstinsky and Picard [1996] argued against the efficiency of the OLS 
algorithm and provided some examples where it does not produce the smallest 
possible network for a given approximation error. Nonetheless, the OLS algorithm 
represents a first attempt at combining model selection and learning and tuning 
procedures and merits a closer look.
Consider the solution of the regularisation network,
F(x)=  Z  WjG(x;x,)  (21)
7=1
Applying this equation for each exemplar *,-,/ = 1,2,.... , N  yields a system,
y\ G(x,;x,) g (x[;x2) ••• g <2i ;2jv) ’ \  ’
T2 — g(x 2 -x,) G(x2;jc2) ••• G(x2 \ xN) w2 + e 2
_6(xyv;X]) g  ■• g (x n ;xn ) 1 i _eN_
where e-t is the mismatch between the network prediction and the measured value for
ththe i exemplar. Each column of the matrix G is referred to as a regressor and the 
system (22) can be expressed as,
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where y  = [yh y2, yv = [wh w2, ,wN f , e = [eb e2, ,eN f  and G is a
matrix with the column partitioning,
G = l g p 8 2 ’—’g N l (24)
with the j th column (regressor) given by,
S j  = [G(x\>Xj\G(x2 , X j \  ,G(xN ,Xj)]T (25)
All the regressors can be evaluated and stored up front and form a candidate set of 
regressors. Selecting the appropriate set of RBF centres via the OLS algorithm is 
equivalent to the selection of a subset of significant regressors from this candidate set. 
In the OLS method an attempt is made to build an orthogonal decomposition of the 
matrix G,
G = QR (26)
where R is an NxN  upper triangular matrix with diagonal elements of unity and Q is 
an N x N  matrix with orthogonal columns. Chen et al [1991] used the classical Gram- 
Schmidt procedure to compute one column of £  at a time and find the corresponding 
column of the matrix Q afterwards. At the first step, the regressor which has the 
maximum error reduction ratio, which is defined as,
T Ty S : g , y
[«"•]/ = ~ r  r ~  ’ i=1’2’ ”'>N  ’ (27)
ILi lil I
is selected as the first column of Q. On the k th step (k > 1), the k th column of matrix 
0  is constructed to be orthogonal to the previously selected columns with maximum
error reduction ratio. The procedure is terminated at the M s th step when,
y  = Gw + e (23)
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Ms
7=1
1-  £  [err]j < p  (28)
with 0 < p  < 1 a user specified tolerance. Chen et al [1991] recommended that the
2 2 2tolerance p  is selected as the ratio &£ / cr v, where cr  ^ is the variance of the residuals
9and cr v is the variance of the measured outputs. The latter variance is known for a
given training set but the variance of the residuals is unknown. However, an estimate
of <jy can be computed during the learning process. Figure 4.12 shows the progress
of the OLS technique for the illustrative example of Figure 4.2 for different types of
basis functions.
Gaussian  Thin plate spline Muhiquadrics  Inverse multiquadrics
Figure 4.12 - Effect of shape of the non-linearity on the tolerance (p).
Figure 4.13 illustrates the generalisation performance of the Generalised RBF 
networks with the centres selected via the OLS algorithm for different values of
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spreads using isotropic Gaussian basis functions with and without regularisation. For 
comparison purposes, a tolerances of p  = 0.05 was used for all cases considered. The 
results in Figure 4.13 indicate that the OLS algorithm requires relatively large number 
of centres to produce a reliable performance with an appropriate choice of spreads and 
an optimal level of regularisation.
AT = 40. A = 0, £4 .(15)
AT =40. A =0.2, £4 .(15)
AT = 45, A = 0, £ 4 .(16)
AT = 45, A* =0.06, £ 4 .(16)
Figure 4.13 -  Performance of Generalised RBF networks with centres selected 
via the OLS algorithm and isotropic spreads ( p  = 0.05).
(a): no regularisation
(b): optimal level of regularisation
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4.5 -  Training of Generalised RBF networks viewed as an optimisation problem
The training of a Generalised RBF network can be viewed as the minimisation of the 
following merit function,
min 3 (F(w,T,X) = “ (y-GwWy-Gwj+^Aw^Gow (29)
w,r,z, 1  “ 1
where w = [vq,w2, . . . , * s the linear weights vector, T is the M x p  matrix of the 
RBF centres, X is the M  x p x  p  tensor of the Generalised RBF variance-covariance 
matrices and A establishes the level of regularisation. The direct minimisation of (29) 
with respect to w, T , X and the selection of the appropriate regularisation level A 
constitutes a highly non-linear and difficult problem and is not a practical proposition. 
There are two basic procedures for tackling this difficult problem which are considered 
below. The first approach employs a hierarchical methodology for the simultaneous 
optimisation of the linear and non-linear parameters. The second approach handles the 
optimisation problem sequentially by optimising the neurones one at a time. In both 
procedures the appropriate level of regularisation is determined by minimising the leave 
one out cross validation (CV) criterion as described in Chapter 2.
4.5.1 -  Hierarchical simultaneous optimisation of Generalised RBF networks
Instead of direct minimisation of (29) with respect to w , T , and X , which constitutes 
a highly non-linear and difficult problem, we may take advantage of the fact that the 
synaptic weights w appear linearly in (29) and adopt the following hierarchical 
approach:
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51) For fixed T and Z  (i.e. G and G0) find the optimal A and wA* from,
min 3(F(w)) = /(y  -  Gw]^(y -  G w )+/A  (30)
W — ^
using the leave one out cross validation criterion.
52) With w = wA*, find improved T and Z  from,
min 3 (F ( r ,Z )  = ^ ( y - G w / f ^ - G w /l*) (31)
53) Repeat steps SI and S2 until the non-linear parameters T and Z  cease to change.
The minimisation in step SI presents no difficulty. For given non-linear parameters,
the optimal level of regularisation A* and the corresponding synaptic weight wA* is
obtained by minimising the leave one out cross validation (CV) criterion. Efficient and 
stable methods employing the generalised singular value decomposition (GSVD) were 
developed in this study and can be used to good effect.
The major difficulty is in the computation of the optimal non-linear parameters T and 
Z  in step S2. The non-linear objective function (31) can be re-written as,
3 (hr,T)) = \ { y - G ^ } { y -  g ™a'  )
N M
= X(>7 “  £**V G ixp t j ,Z / 1)) (32)
mm - -
t t  = X o < - X w/ ;g (2 /;o> £/
1 /=1 j =1 J
N o
= E e?
/=1
Minimisation of (32) can be performed using various optimisation techniques ranging 
from the simple first order gradient descent method to the more advanced higher order
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techniques such as modified Newton, Gauss Newton, Modified Gauss Newton or 
Levenberg -  Marquardt methods. All of these optimisation techniques are, however, only 
capable of finding a local minimum of the objective function (32). For illustration 
purposes we shall use the gradient descent method with a controlled step-size to optimise 
a Generalised RBF network with diagonal spreads.
The Gaussian basis function with a diagonal norm-weighting matrix is given by,
and the gradients of the merit function (32) with respect to the non-linear parameters tkj  
and oyCj/ , can be expressed as:
ci) Gradients with respect to centre tkj
(3)
^ lt,l l — i -~K,l
with:
(35)
b) Gradients with respect to spread a kj
d°K,l 1 = 1
with:
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d
^(|j xi ik I q )
Improved values of tkj  and <jkj  are obtained using the following first order update 
formulas:
where, ij\ and r]2  are learning rate parameters. The learning rate parameters should be
rate parameters lead to tedious and slow learning. A step-length control mechanism is 
therefore essential to ensure both stable and quick training. A simple step-length control 
mechanism was used to satisfy these contradictory requirements. The hierarchical 
optimisation procedure can be arranged in alternative ways. For example, we may iterate 
step S2 to convergence before re-applying step SI. Our results indicate that such a 
procedure freezes the non-linear parameters and affects the overall convergence 
adversely. The best results were obtained by using a single update in step S2 and reusing 
the updated value in step S1 immediately. This ensures that the synaptic weights w f  do 
not change appreciably between iterations and yields a faster and more stable algorithm.
The performance of the above procedure for the illustrative example of Figure 4.2 
was considered for two networks with M = 5 and M -10  centres and diagonal spreads. 
Initial centres were selected via the adaptive k-means clustering algorithm [Moody and
dtkjin)
(39)
small to ensure the stability of the iterative procedure. On the other hand, small learning
178
Darken, 1989] and the initial spreads were computed via heuristic (18). For comparison 
purposes the optimisation loop was interrupted after 20000 iterations for all cases. 
Figures 4.14 and 4.15 show: (a) the true surface, (b) the initial predictions, (c) the final 
prediction without regularisation and (d) the final prediction with optimal regularisation 
for M -  5 and M  = 10 respectively.
b) Initial centres and spreads
2 0
1.5
1.0
I l k
m l
0.5
3 0.6 0.4 0.2 0
0 2 0.4 0 4 ° '20.6 q g
0 8 1.01.0 0 8
c) Final results, no regularisation d) Final results, regularised
2.0
1.5
1.0
0.5
0
-0.5
0 6    0 6
0 8 1.01.0 0 8
0 4 0 6 0 6 0 4 
0 8  1. 01.0  0  8
Figure 4.14 -  Generalisation performance of Generalised RBF networks using simultaneous 
optimisation of the non-linear parameters via the gradient descent method.
(A/ = 5 neurones, diagonal spreads)
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a) True response b) Initial centres and spreads
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c) Final results, no regularisation
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Figure 4.15 -  Generalisation performance of Generalised RBF networks using simultaneous 
optimisation of the non-linear parameters via the gradient descent method.
(AT = 10 neurones, diagonal spreads)
d) Final results, regularised
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Figures 4.14 and 4.15 clearly illustrate that optimising the non-linear parameters 
provides substantial improvement in the generalisation performance of a Generalised 
RBF network. A major draw back to the gradient descent method is the slow speed of 
training. Executing 20000 iterations for a regularised network with M  -  10 neurones and 
diagonal spreads took 4.3 hours on a Pentium II (300 MHz) machine. We may resort to 
higher order non-linear optimisation methods to speed up the training but such methods 
are, in general, less stable than the gradient descent technique. Improving the speed of 
training, particularly for large networks, demands a different approach which is 
considered next.
4.5.2 - Sequential optimisation of Generalised RBF networks
The hierarchical simultaneous optimisation of the RBF network parameters leads to a 
substantially better performance with a small number of neurones. However, the number 
of parameters increases rapidly with the number of neurones. For the general case of a 
network with full norm weighting matrices, the number of parameters to be optimised is
M{p +p +1), where M  is the number of centres and p  is the dimension of the input 
space. For modest values of M=20 and p=5, the number of parameters to be optimised is 
more than six hundred. The gradient descent technique is not appropriate for the 
simultaneous optimisation of such a large number of parameters and proves too time 
consuming. In an alternative approach, the optimisation of the non-linear parameters may 
be handled sequentially by considering one neurone at a time. At each stage, the
• ♦ * 9optimisation is then reduced to the determination of (p + p  +1) parameters which is 
more manageable.
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Zhang and Morris [1998] proposed a general sequential orthogonal approach for 
building up and training a single hidden layer neural network. The procedure starts with a 
single hidden neurone and sequentially increases the number of hidden neurones until the
model error is sufficiently small. For a given set of y -  [y\,y2, an<^  a network
• Twith M  neurones, the network residuals e = \e\,e2, ,eyy] are given by,
y = l + * M
~ G w  + eM (40)
M
= I  ™j gj +ZM  
M
where we have partitioned the Green’s matrix as G = [glSg 2, Efluat*on (^0)
can be considered in a sequential way as,
y = w\gx +ex (41)
ex =w 2 g 2 +e2  (42)
* n - \=wngn +Zn
...................................................................................... (43)
-M -1 = wM S m +^M
which enables a sequential approach to the optimisation of the network. The first neurone 
is used to model the relationship between input and output data. Additional neurones are 
introduced to model the relationship between the input data and the model residuals. In 
Zhang and Morris’s approach [1998] the performance of the network is assessed against a
set of test data after the addition of each new neurone and the procedure terminates when
no significant improvement can be obtained.
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The contribution of the nth neurone to the overall response, wng n > may be
decomposed into two parts. This is achieved by splitting the vector g  into two
components: one which is in the space spanned by all the neurones added so far, i.e. 
g ]>g2 ’”->8 n ancl an°ther which is orthogonal to this space which will be denoted by
Rn . This allows us to express the relation between en and en_^  as,
Z„ -1 = wnRn +wn(gn - Rn) + en (44)
The new information introduced by the nth neurone is contained in wnRn and the
objective is to maximise this information by adjusting the parameters of the nth neurone. 
The contribution wn(gn ~ Rn) lies in the space spanned by g 1,£ 2v-»£w_1 and can be
accommodated by adjusting the weights v^,W2 ,...,wn_ |, after th<S optimisation step. For 
the purpose of optimisation, therefore, we need only consider,
en- \= w „ R n +en (45)
It is clear from (45) that:
|| -n 1 (~/i—1 ~^n~n)  (§.n—\
= ? L i? „ - i - 2  kv„eT„_xRn +w(46)
= 1 Sn-If - ^ neTnRn f
Noting that the first term is fixed and the last term is positive, the task is reduced to 
finding a neurone such that its corresponding Rn is most aligned with en_x. This is
achieved by adjusting wn  ^ tn and such that,
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min 3 W = || en 
wn> In’ -^'77
i2
(47)
The efficient implementation of the above sequential training requires the efficient 
calculation of a set of orthogonal bases R\,R 2 >—>Rn> fc>r the space spanned by
. A number of techniques are available for the stepwise construction of
orthogonal bases for a matrix, notably the classical and modified Gram-Schmidt 
orthogonalisation methods [Press et al, 1992; Golub and Van Loan, 1996], Zhang and 
Morris [1998] employed the classical Gram-Schmidt orthogonalisation method for the 
ease in calculating the network error gradients.
Minimisation of (47) with respect to wn is simply carried out by applying the 
optimality condition as,
The optimal values of the non-linear parameters t_n and can be computed using a
variety of non-linear optimisation methods. Zhang and Morris [1998] employed the 
Levenberg-Marquadt optimisation technique for this purpose. Once the training 
procedure is terminated, the output layer weights of the neurones must be readjusted in 
order to accommodate the effects of the wn(Sn ~ Z n) terms. Zhang and Moms [1998]
used the OLS method to readjust the weights at termination.
= -2  eTn_xR„ + 2wnRTn Rn = aniln—n (48)
(49)
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The crucial importance of regularisation for improving the generalisation 
performance of Generalised RBF networks with noisy data was also recognised by Zhang 
and Morris [1998]. To accommodate regularisation, they suggested the addition of a term 
to the objective function (47),
2 Amin {„ ,£„) = | en || + — —
RTn Kn (50)
in’ Zin
to penalise very small values of || Rn ||. They recommended that the entire procedure is
executed for several different values of the regularisation parameter A and the 
appropriate level of regularisation is chosen a posteriori. This can prove to be too time 
consuming and is perhaps the weakest link in the otherwise excellent algorithm of Zhang 
and Morris [1998]. The orthogonal sequential algorithm summarised below draws heavily 
on the procedure of Zhang and Morris [1998] but enables the automatic selection of the 
regularisation level A using the leave one out cross validation technique developed in 
this study. Its main difference with the procedure of Zhang and Morris [1998] is that the 
number of neurones M  is fixed before hand. The entire procedure is run for several 
different values of M  making full use of the powerful leave one out cross validation 
technique to select the appropriate level of regularisation automatically. The final model 
is chosen as the optimally regularised models providing the best compromise between 
model complexity and model accuracy.
The major steps of the orthogonal sequential algorithm developed in this study are 
summarised below:
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50) Select the number of neurones M  and set eQ = y
51) Initialise the first neurone: rf and Z?
k=0
Repeat
Calculate g *
Set Rk = g k
(R‘
Until convergence
£l -  £o ~ wl^ i
S2) For n=2,...,M
Initialise the ntn neurone: rJJ and ZJJ
k=0 
Repeat
Calculate —n
Use Gram-Schmidt orthogonalisation procedure to find£^
(Rn Rn)
tk ^ =t k _  S 4  
"  »*
y/c+1 _ y k „  3 Jn
a Z A
k=k+l 
Until convergence
*/» = i n - \ ~ wnFn
cftJ find the optimal regularisation level /Cn and adjust the synaptic weights
by minimising the leave one out cross validation criterion.
„ * *nr recalculate e\ , ,en
End for
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The steps indicated by ‘IN are new to the procedure of Zhang and Morris [1998] and 
deserve further comment. The regularisation procedure suggested by Zhang and Morris 
[1998] is in effect similar to a type of ridge regression which attempts to penalise large 
synaptic weights. We have already demonstrated in Chapters 2 and 3 that a wide range of 
more efficient regularisation procedures are available. The sequential orthogonal 
algorithm developed here make use of the regularisation procedure outlined in section 4.2 
which is a natural and efficient choice for Generalised RBF networks with known non­
linear parameters.
Figure 4.16 shows the generalisation performance of the above sequential algorithm 
for Generalised RBF networks with an isotropic spread applied to the illustrative example 
of Figure 4.2. The initial centres were selected via the adaptive k-means clustering 
algorithm and heuristic (15) was used to initialise the isotropic spreads. The modified 
Newton optimisation program [Gill and Murray, 1997] was used in place of the gradient 
descent method to obtain the optimal non-linear parameters at each sequential stage. The 
optimum level of regularisation was computed by minimising the cross validation 
criterion. The sequential orthogonal algorithm is much faster than the hierarchical 
simultaneous optimisation of the non-linear parameters. In the case of a Generalised RBF 
network with M -  10 neurones and isotropic spreads the sequential orthogonal algorithm 
required 54 seconds on a Pentium II 300 MHz compared to 4.3 hours required by the 
simultaneous optimisation method of section 4.5.1.
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M  = 5, No Re gularisation M  = 5, Optimum Rq gularisation
M = 10. No Re gularisation M = 10, Optimum Re gularisation
0.6 0 6 
0  8 1 . 0 1 .0  0  8
Figure 4.16 -  Generalisation performances of the sequential orthogonal algorithm
for training the Generalised RBF networks with isotropic spreads.
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4.5.2.1 - Sequential back-fit algorithm for constructing the entire RBF network
A major difficulty with the orthogonalisation procedure is that the nth neurone is 
optimised with the non-linear parameters of neurones 1 to n - 1 (i.e. the basis vectors 
n_j) considered fixed. This enables us to use the highly efficient Gram-
Schmidt orthogonalisation procedure [Press et al, 1992; Golub and Van Loan, 1996] to 
determine g . It must be recognised however that by freezing the non-linear parameters
of neurones 1 to n -1 ,  we preclude the possibility of a better network with n neurones 
but free non-linear parameters. This situation can be avoided, at the expense of increased 
computational cost, by resorting to a sequential back-fit algorithm which avoids the use 
of orthogonalisation. In this approach the neurones are optimised one at a time but an 
opportunity is made to readjust the parameters of previously optimised neurones. The 
optimal level of regularisation and the linear weights of the entire Generalised RBF 
network are again calculated via minimisation of the leave one out cross validation 
criterion.
At each inner step of the back-fit procedure, the non-linear parameters of the j th 
neurone are adjusted to describe the residual error of all other neurones as closely as 
possible. That is we consider the minimisation of the objective,
i |2 = 2 ^ j _W7 l 3  (51)
-j J
where the r ■ represents the model residuals excluding the j th neurone and is given by,
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\M
Lj=y-  X (w *gJ>  j= \ , 2 , .. .,M (52)
“  k = 1 ~ K
k^j
The entire back-fit procedure can be summarised as follows,
51) Select the number of neurones ( M ) and initialise the centres and the spreads of the 
entire Generalised RBF network.
52) Do (back-fit loop)
Check termination criteria, exit back-fit loop if termination criteria are satisfied 
Do j  =
find the optimal regularisation level Xn and adjust the synaptic weights 
b
w * i»y minimising the leave one out cross validation criterion.1,2 M,X
calculate rj as given by (52)
k=0
Repeat
£+1 k dJ \
£i «£* - 7 - p
dt i
Y'^+l x*k „  d J\Xl = Xl -T)ax?
k=k+l 
Until convergence 
Continue 
Continue
k
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The optimal network structure is selected a posteriori by repeating the above 
sequential back-fit procedure for different values of M. The most suitable network 
structure is chosen as that value of M  providing the best compromise between model 
complexity and model accuracy. In our applications we used the Akaike’s information 
criterion (AIC) which presents a trade off between model accuracy and model complexity 
and may be expressed as,
AIC(x) = N\og(u) + Mx  (53)
Here, N  is the number of training exemplars, v  is the variance of the model residuals, M  
is the number of model parameters which is taken as the number of neurones and x  1S 
the critical value of the chi-square distribution with one degrees of freedom. Leontarities 
and Billings [1987] suggest j  = 4 as a convenient choice which corresponds to a 
significance level of 0.0456.
The performance of the sequential back-fit algorithm for training Generalised RBF 
networks with 5 and 10 neurones and diagonal spreads is shown in Figure 4.17. Initial 
centres were selected via the adaptive k-means clustering algorithm and heuristic (18) 
was used to initialise the spreads. The modified Newton optimisation program [Gill and 
Murray, 1997] was used in place of the gradient descent method in the inner loop. The 
optimum level of regularisation at each stage was computed by minimising the leave one 
out cross validation criterion using the generalised singular value decomposition (GSVD) 
technique. The promising generalisation performance of the sequential back-fit algorithm 
is shown clearly in Figure 4.17. The algorithm is relatively fast and for a fully regularised
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network with M = 10 neurones requires about 23 minutes on a Pentium II 300 MHz 
compared to 4.3 hours required by the simultaneous optimisation method of section 4.5.1.
Figure 4.17 -  Generalisation performances of the sequential back-fit algorithm for
5 and 10 neurones with different levels of regularisation.
M = 5 , Full Regularisation
2.0
1.5
1.0 
0.5 
0
-0.5
M = 5 , No Regularisation M  = 10, No Regularisation
M  = 10, Full Regularisation
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Figure 4.18 shows the variation of the Akaike’s information criterion (53) for % -  4 with 
the number of neurones. Figure 4.19 compares the generalisation performances of the 
Generalised RBF networks corresponding to minima of the AIC curve with and without 
regularisation. The excellent performance of the sequential back-fit algorithm is 
highlighted by the fact that a faithful reconstruction of the true surface is obtained with 
only 2 neurones using 100 noisy data points.
Figure 4.18 -  Variation of the Akiake’s information criterion (AIC) with the number 
of hidden neurones of the Generalised RBF network.
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Figure 4.19 -  Generalisation performances of the sequential back-fit algorithm for the networks
corresponding to the minima of the AIC curve with and without regularisation.
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4.6 - A Steady State Isothermal Continuous Stirred Tank Reactor
We close this chapter with the application of the sequential back-fit algorithm to a 
simple chemical engineering process. The process is taken as a steady state, isothermal, 
constant volume ideal continuous stirred tank reactor in which a reactant A is converted 
to a product R.
Figure 4.20 -  Schematic representation of a CSTR for the reaction A <==> R
The concentration of the product CRq leaving this reactor is a function of the inlet
concentrations CA. , CR. , the reactor temperature T0 and the reactor residence time r  :
CRo= f ( C A. ,CRl,T0 ,T) (54)
We assume that the kinetics of the reaction are unknown and the only information 
available is several direct measurements of the input and output variables. The objective 
is to train a neural network to predict the functional relationship in (54) based on this 
limited and noisy data set. For the purpose of illustration, we shall assume that the data is
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taken at a fixed and known residence time r , and the reactor feed contains no product, 
Cr = 0. This gives a 3D problem which helps in visualising the results.
Synthetic experimental data was simulated for a fixed residence time of r = 60 s and a 
feed of pure A for the following first order reversible reaction:
kf
A R (55)
kr
with
7 c 1 r\3  r 5033 _ik f  =5x10 exp[ ] 5 (56)
T
a 7549 _i kr =1x10 exp[— — ] s (57)
The steady state mass balance on this reactor reduces to,
r k  f
CR =  L CA. (58)
R° (1 +  T(kf + k r )) A‘
Figure 4.21 shows the surface of CRq as a function of and T0 in the range
0 < CA. < 1 and 0.3< %qqq ^ 1 • The training data were obtained by adding random
Gaussian deviates of spread 0.2 to the true surface at 100 randomly chosen points and are 
also shown on Figure 4.21.
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Figure 4.21 - The 100 random noisy data and the true dependence of Cr  on C 4 and T0 .
The sequential back-fit training algorithm was employed to train Gaussian RBF 
networks with a different number of neurones. Initial centres were selected via the 
adaptive Ameans clustering algorithm and the initial spreads were computed using the 
diagonal heuristic (18). Figure 4.22 illustrates the variations of the Akaike’s information 
criterion (53) with the number of the neurones for the converged networks. Figure 4.23 
compares the true underlying surface and the prediction of a Generalised RBF network 
with M  -  5 corresponding to the minimum of the AIC. It is evident that the sequential 
back-fit algorithm produces a small network (AT = 5) with reliable predictions over the 
entire input domain.
197
Figure 4.22 - Variations of the Akaike’s information criterion (AIC) with the 
number of neurones of the converged Generalised RBF networks.
True surface Predictions
0.6
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0.2
1 0 0 9 0 8 0 7 0.6 0.5 0.4 0%
0.5
0.6
0.4
0.2
1'0 ° '9 0,8 ° -7 0 6 0.5 0.4 o.%
Figure 4.23 -  Comparison of the true response and the predictions of the optimal
Generalised RBF network trained by the sequential back-fit algorithm 
*
(M  = 5 , fully regularised).
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4.7- Conclusions
The one-to-one correspondence between the number of hidden neurones of the 
Regularisation network and the number of data points (N  ) can prove troublesome. The
computational burden of a Regularisation network grows as jV° and may prove 
prohibitive for large data sets. The so-called Generalised RBF network breaks this one-to- 
one correspondence and searches for a sub-optimal solution in a lower dimensional space 
with respect to the number of hidden layer neurones. This is achieved by using a smaller 
number of neurones ( M «  N ) and distinguishing between the training exemplars and 
the hidden neurones of the RBF network. The reduction in the number of hidden 
neurones inevitably limits the approximation power of the network and the training of a 
Generalised RBF network reduces to a challenging large-scale optimisation problem 
which has received considerable attention over the past decade. This Chapter started with 
a thorough review of the literature to place this study in the context of the previous work.
The multivariate linear regularisation theory was extended to derive the working 
equations of a Generalised RBF network. For a given network size (M), the training of a 
Generalised RBF network requires the calculation of the synaptic weights, estimation of 
the centres and spreads of the radial basis activation functions and the estimation of the 
level of regularisation. Given the centres, spreads and the level of regularisation, the 
calculation of the linear synaptic weights reduces to the solution of an over-determined 
set of linear equations which can be handled by a variety of efficient and stable 
techniques. The combination of the leave one out cross validation criterion and the 
generalised singular value decomposition as described in Chapter 2 coupled with the use
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of similarity transformation may be used to establish the optimum level of regularisation. 
The major difficulty is the optimisation of the centres and spreads which appear non- 
linearly. A number of heuristics have been proposed to circumvent this large-scale 
optimisation altogether. An illustrative example was used in this chapter to highlight the 
limited reliability of the heuristic approach and the need for a direct solution of the non­
linear optimisation problem.
Several procedures have been developed to optimise the location of the centres of a 
Generalised RBF network with fixed spreads, notably the unsupervised /c-means 
clustering algorithm [Moody and Darken, 1989] and the supervised Orthogonal Least 
Square method [Chen at al, 1991]. In contrast, the optimisation of the spreads which 
determine the width and the orientation of the receptive field of the neurones, has 
received little attention to date. This is largely because the majority of the reported 
applications have concerned problems such as speech and vision recognition, 
classification or time series prediction with very large and dense data sets. The networks 
developed in such cases usually contain many neurones and the details of the receptive 
fields are then less important so long as the entire input domain is adequately covered. In 
applications involving limited and sparse data sets, such as those frequently encountered 
in chemical engineering problems, the networks have a small number of neurones. The 
proper selection of the spreads is crucial to the performance of such small networks.
This chapter was focused on the calculation of the optimal non-linear parameters of a 
Generalised RBF network. In particular, a sequential approach was presented in which
2 0 0
the neurones were optimised one at a time. Two alternatives were considered, in the 
orthogonal sequential approach a neurone once optimised remained fixed. The 
performance of an orthogonal sequential algorithm for training the Generalised RBF 
networks was investigated for an illustrative example. Freezing the optimised neurones 
may lead to a sub-optimal network and a back-fit procedure was adopted to circumvent 
this problem. In particular, a novel sequential back-fit algorithm was developed which 
enabled the optimisation to proceed one neurone at a time without freezing the previously 
optimised neurones. The new algorithm was tested with very promising results and its 
application to a simple chemical engineering process was also considered.
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Chapter 5
Separation of Local and Global Features: Adaptive 
Generalised RBF networks
5.1 - Introduction
In some applications the true surface underlying a noisy data set consists of 
distinctive local and global features. These dual features are interwoven together to form 
the overall behaviour of the underlying process. Existing multivariate regression 
techniques as well as conventional neural networks can only filter out the noise and are 
aimed at recovering the combination of the global and local features. Evidently, 
separation of these dual features can provide further insight about the governing 
mechanisms of the underlying process but few researchers have paid attention to this 
issue. In general, projection based neural networks or RBF networks with a global 
activation function are better suited for recovering gently varying (low frequency) global 
trends. In contrast, sharp (high frequency) local features are more readily captured with 
RBF networks employing localised activation functions. In this chapter, we develop an 
adaptive neural network aimed specifically at separating the local and global features 
embedded in the data set.
2 0 2
Powell [1987a&b] introduced the idea of coupling known order multivariate 
polynomials with traditional radial basis functions for the strict multivariable 
interpolation problem. The basic problem was considered as the reconstruction of a
continuous hyper-surface F(x)  e iR1 in a multidimensional space x  e ^  which satisfies
the interpolation conditions F(x;) = yy, where {x ^ y p  i -  1,2, , N } are a set of distinct
predictors and the corresponding responses (outputs). Powell [1987a] used the following 
model to couple radial basis functions with known order polynomial bases,
F (Xj) — Fioca{(Xj) + Fgi0 bai (xy
N L
= X  wj<Pj(I * / - * /  ||)+ X % ^ a(* /)  ; * = i,2,...,w 
7=1 k=1
Here, F('x) is the overall model or estimate of the truth. The y/k{x) ’s are the bases for
the space of the algebraic polynomials of known degree at most L which construct the
global response T g /^ / (*) • The (pj(x) 's  are a set of radial basis functions (such as
Gaussians or Inverse Multiquadrics) building the local response Fiocai(x). The constants 
Wj and wk represent the linear interpolation coefficients and || . || is intended as the
Euclidean norm. The interpolation conditions F (x /-) = >'/; i  - 1,2, provide N
constraints for the N + L coefficients w\,...,w n ,w\,..,wl . Powell [1987a] employed the 
additional constraints,
N
X w / ^ A : ( * / )  =  0 > *  =  1 , 2 , . . . , I  ( 2 )
/=1
to provide sufficient constraints for the calculation of the N + L linear coefficients. 
Equations (1) and (2) can be combined into a system of linear equations,
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Aw = y (3)
where y  = [y \,y i  »  i 0, 0]' , w = [wh.... wN :  wLf  and the
(TV + L) x (TV + L) matrix A is partitioned as,
A
' CD i 'F'
'VT : 0
with % '  = <Pj(\\ x i ~ Xj ||) ; i = 1,2,...,TV and j  = 1,2,...,TV
(4)
(5)
and ^ik ~ yxkilii) > z = l,2,...,TV /c = l,2,...,£ (6)
Provided that the data points are distinct and the columns of the matrix A* are 
independent, it can be proven that the matrix A turns out to be non-singular for a number 
of radial basis functions [Micchelli, 1986; Powell, 1987a; Haykin 1999], Equation (3) 
then yields a unique solution for the linear coefficients and the function (1) interpolates 
the data exactly.
The basic idea of Powell [1987a] may be modified and applied within the context of 
the multivariate regularisation theory. We recall that the solution of a Generalised RBF 
network is obtained by minimising the regularised functional,
min 3  (FX) = 1  £  (y, -  Fx(x,.))2 + || (x] ||2 (7)
*
where,
M
A t(*)=  E w /G fe C / .a  (8)
7=1
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and G(x\t_j,X) represents the Green’s function corresponding to the operator D . Now,
the regularisation term || D[F\ (x] || is blind to any function which lies in the null space
of the operator D . We may therefore add any number of such functions to F(x) without 
affecting the level of regularisation. With this in mind, we may seek to find an 
approximating function in the form,
M L
h ( x )  = Y Jwj G(X’t j , l l )+  Z  wkVk(x) (9)
y=i /c=i
with each ^ ( x )  lying in the null space of the operator D :
£>!>£(*)] = fc = l,...,£ (10)
This gives us the flexibility to model the local response £/oca/(x) by the first term in (9)
and the global response Fg[obai(x) with the second term in (9) consisting of null space
terms. For example, we may choose the translationally and rotationally invariant operator 
given by equations 3.33 and 3.34 whose Green’s function is the isotropic Gaussian
G(xJ. />£) = exP (11)
All multivariate polynomials of finite degree lie in the null space of such an operator and 
may be chosen to represent the global response. A schematic representation of a 
Generalised RBF network with additional null space terms is shown in Figure 5.1.
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Figure 5.1 - Schematic representation of a Generalised RBF network with null space terms.
5.2 -  Training of a Generalised RBF network with null space terms
We shall now consider the training of the network of Figure 5.1 which includes a 
number of null space terms explicitly. Let us assume for the moment that all the null 
space terms may be combined into a single function y/{x) . We shall relax this restriction 
subsequently without affecting the derivation. We therefore seek a solution of the form,
at
= ' Z wj G( ^ t J ,'L) + H x) (12)
M
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M  9
+ iA  1 D l Y w j G t e i j , I ) ]  f  (13) 
7=1
which minimises the merit function (7) with D[y/(x)] -  0. Substituting (12) in (7) yields
N ( M ^ 2
Ft '='1 J =  1
For a set of given non-linear parameters f ■’s and Z , the first term in (13) can be 
expressed as,
A(w,y/) -  ~ [ y - i p - G w \ T[y - ig -G w ]  (14)
where y  = [y\,y2 , ^  = W(xf),y/(x2 ),...,y/(xNj)r and G is the Greens matrix
with elements,
G i j = G ( x r,tj,  I )  (15)
The second (regularisation) term in (13) may be stated as,
B(w) = i  j  D[F(x)]D[F(x)]dx (16)
Substituting for F2 (x) from (12) and noting that D[y/(x)\ -  0, leads to,
M M
B(w) = ± j  D[J^wjG(xdj,ll)]D[Y,wkG(x-tk ,Z)]dx (17)
93 p y'=l k~\
Using the definition of the adjoint operator D* (see section 3.1.2) we may express (17) 
as,
M M
B(w) = I  J [ Y wj G(.x>tj7)]D D['£wkG(18)
9\P 7=1 k=1
Noting that the Green’s function G(x;f^,Z) satisfies the partial differential equation 
[Courant and Hilbert, 1970],
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D D[G(x,tk„D ]  = $(x-i ic )  (19)
we may write (18) as,
M  M
B(^) = i  (20)
j=\ k=l
Finally, using the sifting property of the Dirac delta function S(x -  tk) we have,
M M
B(il) = ^ X  X  wj wk G ( tk ’i j , Z )  (21)
7=1 k=\
Defining the M x M  matrix G0 by,
(Go ) k j  = G ( ^ ; r y.,Z )  (22)
enables us to express the regularisation term in (13) as,
B(w) = ~ wTG0w (23)
Combining (14) and (23) we may write the regularised merit function (13) as,
min 3(w,^(x)) = ^ [ y - y /  -  Gw]T[y - y / -  Gw] + X wTGa w 
w,V(.x)
(24)
In order to minimise (24) we require some knowledge of the null space term y/{x) 
and three situations can be envisaged: a) the exact form of iy(x) is known, b) the exact 
form of y/(x) is not known but we may approximate it as a linear combination of a set of 
pre-specified basis functions, and c) we have no a priori information about the form of 
^/(x). The first two cases can be readily incorporated within the training machinery of 
Generalised RBF networks and are discussed here. The third case is more complex and its 
development is deferred to section 5.4.
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In the simplest case we may know the exact form of ^ (x ) , in which case the vector 
¥  = WiX\h¥{x 2 ),...ty/ix.N )\ is a known constant vector. We may then simply define 
the adjusted response vector y - y - y /  and train the network as in Chapter 4 using the 
adjusted y  in place of the measured overall response y .  The overall prediction is 
obtained by adding back y/{x) to the output of the trained Generalised RBF network.
In a slightly more challenging situation we may not know the exact form of the null 
space term y/(x) precisely. We may, however, know or assume that the null space term is
composed of a linear combination of a set of pre-specified basis functions,
L
¥(*) = Z  ™k¥k(x) (25)
k= 1
where each individual ¥k(x) hes in the null space of the operator D (i.e. D[y/k (x)\ = 0, 
k -  1,2,..,I ) .  We note here that we are completely free to choose the number of the null 
space terms L and the form of each ^ ( x )  as long as it belongs to the null space of the 
operator D . In this case, each element of the vector y/ is given by,
L
¥(Xj)= X  W * (x /)  (26)
k= 1
and we may write,
^  = (27)
_  _  T
where w = [vF|,w2,....,w^] and T* is an N xL  matrix with elements,
' V / j c - n d i )  (28)
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Substituting for y/ from (27) into (24) yields,
min 3  (w, w) = ^ [ y - ^ w ~ G w ] T [ y - A / w - G w ]  + ~ w TG0w
(29)
Applying the optimality conditions ^ / qw = 0 and ~ = 0 leads to the linear systemdw
Gt G i GT'¥ 'G0  i O’ w g t ~
............................. + A ..................... > ... = ... y  (30)
WTG : vFr 'F
oo
w
1 * 1
which can be solved for any given A to yield the linear weights wA and wA . To simplify 
the notation, we define the partitioned matrices,
G = [G ! 'V] (31)
Go =
G0 \ 0
o : o
(32)
and the partitioned vector
Equation (30) can then be represented in the compact form,
(Gr G + XG0)w = GT y
(33)
(34)
and the optimum solution minimising (29) is given by,
h  = Gwx (35)
where wA satisfies (34). A chief advantage of this formulation is that we may select the
appropriate level of regularisation automatically and efficiently by minimising the leave 
one out cross validation criterion using the generalised singular value decomposition of
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• * • i  ♦ i  T
matrices G and Go = QqA qQq . The following illustrative example is used to 
demonstrate the improvement in the performance of Generalised RBF network 
obtained by the explicit incorporation of null space terms to capture the global trend.
5.3 -  An illustrative example
To illustrate the performance of the Generalised RBF networks in the presence of the 
null space terms, we consider that the true surface is composed of two parts,
F(x) = Fiocai{x) + Fgi0 frai (x) (36)
The local feature is taken the same as the example used in Chapters 3 and 4,
■\2
Fiocal(x) -  100(1 - 3 .3x| +2.9xj )exp Xi - 0 .5
0.25
(1 -3.3x2 + 2.9x2)exp '*2-0.5
0.25
(37)
We note here that (36) has virtually no response outside the range 0 < xj,x2 <1. The 
global contribution can be taken as any low frequency function, for example
Fglobal(*) =  -0.5X! + 0.3(x2 - 0 .5)J (38)
which has a response over the entire input domain. The training data points were
generated on a uniform grid in the range of -1  < xj,x2 < 2 and the noisy data were
computed as,
y(Xi) = F(xi)ioCai + Fgiobai(xl) + eh = 1,2,..., V = 400 (39)
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where the s, ’s represent random deviates drawn from a Gaussian distribution with a 
spread of 0.2. Figures 5.2 and 5.3 show the true response and the 400 noisy training 
exemplars.
Figure 5.2 -  An illustrative bivariate example with distinct local and global features.
Figure 5.3 -  The true underlying function and the uniformly sampled noisy data.
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5.3.1 -  Generalised RBF network with precisely known null space term
For comparison purposes we shall first consider the performance of a standard 
Generalised RBF network without null space terms for the illustrative example of Figure
5.3 for a network with M -  30 neurones and an isotropic spread of cr = 0.2. The top 
panel in Figure 5.4 shows the result obtained when the centres are placed randomly over 
the entire input domain and the bottom panel is for all the centres confined to the region 
of the local feature. The standard Generalised RBF network performs inadequately in 
either case but for different reasons. With the centres distributed across the entire input 
domain, the response is highly oscillatory and neither the local nor the global feature is 
adequately captured. Placing all the centres within the local feature region captures the 
local feature reasonably well but misses the global trend completely.
The results in Figure 5.4 highlight the importance of the null space term and the 
need for its direct inclusion in the training procedure. This is readily achieved for the case 
where y/(x) is known precisely. All that is needed is to subtract the known global 
contribution from the data and train a standard Generalised RBF network on the adjusted 
response vector. Figure 5.5 shows the prediction obtained by training a standard
Generalised RBF network using y t = y(xl) -[-0 .5 x y  + 0.3(x29/ “  0.5)J], i =
The bottom panel in Figure 5.5 shows that subtracting an exactly known null space term 
leads to excellent separation of the local and global features provided that the centres are 
chosen appropriately. We do not pursue the optimisation of the centres or spreads in this 
chapter. However, the sequential back-fit algorithm presented in Chapter 4 may provide a 
means for the positioning of a sufficient number of centres within the local feature region.
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Figure 5.4 -  Generalisation performances of a standard Generalised RBF network ( 0  = 0.2).
(a): M = 30 centres placed across the input domain
(b): M -  30 centres confined to the local feature region
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Figure 5.5 -  Generalisation performances of a standard Generalised RBF network trained 
against an adjusted response for precisely known y/{x) with (cr = 0.2). 
The noisy data and the true underlying surface are shown in Figure 5.3.
(a): M -  30 centres placed across the input domain
(b): AT = 30 centres confined to the local feature region
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5.3.2 -  Generalised RBF network with assumed bases for the null space term
In most practical situations we do not know the exact form of the null space term 
’F'(x) but could attempt to approximate it by a linear combination of assumed bases. For 
example we may choose to represent the null space term T'(x) as the linear superposition 
of a series of univariate polynomials, one for each input dimension. Collecting all the 
constant term together we may express
r (2 )  = w0 + Y,  Z  (40)
;=i 4=i
We note here that we may choose a different number of basis functions £/ for each input 
dimension. The constant term wQ in (40) represents the overall bias term which can not 
be broken down into the contribution from the different dimensions.
The generalisation performance of a hybrid Generalised RBF network with M = 30 
neurones with an isotropic spread of cr =0.2 for the illustrative example of Figure 5.3 are 
compared in Figure 5.6. In all cases, the null space term was described by (40) with 
L\ = L2  = 3. The results in the top panel of Figure 5.6 were obtained with the centres 
selected at random across the entire input domain and those in the bottom panel are for 
the centres confined to the local feature region. Figure 5.6 shows that choosing a set of 
univariate polynomial bases to approximate the null space term leads to excellent result 
provided the centres are confined to the local feature region. We note that for an 
inappropriate choice of centres, the Generalised RBF network is incapable of 
distinguishing the local and global features clearly. The optimum level of regularisation 
has a minor effect compared to the position of the centres.
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Figure 5.6 -  Performance of Generalised RBF networks with univariate polynomial 
bases as the null space terms ( L\ = L2  = 3, M  = 30, cr = 0.2).
The noisy data and the true surface are shown in Figure 5.3.
(a): centres selected across the input domain
(b): centres confined to the local feature region
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We should point out here that the success of the Generalised RBF network using 
polynomial bases for the illustrative example of Figure 5 .3 is not entirely surprising. The 
true global feature in this example is first order in jq , and third order in x2 and readily 
described by 3rd order polynomial. The performance will inevitably deteriorate if there is 
significant input interactions in the global term or when the true global feature is not well 
approximated by polynomial bases. Figure 5.7 shows a second illustrative example which 
has the same local feature given by,
F/ocal(*) -  100(1 -  3.3jq + 2.9:q ) exP
(1-3.3x2 +2.9x2)exp x2 ~ 0 5
0.25
*1 -  0.5 
v 0.25
\2
J
C./( 37)
but with the global term taken as a sum of two univariate exponentials:
Fglobal Of) = exp(-1.2xj) + 0.02exp(-5x2) (41)
Figure 5.7 -  The True surface and 400 noisy exemplars for an illustrative 
example with exponential global terms.
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Figure 5.8 shows the generalisation performance of a Generalised RBF network with 
M  = 30 neurones and an isotropic spread of 0.2 for the example of Figure 5.7, using 
univariate polynomial bases of up to order 3. With the centres distributed across the entire 
input domain (top panel) the surface recovered is oscillatory and shows a number of false 
local features. The results obtained with the centres confined to the region of the local 
feature (bottom panel) are surprisingly good. However, close examination shows that the 
global features show a systematic deviation from the true surface. This is because the 
global variation in the x2  dimension is very sharp and not easily captured with a third 
order polynomial. Better performance could perhaps be obtained with higher order 
polynomial bases at the expense of a larger network. A better approach is developed in 
the next section by resorting to an adaptive additive model which enables the null space 
term in each input dimension to evolve in the course of training.
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Figure 5.8-  Performances of Generalised RBF networks for example of Figure 5.7, using third order 
univariate polynomial bases to describe the null space term ( M = 30, cr = 0.2).
(a): centres selected across the input domain
(b): centres confined to the local feature region
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5.4 -  An Adaptive Generalised RBF network
In this section we develop an algorithm which enables the form of the null space 
terms to emerge automatically in the course of the training process. The procedure is 
developed under the assumption that there is no significant input interactions in the global 
trend. For an input vector of dimension p , we may then represent the null space term as,
K * ) = Z ^ / ( * / )  (42)
M
where each y/fxi) is a an arbitrary univariate function in the input dimension x / . No
assumptions are made regarding the form of the functions ^ /(x/) other than it lies in the
null space of the operator D . The approximating function is therefore taken as,
M p
h i * )  = 'ZwjG(x,tj, '£) + £  (42)
7=1 M
The first term in (42) is aimed at capturing the local features embedded in the data and 
the second must account for the global background. For a given set of non-linear 
parameters (i.e. centres and spreads), the regularisation functional to be minimised can be 
expressed as,
N
min 3  (FX) = l £ ( y ,  -  F ^ x j f  || f  (43)
£  / =  1fa Wi j=\,..,p
Substituting for FA(x) from (42) into (43) and noting that D[^//(x/)] = 0 , 1 = 1,. 
leads to,
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min 3 (F A) = j £
N
E
/=!
p M
y-i - X  ¥ f xu ) -  Z wj G& ’i j X )
l=\ 7=1
(44)
M
E
y=i
We must now find a way for selecting the functions ¥l(xl) among the infinite number of 
possibilities. This is achieved by insisting that the functions ¥l(xl ) should satisfy some a 
priori regularisation constraint, one for each ¥i(xi) • ln general, the global variations are 
gentle and of low frequency and it is therefore appropriate to penalise the form of each 
univariate function y/y(x/) with,
B/(^/ (*/))= J d ¥i(xi) 
dx}
(45)
This constraint in effect penalises the excessive curvature and should lead to smoother 
functions. We can add the constraint (45) with its own regularisation parameter yi for
/ = 1,2,...,p (we use y/ here to avoid confusion with A). The penalised regularisation 
functional takes the form,
A2
min
N
w,tph/=\,...p /=1
P
yi - X W(*/,/) - XwyGjfe,'y,X) 
1 = 1 7=1
M
(46)
M - p
+ p  | o tE w  Q i; ,; . ,! ) ]  || + i j r  n  f 
/=! ' /=! ' dx}
dx,
Next we must decide on suitable bases in order to parameterise the functions ¥l(xl) • We
could do this by using any set of bases, for example polynomial bases as in section 5.3.2. 
However, there are a number of inherent difficulties with the use of simple polynomials.
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First, the appropriate order of the polynomials is not available a priori. We could of 
course test a range of orders for each particular case and then somehow decide on the best 
order. Second, the data may not be particularly well fitted by a polynomial form. We may 
then have to resort to higher order polynomials to obtain close agreement between data 
and the model predictions. Higher order polynomials may fit the data closely but will 
almost always show large oscillations between the data points, such behaviour‘is to be 
avoided when the model function is intended for interpolation. Most significantly, a 
polynomial basis function has a contribution over the entire range of x /. This is 
unproductive because the data may be well fitted by a particular polynomial basis 
function over a limited range but it is rarely well fitted over the entire range. Much 
greater flexibility is achieved if the contribution of each basis function to ^/(x/) is
limited to a specific range and is zero outside this range. A useful example of functions 
with compact support is B-spiine functions which have desirable computational 
properties and are particularly well suited to the task of univariate fitting, interpolation 
and smoothing.
5.4.1 -  B-splines
B-splines were first introduced by Schoenberg [1946] and their properties were 
carefully considered by De Boor [1972], This section highlights the important properties 
of B-splines. Consider a data set (*/ /,>>/; i =  1 ,2,...,n ) with the x/ / sorted in ascending
order and covering the interval */mjn = x/j < x/ < x/ = */max • B-splines are defined
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with respect to a grid generated by placing /u knots, Tk, k = l,..,ju within the data 
interval as shown below,
x/ . Ti T2 T3 T4‘nun T5 T6 ..........  y  x /
The B-spline function of order one, denoted as i?{(x/), is a discontinuous function
defined over knots Tk and Tk+j as, g l
K
4  (*/)=•
1 1
I1 ifTk < x i < 1 <
1 1 1 1 1 1
to otherwise 1 1 1 1 1 1
____ L _ — y ---------\
1 1 2 
Higher order B-splines can be generated by the following recurrence relation from the 
lower order B-splines,
=
x , - T k
yTk+q- \ - T k
Tfc+q x l
Fk+q Fk+1
For example, the second order B-spline, Bk (xj) , is a piecewise linear function defined 
over knots Tk , Tk+] and Tk + 2  :
XI-Tt
Bj(xi)
Tk+l~ T k 
Tk+2 “  */
^i+2 “  ^ /c+l 
0
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The B-spline of order 7 , i^ (x /), is defined over the knots Tk i....iTk+q and is a
piecewise continuous function pieced together from polynomials of order 7  - 1  and so 
has continuous derivatives up to order q-2. The derivatives of B-splines can be 
recursively computed from,
J - a F / ) = * w ' w - c  \  w
^k+q-l *k *k+q *k+ 1
The actual shape of a B-spline depends on the knot spacing used to define it.
For the case of a 7  order B-spline, we may parameterise the function (^/(x/) with the 
linear sum,
V(X/ ) =  C , XB f  (X, ) +  C / , 2 %  (*/) +...+
/ /+7 (49)
= £  c a A V * /)
4=1
where, B f k {x[) ls tbe qth order B-spline basis function and
Cjjc, / = l,..,p, k = 1,....,// + 7 are the model parameters to be determined by minimising 
a suitable merit function. The grid over which the B-splines are defined is established by 
placing // interior knots strictly within the data interval */min = x/j < x/ < x/ = */max
augmented by 7  additional coincident knots inserted at each end of the data interval. The 
number of parameters in the model is therefore ju + q and the number of knots in the grid 
is ju + 2q . The arrangement and numbering of the knots is shown below:
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Xlm\n Tt’2  /^,3   T1,ju- 2  Tl,p~ 1 */m,
— n r - ””-— ' ......................................-».,.
j^iuui j-m ax
~ 5 4 coincidence knots placed at xi .
U  T min -4--------- —------------ nun 7-max ~
1 , 2  ' Tl, 2  O
jLi Interior knots
O 77'LLin 4 coincidence knots placed at x/ 7/^ax O‘’c/ J r  ‘max ‘,<7
The above aixangement is the most compact form for which ¥l(xl) is fully defined over 
the entire data range x/min = x/, <X[ <X[ = */max *n terms of ju interior knots and the 
ju + q parameters C/^, / = 1 k = 1,—, // -h q . Within this arrangement we are free to 
choose the order of the B-splines, q , and the number and position of the interior knots 
// . This gives the B-spline model considerable flexibility for function approximation 
purposes. In most practical applications we seek continuity of the function and its first 
two derivatives and 4th order B-splines ( 4  = 4) suffice for most cases. We also note here
that for a point x/., Tyk < x/ < T/^+i we can evaluate ¥l(xl,i) using only q 
coefficients.
k+q
Wl(xli) = ^ C u BfJ ixli) (50)
j= k
since Bfm (x/.) = 0 for m < k and m> k + q by construction, which gives B-splines 
considerable computational speed advantages. With the functions ¥lil)  parameterised 
using (49), we can minimise (46) with respect to w and Q , / = 1 ,..,p to find the £^(x) 
from,
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h ( x )  = Y.wjG(x,t j X )  +n  c,M p p+qp M q (51)
/=1 /c=l
We also note that a B-spline of a finite order q has at most q - 2  continuous 
derivatives and therefore lies in the null space of the operator D associated with a 
Gaussian Green function. Evidently, a linear combination of such B-splines will also 
automatically reside in the null space of the operator D .
5.4.2 -  Estimation of the coefficients
With the above preliminaries we can now consider the calculation of the unknown
coefficients w = [w,,w2  wM f  and = [C /^ Q ^ .
Substituting for ^/(x/) from (49) into (46) leads to,
d 2 I  ChkBlk(xh)
k=1____________
dx}
2
(52)
dx.
We may write the merit function (52) as,
(53)
7=1 /=[ m= i n-1
where Qimn is given by,
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X,' T { d 2 Bm( x j ) \ { d 2 Bn{xl) \
dxp m = 1,/i + 7 , « = !,// + 7 (54)
For a given set of regularisation parameters A, / / , /  = 1,..,/?, the coefficients and
C y . f  = 1»--,P rnay be readily calculated from (54). The estimation of the appropriate
levels of regularisation is, however, less straightforward and two alternatives are possible. 
We could extend the leave one out cross validation technique described in section 2.6 to 
cover the present situation which involves multiple regularisation parameters involved for 
different purposes. This would, however, result in a multidimensional cross validation 
criterion, CV( A, / \ , .... , yp ), whose minimisation with respect to A and / / , /  = 1 , ..,p is
not a simple task. In an alternative approach, we may take advantage of the back-fit 
procedure and establish the optimal regularisation parameters A and / / , /  = 1 ,..,p one at 
a time.
In the first step, all null the space terms y/l(xl) are assumed fixed and the optimum
« *level of regularisation A for the Generalised RBF network and the corresponding wA* 
are computed by minimising,
(55)
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In subsequent steps, the optimum level of regularisation yj for each null space term and 
the corresponding linear coefficients (C/)^* are computed in turn by repeated
minimisation of,
N W  N2
min 3 (jf,) - 1 £  ((,), -  £  C , \ r ,  I  I  C/>mC ,   (56)
„  /=! V = I y W7=l 72=1
p+qp+q
C
where,
P P+# M
(n)l = */ -  I E CkkBfk (x , . ) -  'ZvjGL.tj.D (57)
M *=1 ’ 7=1
This enables us to use the univariate leave one out cross validation criterion of section 2.6 
without any modification. The entire back-fit algorithm can be summarised as follows,
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Training Algorithm for adaptive Generalised RBF network
51) Select the number of neurones M  and specify the centres and spreads
52) Initialise ¥l(xi ) = ¥?(xi )> I -  1.2
53) Start (outer back-fit loop} 
n = 0
Repeat
Find A n and w *n via (56) with the y/?(.xl) considered as known null space A
terms.
m = 0
Repeat (inner back-fit loop}
Do I = 1
p p+q M
Find the residuals {r?)? = y t -  £  X  Q/,*5/? *(*/,)“  X G f e / J G )
//=1 *=l ’ y=l
IM
Find y /m and C, via minimising (57)1 *m Yi
Continue 
w = w +1
Until each individual function ¥l(xl) ’s does not change (inner back-fit loop) 
n = 77 + 1
Until overall termination criteria are satisfied (outer back-fit loop)
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Figure 5.9 shows the performance of an adaptive Generalised RBF network (with 
M  = 30 neurones and a  = 0.2) trained by the back-fit algorithm for the illustrative 
example of Figure 5.7. We note that the exponential global features captured well in both 
input directions without any a priori assumption about the form of the null space term. 
With the centres distributed across the entire input domain, the reconstructed surface 
although quite faithful to the true underlying trend, shows a number of false local 
features. Confining all the centres within the local feature region removes such ripples 
and produces an excellent reproduction of the underlying surface with both the local and 
global features accurately captured.
Regularised Regularised
(a) (b)
Figure 5.9 -  Performance of the back-fit algorithm for training of an adaptive Generalised 
Generalised RBF networks for illustrative example of Figure 5.7 (cr = 0.2).
(a) M = 30 centres selected across the entire training domain
(b) M  = 30 centres confined to the local feature region
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5.5 -  Conclusions
This chapter was aimed at highlighting the significant influence of the null space 
terms for the separation of the local and global features embedded in a noisy data set. 
Existing multivariate regression techniques as well as the conventional neural networks 
are aimed at filtering the noise and recovering the overall response which is the 
combination of the global background and the local features. Evidently, separation of 
these dual features can provide further insight about the governing mechanisms of the 
underlying process but few researchers have paid attention to this issue.
The ultimate aim of this chapter was to produce a neural network containing two 
types of neurone: i) a set of projection based neurones, which were better suited for 
capturing the gently varying global background, and if) a set of localised kernel based 
neurones which were more appropriate for the recognition of the sharp local features. A 
simple approach was presented to de-couple the contribution of the projection based 
neurones from the kernel based neurones by insisting that all the activation functions of 
the projection based neurones should lie in the null space of the differential operator 
generating the activation function of the kernel based neurones.
A general consideration of various procedures for the inclusion of the null space 
terms in the training procedure of the Generalised RBF networks under a variety of 
assumptions was considered and an illustrative example was employed to highlight the 
important influence of the null space terms on the performance of the Generalised RBF 
networks. An initial attempt was made in this chapter to develop an Adaptive Generalised
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RBF network to separate the low frequency global background from the high frequency 
local features. A new adaptive back-fit training algorithm was developed which enabled 
the null space terms to evolve automatically. It was demonstrated that the proposed 
algorithm performs well in the absence of strong global input interactions. To our 
knowledge, the inclusion of the adaptive null space terms in the training of the 
Generalised RBF networks has not been previously reported.
The illustrative examples presented in this chapter were deliberately chosen without 
input interactions in the global trend. The new algorithm must be modified to account for 
strong global input interactions. This is demonstrated by adding a -  0.5x j x 2 term to the 
true global trend of Figure 5.7, the overall global feature is therefore,
Fglobal(*) ”  exp(~l.2xj) + 0.02exp(-5x2) - 0.5x j x 2 (57)
A set of 400 noisy data was generated from (37) and (57) and contaminated with the 
Gaussian noise of spreads 0.2. The right panel of Figure 5.10 shows the generalisation 
performance of back-fit algorithm for training the adaptive Generalised RBF networks 
when applied to this new problem. At the first glance, the performance may seem quite 
impressive but closer comparison of the predictions with the true surface reveals that the 
fitted model has practically ignored the term - 0.5x j x 2 which contains the input 
interactions in the global background. Replacing the adaptive additive model with other 
more advanced adaptive methods such as the Projection Pursuit Regression method 
[Friedman and Stuetzle, 1981] which is capable of accounting for input interactions may 
lead to better results and is a useful area for future work.
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No Global Interactions 
without - 0 .5 xjX2
Global Interaction 
with - 0 .5x1*2
Regularised Regularised
Figure 5.10 -  Performance of the Adaptive Generalised RBF network (cr = 0.2) for the 
problems without (left panel) and with (right panel) global input interactions.
(a) Truth
(b) M  = 30 centres across the input domain
(c) M  = 30 centres confined to the local feature region 234
Chapter 6
Conclusions and Suggestions for Future Work
6.1 - Conclusions
The application of neural networks for the solution of practical problems has 
shown an exponential growth over the last decade. Most applications have, however, 
concerned problems with very large and dense data sets, for example speech and 
vision processing, pattern recognition and time series analysis. The training 
algorithms developed for such networks are not well suited for problems involving 
small to moderate data sets. Data acquisition is usually expensive and time consuming 
in chemical engineering and the amount of data available is often limited. This thesis 
was aimed primarily at the development of neural networks to describe the non-linear 
relationship between the inputs and the outputs of a stationary process based on a 
limited number of observations. This is a task of reconstructing a multidimensional 
hyper-surface and is well suited to feed-forward neural networks.
Feed-forward neural networks may be constructed using either kernel or 
projection based neurones. The kernel based neurones with localised receptive field 
are more suitable for capturing the high frequency local features while the projection 
based neurones with response over the entire input domain are well suited to extract 
low frequency global background. In this study we focused exclusively on a special 
class of neural networks known as Radial Basis Function (RBF) networks which have
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a well developed and solid theoretical foundation [Poggio and Girosi, 1990a&b]. The 
theory of such networks was naturally extended in this thesis for separation of local 
and global features.
The broad classification of artificial neural networks and a brief review of their 
development was presented in Chapter 1. From a mathematical point of view, the 
feed-forward neural networks considered in this study bear a close relationship and 
share many aspects of multivariate function approximation theory. The primary aim 
of Chapter 2 was to highlight the importance of regularisation and the need for 
stabilisation in the handling of noisy data. The basic ideas were most clearly 
introduced in a simple univariate setting. Various stabilisation techniques such as 
singular value decomposition, ridge regression, penalised least square (all of which 
require a specific parametric model) were considered. The selection of the appropriate 
level of stabilisation in such methods is highly problem dependent and may therefore 
prove subjective. In addition, these methods are not readily extendable to problems 
with multivariate inputs. The linear regularisation theory, which does not require a 
specific model of the process, and provides the most effective means of handling the 
noise, was introduced in section 2.5 and illustrated for a univariate problem. The 
linear regularisation method can be naturally extended to multivariate problems.
The most important issue in any regularisation method is the selection of the 
optimum level of regularisation which may prove highly subjective. A convenient and 
obvious procedure for large data sets is to set aside a sufficient number of data points 
exclusively for a posteriori validation purposes. This proves ineffective for problems 
with limited observations, a situation frequently encountered in chemical engineering.
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A promising approach, the leave one out cross validation (CV) technique which 
makes full use of all the available data was described in section 2.6. An efficient 
procedure based on the generalised singular value decomposition (GSVD) was 
developed which can be used for a wide variety of linear stabilisation operators. The 
performance of the proposed procedure was assessed for the recovery of the unknown 
energy distribution of a heterogeneous solid adsorbent. To our knowledge the 
combination of the leave one out cross validation technique and generalised singular 
value decomposition has not been previously reported and was used to good effect 
throughout this study.
Chapter 3 dealt exclusively with the multivariate linear regularisation problem and 
it was shown that the exact solution to this problem can be represented in terms of a 
single hidden layer feed-forward neural network labelled as the Regularisation 
network [Poggio and Girrosi, 1990a&b] with radial basis activation functions. The 
number of the hidden layer neurones of the Regularisation network is equal to the 
number of training exemplars and the centres of each radial basis function coincides 
with a particular data point. The widths and the orientations of the receptive fields of 
the radial basis functions, in particular Gaussian basis functions, are controlled by the 
choice of the spread(s). In the majority of the previous applications, Regularisation 
networks have been used with Gaussian basis functions with a constant isotropic 
spread. Training of such networks requires the optimisation of the regularisation level 
and the calculation of the synaptic weights for a given isotropic spread a .
A new working equation was derived in section 3.3 for estimation of the optimal
*level of regularisation A based on the minimisation of the cross validation criterion.
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An illustrative example was used in section 3.4 to demonstrate that the value of the 
isotropic spread a  has a crucial effect on the performance of the Regularisation 
network, an obvious point which has received little attention to date. It was also 
shown that the effective degrees of freedom, d f , of a Regularisation network is a 
function of the regularisation level A and the isotropic spread cr, and the optimum 
level of regularisation is highly correlated with the value of the isotropic spread a . A 
convenient measure of the approximate degrees of freedom was used to establish a
procedure for selecting the appropriate value of the isotropic spread a  . It was 
illustrated that the proposed procedure leads to a significant improvement in the 
performance of a Regularisation network with isotropic Gaussian basis functions.
The computational cost of a Regularisation network grows as N  where N  is the 
number of training exemplars, this is a direct consequence of the one-to-one 
correspondence between the number of the hidden neurones and the number of 
distinct data points. To ease the computational burden it is necessary to break the one- 
to-one correspondence by using a smaller number of neurones M  «  N , such 
networks have been labelled as Generalised RBF networks by Poggio and Girosi 
[1990a&b], The reduction in the number of hidden neurones inevitably limits the 
approximation power of the network and the training of a Generalised RBF network 
reduces to a challenging large-scale non-linear optimisation problem which has 
received considerable attention over the past decade. Chapter 4 started with a 
thorough review of the literature to place this study in the context of the previous 
work.
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The relevant aspects of multivariate linear regularisation theory were used to 
develop the working equations of a Generalised RBF network. For a given network 
size (M), the training of a Generalised RBF network requires the calculation of the 
synaptic weights, estimation of the centres and spreads of the radial basis activation 
functions and the optimisation of the level of regularisation. Given the centres, 
spreads and the level of regularisation, the calculation of the linear synaptic weights 
reduces to the solution of an over-determined set of linear equations which can be 
handled by a variety of efficient and stable techniques. The combination of the leave 
one out cross validation criterion and the generalised singular value decomposition as 
described in Chapter 2 coupled with the use of similarity transformation established 
the optimum level of regularisation. The major difficulty is therefore the optimisation 
of the centres and spreads which appear non-linearly.
A number of heuristics have been proposed to circumvent the non-linear 
optimisation altogether. An illustrative example was used in Chapter 4 to highlight the 
limited reliability of the heuristic approach and the need for a direct solution of the 
non-linear optimisation problem. Several procedures such as the unsupervised k- 
means clustering algorithm [Moody and Darken, 1989] and the supervised Orthogonal 
Least Square method [Chen at al, 1991] have been developed to optimise the location 
of the centres of a Generalised RBF network with fixed spreads. In contrast, the 
optimisation of the spreads which determines the width and the orientation of the 
receptive field of the neurones, has received little attention to date. In applications 
involving limited and sparse data sets, such as those frequently encountered in 
chemical engineering problems, networks have a small number of neurones and the 
proper selection of the spreads is crucial to the performance of such small networks.
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Chapter 4 emphasised on the calculation of the optimal non-linear parameters of a 
Generalised RBF network. In particular, a sequential approach was presented in which 
the neurones were optimised one at a time. Two alternatives were considered, in the 
orthogonal sequential approach a neurone once optimised remained fixed. The 
performance of an orthogonal sequential algorithm for training the Generalised RBF 
networks was investigated for an illustrative example. Freezing the optimised 
neurones may lead to a sub-optimal network and a back-fit procedure was adopted to 
circumvent this problem. In particular, a novel sequential back-fit algorithm was 
developed which enabled the optimisation to proceed one neurone at a time without 
freezing the previously optimised neurones. The new algorithm was tested with very 
promising results and its application to a simple chemical engineering process was 
also considered.
In some applications the overall response is composed of sharp localised features 
superimposed on a slowly varying global background. Chapter 5 was aimed at 
highlighting the significant influence of the null space terms for the separation of the 
local and global features embedded in a noisy data set. The ultimate aim is to produce 
a neural network containing two types of neurone: i) a set of projection based 
neurones, which are better suited for capturing the gently varying global background, 
and if) a set of localised kernel based neurones which are more appropriate for the 
recognition of the sharp local features. A simple approach was presented to de-couple 
the contribution of the projection based neurones from the kernel based neurones by 
insisting that all the activation functions of the projection based neurones should lie in 
the null space of the differential operator generating the activation function of the 
kernel based neurones.
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Various procedures were considered for the inclusion of the null space terms in 
the training procedure of the Generalised RBF networks under a variety of 
assumptions. An illustrative example was employed to highlight the important 
influence of the null space terms on the performance of such networks. An initial 
attempt was also made to develop an Adaptive Generalised RBF network to separate 
the global and local features. A new adaptive back-fit training algorithm was 
developed which enabled the null space terms to evolve automatically. It was 
demonstrated that the proposed algorithm performs extremely well in the absence of 
strong global input interactions. To our knowledge, the inclusion of the adaptive null 
space terms in the training of the Generalised RBF networks has not been previously 
reported.
6.2 -  Suggestions for Future Work
In the context of what we have done so far in this thesis, three major tasks remain 
and may be suggested for future work.
1) A novel sequential back-fit algorithm with promising results was presented in 
Chapter 4. A second order optimisation technique based on the Modified Newton 
method [Gill and Murray, 1997] was employed to optimise the non-linear parameters 
at each stage of the sequential back-fit procedure. More robust optimisation methods 
such as Genetic Algorithm (GA) may improve the reliability of the sequential back-fit 
algorithm further.
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2) A serious limitation of the back-fit algorithm presented in Chapter 5 for 
training the Adaptive Generalised RBF networks is that the proposed method does not 
account for global input interactions explicitly. This may deteriorate the performance 
of the adaptive Generalised RBF network in the presence of strong input interactions 
in the global trend. The inclusion of global interaction terms provides a major area for 
future work. A potential approach is to use Projection Pursuit Regression [Friedman 
and Stuetzle, 1981] in place of adaptive additive models. Finally,
3) The illustrative examples presented in Chapter 5 illustrate that a method 
should be developed to assign a sufficient number of centres to each local region. The 
development of suitable algorithms for this purpose is another challenge for future.
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Appendix A
Applications of Neural Networks in Chemical Engineering
The following section presents a concise survey of the articles published to date on 
application of neural networks in chemical and biochemical engineering. With a few 
exceptions, the emphasis has been on the application of the standard neural network 
programs as a tool for solving various engineering problems.
In the late eighties, a few scattered efforts were carried out to employ the learning and 
approximation capabilities of neural network to solve specific problems in control and 
fault diagnosis of chemical engineering processes. Himmelblau and Hoskins [1988] 
employed a Zone Node Layer (ZNL) artificial neural network approach for the fault 
diagnosis of a process consisting of three CSTR’s in series. Venkatasubramanian and 
Chan [1989] used a binary-input network to diagnose faults of a fluidised catalytic 
cracking (FCC) process. Watanabe et al [1989] presented a network architecture to 
estimate the degree of failure for a system with three measurements and five faults.
The 1990’s began with the pioneering work of Bhat and McAvoy [1990], They used a 
novel multilayer feed-forward neural network with back-propagation learning as a 
modelling tool to control the pH in a CSTR. In the same year, Mavrovouniotis [1990] 
summarised previous works on neural networks with especial emphasise on fault
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detection of chemical processes. In the same year, Thibault et al [1990] employed 
artificial neural networks for online prediction of fermentation variables.
In 1991, Psichogios and Ungar [1991] presented a stand-alone neural network 
approach for modelling direct and indirect based control problems. In the next year they 
introduced the concept of Hybrid neural networks by combining a priori knowledge 
about a fed-batch bio-reactor with a neural network which served as an estimator of 
unmeasured process parameters difficult to model from first principles [Psichogios and 
Ungar, 1992].
Reuter et al [1993] illustrated the application of neural networks to identify the 
process conditions and dynamic simulation of batch and continuous processing systems. 
Thompson and Kramer [1994] presented other hybrid models for synthesising chemical 
engineering processes. They introduced modular and semi-parametric approaches to 
combine prior knowledge and neural networks. In their approach, prior knowledge enters 
the hybrid model as a simple process model based on first principle equations. This 
simple model augments the predictions of the hybrid network in the regions of the input 
space where the training data is not available. As an industrial application, Chan and 
Nascimento [1994] applied direct industrial data to a neural network to simulate the 
performance of olefin polymerisation in high-pressure tubular reactors.
Bulsari [1995] collected several articles in his book which covers a broad spectrum, 
ranging from introductory material (chapters 1-4,19) to complex applications of neural
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networks in simulation and control of multivariable non-linear chemical processes 
(chapter 7). Baughman [1996] published a book based on his Ph.D. thesis about the 
application of conventional neural networks for solving chemical and biochemical 
engineering problems. In the appendix to this book, Bakshi and Utojo [1998] presented a 
unified overview on the connections between neural networks and multivariate statistical 
methods. Two years later, they published a similar article introducing the concept of 
Nonlinear continuum regression (NLCR).
Karjala and Himmelblau [1996] used a recurrent neural network coupled with an 
extended Kalman filter for data rectification in process environments with badly auto­
correlated measurement errors. Galvan et al [1996] employed neural networks to 
approximate the reaction rate constant from a large set of experimental data for the 
following reactions:
a) Homogeneous esterification of propionic anhydrite and 2-butanol catalysed by
sulphuric acid,
b) Heterogeneous liquid-liquid mono-nitration of toluene by mixed acids.
Saxen and Saxen [1996] used both feed-forward and partially recurrent neural 
networks to describe the overall kinetic relations required for online and offline 
simulation of batch fermentation of Saccharomyces cerevisiae. Fakhr-eddine et al [1996] 
used neural networks for online control of a low-pressure chemical vapour deposition 
reactor. Palau et al [1996] used a feed-forward, fully connected single layer neural
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network for predicting the performance of discontinuous gas-solid chilling machines 
using training data generated by another simulation program. Zbinski et al [1996] 
developed two schemes of hybrid neural networks combining a mathematical model and 
an artificial neural network for simulation of a thermal de-watering process in a fluidised 
bed. Sridhar et al [1996] employed a multiple (stacked) neural network to investigate the 
dynamic response of an adiabatic continuous first-order exothermic reaction in a CSTR. 
Savkovic-Stevanovic [1996] presented a neural network controller by inverse modelling 
for simulating the dynamic behaviour of a distillation plant to separate buthylacetate from 
water and buthylalcohol. Bandyopadhyay et al [1996] reported that neural networks could 
predict the conversions for limestone- reaction more accurately than the shrinking 
un-reacted core and the distributed pore models. Chovan et al [1996] investigated the 
feasibility of replacing the elements of the classic control schemes by feed-forward neural 
networks, and applying recurrent networks in indirect adaptive control schemes. Elkamel 
et al [1996] employed an artificial neural network to predict the breakthrough oil 
recovery of immiscible displacement of oil by water in a two dimensional vertical cross 
section with the training data generated by a fine mesh numerical simulation. Nikravesh 
et al demonstrated the capabilities of dynamic neural network control algorithms for 
model identification of a highly non-linear time variant non-isothermal CSTR with 
exothermic reaction. Schenker and Agarwal [1996] compared four different methods for 
model selection criteria and presented a simple algorithm for model selection based on 
cross validation technique. Robitaille et al [1996] proposed three variations of the 
classical quasi-Newton optimisation technique for training neural network. Zhou et al 
[1996] used the experimental data for oxidation of benzene in a pilot scale, wall cooled,
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fixed bed reactor to train the recurrent neural network. Zorzetto and Wilson [1996] 
proposed a hybrid strategy to predict concentrations of bio-mass and substrate for on line 
control of Saccharomyces cerevisiae production. Single hidden layer networks were used 
in the ANN section.
Kim et al [1997] used a radial basis function (RBF) network to linearise the relation 
between the output of the linear controller and the process output for non-linear 
continuous stirred tank reactor and a pH process with linear controllers. Shaw et al [1997] 
reported that recurrent dynamic neural networks performs well for predicting non-linear 
asymmetric dynamic response for a first order, exothermic, irreversible reaction in a well- 
mixed reactor. Krishnapura and Jutan [1997] proposed a new back propagation approach 
for training neural networks containing Auto Regressive Moving Average (ARMA) 
neurones. These new neurones which depend on both their past inputs as well as their 
present outputs, were reported to be capable of significantly increasing the scope of 
neural network for model identification problems. Three different case studies including a 
pH reactor dynamics, a batch reactor and an industrial fluidised bed reactor were 
considered. The simulation results were compared with networks using standard 
neurones. Zamankhan et al [1997] applied back propagation, feed-forward neural 
networks to estimate mass-transfer parameters in fast fluidised beds of fine solids. They 
reported that neural networks provide more accurate predictions of mass transfer 
coefficients compared to traditional heuristic models. Krothapally and Palanky [1997] 
developed a neural network approach for calculating the optimal operation trajectory 
based on initial loading conditions and process parameters of batch reactors. The
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performance of the neural network strategy was compared with classical and Model 
Predictive Control approaches for batch polymerisation processes of styrene and methyl 
methacrylate. The reported results revealed that the MPC algorithm takes two hours to 
correct for the change in initial conditions while the neural network is able to correct for 
the same error almost instantaneously. Yang et al [1997] used material balance related 
equations as the regularisation term of a feed-forward neural network to filter out the 
measurement error. They reported that feed-forward neural networks when coupled with 
material balances perform well for data reconciliation of a steady state floatation process. 
Wilson and Zorzetto [1997] used a hybrid model which combines mechanistic elements 
with artificial neural networks for on line state estimation of the chemical processes. The 
mechanistic components of the hybrid model were constructed from the balance 
equations across the process whilst the artificial neural network components were used to 
estimate the rate relationships.
Nascimento and Guidici [1998] applied another optimisation technique based on 
neural network approach to an industrial nylon-6, 6-polymerization process. They 
reported that the new approach provided more comprehensive information for 
engineering analysis than the conventional non-linear programming procedures and was 
more reliable for industrial applications. Martinez and Wilson [1998] developed a hybrid 
neural network for optimisation of a semi-batch auto-catalytic reactor. The proposed 
hybrid methodology is reported to be able to take advantage of a priori information and 
batch to batch data, to provide a powerful framework for optimisation of complex batch 
processes. Meghloui et al [1998] used a feed-forward neural network to predict the cell
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resistance and the cell dynamic trend indicator of an aluminium electrolysis cell, 15 
minutes in advance. Elalcamel [1998] used a multilayer Perceptron neural network to 
predict the performance of an enhanced oil recovery processes against an empirical 
approach employing nine dimensionless groups, a back-propagation algorithm based on 
Levenberg-Marquardt optimisation technique was used for training the network
The brief literature survey above shows that there has been an increasing interest for 
the application of neural networks to chemical engineering applications. However, in the 
majority of studies to date the main emphasise has been on the application of 
conventional or standard neural networks as a black box tool to chemical engineering 
problems*in process modelling, simulation, control, diagnosis, optimisation and physical 
property estimation.
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