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Abstract-For a linear control system, we introduce a parallel algorithm to assign a desired subset 
of eigenvalues to a single-input linear invariant dynamic system. We obtain a sequential algorithm as 
a particular case. The proposed algorithms are conceptually simple and are based on the computation 
of left eigenvectors of the state matrix. In addition, the parallel algorithm parallelizes easily as the 
numerical examples show. 
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1. INTRODUCTION 
Consider the linear invariant dynamic system i(t) = Ax(t) + h(t), where A is an rz x n real 
matrix whose spectrum is the set {Xl, . . . , A,}, and b is an n real vector. In the partial assignment 
problem, we search a vector f such that the spectrum {PI,. . . , pp, &+I,. . . , A,} of the matrix 
A - bfT is a conjugated complex set and ~1, . . . , pLp are prescribed conjugated complex numbers. 
This problem is a particular case of the general problem of pole assignment. It is known that 
this problem has solution if the pair (A,b) is controllable. Moreover, in the single-input case 
the solution is unique. Notice that any controllable pair (A, b) can be always transformed into 
the pair (H, c) by orthogonal similarity where H is an unreduced upper Hessenberg matrix and 
c= (cr,O )...) O)T, with (Y # 0 (see [1,2]). 
There are different and effective pole placement algorithms in the literature, see [1,3-51. How- 
ever, these algorithms have been constructed with the idea to change all possible eigenvalues of 
the state matrix A of a linear control system. On the other hand, there exist some algorithms 
which solve directly the partial assignment problem. Saad [6] gave two algorithms. One of them 
is based on a projection method computing an orthogonal basis of the left-invariant subspace 
of A associated with the undesirable eigenvalues, and the second one is a sequential algorithm 
similar to the deflation eigenvalue method. Datta and Saad [7] studied a solution of this problem 
based on the Arnoldi method. The algorithms given in [6,7] can be considered as sequential. 
In this paper, we introduce a parallel algorithm for the partial assignment problem and we 
obtain a sequential algorithm as a particular case. In the proposed parallel algorithm, the vector f 
is given as a linear combination of the left eigenvectors of A associated with the undesired 
eigenvalues with the first component prescribed. That result is based on an algorithm of complete 
assignment given in [3]. A multi-input version of the algorithm in [3] is given in [8]. Algorithms 
given by Saad [6] obtain the same result (which was expected since the solution is unique) but in a 
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sequential way. We want to emphasize that the proposed algorithm computes the left eigenvectors 
solving p triangular systems of size (n - 1) x (n - 1) in parallel. Numerical results implemented 
on a shared memory multiprocessor are given in the last section. 
Let A be an n x n matrix and let Xj be an eigenvalue of A. We call Aj the matrix obtained 
from A - XjI, eliminating its first row and its last column, and ci the vector constituted by the 
first (n - 1) entries of the first row of A - Xj - I. We will use this notation in the algorithms. 
2. THE PROPOSED ALGORITHM 
In this section, we give a parallel algorithm for the partial pole assignment problem in the 
single-input case, and we obtain a sequential algorithm as a particular case. We obtain the 
parallel algorithm when we suppose that we change pairwise distinct eigenvalues by pairwise 
distinct given numbers and the sequential algorithm in the other case. For technical reasons, we 
suppose that a(A) is a pairwise distinct set and (~1, . . . , pp} 0 {X,+1,. . . , A,} = 8 . Otherwise, 
some modifications are needed as is explained briefly in Remark 1. In what follows, the spectrum 
of A and A - bfT are conjugated complex numbers sets. 
Let (A, b) be a controllable pair in Hessenberg form, where A E RnXn and b E IRnxl. If the 
spectrum of A is o(A) = {Xl,&, . . . ,&,&+I,. . . , X,}, we search a vector f such that a(A - 
bfT) = {PI,. . , pp, &+I,. . . , A,} provided that the first p X’s (and the p’s) are pairwise distinct 
sets. 
Algorithm II described in [3] obtains a nonsingular matrix L = [xl x2 . . . xp l,+l . . . In] sat- 
isfying: 
(A - pjI)zj = b, j = 1,2 )...) p, 
(A - XJ)li = 0, 
(1) 
i = p + 1,. . . , n. 
According to that algorithm, one computes the vector f by fTL = (u, ,O, 0, :. . ,O,). Let 
us focus in this equation. We observe P n-P 
fTXj = 1, 
fTl+, = 0, 




From the second condition (3), we deduce that f is in span {&+I, lP+s, . . , ln}l. Then f can be 
written as 
f = hr + hz + . . . + h,, (4) 
where hl, h2, . . , h, are left eigenvectors of A associated with Xi, X2,. . . , A,, respectively. Then 
hj(A - XjI) = 0, j = 1,2 (...) p. (5) 
From the expressions (2) and (4), we have 
h; xj + h; xj + . . . +h& = 1, j = 1,2 ,...) p. (6) 
Fix an index s, s = 1,2,. . . , p. Multiplying the expression (5) by the vector x, and using (l), we 
obtain 
0 = hj’ (A - X,1) x, = h3’ b + (ps - Xj) hj’ x, = hlj + (/Jo - xj) hj’ x8, 
where h1.j = hT b and j = 1,2,. . . , P. Therefore, for a fixed s, we have the following p 
(A, - PLY) h; x, = hik, Ic = 1,2 ,..., p. 
equations: 
(7) 
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The addition of the p equations (7) multiplying the kth equation by nT=,,j,, (Xj - pS) gives 






where we used the expression (6). Since the index s varies from 1 to p, we have a system of linear 
equations whose matrix is a Cauchy matrix for which the solution is known 
hlj = ‘;’ 
n (Xj -h)' 




which is unique because of the conditions on X’s and /.L’s. 
The above discussion yields the following result. 
THEOREM 1. Let (A,b) be a controllable pair. Let a(A) = {X1,X2,. . . , A,, Xp+l,. . . ,A,} be the 
spectrum of A , with Xi # Xj, 1 < i,j 2 p, i # j. Then the vector f, such that u (A - bfT) = 
bl,... , pp, Xp+l, . . , A,} (pairwise distinct set), can be written as the sum of p left eigenvectors 
of A associated with the eigenvalues X1,. . . , A,, respectively. In addition, the first entries hlj of 
the left eigenvectors h, of A, are given by the expression (8). 
Then we can compute in parallel the vectors hl, h2, . . . , h, solving the systems given in (5) 
whose first components hll, h12,. . . , hl, are given by (8). Since the matrix A is an upper unre- 
duced Hessenberg matrix, each of these systems are reduced to an upper triangular system of 
size (n - 1). 
PARALLEL ALGORITHM. Given the spectrum a(A) = {Xl,. . . ,Xp, Xp+l,. . . , A,}, this algorithm 
assigns the pairwise distinct spectrum {PI,. . . , pp, Xp+l, . . . , A,} to the matrix A - bfT. 
1. Compute in parallel h,j by expression (8), for j = 1, . . . , p. 
2. Solve in parallel the systems [hzj ... hnj] Aj = -hljc[1T, for j = 1,. . . ,p. 
3. Compute f = hl + hz +. . . + hp. 
REMARK 1. We supposed {pul,. . . , pp} n {X,+1,. . . ,X,} = 0. If Xp+1 = pp, then the systems to 
solve should be 
(A - /.L~I) xj = b, j=l,...,p-1, 
(A - ~p0 xp = L,+I + Db, 
(A - &I) li = 0, i=p+l,...,n, 
where ,B E R makes consistent the equation. In both cases, one obtains the same solution (see [3, 
Algorithm 31 for details). The technical restriction that a(A) is a pairwise distinct set can be 
weakened changing the above equations by the corresponding Jordan chain systems. 
The restriction of the above algorithm that the set {PI,. . . ,pp} is a pairwise distinct set 
disappears if we work in a sequential way. Then, taking p = 1 in the above algorithm we obtain 
the following result. 
THEOREM 2. Let (A, b) b e a controllable pair. Let the spectrum of A be o(A) = {Xl, X2,. . . , A,}. 
Then the vector f, such that the spectrum of the matrix A - bfT is {p, X2,. . . , A,}, is a left 
eigenvector of A associated with X1 whose first entry is fi = X1 - p. 
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Again, we only have to solve a system similar to systems of Step 2, considering the restriction 
fi = Xi - I*. For assigning p eigenvalues, we can apply this result in a sequential way p times. 
SEQUENTIAL ALGORITHM. Let a(A) = {X1,X2, . . . ,X,} be the spectrum of A. This algorithm 
assigns the spectrum (~1,. . . ,pp, &,+I,. . . , A,} to the matrix A - bfT. 
1. Start with f = 0. 
2. Forj= l,..., p. 
(a) Compute gij = Xj - pj. 
(b) Solve the system [gzj . . . gnj] Aj = -gljc,T, considering Step (2.1). 
(c) Assign A := A - bgT. 
(d) Assign f := f + g. 
3. End. 
3. NUMERICAL EXAMPLES 
We implemented the algorithm on ALLIANT FX-80 using double precision FORTRAN lan- 
guage and BLAS routines. We computed the eigenvalues of all matrices appearing in the algo- 
rithm using LAPACK routine DGEEV. We measured the results computing the eigenvalues of the 
closed-loop system and measured the error between these computed values and the eigenvalues 
assigned. In our case, we checked not only the accuracy in the computed assigned eigenvalues 
bl,.. . , pup} but also the stability of the unmodified spectrum {X,+1,. . . , A,}. The algorithm 
was tested on a different set of unreduced upper Hessenberg matrices: Random and Wilkinson 
matrices. In order to study the behaviour of the algorithm, we ran our code changing the follow- 
ing parameters: size of the matrix (n), number of eigenvalues to be assigned (p), eigenvalues to 
be assigned (~1,. . . , pp}, undesired eigenvalues {Xi, . . . , A,}. 
The results obtained for the previous matrices are the following: 
1. RANDOM MATRICES. We ran several examples up to order n = 513. We considered unreduced 
upper Hessenberg matrices with random elements. We assigned the following eigenvalues: pi = 
x, - (Y. i, i = 1,. . . ,p, where X, is the smallest eigenvalue of the state matrix A and Q is a fixed 
positive quantity (for these random matrices we take (Y values running from 10-l to 1). 
Our experiments suggest that the condition number r;(Aj) of the systems in the Step 2 is closely 
related to the accuracy of the method. We obtained an upper bound of the condition number 
under which the algorithm is highly successful. This value is around 102’. Therefore, we conclude 
this method is very stable for random matrices. In Table 1, we present the results obtained with 
a random matrix of size n = 513. As shown in Table 1, EN stands for the relative error in 
the new eigenvalues, ER and EC stand for the relative errors in the unmodified spectrum (we 
distinguished between real ER and complex EC ones). In the previous example, we generated 
random numbers from 0.5 to 1.5. We took this range to obtain condition numbers below the 
upper bound given above. On the other hand, the election of this range produces eigenvalues 
very close to each other, and then the number of eigenvalues to be assigned must be small. 
The proposed algorithm is an efficient parallel algorithm, as can be seen in Table 2. As shown 
in Table 2, TO, Ti, Tp mean the times (in seconds) computed for the proposed algorithm compiled 
with scalar, vectorial and global (with p processors) optimization, respectively. The different 
values of the speed-up are explicated in the columns Se and 5’1. 
The efficiency of the proposed algorithm in the previous examples is 0.97 in the p = 4 case 
(executed with 4 processors) and 0.76 in the p = 8 case (executed with 8 processors). 
2. WILKINSON MATRICES. The well-known Wilkinson bidiagonal matrix of size n x n with very 
ill-conditioned eigenvalues was used to check our algorithm. The best results were obtained in 
the case that the undesired eigenvalues were Xi = n - i + 1 and the eigenvalues to be assigned 
werepi=-iwithi=l,...,p. 
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Table 1. Relative errors. 
i/ 
Table 2. Computed times and speed-ups. 
11 
n = 513, p = 4 1 4.327 1 2.67 1 0.685 1 6.316 I 3.90 I 
n = 513, p = 8 1 8.68 ( 5.29 1 0.87 9.97 6.08 
Table 3. Relative errors in the Wilkinson matrix. 
P 1 2 3 4 5 6 
EN 0 lo-‘2 10-g 10-s 10-d 10-Z 
ELI 0 0 0 0 0 0 
Under these conditions, we obtained very accurate results running our code for matrices up to 
n = 500 and p 5 6. We present the results of the proposed algorithm for the Wilkinson matrix of 
order 256 and different number of new eigenvalues in Table 3. As shown in Table 3, EN means 
the same as above, and ELJ represents the relative errors in the unmodified spectrum. Because 
of the structure of the Wilkinson matrix and the eigenvalues selected, the vector solution f has 
zeroes in the last (n-p) components. Therefore, the eigenvalues placed in the last (n -p) entries 
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