In this paper, we study the problem of learning phylogenies and hidden Markov models. We call a Markov model nonsingular if all transition matrices have determinants bounded away from 0 (and 1). We highlight the role of the nonsingularity condition for the learning problem. Learning hidden Markov models without the nonsingularity condition is at least as hard as learning parity with noise. On the other hand, we give a polynomial-time algorithm for learning nonsingular phylogenies and hidden Markov models.
INTRODUCTION
In this paper, we consider the problem of learning phylogenies and hidden Markov models. Formally, phylogenies are Markov models on 3-regular trees while hidden Markov models are Markov models on the caterpillar tree (see Figure 1 ).
Phylogenies are used in evolutionary biology to model the stochastic evolution of genetic data on the ancestral tree relating a group of species. More precisely, the leaves of the tree correspond to (known) extant species. Internal nodes represent extinct species while the root of the tree represents the most recent ancestor to all species in the tree. Following paths from the root to the leaves, each bifurcation indicates a speciation event whereby two new species are created from a parent.
The underlying assumption is that genetic information evolves from the root to the leaves according to a Markov model on the tree. This genetic information may consist of DNA sequences, Proteins etc. Suppose for example that the genetic data consists of (aligned) DNA sequences and lets follow the evolution of the first letter in all sequences. This collection, named the first character, evolves according to Markov transition matrices on the edges. The root is assigned one of the four letter A, C, G and T . Then this letter evolves from parents to descendants according to the Markov matrices on the edges connecting them.
It is further assumed that for all i, the i'th letter of all sequences (the i'th character), evolves according to the same Markov model independently. In other words, each site in a DNA sequence is assumed to mutate independently from its neighbors according to the same mutation mechanism. Naturally, this is an over-simplification of the underlying biology. Nonetheless, the model above may be a good model for the evolution of some DNA subsequences and is the most popular evolution model in molecular biology, see e.g. [12] .
One of the major tasks in molecular biology is to infer the topology of the (unknown) tree from the characters (sequences) at the leaves (extant species). Often one is also interested in inferring the Markov models on the edges. This task, the reconstruction of phylogenetic trees is one of the most important tasks of molecular biology. In the systematics and statistics literature, three main approaches have been studied in depth: parsimony, maximum likelihood and distance-based methods (see e.g. [12, 27] for a detailed review and a thorough bibliography). Parsimony is known to be inconsistent [15] (it may converge to the wrong tree even if the number of characters tends to infinity) and NP-hard [17] . Maximum likelihood is consistent [5] but it is thought to be NP-hard (see in particular [2] ). In contrast, distance-based methods can be both consistent and run in polynomial time [10] (under some assumptions, see below). However, these methods have not gained popularity in biology yet (see [25] ).
Much work has been devoted to the reconstruction of phylogenies in the learning setting. In particular, in [3] the authors obtain almost optimal upper and lower bounds for learning a phylogenetic "star" tree on 2-state space given its topology (i.e. the underlying graph structure), where the mutation matrices are symmetric. In [7] , a polynomial-time algorithm is obtained for general Markov models on 2-state spaces. The authors of [7] also make the claim that their technique extends to the general k-state model, but then restrict themselves to k = 2.
The framework of Markov models on trees has several special cases that are of independent interest. The cases of product distributions and mixtures of product distributions are discussed in [3] and [14] resp. Arguably, the most interesting special case is that of learning hidden Markov models (HMMs). HMMs play a crucial role in many areas from speech recognition to biology, see e.g. [24, 8] .
In [1] it is shown that finding the "optimal" HMM for an arbitrary distribution is hard unless RP = N P . See also [21] where hardness of approximation results are obtained for problems such as comparing two hidden Markov models. Most relevant to our setting is the conjecture made in [20] that learning parity with noise is hard. It is easy to see that the problem of learning parity with noise may be encoded as learning an HMM over 4 states, see subsection 1.3.
There is an interesting discrepancy between the two viewpoints taken in works concerning learning phylogenies and works concerning learning hidden Markov models. The results in phylogeny are mostly positive-they give polynomial-time algorithms for learning. On the other hand, the results concerning HMMs are mostly negative.
This paper tries to resolve the discrepancy between the two points of view by pointing to the source of hardness in the learning problem. Roughly speaking, it seems like the source of hardness for learning phylogenies and hidden Markov models are transition matrices P such that det P is 0 (or close to 0) but rank P > 1 (or P is far from a rank 1 matrix). Note that in the case k = 2 there are no matrices whose determinant is 0 and whose rank is more than 1. Indeed, in this case, the problem is not hard [7] . We note furthermore that in the problem of learning parity with noise all of the determinants are 0 and all the ranks are greater than 1.
The main technical contribution of this paper is to show that the learning problem is feasible once all the matrices have β < | det P | < 1 − 1/poly(n) for some β > 0. We thus present a proper PAC learning algorithm for this case. In the case of hidden Markov models we prove that the model can be learned under the weaker condition that 1/poly(n) < | det P | < 1 − 1/poly(n).
Assuming that learning parity with noise is indeed hard, this is an optimal result, see subsection 1. 3 The learning algorithms we present are based on a combination of techniques from phylogeny, statistics, combinatorics and probability. We believe that these algorithms may be also extended to cases where | det P | is close to 1 and furthermore to cases where if | det P | is small, then the matrix P is close to a rank 1 matrix, thus recovering the results of [3, 7] .
Interestingly, to prove our result we use and extend several previous results from combinatorial phylogeny and statistics. The topology of the tree is learned via variants of combinatorial results proved in phylogeny [10] . Thus, the main technical challenge is to learn the mutation matrices along the edges. For this we follow and extend the approach developed in statistics by Chang [5] . Chang's results allow the recovery of the mutation matrices from infinite number of samples. The reconstruction of the mutation matrices from a polynomial number of samples requires a delicate error analysis along with various combinatorial and algorithmic ideas.
The algorithm is sketched in Section 2 and the error analysis is sketched in Section 3.
Definitions and results
We let T3(n) denote the set of all trees on n labeled leaves where all internal degrees are exactly 3. Note that if T = (V, E) ∈ T3(n) then |V| = 2n − 2. We will sometimes omit n from the notation. Below we will always assume that the leaf set is labeled by the set [n]. We also denote the leaf set by L. Two trees T1, T2 are considered identical if there is a graph isomorphism between them that is the identity map on the set of leaves [n]. We define a caterpillar to be a tree on n nodes with the following property: the subtree induced by the internal nodes is a path (and all internal vertices have degree at least 3). See Figure 1 for an example. We let TC3(n) denote the set of all caterpillars on n labeled leaves.
In a Markov model T on a (undirected) tree T = (V, E) rooted at r, each vertex iteratively chooses its state given the one of its parent by an application of a Markov transition rule. Consider the orientation of E where all edges are directed away from the root. We note this set of directed edges Er. Then the probability distribution on the tree is the probability distribution on C V given by
where s ∈ C V , C is a finite state space, P uv is the transition matrix for edge (u, v) ∈ Er and π T r is the distribution at the root. We let k = |C|. We write π T W for the marginals of π T on the set W. Since the set of leaves is labeled by [n], the marginal π T
[n] is the marginal on the set of leaves. We will often remove the superscript T . Furthermore, for two vertices u, v ∈ V we let P uv ij = P[s(v) = j | s(u) = i]. We will be mostly interested in nonsingular Markov models.
DEFINITION 1. We say that a Markov model on a tree
It is well known [28] that if the model is nonsingular, then for each w ∈ V, one can write
(where now all edges (u, v) are oriented away from w). In other words, the tree may be rooted arbitrarily. Indeed, in the learning algorithms discussed below, we will root the tree arbitrarily. We will actually refer to E as the set of directed edges formed by taking the two orientations of all (undirected) edges in the tree. It is easy to show that (β, σ)-nonsingularity as stated above also implies that property I. holds for all (u, v) ∈ E with appropriate values of β, σ. Note moreover, that if | det P uv | > 0 for all edges (u, v) and for all v ∈ V the distribution of s(v) is supported on at most |C| − 1 elements then one can redefine the model by allowing only |C| − 1 values of s(v) at each node and deleting the corresponding row and columns from the transition matrices P e . Thus condition II. is very natural given condition I.
Given a collection M of mutation matrices P , we let T3(n)⊗M denote all phylogenetic trees of the form (1) where T ∈ T3 and P e ∈ M for all e. We similarly define TC3 ⊗ M.
We use the PAC learning framework introduced by [30] , in its variant proposed by [20] . Let ε > 0 denote an approximation parameter, δ > 0, a confidence parameter, M, a collection of matrices and T, a collection of trees. Then, we say that an algorithm A PAC-learns T ⊗ M if for all T ∈ T ⊗ M, given access to samples from the measure π T
[n] , A outputs a phylogenetic tree T such that the total variation distance between π T
[n] and π T [n] is smaller than ε with probability at least 1 − δ and the running time of A is poly(n, 1/δ, 1/ε).
In our main result we prove the following. THEOREM 1. For every constant β, κ β , κπ > 0 and every finite set C, the collection of (β, n −κ β , n −κπ )-nonsingular Markov phylogenetic models is PAC-learnable. More formally, let C be a finite set, β, κ β , κπ > 0 and M denote the collection of all |C| × |C| transition matrices P where 1 − n −κ β > | det P | > β. Then there exists a PAC-learning algorithm for T3 ⊗ M whose running time is poly(n, k, 1/ε, 1/δ), provided the node distributions satisfy πv(i) > n −κπ for all v in V and i in C.
Furthermore, if the topology is known, we can relax the assumption on determinants to 1 ≥ | det P | > β.
For hidden Markov models we can prove more. The proof of the following theorem is omitted from this extended abstract. THEOREM 2. Let φ d , φ d , κπ > 0 be constants. Let C be a finite set and M denote the collection of |C| × |C| transition matrices P where 1 − n −φ d > | det P | > n −φ d . Then there exists a PAClearning algorithm for TC3 ⊗ M, provided the node distributions satisfy πv(i) > n −κπ for all v in V and i in C. If the topology is known, we can relax the assumption on determinants to 1 ≥ | det P | > n −φ d . The running time and sample complexity of the algorithm is poly(n, k, 1/ε, 1/δ).
In many of the applications of HMMs, the state spaces at different vertices are of different size and therefore many of the Markov matrices have determinant 0. Theorem 2 is not applicable in these cases. Indeed, in these cases the negative result presented at subsection 1.3 may be more relevant.
Inferring the topology
We let the topology of T denote the underlying tree T = (V, E). The task at hand can be divided into two natural subproblems. First, the topology of T needs to be recovered with high probability. Second, the transition matrices have to be estimated. Reconstructing the topology has been a major task in phylogeny. It follows from [10, 11] that the topology can be recovered with high probability using a polynomial number of samples. Here is one formulation from [22] .
We will also need a stronger result that applies only for hidden Markov models. The proof of this result is quite similar to the proofs in [10, 11] . We omit the details here. THEOREM 4. Let ζ, τ > 0 and suppose that M consists of all matrices P satisfying n −ζ < | det P | < 1 − n −τ . Then for all θ > 0, and all T ∈ TC3 ⊗ M one can recover from n O(ζ+τ +θ) samples the topology T with probability 1 − n 2−θ .
Hardness of learning singular models
We now briefly explain why hardness of learning "parity with noise" implies that learning singular hidden Markov models is hard. Kearns' work [19] on the statistical query model leads to the following conjecture. CONJECTURE 1 (NOISY PARITY ASSUMPTION [19] ). There is a 0 < α < 1/2 such that there is no efficient algorithm for learning parity under uniform distribution in the PAC framework with classification noise α.
In [20] , this is used to show that learning probabilistic finite automata with an evaluator is hard. It is easy to see that the same construction works with the probabilistic finite automata replaced by an equivalent hidden Markov model (HMM) with 4 states (this is a special case of our evolutionary tree model when the tree is a caterpillar). The proof, which is briefly sketched in Figure 1 , is left to the reader. We remark that all matrices in the construction have determinant 0 and rank 2. Note moreover that by a standard coupling argument it follows that if for all edges (u, v) we replace the matrix P uv by the matrix (1 − n −τ )P uv + n −τ I, then the model given in Figure 1 and its variant induces undistinguishable distributions on k samples if k ≤ o(n τ −1 ). This shows that assuming that learning parity with noise is hard, Theorem 2 is tight up to the constant in the power of n (and the upper bound on the determinant, which we think can be avoided).
OVERVIEW OF THE ALGORITHM

Chang's spectral technique
One of the main ingredients of the algorithm is a nice result due to Chang [5] that we rederive here for completeness. Let T be a 4node (star) tree with a root r and 3 leaves a, b, c (see Figure 2 ). Let P uv be the transition matrix between vertices u and v, i.e. P uv ij = P[s(v) = j | s(u) = i] for all i, j ∈ C. Fix γ ∈ C. Then by the Markov property, for all i, j ∈ C,
or in matrix form P ab,γ = P ar diag(P rc ·γ ) P rb , where the matrix P ab,γ is defined by
assuming the transition matrices are invertible. Equation ( ) is an eigenvalue decomposition where the l.h.s. involves only the distribution at the leaves. Therefore, given the distribution at the leaves, we can recover from ( ) the columns of P ar (up to scaling) provided the eigenvalues are distinct. Note that the above reasoning applies when the edges (r, a), (r, b), (r, c) are replaced by paths.
Therefore, loosely speaking, in order to recover an edge (w, w ), one can use ( ) on star subtrees with w and w as roots to obtain P aw and P aw , and then compute P ww = (P aw ) −1 P aw . In [5] , under further assumptions on the structure of the transition matrices, the above scheme is used to prove the identifiability of the full model, that is that the output distributions on triples of leaves uniquely determine the transition matrices. In this paper, we show that the transition matrices can actually be approximately recovered using ( ) with a polynomial number of samples.
There are many challenges in extending Chang's identifiability result to our efficient reconstruction claim. First, as noted above, equation ( ) uncovers only the columns of P ar . The leaves actually give no information on the labellings of the internal nodes. To resolve this issue, Chang assumes that the transition matrices come in a canonical form that allows to reconstruct them once the columns are known. For instance, if in each row, the largest entry is always the diagonal one, this can obviously be performed. This assumption is a strong and unnatural restriction on the model we wish to learn and therefore we seek to avoid it. The point is that relabeling all internal nodes does not affect the output distribution, and therefore the internal labellings can be made arbitrarily (in the PAC setting). The issue that arises is that those arbitrary labellings have to be made consistently over all edges sharing a node. Another major issue is that the leaf distributions are known only approximately through sampling. This requires a delicate error analysis and many tricks which are detailed in Section 3. The two previous problems are actually competing. Indeed, one way to solve the consistency issue is to fix a reference leaf ω and do all computations with respect to the reference leaf, that is choose a = ω in every spectral decomposition. However, this will necessitate the use of long paths on which the error builds up exponentially. Our solution is to partition the tree into smaller subtrees, reconstruct consistently the subtrees using one of their leaves as a reference, and patch up the subtrees by fixing the connecting edges properly afterward. We refer to the connecting edges as separators.
A detailed version of the algorithm, FULLRECON, including two subroutines, appears in Figure 3 . The correctness of the algorithm uses the error analysis and is therefore left for Section 3. The two subroutines are described next.
Subtree reconstruction and patching
We need the following notations to describe the subroutines. If e = (u, v), let d1(e) (resp. d2(e)) be the length of the shortest path (in number of edges) from u (resp. v) to a leaf in L not using edge e. Then the depth of T is
It is easy to argue that ∆ ≤ log n (see Section 3). Also, for a set of vertices W and edges S, denote N (W, S) the set of nodes not in W that share an edge in E\S with a node in W ("outside neighbors" of W "without using edges in S"). Let B ∆ a be the subset of nodes in V at distance at most ∆ from leaf a. Subroutine LEAFRECON. The subtree reconstruction phase is performed by the algorithm LEAFRECON depicted in Figure 4 . The purpose of LEAFRECON is to partition the tree into subtrees each of which has the property that all its nodes are at distance at most ∆ from one of its leaves (same leaf for all nodes in the subtree), that we refer to as the reference leaf of the subtree. The correctness of the algorithm, proved in Section 3, thus establishes the existence of such a partition. This partition serves our purposes because it allows 1) to reconstruct mutation matrices in a consistent way (in each subtree) using reference leaves, and 2) to control the building up of the error by using short paths to the reference leaf. The ma- trix reconstruction is performed simultaneously by LEAFRECON, as the partition is built. At the call of LEAFRECON, we consider the subgraph T of T where edges previously labeled as separators have been removed. We are given a reference leaf a and restrict ourselves further to the (connected) subtree Ta of T consisting of nodes at distance at most ∆ from a. Moving away from a, we recover edge by edge the mutation matrices in Ta by Chang's spectral decomposition. At this point, it is crucial 1) that we use the transition matrices previously computed to ensure consistency in the labeling of internal nodes, and 2) in order to control error, that we choose the leaves b and c (in the notations of the previous subsection) to be at distance at most ∆ + 1 from the edge currently reconstructed (which is always possible by definition of ∆). Note that the paths from the current node to b and c need not be in Ta.
Once Ta is reconstructed, edges on the "outside boundary" of Ta (edges in T with exactly one endpoint in Ta) are added to the list of separators, each with a new reference leaf taken from the unexplored part of the tree (at distance at most ∆). The algorithm LEAFRECON is then run on those new reference leaves, and so on until the entire tree is recovered (see Figure 4 ). The algorithm is given in Figure 3 . Some steps are detailed in Section 3. We denote estimates with hats, e.g. the estimate of P ar isP ar . Subroutine SEPRECON. For its part, the algorithm SEPRECON consists in taking a separator edge (w, w ) along with the leaf a from which it was found and the new reference leaf a it led to, and computingP
where the matricesP aw ,P w a have been computed in the subtree reconstruction phase. It will be important in the error analysis that the two leaves a, a are at distance at most ∆ from w, w respectively. We then use Bayes' rule to computeP w w . See Figure 3 .
ERROR ANALYSIS
As pointed out in the previous section, the distribution on the leaves is known only approximately through sampling. The purpose of this section is to account for the error introduced by this approximation. We are also led to make a number of modifications to the algorithm described in the previous section. Those modifications are described where needed in the course of the analysis.
For W a subset of vertices of T , denote by πW the joint distribution on W andπW our estimate of πW obtained by using the estimated mutation matrices. For a vertex u, we let πu(·) = P[s(u) = ·]. We denote by the all-one vector (the size is usually clear from the context). For any vector ρ, we let diag(ρ) be the diagonal matrix with diagonal ρ. Recall that for a vector x, Algorithm SEPRECON Input: leaves a, a and separator edge (w, w ); Output: estimated mutation matricesP ww ,P ww ;
• EstimateP aa ;
• ComputeP ww := (P aw ) −1P aa (P w a ) −1 ;
• ObtainP w w fromP ww ,πw andπ w using Bayes rule.
Figure 3: Algorithms FULLRECON, LEAFRECON and SEPRECON
x 1 = i |xi|, and for a matrix X, X 1 = maxj i |xij |. Recall that L stands for the set of leaves. We assume throughout that the model is (β, n −κ β , n −κπ )-nonsingular, for β, κ β , κπ > 0 constant. By Theorem 3, the topology can be recovered in polynomialtime and is assumed to be known from here on. Therefore, Theorem 1 is a consequence of the following theorem.
THEOREM 5. For all ε, δ > 0 and n large enough, our reconstruction algorithm produces a Markov model satisfying
with probability at least 1 − δ. The running time of the algorithm is polynomial in n, 1/ε, 1/δ.
We use the expression with high probability (w.h.p.) to mean with probability at least 1 − 1/poly(n). Likewise we say negligible to mean at most 1/poly(n). In both definitions it is implied that poly(n) is O(n K ) for a constant K that can be made as large as one wants if the number of samples is O(n K ) with K large enough. Most proofs have been omitted from this abstract and can be found in [23] . Standard linear algebra results used throughout the analysis can be found e.g. in [18] .
In the rest of this section, β, κ β , κπ and k are fixed constants. In particular, polynomial factors in β and k are dominated by polynomials in n.
Approximate spectral argument
In this subsection, we address several issues arising from the application of Chang's spectral technique to an approximate distribution on the leaves. Our discussion is summarized in Proposition 1. We use the notations of Section 2.1. PROPOSITION 1. Let a be a leaf and let r be an internal vertex at distance at most ∆ from a. Then there exists a relabeling of the states at r so that the estimateP ar recovered from ( ) using poly(n) samples is such that the error P ar − P ar 1 is negligible w.h.p. See Lemma 7 for a precise statement.
The relabeling issue mentioned in Proposition 1 will be tackled in Section 3.2. Determinants on Paths. The estimation error depends on the determinant of the transition matrices involved. Since we use Chang's spectral technique where a → r, r → b, and r → c are paths rather than edges, we need a lower bound on transition matrices over paths. This is where the use of short paths is important. Multiplicativity of determinants gives immediately that all determinants of transition matrices on paths of length O(∆) are at least 1/poly(n).
LEMMA 1 (BOUND ON DEPTH). The depth ∆ of any full binary tree is bounded above by log 2 n + 1.
LEMMA 2 (DETERMINANTS ON PATHS). Fix θ > −2 log 2 β constant. Let a, b be vertices at distance at most 2∆ + 1 from each other. Then, under the (β, n −κ β , n −κπ )-nonsingularity assumption, the transition matrix between a and b satisfies | det[P ab ]| ≥ n −θ for n large enough.
Error on Leaf Distributions. The algorithm estimates leaf distributions through sampling. We need to bound the error introduced by sampling. Let a, b, c be leaves at distance at most 2∆ + 1 from each other and consider the eigenvalue decomposition ( ). We estimate P ab by taking poly(n) samples and computinĝ
for i, j ∈ C where N a i is the number of occurrences of s(a) = i and N a,b i,j is the number of occurrences of s(a) = i, s(b) = j. Likewise for P ab,γ ij , we use poly(n) samples and compute the estimatê
where N a,b,c i,j,γ is the number of occurrences of s(a) = i, s(b) = j, s(c) = γ. We also bound the error on the 1-leaf distributions; this will be used in the next subsection. We use poly(n) samples to estimate πa using empirical frequencies. Standard concentration inequalities give that P ab −P ab 1 , P ab,γ −P ab,γ 1 , and πa − πa 1 are negligible w.h.p.
LEMMA 3 (SAMPLING ERROR).
For all e, p > 0, there is an s > 0 such that if the number of samples is greater than n s , then with probability at least 1 − 1/n p the estimation error on the matrices P ab and P ab,γ satisfies P ab − P ab 1 ≤ 1 n e , P ab,γ − P ab,γ 1 ≤ 1 n e , for all a, b ∈ L and γ ∈ C, and the estimation error on the leaf distributions satisfies πa − πa 1 ≤ 1 n e , for all a ∈ L, provided n is large enough.
Separation of Exact Eigenvalues. In Section 2, it was noted that the eigenvalues in ( ) need to be distinct to guarantee that all eigenspaces have dimension 1. This is clearly necessary to recover the columns of the transition matrix P ar . When taking into account the error introduced by sampling, we actually need more. From standard results on eigenvector sensitivity it follows that we want the eigenvalues to be well separated. A polynomially small separation will be enough for our purposes. We accomplish this by using a variant of an idea of Chang [5] which consists in multiplying the matrix P rc in ( ) by a random Gaussian vector. One can think of this as adding an extra edge (c, d) and using leaves a, b, d for the reconstruction, except that we do not need the transition matrix P cd to be stochastic and only one row of it suffices. More precisely, let U be a vector whose k entries are independent Gaussians with mean 0 and variance 1. We solve the eigenvalue problem ( ) with P rc ·γ replaced by Υ = P rc U , that is we solve P ab,U (P ab ) −1 = P ar diag(Υ) (P ar ) −1 , ( )
where P ab,U is a matrix whose (i, j)th entry is
Similarly to ( ), the system ( ) is obtained by multiplying the following equation (in matrix form) to the right by (P ab ) −1 = (P rb ) −1 (P ar ) −1 , A different (independent) vector U is used for every triple of leaves considered by the algorithm. One can check that w.h.p. the entries of Υ = (υi) k i=1 are 1/poly(n)-separated. LEMMA 4 (EIGENVALUE SEPARATION). For all d ≥ θ and p ≤ d − θ, with probability at least 1 − n −p no two entries of Υ = (υi) k i=1 are at distance less than n −d for all n large enough.
PROOF. By Lemma 2, | det[P rc ]| ≥ n −θ . Take any two rows i, j of P rc . The matrix, say A, whose entries are the same as P rc except that row i is replaced by P rc i· −P rc j· has the same determinant as P rc . Moreover,
where the sum is over all permutations of {1, . . . , k}. Therefore
By the Cauchy-Schwarz inequality,
Therefore, (P rc i· − P rc j· )U is Gaussian with mean 0 and variance at most 1/(kn 2θ ). A simple bound on the normal distribution gives
There are O(k 2 ) pairs of rows to which we apply the previous inequality. The union bound gives the result.
Error on Estimated L.H.S. On the l.h.s. of ( ), we use the following estimateP ab,U = γ∈C UγP ab,γ . It follows from linear algebraic inequalities and the previous bounds that the error on the l.h.s. of ( ) is negligible w.h.p.
LEMMA 5 (ERROR ON L.H.S.). For all e, p > 0, there is an s > 0 such that if the number of samples is greater than n s , then with probability at least 1 − 1/n p the error on the l.h.s. of ( ) satisfies
for all n large enough.
Separation of Estimated Eigenvalues. We need to make sure that the estimated l.h.s. of ( ) is diagonalizable. By bounding the variation of the eigenvalues and relying on the gap between the exact eigenvalues, we can ensure that the eigenvalues remain distinct and thereforeP ab,U (P ab ) −1 is diagonalizable.
LEMMA 6 (SENSITIVITY OF EIGENVALUES). For all p > 0, there is an s > 0 such that if the number of samples is greater than n s , then with probability at least 1 − 1/n p the l.h.s. of ( ), P ab,U (P ab ) −1 , is diagonalizable and all its eigenvalues are real and distinct. In particular, all eigenspaces have dimension 1.
PROOF. We will need the following inequality. Using a standard formula for the inverse, we have
where we have used the nonsingularity assumption, and the fact that adj[P ar ]ij is the determinant of a substochastic matrix. Fix d = p + θ in Lemma 4. A standard theorem on eigenvalue sensitivity [18] asserts that ifυj is an eigenvalue ofP ab,U (P ab ) −1 , there is an eigenvalue υi of P ab,U (P ab ) −1 such that |υ j − υ i | ≤ P ar 1 (P ar ) −1 1 P ab,U (P ab ) −1 −P ab,U (P ab ) −1 1 ≤ k 2 n θ n e (4)
where e from Lemma 5 is taken large enough so that the last inequality holds. Given that the separation between the entries of Υ is at least 1/n d by Lemma 4, we deduce that there is a unique υi at distance at most 1/(3n d ) fromυj (note that j might not be equal to i since the ordering might differ in both vectors). This is true for all j ∈ C. This implies that allυj's are distinct and therefore they are real andP ab,U (P ab ) −1 is diagonalizable as claimed.
Error on Estimated Eigenvectors. From ( ), we recover k eigenvectors that are defined up to scaling. Assume that for all i ∈ C, υi is the estimated eigenvalue corresponding to υi (see above). Denote byX i , X i their respective eigenvectors. We denoteX (resp. X) the matrix formed with theX i 's (resp. X i 's) as columns. Say we choose the estimated eigenvectors such that X i 1 = 1. This is not exactly what we are after because we need the rows to sum to 1 (not the columns). To fix this, we then compute η =X −1 . This can be done because the columns ofX form a basis. Then we defineX i = ηiX i for all i with the corresponding matrixX. Our final estimateP ar =X is a rescaled version ofX with row sums 1. The careful reader may have noticed that some entries ofX may be negative. This is not an issue at this point. We will make sure in Lemma 12 that (one-step) mutation matrices are stochastic. It can be proved that X − X 1 is negligible w.h.p. LEMMA 7 (SENSITIVITY OF EIGENVECTORS). For all e, p > 0, there is an s > 0 such that if the number of samples is greater than n s , then with probability at least 1 − 1/n p , we have
PROOF. We want to bound the norm ofX i − X i . We first argue about the components ofX i − X i in the directions X j , j = i. We follow a standard proof that can be found for instance in [16] . We need a more precise result than the one stated in the previous reference, and so give the complete proof here.
Because the X i 's form a basis, we can writê
for some values of ρj's. Denote A = P ab,U (P ab ) −1 , ∆i =υi−υi and E =P ab,U (P ab ) −1 − P ab,U (P ab ) −1 . Then
For all j ∈ C, let Z j be the left eigenvector corresponding to υj. It is well known that (X j ) T Z j = 0 for all j = j (see e.g. [16] ). Fix h ∈ C. Multiplying both sides of the previous display by Z h and rearranging gives
Here we make the X i be equal to the columns of P ar and the Z i 's equal to the columns of ((P ar ) T ) −1 . Recall that theX i 's were chosen such that X i 1 = 1. Fix d = p + θ in Lemma 4. Choose the value of e in Lemma 5 large enough so that the error |υi − υi| in (4) (ref. proof of Lemma 6 where j is now i by the construction above) is less than 1/n d+e for some fixed e > 0. Then using standard matrix norm inequalities, Cauchy-Schwarz inequality, and Lemmas 4, 5, and 6, we get
for some e > 0, where we have used the bound Z h 1 ≤ kn θ which follows from (3) in Lemma 6 and the choice of Z h . Plugging in the expansion ofX i gives
Assuming that n e is large enough (i.e. choosing e above large enough), we get
DefiningX i =X i /(1 + ρi) and plugging again into the expansion ofXi, we get
for some e > 0, where we have used X j 1 ≤ k, j = i. Denoteq =X the row sums ofX, the matrix formed with theX i 's as columns. The scaling betweenX andX is given bȳ η =X −1 . Indeed, because the columns ofX andX are the same up to scaling, there is a vectorη such thatX =Xdiag(η). By the normalization of both matrices, we get
BecauseX is invertible,η =η. We want to argue thatη is close to , that is thatX andX are close. Note that
By the condition, X i − X i 1 ≤ 1/n e for all i and the fact that the row sums of X are 1, we get −q 1 ≤ k 2 /n e . To bound X −1 1 , letĒ =X − X and note that, using a standard theorem on the sensitivity of the inverse [18] ,
As we have seen before, X −1 1 ≤ kn θ and by the bound above, Ē 1 ≤ 1/n e . Assuming that kn θ /n e ≤ 1/2, we get
This finally gives the bound
if e (i.e. e ) is large enough (where e on the last line is the one in the statement of Lemma 7) .
There is one last issue which is that X is the same as P ar up to permutation on the states of r. But since relabeling internal nodes does not affect the output distribution, we assume w.l.o.g. that P ar = X. We make sure in the next subsection that this relabeling is performed only once for each internal node.
Bounding error propagation
The correctness of the algorithm FULLRECON proceeds from the following remarks. Partition. We have to check that the successive application of LEAFRECON covers the entire tree, that is that all edges are reconstructed. Figure 4 helps in understanding why this is so. When uncovering a separator edge, we associate to it a new reference leaf at distance at most ∆. This can always be done by definition of ∆. It also guarantees that the subtree associated to this new leaf will cover the endpoint of the separator outside the subtree from which it originated. This makes the union of all subtrees explored at any point in the execution (together with their separators) connected. It follows easily that the entire tree is eventually covered. LEMMA 8 (PARTITION). The successive application of subroutine LEAFRECON covers the entire tree.
PROOF. We need to check that the algorithm outputs a transition matrix for each edge in T . Denote Ta t the subtree explored by LEAFRECON applied to at. The key point is that for all t, the tree T ≤t made of all Ta t for t ≤ t as well as their separators is connected. We argue by induction. This is clear for t = 0. Assume this is true for t. Because T is a tree, T ≤t is a (connected) subtree of T and (wt+1, w t+1 ) is an edge on the "boundary" of T ≤t , the leaf at+1 lies outside T ≤t . Moreover, being chosen as the closest leaf from w t+1 , it is at distance at most ∆. Therefore, applying LEAFRECON to at+1 will cover a (connected) subtree including w t+1 . This proves the claim.
Subroutines. Using Lemma 7 and standard linear algebraic inequalities, one can show that the (unnormalized) estimates computed in LEAFRECON and SEPRECON have negligible error w.h.p. LEMMA 9 (ERROR ANALYSIS: LEAFRECON). Let a be a leaf. For all e, p > 0, there is an s > 0 such that if the number of samples is greater than n s , then with probability at least 1 − 1/n p all edges (r0, r) reconstructed by LEAFRECON applied to a satisfy P r 0 r − P r 0 r 1 ≤ 1 n e , (after a proper relabeling of the rows and columns of P r 0 r to match the labeling ofP r 0 r ), and also πr − πr 1 ≤ 1 n e , (after a proper relabeling of the vertices) for all n large enough.
LEMMA 10 (ERROR ANALYSIS: SEPRECON). For all e, p > 0, there is an s > 0 such that if the number of samples is greater than n s , then with probability at least 1 − 1/n p every edge (w, w ) reconstructed by SEPRECON satisfies
(after permuting the rows and columns of P ww to match the labeling ofP ww ) for all n large enough.
Consistency. It is straightforward to check that all choices of labellings are done consistently. This follows from the fact that for each node, say w, the arbitrary labeling is performed only once. Afterward, all computations involving w use only the matrixP aw where a is the reference leaf for w.
LEMMA 11 (CONSISTENCY). The labellings are made consistently by subroutines LEAFRECON and SEPRECON.
PROOF. We briefly sketch the proof. By Lemma 7, we know that for a reference leaf a and an internal node r, the estimated transition matrixP ar is close to the exact transition matrix P ar after properly relabeling the columns of P ar to match the arbitrary labeling of the columns ofP ar . Let Γr be the permutation matrix performing this relabeling on the columns of P ar , i.e. such that P ar − P ar Γr 1 is small. Let Γr 0 be the corresponding matrix for node r0. Then, the matrix P r 0 r (which contrary to Lemma 9 we assume not to have been relabeled according toP r 0 r ) satisfies the equation
The last line is the matrix P r 0 r after being properly relabeled according the arbitrary choices made by LEAFRECON at nodes r0, r. By Lemmas 7 and 9, this implies that P r 0 r − Γ T r 0 P r 0 r Γr 1 is small as required. A similar argument applies to the computation ofπr,πr 0 andP rr 0 in LEAFRECON as well as the computation of P ww ,P w w ,πw andπ w in SEPRECON.
Stochasticity. It only remains to make the estimates of mutation matrices into stochastic matrices. SayP ww is the (unnormalized) estimate of P ww . First, some entries might be negative. Definẽ P ww + to be the positive part ofP ww . Then renormalize to get our final estimateP ww i·
for all i ∈ C. We know from Lemmas 9 and 10 thatP ww is close to P ww in L1 distance. From this, it is easy to check thatP ww + is also close to P ww and that (P ww + )i· 1 is close to 1. Therefore P ww − P ww 1 is negligible w.h.p.
LEMMA 12 (STOCHASTICITY). For all e, p > 0, there is an s > 0 such that if the number of samples is greater than n s , then with probability at least 1−1/n p the estimateP ww is well-defined and satisfies P ww − P ww 1 ≤ 1 n e , (after permuting the rows and columns of P ww to match the labeling ofP ww ) for all n large enough.
Note that we do not renormalize the node distributions because we only need to know the distribution at one arbitrary node and that node can conveniently be chosen among the leaves. Precision and Confidence. Now that all matrices have been approximately reconstructed, it is straightforward to check that the distributions on the leaves of the estimated and real models are close. We show below that πL −πL 1 is negligible w.h.p. thereby proving Theorem 5.
LEMMA 13 (PRECISION AND CONFIDENCE). For all ε, δ > 0, there is an s > 0 such that if the number of samples is greater than n s , then with probability at least 1−δ the reconstructed model satisfies πL − πL 1 ≤ ε, for all n large enough.
PROOF. We only give a quick sketch. Assume that the number of samples n s is taken large enough so that, by the sequence of lemmas above, the bounds on the L1 error on the estimated transition matrices and on the estimated node distributions, n −e , is smaller than n −2 (with probability say n −1 ). By the triangle inequality πL − πL 1 ≤ πV − πV 1 , so it suffices to bound the L1 error on the entire tree. Now, couple the exact model and the estimated model in a standard fashion. We seek to bound the probability that the two models differ at any vertex. Fix an arbitrary root. The probability that the models differ at the root is n −2 by assumption. Stop if that happens. Otherwise, at each transition, the probability that the transition is different in the two models is less than kn −2 (provided that they start from the same initial state). Again if that happens, stop. Since there are O(n) transitions, by the union bound the probability that we stop at any step in the process is O(n −1 ).
In the special case of the HMM ("caterpillar" tree, see Figure 1 ), our algorithm FULLRECON actually gives a stronger result. Here we only need to assume that determinants of mutation matrices are at least 1/poly(n) (instead Ω(1)). The reason is that the HMM tree can be partitioned into subtrees of constant size in which all nodes are at distance at most a constant from a reference leaf. The proofs above apply without change. The only difference is that now all paths are of constant length and therefore we can allow mutation matrices to have 1/poly(n) determinants.
CONCLUDING REMARKS
Many extensions of this work deserve further study.
• There remains a gap between our positive result (for general trees), where we require determinants Ω(1), and the hardness result of [20] , which uses determinants exactly 0. Is learning possible in the case where determinants are Ω(n −c ) (as it is in the case of HMMs)?
• There is another gap arising from the upper bound on the determinants. Having mutation matrices with determinant 1 does not seem like a major issue. It does not arise in the estimation of the mutation matrices. But it is tricky to analyze rigorously how the determinant 1 edges affect the reconstruction of the topology.
• We have emphasized the difference between k = 2 and k ≥ 3. As it stands, our algorithm works only for nonsingular models even when k = 2. It would be interesting to rederive the results of [7] using our technique.
