Abstract. We establish the uniqueness (up to translation) of traveling waves for a nonlocal lattice equation with time delay. Our approach is based on exact a priori asymptotics of the wave profiles. This we accomplish by developing a structure theorem of entire solutions to a class of linear integro-differential equations.
Introduction
Chen and Guo [2] obtained the existence of traveling waves of the following local lattice system
by the method of upper-lower solutions coupled with the technique presented in Zinner, Harris and Hudson [11] . They used solutions of an initial boundary value problem to approximate traveling waves for (1.1) and established the uniqueness (up to translation) by showing monotonicity of wave profiles and analyzing the asymptotic behavior of wave profiles. Ma and Zou [6] then extended this idea to a local and time-delayed lattice system
where b(w) is monotone. Weng, Huang and Wu [9] derived the following nonlocal time-delayed lattice system to describe the mature population of a single species in a patch environment, ( . The spreading speed and its coincidence with the minimal wave speed of traveling waves were established in [4] in the case where b is non-monotone. It seems very difficult to extend Chen and Guo's idea for the uniqueness of traveling waves to this nonlocal case.
The purpose of the current paper is to address the uniqueness of traveling wave solutions to nonlocal lattice equations. Our developed method also applies to more general nonlocal lattice systems such as (1. Here we choose to consider (1.3) just for the sake of simplicity. Throughout this paper, a traveling wave with speed c always refers to a pair (u, c), where u ∈ C(R, R + ) is a non-trivial and bounded solution of (1.3) having the form w j (t) = u(j+ct). We call u the wave profile. Substituting w j (t) = u(j+ct) into (1.3), we get the wave profile equation
Diekman and Kapper [3] studied the asymptotic behavior and the uniqueness of solutions for the integral equation u(x) = R f (u(y))k(x − y)dy. They employed the powerful Tauberian theorem when solutions are monotone (see also [1] ). Further, they obtained a beautiful estimate of asymptotic behavior of nonmonotone solutions with the help of the solution structure of the linear equation
These earlier works ( [2, 3, 1] ) suggest that the asymptotic behavior of wave profiles when x → −∞ plays an important role in the study of uniqueness of traveling waves.
In order to obtain the exact asymptotic behavior of wave profiles, we explore a structure theorem of entire solutions to linear integro-differential equations in Section 2. This theorem is also of interest on its own. Because it is difficult (sometimes impossible; see, e.g., [5] ) to prove the monotonicity of wave profiles for non-monotone systems, we directly study the asymptotic behavior of wave profiles without assuming their monotonicity by three steps. First we prove that every wave profile decays exponentially. Next we decompose each wave profile into two parts: one part decays rapidly, and the other is a solution of the linearized equation of the wave profile equation (1.5) at zero and dominates the asymptotic behavior. By applying the solution structure theorem, we get the expression of the dominating part. Finally, by the distribution of eigenvalues of the corresponding characteristic equation we obtain the exact asymptotic behavior. Consequently, we obtain the uniqueness (up to translation) of traveling waves.
A linear integro-differential equation
In this section, we use complex analysis to study the structure of entire solutions to the following linear differential-integral equation,
where m ≥ 1 is an integer, f (k) (z) is the kth order derivative of f (z) and each μ k is a σ-finite real-value measure on R. Note that the linearized wave profile 
Of interest, we consider entire solutions of (2.1) with the property that there exists
We call K(λ) = 0 the characteristic equation and its solution the eigenvalue. We make the following assumptions: 
Then f has the following expression
where −iw l runs through all zeros of K(λ) in the strip | Re λ| ≤ γ, M l,p are constants and k l is the order of the multiplicity of the eigenvalue −iw l .
To prove this theorem, we need a series of lemmas.
In what follows, we always assume that w = u + iv ∈ C with u, v ∈ R. Define
There is a similar formula involving F − (see, e.g., [8] ). Adding, we may write
for any a > γ and b < −γ. In particular, we choose a ∈ (γ, ρ) and b ∈ (−ρ, −γ).
is a solution of (2.1), then so isf (
It then suffices to prove that the linear system Bx = f 0 has a solution, where
This, together with the fact that λ l are different, implies the existence of d l . Clearly,
By the above lemma, we may assume, without loss of generality, that
Besides, for any ξ ∈ R, (2.6)
Lemma 2.2. For each k and x, there holds
Proof. We only prove (2.7) since the proof of (2.8) is similar. By Fubini's theorem, it suffices to prove
To this end, we first prove the following claim.
Claim. For any n ∈ N,
×e iux dx] = 0 (see, e.g., [8, Theorem 1] ). It then follows by l'Hospital's rule that
By this claim, we then see that
and consequently, (2.9) holds. Note that
Again, (2.11), together with a ∈ (γ, ρ), implies (2.10). 
Lemma 2.3 ([8, Theorem 141]). Let φ(w) be regular in the strip
where χ(w) is regular for v ∈ (−ρ, ρ) and χ(w) → 0 as |u| → ∞ uniformly in any interior strip. Hence, F + (w) and F − (w) are regular in this strip except possibly for poles at the zeros of K(−iw). Combining (2.4) and (2.13), we can write
which is the sum of the residues at poles in the strip b < Re λ < a. Since a ∈ (γ, ρ) and b ∈ (−ρ, −γ) are arbitrary, we know that the right hand side of equation (2.14) is also the sum of the residues at poles in the strip | Re λ| ≤ γ. From the fact that
K(−iw) = F + (w) → 0 as |u| → ∞ and the calculation of the right hand side of (2.14) by the residue theorem (see, e.g., [7, Theorem 13 .13]), we see that f (x) is of the form given in the theorem.
Uniqueness of traveling waves
In this section, we first analyze the characteristic equation, then reduce the uniqueness problem to the study of asymptotic behavior under a Lipschitz condition, and finally obtain the exact asymptotic behavior with the help of Theorem 2.1.
Assume that the function b(u) is differentiable at u = 0. Define
where c is regarded as a parameter. We call Δ(c, λ) = 0 the characteristic equation and its solutions eigenvalues. We impose the following assumptions on β(k). The following lemma on the characteristic equation is quite useful.
Lemma 3.1. Assume that b (0) > d and the assumption (K) holds. Then Δ(c, λ)
has the following properties: 
is bounded, the left hand side of the above equality goes to infinity as |v j | → ∞ because c = 0. This is a contradiction. Since Δ(c, λ) is analytic in the strip | Re λ| ≤ λ , the eigenvalues in this strip are isolated. So there are only finitely many eigenvalues in this strip. Now we show statement (iv). By (iii), we see that there exists δ > 0 such that there are no eigenvalues in the strip λ 1 − δ < Re λ < λ 1 + δ other than those with Re λ = λ 1 . Assume that λ = λ 1 + iv is an eigenvalue. Then separating the real and imaginary parts of Δ(c, λ) = 0 yields (3.1)
Since Δ(c, λ 1 ) = 0, we know from the first equation of (3.1) that 
for some positive numbers θ 1 and θ 2 , then u 1 is a translation of u 2 ; more precisely, 
which is a contradiction. Repeating the above argument, we further obtain
In order to obtain the exact asymptotic decay rate of wave profiles as x → −∞, we impose the following condition on b:
(H) The function b is continuous from R + to R + with b (0) > d, and there exist
It is easy to see that the assumption (H) implies the following two statements: (S1) For eachw > 0, there existā > 0 and σ > 1 such that
In what follows, we concentrate on the asymptotic behavior of wave profiles and always assume that (K) and (H) hold. First, we show that wave profiles decay exponentially as x → −∞. 
Since k∈Z β(k)e λk is convergent for λ ∈ (−λ , λ ), we know that Δ(c, λ) is infinitely often differentiable for λ in some interval [0, δ] with δ > 0. Thus, it is easy to verify that
Note that |k + cr| ≤ (k + cr) 2 when |k| is sufficiently large. It then follows that
for some K > 0 and N 1 > 0 since v(x) is increasing. Choose r 0 > 0 such that μ := K/r 0 < 1. Then for x ≤ M − N + cr, we have 
Multiplying both sides of (3.7) by e −γx gives
Since the function h is bounded on R and the series k∈Z β(k)e −γk is convergent, we see from inequality (3.8) that u(x)e −γx is bounded on R.
Let γ be defined as in Lemma 3.3 . In what follows, the property established in Lemma 3.3 will be used once γ appears. For each λ satisfying 0 < λ < γ, we can define the two-side Laplace transform
for which we have the following observation.
Lemma 3.4. L(λ)
is analytic for λ ∈ (0, λ 1 ) and has a singularity at λ = λ 1 .
Proof. Rewrite the wave profile equation (1.5) as
Under Laplace transforms, (3.9) becomes
We first claim that if the left hand side of (3.10) is analytic for λ ∈ (0, η) with η < λ , then there exists η 1 > 0 such that the right hand side of (3.10) is analytic for λ ∈ (0, η + η 1 ). Indeed, it easily follows from (S1) that 0 
Note that L(λ) has a singularity at λ = λ 1 . Indeed, the left hand side of (3.10) is zero at λ = λ 1 if L(λ 1 ) < +∞, and so is the right hand side. However, the right hand side is negative unless u ≡ 0. Thus, L(λ 1 ) = +∞. Now we use a property of Laplace transforms (see page 58 in [10] ). Since u is positive, there exists a real number B > 0 such that L(λ) is analytic for λ ∈ (0, B) and has a singularity at λ = B. Next we show B = λ 1 . First, B ≤ λ 1 ; otherwise, taking λ = λ 1 in (3.10), we know u ≡ 0, a contradiction. Since the abscissa of convergence of L(λ) is different from that of the right hand side of (3.10), we see that B must be the smallest positive root of the characteristic equation Δ(c, λ) = 0, and hence B = λ 1 .
The lemma above shows that wave profiles decay faster than e λx for each λ < λ 1 but not faster than e λ 1 x . We further prove that the wave profiles decay as fast as e λ 1 x . To this end, we first establish the following lemma with the help of Theorem 2.1. Proof. Let γ be defined as in Lemma 3.3. Choose σ,ā and > 0 so that (S1), (S2) hold, λ 1 + γ < λ 2 , 1 + < σ and there is no eigenvalue in the strip λ 1 − γ < Re λ < λ 1 + γ other than λ 1 (see Lemma 3.1(iv)). Let η ∈ (λ 1 , λ 1 + γ ). Since u is positive and bounded, there exists M 1 > 0 such that u σ (x) ≤ M 1 u 1+ (x), ∀x ∈ R. Therefore, the remainder R(u)(x) in (3.9) has the following property: 
