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DECOMPOSING SYMMETRIC POWERS OF CERTAIN
MODULAR REPRESENTATIONS OF CYCLIC GROUPS
R. JAMES SHANK AND DAVID L. WEHLAU
Abstract. For a prime number p, we construct a generating set for the ring
of invariants for the p+1 dimensional indecomposable modular representation
of a cyclic group of order p2, and show that the Noether number for the rep-
resentation is p2 + p− 3. We then use the constructed invariants to explicitly
describe the decomposition of the symmetric algebra as a module over the group
ring, confirming the Periodicity Conjecture of Ian Hughes and Gregor Kemper
for this case. In the appendix, we use our results to compute the Hilbert se-
ries for the corresponding ring of invariants together with some other related
generating functions.
This paper is dedicated to Gerry Schwarz, on the occasion of his sixtieth
birthday.
1. Introduction
Suppose that V is a finite dimensional representation of a finite group G over
a field F, i.e., V is a finitely generated module over the group ring FG. The
action of G on V induces an action on the dual V ∗ which extends to an action by
algebra automorphisms on the symmetric algebra F[V ] := S(V ∗). The elements
of V ∗, and thus also the elements of F[V ], represent F-valued functions on V .
If {x1, x2, . . . , xn} is a basis for V ∗ then F[V ] can be identified with the ring
of polynomials F[x1, x2, . . . , xn]. Let F[V ]d denote the subspace of homogeneous
polynomials of degree d. Since the action of G preserves degree, F[V ]d is a module
over FG and
F[V ] =
∞⊕
d=0
F[V ]d
is a decomposition into a direct sum of finite dimensional FG-modules. Of course
F[V ]d is precisely the the d
th symmetric power of V ∗. Understanding the action of
G on F[V ]d, and hence the action on F[V ], is an important problem in representa-
tion theory. The primary goal is to write F[V ]d as a direct sum of indecomposable
FG-modules, refining the given decomposition of F[V ]. This means decomposing
F[V ]d for infinitely many d. An important aspect of the group action is the ring
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of invariants
F[V ]G := {f ∈ F[V ] | g(f) = f, ∀g ∈ G},
a finitely generated subalgebra of F[V ]. A fundamental problem in invariant
theory is the construction of a finite generating set for F[V ]G. Since G is finite,
F[V ] is a finite module over F[V ]G. Thus F[V ] is a module over both F[V ]G
and FG. Perhaps the right approach is to study F[V ] as a finitely generated
module over the extended group ring F[V ]GG. Certainly, in the work of both
Karagueuzian & Symonds [11] and Hughes & Kemper [10], the finite F[V ]G-
module structure of F[V ] has been used to reduce decomposing F[V ] over FG to
a finite problem.
For the remainder of the paper, we assume that F has characteristic p for a
prime number p, and that G ∼= Z/pr is a cyclic group of order pr. Choose a
generator σ for G. The isomorphism type of a representation of G is determined
by the Jordan canonical form of σ. Since the order of σ is a power of p, and since
a field of characteristic p has no non-trivial pth roots of unity, all the eigenvalues
of σ must be 1. If m ≤ pr, then the m ×m matrix over F consisting of a single
Jordan block with eigenvalue 1 determines an indecomposable FG-module which
we denote by Vm. Note that if m > p
r, then the matrix has order greater than
pr and does not determine a representation of G. It follows from the form of the
matrix that Vm is faithful if and only if p
r−1 < m ≤ pr, and that Vm is a cyclic FG-
module. It is clear that if the Jordan canonical form of σ consists of more than one
Jordan block then the representation will be decomposable. Thus the complete
set of inequivalent indecomposable FG-modules are, up to isomorphism, V1, V2,
. . . , Vpr . Furthermore, from the Jordan canonical form it is easy to see that these
modules are naturally embedded into one another: V1 ⊂ V2 ⊂ V3 ⊂ · · · ⊂ Vpr .
Note that the one dimensional space of G-fixed points, V Gm
∼= V1 is the socle of Vm.
Moreover, V1 is the unique irreducible module, Vpr ∼= FG is the unique projective
indecomposable, and an FG-module is projective if and only if it is injective (see,
for example, [1, Ch. II]). Also, it is easy to see that the representation Vm is
induced from a representation of a proper subgroup of G if and only if p divides
m.
For f ∈ F[Vn], we define the norm of f , denoted by NG(f), to be the product
over the G-orbit of f . Clearly NG(f) ∈ F[Vn]G. For a subgroup L = 〈σpt〉, we
define the relative transfer TrGL :=
∑pt−1
i=0 σ
i ∈ FG.
The two main results we prove in this article concern the representation Vp+1
and are stated as Theorem 1.2 and Theorem 1.3 below. The following example
illustrates these theorems.
Example 1.1. Let F be any field of characteristic p = 3. We consider the in-
decomposable four dimensional representation V4 of the cyclic group G = Z/9
of order 9. The group G contains the subgroup L of order 3. Theorem 1.2 as-
serts that F[V4]
G is generated by M = NG(x3) = x
3
3 − x3x22 + x23x1 + x3x2x1,
N = NG(x4) = x
9
4 − x34x63 + . . ., and elements from the image of the relative
transfer, TrGL(F[x
3
4 − x4x21, x3, x2, x1]). In fact, a Magma [3] computation shows
that F[V4]
G is minimally generated by M and N together with the following 9
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invariants:
TrGL(x3) = x1,
TrGL(−x23) = x22 + x1x3 − x1x2 − x21,
TrGL(−x2x23) = x32 − x1x22 − x21x3 + x31,
TrGL(−x3(x34 − x4x21)) = x2x33 + . . . ,
TrGL(x
2
3(x
3
4 − x4x21)) = x2x43 + . . . ,
TrGL(x2x
2
3(x
3
4 − x4x21)) = x22x43 + . . . ,
TrGL(−x3(x34 − x4x21)2) = x73 + . . . ,
TrGL(−x23(x34 − x4x21)2) = x83 + . . . ,
TrGL(x2x
2
3(x
3
4 − x4x21)2) = x2x83 + . . . .
The first few homogeneous components of F[V4] decompose into indecomposable
FG-modules as follows:
F[V ]0 ∼= V1,
F[V ]1 ∼= V4,
F[V ]2 ∼= V7 ⊕ V3,
F[V ]3 ∼= V2 ⊕ V3 ⊕ V6 ⊕ V9,
F[V ]4 ∼= V5 ⊕ 2 V3 ⊕ V6 ⊕ 2 V9,
F[V ]5 ∼= V8 ⊕ 3 V3 ⊕ 2 V6 ⊕ 3 V9,
F[V ]6 ∼= 4 V3 ⊕ 3 V6 ⊕ 6 V9,
F[V ]7 ∼= 5 V3 ⊕ 4 V6 ⊕ 9 V9,
F[V ]8 ∼= 6 V3 ⊕ 5 V6 ⊕ 13 V9
F[V ]9 ∼= V1 ⊕ 7 V3 ⊕ 6 V6 ⊕ 18 V9
F[V ]10 ∼= V4 ⊕ 8 V3 ⊕ 7 V6 ⊕ 24 V9
F[V ]11 ∼= V7 ⊕ 10 V3 ⊕ 8 V6 ⊕ 31 V9
F[V ]12 ∼= V2 ⊕ 11 V3 ⊕ 10 V6 ⊕ 40 V9,
F[V ]13 ∼= V5 ⊕ 13 V3 ⊕ 11 V6 ⊕ 50 V9,
F[V ]14 ∼= V8 ⊕ 15 V3 ⊕ 13 V6 ⊕ 61 V9,
F[V ]15 ∼= 17 V3 ⊕ 15 V6 ⊕ 75 V9,
F[V ]16 ∼= 19 V3 ⊕ 17 V6 ⊕ 90 V9,
F[V ]17 ∼= 21 V3 ⊕ 19 V6 ⊕ 107 V9.
The (one dimensional) socle of the non-induced indecomposable summand in
F[V4]i for i = 0, 1, 2, . . . , 5 may be chosen to contain 1, x1, x
2
1, M , x1M and
x21M respectively.
For degrees d ≥ 9, write d = 9a + c where 0 ≤ c ≤ 8. Then F[V ]d ∼= F[V ]c ⊕
αV3 ⊕ β V6 ⊕ γ V9 for some non-negative integers α, β and γ. Furthermore if
0 ≤ c ≤ 5 and if we denote by f a non-zero element of the socle of the non-
induced summand in F[V ]c, then the non-induced summand in F[V ]d may be
chosen such that its socle is spanned by Naf .
In Section 2 we develop tools for decomposing F[Vn] as an FG-module. We
then specialise to r = 2 and n = p + 1. In Section 3 we construct generators for
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F[Vp+1]
Z/p2 . We apply the “ladder technique” described in [15, §7], using group
cohomology and a spectral sequence argument, to prove the following.
Theorem 1.2. Suppose G ∼= Z/p2 and let L ∼= Z/p denote its non-trivial proper
subgroup. The ring of invariants F[Vp+1]
G is generated by NG(xp), N
G(xp+1) and
elements from the image of the relative transfer, TrGL
(
F[NL(xp+1), xp, . . . , x1]
)
.
Recall that the Noether number of a representation is the largest degree of an
element in a minimal homogeneous generating set for the corresponding ring of
invariants. In Section 4 we use the generating set given by Theorem 1.2 to show
that, for p > 2, the Noether number for Vp+1 is p
2 + p − 3. In Section 5 we use
the constructed generating set to describe the FZ/p2-module structure of F[Vp+1],
confirming the Periodicity Conjecture of Hughes & Kemper [10, Conjecture 4.6]
in this case and proving the following.
Theorem 1.3. Let G ∼= Z/p2 and let d be any non-negative integer. In the decom-
position of F[Vp+1]d into a direct sum of indecomposable FG-modules there is at
most one indecomposable summand Vm which is not induced from a representation
of a proper subgroup. In particular, writing d = ap2 + bp + c where 0 ≤ b, c < p,
there is exactly one non-induced indecomposable summand when b ≤ p − 2 and
F[Vp+1]d is an induced module when b = p − 1. Moreover, if b ≤ p − 2 then
the non-induced indecomposable summand is isomorphic to Vcp+b+1 and we may
choose the decomposition of F[Vp+1]d such that the socle of this summand, V
G
cp+b+1,
is spanned by the invariant NG(xp+1)
aNG(xp)
bxc1.
We note that Symonds, in a recent paper [16] based on his joint work with
Karagueuzian [11], has proven the Periodicity Conjecture of Hughes & Kemper.
He goes on to prove that for pr−1 < n < pr and d < pr, the FZ/pr-module F[Vn]d
is isomorphic to Ω−dΛd(Vpr−n) modulo induced modules [16, Corollary 3.11]. Here
Λd denotes the dth exterior power and Ω−d denotes the dth cokernel of a minimal
injective resolution (see [2, page 30]). It is instructive to compare this with
Theorem 1.3 and Example 1.1.
In the Appendix we compute the Hilbert series of F[Vp+1]
Z/p2 . We also compute
generating functions encoding the number of summands of each isomorphism type
in F[Vp+1]t.
2. Preliminaries
Let G = 〈σ〉 ∼= Z/pr. It will be convenient to define ∆ := σ − 1 ∈ FG.
It is easy to see that ∆ acts as a twisted derivation on F[Vn], i.e., ∆(a · b) =
a∆(b)+∆(a)σ(b). We denote the full transfer, TrG〈1〉, by Tr
G and the image of the
relative transfer, TrGL (F[Vn]
L), by ImTrGL . Clearly ImTr
G
L is an ideal in F[Vn]
G. A
simple calculation with binomial coefficients shows that ∆p
t
= σp
t−1 and ∆pt−1 =
(σp
t−1)/(σ−1) = TrGL . We denote the group cohomology of G with coefficients in
the FG-module W by H∗(G,W ). Note that H0(G,W ) is just the fixed subspace
WG. Furthermore, since G is cyclic, H2i−1(G,W ) = ker(TrG |W )/ Im(∆|W ) and
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H2i(G,W ) = ker(∆|W )/ Im(TrG |W ) for i > 0 (see, for example, [6, §2.1]). It
is clear from the definition of group cohomology that H i(G,P ) = 0 if i > 0
and P is projective. Thus H1(G, Vpr) = H
2(G, Vpr) = 0. Furthermore, if Vm is
generated as an FG-module by e, then H0(G, Vm) = V
G
m = spanF(∆
m−1(e)) and
{e,∆(e), . . . ,∆m−1(e)} is a vector space basis for Vm. If we identify Vm−1 with
the submodule ∆(Vm), then, for m < p
r, H1(G, Vm) is the one dimensional vector
space Vm/Vm−1 and H
2(G, Vm) is the one dimensional vector space V
G
m .
Let W be any finite dimensional FG-module. Define Lt(W ) := ∆t−1(W ).
Clearly Li+1(W ) ⊆ Li(W ). Furthermore, since σ has order pr, Lpr+1(W ) = 0.
Thus we have the following filtration of W by FG-modules:
W = L1(W ) ⊇ L2(W ) ⊇ L3(W ) ⊇ · · · ⊇ Lpr(W ) ⊇ Lpr+1(W ) = 0.
This filtration of W obviously induces a filtration of the subspace WG:
WG = LG1 (W ) ⊇ LG2 (W ) ⊇ LG3 (W ) ⊇ · · · ⊇ LGpr(W ) ⊇ LGpr+1(W ) = 0
where LGt (W ) := Lt(W ) ∩WG.
Definition 2.1. For a non-zero f ∈ W , we define the length of f , denoted by
ℓ(f), by ℓ(f) ≥ t ⇐⇒ f ∈ Lt(W ). Note that 1 ≤ ℓ(f) ≤ pr. We will refer to
the above filtration of W as the length filtration and say that a basis B for WG is
compatible with the length filtration if LGt (W ) ∩ B is a basis for LGt (W ) for all t
(using the convention that the empty set is a basis for the zero vector space).
Lemma 2.2. If W is a finite dimensional FG-module, then
dim(W ) =
pr∑
t=1
t
(
dim(LGt (W ))− dim(LGt+1(W )
)
.
Proof. Choose a decomposition of W into indecomposable FG-modules. For each
indecomposable summand, choose a basis in which σ is in Jordan canonical form.
The union of these bases gives a basis for W . Intersecting this basis with WG
gives a basis for WG, say B, which is compatible with the length filtration. It is
clear that the number of elements in B ∩ (LGt (W ) \ LGt+1(W )) coincides with the
number of indecomposable modules in the decomposition which are isomorphic
to Vt, giving the required formula. 
Suppose that W is a finite dimensional FG-module and B is a basis for WG
which is compatible with the length filtration. For each α ∈ B choose γ ∈ W
with ∆ℓ(α)−1(γ) = α. (The existence of a suitable γ follows from the definition of
length.) Define V (α) to be the FG-module generated by γ. Note that α spans
the socle of V (α) and that dim(V (α)) = ℓ(α).
Proposition 2.3.
W =
⊕
α∈B
V (α) .
Proof. The natural homomorphism of the external direct sum of the V (α) to W
is injective on the socle and is therefore injective. Thus the internal sum of the
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V (α) is direct. It follows from Lemma 2.2 that the dimension ofW coincides with
the dimension of ⊕α∈BV (α), giving equality. 
The above shows how we may obtain a direct sum decomposition of W into
indecomposable submodules from any basis of WG which is compatible with the
length filtration of WG. Clearly every such decomposition arises in this way.
Furthermore, an element f ∈ WG has length t if and only if there is an FG
decomposition W =W ′ ⊕ Vt with f spanning V Gt .
Note that if f, h ∈ F[V ]G then ℓ(fh) ≥ ℓ(f). To see this write f = ∆ℓ(f)−1(F ).
Then fh = ∆ℓ(f)−1(Fh). In general it may happen that ℓ(fh) > max{ℓ(f), ℓ(h)}.
Computer computations together with various results, such as Proposition 5.3,
lead us to make the following conjecture.
Conjecture 2.4. Suppose f, h ∈ F[V ]G with ℓ(f) ≡ 0 (mod p). Then ℓ(fh) ≡ 0
(mod p).
For n ≤ pr, choose an FG-module generator xn for V ∗n and define xi = ∆n−i(xn)
for i = 1, . . . , n − 1. Then {x1, x2, . . . , xn} is a basis of V ∗n . Let F denote the
algebraic closure of F and define Vn := F ⊗F Vn. Let {e1, e2, e3, . . . , en} denote
the basis for Vn dual to {1 ⊗ x1, . . . , 1 ⊗ xn}. Note that e1 generates Vn as an
FG-module and that ∆(en) = 0. Using the inclusion F ⊆ F, allows us to interpret
elements of F[Vn] as regular functions on Vn, i.e., we identify F[Vn] in a natural
way with a subset of F[Vn]. For a subset X ⊆ F[Vn], define V(X) = {v ∈ Vn |
f(v) = 0 ∀f ∈ X}.
Lemma 2.5. Suppose pr−1 < n ≤ pr and let H denote the subgroup 〈σpt+1〉 ∼=
Z/pr−t−1 of G = 〈σ〉 ∼= Z/pr where 0 ≤ t ≤ r − 1.
(1) V(ImTrGH) = Vn
Z/pr−t
= span
F
{en−pt+1, en−pt+2, . . . , en−1, en}.
(2) For f ∈ F[Vn]G, if ℓ(f) ≥ pt + 1 then
f ∈
√
ImTrGH = ((x1, x2, . . . , xn−pt)F[Vn]) ∩ F[Vn]G.
Proof. The equality V
Z/pr−t
n = spanF{en−pt+1, en−pt+2, . . . , en−1, en} is easily ver-
ified. The equality V(ImTrGH) = Vn
Z/pr−t
follows from [8, Proposition 12.5] (see
also [5, Theorem 12]). This equality of sets may be expressed equivalently as the
equality of ideals
√
ImTrGH = ((x1, x2, . . . , xn−pt)F[Vn]) ∩ F[Vn]G (see, for exam-
ple, [5, Proposition 11]). Thus it only remains to show that if ℓ(f) ≥ pt + 1 then
f ∈
√
ImTrGH .
To see this suppose that ℓ(f) ≥ pt + 1. Then f = ∆pt(F ) for some F ∈
F[Vn]. Therefore f(ei) = (∆
ptF )(ei) = ((σ − 1)ptF )(ei) = (σpt(F ) − F )(ei) =
F (σ−p
t
(ei))−F (ei). Thus f(ei) = 0 if ei is fixed by σpt, i.e., if i ≥ n−pt+1. There-
fore if ℓ(f) ≥ pt+1 then f vanishes on the set span
F
{en−pt+1, en−pt+2, . . . , en−1, en}.
Hence if ℓ(f) ≥ pt + 1 then f ∈
√
ImTrGH 
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Proposition 2.6. Suppose that f is a non-zero homogeneous element of F[Vn]
G.
Then ℓ(fNG(xn)) = ℓ(f).
Proof. Denote NG(xn) by N . Define t such that p
t−1 < n ≤ pt (the case n = 1
is trivial). Then the leading term of N is xp
t
n . Let F[Vn]
♭ denote the span of the
monomials in F[Vn] which, as polynomials in xn, have degree less than p
t. The
fact that xn 6∈ ∆(F[Vn]) means that F[Vn]♭ is a FG-submodule of F[Vn]. For an
arbitrary polynomial h ∈ F[Vn], viewing h as a polynomial in xn and dividing by
NG(xn) gives h = qN+r for unique r ∈ F[Vn]♭ and q ∈ F[Vn]. This gives the FG-
module decomposition F[Vn] = NF[Vn] ⊕ F[Vn]♭ (compare with [10, Lemma 2.9]
and [14, § 2]). As noted above ℓ(Nf) ≥ ℓ(f). Suppose Nf = ∆t(F ) and write
F = NF1+F0 with F0 ∈ F[Vn]♭. Then Nf = ∆t(NF1+F0) = N∆t(F1)+∆t(F0) =
N∆t(F1) and thus f = ∆
t(F1). This shows that ℓ(f) ≥ ℓ(Nf). 
3. Computing F[Vp+1]
Z/p2
In this section we use the ladder technique described in [15, §7] to prove The-
orem 1.2. We use the notation
G := 〈σ〉 ∼= Z/p2, L := 〈σp〉 ∼= Z/p, and Q := G/L = 〈σ〉 ∼= Z/p.
Note that deg
(
NG (xp)
)
= p, deg
(
NG (xp+1)
)
= p2 and TrGL (xp) = x1.
The action of L on V ∗p+1 is given by σ
p(xp+1) = xp+1 + x1 and σ
p(xi) = xi for
i ≤ p. Thus as L-modules, F[Vp+1] ∼= F[V2 ⊕ (p − 1)V1]. Therefore F[Vp+1]L ∼=
F[NL(xp+1), xp, . . . , x1] with N
L(xp+1) = x
p
p+1 − xp−11 xp+1. The action of Q on
F[Vp+1]
L is given by σ(NL(xp+1)) = N
L(xp+1) + x
p
p − xp−11 xp and σ(xi) = σ(xi)
for i = 1, 2, . . . , p. Define
A := F[zp, . . . , z1, Xp, . . . , X1]
with deg(zi) = p and deg(Xi) = 1. Further define an algebra homomorphism
π : A → F[Vp+1]L by π(zi) = xpi+1 − xp−11 xi+1 and π(Xi) = xi. Note that π is a
degree preserving surjection with π(zp) = N
L(xp+1). Further note that the kernel
of π is the ideal
I :=
(
zp−1 −
(
Xpp −Xp−11 Xp
)
, . . . , z1 −
(
Xp2 −Xp−11 X2
))
A.
Define an action, by algebra automorphisms, of Q on A by taking σ(zi) = zi+zi−1
and σ(Xi) = Xi + Xi−1 for i > 1, σ(z1) = z1 and σ(X1) = X1. Thus as FQ-
modules A ∼= F[2Vp] and π is a map of FQ-modules.
The short exact sequence of FQ-modules, 0→ I → A π−→ F[Vp+1]L → 0, gives
a long exact sequence on group cohomology
0→ IQ → AQ → (F[Vp+1]L)Q → H1(Q, I)→ H1(Q,A)→ · · · .
We will show that the inclusion of I into A induces an injection of H1(Q, I) into
H1(Q,A). Thus π restricts to a surjection from AQ to
(
F[Vp+1]
L
)Q
= F[Vp+1]
G.
Since 2Vp is a permutation representation of Q, after a suitable change of basis,
Q acts on A by permuting the variables. Using the permutation basis, the orbit
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sums of monomials form a vector space basis for AQ. Since Q ∼= Z/p, these orbits
are of size p or size 1. The orbits of size p span projective FQ-module summands
of F[Vp+1]
L while the orbits of size 1 span trivial summands. It easy to see that,
in the original basis, the orbits of size 1 are polynomials in NQ(zp) and N
Q(Xp),
while the orbit sums coming from orbits of size p are elements in the image of the
transfer. Thus AQ is generated by NQ(zp), N
Q(Xp) and elements from Tr
Q(A),
giving Theorem 1.2.
The rest of this section is devoted to completing the proof of Theorem 1.2
by showing that the inclusion of I into A induces an injection of H1(Q, I) into
H1(Q,A) (see Theorem 3.10 (b)). We start by describing H∗(Q,A).
Proposition 3.1. (a) H2(Q,A) = AQ/TrQ(A) ∼= F[NQ(Xp), NQ(zp)].
(b) H1(Q,A) is a principal AQ-module with annihilator given by TrQ(A).
Proof. It follows from the discussion above that, as an FQ-module, A consists of
projective summands and trivial summands with the trivial summands spanned
by the monomials in NQ(Xp) and N
Q(zp). The projective summands do not
contribute to the cohomology. The trivial summands contribute non-zero classes
to both the first and second cohomology. 
Note that, although H1(Q,A) does not have a multiplicative structure, it is
isomorphic to F[NQ(Xp), N
Q(zp)] as an A
Q-module.
To compute H∗(Q, I), we start by resolving I as an A − FQ-module using a
Koszul resolution (see, for example, [4, §1.6]). Observe that I is generated by
an A-regular sequence of length p − 1. Furthermore, these generators span the
degree p homogeneous component, Ip, of I and, as a FQ-module, Ip ∼= Vp−1. Let
µ denote the Q-equivariant map from Vp−1⊗A to A given by identifying elements
of Vp−1 with elements of Ip and then using the multiplication in A. Let Λ
i(Vp−1)
denote the ith exterior power of Vp−1. Define ζ
i : Λi(Vp−1) → Λi−1(Vp−1) ⊗ Vp−1
by
ζ i(v1 ∧ v2 ∧ · · · ∧ vi) =
i∑
j=1
(−1)i−j (v1 ∧ · · · ∧ v̂j ∧ · · · ∧ vi)⊗ vj
for all v1, v2, . . . , vi ∈ Vp−1. Define F−i := Λi(Vp−1) ⊗ A for i = 1, 2, . . . , p − 1
and define ρ−i : F−i → F−i+1 to be (1Λi−1(Vp−1) ⊗ µ) ◦ (ζ i ⊗ 1A). This gives the
following sequence of A− FQ-modules:
0→ F 1−p ρ1−p−→ F 2−p ρ2−p−→ · · · ρ−3−→ F−2 ρ−2−→ F−1 µ−→ I → 0.
Since the generators of I form a regular A-sequence, it follows from [4, Corol-
lary 1.6.14] that this sequence is exact. For i > 0, define K−i to be the kernel
of the map ρ−i : F−i → F−i+1. For convenience, we define K0 := I, K1 := A/I,
Ka := 0 for a > 1, F 1 := A/I and F a := 0 for a > 1. Using the exactness of the
resolution, we get a series of short exact sequences 0→ K−i → F−i → K−i+1 → 0.
For each of these short exact sequences, we apply group cohomology to get a long
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exact sequence:
0→ H0(Q,K−i)→ H0(Q,F−i) → H0(Q,K−i+1)→ H1(Q,K−i)
→ H1(Q,F−i)→ H1(Q,K−i+1)→ . . . .
Defining Da,b := Hb(Q,Ka) and Ea,b := Hb(Q,F a) gives a bigraded exact couple
which leads to a spectral sequence. This is essentially the construction given at
the end of [12, Ch XI, §5]. We will use this spectral sequence to describe H1(Q, I).
The following series of lemmas lead to a description of Hb(Q,F a).
Lemma 3.2. The map ζ i+1 is an isomorphism of FQ-modules from Λi+1(Vp−1)
to a direct summand of Λi(Vp−1)⊗ Vp−1.
Proof. It is clear that ζ i+1 followed by the natural projection from Λi(Vp−1)⊗Vp−1
to Λi+1(Vp−1) is i+ 1 times the identity map on Λ
i+1(Vp−1). Since i+ 1 ≤ p− 1,
this is an isomorphism. 
Lemma 3.3. Vp−1 ⊗ Vp−1 ∼= V1 ⊕ (p− 2)Vp.
Proof. If the representation ring RFZ/p is extended by adjoining an element α
satisfying V2 = α + α
−1, then by [10, Lemma 2.3], Vn =
αn−α−n
α−α−1
. Thus, in the
augmented representation ring,
V 2p−1 − Vp · Vp−2 =
(αp−1 − α−(p−1))2 − (αp − α−p)(αp−2 − α−(p−2)))
(α− α−1)2
=
α2p−2 − 2 + α−(2p−2) − (α2p−2 − α2 − α−2 + α−(2p−2))
α2 − 2 + α−2
= 1 = V1.
Therefore, Vp−1 ⊗ Vp−1 ∼= Vp ⊗ Vp−2 ⊕ V1. It follows from [1, Ch. II §7 Lemma 4]
that Vp ⊗ Vi ∼= iVp. Thus Vp−1 ⊗ Vp−1 ∼= (p− 2)Vp ⊕ V1, as required. 
Lemma 3.4. For i even,
Λi(Vp−1) ∼= V1 ⊕ 1
p
((
p− 1
i
)
− 1
)
Vp
and for i odd,
Λi(Vp−1) ∼= Vp−1 ⊕ 1
p
((
p− 1
i
)
− (p− 1)
)
Vp.
Proof. First observe that dimF(Λ
i(Vp−1) =
(
p−1
i
) ≡ (−1)i (mod p). Therefore
the dimensions are correct. Thus it follows from Lemma 3.2 that Λi(Vp−1) is a
non-projective summand of Λi−1(Vp−1) ⊗ Vp−1. Also note that the result is true
for i = 0 and i = 1. We proceed by induction. Suppose the result holds for i. For
i even this gives,
Λi(Vp−1)⊗ Vp−1 ∼= V1 ⊗ Vp−1 ⊕ 1
p
((
p− 1
i
)
− 1)
)
Vp ⊗ Vp−1
∼= Vp−1 ⊕ p− 1
p
((
p− 1
i
)
− 1)
)
Vp
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and therefore, Λi(Vp−1) ⊗ Vp−1 is isomorphic to Vp−1 plus projective modules.
Hence Λi+1(Vp−1) is isomorphic to Vp−1 plus projective modules. For i odd,
Λi(Vp−1)⊗ Vp−1 ∼= Vp−1 ⊗ Vp−1 ⊕ 1
p
((
p− 1
i
)
− (p− 1)
)
Vp ⊗ Vp−1
∼= Vp−1 ⊗ Vp−1 ⊕ p− 1
p
((
p− 1
i
)
− (p− 1)
)
Vp
and, therefore, Λi(Vp−1)⊗ Vp−1 is isomorphic to Vp−1⊗ Vp−1 plus projective mod-
ules. From Lemma 3.3, Vp−1 ⊗ Vp−1 is isomorphic to V1 plus projective modules.
Hence Λi+1(Vp−1) is isomorphic to V1 plus projective modules. 
Lemma 3.5. For a ≤ 0 and b > 0, Hb(Q,F a) is a principal AQ-module with
annihilator TrQ(A).
Proof. As an FQ-module, A is a direct sum of projective summands with socles
contained in TrQ(A) and one dimensional summands spanned by monomials in
NQ(Xp) andN
Q(zp). It follows from Lemma 3.4 that Λ
−a(Vp−1) contains a a single
non-projective summand. Note that projective summands do not contribute to
the cohomology. Further note that for any module M and projective module P ,
M ⊗ P is projective. Thus Hb(Q,Λ−a(Vp−1)) is a one dimensional vector space
and Hb(Q,F a) ∼= Hb(Q,Λ−a(Vp−1) ⊗ A) ∼= Hb(Q,A). The result follows from
Proposition 3.1 
The following lemma is a preliminary step in evaluating da,b : Ea,b → Ea+1,b for
a < 0 and b > 0.
Lemma 3.6. The inclusion of Ip into Ap induces an injection from H
1(Q, Ip) to
H1(Q,Ap) and the zero map from H
2(Q, Ip) to H
2(Q,Ap).
Proof. To see that the inclusion induces an injection from H1(Q, Ip) to H
1(Q,Ap),
first note that ∆ is a twisted derivation and that ∆(f), for f a generator of A,
lies in Span
F
(zp−1, . . . , z1, Xp−1, . . . , X1). Therefore ∆(A) is contained in the ideal
(zp−1, . . . , z1, Xp−1, . . . , X1)A. As an FQ-module, Ip is isomorphic to Vp−1 with
generator r := zp−1−
(
Xpp −Xp−11 Xp
)
. Thus H1(Q, Ip) is a one dimensional vector
space with r representing a non-zero cohomology class. Since r does not lie in
the ideal (zp−1, . . . , z1, Xp−1, . . . , X1)A, this element does not lie in ∆(A) and,
therefore, represents a non-zero class in H1(Q,Ap).
To see that inclusion induces the zero map fromH2(Q, Ip) toH
2(Q,Ap), observe
that Ip ∼= Vp−1 and Ap is isomorphic to V1 plus projectives. Thus the map on
cohomology is determined by a Z/p-equivariant map from Vp−1 to V1, and all such
maps induce the zero map in second cohomology. 
For a < 0, the first differential in the spectral sequence is the map on cohomol-
ogy da,b : Hb(Q,F a)→ Hb(Q,F a+1) induced by ρa : F a → F a+1
Theorem 3.7. For b > 0 and a < 0, da,b : Hb(Q,F a) → Hb(Q,F a+1) is an
isomorphism if a and b have the same parity and zero if a and b have different
parities.
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Proof. From Lemma 3.5, Hb(Q,F a) is a principal AQ-module. Since da,b is an
AQ-module map, it is sufficient to evaluate da,b on a generator. Thus, using the
definition of ρa, we see that da,b is determined by the composition
Λ−a(Vp−1)
ζ−a−→ Λ−a−1(Vp−1)⊗ Vp−1
∼=−→ Λ−a−1(Vp−1)⊗ Ip ⊂−→ Λ−a−1(Vp−1)⊗ A.
It follows from Lemmas 3.2 and 3.4 that ζ−a induces an isomorphism in co-
homology. Thus da,b is determined by the inclusion of Λ−a−1(Vp−1) ⊗ Ip into
Λ−a−1(Vp−1)⊗A.
For a odd, using Lemma 3.4, Λ−a−1(Vp−1) is isomorphic to V1 plus projectives.
Therefore, in this case, da,b is induced by the inclusion of Ip into Ap. Thus, using
Lemma 3.6, if a and b are both odd then da,b is injective and if a is odd and b is
even then da,b is zero.
For a even, using Lemma 3.4, Λ−a−1(Vp−1) is isomorphic to Vp−1 plus projec-
tives. Therefore, in this case, da,b is induced by the inclusion of Vp−1 ⊗ Ip into
Vp−1 ⊗ Ap ∼= Vp−1 ⊗ Vp−1. By Lemma 3.3, Vp−1 ⊗ Vp−1 is isomorphic to V1 plus
projectives. Since Ap is isomorphic to V1 plus projectives, Vp−1⊗Ap is isomorphic
to Vp−1 plus projectives. Thus d
a,b is determined by the composition
V1 → Vp−1 ⊗ Ip → Vp−1 ⊗Ap → Vp−1.
This map clearly induces the zero map from H1(Q, V1) to H
1(Q, Vp−1). Thus
for a even and b odd, da,b = 0. To show that da,b is injective for a even and b
even, we need to show that the given map from V1 to Vp−1 is non-zero. It follows
from Lemma 3.6, that for the purposes of computing cohomology, the inclusion
of Ip into Ap is the injection of Vp−1 into V1 ⊕ Vp taking e′ to (e′′,∆(e)) where
e, e′ and e′′ denote elements which generate the cyclic G-modules Vp, Vp−1 and V1
respectively. The cokernel of this map is isomorphic to V2. Tensoring over F is
exact so we have a short exact sequence
0→ Vp−1 ⊗ Vp−1 → Vp−1 ⊗ (V1 ⊕ Vp)→ Vp−1 ⊗ V2 → 0.
This gives rise to a long exact sequence in cohomology. Recall that Vp−1 ⊗ V2 ∼=
Vp−2 ⊕ Vp (see, for example, [1, Ch.II § 7 Lemma 5]). Thus, modulo projectives,
the sequence is V1 → Vp−1 → Vp−2. This can only give a long exact sequence on
cohomology if the the map from V1 to Vp−1 is non-zero. 
Corollary 3.8. For b > 0 and a < 0, the spectral sequence satisfies
Ea,b2 =
{
F if a = 1− p and b odd;
0 otherwise.
It follows from Theorem 3.7 that ρ−1 induces an isomorphism from H1(Q,F−1)
to H1(Q,A). This map factors through H1(Q, I) with the first map in the fac-
torisation induced by µ and the second induced by inclusion. Thus to complete
the proof of Theorem 1.2, it is sufficient to show the following.
Lemma 3.9. The map µ induces an epimorphism from H1(Q,F−1) to H1(Q, I).
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Proof. Denote by ∂a,b the connecting homomorphism fromHb(Q,Ka) toHb+1(Q,Ka−1)
and define a filtration on H1(Q, I) = H1(Q,K0) by
Ft := kernel(∂−t,t+1 ◦ ∂−t+1,t ◦ · · · ◦ ∂−2,3 ◦ ∂−1,2 ◦ ∂0,1).
Since ∂1−p,p = 0, we have Fp−1 = H1(Q, I). Using the long exact sequence in
cohomology coming from 0 → K−1 → F−1 → K0 → 0, we see that F0 is the
image ofH1(Q,F−1) inH1(Q, I). We will prove the lemma by showing F0 = Fp−1.
Using the definition a derived couple (see, for example, [12, Ch. XI, §5]), we
have Da−t−1,b+t+1t+2 = ∂
a−t,b+t ◦ · · · ◦ ∂a−1,b+1 ◦ ∂a,b(Da,b). If x ∈ Ft \ Ft−1 then
∂−t+1,t ◦ · · · ◦ ∂0,1(x) is a non-zero element of D−t,t+1t+1 which lifts to a non-zero
element of E
−(t+1),t+1
t+1 . However, it follows from Corollary 3.8 that E
−(t+1),t+1
2 = 0
for t ≥ 1. Thus E−(t+1),t+1t+1 = 0 for t ≥ 1. Therefore Ft = F0 for all t ≥ 1. 
These calculations give the following.
Theorem 3.10. (a) H1(Q, I) is a principal AQ-module with generator represented
by zp−1 −
(
Xpp −Xp−11 Xp
)
and annihilator TrQ(A).
(b) The inclusion of I into A induces an AQ-module monomorphism of H1(Q, I)
to H1(Q,A) taking [zp−1 −
(
Xpp −Xp−11 Xp
)
] to −[NQ(Xp)].
This completes the proof of Theorem 1.2.
4. The Noether number of Vp+1
In this section we use the description of F[Vp+1]
Z/p2 given in Theorem 1.2 to
prove the following.
Theorem 4.1. For p > 2, the Noether number of Vp+1 is p
2 + p− 3.
Remark 4.2. A Magma [3] calculation shows that for p = 2, the Noether number
of V3 is p
2 = 4.
For the remainder of this section we will assume that p ≥ 3. We continue to
use the notation described at the beginning of Section 3. Define M := NG(xp)
and N := NG(xp+1). The theorem is an immediate consequence of the following
two lemmas.
Lemma 4.3. The Noether number of Vp+1 is less than or equal to p
2 + p− 3.
Proof. Let H denote the ideal in F[Vp+1]L generated by the homogeneous G-
invariants of positive degree, i.e., H = F[Vp+1]G+ · F[Vp+1]L. Thus F[Vp+1]L/H
is a finite dimensional graded algebra, the ring of relative coinvariants. Let B
denote the set of elements of F[Vp+1]
L of the form γ · xjp · NL(xp+1)k, with γ a
monomial in {x1, . . . , xp−1} of degree at most p− 2 and j, k < p. The methods of
Section 3 of [9] show that B projects to a spanning set in F[Vp+1]L/H. Therefore
(p − 1)p + (p − 1) + p − 2 = p2 + p − 3 is an upper bound on the top degree of
the relative coinvariants and TrGL(B) is a generating set for the ideal ImTrGL . By
DECOMPOSING SYMMETRIC POWERS 13
Theorem 1.2, F[Vp+1]
G is generated by N , M and elements from ImTrGL . Thus
p2 + p− 3 is an upper bound for the Noether number. 
Lemma 4.4. The polynomial TrGL
((
NL (xp+1) xp
)p−1
xp−2p−1
)
is indecomposable in
F[Vp+1]
G. In particular the Noether Number of Vp+1 is at least p
2 + p− 3.
Proof. Define w := NL(xp+1) and z := Tr
G
L
(
wp−1xp−1p x
p−2
p−1
)
. Suppose, by way of
contradiction, that z = f1h1+ · · ·+fshs where fi and hi are homogeneous positive
degree elements of F[Vp+1]
G. The degree of z as a polynomial in xp+1 is less than
p2. Thus N does not appear in the decomposition.
We use the graded reverse lexicographic term order with x1 < x2 < · · · < xp+1
and denote the leading monomial of an element f ∈ F[Vp+1] by LM(f). It is easy
to see that LM(M) = xpp. An elementary calculation gives LM(z) = x
p2−1
p x
p−2
p−1.
By relabelling if necessary, we may assume LM(fihi) ≥ LM(fi+1hi+1). Thus,
either LM(f1h1) = LM(z) or LM(f1h1) = LM(f2h2) > LM(z). Without loss of
generality, we may assume f1h1 = cM
mα, where c ∈ F and α is a (non-constant)
product of elements from TrGL(B).
Let π denote the projection
π : F[Vp+1]→ F[Vp+1]/(x1, . . . , xp−2, xp−1p−1)F[Vp+1].
For convenience, write f ≡ h if π(f) = π(h). Observe that π(z) 6= 0, π(w) ≡ xpp+1
and π(M) ≡ xpp. Furthermore, the restriction of π to F[Vp+1]L commutes with the
action of Q = G/L. Thus πTrGL(B) = TrQ π(B). If β ∈ TrGL(B) with π(β) 6= 0,
then β = TrGL(w
kxjpx
ℓ
p−1) and π(β) ≡ xℓp−1TrQ(wkxjp). Summing over the action
of Q gives
TrQ(wkxjp) ≡
∑
λ∈Fp
(xpp+1 + λx
p
p)
k(xp + λxp−1)
j
≡
∑
λ∈Fp
(
k∑
t=0
(
k
t
)
λtx
p(k−t)
p+1 x
tp
p
)(
j∑
r=0
(
j
r
)
λrxj−rp x
r
p−1
)
≡
j∑
r=0
k∑
t=0
∑
λ∈Fp
λr+t
(k
t
)(
j
r
)
x
p(k−t)
p+1 x
tp+j−r
p x
r
p−1.
Recall that
∑
λ∈Fp
λi = 0 unless i is a non-zero multiple of p − 1, in which
case the sum is −1. Therefore TrQ(wkxjp) ≡ 0 if j + k < p − 1. Moreover, if
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p− 1 ≤ j + k < 2p− 2, we take t + r = p− 1 to get
TrQ(wkxjp) ≡ −
k∑
t=1
(
k
t
)(
j
p− 1− t
)
x
p(k−t)
p+1 x
pt+j+t−(p−1)
p x
p−1−t
p−1
≡ −
j∑
r=p−1−k
(
k
p− 1− r
)(
j
r
)
x
p(k+r−(p−1))
p+1 x
p(p−1−r)+j−r
p x
r
p−1
≡ −
(
j
p− 1− k
)
xk(p+1)+j−(p−1)p x
p−1−k
p−1 + x
p−k
p−1F
with F ∈ F[xp+1, xp, xp−1]. Since j ≤ p− 1 and k ≤ p− 1, we have j+ k ≥ 2p− 2
only when j = p − 1 and k = p − 1. In this case, there is one additional term,
−xp2−pp xp−1p−1 ≡ 0. Since the monomials of degree kp+ j taken to zero by π are less
than xkp+j−p−2p x
p−2
p−1, we have, for k > 0,
LM
(
TrGL
(
wkxjp
))
= xk(p+1)+j−(p−1)p x
p−1−k
p−1 .
Assume, by way of contradiction, that α is the product of at least two factors,
say α = β1β2 · · ·βd with βi ∈ TrGL(B). Since LM(cMmα) ≥ LM(z) = xp2−1p xp−2p−1,
we have LM(α) ≥ xp2−mp−1p xp−2p−1. Therefore, since we are using the graded reverse
lexicographic order, π LM(α) 6= 0. Furthermore, LM(βi) divides LM(α). Thus
π(βi) 6= 0 giving βi = TrGL(wkixjip xℓip−1) with ji + ki ≥ p − 1. Using the formulae
above gives
LM(β1β2) = x
(p+1)(k1+k2)+j1+j2−2(p−1)
p x
2(p−1)−k1−k2+ℓ1+ℓ2
p−1 .
Again, using LM(cMmα) ≥ LM(z) gives 2(p−1)−k1−k2+ ℓ1+ ℓ2 ≤ p−2 which
simplifies to k1+k2 ≥ p+ ℓ1+ ℓ2 ≥ p. However, deg(β1β2) = p(k1+k2)+ j1+ j2+
ℓ1+ℓ2 ≤ p2+p−3, giving k1+k2 ≤ p. Therefore k1+k2 = p. Furthermore, adding
the inequalities ji+ki ≥ p−1 gives j1+ j2+k1+k2 = j1+ j2+p ≥ 2(p−1) which
simplifies to j1+ j2 ≥ p− 2. Thus deg(β1β2) ≥ p(k1+ k2)+ j1+ j2 ≥ p2+ p− 2 >
deg(cMmα), giving a contradiction. Thus we must have that α is an element of
TrGL(B).
It remains to consider the case f1h1 = cM
mα with α ∈ TrGL(B) and m > 0. As
above, π LM(α) 6= 0 gives α = TrGL(wkxjpxℓp−1) with k+j ≥ p−1 and ℓ+p−1+k ≤
p−2. The degree constraint gives p(m+k)+j+ℓ = p2+p−3. Since α ∈ TrGL(B),
we have j, k ≤ p−1 and ℓ ≤ p−2. Thus j+ℓ ≤ 2p−3. Therefore, either m+k = p
and j + ℓ = p− 3 or m+ k = p− 1 and j + ℓ = 2p− 3.
We first consider the case m + k = p − 1 and j + ℓ = 2p− 3. Since j ≤ p− 1
and ℓ ≤ p − 2, we have j = p − 1 and ℓ = p − 2. Using the above formula for
πTrQ(wkxjp), with m > 0,gives
π
(
Mm TrGL
(
wp−1−mxp−1p x
p−2
p−2
)) ≡ (p− 1
m
)
xp
2−1−m
p x
p−2+m
p−1 ≡ 0.
Thus LM
(
Mm TrGL
(
wp−1−mxp−1p x
p−2
p−2
))
< LM(z).
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This leaves the case m+ k = p and j + ℓ = p− 3. Again using the formula for
πTrQ(wkxjp) gives
LM
(
Mm TrGL
(
wp−mxjpx
p−3−j
p−1
))
= xmp+kp+j−(p−1−k)p x
p−1−k+ℓ
p−1
= xp
2+j−m+1
p x
p−4+m−j
p−1 .
However, j + k ≥ p − 1 gives m − j ≤ 1. Therefore LM(cMmα) 6= LM(z).
However, it is possible to choose α and m so that LM(cMmα) = xp
2+p−3−s
p x
s
p−1
for s = 0, . . . , p− 3. Note that s = p− 4+m− j = ℓ+m− 1. Since m ≥ 1, s = 0
occurs only whenm = 1 and ℓ = 0. In general, we may takem = 1, 2, . . . , s+1 and
ℓ = s + 1 −m. Define Tm,s := Mm TrGL(wp−mxp−4+m−sp xs+1−mp−1 ). To complete the
proof of the lemma, it is sufficient to show that no linear combination of elements
of S := {Tm,s | s = 0, . . . , p− 3, m = 1, 2, . . . , s+1} has lead monomial LM(z) =
xp
2−1
p x
p−2
p−1. Our argument is essentially Gauss-Jordan elimination applied to πS.
Using the above formula for πTrQ(wkxjp) gives
Tm,s ≡ −
p−4+m−s∑
r=m−1
(
p−m
p− 1− r
)(
p− 4 +m− s
r
)
x
p(r−m+1)
p+1 x
r+s+1−m
p−1 x
∗
p.
Reindexing with i = r + s+ 1−m gives
Tm,s ≡ −
p−2∑
i=s
(
p−m
p− i+ s−m
)(
p− 4 +m− s
i− s+m− 1
)
x
p(i−s)
p+1 x
i
p−1x
∗
p
≡ −
p−2∑
i=s
(
p−m
i− s
)(
p− 4 +m− s
i− s+m− 1
)
x
p(i−s)
p+1 x
i
p−1x
∗
p.
Note that in a field of characteristic p,
(
p−a
b
)
= (−1)a(a−1+b
a−1
)
. Thus
Tm,s ≡ (−1)s+1
p−2∑
i=s
(
m− 1 + i− s
m− 1
)(
i+ 2
s−m+ 3
)
x
p(i−s)
p+1 x
i
p−1x
∗
p.
A simple calculation confirms
(
a
c
)(
a+b
b
)
=
(
b+c
c
)(
a+b
b+c
)
, giving
Tm,s ≡ (−1)s+1
p−2∑
i=s
(
s+ 2
m− 1
)(
i+ 2
s+ 2
)
x
p(i−s)
p+1 x
i
p−1x
p2+p−3−i−p(i−s)
p
≡ (−1)s+1
(
s+ 2
m− 1
) p−2∑
i=s
(
i+ 2
s+ 2
)
x
p(i−s)
p+1 x
i
p−1x
p2+p−3−i−p(i−s)
p .
Therefore
(−1)s+1Tm,s
(
s+ 2
m− 1
)−1
≡
p−2∑
i=s
(
i+ 2
s+ 2
)
x
p(i−s)
p+1 x
i
p−1x
p2+p−3−i−p(i−s)
p
is independent of m. Thus {π(T1,s) | s = 0, . . . , p − 3} is a basis for πS. Since
{LM(T1,s) | s = 0, . . . , p − 3} = {xp2+p−3−sp xsp−1 | s = 0, . . . , p − 3}, no linear
combination of elements of S has lead monomial xp2−1p xp−2p−1.
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The final assertion of the lemma follows from the fact that deg z = p2+p−3. 
5. Decomposing F[Vp+1]
The main goal of this section is to describe the FG-module decomposition of
F[Vp+1]. We do this by considering a basis for F[Vp+1]
G
d which is compatible with
the length filtration. By Theorem 1.2, F[Vp+1]
G is generated byM := NG(xp) and
N := NG(xp+1) together with elements of the relative transfer, Tr
G
L(F[Vp+1]
L). To
identify the summands occurring in the decomposition, we need to determine the
lengths of the basis elements.
Suppose f ∈ F[Vp+1]G. It follows from Lemma 2.5 that if ℓ(f) ≥ 2 then
f ∈
√
ImTrGL = ((x1, x2, . . . , xp)F[Vp+1]) ∩ F[Vp+1]G, and if ℓ(f) ≥ p + 1 then
f ∈
√
ImTrG = ((x1)F[Vp+1]) ∩ F[Vp+1]G. Furthermore, since TrGL = ∆p−1, if
ℓ(f) ≥ p then f ∈ ImTrGL . Since N = NG(xp+1) has lead term1 xp
2
p+1, we have
that N /∈ (x1, x2, . . . , xp)F[Vp+1] and thus ℓ(N) = 1. Similarly since the lead term
of M = NG(xp) is x
p
p, we have that M /∈ (x1)F[Vp+1] and thus ℓ(M) ≤ p.
Lemma 5.1. Let 1 ≤ q < p. Then
∆qp(xip+1) =

0, if i < q
q!xq1, if i = q
xq1h for some h ∈ F[Vp+1], if i ≥ q + 1.
In particular, ∆qp(xip+1) ∈ (xq1)F[Vp+1] for all i ≥ 0.
Proof. We consider ∆qp(xip+1) using induction on q. For q = 1 we have
∆p(xip+1) = (xp+1 + x1)
i − xip+1 =
i−1∑
j=0
(
i
j
)
xi−j1 x
j
p+1
=

0, if i = 0
x1, if i = 1
x1
∑i−1
j=0
(
i
j
)
xi−j−11 x
j
p+1, if i ≥ 2.
Now take q + 1 ≥ 2. Then
∆(q+1)p(xip+1) = ∆
qp(∆p(xip+1))
= ∆qp(
i−1∑
j=0
(
i
j
)
xi−j1 x
j
p+1)
=
i−1∑
j=0
(
i
j
)
xi−j1 ∆
qp(xjp+1) .
1Use any monomial order with x1 < x2 < · · · < xp+1.
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By induction this gives
∆(q+1)p(xip+1) =
i−1∑
j=q
(
i
j
)
xi−j1 ∆
qp(xjp+1)
=

0, if i− 1 < q(
q+1
q
)
x1∆
qp(xqp+1), if i− 1 = q
x1
∑i−1
j=q
(
i
j
)
xi−j−11 ∆
qp(xjp+1), if i− 1 > q
=

0, if i < q + 1
(q + 1)x1q!x
q
1, if i = q + 1
x1
∑i−1
j=q x
q
1hj where hj ∈ F[Vp+1], if i ≥ q + 1.
=

0, if i < q + 1
(q + 1)!xq+11 , if i = q + 1
xq+11 h for some h ∈ F[Vp+1], if i ≥ q + 1.

Proposition 5.2. Let f be a non-zero element of F[Vp+1]
G and let 1 ≤ q < p.
Then ℓ(f) ≥ qp+ 1 ⇐⇒ f ∈ Im∆qp ⇐⇒ f ∈ (xq1)F[Vp+1]G.
Proof. The first equivalence is just the definition of length. For the second equiv-
alence, first suppose that f = ∆qp(F ) ∈ Im∆qp. Write F = ∑ri=0 fixip+1 where
each fi ∈ F[x1, x2, . . . , xp]. Then f = ∆qp(F ) =
∑r
i=0 fi∆
qp(xip+1) ∈ (xq1)F[Vp+1]G
by the previous lemma. Conversely, suppose that f ∈ (xq1)F[Vp+1]G and write
f = xq1f
′ where f ′ ∈ F[Vp+1]G. Then
∆qp
(
xqp+1f
′
q!
)
=
f ′
q!
∆qp(xqp+1) =
f ′
q!
q!xq1 = f.

Proposition 5.3. Let f be a non-zero element of F[Vp+1]
G and write f = xq1f
′
where x1 does not divide f
′. If q ≥ p then ℓ(f) = p2. Otherwise ℓ(f) = qp+ ℓ(f ′).
Proof. Applying Lemma 5.1 gives ∆(p−1)p(xp−1p+1) = (p − 1)!xp−11 = −xp1. Further-
more, ∆p(xp) = 0. Thus
∆p
2−1(xp−1p+1xp) = ∆
p−1
(
(∆p)p−1(xp−1p+1xp)
)
= ∆p−1(xp∆
(p−1)p(xp−1p+1))
= −∆p−1(xpxp−11 ) = −xp−11 ∆p−1(xp) = −xp1.
Therefore ∆p
2−1(−xp−1p+1xpf ′) = xp1f ′. This implies that if q ≥ p then ℓ(f) = p2.
Suppose then that q < p. By Proposition 5.2, we have qp ≤ ℓ(f)− 1. Since xq+11
does not divide f , Proposition 5.2 also implies that ℓ(f) − 1 < (q + 1)p. Write
ℓ(f)− 1 = qp + r where 0 ≤ r ≤ p − 1 and define s := ℓ(f ′) − 1. Since x1 does
not divide f ′, Lemma 2.5 implies that 0 ≤ s ≤ p− 1. We will show that r = s.
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Clearly there exists F ∈ F[Vp+1] such that f = ∆qp+r(F ). Therefore f =
∆r(∆qp(F )) = ∆r(xq1F
′) for some F ′ ∈ F[Vp+1]. Hence xq1f ′ = f = xq1∆r(F ′) and
therefore f ′ = ∆r(F ′). Hence s + 1 = ℓ(f ′) ≥ r + 1.
Conversely we may write f ′ = ∆s(F ′′) for some F ′′ ∈ F[Vp+1]. Since s ≤
p − 1 we have ∆p(F ′′) = ∆p−s(∆s(F ′′)) = ∆p−s(f ′) = 0. This shows that
F ′′ ∈ F[Vp+1]L. Thus ∆qp+s(xqp+1F ′′) = (∆s(∆p)q)(xqp+1F ′′) = ∆s(q!xq1F ′′) =
q!xq1∆
s(F ′′) = q!xq1f
′ = q!f where q! 6= 0 since q < p. This shows that f ∈
Im∆qp+s and thus qp+r+1 = ℓ(f) ≥ qp+s+1. Therefore r = s as required. 
Proposition 5.4. Let f be a non-zero element in the image of the relative trans-
fer, TrGL (F[Vp+1]
L). Suppose that x1 does not divide f . Then ℓ(f) = p.
Proof. Since x1 does not divide f , Lemma 2.5 implies that ℓ(f) ≤ p. Conversely
TrGL = 1 + σ + σ
2 + · · · + σp−1 = ∆p−1. Thus the hypothesis that f ∈ ImTrGL
implies that ℓ(f) ≥ p. 
Remark 5.5. Since elements in TrG(F[Vp+1]) have length p
2, it is clear that
F[Vp+1]
G is generated by N , M and elements from ImTrGL \ ImTrG.
Proposition 5.6. ℓ(M j) = j+1 for all j = 0, 1, . . . , p− 1. In particular M j lies
in the image of the relative transfer, TrGL(F[Vp+1]
L), if and only if j ≥ p− 1.
Proof. From Theorem 1.2, F[Vp+1]
G is generated by M , N and elements from
ImTrGL . Note that deg(M) = p and deg(N) = p
2. Thus for d < p2, if p does
not divide d, we have F[Vp+1]
G
d = Tr
G
L(F[Vp+1]
L
d ) and, if d = ip with i < p,
F[Vp+1]
G
d = F ·M i + TrGL(F[Vp+1]Lip). Fix j ∈ {1, 2, . . . , p − 1}. Choose a basis,
B, for F[Vp+1]Gjp so that B is compatible with the length filtration. Applying
Proposition 2.3 gives a decomposition
F[Vp+1]jp =
⊕
α∈B
V (α) .
Suppose f ∈ LGp (F[Vp+1]) ∩ B. Then f ∈ TrGL(F[Vp+1]L). If x1 does not divide
f , then by Proposition 5.4, ℓ(f) = p. Suppose x1 does divide f . Write f = x
q
1f
′
where x1 does not divide f
′. If f ′ ∈ TrGL(F[Vp+1]L), then by Proposition 5.3 and
Proposition 5.4, ℓ(f) is a multiple of p. If f ′ 6∈ TrGL(F[Vp+1]L), then f ′ = cM i+f ′′
for some non-zero c ∈ F and some f ′′ ∈ TrGL(F[Vp+1]L). Thus deg(f ′) = ip and
q = (j − i)p. Thus q > p and by Proposition 5.3, ℓ(f) is p2. Hence, for any
f ∈ LGp (F[Vp+1])∩B, ℓ(f) is a multiple of p. Therefore p divides the dimension of⊕
α∈LGp (F[Vp+1])∩B
V (α).
Since dimF[Vp+1]pj =
(
p+pj
pj
)
, Lucas’ Lemma (see, for example, [7]) implies that
dimF[Vp+1]pj ≡
(
j+1
j
)(
0
0
)
(mod p). Thus dimF[Vp+1]pj ≡ j + 1 (mod p). This
shows that M j /∈ TrGL(F[Vp+1]L) for all j ≤ p−2 and that Mp−1 ∈ TrGL(F[Vp+1]L).
Furthermore, for 1 ≤ j < p − 1 we have ℓ(M j) < p and ℓ(M j) ≡ j + 1 (mod p)
and thus ℓ(M j) = j + 1. Since F[Vp+1]0 ∼= F, it is clear that ℓ(M0) = 1. 
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Define F[Vp+1]
♭ to be the span of the monomials in F[Vp+1] which, as polynomi-
als in xp+1, have degree less than p
2. It follows from the proof of Proposition 2.6
that, as FG-modules, F[Vp+1] = NF[Vp+1] ⊕ F[Vp+1]♭. Thus a decomposition
of F[Vp+1]
♭ gives a decomposition of F[Vp+1]. Therefore the following theorem
implies Theorem 1.3.
Theorem 5.7. (i) For d < p2 − p, an FG-module decomposition of F[Vp+1]♭d
includes precisely one non-induced indecomposable summand. Divide p into d to
get d = bp + c with 0 ≤ c < p. The non-induced summand is isomorphic to
Vcp+b+1 and the decomposition may be chosen so that the socle of the non-induced
indecomposable is spanned by xc1M
b.
(ii) For d ≥ p2 − p, F[Vp+1]♭d is a direct sum of indecomposable induced modules.
Proof. Fix d and choose a basis, B, for (F[Vp+1]♭d)G, so that B is compatible with
the length filtration. Applying Proposition 2.3 gives a decomposition
F[Vp+1]
♭
d =
⊕
α∈B
V (α)
with V (α) ∼= Vℓ(α). Write α = xi1α′ where x1 does not divide α′. If i ≥ p,
then by Proposition 5.3, ℓ(α) = p2 and V (α) is projective. Suppose i < p. If
α′ ∈ ImTrGL , then by Proposition 5.4, ℓ(α′) = p. Thus, using Proposition 5.3,
ℓ(α) = ip + p and V (α) is an induced module. Suppose α′ 6∈ ImTrGL . Then
α′ = kM j + h where j < p− 1, k is a non-zero element of F and h ∈ ImTrGL . It
follows from Proposition 5.6 that ℓ(α′) = j + 1. Applying Proposition 5.3 gives
ℓ(α) = pi+ j+1. This last case is the only way in which a non-induced summand
can appear in the decomposition. Note that in this case, d = pj+ i with 0 ≤ i < p
and j < p−1, giving d ≤ (p−2)p+(p−1) = p2−p−1, i = c and j = b. Suppose,
by way of contradiction, that α1, α2 ∈ B are distinct elements both having length
cp+ b+ 1. Then α1 = x
c
1(k1M
b + h1) and α2 = x
c
1(k2M
b + h2) with ki ∈ F \ {0}
and hi ∈ ImTrGL . From Proposition 5.3, ℓ(k2α1 − k1α2) ≥ cp + p > cp + b + 1
contradicting the fact that B is compatible with the length filtration. 
Remark 5.8. The strong form of the Hughes-Kemper Periodicity Conjecture [10,
Conjecture 4.6] states that for pm−1 < n ≤ pm and d > pm−n, F[Vn]♭d is induced.
The preceding Theorem verifies the conjecture for n = p+ 1.
6. Appendix
In this appendix we will derive generating functions which give the multiplicities
of the indecomposable FG-modules as summands in F[Vp+1]n. We also derive the
Hilbert series for F[Vp+1]
G.
Throughout the appendix we will write n = αp2+βp+γ where 0 ≤ β, γ ≤ p−1.
If β 6= p − 1 then by Theorem 1.3 we know that F[Vp+1]n contains exactly one
non-induced summand, Vd(n) where d(n) = γp + β + 1. For convenience we will
also define d(n) = γp+ β + 1 = (γ + 1)p when β = p− 1.
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Define integer valued functions a1(n), a2(n), . . . , ap(n) by
(6.1) F[Vp+1]n ∼= Vd(n) ⊕ a1(n) Vp ⊕ a2(n) V2p ⊕ · · · ⊕ ap(n) Vp2 .
By Propositions 5.2 and 5.3, an invariant f spans the socle of a copy of Vip where
p > i ≥ 2, if and only if f = x1h where the invariant h spans the socle of a copy
of V(i−1)p. Clearly if n = deg(f) then deg(h) = n − 1 ≥ 0. This means that for
all 2 ≤ i ≤ p− 1 we have
(6.2) ai(n) =
{
0, if n = 0, 1;
ai−1(n− 1), if n ≥ 1.
Similarly, Proposition 5.3 with q = p− 1 and q = p combined with Theorem 1.3
implies that
(6.3) ap(n) =

0, if n = 0, 1;
ap(n− 1) + ap−1(n− 1), if p does not divide n;
ap(n− 1) + ap−1(n− 1) + 1, if p divides n and n 6= 0.
Furthermore comparing dimensions in the decomposition (6.1) yields the equation:
(6.4)
(
n + p
p
)
= d(n) + pa1(n) + 2pa2(n) + · · ·+ p2ap(n) .
Introduce the generating functions:
D(x) =
∞∑
n=0
d(n)xn
Ai(x) =
∞∑
n=0
ai(n)x
n for i = 1, 2, . . . , p.
In terms of these generating functions, the above recursive conditions, (6.2) and
(6.3), become:
Ai(x) =
∞∑
n=0
ai(n)x
n
= ai(0) + x
∞∑
n=1
ai−1(n− 1)xn−1
= xAi−1 (for i = 2, 3, . . . , p− 1)
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and
Ap(x) =
∞∑
n=0
ap(n)x
n
= ap(0) + x
∞∑
n=1
(
ap (n− 1) + ap−1 (n− 1) + δ0n
)
xn−1
where δ0n =
{
1, if n ≡ 0 (mod p);
0, otherwise,
= xAp(x) + xAp−1(x) +
∞∑
n=1
xnp
= xAp(x) + xAp−1(x) +
xp
1− xp .(6.5)
Again using the generating functions, the dimension equation (6.4) becomes
1
(1− x)p+1 = D(x) + pA1(x) + 2pA2(x) + · · ·+ p
2Ap(x) .
Substituting A2(x) = xA1(x), A3(x) = x
2A1(x), . . ., Ap−1(x) = x
p−2A1(x), we
are left with the following two equations in A1 and Ap:
Ap(x) = xAp(x) + x
p−1A1(x) +
xp
1− xp
pA1(x) + 2pxA1(x)+ . . . +(p
2 − p)xp−2A1(x) + p2Ap(x) +D(x) = 1
(1− x)p+1 .
Collecting terms this system becomes:
−xp−1A1(x) + (1− x)Ap(x) = x
p
1− xp
p(1 + 2x+ 3x2 + · · ·+ (p− 1)xp−2)A1(x) + p2Ap(x) = −D(x) + 1
(1− x)p+1 .
Note that, as is easily verified by integration, we have
(6.6) 1 + 2x+ 3x2 + · · ·+mxm−1 = 1− (m+ 1)x
m +mxm+1
(1− x)2 .
Thus the above system of equations becomes
− xp−1A1(x) + (1− x)Ap(x) = x
p
1− xp(6.7)
p
(
1− pxp−1 + (p− 1)xp
(1− x)2
)
A1(x) + p
2Ap(x) = −D(x) + 1
(1− x)p+1 .
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Solving for A1 and Ap yields
A1(x) =
(−p2xp
1− xp +
1
(1− x)p − (1− x)D(x)
)(
1− x
p(1− xp)
)
Ap(x) =
(
1− pxp−1 + (p− 1)xp
(1− x)2
(
pxp
1− xp
)
+
xp−1
(1− x)p+1 − x
p−1D(x)
)(
1− x
p(1− xp)
)
.
Thus a closed form for D(x) will yield closed forms for A1(x) and Ap(x). To
obtain a closed expression for D(x) we observe that the sequence {d(n)}∞n=0 is the
sum of two periodic sequences, one of period p and one of period p2. From this
using Equation (6.6) twice we get
D(x) =
(
p−1∑
γ=0
pγxγ
)
1
1− xp +
(
p−1∑
β=0
p−1∑
γ=0
(β + 1)xpβ+γ
)
1
1− xp2
= px
(
p−1∑
γ=0
γxγ−1
)
1
1− xp +
(
p−1∑
β=0
(β + 1)xpβ
)(
p−1∑
γ=0
xγ
)
1
1− xp2
= px
(
1− pxp−1 + (p− 1)xp
(1− x)2
)
1
1− xp
+
(
1− (p+ 1)(xp)p + p(xp)p+1
(1− xp)2
)(
1− xp
1− x
)
1
1− xp2 .
Substituting this expression into the expression for Ap given above and simplifying
yields the following:
Ap(x) =
1
p(1− xp)
(
xp−1
(1− x)p −
xp−1 − (p+ 1)xp2+p−1 + pxp2+2p−1
(1− xp)(1− xp2)
)
.
Using this expression for Ap(x) in (6.7) gives
A1(x) =
−x
1− xp +
1− x
p(1− xp)
(
1
(1− x)p −
1− (p + 1)xp2 + pxp2+p
(1− xp)(1− xp2)
)
.
In the above description, the summand Vd(n) is sometimes an induced summand.
More precisely, this happens exactly when β = p− 1. Thus if we decompose the
induced component
(F[Vp+1]n)induced ∼= b1(n)Vp ⊕ b2(n)V2p ⊕ · · · ⊕ bp(n)Vp2
we have
bi(n) =
{
ai(n) + 1, if γ = i− 1 and β = p− 1;
ai(n), otherwise.
Thus the generating function Bi(x) =
∑∞
n=0 bi(n)x
n is given by
Bi(x) = Ai(x) +
xp
2−p+i−1
1− xp2 = x
i−1A1(x) +
xp
2−p+i−1
1− xp2 .
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Note that the Hilbert series of the ring of invariants F[Vp+1]
Z/p2 is given by
H(F[Vp+1]Z/p2, x) = 11−x +
∑p
i=1Ai(x). Repeatedly using the recursive equation
for Ap(n) (6.5) we obtain
Ap = xAp + xAp−1 +
xp
1− xp
= x(xAp + xAp−1 +
xp
1− xp ) + xAp−1 +
xp
1− xp
= x2Ap + (x
2 + x)Ap−1 + (x+ 1)
xp
1− xp
= x2(xAp + xAp−1 +
xp
1− xp ) + (x
2 + x)Ap−1 + (x+ 1)
xp
1− xp
= x3Ap + (x
3 + x2 + x)Ap−1 + (x
2 + x+ 1)
xp
1− xp
...
= xp−1Ap + (x
p−1 + xp−2 + · · ·+ x)Ap−1 + (xp−2 + xp−3 + · · ·+ 1) x
p
1− xp
= xp−1
(
Ap + (1 + x
−1 + · · ·+ x−(p−2))Ap−1
)
+
(
1− xp−1
1− x
)
xp
1− xp
= xp−1
(
Ap + (Ap−1 + Ap−2 + · · ·+ A1) +
(
1
1− x −
1
1− xp
))
= xp−1
(
H(F[Vp+1]Z/p2 , x)− 1
1− xp
)
.
Therefore
H(F[Vp+1]Z/p2 , x) = 1
xp−1
Ap(x) +
1
1− xp
=
1
p(1− xp)
(
1
(1− x)p +
(p− 1)− pxp + xp2
(1− xp)(1− xp2)
)
.
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