ABSTRACT Compressive sensing can effectively reduce the dimension of a signal vector and has been widely used in many areas. Direction-of-arrival (DOA) estimation using compressive measurements has gained considerable attention due to the reduction in system complexity. In this paper, we extend this structure into two-dimensional (2D) case, where the azimuth and elevation angles are considered. A uniform rectangular array is used as the receive array. Similar to the one-dimensional case, the received signals are compressed before fed into the front-end circuit chains. Then, a DOA estimation algorithm, referred to as 2D compressive measurement-based multiple signal classification is proposed for the proposed scheme, where the azimuth and elevation angles are estimated jointly. The proposed scheme can obtain a higher estimation accuracy than the classical 2D DOA estimation structure when the number of front-end circuit chains keeps the same. On the other hand, when the number of sensors in the receive array is the same, the proposed scheme can dramatically reduce the system complexity and cost by compressing the dimension of the received signal vector. The effectiveness of the proposed scheme is validated by numerical simulations.
I. INTRODUCTION
Direction-of-arrival (DOA) estimation is an important branch in array signal processing [1] , and has been widely used in many fields, e.g. radar [2] , sonar [3] , wireless communication [4] , and noise signal processing [5] . As the requirements on estimation accuracy increase, numerous sensors are used in order to obtain a large array aperture. A popular topic is the massive multiple-input and multiple-output (MIMO) system for next generation wireless communication [6] - [9] . However, in conventional array signal processing methods, each sensor is connected with a front-end circuit chain, indicating that the number of front-end circuit chains is also dramatically increased when a large aperture is obtained. Thus, the hardware cost, as well as the system complexity, is a non-negligible problem. In addition, by using a great number of sensors, the dimension of the receiving signal vector is subsequently increased, thus leading to a high computational burden when performing DOA estimation algorithms. For instance, when the eigen-decomposition is performed in subspace based DOA estimation algorithms, the covariance matrix is of dimension 100 × 100 if a receive array consisting of 100 sensors is used. To address this issue, several approaches have been proposed, e.g., sparse array structures [10] - [12] and one-bit quantization [13] . Among these approaches, compressive sensing technique is an alternative and effective solution.
Compressive sensing has been proposed to recover a high dimensional data from a low dimensional sample set [14] , [15] , and has many applications, e.g., target tracking [16] and DOA estimation [17] , [18] . Inspire by compressive sensing concept, a DOA estimation structure with reduced number of front-end circuit chains has been set up in [17] and [18] , where a compression matrix is introduced. By performing the compression operation, the dimension of the received signal is reduced, thus making a reduction on the number of front-end circuit chains. However, a random always leads to the information loss in the compression operation [19] . Then, several criteria, e.g. minimizing Cramér-Rao bound (CRB) [20] and maximizing mutual information [21] , have been investigated to suppress the information loss. In the above mentioned literatures, uniform linear array (ULA) is used as the receive array, where a large number of sensors is still required in order to achieve high estimation accuracy. To reduce the system cost from the receive array aspect, coprime array is used as the receive array in [22] . Then, a general compressive sparse array structure, referred as compressed sparse array (CSA), is developed in [23] , where the performance of CSA is also analyzed. Furthermore, one-bit quantization is combined with the compressive sensing in [24] to further reduce the system cost from quantizer aspect.
However, these compressive sensing based DOA estimation structures are designed for one-dimensional (1D) DOA estimation, where linear arrays are considered. In this paper, we extend the structure to two-dimensional (2D) scenario, where planar arrays are used. Different with 1D case, two angles, i.e., the azimuth and elevation angle, are required to be estimated in 2D case. Thus, we aim to construct a novel compressive 2D DOA estimation structure in this paper. To this end, uniform rectangle array (URA) is considered. Based on the proposed 2D compressive structure, a 2D compressive measurements based multiple signal classification (2D-CM-MUSIC) algorithm is also proposed for DOA estimation. It is noted that the optimization of the compression matrix is not the main issue of this paper. Therefore, a randomly generated is exploited. Similar to 1D case, the proposed scheme can obtain a higher estimation accuracy than the conventional DOA estimation structure when the number of front-end circuit chains is the same. On the other hand, when the number of sensors is the same, the proposed scheme has a much lower system complexity than the conventional structure. Numerical simulations validate the superiorities of the proposed scheme.
The remaining parts of this paper are arranged as follows. The system model of the proposed 2D compressive structure is constructed in Section II. Then, the principle of 2D-CM-MUSIC is described in Section III. Numerical simulations are conducted in Section IV to assess the performance of the proposed scheme. Section V concludes this paper.
Some common notations that are used throughout this paper is summarized as follows. Scalars, vectors, and matrices are denoted by lower-case letters (a), lower-case bold letters (a), upper-case bold letters (A), respectively. Integer set, real number set, and complex number set are respectively denoted by Z, R, and C. The superscript * , T , and H denote the conjugate, the transpose, and the complex conjugate transpose operation. Expectation operation is denoted by E[·].
II. SYSTEM MODEL
Assume that there are Q far-field narrowband sources impinging on the receive array with the 2-D DOAs
It is noted that θ q and φ q represent the azimuth and elevation angle of the q-th source with q = 1, 2, · · · , Q, respectively. A planar array is required to estimate the 2-D DOAs. Thus, we use a URA with size N x × N y as the receive array, where N x and N y are positive integers, and the total number of sensors is L = N x N y . The inter-element spacing is set as λ/2, where λ is the wavelength. In order to facilitate the understanding, the system model is plotted in Fig. 1 . Denote the location of the l-th sensor as
Thus, considering time index t, the received signal of the l-th sensor associated with the q-th source is 
where s q (t) denotes the complex amplitude of the q-th source signal, and
T be the received signal vector. The mathematical model of a 2-D DOA estimation system contaminated with noise can be expressed in matrix form as
where s(t) = [s 1 (t), · · · , s Q (t)] T , and n(t) = [n 1 (t), . . . , n L (t)] T are the source vector and the noise component, respectively. Setting v 1 = [0, 0] T as the reference sensor, the array manifold matrix A is defined as
Throughout this paper, we make the following assumptions 1) The stochastic source model is considered, which means that s(t) follows complex Gaussian distribution CN (0, R ss ) with R ss being the covariance matrix of the sources; 2) The sources are mutually uncorrelated, indicating that R ss is a diagonal matrix. In addition, the sources are independent with the noise; 3) Additive complex white Gaussian noise is considered, where the noise components are independent between different sensors. Furthermore, the noise is assumed to be with zero mean and the same variance σ 2 n , i.e., n(t) ∼ CN (0, σ 2 n I L ), where I L is the identity matrix with size L × L.
Then, to decrease the number of front-end circuit chains, a combining network, which usually consists of several phase shifters and summators, is inserted after the signal is received. The combining network can be described as a complex matrix with size M × L, where M is the number of front-end circuit chains, satisfying M < L. Generally, each entry in is randomly drawn from a complex Gaussian distribution, e.g. , CN (0, 1) . Hence, the dimension of received signal vector is reduced from L to M , leading to a decreased system complexity. In addition, such dimensional reduction can also effectively relieve the computational burden on the DOA estimation algorithms, for instance, the subspace based algorithms. It is noted that the noise induced by the combining network is usually negligible. Thus, for convenience, the compression operation is assumed to be noise-free. Then, the received compressive measurement vector, denoted as y(t), is expressed as y(t) = (As(t) + n(t)) .
The corresponding covariance matrix is written as
To guarantee the noise is still mutually independent after compression, is assumed to be row-orthonormal, indicating that
From (6), it is found that the dimension of R yy is M × M . Straightforwardly, we have the following remark that indicates the number of DOFs of the proposed scheme.
Remark 1 (Degrees of freedom): For subspace-based algorithms, the most resolvable number of sources is M − 1, indicating that the number of DOFs depends on the number of front-end circuit chains M .
After the compression operation, y(t) is then fed into the front-end circuit chains, and sampled by a group of analogto-digital converters (ADCs). Denote the discretized signal vector as y[n] with n = 1, 2, · · · , T , where T is the number of snapshots. Therefore, the sample covariance matrix of compressive measurementsR yy is defined aŝ
It is worth noting thatR yy is a maximum likelihood approximation of R yy . To be specific, as T goes to +∞, the estimation error betweenR yy and R yy is zero.
III. 2D-CM-MUSIC
In this section, we present a novel DOA estimation algorithm, referred as 2D-CM-MUSIC, for the proposed scheme. 2D-CM-MUSIC is essentially a subspace-based algorithm, which is inspired by the MUSIC algorithm. Thus, eigendecomposition for R yy is performed first to obtain the corresponding signal and noise subspace. The result is described as
where λ i is the i-th eigenvalue of R yy , and e i is the corresponding eigenvector. According to (6) , by sorting the eigenvalues in descending order, it is found that λ 1 ≥ λ 2 ≥ · · · ≥ λ Q+1 = · · · = λ M = σ 2 n . Therefore, by dividing the eigenvalues into two parts, R yy can be rewritten as
where U S = e 1 , · · · , e Q and U N = e Q+1 , · · · , e M are the signal and noise subspace, respectively, while 
indicating that the noise subspace is orthogonal with the column space spanned by A.
Proof:
According to the definition of eigendecomposition, we have
Substituting (6) into (11), (11) can be rewritten as
Then, simplify (12) as
Thus, for each λ i = σ 2 n , the following equality must be held
Or in other words, ( A) H e i = 0 is held, which completes the proof.
However, sample covariance matrixR yy is exploited in practice, and it is impossible to obtain infinite number of snapshots. Thus, ( A)
H and e i cannot be completely orthogonal. To be specific, the DOAs are estimated by searching the solutions to the following problem
whereÛ N is the estimated noise subspace obtained fromR yy , and a(θ, φ) is the steering vector associated with (θ, φ). Thus, the spatial spectrum of 2D-CM-MUSIC is given as The azimuth and elevation angle corresponding to the largest Q peaks of P 2D-CM-MUSIC are the estimated DOAs. The procedure of 2D-CM-MUSIC is summarized in Table 1 .
It should be noted that in step 3 in Table 1 , a dense grid is essential in order to obtain a high estimation accuracy. However, a dense grid always leads to a high computational burden when searching the peaks of the spatial spectrum. To overcome this problem, a simple and effective way is to make a coarse estimation for the DOAs at first by using a grid with large intervals. Then, a dense grid can be divided around the coarsely estimated DOAs to refine the accuracy.
IV. NUMERICAL SIMULATIONS
The performance of the proposed 2D DOA estimation scheme is examined in this section through numerical simulations. A URA consisting of 100 sensors are used as the receive array, where the sensors are placed in the shape of square, i.e., N x = N y = 10. In addition, M = 25 front-end circuit chains are connected to the combining network, thus leading to a compression ratio of L/M = 4. For comparison, two square URAs with 100 and 25 sensors without the compression operation are considered. In order to examine the estimation accuracy, K = 100 Monte Carlo trials are conducted to compute the RMSE which is defined as
q are the estimated azimuth and elevation angle, respectively, of the q-th source in the k-th trial. In addition, the searching step is set as 0.02 • . Besides, no prior knowledge is assumed for the source directions. Thus, each entry in is randomly selected from the complex Gaussian distribution CN (0, 1).
A. SPATIAL SPECTRUM
In this section, we examine the spatial spectrum of the 2D-CM-MUSIC for the proposed scheme. In addition, the 2D-MUSIC for URA with 25 sensors is performed for comparison. We assume that 7 sources impinge on the array, where the DOAs are randomly selected. The SNR is set as 0 dB, and 100 snapshots are used. Under each structure, 30 estimates are conducted. The cross is used to represent the estimated values, while the true DOA is marked in circle. The simulation results are plotted in Fig. 2 . It can be observed that the estimated DOAs are more concentrated in Fig. 2(b) than that in Fig. 2(a) . Thus, the proposed scheme can obtain a better estimation accuracy than the conventional URA which has the same number of front-end circuit chains, due to the large aperture of the receive array.
B. ESTIMATION ACCURACY
Estimation accuracy is checked in this section to show the superiorities of the proposed scheme. For simplicity, 3 sources are considered in the spatial domain. RMSE versus SNR is examined first, where 100 snapshots are used. The simulation result is shown in Fig. 3 . On the other hand, the simulation result of RMSE versus the number of snapshots is depicted in Fig. 4 , where SNR is set as 0 dB. It is noted that in Fig. 4 , at least 100 snapshots are required for the 100-element URA for the sake of avoiding rank deficiency problem. Thus, when the number of snapshots is less than 100, the corresponding RMSE is set as infinity. As expected, it can be observed that the proposed scheme outperforms the 25-element URA. However, the performance of the proposed scheme is about 6 dB worse than that of the 100-element URA. This is cause by the information loss in the compression operation. For a randomly selected , relevant analysis on the information loss can be found in [19] . It is noted that if prior knowledge for the sources can be obtained, can be optimized to reduce the information loss in the compression operation [20] , [21] . However, in this paper, no prior information for the sources is assumed. Therefore, is randomly selected. Although the information loss lead to performance degradation, the proposed scheme can obtain a much lower system complexity than the 100-element URA, since there are only 25 front-end circuit chains in the proposed scheme whereas 100 front-end circuit chains are required for the 100-element URA.
C. ANGULAR RESOLUTION
Since two parameters, i.e., the azimuth and elevation angle, are of interest, we investigate the angular resolution separately in this section. The angular resolution for the azimuth angle is assessed in the first simulation, where the elevation angle is set as 30 • , and the azimuth angle of the two sources is set as [160
On the other hand, the second simulation assesses the angular resolution for the elevation angle, where the azimuth angle is set as 175 • , and the azimuth angle of the two sources is set as [40 • − δ, 40 • + δ]. In the two simulations, δ ranges from 1 • to 8 • with step size 0.2 • from 1 • to 3 • , and 0.5 • from 3 • to 8 • . In addition, 0 dB SNR and 200 snapshots are used in both simulations. The two sources are considered as successfully resolved when there are two peaks in the spatial spectrum, and the estimated azimuth and elevation angle satisfy (θ q − θ q ) 2 + (φ q − φ q ) 2 < δ with q = 1, 2. The simulation results of resolution probability for the azimuth VOLUME 7, 2019 and elevation angle are shown in Fig. 5 and Fig. 6 , respectively. We can find that angular resolution of the proposed scheme is slightly worse than that of 100-element URA, but much better than that of 25-element URA.
V. CONCLUSIONS
In this paper, compressive measurements based DOA estimation was extended from 1D to 2D scenario. An estimation approach, referred as 2D-CM-MUSIC, was also developed for the proposed scheme. Similar as 1D case, the proposed scheme can effectively control the number of front-end circuit chains, thus reducing the system complexity. The number of front-end circuit chains is no longer forced to keep same with the number of sensors in the proposed scheme, which provide great convenience from system design aspect. In addition, when compared with classical URA which has the same number of front-end circuit chains, the proposed scheme can obtain a better performance in many aspects, including the estimation accuracy and the angular resolution.
