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Введение. В теории информации наряду с энтропией Шеннона известны и другие функцио-
налы информационной энтропии, которые оказываются полезными в ряде прикладных задач [1]. 
В криптологии и других приложениях часто возникает задача статистического оценивания энтро-
пии, при этом необходимо знание вероятностных свойств построенных оценок. Общепринятым 
подходом к статистическому оцениванию энтропии является построение частотных оценок веро-
ятностей элементов алфавита и подстановка полученных оценок в функционал энтропии вместо 
истинных значений вероятностей.
Пусть на вероятностном пространстве (Ω, F, P) с множеством состояний 1{ , , }NΩ = ω ω  
определена случайная величина x = x(ω) = ω с дискретным распределением вероятностей 
1
{ }, 0, 1, 1, ,
N
k k k k
k
p P x p p k N
=
= = ω ≥ = =∑  . Определим функционал обобщенной энтропии 
согласно [1]:
 
1 2
1, 1
,
21
( )
( ) ,
( )
N
k kk
h w N
k kk
w p
H P h
w p
ϕ ϕ =
=
 ϕ
 =
 ϕ 
∑
∑
  (1)
где wk > 0,   k = 1, …, N – вес состояния ωk, 1 2:[0,1) , :[0,1) , :hϕ → ϕ → →    , – заданные функции.
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В таблице приведены наиболее часто используемые [1] частные случаи функционала обоб-
щенной энтропии (1), определяемые заданием функций 1 2( ), ( ), ( ), { }kh w⋅ ϕ ⋅ ϕ ⋅ , входящих в (1).
Основные функционалы энтропии
Тип Формула h(x) φ1(x) φ2(x) wk
Энтропия Шеннона
1
( ) ln
N
k k
k
H P p p
=
= −∑ x –xlnx x 1w ≡
Энтропия Реньи
1
1
( ) ln
1
N
r
r k
k
H P p
r =
 
=  −  
∑ (1 – r)–1lnx xr x 1w ≡
Энтропия Тсаллиса
1
1
( ) 1
1
N
r
r k
k
S P p
r =
 
= − −  
∑ (1 – r)–1(x – 1) xr x 1w ≡
Задача построения статистической оценки энтропии Шеннона H(p) рассмотрена в работах [2, 3]. 
В [2] изучено поведение математического ожидания оценки энтропии при различных способах 
построения частотных оценок вероятностей {pk}. В [3] рассмотрено применение статистической 
оценки энтропии Шеннона для проверки гипотез о вероятностных свойствах наблюдаемой дво-
ичной последовательности.
В последнее время внимание исследователей привлекают также функционалы энтропии 
Реньи Hr(p) и Тсаллиса Sr(p), изучаются методы построения статистических оценок этих функ-
ционалов. В [4] найдена оптимальная длина последовательности для построения оценки энтро-
пии Реньи в зависимости от N и r, статья [5] посвящена построению оценок энтропии Шеннона, 
Реньи и Тсаллиса, сбалансированных по принципу «смещение – дисперсия». Стоит отметить, 
что функционал энтропии Шеннона является предельным значением функционалов Реньи 
и Тсаллиса при 1r →  [5] и отличается от них наличием некоторых дополнительных свойств 
(например, аддитивности [6]). 
В данной статье предлагается метод построения статистических оценок энтропии Реньи 
и Тсаллиса и доказываются вероятностные свойства полученных оценок. Построенные по ре-
ализации случайной последовательности оценки предлагается применять для статистической 
проверки гипотез о близости наблюдаемой последовательности к «чисто случайной» последо-
вательности (т. е. равномерно распределенной случайной последовательности, далее – РРСП), 
что является актуальной задачей в приложениях, связанных с защитой информации, анализом 
генетических последовательностей [6].
Построение статистических оценок энтропии на основе частотных оценок вероятностей. 
Пусть имеется случайная последовательность { : 1, , }tx t n=   объема n из распределения вероят-
ностей {pk}. Построим частотные оценки распределения вероятностей { : 1, , }kp k N=  :
 1
1, ;
ˆ , { }, { }
0, .
n
t kk
k k t k t k
t t k
xv
p v I x I x
xn =
= ω
= = = ω = ω =  ≠ ω
∑   (2)
Введем в рассмотрение гипотезу *H  = {{xt} является РРСП} = {{xt} – н.о.р.с.в., 1kp N= , 
k = 1, …, N} и альтернативу *H .
Следуя [7], будем полагать, что имеет место схема серий. В таком случае вектор (v1, …, vN)
T, 
составленный из частот vk из (2), имеет полиномиальное распределение вероятностей 
Pol(n, N, p1, …, pN), а каждая из компонент распределена по биномиальному закону Bi(n, pk). 
Рассмотрим асимптотику:
 , , , 0 ,n N n N→ ∞ → λ < λ < ∞  (3)
которая отличается от классической ( , )n N→ ∞ < ∞  тем, что длительность наблюдения n и число 
значений N растут синхронно. В асимптотике (3) для распределения вероятностей статистик {vk} 
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справедлива аппроксимация законом Пуассона ( )kΠ λ  с параметром k knpλ =  [8]. При истинной 
гипотезе *H  все элементарные вероятности равны: 1 , 1, ,kp N k N= =  , поэтому все часто- 
ты {vk} имеют одинаковый параметр распределения Пуассона n Nλ = .
Рассмотрим подробнее функционалы энтропии Реньи и Тсаллиса с параметром {2, 3, }r ∈  . 
Как видно из таблицы, функционалы объединяет общая функция φ1(x) = x
r. Аргументом 
функции является вероятность pk. Видно также, что энтропии Реньи и Тсаллиса – функции 
от величины
  1
( ) .
N
r
r k
k
P P p
=
= ∑   (4)
Следовательно, возникает задача статистического оценивания величины ( )rP P .
Известно [4], что статистическая оценка для (4) по подстановочному принципу 

1 1
ˆ( )
rN N
r k
r k
k k
v
P P p
n= =
 = =  
 
∑ ∑  
 
является смещенной. Для построения асимптотически несмещенной 
оценки определим r-ю нисходящую факториальную степень x:
 0
!
( 1) ( 1) ( , ) ,
( )!
r
r i
i
x
x x x x r s r i x
x r =
= − − + = =
− ∑   (5)
где s(r, i) – число Стирлинга первого рода [9]; по определению, при x < r полагают  :: 0rx = . В [4] 
предложена статистическая оценка для величины (4), которая основана на (5):
 

1
( ) .
rN
k
r r
k
vP P
n=
= ∑  (6)
Согласно [4], эта оценка (6) в асимптотике (3) удовлетворяет следующим асимптотическим 
свойствам:
 
{ ( )} ( ),r rE P P P P→   (7)
 
{ ( )} 0,rD P P →  (8)
которые влекут асимптотическую несмещенность и состоятельность оценки (6) [10].
Положим
 ( ) ,
r
rf v v=   (9)
 

,
1 1
( ) ( ).
N N
r r
n r r k k r
k k
Z f v v n P P
= =
= = =∑ ∑  (10)
Из [7] следует, что в асимптотике (3) при выполнении некоторых условий регулярности, которые 
мы сформулируем и проверим в дальнейшем, статистика (10) имеет асимптотически нормальное 
распределение: 
 
, ,
1
,
(0,1),n r n r
n r
Z − µ  → 
σ  
   
 
,
1
{ },
N
r
n r k
k
E v
=
µ = ∑  
 (11)
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2
2
,
1 1
{ } cov{ , } ,
N N
r r
n r k k k
k k
D v v v n
= =
 
σ = −  
 
∑ ∑  (12) 
где 1(0,1)  – стандартный одномерный нормальный закон распределения вероятностей с нуле-
вым математическим ожиданием и единичной дисперсией, { }E ξ  и { }D ξ  – соответственно мате-
матическое ожидание и дисперсия случайной величины ξ , cov{ , }ξ η  – ковариация случайных 
величин ξ  и η.
Для нахождения параметров распределения вероятностей статистики (10) необходимо вы-
числить моменты { }rkE v  и { }
r
kD v . Для удобства опустим индекс k у величины vk. Полагая, что 
случайная величина v распределена по закону Пуассона с параметром λ, т. е. { } ( )v = Π λ , полу-
чим, согласно [4],
 { } .
r rE v = λ   (13)
Кроме того, согласно [11],
 0
{ } ( , ) ,
r
r i
i
E v S r i
=
= λ∑   (14)
где S(r, i) – число Стирлинга второго рода [9], а сумма в правой части этого равенства является 
многочленом Тоучарда. Приведем несколько свойств чисел Стирлинга, которые нам понадобятся 
в дальнейшем:
 ( ,0) ( ,0) 0, ; (0,0) (0,0) 1;S r s r r S s= = ∀ ∈ = =   (15)
 ( ,1) ( , ) ( , ) 1, .S r S r r s r r r= = = ∀ ∈   (16)
Л е м м а  1. Пусть { } ( )v = Π λ , тогда
 ( ){ } {( ) } {( ) }.
r r r r r r rD v E v r E v r v= λ + − λ = λ + −   (17)
Д о к а з а т е л ь с т в о. Для математического ожидания квадрата статистики (10) справедлива 
формула [4]:
 
2{( ) } {( ) }.r r rE v E v r= λ +  (18)
Из свойства дисперсии 2 2{ } {( ) } { }r r rD v E v E v= − , (13) и (18) вытекает
 ( )
2{ } {( ) } {( ) } {( ) }.r r r r r r r r r rD v E v r E v r E v r v= λ + − λ = λ + − λ = λ + −  ,
 
что завершает доказательство леммы 1.
Л е м м а  2. Пусть { } ( )v = Π λ , тогда
 cov{ , } .
r rv v r= λ  (19)
Д о к а з а т е л ь с т в о. Для математического ожидания произведения v и vr справедливо 
 
0 0 0
0 0
!{ } ( )
! ! ( )! ( )! !
( ).
! !
i i i i
r r r
i i i r i
i i
r r
i i
e e i e eE vv ii i i i r
i i i r i r i
e ei r r
i i
−λ −λ −λ −λ+∞ +∞ +∞ +∞
= = = =
−λ −λ+∞ +∞
= =
λ λ λ λ
= = = = λ + =
− −
 λ λ
= λ + = λ λ + 
 
∑ ∑ ∑ ∑
∑ ∑
  
(20)
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Из (13), (20), свойств ковариации и распределения Пуассона имеем
 cov{ , } { } { } { } ( ) .
r r r r r rv v E vv E v E v r r= − = λ λ + − λλ = λ  , 
что и требовалось доказать.
Вернемся к рассмотрению вероятностных свойств статистики (10). При истинной гипотезе *H  
соотношения (11) и (12) преобразуются соответственно в
 
,
1
{ } { },
N
r r
n r k
k
E v NE v
=
µ = =∑  (21)
 
( )2 2 2 2, { } cov { , } { } cov { , } .r r r rn r ND v N v v n N D v v vσ = − = − λ   (22) 
Т е о р е м а  1. При истинной гипотезе *H  в асимптотике (3) статистика (10) имеет 
асимптотически нормальное распределение: 
 
, ,
1
,
(0,1)n r n r
n r
Z − µ  → 
σ  
  ,
 
1
, ,
r r
n r N n
−µ = λ = λ  (23)
 
1
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1 0 1
1
1 2 1
1 0 1
( , ) ( , ) !
( , ) ( , ) ! .
jr i
r j i j k r
n r i
i j k
jr i
r j i j k r
i
i j k
N s r i C r S j k r r
n s r i C r S j k r r
−
− −
= = =
−
− − −
= = =
 
σ = λ λ − λ + = 
 
 
= λ λ − λ + 
 
∑ ∑ ∑
∑ ∑ ∑
 
(24) 
Д о к а з а т е л ь с т в о. Сначала проверим выполнение условий теоремы 1 из [7].
1. ,n N → ∞ , , 0n N → λ < λ < ∞  – это выполнено в силу условия теоремы.
2. , ,kNp C N k≤ < ∞ ∀ . Поскольку 1 , 1, ,kp N k N= =  , то 1kNp ≡  .
3. ( ) exp( )f v a bv≤ . Поскольку (9) неотрицательна, то ( ) ( ) rf v f v v= = . Положим в условии 
a = 1, b = r и рассмотрим отдельно два случая: v = 0 и 1v ≥ . При v = 0 неравенство выполняется: 
0 < 1. Для 1v ≥  справедлива цепочка утверждений: ln ln ln r r rvv v r v rv v rv v e< ⇒ < ⇔ < ⇒ < . 
Поскольку r rv v≤ , то получаем r rvv e< , что ведет к выполнению указанного условия.
4. 2,limsup n r
n
n
→∞
σ < ∞ . Из второй формулы в (24) следует, что 2,n r nσ  является многочленом от λ 
степени 2r – 3, и значение этой величины конечно в силу того, что λ < ∞ .
Подставив (13) в (21), получим (23). Для нахождения асимптотической дисперсии (24) прове-
дем вспомогательные преобразования, воспользовавшись (13) и (14):
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 
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 
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∑ ∑
∑ ∑ ∑
∑ ∑ ∑ ∑ ∑
 
(25)
Применив (5) и (15), получим 
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(26)
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Подставив (17) и (19) в (22) с учетом (25) и (26), приходим к (24):
 
1
2 2 2 1
,
1 1 1
( , ) ( , ) !
jr i
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−
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−
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что завершает доказательство теоремы 1.
Заметим, что в (25) имеется единственный одночлен λr – 1 при i = r, j = i – 1, k = j. Согласно (16), 
коэффициент при этом одночлене равен 1 1 2( , ) ( 1, 1)r r rrs r r C r S r r r
− − + − − = . Поэтому (24) можно пред-
ставить в эквивалентном виде 
 
1 1 2 2
2 2
,
1 1 1 1 1 1
( , ) ( , ) ( , ) ( 1, ) ! .
j jr i r r
r j i j k j r j k k
n r i r
i j k j k k
N s r i C r S j k C r S j k r S r k r
− − − −
− −
= = = = = =
 
σ = λ λ + λ + − λ + 
 
∑ ∑ ∑ ∑ ∑ ∑  (27)
С л е д с т в и е  1. При r = 2 для параметров асимптотически нормального распределения 
вероятностей случайной величины Zn,2 справедливы выражения
 ,2 ,n nµ = λ  (28)
 2,2 2 .n nσ = λ  (29) 
Д о к а з а т е л ь с т в о. Справедливость (28) очевидно вытекает из (23) при r = 2. Вычислим 
дисперсию при r = 2, опираясь на (27):
 
2 2
,2 2! 2 .n N nσ = λ ⋅ = λ, 
что и требовалось доказать.
Согласно таблице и (10), статистические оценки энтропии Реньи и Тсаллиса выражаются че-
рез Zn,r, о чем свидетельствует следующая лемма.
Л е м м а  3. Статистические оценки энтропии Реньи и Тсаллиса, построенные с использованием 
оценки (6), выражаются через статистику (10): 
 
 ( ),
1
1 1
( , ) ln ln ln ln ,
1 1
rN
k
r n rr
k
vH n N n n Z
r n r=
 
= = + − − − 
∑  (30)
 

,
1
1 1
( , ) 1 1 .
1 1
rN
n rk
r r r
k
ZvS n N
r n r n=
   
= − = −   − −   
∑  (31)
Д о к а з а т е л ь с т в о. В силу (10) и таблицы для оценки энтропии Реньи справедливо пред-
ставление
 
 ( ) ( ), , ,
1
1 1 1 1 1
( , ) ln ln ln ln ln ln ln ln .
1 1 1 1
rN
k
r n r n r n rr r
k
vH n N Z r n Z n n Z
r n r n r r=
   = = + = − = + −   − − − −  
∑
Для оценки энтропии Тсаллиса аналогично имеем:
 

,
1 1
1 1 1 1
( , ) 1 1 1 .
1 1 1
rN N
n rrk
r kr r r
k k
ZvS n N v
r n r n r n= =
    
= − = − = −    − − −    
∑ ∑
 
Лемма 3 доказана.
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Статистическая оценка энтропии Тсаллиса и ее свойства. Справедлива теорема об асим-
птотическом распределении вероятностей статистической оценки энтропии Тсаллиса.
Т е о р е м а 2. В асимптотике (3) статистика (31) является состоятельной асимптотически 
несмещенной оценкой энтропии Тсаллиса и при истинной гипотезе *H  имеет асимптотически 
нормальное распределение: 

,
1
,
(0,1)r S r
S r
S − µ  → 
σ  
  ,
 
, 1
1 1
1 ,
1S r rr N −
 µ = − −  
 (32)
 
1 1
2 2 1
, 2 2 1
1 1 1
( , ) ( , ) ! .
( 1)
r jr i
j i j k r
S r ir
i j k
s r i C r S j k r r
r n
− −
− −
−
= = =
 λ
σ = λ − λ + 
−  
∑ ∑ ∑  (33)
Д о к а з а т е л ь с т в о. Асимптотическая несмещенность и состоятельность оценки (31) следует 
из (4), (7), (8), (10), (31) и таблицы.
Далее, как видно из формулы (31), статистическая оценка энтропии Тсаллиса является линей-
ным преобразованием статистики (10), поэтому с учетом теоремы о линейном преобразовании нор-
мально распределенной случайной величины [8] она также имеет асимптотически нормальное рас-
пределение. Для математического ожидания оценки (31) с учетом (3), (23) справедливо равенство
 
{ } { },, 11 1 1 1 11 1 1 1 .1 1 1 1
r
n rn r
r r r r r
E ZZ N
E S E
r n r n r n r N −
      λ    = − = − = − = −       − − − −           
Для дисперсии оценки (31) имеем
 
{ } , , ,2 2{ }1 1 ,1 ( 1) ( 1)
n r n r n r
r r r r
Z Z D Z
D S D D
r n r n r n
     = − = =    − − −     
 (34)
откуда с учетом (24) получаем (33). Теорема 2 доказана.
С л е д с т в и е  2. При r = 2 для математического ожидания и дисперсии асимптотического 
распределения оценки (31) справедливы выражения:
 
,2
1
1 ,S N
µ = −  (35)
 
2
,2 2
2
.S Nn
σ =  (36)
Д о к а з а т е л ь с т в о. Соотношение (35) следует из (32). Подставим (29) в (34), получим 
 
{ }2 4 3 22 2 2 .nD S n n Nn
λ λ
= = = ,
 
что совпадает с (36).
Знание асимптотического распределения вероятностей точечной состоятельной оценки (31) 
позволяет построить интервальную оценку энтропии Тсаллиса: 
с вероятностью 1 – ε энтропия ( ) ( , ),rS P S S− +∈  
1
, , 1 2S r S r
S −±
ε = µ ± σ Φ − 
 
, 
где 1( )−Φ ⋅  – квантиль стандартного нормального закона [8].
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Статистическая оценка энтропии Реньи и ее свойства. Справедлива следующая теорема 
об асимптотическом распределении вероятностей статистической оценки энтропии Реньи.
Т е о р е м а  3. В асимптотике (3) статистика (30) является состоятельной оценкой энтропии 
Тсаллиса и при истинной гипотезе *H  имеет асимптотически нормальное распределение: 
 

,
1
,
(0,1)r H r
H r
H −µ → 
σ  
  ,
 , ln ,H r Nµ =  (37)
 
2
,2
, 2 2 2 2 ,( 1)
n r
H r rr n −
σ
σ =
− λ  (38)
2
,n rσ  – дисперсия величины (8).
Д о к а з а т е л ь с т в о. Состоятельность оценки (30) следует из (4), (7), (8), (10), (30), таблицы 
и теоремы о функциональном преобразовании сходящейся по вероятности случайной последо-
вательности [12].
Далее, из (30) следует, что оценка энтропии Реньи является линейным преобразованием лога-
рифма статистики (10). Воспользуемся теоремой 4.2.5 из [13] и тем, что линейное преобразование 
асимптотически нормальной величины [8] также имеет асимптотически нормальное распределе-
ние. В качестве функции f(u) в теореме 4.2.5 из [13] выберем f(u) = lnu. Тогда ( )2 2
1
( )f u
u
′ = , откуда 
с учетом (23), вида формулы (30) и свойств дисперсии вытекает справедливость формулы (38).
Также из теоремы 4.2.5 из [13] и формулы (30) с учетом (23) следует
 
( ) ( )1, ,1 1ln ln ln ln ln ln1 1
r
H r n rn n n n nr r
−µ = + − µ = + − λ =
− −
 
( )1ln ln ln ( 1) ln ln ln ln .
1
n n n r n N
r
= + − − − λ = − λ =
−
,
 
что завершает доказательство теоремы 3.
С л е д с т в и е  3. При r = 2 для дисперсии асимптотического распределения вероятностей 
оценки (30) справедливо выражение:
 2 ,2
2
.H n
σ =
λ
 (39)
Д о к а з а т е л ь с т в о. Подставим (29) в (38), получим доказываемое: 2 ,2 2 2
2 2
H
n
n n
λ
σ = =
λ λ
.
Отметим, что при истинной гипотезе *H  1 , 1, ,kp N k N= =  , поэтому значение энтропии 
Реньи равно
 1 1
1 1 1
( ) ln ln ln ,
1 1
N N
r
r k r
k k
H P p N
r r N= =
   
= = =   − −   
∑ ∑
что совпадает с (37).
Знание асимптотического распределения точечной состоятельной оценки (30) позволяет по-
строить интервальную оценку энтропии Реньи: 
с вероятностью 1 – ε энтропия ( ) ( , ),rH P H H− +∈  
1
, , 1 2H r H r
H −±
ε = µ ± σ Φ − 
 
.
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Проверка гипотезы о «чистой случайности» последовательности на основе оценок 
энтропии Реньи и Тсаллиса. Полученные интервальные оценки позволяют построить решаю-
щее правило для проверки гипотез о том, является ли наблюдаемая последовательность генера-
тора «чисто случайной», т. е. РРСП: *H  и *H . Пусть (0,1)ε∈  – заданный уровень значимости. 
Введем обозначения: ( , )rh n N  – статистическая оценка энтропии Тсаллиса (31) или Реньи (30), 
μ – асимптотическое математическое ожидание статистической оценки энтропии Тсаллиса (32) 
или Реньи (37), σ2 – асимптотическая дисперсия статистической оценки энтропии Тсаллиса (33) 
или Реньи (38) при истинной гипотезе *H . Вычислим для наблюдаемой последовательности ста-
тистику ( , )rh n N . Решающее правило, основанное на статистике 
( , )rh n N , имеет вид
 

* 1
*
, если ( , ) ;
1 .
2, в противном случае,
rH t h n N t t
H
− + −
±
 < < ε  = µ ± σΦ −  
 
  (40)
В случае принятия решения о справедливости гипотезы *H  можно сделать вывод о том, что 
на уровне значимости ε  исследуемый процесс по своим энтропийным свойствам неотличим от 
«чисто случайной» последовательности на основе наблюдаемой реализации длиной не более n.
Результаты компьютерных экспериментов. В первом эксперименте для проверки разрабо-
танного решающего правила (40) в качестве выходной последовательности использовалась псев-
дослучайная последовательность { }, 1, , ,y Tτ τ =   длиной 
332T =  бит, полученная при помощи 
прореживающего генератора [6] с порождающим многочленом x15 + x + 1 и управляющим мно-
гочленом x11 + x2 + 1. Выходная последовательность «нарезалась» на непересекающиеся подряд 
идущие фрагменты длины s (s-граммы): ( ) ( ) ( 1) 1( ) ( , , ) {0,1} ,
t t s
j t s tsX X y y− += = ∈  1, , [ ]t n T s= = . 
Из полученных s-грамм формировалась новая последовательность {xt} из алфавита мощности 
N = 2s по правилу 1 ( )
1
2 1.
s
j t
t j
j
x X−
=
= +∑  Длина фрагмента s принимала значения {11, , 30}.s ∈   
Значения отклонения ∆  оценки энтропии Реньи (30) при r = 2 от математического ожидания (37) 
и отнормированные нижние границы доверительных интервалов 1,2 1 2H
− ε −σ Φ − 
 
 на уровне зна-
чимости 0,05ε =  в зависимости от s представлены на рис. 1. Как видно, абсолютная величина 
Рис. 1. Отклонение оценки энтропии Реньи от математического ожидания для {11, , 30}s ∈ 
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отклонения оценки значительно превышает границу доверительного интервала и гипотеза *H  
уверенно отвергается начиная с s = 16.
Во втором эксперименте разработанное решающее правило (40) применено для анализа вы-
ходной двоичной последовательности реального физического генератора двоичной случайной 
последовательности [14] { }, 1, , ,y Tτ τ =   длиной 
25125 2T = ⋅  бит. Новая последовательность {xt} 
из алфавита мощности N = 2s формировалась так же, как и в первом эксперименте. На рис. 2 
представлены значения отклонения оценки энтропии Реньи (30) при r = 2 от математического 
ожидания (37), а также отнормированные границы доверительных интервалов 1,2 1 2H
− ε ±σ Φ − 
 
 
на уровне значимости 0,1ε =  в зависимости от {11, , 30}.s∈   Как видно, при значениях 25s ≤  
выходная последовательность генератора согласуется с моделью РРСП.
Заключение. Построены состоятельные, асимптотически нормально распределенные стати-
стические оценки функционалов энтропии Реньи и Тсаллиса. Получены явные формулы для мо-
ментов построенных статистических оценок. Построено решающее правило, основанное на этих 
оценках, для проверки гипотезы о том, является ли наблюдаемая последовательность равномер-
но распределенной случайной последовательностью. Проведены компьютерные эксперименты, 
иллюстрирующие свойства построенных статистических оценок и решающих правил.
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