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Limit Operators, Compactness and Essential
Spectra on Bounded Symmetric Domains
Raffael Hagger∗
April 12, 2018
Abstract
This paper is a follow-up to a recent article about the essential spectrum of Toeplitz opera-
tors acting on the Bergman space over the unit ball. As mentioned in the said article, some of
the arguments can be carried over to the case of bounded symmetric domains and some cannot.
The aim of this paper is to close the gaps to obtain comparable results for general bounded
symmetric domains. In particular, we show that a Toeplitz operator on the Bergman space
Apν is Fredholm if and only if all of its limit operators are invertible. Even more generally, we
show that this is in fact true for all band-dominated operators, an algebra that contains the
Toeplitz algebra. Moreover, we characterize compactness and explain how the Berezin trans-
form comes into play. In particular, we show that a bounded linear operator is compact if and
only if it is band-dominated and its Berezin transform vanishes at the boundary. For p = 2
“band-dominated” can be replaced by “contained in the Toeplitz algebra”.
AMS subject classification: Primary: 47B35; Secondary: 32A36, 47A53, 47A10
Keywords: Toeplitz operators, Bergman space, bounded symmetric domains, compact-
ness, essential spectrum, limit operators, band-dominated operators, essential norm
1 Introduction
In the introduction of [16] it was mentioned that “similar results are expected to hold for more
general domains” and that “there are some open problems in the most general case”. In short, the
aim of this paper is to solve these open problems and thus prove the “similar results”. As it turns
out, the solution not only generalizes the domain, but also the set of eligible operators.
Before we jump into details, let us ﬁrst recall the basic setting. Let Ω denote a bounded sym-
metric domain in its Harish-Chandra realization and let Lpν := L
p(Ω, vν) denote the corresponding
Lp-space for some weighted Lebesgue measure vν and p ∈ (1,∞). Now consider the (closed) sub-
space of holomorphic functions Apν ⊂ L
p
ν and assume that there is a bounded projection Pν onto A
p
ν .
Then for every bounded function f : Ω→ C we may consider the corresponding Toeplitz operator,
which is deﬁned by
Tfg = Pν(f · g)
for g ∈ Apν . Denote by Tp,ν the Banach algebra generated by all such Toeplitz operators.
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A natural (and non-trivial) question to ask is under which conditions a Toeplitz operator Tf is
compact (e.g. [2, 11, 22, 23, 27, 28, 31]). For p = 2 a satisfactory answer was given by Engliš in
[11, 12], namely, Tf is compact if and only if the Berezin transform of f vanishes at the boundary.
In fact, Engliš showed a little bit more. He showed that if A can be written as a ﬁnite sum of ﬁnite
products of Toeplitz operators, then A is compact if and only if the (generalized) Berezin transform
B(A) vanishes at the boundary. This result gives rise to the question whether this is true for all
bounded linear operators on Apν . One direction is actually quite simple: If A is a compact operator
on Apν , then B(A) vanishes at the boundary. However, the other direction turns out to be wrong
(see e.g. [2]). This suggests that there is some condition missing here. For p = 2 we observe that
the ideal of compact operators has to be fully contained in T2,ν because T2,ν is an irreducible C∗-
algebra and contains non-trivial and hence all compact operators. In the case of the unit ball Bn,
Suárez ([28], see [22] for the weighted case) proved that this remains true for arbitrary p ∈ (1,∞).
Hence the new conjecture would read “A is compact if and only if A ∈ Tp,ν and B(A) vanishes
at the boundary”. For the unit ball this was shown in [22, 28] and it is widely conjectured that
this holds for arbitrary bounded symmetric domains (e.g. in [23]). We now show this conjecture
in the case p = 2 and present an alternative description for general p by using band-dominated
operators, which were introduced by the author in [16]. More precisely, we show that a bounded
linear operator on Apν is compact if and only if it is band-dominated and its Berezin transform
vanishes at the boundary:
Theorem A. An operator K ∈ L(Apν) is compact if and only if K is band-dominated and
lim
z→∂Ω
(B(K))(z) = 0.
Using the argument above, “band-dominated” can be replaced by “contained in the Toeplitz
algebra” for p = 2:
Corollary. An operator K ∈ L(A2ν ) is compact if and only if K ∈ T2,ν and lim
z→∂Ω
(B(K))(z) = 0.
In a similar vein Fredholmness of a band-dominated operator can be characterized. Using the
techniques developed in [16], we show that a band-dominated operator is Fredholm if and only if all
of its limit operators are invertible, where limit operators occur as strong limits of certain operator
nets (see Section 4 for a precise deﬁnition). One of the key parts here is to actually show the
existence of these strong limits. For Toeplitz operators on the unit ball this was done in [22, 28].
However, the proof there involves some direct computations, which are not accessible in the case
of general bounded symmetric domains. We thus use the theory of band-dominated operators once
again to show the existence of these limit operators. As a bonus, we obtain existence for all band-
dominated operators rather than just the Toeplitz algebra. After the existence is settled, we follow
the lines of [16] to obtain our next main result:
Theorem B. Let A ∈ L(Apν) be band-dominated. Then the following are equivalent:
(i) A is Fredholm,
(ii) Ax is invertible for all x ∈ βΩ \ Ω and sup
x∈βΩ\Ω
∥∥A−1x ∥∥ <∞,
(iii) Ax is invertible for all x ∈ βΩ \ Ω,
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Here, βΩ denotes the Stone-Čech compactiﬁcation of Ω and the operators Ax are the limit
operators of A. It is worth mentioning that a similar result was also obtained for the Fock space in
[15].
As observed in [16], the Toeplitz algebra is contained in the set of band-dominated operators
(see Section 3 and Deﬁnition 12 for the precise statement) and thus all of the above can be applied
to Toeplitz operators. At this point we should probably mention that we use slightly diﬀerent
conventions here than used in previous work. Most importantly, we replaced the compactiﬁcation
of Ω that labels our limit operators. In [16, 22, 24, 28] and also in [4, 15] the maximal ideal
space of bounded uniformly continuous functions was used. In this paper we use the Stone-Čech
compactiﬁcation1 instead to simplify a few arguments. It is then easy to see that one can use smaller
compactiﬁcations if the operator permits. More precisely, if all limit operators of A with respect
to another compactiﬁcation exist, then the same results hold with the Stone-Čech compactiﬁcation
replaced by the new compactiﬁcation. Informally, the more complicated the operator in question
behaves towards the boundary, the more complicated compactiﬁcations we need. We note that the
authors of [23] also used the Stone-Čech compactiﬁcation to show convergence of the operator nets,
but there was no need to actually label the limit operators at that point. Furthermore, we use a
slightly diﬀerent deﬁnition for limit operators here. This change turns out to be merely cosmetic
and is certainly just a matter of taste. We refer to Remark 7 for a short discussion.
Last but not least, we discuss some applications of Theorem B. The simplest case one could
imagine would be if every limit operator of an operator A was just a multiple of the identity.
We show that this happens if and only if the (generalized) Berezin transform of A has vanishing
oscillation at the boundary. If this is the case, the essential spectrum of A is equal to the image of
the Berezin transform B(A) restricted to the Stone-Čech boundary of Ω. In particular, this applies
to Toeplitz operators whose symbols have vanishing mean oscillation at the boundary:
Corollary. Let f ∈ VMO∂(Ω) ∩ L∞(Ω). Then
spess(Tf ) = f˜(βΩ \ Ω) =
⋂
r>0
f˜(Ω \D(0, r)),
where f denotes the Berezin transform of f (or equivalently Tf ).
The paper is organized as follows. We start with a short introduction to bounded symmetric
domains in Section 2. All results in that section are well-known and documented in the literature. In
Section 3 we recall the deﬁnition and some major results of band-dominated operators, which were
established in [16] and are then extensively used throughout this paper. Section 4 then proceeds
with the deﬁnition of limit operators. In particular, their existence is shown and it will get clear
why band-dominated operators are the right objects to consider here. In Section 5 we characterize
compactness with the help of limit operators and explain the connections to the Berezin transform.
We then follow [16] for the characterization of Fredholmness of band-dominated operators in Section
6. In Section 7 we present some applications to Toeplitz operators.
2 Bounded Symmetric Domains
In this section we provide deﬁnitions and basic properties of bounded symmetric domains. All
results in this section are well-known and may be found in the literature (e.g. [1, 9, 11, 13, 14, 18,
19, 29, 30, 32]).
1The Stone-Čech compactiﬁcation can be seen as the maximal ideal space of bounded continuous functions.
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A domain Ω ⊂ Cn is called a bounded symmetric domain if it is bounded and for every z ∈
Ω there exists a biholomorphic involution φz that interchanges 0 and z. A bounded symmetric
domain is called irreducible if it is not biholomorphic to a product of two non-trivial domains. The
irreducible bounded symmetric domains can be classiﬁed as follows2:
• In,m: unit ball of n×m complex matrices for n ≥ m ≥ 1
• IIn: unit ball of n× n complex symmetric matrices for n ≥ 2
• IIIn: unit ball of n× n complex antisymmetric matrices for n ≥ 5
• IVn: the Lie ball
z ∈ Cn :
∣∣∣∣∣ n∑j=1 z2j
∣∣∣∣∣ < 1, 1 +
∣∣∣∣∣ n∑j=1 z2j
∣∣∣∣∣
2
− 2 |z|
2
> 0
 for n ≥ 5
• V : the unit ball of 1× 2 matrices over the 8-dimensional Cayley algebra
• V I: the unit ball of 3× 3 self-adjoint matrices over the 8-dimensional Cayley algebra
By Cartan’s classiﬁcation theorem, these are all possible cases up to biholomorphisms. We may
therefore always assume that Ω is convex, circular and centered at the origin. This is usually called
the Harish-Chandra realization of Ω. Throughout this paper we will assume that Ω is a irreducible
bounded symmetric domain in its Harish-Chandra realization, i.e. Ω is equal to one of the cases
I − V I. Note that case In,1 is isomorphic to the standard unit ball Bn of Cn.
Let Aut(Ω) denote the group of all biholomorphic endomorphisms of Ω and G := Aut(Ω)0 the
connected component of Aut(Ω) that contains the identity. Moreover, let K denote the subgroup
of linear mappings in G. By Cartan’s linearity theorem, K coincides with the subset of elements in
G that stabilize the origin. Therefore Ω may also be realized as the quotient G/K via z 7→ φzK.
Another description of bounded symmetric domains Ω can be given in terms of so-called Jordan
frames, i.e. there exists a set of R-linear independent vectors {e1, . . . , er} such that every z ∈ Cn
can be written as k
r∑
j=1
tjej with k ∈ K, tj ≥ 0 and it holds z ∈ Ω if and only if tj < 1 for all
j ∈ {1, . . . , r}. Such a decomposition is called a polar decomposition. The numbers tj are unique up
to permutation and do not depend on the chosen Jordan frame. In particular, the positive integer
r is an invariant and called the rank of Ω. In case of the unit ball Bn the rank is 1 and K is equal
to the full unitary group U(n), i.e. the polar decomposition is just the usual one with t1 = |z| and
e1 an arbitrary unit vector.
Besides the rank r, there are other geometric invariants of Ω. These include the complex dimen-
sion n, the numbers a, b, which have to do with root multiplicities of the Lie algebras associated
with G and K, and the genus g := a(r − 1) + b + 2. In fact, the triple (r, a, b) determines the
bounded symmetric domain Ω uniquely. However, we do not really need the exact values of these
invariants in this paper. We thus refer to [11] for a list of numbers.
Using this polar decomposition, we can deﬁne the so-called Jordan triple determinant h : Cn ×
Cn → C, which is uniquely determined by the diagonal
h(z, z) =
r∏
j=1
(1 − t2j)
2The order of IIn and IIIn is sometimes interchanged. The restrictions on n and m are due to the fact that in
small dimensions some of the domains are not irreducible or isomorphic to another domain in the list, e.g. I1,1, II1,
III2 and IV1 all describe the unit disk.
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and the requirement that h is holomorphic in the ﬁrst and antiholomorphic in the second argument.
In fact, h = h(z, w) is a polynomial in z and w. This polynomial has a lot of important properties
that we will use frequently in this paper. Most of them follow immediately from the deﬁnition
and/or some complex analysis. Here is a quick summary:
(i) |h(z, w)| > 0 for all z ∈ Ω, w ∈ Ω
(ii) h(z, z) = 0 for all z ∈ ∂Ω
(iii) h(z, 0) = 1 for all z ∈ Cn
(iv) h(w, z) = h(z, w) for all w, z ∈ Cn
(v) h(kz, kw) = h(z, w) for all w, z ∈ Cn, k ∈ K
Using the Jordan triple determinant, we may deﬁne a Riemannian metric on Ω as follows:
gij(z) := −g
∂
∂zi
∂
∂zj
log h(z, z).
The integrated form of this metric will be denoted by β(·, ·) and is called the Bergman metric on
Ω. Note that β is unbounded, i.e. β(0, z)→∞ as z → ∂Ω. For Ω = Bn this metric is given by the
usual hyperbolic metric on Bn.
The metric space (Ω, β) satisﬁes a certain local ﬁniteness condition, which can be formulated
as follows. There is a ﬁxed integer N such that for every t ∈ (0, 1) there is a disjoint cover of Ω by
Borel sets (Bj,t)j∈N satisfying
• for every z ∈ Ω the set
{
j ∈ N : distβ(z,Bj,t) ≤
1
t
}
has at most N elements,
• there is a constant C(t) such that diamβ(Bj,t) ≤ C(t) for every j ∈ N.
Setting Ξj,t,k :=
{
z ∈ Ω : distβ(z,Bj,t) ≤
k
3t
}
for k = 1, 2, 3, we can obtain a subordinate partition
of unity consisting of functions ϕj,t : Ω→ [0, 1] satisfying
(a)
∞∑
j=1
ϕj,t(z) = 1 for all z ∈ Ω,
(b) suppϕj,t = Ξj,t,1 for all j ∈ N, t ∈ (0, 1),
(c) |ϕj,t(z)− ϕj,t(w)| ≤ 6Ntβ(z, w) for all w, z ∈ Ω, j ∈ N and t ∈ (0, 1).
Similarly, we may obtain functions ψj,t : Ω→ [0, 1] satisfying
(d) ψj,t(z) = 1 for all z ∈ Ξj,t,2, j ∈ N and t ∈ (0, 1),
(e) suppψj,t = Ξj,t,3 for all j ∈ N and t ∈ (0, 1),
(f) |ψj,t(z)− ψj,t(w)| ≤ 3tβ(z, w) for all w, z ∈ Ω, j ∈ N and t ∈ (0, 1).
An explicit construction of these functions can be found in [16, Section 3]. We remark that in the
printed version of [16] there is an incorrect reference for the existence of the integer N . The correct
reference is [8] and was corrected in a later version. The number N − 1 is called the asymptotic
dimension of the metric space and studied in coarse geometry. We refer to [7] for equivalent
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deﬁnitions and an overview of the whole subject, also mentioning the result of [8] that we need
here.
For z ∈ Ω \ {0} we now consider the geodesic reﬂection in the midpoint between 0 and z (with
respect to β, of course). This deﬁnes an isometric and involutional biholomorphism, which we
denote by φz . Let us we ﬁx this notation here once and for all. For z = 0 we set φ0(w) = −w.
Moreover, for ν > −1 we deﬁne the probability measure3 vν as
dvν(z) := cνh(z, z)
ν dv(z),
where v denotes the usual Lebesgue measure on Cn restricted to Ω and cν is a suitable constant
such that vν(Ω) = 1. It is worth noting that
(vi)
∫
Ω
h(z, z)ν dv(z) <∞ if and only if ν > −1.
The Jordan triple determinant h and the measure vν transform with respect to φz as follows:
(vii) h(φz(x), φz(y)) =
h(z,z)h(x,y)
h(x,z)h(z,y) for all x, y, z ∈ Ω
(viii) dvν(φz(w)) =
h(z,z)ν+g
|h(w,z)|2(ν+g)
dvν(w) for all w, z ∈ Ω
For p ∈ (1,∞) and ν > −1 let Lpν := L
p(Ω, vν) denote the usual Lebesgue space of p-integrable
functions and Apν the closed subspace of holomorphic functions in L
p
ν . The orthogonal projection
Pν from L2ν onto A
2
ν is given by
(Pνf)(z) =
∫
Ω
f(w)h(z, w)−ν−g dvν(w)
(see [14, Section 3]). For general p we can try to take the same formula to get a projection onto Apν .
However, this integral operator, again denoted by Pν , is not bounded in general (see [6, Theorem
II.8]). Let us call (α, ν, p) ∈ R2 × (1,∞) admissible if the following inequalities are satisﬁed:
p(α+ 1) > ν + 1 +
(r − 1)a
2
> p
(r − 1)a
2
. (2.1)
By [16, Proposition 1], this implies that Pα is a bounded projection from Lpν onto A
p
ν . Throughout
this paper we will always assume that ν is suﬃciently large such that (ν, ν, p) is admissible and
Pν is bounded as a consequence. Note that for α = ν there exist more optimal conditions than
(2.1) (e.g. [11, Lemma 9]). Even for α 6= ν one can actually improve these inequalities. However,
we refrain from doing that because (2.1) also assures that we can use the Rudin-Forelli estimates
(i.e. [11, Proposition 8]) appropriately. This will get more clear later on.
For α = ν, we can reformulate the condition (2.1) as follows:
1 +
(r − 1)a
2(ν + 1)
< p < 1 +
2(ν + 1)
(r − 1)a
. (2.2)
Note that 1 + (r−1)a2(ν+1) is exactly the dual exponent of 1 +
2(ν+1)
(r−1)a . This of course makes sense as
(Lpν)
∗ ∼= Lqν and (A
p
ν)
∗ ∼= Aqν via the usual dual pairing. Therefore Pν is bounded on L
p
ν if and only
if P ∗ν is bounded on L
q
ν . But P
∗
ν is formally the same as Pν , so that Pν is bounded on L
p
ν if and
3Sometimes the weight is parametrized by λ := ν + g instead.
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only if it is bounded on Lqν . In that case we can consider Toeplitz operators Tf := PνMf |Apν for
bounded functions f : Ω → C and corresponding multiplication operators Mf . The function f is
called the symbol of Tf andMf . For every bounded symbol f , the corresponding Toeplitz operator
is bounded with ‖Tf‖ ≤ ‖Pν‖ ‖f‖∞.
We conclude this section with a few notations. The set of all bounded linear operators on a
Banach space X will be denoted by L(X). The ideal of compact operators will be denoted by
K(X). An operator A ∈ L(X) is called Fredholm if the coset A+K(X) is invertible in the Calkin
algebra L(X)/K(X). The essential spectrum of A is given by {λ ∈ C : A− λI is not Fredholm}
and denoted by spess(A). The usual spectrum is denoted by sp(A). The closed subalgebra of L(A
p
ν)
generated by all Toeplitz operators with bounded symbol will be denoted by Tp,ν . The commutator
of two operators A,B ∈ L(X) will be denoted by [A,B] = AB −BA.
3 Band-dominated operators
In [16] band-dominated operators on Lpν were deﬁned. We quickly recall the deﬁnition and some
basic facts in this short section.
Definition 1. ([16, Deﬁnition 6])
An operator A ∈ L(Lpν) is called a band operator if there exists a positive real number ω such that
MfAMg = 0 for all f, g ∈ L∞(Ω) with distβ(supp f, supp g) > ω. The number
inf {ω ∈ R :MfAMg = 0 for all f, g ∈ L∞(Ω) with distβ(supp f, supp g) > ω}
is called the band width of A. An operator A ∈ L(Lpν) is called band-dominated if it is the norm
limit of band operators. The set of band-dominated operators will be denoted by BDOpν .
Proposition 2. ([16, Proposition 13])
BDOpν has the following properties:
(i) It holds Mf ∈ BDOpν for all f ∈ L
∞(Ω).
(ii) BDOpν is a closed subalgebra of L(L
p
ν).
(iii) If A ∈ BDOpν is Fredholm, then every regularizer B of A is again in BDO
p
ν . In particular,
BDOpν is inverse closed.
(iv) BDOpν contains K(L
p
ν) as a closed two-sided ideal.
(v) It holds A ∈ BDOpν ⇐⇒ A
∗ ∈ BDOqν for
1
p =
1
q = 1. In particular, BDO
2
ν is a C
∗-algebra.
(Extensions of) Toeplitz operators are particular examples of band-dominated operators as the
following proposition shows. This fact is one of our main motivations to study band-dominated
operators.
Proposition 3. Let (α, ν, p) be an admissible triple. Then Pα ∈ BDOpν . In particular, APα ∈
BDOpν for A ∈ Tp,ν .
Proof. Follows directly from (the proof of) [16, Theorem 7].
The following estimate will be crucial for subsequent results. It is quite remarkable that it holds
simultaneously for all band operators of a ﬁxed band width ω.
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Lemma 4. ([16, Lemma 12])
Let ω > 0 and let aj,t : Ω→ [0, 1] be measurable functions for j ∈ N and t ∈ (0, 1). If
lim
t→0
inf
j∈N
distβ(a
−1
j,t (U), a
−1
j,t (V ))→∞
for all sets U, V ⊂ [0, 1] with dist(U, V ) > 0, then for every ε > 0 there exists a t0 > 0 such that for
all t < t0 and every band operator of band width at most ω the estimate
sup
j∈N
∥∥[A,Maj,t ]∥∥ ≤ 3 ‖A‖ ε
holds.
4 Limit Operators
Let λ ∈ R. Since h(w, z) 6= 0 for all w, z ∈ Ω and Ω is simply connected ([18, Theorem VIII.7.1]),
we can choose a branch of h(w, z)λ such that h(w, z)λ is holomorphic in w and z¯ and h(w,w)λ > 0
for all w ∈ Ω. For z ∈ Ω we now deﬁne Upz ∈ L(L
p
ν) by
(Upz f)(w) = f(φz(w))
h(z, z)
ν+g
p
h(w, z)
2(ν+g)
p
.
A standard computation shows that Upz is a surjective isometry with (U
p
z )
2 = I. Moreover, Upz
maps holomorphic functions to holomorphic functions.
Lemma 5. The map z 7→ φz(w) is continuous for all w ∈ Ω.
Proof. Considered as a Riemannian manifold, Ω is simply connected and has non-positive sec-
tional curvature (see [18, Theorem V.3.1, Theorem VIII.4.6, Theorem VIII.7.1]). Thus, by Cartan-
Hadamard, the exponential map expw : TwΩ → Ω is a homeomorphism for every point w ∈ Ω.
Let z∗ denote the midpoint of the geodesic connecting 0 and z ∈ Ω (i.e. the point of reﬂec-
tion of the symmetry φz) and let w ∈ Ω. Then by deﬁnition of the exponential map, we have
φz(w) = expw(2 exp
−1
w (z
∗)). Similarly, z∗ = exp0(
1
2 exp
−1
0 (z)). It follows that z 7→ φz(w) is indeed
continuous.
Proposition 6. Let βΩ denote the Stone-Čech compactiﬁcation of Ω and A ∈ L(Lpν). Consider the
map ΨA : Ω → L(Lpν) deﬁned by ΨA(z) := U
p
zAU
p
z . Then ΨA has a weakly continuous extension
Ψ˜A : βΩ→ L(L
p
ν), i.e. Ψ˜A is weakly continuous and Ψ˜A|Ω = ΨA.
Proof. Let f ∈ Lpν be continuous. Then the map z 7→ (U
p
z f)(w) is continuous for every w ∈ Ω
by Lemma 5. As Upz is an isometry for every z ∈ Ω, Scheﬀé’s Lemma implies that z 7→ U
p
z f is
continuous in Lpν . Therefore, as continuous functions are dense in L
p
ν, z 7→ U
p
z is strongly continuous
by Banach-Steinhaus. This also implies that ΨA is strongly continuous, hence weakly continuous.
Moreover, we have ‖ΨA(z)‖ = ‖A‖ for every z ∈ Ω. As bounded sets are relatively compact in the
weak operator topology, ΨA admits a weakly continuous extension to βΩ.
We will use the notation
Ax := Ψ˜A(x) = w- lim
z→x
UpzAU
p
z , (4.1)
where the limit is understood in the sense of nets, and call Ax a limit operator of A if x ∈ βΩ \ Ω.
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Remark 7. Note that in previous work ([16, 22, 28]) limit operators were deﬁned slightly diﬀerently,
namely by Ax = w- lim
z→x
UpzA(U
q
z |Aqν )
∗ for A ∈ L(Apν), where q denotes the dual exponent of p. There
are two small diﬀerences to our deﬁnition here. First of all, we start by deﬁning limit operators on
Lpν and then later restrict them to A
p
ν (see Deﬁnition 12). As Proposition 14 shows, this approach
results to the same expression as (4.1), but with the additional beneﬁt that we can use tools for
band-dominated operators in this approach. More importantly, we choose to not use the adjoint in
the deﬁnition. Fortunately, the two deﬁnitions only diﬀer by an invertible operator independent of
A (i.e. the limit of (U qz |Aqν )
∗Upz , see Proposition 17 below) and they are even the same for p = 2.
The reason we choose (4.1) as our deﬁnition of limit operators is that in this way the behavior
under multiplication is somewhat better (UpzU
p
z = I 6= (U
q
z |Aqν )
∗Upz for p 6= 2). On the other hand,
we lose the property (Ax)∗ = (A∗)x and we will see that (4.1) behaves slightly worse under the
Berezin transform. As we value multiplication just a little bit more in this paper, we chose to use
(4.1) instead of the previous choice. We do not claim that doing it in this way is better in general,
though. It is rather a matter of taste and we will come back to this at the end of this section
(Proposition 17).
The following properties of limit operators are still intact and follow directly from the properties
of Upz and/or the weak operator convergence.
Proposition 8. Let A,B ∈ L(Lpν), λ ∈ C and x ∈ βΩ. Then (A +B)x = Ax +Bx, (λA)x = λAx
and ‖Ax‖ ≤ ‖A‖. Moreover, if (An)n∈N is a sequence in L(Lpν) that converges to A in norm, then
(An)x converges to Ax in norm.
Moreover, limit operators of band-dominated operators are again band-dominated. To show
this we need the following auxiliary result that is obtained by a direct computation (see e.g. [16,
proof of Proposition 19]):
Proposition 9. Let ξ ∈ L∞(Ω). Then UpzMξU
p
z =Mξ◦φz for all z ∈ Ω.
Proposition 10. Let A ∈ BDOpν . Then Ax ∈ BDO
p
ν for all x ∈ βΩ. Moreover, if A is a band
operator of band width ω, then all operators Ax are band operators of band width at most ω.
Proof. In view of Proposition 2 and Proposition 8, it suﬃces to show that limit operators of band
operators are again band operators and that the band width does not increase. So assume that
A ∈ BDOpν is a band operator of band width ω. Then MfAMg = 0 for all f, g ∈ L
∞(Ω) with
distβ(supp f, supp g) > ω. For UpzAU
p
z we observe MfU
p
zAU
p
zMg = U
p
zMf◦φzAMg◦φzU
p
z and since
φz is an isometry, distβ(supp(f ◦ φz), supp(g ◦ φz)) = distβ(supp f, supp g). Therefore UpzAU
p
z is a
band operator of band width ω for all z ∈ Ω. This argument directly generalizes to weak limits,
i.e. every Ax is a band operator of band width at most ω.
Lemma 11. Let A ∈ BDOpν and assume that {aj,t : j ∈ N, t ∈ (0, 1)} is a family of measurable
functions aj,t : Ω→ [0, 1] with lim
t→0
infj∈N distβ(a
−1
j,t (U), a
−1
j,t (V ))→∞ for all sets U, V ⊂ [0, 1] with
dist(U, V ) > 0. Then
lim
t→0
sup
x∈βΩ
sup
j∈N
∥∥[Ax,Maj,t ]∥∥ = 0.
Proof. First assume that A is a band operator. Then by Proposition 10, every Ax is again a band
operator of the same band width. Since also ‖Ax‖ ≤ ‖A‖ for all x ∈ βΩ by Proposition 8, the
assertion follows from Lemma 4. Now let A ∈ BDOpν be a general band-dominated operator. Then
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for every ε > 0 there is a band operator B such that ‖A−B‖ < ε. Using the above and Proposition
8 again, we get
lim
t→0
sup
x∈βΩ
sup
j∈N
∥∥[Ax,Maj,t ]∥∥ ≤ lim
t→0
sup
x∈βΩ
sup
j∈N
∥∥[Bx,Maj,t ]∥∥+ lim
t→0
sup
x∈βΩ
sup
j∈N
∥∥[Ax −Bx,Maj,t ]∥∥ < 2ε.
Definition 12. We will call an operator A ∈ L(Apν) band-dominated if APν ∈ L(L
p
ν) is band-
dominated. Moreover, we deﬁne Ax := (APν)x|Apν for every x ∈ βΩ.
Remark 13. According to Proposition 3, all operators in the Toeplitz algebra Tp,ν are band-
dominated. We thus emphasize that all subsequent results about band-dominated operators are of
course valid for Toeplitz operators and, more generally, for all operators in the Toeplitz algebra.
Proposition 14. Let A ∈ L(Apν) be band-dominated. Then for every net (zγ) in Ω converging to
some x ∈ βΩ the net UpzγAU
p
zγ |Apν converges strongly to Ax.
Proof. Let f ∈ Apν , B := APν ∈ BDO
p
ν and ﬁx t ∈ (0, 1). Choose a Lipschitz continuous function
at : Ω→ [0, 1] with compact support, Lipschitz constant t and ‖f − atf‖ ≤ t. Then∥∥(Bzγ −Bx)f∥∥ ≤ ∥∥Mat(Bzγ −Bx)f∥∥+ ∥∥M1−at(Bzγ −Bx)f∥∥ . (4.2)
As Bzγ = U
p
zγAPνU
p
zγ maps holomorphic functions to holomorphic functions, we have Bzγ = PνBzγ
for all γ. By Proposition 6, Bzγ converges weakly to Bx and as weak limits are unique, this also
implies Bx = PνBx. As MatPν is compact by [16, Propositon 15], the ﬁrst term in (4.2) tends to 0
as zγ → x. For the second term we have∥∥M1−at(Bzγ −Bx)f∥∥ ≤ ∥∥[M1−at , Bzγ −Bx]f∥∥+ ∥∥(Bzγ −Bx)M1−atf∥∥
≤
∥∥[I −Mat , Bzγ −Bx]f∥∥+ ∥∥Bzγ −Bx∥∥ ‖M1−atf‖
≤
∥∥[Mat , Bzγ −Bx]f∥∥+ ∥∥Bzγ −Bx∥∥ t
≤ 2 sup
y∈βΩ
‖[Mat , By]f‖+ 2 sup
y∈βΩ
‖By‖ t.
Since at is Lipschitz continuous with Lipschitz constant t, the ﬁrst term tends to 0 as t → 0 by
Lemma 11. The second term may be estimated by 2 ‖B‖ t and thus tends to 0 as well. It follows that
the second term in (4.2) can be made as small as desired. We conclude that UpzγAU
p
zγ |Apν = Bzγ |Apν
converges strongly to Bx|Apν = (APν)x|Apν .
Similarly as in Proposition 8, the following properties hold for band-dominated operators on
Apν . Note that due to the strong convergence we additionally have multiplicativity.
Corollary 15. Let A,B ∈ L(Apν) be band-dominated and x ∈ βΩ. Then (A + B)x = Ax + Bx,
(AB)x = AxBx and ‖Ax‖ ≤ ‖A‖. Moreover, if (An)n∈N is a sequence of band-dominated operators
in L(Apν) that converges to A in norm, then (An)x converges to Ax in norm.
We also have the following corollary to Proposition 14.
Corollary 16. For all band-dominated A ∈ L(Apν) the map A• : βΩ → L(A
p
ν), x 7→ Ax is
bounded and continuous with respect to the strong operator topology. In particular, the two sets
{Ax : x ∈ βΩ} and {Ax : x ∈ βΩ \ Ω} are strongly compact.
We conclude this section with an observation that will allow us to use some duality arguments.
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Proposition 17. Let 1p+
1
q = 1. Then Tbz := (U
q
z |Aqν )
∗Upz |Apν ∈ L(A
p
ν) is invertible for every z ∈ Ω.
Moreover, if (zγ) is a net in Ω that converges to some x ∈ βΩ, then Tbzγ converges strongly to an
invertible operator Tbx and the inverses T
−1
bzγ
converge strongly to the inverse T−1bx .
Proof. Let z ∈ Ω. As Upz is an isometry, its restriction U
p
z |Apν is an isometry, too. Since (U
p
z )
2 = I
and Upz (A
p
ν) ⊆ A
p
ν , we get U
p
z (A
p
ν) = A
p
ν , i.e. U
p
z |Apν is surjective. In particular, Tbz = (U
q
z |Aqν )
∗Upz |Apν
is invertible with
T−1bz = U
p
z (U
q
z |Aqν )
∗.
In fact, we may also compute (U qz |Aqν )
∗ explicitly. Let f ∈ Apν ∼= (A
q
ν)
∗ and g ∈ Aqν . Then, via the
usual dual pairing and the standard transformation formulas, we obtain
((U qz )
∗f)(g) = f(U qz g)
=
∫
Ω
f(w)g(φz(w))
h(z, z)
ν+g
q
h(w, z)
2(ν+g)
q
dvν(w)
=
∫
Ω
f(φz(y))g(y)
h(z, z)
ν+g
q
h(φz(y), z)
2(ν+g)
q
h(z, z)ν+g
|h(y, z)|
2(ν+g)
dvν(y)
=
∫
Ω
f(φz(y))g(y)
h(y, z)
2(ν+g)
q
h(z, z)
ν+g
q
h(z, z)ν+g
|h(y, z)|
2(ν+g)
dvν(y)
=
∫
Ω
h(y, z)(
2
q−1)(ν+g)
h(z, y)(1−
2
p )(ν+g)
f(φz(y))
h(z, z)
ν+g
p
h(z, y)
2(ν+g)
p
g(y) dvν(y)
=
∫
Ω
h(y, z)(
1
q−
1
p )(ν+g)
h(z, y)(
1
q−
1
p )(ν+g)
(Upz f)(y)g(y) dvν(y).
This implies (U qz |Aqν )
∗ = Pν(U
q
z )
∗ = TbzU
p
z |Apν with
bz(y) :=
h(z, y)(
1
q−
1
p )(ν+g)
h(y, z)(
1
q−
1
p )(ν+g)
,
which also explains the notation Tbz , i.e. Tbz is a Toeplitz operator with symbol bz.
Now let (zγ) be a net in Ω that converges to some x ∈ βΩ \ Ω. Clearly, there is a subnet that
converges to some point α ∈ ∂Ω with respect to the Euclidean topology on Ω. Assume that there is
another subnet that converges to a diﬀerent point β ∈ ∂Ω. This would imply that every continuous
function on Ω would coincide in α and β. As this is not the case, the whole net (zγ) has to converge
to the point α.
As F (z, y) := bz(y) extends to a continuous function on Ω × Ω, we obtain that bzγ converges
uniformly on compact sets to bα = F (α, ·). Therefore Tbzγ converges strongly to Tbα =: Tbx as
zγ → x. Similarly, T ∗bzγ = Tbzγ converges strongly to Tbx = T
∗
bx
∈ L(Aqν). Moreover,
∥∥T−1bz ∥∥ ≤ ‖Pν‖
implies ‖Tbzf‖ ≥ ‖Pν‖
−1
‖f‖ for all f ∈ Apν and z ∈ Ω. Similarly,
∥∥Tbzg∥∥ ≥ ‖Pν‖−1 ‖g‖ for all
g ∈ Aqν and z ∈ Ω. Taking the limit yields ‖Tbxf‖ ≥ ‖Pν‖
−1
‖f‖ and
∥∥T ∗bxg∥∥ ≥ ‖Pν‖−1 ‖g‖ for all
f ∈ Apν , g ∈ A
q
ν , which implies that Tbx is again invertible. T
−1
bzγ
→ T−1bx strongly as zγ → x follows
easily as well.
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As a corollary we obtain the following important result.
Corollary 18. Let A ∈ L(Apν) be band-dominated and
1
p +
1
q = 1. Then for every net (zγ) in Ω
converging to some x ∈ βΩ the net U qzγA
∗U qzγ |Aqν converges strongly to T
−1
bx
(Ax)
∗Tbx . In particular,
(A∗)x is invertible if and only if Ax is.
Proof. As A∗Pν = (APν)∗ (with the usual identiﬁcation of (Apν)
∗ and Aqν), Proposition 2 implies
that A∗ is band-dominated. By Proposition 14, U qzγA
∗U qzγ |Aqν converges strongly to (A
∗)x. On the
other hand, (
U qzγA
∗U qzγ |Aqν
)∗
= (U qzγ |Aqν )
∗A(U qzγ |Aqν )
∗ = TbzγU
p
zγAU
p
zγT
−1
bzγ
converges strongly to TbxAxT
−1
bx
by Proposition 17. As strong limits are unique, this implies
((A∗)x)
∗ = TbxAxT
−1
bx
, or equivalently, (A∗)x = T−1bx (Ax)
∗Tbx .
5 Compactness
Before we proceed with the characterization of Fredholmness in terms of limit operators, we need to
characterize compactness. The next proposition shows that all limit operators of compact operators
vanish.
Proposition 19. Let K ∈ L(Apν) be compact. Then K is band-dominated and Kx = 0 for all
x ∈ βΩ \ Ω.
Proof. That K is band-dominated follows immediately from Proposition 2. Proposition 14 thus
implies that UpzγKU
p
zγ |Apν converges strongly to Kx for every net (zγ) that converges to x ∈ βΩ \Ω.
Fix f ∈ Apν and set D(w,R) := {z ∈ Ω : β(w, z) < R} for R > 0 and w ∈ Ω. Proposition 9 and the
fact that Upzγ is an isometry imply∥∥∥UpzγKUpzγf∥∥∥ ≤ ∥∥∥UpzγKPνMχD(0,R)Upzγf∥∥∥+ ∥∥∥UpzγKPνM1−χD(0,R)Upzγf∥∥∥
≤ ‖KPν‖
∥∥∥MχD(0,R)Upzγf∥∥∥+ ∥∥KPνM1−χD(0,R)∥∥ ‖f‖
= ‖KPν‖
∥∥∥MχD(zγ ,R)f∥∥∥+ ∥∥KPνM1−χD(0,R)∥∥ ‖f‖ .
As χD(zγ ,R) converges pointwise to 0, the ﬁrst term tends to 0 for every ﬁxed R > 0 as zγ → x. On
the other hand, 1 − χD(0,R) converges pointwise to 0 as R → ∞. Therefore M1−χD(0,R) converges
strongly to 0 and since K is compact, KPνM1−χD(0,R) tends to 0 in norm as R→∞. Therefore, if
R is chosen suﬃciently large, the second term can be made as small as desired. We thus conclude∥∥∥UpzγKUpzγf∥∥∥→ 0 as zγ → x. As this is true for every f ∈ Apν , Kx = 0 follows.
Our goal for this section is to show that the converse is true as well, i.e. if K ∈ L(Apν ) is band-
dominated and Kx = 0 for all x ∈ βΩ \ Ω, then K must be compact. For this we need a few
auxiliary results.
Proposition 20. Let α = ( 2p−1)g+
2ν
p and assume that (α, ν, p) is admissible. Then PαU
p
z = U
p
zPα.
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Proof. Using the usual transformation formulas, we get
(PαU
p
z f)(x) =
∫
Ω
f(φz(w))
h(z, z)
ν+g
p
h(w, z)
2(ν+g)
p
h(x,w)−α−g dvα(w)
=
∫
Ω
f(y)
h(z, z)
ν+g
p
h(φz(y), z)
2(ν+g)
p
h(x, φz(y))
−α−g h(z, z)
α+g
|h(y, z)|
2(α+g)
dvα(y)
=
∫
Ω
f(y)
h(z, z)
ν+g
p h(y, z)
2(ν+g)
p
h(z, z)
2(ν+g)
p
h(x, z)−α−gh(φz(x), y)
−α−g
h(z, y)−α−g
h(z, z)α+g
|h(y, z)|
2(α+g)
dvα(y)
=
h(z, z)−
ν+g
p +α+g
h(x, z)α+g
∫
Ω
f(y)h(y, z)
2(ν+g)
p −α−gh(φz(x), y)
−α−g dvα(y)
=
h(z, z)
ν+g
p
h(x, z)
2(ν+g)
p
∫
Ω
f(y)h(φz(x), y)
−α−g dvα(y)
= (Upz Pαf)(x).
Let rt := sup
j∈N
diamβ suppϕj,t for t ∈ (0, 1). By property (b) of the functions ϕj,t, rt is ﬁnite for
all t. Similarly as in [16, 17], we deﬁne
|||A|F |||t := sup {‖Af‖ : f ∈ L
p
ν , ‖f‖ = 1, supp f ⊆ D(w, rt) ∩ F for some w ∈ Ω}
and
‖A|F ‖ := sup {‖Af‖ : f ∈ L
p
ν , ‖f‖ = 1, supp f ⊆ F}
for t ∈ (0, 1), A ∈ L(Lpν) and a Borel set F ⊆ Ω.
Proposition 21. Let A ∈ BDOpν . Then for every ε > 0 there exists a t ∈ (0, 1) such that for all
Borel sets F ⊆ Ω and all operators B in the set
{A} ∪ {Ax : x ∈ βΩ \ Ω}
it holds
‖B|F ‖ ≥ |||B|F |||t ≥ ‖B|F ‖ − ε.
Proof. The ﬁrst inequality is clear by deﬁnition. For the second inequality we ﬁrst assume that A
is a band operator. Then, by Proposition 10, all limit operators Ax have the same band width as
A. Let B ∈ {A} ∪ {Ax : x ∈ βΩ \ Ω}, F ⊆ Ω a Borel set and choose f ∈ Lpν with ‖f‖ = 1 and
supp f ⊆ F such that
‖Bf‖ ≥ ‖B|F ‖ −
ε
2
.
Moreover, let ϕj,t and ψj,t be as deﬁned in Section 2. Then ∞∑
j=1
∥∥∥BMϕ1/pj,t f∥∥∥p
1/p =
 ∞∑
j=1
∥∥∥BMϕ1/pj,t Mψj,tf∥∥∥p
1/p
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≥ ∞∑
j=1
∥∥∥Mϕ1/pj,t Bf∥∥∥p
1/p −
 ∞∑
j=1
∥∥∥Mϕ1/pj,t BM1−ψj,tf∥∥∥p
1/p
−
 ∞∑
j=1
∥∥∥[B,Mϕ1/pj,t ]Mψj,tf∥∥∥p
1/p
by Minkowski’s inequality. The ﬁrst term is exactly ‖Bf‖ since
∞∑
j=1
|ϕj,t(z)| = 1. The second term
vanishes if distβ(suppϕj,t, supp(1 − ψj,t)) = 23t exceeds the band width of A. The third term can
be estimated as ∞∑
j=1
∥∥∥[B,Mϕ1/pj,t ]Mψj,tf∥∥∥p
1/p ≤ sup
j∈N
∥∥∥[B,Mϕ1/pj,t ]∥∥∥
 ∞∑
j=1
∥∥Mψj,tf∥∥p
1/p
≤ N1/p sup
j∈N
∥∥∥[B,Mϕ1/pj,t ]∥∥∥
because every z ∈ Ω is contained in at most N sets suppψj,t and ‖f‖ = 1. Now observe that the
functions ϕ1/pj,t satisfy the assumptions in Lemma 4. Indeed, let U, V ⊂ [0, 1] with dist(U, V ) > 0
and wj,t ∈ (ϕ
1/p
j,t )
−1(U), zj,t ∈ (ϕ
1/p
j,t )
−1(V ). Clearly, we have dist(Up, V p) > 0 as well and therefore
β(zj,t, wj,t) ≥
1
6Nt
|ϕj,t(zj,t)− ϕj,t(wj,t)| ≥
1
6Nt
dist(Up, V p)→∞
as t→ 0. Lemma 4 thus implies that for every δ > 0 there is a t > 0 such that ∞∑
j=1
∥∥∥[B,Mϕ1/pj,t ]Mψj,tf∥∥∥p
1/p ≤ δ ‖B‖ ≤ δ ‖A‖ .
We thus choose δ = ε2‖A‖ and obtain ∞∑
j=1
∥∥∥BMϕ1/pj,t f∥∥∥p
1/p ≥ ‖Bf‖ − ε
2
≥ ‖B|F ‖ − ε = (‖B|F‖ − ε)
 ∞∑
j=1
∥∥∥Mϕ1/pj,t f∥∥∥p
1/p .
This implies, in particular, that there exists a j ∈ N such that∥∥∥BMϕ1/pj,t f∥∥∥ ≥ (‖B|F ‖ − ε)∥∥∥Mϕ1/pj,t f∥∥∥
for suﬃciently small t. Since supp
(
M
ϕ
1/p
j,t
f
)
⊆ suppϕj,t ⊆ D(w, rt) for some w ∈ Ω by deﬁnition,
this implies |||B|F |||t ≥ ‖B|F ‖− ε for all B ∈ {A}∪{Ax : x ∈ βΩ \ Ω}. As t is chosen independently
of F (as it is chosen independently of f) and B, the assertion follows for band operators A.
For general band dominated operators the result follows by approximation. Just observe that
|||(A−An)|F |||t ≤ ‖(A−An)|F ‖ ≤ ‖A−An‖ and
|||(Ax − (An)x)|F |||t ≤ ‖(Ax − (An)x)|F ‖ ≤ ‖A−An‖ .
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The next theorem now shows that sup
x∈βΩ\Ω
‖Ax‖ is equivalent to ‖A+K(Apν)‖, the quotient norm
of A+K(Apν ) ∈ L(A
p
ν)/K(A
p
ν ), for all band-dominated operators.
Theorem 22. Let A ∈ L(Apν) be band-dominated. Then
1
‖Pν‖
‖A+K(Apν)‖ ≤ sup
x∈βΩ\Ω
‖Ax‖ ≤ ‖A+K(A
p
ν)‖ .
In particular, K ∈ L(Apν) is compact if and only if K is band-dominated and Kx = 0 for all
x ∈ βΩ \ Ω.
Proof. Let x ∈ βΩ\Ω, K ∈ K(Apν) and choose a net (zγ) in Ω that converges to x. As K is compact,
we get Kx = 0 by Proposition 19. Corollary 15 thus implies
‖Ax‖ = ‖Ax +Kx‖ = ‖(A+K)x‖ ≤ ‖A+K‖ .
As this is true for all K ∈ K(Apν) and x ∈ βΩ \ Ω, the second inequality follows.
For the ﬁrst inequality we observe that
‖APν +K‖ = sup
‖f‖=1
‖(APν +K)f‖ ≥ sup
f∈Apν ,
‖f‖=1
‖(APν +K)f‖ = sup
f∈Apν ,
‖f‖=1
‖(A+K)f‖ =
∥∥A+K|Apν∥∥
for all compact operators K : Lpν → A
p
ν . Thus
‖A+K(Apν)‖ ≤ inf
K∈K(Lpν,A
p
ν)
‖APν +K‖ .
We will now show
inf
K∈K(Lpν,A
p
ν)
‖APν +K‖ ≤ sup
x∈βΩ\Ω
∥∥AxT−1bx Pν∥∥ . (5.1)
This will imply the desired inequality since∥∥T−1bx Pν∥∥ ≤ sup
z∈Ω
‖UpzPν(U
q
z )
∗Pν‖ = sup
z∈Ω
‖Upz (PνU
q
zPν)
∗‖ = sup
z∈Ω
‖Upz (U
q
zPν)
∗‖ ≤ ‖Pν‖ ,
where we used that Upz and U
q
z are isometries and U
q
z (A
q
ν) ⊆ A
q
ν . So assume that (5.1) is violated,
i.e. that there is an ε > 0 such that
inf
K∈K(Lpν ,A
p
ν)
‖APν +K‖ > sup
x∈βΩ\Ω
∥∥AxT−1bx Pν∥∥+ ε.
In particular,∥∥APν |Ω\D(0,s)∥∥ = ∥∥APνM1−χD(0,s)∥∥ = ∥∥APν −APνMχD(0,s)∥∥ > sup
x∈βΩ\Ω
∥∥AxT−1bx Pν∥∥+ ε
for all s > 0 since PνMχD(0,s) ∈ K(L
p
ν , A
p
ν) (see e.g. [16, Proposition 15]). Now, by Proposition 21,
there is a t ∈ (0, 1) such that for all s > 0 we have∣∣∣∣∣∣APν |Ω\D(0,s)∣∣∣∣∣∣t ≥ ∥∥APν |Ω\D(0,s)∥∥− ε2 > supx∈βΩ\Ω∥∥AxT−1bx Pν∥∥+ ε2 .
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In particular, for every s > 0 we get a ws ∈ Ω such that∥∥∥APνMχD(ws,rt)∥∥∥ ≥ ∥∥∥APνMχD(ws,rt)\D(0,s)∥∥∥ > sup
x∈βΩ\Ω
∥∥AxT−1bx Pν∥∥+ ε2 .
It is clear that ws → ∂Ω as s → ∞ (otherwise we would get 0 at some point in the middle term).
Moreover,∥∥∥UpwsA(U qws |Aqν )∗PνMχD(0,rt)∥∥∥ = ∥∥∥UpwsA(PνU qwsPν)∗MχD(0,rt)∥∥∥ = ∥∥∥UpwsA(U qwsPν)∗MχD(0,rt)∥∥∥
=
∥∥∥APν(U qws)∗MχD(0,rt)(U qws)∗∥∥∥ = ∥∥∥APνMχD(ws,rt)∥∥∥
> sup
x∈βΩ\Ω
∥∥AxT−1bx Pν∥∥+ ε2 ,
where we used the fact that both Upws and U
q
ws are surjective isometries, U
q
z (A
q
ν) ⊆ A
q
ν and
(U qws)
∗MχD(0,rt)(U
q
ws)
∗ =MχD(ws,rt) (cf. Proposition 9).
As βΩ is compact, (ws) has a convergent subnet, again denoted by (ws), converging to some
y ∈ βΩ \Ω. Proposition 14 and Proposition 17 imply UpwsAU
p
ws |Apν → Ay and T
−1
bws
→ T−1by strongly
and hence∥∥∥UpwsA(U qws |Aqν )∗PνMχD(0,rt)∥∥∥ = ∥∥∥UpwsAUpwsT−1bwsPνMχD(0,rt)∥∥∥→ ∥∥∥AyT−1by PνMχD(0,rt)∥∥∥
since PνMχD(0,rt) is compact. This yields∥∥∥AyT−1by PνMχD(0,rt)∥∥∥ ≥ sup
x∈βΩ\Ω
∥∥AxT−1bx Pν∥∥+ ε2 ,
which is certainly a contradiction. Thus inf
K∈K(Lpν,A
p
ν)
‖APν +K‖ ≤ sup
x∈βΩ\Ω
∥∥AxT−1bx Pν∥∥ and the
theorem follows as mentioned above.
In [22, 28] the unit ball Bn was considered and compactness was characterized in terms of
the Berezin transform. Using Theorem 22, we can generalize this characterization to bounded
symmetric domains Ω. In [23] a similar result was obtained for what the authors call “Bergman-
type spaces” in case p = 2.
For 1p +
1
q = 1 we deﬁne
k(p)z (w) :=
h(z, z)
ν+g
q
h(w, z)ν+g
.
For p = 2 this function is called the normalized reproducing kernel. A quick computation using
the Rudin-Forelli estimates [11, Proposition 8] shows that k(p)z is contained in Apν and that Cp :=
sup
z∈Ω
‖k
(p)
z ‖ is ﬁnite if (ν, ν, p) is admissible, which, as already mentioned a few times, is assumed
throughout this paper (see Section 2). As (ν, ν, p) is admissible if and only if (ν, ν, q) is admissible,
this also implies Cq := sup
z∈Ω
‖k
(q)
z ‖ < ∞ (see Equation 2.2). We may thus deﬁne the Berezin
transform B(A) : Ω→ C of an operator A ∈ L(Apν) as
(B(A))(z) :=
∫
Ω
(Ak(p)z )(w)k
(q)
z (w) dvν(w).
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Using Hölder’s inequality, it is not diﬃcult to see that B(A) is bounded and uniformly continuous
with respect to the Bergman metric. Moreover, we have B(A) = 0 if and only if A = 0 by standard
arguments (see e.g. [26, Section 2] or [32, Section 7.2]).
Theorem A. An operator K ∈ L(Apν) is compact if and only if K is band-dominated and
lim
z→∂Ω
(B(K))(z) = 0.
Proof. We will show that Kx = 0 for all x ∈ βΩ \ Ω if and only if lim
z→∂Ω
(B(K))(z) = 0. The result
then follows by Proposition 19 and Theorem 22.
Choose a net (zγ) in Ω that converges to some x ∈ βΩ \ Ω and let Kx = 0. Consider the
functions fz ∈ Apν deﬁned by fz(w) := h(w, z)
(ν+g)(1− 2p ) for w, z ∈ Ω. It holds
(Upz fz)(w) = h(φz(w), z)
(ν+g)(1− 2p )
h(z, z)
ν+g
p
h(w, z)
2(ν+g)
p
=
h(z, z)(ν+g)(1−
2
p )
h(w, z)(ν+g)(1−
2
p )
h(z, z)
ν+g
p
h(w, z)
2(ν+g)
p
=
h(z, z)
ν+g
q
h(w, z)ν+g
,
i.e. Upz fz = k
(p)
z . In particular, we have sup
z∈Ω
‖fz‖ ≤ Cp because Upz is an isometry for all z ∈ Ω.
Moreover,
(B(K))(z) ≤ ‖Kk(p)z ‖p‖k
(q)
z ‖q = ‖U
p
zKU
p
z fz‖p‖k
(q)
z ‖q ≤ Cq‖U
p
zKU
p
z fz‖p.
As in the proof of Proposition 17, (zγ) converges to some α ∈ ∂Ω in the Euclidean topology. Using
that h(w, z) is a polynomial in w and z and |h(w, z)| > 0 on Ω × Ω, we get that fzγ converges
uniformly on compact sets to a bounded function fα. In particular, fzγ → fα in A
p
ν and fα ∈ A
p
ν .
But this implies
‖UpzγKU
p
zγfzγ‖p ≤ ‖U
p
zγKU
p
zγfα‖p + ‖U
p
zγKU
p
zγ (fzγ − fα)‖p ≤ ‖Kzγfα‖p + ‖K‖ ‖fzγ − fα‖p,
which converges to 0 by assumption. Thus lim
zγ→x
(B(K))(zγ) = 0. As the net (zγ) was arbitrary, we
get lim
z→∂Ω
(B(K))(z) = 0.
Conversely, let x ∈ βΩ \ Ω and assume that lim
z→∂Ω
(B(K))(z) = 0. Choose a net (zγ) in Ω that
converges to x. By Proposition 14,
Kx = s- lim
zγ→x
UpzγKU
p
zγ |Apν .
But let us consider
KxT
−1
bx
= s- lim
zγ→x
KzγT
−1
bzγ
= s- lim
zγ→x
UpzγK(U
q
zγ |Aqν )
∗
here instead (cf. Remark 7, Proposition 17). Of course, Kx = 0 if and only if KxT−1bx = 0, so it
suﬃces to show s- lim
zγ→x
UpzγK(U
q
zγ |Aqν )
∗ = 0. The reason why we want to consider this limit instead
is the following computation:(
(U qz |Aqν )
∗k
(p)
ζ
)
(w) = (TbzU
p
z k
(p)
ζ )(w)
=
∫
Ω
h(ζ, ζ)
ν+g
q
h(φz(y), ζ)ν+g
h(z, z)
ν+g
p
h(y, z)
2(ν+g)
p
h(z, y)(ν+g)(
1
q−
1
p )
h(y, z)(ν+g)(
1
q−
1
p )
h(w, y)−ν−g dvν(y)
17
= h(ζ, ζ)
ν+g
q h(z, z)
ν+g
p
∫
Ω
h(y, z)ν+g
h(z, ζ)ν+gh(y, φz(ζ))ν+g
h(z, y)(ν+g)(
1
q−
1
p )
h(y, z)ν+g
· h(w, y)−ν−g dvν(y)
=
h(ζ, ζ)
ν+g
q h(z, z)
ν+g
p
h(z, ζ)ν+g
∫
Ω
h(y, z)(ν+g)(
1
q−
1
p )
h(y, w)ν+g
h(φz(ζ), y)−ν−g dvν(y)
=
h(ζ, ζ)
ν+g
q h(z, z)
ν+g
p
h(z, ζ)ν+g
h(z, φz(ζ))
(ν+g)( 1q−
1
p )
h(w, φz(ζ))ν+g
=
h(ζ, ζ)
ν+g
q h(z, z)
ν+g
q
h(z, ζ)
2(ν+g)
q h(w, φz(ζ))ν+g
=
h(ζ, z)
(ν+g)
q
h(z, ζ)
(ν+g)
q
h(φz(ζ), φz(ζ))
ν+g
q
h(w, φz(ζ))ν+g
=
h(ζ, z)
(ν+g)
q
h(z, ζ)
(ν+g)
q
k
(p)
φz(ζ)
(w)
for all w, z, ζ ∈ Ω, where we used the usual transformation identities a few times and the fact that
Pν is the identity on holomorphic functions. Note that the overline indicates complex conjugation
here. Similarly, we get
(
(Upz |Apν )
∗k
(q)
ζ
)
(w) = h(ζ,z)
(ν+g)
p
h(z,ζ)
(ν+g)
p
k
(q)
φz(ζ)
(w) for all w, z, ζ ∈ Ω. Thus
(B(KzγT
−1
bzγ
))(ζ) =
∫
Ω
(
UpzγK(U
q
zγ |Aqν )
∗k
(p)
ζ
)
(w)k
(q)
ζ (w) dvν(w)
=
h(ζ, zγ)
(ν+g)
q
h(zγ , ζ)
(ν+g)
q
h(zγ , ζ)
(ν+g)
p
h(ζ, zγ)
(ν+g)
p
∫
Ω
(Kk
(p)
φzγ (ζ)
)(w)k
(q)
φzγ (ζ)
(w) dvν(w)
= bzγ (ζ)
−1(B(K))(φzγ (ζ)). (5.2)
As
∣∣bzγ (ζ)−1∣∣ = 1, φzγ (ζ)→ ∂Ω and KzγT−1bzγ → KxT−1bx strongly as zγ → x, we get
(B(KxT
−1
bx
))(ζ) = lim
zγ→x
(B(KzγT
−1
bzγ
))(ζ) = lim
zγ→x
bzγ (ζ)
−1(B(K))(φzγ (ζ)) = 0
for all ζ ∈ Ω. Hence KxT−1bx = 0 and thus Kx = 0.
For p = 2 things are a little bit simpler because T2,ν is an irreducible C∗-algebra containing a
non-trivial compact operator and hence contains all compact operators. As Toeplitz operators are
band-dominated (Proposition 3, see also Remark 13) the next corollary immediately follows.
Corollary 23. An operator K ∈ L(A2ν) is compact if and only if K ∈ T2,ν and lim
z→∂Ω
(B(K))(z) = 0.
6 Fredholmness
In the previous section we showed that compactness can be characterized in terms of limit operators.
In this section we show that the same can be done with Fredholmness, i.e. we show that a band-
dominated operator is Fredholm if and only if all of its limit operators are invertible. As we
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gathered all the ingredients we need in the previous sections, we may follow now the lines of [16]
to obtain the result. One direction is actually quite easy and follows directly from the compactness
characterization:
Proposition 24. Let A ∈ L(Apν) be band-dominated. If A is Fredholm, then Ax is invertible for
every x ∈ βΩ \ Ω and sup
x∈βΩ\Ω
∥∥A−1x ∥∥ <∞. Moreover, if B is a Fredholm regularizer of A and (zγ)
is a net in Ω that converges to x ∈ βΩ \ Ω, then UpzγBU
p
zγ converges strongly to A
−1
x as zγ → x.
Proof. Let B be a Fredholm regularizer of A and denote by Qν := I −Pν ∈ BDOpν the complemen-
tary projection to Pν ∈ BDOpν . Then BPν + Qν ∈ L(L
p
ν) is a Fredholm regularizer of APν + Qν .
By Proposition 2, this implies BPν +Qν ∈ BDOpν and hence B is band-dominated. Similarly, AB
is band-dominated. Therefore, by Proposition 14, for every net (zγ) converging to some x ∈ βΩ \Ω
the strong limits of UpzγBU
p
zγ |Apν and U
p
zγABU
p
zγ |Apν exist and they are equal to Bx and (AB)x,
respectively. Moreover, AB − I and BA − I are compact, hence (AB − I)x = (BA − I)x = 0 by
Theorem 22. It follows
0 = (AB − I)x = AxBx − I
by Corollary 15, i.e. AxBx = I. Together with the reversed equality we get Bx = A−1x and hence∥∥A−1x ∥∥ ≤ ‖B‖ by Corollary 15 again.
The other direction is more diﬃcult to show and needs some more preparation. For p ≤ 2 and
α = ( 2p − 1)g+
2ν
p and A ∈ L(A
p
ν ) we will use the notation Aˆ for the extension APα +Qα ∈ L(L
p
ν),
where Qα := I − Pα is the complementary projection. Note that since
APα +Qα = APνPα +Qα and APν = (APα +Qα)Pν ,
A is band-dominated if and only if Aˆ is (cf. Proposition 3). Also note that
Âx = (APν)xPα +Qα = w- lim
zγ→x
UpzγAPνU
p
zγPα +Qα = w- limzγ→x
Upzγ (APα +Qα)U
p
zγ = (Aˆ)x
for any net (zγ) coverging to x ∈ βΩ by Proposition 20. We may therefore just write Aˆx without
creating any ambiguities.
Lemma 25. Let p ≤ 2, α = ( 2p − 1)g+
2ν
p , let ξ ∈ L
∞(Ω) have compact support and let A ∈ L(Apν)
be band-dominated. Further assume that (zγ) is a net in Ω converging to some x ∈ βΩ such that
Ax is invertible. Then there is a γ0 such that for all γ ≥ γ0 there are operators Bγ , Cγ ∈ L(Lpν)
with ‖Bγ‖ , ‖Cγ‖ ≤ 2
(∥∥A−1x ∥∥ ‖Pα‖+ ‖Qα‖) and
BγAˆMξ◦φzγ =Mξ◦φzγ =Mξ◦φzγ AˆCγ .
Proof. First observe that p ≤ 2 implies α ≥ ν and hence (α, ν, p) is always admissible if (ν, ν, p) is,
which is assumed throughout this paper (see Section 2, in particular Equation (2.2)). Moreover, if
x ∈ Ω and Ax = UpxAU
p
x |Apν is invertible, then A is invertible and so the assertion holds trivially.
We may therefore assume that x ∈ βΩ \ Ω.
Let D(0, R) := {z ∈ Ω : β(0, z) < R}, where R > 0 is chosen suﬃciently large such that
supp ξ ⊆ D(0, R). By Proposition 14, UpzγAU
p
zγ |Apν converges strongly to Ax. Moreover, the oper-
ator PαMχD(0,R) is compact by [16, Proposition 15]. Combining these facts and using Proposition
20, we get ∥∥∥(Aˆzγ − Aˆx)MχD(0,R)∥∥∥ = ∥∥∥(Upzγ (APα +Qα)Upzγ −AxPα −Qα))MχD(0,R)∥∥∥
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=
∥∥∥(UpzγAUpzγ −Ax)PαMχD(0,R)∥∥∥→ 0
as zγ → x. Aˆx is invertible with (Aˆx)−1 = Â−1x , which implies that there exists a γ0 such that
Rγ := (Aˆx)
−1(Aˆzγ − Aˆx)MχD(0,R) satisﬁes ‖Rγ‖ <
1
2 for all γ ≥ γ0. In particular, I + Rγ ∈ L(L
p
ν)
is invertible for all γ ≥ γ0. Using Proposition 9, it is now easy to see that
Upzγ (I +Rγ)
−1(Aˆx)
−1Upzγ AˆMξ◦φzγ =Mξ◦φzγ
and the ﬁrst assertion follows (cf. [16, Proposition 19]).
For the second assertion note that MχD(0,R)Pα is compact as well (see [16, Proposition 15]).
Thus ∥∥∥MχD(0,R)(Aˆzγ − Aˆx)∥∥∥ = ∥∥∥MχD(0,R)Pα (UpzγAUpzγ −Ax)Pα∥∥∥→ 0
and we obtain
Mξ◦φzγ AˆU
p
zγ (Aˆx)
−1(I + Sγ)
−1Upzγ =Mξ◦φzγ
for suﬃciently large γ and Sγ :=MχD(0,R)(Aˆzγ − Aˆx)(Aˆx)
−1.
Now we are ready to prove the other direction. Together with Proposition 24, we get the
following theorem.
Theorem 26. Let A ∈ L(Apν) be band-dominated. Then A is Fredholm if and only if Ax is invertible
for every x ∈ βΩ \ Ω and sup
x∈βΩ\Ω
∥∥A−1x ∥∥ <∞.
Proof. In Proposition 24 we have seen that if A is Fredholm, then Ax is invertible for every x ∈ βΩ\Ω
and sup
x∈βΩ\Ω
∥∥A−1x ∥∥ <∞.
For the converse assume that A is a band-dominated operator such that all limit operators Ax
are invertible and their inverses are uniformly bounded. Without loss of generality we may assume
p ≤ 2 because otherwise we could just pass to the adjoint and use Corollary 18. As in Lemma 25
we set α = ( 2p − 1)g +
2ν
p .
Let ψj,t be the functions deﬁned in Section 2 and assume that A is not Fredholm. Note that
[Aˆ, Pα] = (APα +Qα)Pα − Pα(APα +Qα) = APα − PαAPα = 0
as A ∈ L(Apν). Moreover, Aˆ is band-dominated because A is. In this particular case [16, Proposition
17] provides a criterion for A = Aˆ|Apν to be Fredholm. As this would contradict our assumption,
this criterion cannot be satisﬁed. In short, its negation reads
∄M > 0 : ∀ t ∈ (0, 1)∃j0 ∈ N : ∀ j ≥ j0 ∃Bj,t, Cj,t ∈ B‖·‖(0,M) : Bj,tAˆMψj,t =Mψj,t =Mψj,tAˆCj,t,
where B‖·‖(0,M) := {B ∈ L(Lpν) : ‖B‖ ≤M} denotes the closed ball of radius M in L(L
p
ν). This
is equivalent to
∀M > 0 ∃t ∈ (0, 1) : ∀ j0 ∈ N ∃j ≥ j0 : ∀B,C ∈B‖·‖(0,M) : BAˆMψj,t 6=Mψj,tor Mψj,t 6=Mψj,tAˆC.
In particular, there is a t ∈ (0, 1) and a strictly increasing sequence (jm)m∈N such that
BAˆMψjm,t 6=Mψjm,t or Mψjm,t 6=Mψjm,tAˆC
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for all m ∈ N and all B ∈ L(Lpν) with ‖B‖ ≤M := 2
(
sup
x∈βΩ\Ω
∥∥A−1x ∥∥ ‖Pα‖+ ‖Qα‖
)
. By choosing
a suitable subsequence if necessary, we may assume that either always the ﬁrst or always the second
inequality happens. As both cases can be treated in the same way, we may assume that
BAˆMψjm,t 6=Mψjm,t (6.1)
for all m ∈ N and B ∈ B‖·‖(0,M). Now by property (e) of the functions ψj,t, the diameters
diamβ suppψj,t are bounded by a constant not depending on j ∈ N. Thus every suppψjm,t is
contained in a Bergman ball D(wm, R) for a ﬁxed radius R. As every suppψjm,t at least contains
a Bergman ball of radius 1t and for every z ∈ Ω the set {m ∈ N : z ∈ suppψjm,t} has at most
N elements, it is also clear that the sequence of midpoints (wm)m∈N tends to the boundary ∂Ω
as m → ∞. By compactness of βΩ, this sequence has a subnet (wmγ ) that converges to some
x ∈ βΩ \ Ω. Thus, by choosing ξ = χD(0,R) in Lemma 25, we obtain a γ0 such that for all γ ≥ γ0
there is an operator Bγ ∈ B‖·‖(0,M) with
BγAˆMχD(wmγ ,R) = BγAˆMχD(0,R)◦φwmγ =MχD(0,R)◦φwmγ =MχD(wmγ ,R) .
By multiplying with Mψjmγ,t from the right, we obtain a contradiction to (6.1). Therefore A has
to be Fredholm.
Next we will show that the uniform boundedness condition for the inverses is actually redundant.
The argument is very similar to the unit ball and the sequence space case, cf. [16, 21]. First, we
need an analogue of |||·|F ||| (cf. Section 5).
Recall that rt = sup
j∈N
diamβ suppϕj,t < ∞. For every t ∈ (0, 1), A ∈ L(Lpν) and every Borel set
F ⊆ Ω we deﬁne
νt(A|F ) := inf {‖Af‖ : f ∈ L
p
ν , ‖f‖ = 1, supp f ⊆ D(w, rt) ∩ F for some w ∈ Ω}
and
ν(A|F ) := inf {‖Af‖ : f ∈ L
p
ν , ‖f‖ = 1, supp f ⊆ F} .
Moreover, ν(A) := ν(A|Ω).
The following lemma is immediate (see e.g. [16, Proposition 22] or [20, Lemma 2.38]).
Lemma 27. For all A,B ∈ L(Lpν), t ∈ (0, 1) and all Borel sets F ⊆ Ω it holds
|ν(A|F )− ν(B|F )| ≤ ‖(A−B)MχF ‖ and |νt(A|F )− νt(B|F )| ≤ ‖(A−B)MχF ‖ .
The next proposition is the analogue of Proposition 21. A large part of the proof is actually the
same, so we just sketch it here.
Proposition 28. Let A ∈ BDOpν . Then for every ε > 0 there exists a t ∈ (0, 1) such that for every
Borel set F ⊆ Ω and every B ∈ {A} ∪ {Ax : x ∈ βΩ \ Ω} it holds
ν(B|F ) ≤ νt(B|F ) ≤ ν(B|F ) + ε.
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Proof. By Proposition 8 and Lemma 27, we may assume that A is a band operator. Moreover, the
ﬁrst inequality is clear by deﬁnition. For the second inequality observe that all limit operators Ax
have the same band width as A. So let B ∈ {A}∪{Ax : x ∈ βΩ \ Ω}, F ⊆ Ω a Borel set and choose
f ∈ Lpν with ‖f‖ = 1 and supp f ⊆ F such that
‖Bf‖ ≤ ν(B|F ) +
ε
2
.
Moreover, let ϕj,t and ψj,t be deﬁned as in Section 2. Then ∞∑
j=1
∥∥∥BMϕ1/pj,t f∥∥∥p
1/p =
 ∞∑
j=1
∥∥∥BMϕ1/pj,t Mψj,tf∥∥∥p
1/p
≤
 ∞∑
j=1
∥∥∥Mϕ1/pj,t Bf∥∥∥p
1/p +
 ∞∑
j=1
∥∥∥Mϕ1/pj,t BM1−ψj,tf∥∥∥p
1/p
+
 ∞∑
j=1
∥∥∥[B,Mϕ1/pj,t ]Mψj,tf∥∥∥p
1/p
by Minkowski’s inequality. As in the proof of Proposition 21, the ﬁrst term is equal to ‖Bf‖ and
the other two terms tend to 0 (uniformly in f and B) as t → 0. Thus, for suﬃciently small t, we
get  ∞∑
j=1
∥∥∥BMϕ1/pj,t f∥∥∥p
1/p ≤ ‖Bf‖+ ε
2
≤ ν(B|F ) + ε = (ν(B|F ) + ε)
 ∞∑
j=1
∥∥∥Mϕ1/pj,t f∥∥∥p
1/p .
This implies, in particular, that there exists a j ∈ N such that∥∥∥BMϕ1/pj,t f∥∥∥ ≤ (ν(B|F ) + ε)∥∥∥Mϕ1/pj,t f∥∥∥
for suﬃciently small t. As supp
(
M
ϕ
1/p
j,t
f
)
⊆ suppϕj,t ⊆ D(w, rt) for some w ∈ Ω, the assertion
follows.
The next lemma allows us to centralize certain functions. This will be crucial in the subsequent
lemma. Again, we focus on the case p ≤ 2 as we can always pass to the adjoint if necessary. Recall
that we deﬁned Aˆ := APα +Qα for α = ( 2p − 1)g +
2ν
p .
Lemma 29. Let p ≤ 2, α = ( 2p − 1)g +
2ν
p and f ∈ L
p
ν with supp f ⊆ D(w, r) for some w ∈ Ω
and r > 0. If A ∈ L(Apν) is band-dominated, then for every x ∈ βΩ \ Ω there exist y ∈ βΩ \ Ω and
g ∈ Lpν with supp g ⊆ D(0, r) and ‖g‖ = ‖f‖ such that ‖Aˆxf‖ = ‖Aˆyg‖. Moreover,
ν(Aˆy|D(0,r+β(0,w))) ≤ ν(Aˆx|D(0,r)).
Proof. Another direct computation yields
(UpzU
p
wf)(ζ) = (f ◦ φw ◦ φz)(ζ)
h(φz(w), φz(w))
ν+g
p
h(ζ, φz(w))
2(ν+g)
p
(
h(w, z)
|h(w, z)|
) 2(ν+g)
p
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for w, z ∈ Ω (see e.g. [25, Lemma 2.8]). As (φw ◦φz ◦φφz(w))(0) = 0 and φφz(w) is an involution, we
obtain φw ◦ φz = V ◦ φφz(w) for some V ∈ K by Cartan’s linearity theorem (see Section 2). This
implies
UpzU
p
w =
(
h(w, z)
|h(w, z)|
) 2(ν+g)
p
Upφz(w)V∗,
where V∗f := f ◦ V is a composition operator and, by taking inverses, also
UpwU
p
z =
(
h(w, z)
|h(w, z)|
)− 2(ν+g)p
V −1∗ U
p
φz(w)
.
Combining these two equalities, we get
UpwU
p
zAU
p
zU
p
w|Apν = V
−1
∗ U
p
φz(w)
AUpφz(w)V∗|A
p
ν
for any band-dominated A ∈ L(Apν). Note that V of course depends on w and z. We now ﬁx w ∈ Ω
and choose a net (zγ) that converges to some x ∈ βΩ \Ω. As K is a closed subgroup of the unitary
group, there is a subnet of (zγ), again denoted by (zγ), such that V converges to some V˜ ∈ K as
zγ → x. In particular, V∗|Apν converges strongly to V˜∗|Apν and V
−1
∗ |Apν converges strongly to V˜
−1
∗ |Apν .
Moreover, using Corollary 16, we may assume that Upφzγ (w)AU
p
φzγ (w)
|Apν converges strongly to Ay
for some y ∈ βΩ. Since φzγ (w) → ∂Ω as zγ → ∂Ω, it is clear that y ∈ βΩ \ Ω. As the limit of a
strongly convergent net is unique and s- lim
zγ→x
UpzγAU
p
zγ |Apν = Ax by Proposition 14, we obtain
UpwAxU
p
w|Apν = V˜
−1
∗ AyV˜∗|Apν .
Now observe that Pα commutes with both Upw and V˜∗. Indeed, the former was shown in Proposition
20, the latter follows from the fact that h(z, w) is invariant under K (see Section 2):
(PαV˜∗f)(z) =
∫
Ω
f(V˜ w)h(z, w)−α−g dvα(w)
=
∫
Ω
f(w)h(z, V˜ −1w)−α−g dvα(w)
=
∫
Ω
f(w)h(V˜ z, w)−α−g dvα(w)
= (V˜∗Pαf)(z).
Therefore we also have
UpwAˆxU
p
w = V˜
−1
∗ AˆyV˜∗.
Now clearly, if f ∈ Lpν with supp f ⊆ D(w, r) for some w ∈ Ω and r > 0, then g := V˜∗U
p
wf
satisﬁes ‖g‖ = ‖f‖ and ‖Aˆxf‖ = ‖Aˆyg‖. Moreover,
supp g = {z ∈ Ω : g(z) 6= 0} =
{
z ∈ Ω : f(φw(V˜ z)) 6= 0
}
⊆ D(0, r)
because φw(D(0, r)) = D(w, r) and V˜ (D(0, r)) = D(0, r).
For the second assertion consider f ∈ Lpν with supp f ⊆ D(0, r). Then g := V˜∗U
p
wf satisﬁes
‖g‖ = ‖f‖, ‖Aˆxf‖ = ‖Aˆyg‖ and supp g ⊆ V˜ −1(φ−1w (D(0, r))) ⊆ D(0, r + β(0, w)) as above.
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To actually show that the uniform boundedness condition is redundant, we show that the in-
ﬁmum inf
{
ν(Aˆx) : x ∈ βΩ \ Ω
}
is always attained. The assertion then follows from the fact that
ν(B) =
∥∥B−1∥∥−1 for invertible operators B.
Lemma 30. Let p ≤ 2, α = ( 2p − 1)g+
2ν
p and let A ∈ L(A
p
ν) be band-dominated. Then there exists
a y ∈ βΩ \ Ω with
ν(Aˆy) = inf
{
ν(Aˆx) : x ∈ βΩ \ Ω
}
.
Proof. Recall rt = sup
j∈N
diamβ suppϕj,t. Choosing ε = 2−(k+1) for k ∈ N0 in Proposition 28, we
obtain a sequence (tk)k∈N0 with νtk(B|F ) ≤ ν(B|F ) + 2
−(k+1) for all F ⊆ Ω and B ∈ {Aˆ} ∪{
Aˆx : x ∈ βΩ \ Ω
}
. Without loss of generality we may assume rtk+1 > 2rtk for all k ∈ N0. Now
choose a sequence (xn)n∈N in βΩ \ Ω such that
lim
n→∞
ν(Aˆxn) = inf
{
ν(Aˆx) : x ∈ βΩ \ Ω
}
.
For every n ∈ N we may choose a function f0n ∈ L
p
ν with ‖f
0
n‖ = 1, supp f
0
n contained in some
D(w, rtn) and ∥∥∥Aˆxnf0n∥∥∥ ≤ νtn(Aˆxn) + 2−(n+1) ≤ ν(Aˆxn) + 2−n.
Using Lemma 29, we obtain a boundary point y0n ∈ βΩ \ Ω and a function g
0
n ∈ L
p
ν with ‖g
0
n‖ = 1,
supp g0n ⊆ D(0, rtn) and ∥∥∥Aˆy0ng0n∥∥∥ = ∥∥∥Aˆxnf0n∥∥∥ ≤ ν(Aˆxn) + 2−n.
Applying the same argument to Aˆy0n |D(0,rtn) we obtain a function f
1
n ∈ L
p
ν with ‖f
1
n‖ = 1, supp f
1
n ⊆
D(w, rtn−1 ) ∩D(0, rtn) for some w ∈ Ω and∥∥∥Aˆy0nf1n∥∥∥ ≤ νtn−1(Aˆy0n |D(0,rtn )) + 2−n ≤ ν(Aˆy0n |D(0,rtn )) + 2−n+1.
It is clear that w ∈ D(0, rtn + rtn−1), otherwise D(w, rtn−1) ∩ D(0, rtn) would be empty. Using
Lemma 29 again, we can choose a boundary point y1n ∈ βΩ \ Ω and a function g
1
n ∈ L
p
ν with
‖g1n‖ = 1, supp g
1
n ⊆ D(0, rtn−1) and∥∥∥Aˆy1ng1n∥∥∥ = ∥∥∥Aˆy0nf1n∥∥∥ ≤ ν(Aˆy0n |D(0,rtn )) + 2−n+1.
In particular,
ν(Aˆy1n |D(0,rtn−1)) ≤ ν(Aˆy0n |D(0,rtn )) + 2
−n+1 ≤ ν(Aˆxn) + 2
−n+1 + 2−n.
If we iterate this procedure for k = 2, . . . , n, we obtain a boundary point ykn ∈ βΩ\Ω, a midpoint
w ∈ D(0, rtn−k+1 + rtn−k), a function f
k
n ∈ L
p
ν with
∥∥fkn∥∥ = 1, supp fkn ⊆ D(w, rtn−k)∩D(0, rtn−k+1)
and ∥∥∥Aˆyk−1n fkn∥∥∥ ≤ νtn−k(Aˆyk−1n |D(0,rtn−k+1 )) + 2−n+k−1 ≤ ν(Aˆyk−1n |D(0,rtn−k+1)) + 2−n+k
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and a function gkn ∈ L
p
ν with ‖g
k
n‖ = 1, supp g
k
n ⊆ D(0, rtn−k) and∥∥∥Aˆykngkn∥∥∥ = ∥∥∥Aˆyk−1n fkn∥∥∥ ≤ ν(Aˆyk−1n |D(0,rtn−k+1 )) + 2−n+k.
Thus, if we combine these estimates, we get
ν(Aˆykn |D(0,rtn−k )) ≤ ν(Aˆyk−1n |D(0,rtn−k+1)) + 2
−n+k ≤ . . . ≤ ν(Aˆy0n |D(0,rtn )) + 2
−n+k + . . .+ 2−n+1
≤ ν(Aˆxn) + 2
−n+k + . . .+ 2−n+1 + 2−n ≤ ν(Aˆxn) + 2
−n+k+1.
Fix an integer l ≤ n and choose k = n− l. Then, by collecting all the shifts being made during the
process above and repeatedly applying the second part of Lemma 29, we get
ν(Aˆyn−ln |D(0,rtl )) ≥ ν(Aˆyn−l+1n |D(0,rtl+rtl+rtl−1 )) = ν(Aˆyn−l+1n |D(0,2rtl+rtl−1))
≥ ν(Aˆyn−l+2n |D(0,2rtl+rtl−1+rtl−1+rtl−2 )) = ν(Aˆyn−l+2n |D(0,2rtl+2rtl−1+rtl−2))
≥ . . . ≥ ν(Aˆynn |D(0,2rtl+2rtl−1+2rtl−2+...+2rt1+rt0 )) ≥ ν(Aˆy
n
n
|D(0,4rtl )),
where we used rtk+1 > 2rtk for the last inequality.
Consider the diagonal sequence deﬁned by yn := ynn . Corollary 16 implies that the sequence
(Ayn)n∈N has a strongly convergent subnet that converges to Ay for some y ∈ βΩ\Ω. Let us denote
this subnet by (Aynγ ). Then∥∥∥(Aˆynγ − Aˆy)MχD(0,4rtl )∥∥∥ = ∥∥∥(Aynγ −Ay)PαMχD(0,4rtl )∥∥∥→ 0
because PαMχD(0,4rtl ) ∈ L(L
p
ν) is a compact operator (see [16, Proposition 15]). By Lemma 27 we
thus obtain ν(Aˆynγ |D(0,4rtl ))→ ν(Aˆy |D(0,4rtl )). It follows
ν(Aˆy) ≤ ν(Aˆy|D(0,4rtl )) = limγ
ν(Aˆynγ |D(0,4rtl )) ≤ limγ
ν(Aˆ
y
nγ−l
nγ
|D(0,rtl )) ≤ limγ
ν(Aˆxnγ ) + 2
−l+1
= inf
{
ν(Aˆx) : x ∈ βΩ \ Ω
}
+ 2−l+1.
Since y does not depend on l, we get ν(Aˆy) = inf
{
ν(Aˆx) : x ∈ βΩ \ Ω
}
as claimed.
Let us now summarize this section.
Theorem B. Let A ∈ L(Apν) be band-dominated. Then the following are equivalent:
(i) A is Fredholm,
(ii) Ax is invertible and
∥∥A−1x ∥∥ ≤ ∥∥(A+K(Apν))−1∥∥ for all x ∈ βΩ \ Ω,
(iii) Ax is invertible for all x ∈ βΩ \ Ω and sup
x∈βΩ\Ω
∥∥A−1x ∥∥ <∞,
(iv) Ax is invertible for all x ∈ βΩ \ Ω,
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Proof. The equivalence of (i) and (iii) is Theorem 26. Moreover, if B is a Fredholm regularizer of
A, Corollary 15 and Proposition 24 imply that the inverses are bounded by ‖B‖. As this is true
for every regularizer B, this means
∥∥A−1x ∥∥ ≤ ∥∥(A+K(Apν))−1∥∥ for all x ∈ βΩ \Ω. Hence (i) is also
equivalent to (ii).
Clearly, (iii) implies (iv). To show that (iv) implies (iii) it suﬃces to consider the case p ≤ 2
(cf. Proposition 17). If Ax is invertible, then (Aˆx)−1 is also invertible with (Aˆx)−1 = A−1x Pα +Qα.
Moreover, it holds ν(B) =
∥∥B−1∥∥−1 > 0 for invertible operators B (see e.g. [20, Lemma 2.35] for
a quick proof). Therefore we get sup
x∈βΩ\Ω
‖Aˆ−1x ‖ < ∞ by Lemma 30. Since A
−1
x = Aˆ
−1
x |Apν , this
implies (iii).
The following corollary is now immediate.
Corollary 31. Let A ∈ L(Apν ) be band-dominated. Then
spess(A) =
⋃
x∈βΩ\Ω
sp(Ax).
7 Applications to Toeplitz operators
As Toeplitz operators are band-dominated by Proposition 3, we obtain the following important
corollary of Theorem B.
Corollary 32. Let A ∈ Tp,ν . Then A is Fredholm if and only if all of its limit operators are
invertible. In particular,
spess(A) =
⋃
x∈βΩ\Ω
sp(Ax).
In the rest of this section we study some applications of Corollary 32 for particular Toeplitz
operators. First, we observe the following:
Proposition 33. For f ∈ L∞(Ω) and z ∈ Ω we have Upz TfU
p
z = T
−1
bz
T(f◦φz)bz .
Proof. With the usual tricks we get
(Upz TfU
p
z g)(w) =
h(z, z)
ν+g
p
h(w, z)
2(ν+g)
p
∫
Ω
g(φz(x))
h(z, z)
ν+g
p
h(x, z)
2(ν+g)
p
f(x)h(φz(w), x)
−ν−g dvν(x)
= h(w, z)(
1
q−
1
p )(ν+g)
∫
Ω
g(y)f(φz(y))h(y, z)
( 1p−
1
q )(ν+g)h(w, y)−ν−g dvν(y)
and hence
(TbzU
p
z TfU
p
z g)(x) =
∫
Ω
∫
Ω
g(y)f(φz(y))
h(z, w)(
1
q−
1
p )(ν+g)
h(y, z)(
1
q−
1
p )(ν+g)
h(w, y)−ν−gh(x,w)−ν−g dvν(y) dvν(w)
=
∫
Ω
g(y)f(φz(y))
h(z, y)(
1
q−
1
p )(ν+g)
h(y, z)(
1
q−
1
p )(ν+g)
h(x, y)−ν−g dvν(y)
= (T(f◦φz)bzg)(x)
for all g ∈ Apν and x, z ∈ Ω.
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Combining Proposition 33 with Proposition 17, we get the following corollary.
Corollary 34. Let f ∈ L∞(Ω), x ∈ βΩ \ Ω and (zγ) a net in Ω that converges to x. Further
assume that f ◦ φzγ converges to a function g ∈ L
∞(Ω) uniformly on compact subsets of Ω. Then
(Tf )x = T
−1
bx
Tg·bx .
For p = 2 this simpliﬁes to (Tf )x = Tg. Moreover, if f is uniformly continuous with respect to
the Bergman metric β, the condition in Corollary 34 is always satisﬁed. The set of bounded and
uniformly continuous functions f : Ω→ C will be denoted by BUC(Ω).
Proposition 35. Let f ∈ BUC(Ω) and x ∈ βΩ \ Ω. Then (Tf )x = T−1bx Tg·bx , where g ∈ BUC(Ω)
is the pointwise limit of the net (f ◦ φzγ ).
Proof. As z 7→ φz(w) is a continuous function by Lemma 5, z 7→ f(φz(w)) is a bounded and
continuous function for every w ∈ Ω. Therefore there is a unique extension to the Stone-Čech
compactiﬁcation βΩ. In particular, for every convergent net (zγ) in Ω the net f ◦ φzγ converges
pointwise to a bounded function g. As
|g(w) − g(y)| = lim
γ
∣∣f(φzγ (w)) − f(φzγ (y))∣∣
and β(φzγ (w), φzγ (y)) = β(w, y), g is uniformly continuous just like f . It remains to show that
f ◦ φzγ → g uniformly on compact sets. So let K ⊂ Ω be compact and ε > 0. As f and g are
uniformly continuous, there is a δ > 0 such that |f(w)− f(y)| < ε and |g(w)− g(y)| < ε whenever
β(w, y) < δ. Moreover, there is a ﬁnite set {w1, . . . , wk} such that min
j=1,...,k
β(w,wj) < δ for all
w ∈ K. Now choose γ suﬃciently large such that
∣∣f(φzγ (wj))− g(wj)∣∣ < ε for all j = 1, . . . , k. It
follows∣∣f(φzγ (w)) − g(w)∣∣ ≤ ∣∣f(φzγ (w)) − f(φzγ (wj))∣∣ + ∣∣f(φzγ (wj))− g(wj)∣∣+ |g(wj)− g(w)| < 3ε
for all w ∈ K, where j is obviously chosen in such a way that β(φzγ (w), φzγ (wj)) = β(w,wj) < δ,
respectively. As ε was arbitrary, the conclusion follows.
Proposition 35 gets particularly simple if g happens to be a constant function. As we will show
next, this is the case if and only if the Berezin transform B(Tf) is of vanishing oscillation at the
boundary ∂Ω. For a bounded continuous function f , we deﬁne its oscillation at a point z ∈ Ω as
Oscz(f) := sup {|f(z)− f(w)| : w ∈ Ω, β(z, w) ≤ 1} .
We say that f is of vanishing oscillation at the boundary, f ∈ VO∂(Ω), if Oscz(f)→ 0 as z → ∂Ω.
Theorem 36. Let A ∈ L(Apν) be band-dominated. Then Ax is a multiple of the identity for every
x ∈ βΩ \ Ω if and only if B(A) ∈ VO∂(Ω). In this case Ax = (B(A))(x) · I.
Proof. Assume that B(A) has vanishing oscillation at the boundary and let (zγ) be a net in Ω that
converges to x ∈ βΩ \ Ω. By Equation (5.2), which does not require compactness of A, we have
(B(AxT
−1
bx
))(ζ) = lim
zγ→x
(B(AzγT
−1
bzγ
))(ζ) = lim
zγ→x
bzγ (ζ)
−1(B(A))(φzγ (ζ))
= bx(ζ)
−1 lim
zγ→x
(B(A))(φzγ (ζ))
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for every ζ ∈ Ω. In particular, setting ζ = 0 and using that bz(0) = 1 for all z ∈ Ω, we get
(B(AxT
−1
bx
))(0) = lim
zγ→x
(B(A))(φzγ (0)) = lim
zγ→x
(B(A))(zγ) = (B(A))(x). (7.1)
Now let ζ ∈ D(0, 1), i.e. β(0, ζ) ≤ 1. Then
lim
zγ→x
∣∣(B(A))(φzγ (ζ))− (B(A))(x)∣∣ ≤ lim
zγ→x
∣∣(B(A))(φzγ (ζ))− (B(A))(φzγ (0))∣∣
+ lim
zγ→x
∣∣(B(A))(φzγ (0))− (B(A))(x)∣∣
≤ lim
zγ→x
Osczγ (B(A))
= 0
because of Equation (7.1) and β(φzγ (0), φzγ (ζ)) = β(0, ζ) ≤ 1. By repeating this argument, we see
that this generalizes to all ζ ∈ Ω. Thus
(B(AxT
−1
bx
))(ζ) = bx(ζ)
−1(B(A))(x) (7.2)
for all ζ ∈ Ω. Now consider the case A = I. If A = I, then obviously Ax = Ix = I for all x ∈ βΩ\Ω
and hence
(B(T−1bx ))(ζ) = (B(IxT
−1
bx
))(ζ) = bx(ζ)
−1(B(I))(x) = bx(ζ)
−1 (7.3)
for all ζ ∈ Ω. Combining (7.2) and (7.3), we get
B
(
(Ax − (B(A))(x) · I)T
−1
bx
)
= 0
by linearity and Ax = (B(A))(x) · I by the injectivity of B (see Section 5).
Conversely, assume that Ax is a multiple of the identity for every x ∈ βΩ \ Ω, i.e. Ax = λx · I
for some λx ∈ C. Choose a net (zγ) in Ω that converges to x ∈ βΩ \Ω. Using Equation (5.2) again,
we get
bx(ζ)
−1 lim
zγ→x
(B(A))(φzγ (ζ)) = limzγ→x
(B(AzγT
−1
bzγ
))(ζ) = λx · (B(T
−1
bx
))(ζ)
for all ζ ∈ Ω. Equation (7.3) thus implies
lim
zγ→x
(B(A))(φzγ (ζ)) = λx (7.4)
for every ζ ∈ Ω and x ∈ βΩ \ Ω. In particular, setting ζ = 0, λx = (B(A))(x). Now assume that
B(A) is not contained in VO∂(Ω). Then there are ε > 0 and two sequences (zn)n∈N, (wn)n∈N with
β(zn, wn) ≤ 1 such that wn → ∂Ω and
|(B(A))(zn)− (B(A))(wn)| > ε (7.5)
for all n ∈ N. Since β(0, φzn(wn)) = β(zn, wn) ≤ 1 for all n ∈ N, we can assume without loss of
generality that the sequence (φzn(wn))n∈N converges to some ζ ∈ D(0, 1). Moreover, we may take
a subnet (zγ) of (zn)n∈N that converges to some x ∈ βΩ \Ω. The corresponding subnet of (wn)n∈N
we denote by (wγ). Consider
|(B(A))(wγ)− (B(A))(zγ)| ≤
∣∣(B(A))(wγ)− (B(A))(φzγ (ζ))∣∣ + ∣∣(B(A))(φzγ (ζ)) − (B(A))(φzγ (0))∣∣ .
The second term on the right-hand side tends to 0 by Equation (7.4). For the ﬁrst term we
observe that β(wγ , φzγ (ζ)) = β(φzγ (wγ), ζ) tends to 0 by construction and since B(A) is uniformly
continuous, the ﬁrst term tends to 0 as well. But this is a contradiction to (7.5). Therefore B(A)
has to be contained in VO∂(Ω).
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Corollary 37. Let A ∈ L(Apν ) be band-dominated with B(A) ∈ VO∂(Ω). Then
spess(A) =
⋃
x∈βΩ\Ω
(B(A))(x) = (B(A))(βΩ \ Ω) =
⋂
r>0
(B(A))(Ω \D(0, r)).
In what follows we will use the standard abbreviation f˜ := B(Tf). Note that this deﬁnition is
independent of p. A bounded function f is then called of bounded mean oscillation, denoted as
f ∈ VMO∂(Ω) ∩ L
∞(Ω), if
(MO(f))(z) :=
(
|f − f˜(z)|2
)∼
(z)→ 0
as z → ∂Ω.
Corollary 38. Let f ∈ VMO∂(Ω) ∩ L∞(Ω). Then
spess(Tf ) = f˜(βΩ \ Ω) =
⋂
r>0
f˜(Ω \D(0, r)).
Proof. By Corollary 37 it suﬃces to show that f˜ = B(Tf) is contained in VO∂(Ω). For the un-
weighted case this was shown in [5, Theorem F, Corollary 2]. The same proof also applies to the
weighted case and was (essentially) carried out in [3, Proposition 4.8].
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