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Abstract
In this paper, we consider an approximation method, and a novel general analysis, for second-order
elliptic differential equations with heterogeneous multiscale coefficients. We obtain convergence of
the Generalized Multi-scale Finite Element Method (GMsFEM) method that uses local eigenvec-
tors in its construction. The analysis presented here can be extended, without great difficulty, to
more sophisticated GMsFEMs. For concreteness, the obtained error estimates generalize and sim-
plify the convergence analysis of [J. Comput. Phys. 230 (2011), 937-955]. The GMsFEM method
construct basis functions that are obtained by multiplication of (approximation of) local eigen-
vectors by partition of unity functions. Only important eigenvectors are used in the construction.
The error estimates are general and are written in terms of the eigenvalues of the eigenvectors
not used in the construction. The error analysis involve local and global norms that measure the
decay of the expansion of the solution in terms of local eigenvectors. Numerical experiments are
carried out to verify the feasibility of the approach with respect to the convergence and stability
properties of the analysis in view of the good scientific computing practice.
Keywords: Multiscale; GMsFEM; PDE; Elliptic.
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1. Introduction
Approximation of partial differential equations posed on domains with multiscale and hetero-
geneous properties appear in variety of applications. For instance, when modeling subsurface flow
scenarios, subsurface properties typically vary several orders of magnitude over multiple scales. In
this case, the high-contrast in the properties such as permeability raises additional issues to be
consider when constructing approximation of solutions. Several multiscale models to efficiently
solve flow and transport processes have been considered. In despite of many contributions, the
design and mathematical analysis of high-contrast multiscale problems continue being a challeng-
ing problem; See for instance [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18]. These
approaches approximate the effects of the fine-scale features using a coarse mesh. They attempt
to capture the fine scale effects on a coarse grid via localized basis functions. The main idea of
Multiscale Finite Element Methods (MsFEMs) is to construct basis functions that are used to
approximate the solution on a coarse grid. The accuracy of MsFEMs is found to be very sensitive
to the particularities of the construction of the basis functions (e.g., boundary conditions of local
problems). See for instance [13, 19, 20]).
It is known that the construction of the basis functions need to be carefully designed in order to
obtain accurate coarse-scale approximations of the solution (e.g., [13]). In particular, the resulting
basis functions need to have similar oscillatory behavior as the fine-scale solution. In classical
multiscale methods, a number of approaches are proposed to construct basis functions, e.g., over-
sampling techniques or the use of limited global information (e.g., [1, 13]) that employs solutions
in larger regions to reduce localization errors. Recently, a new and promising methodology was
introduced for the construction of basis function. This methodology is referred as to Generalized
Multiscale Finite Element Method (GMsFEM). The main goal of GMsFEMs is to construct coarse
spaces for MsFEMs that result in accurate coarse-scale solutions. This methodology was first
developed in [14, 15, 21] in connections with the robustness of domains decomposition iterative
methods for solving the elliptic equation with heterogeneous coefficients subjected to appropriate
3boundary conditions
− div(κ(x)∇u) = f, (1)
where κ(x) is a heterogeneous scalar field with high-contrast. In particular, it is assumed that
κ(x) ≥ c0 > 0 (bounded below), while κ(x) can have very large values.
A main ingredient in the construction was the use of local generalize eigenvalue problems and
(possible multiscale) partition of unity functions to construct the coarse spaces. Besides using one
coarse function per coarse node, in the GMsFEM it was proposed to use several multiscale basis
functions per coarse node. These basis functions represent important features of the solution within
a coarse-grid block and they are computed using eigenvectors of an eigenvalue problem. Then, in
the works [22, 23, 24, 25], some studies of the coarse approximation properties of the GMsFEM were
carried out. In these works and for applications to high-contrast problems, methodologies to keep
small the dimension of the resulting coarse space were successfully proposed. The use of coarse
spaces that somehow incorporates important modes of a (local) energy related to the problem
motivated the general version of the GMsFEM. Thus,a more general and practical GMsFEM was
then developed in [26] where several (more practical) options to compute important modes to be
include in the coarse space was used. See also [27] for an earlier construction. It is important to
mention that the methodology in [26] was designed for parametric and nonlinear problems and
can be applied for variety of applications as it have been shown in recent developments not review
here.
In this paper, we prove convergence of the GMsFEM method that uses local eigenvectors
as developed in [23, 14, 15, 21]. The analysis presented here can be extended, without great
difficulty, to more sophisticated GMsFEMs. Some convergence analysis of the GMsFEM, using
local eigenvectors or approximation of them was obtained in [22]. The prove, as usual in finite
element analysis, focuses on constructing interpolation operator to the coarse finite element space.
The a priory error is obtained for square integrable right hand side f in (2). Additionally, in
[22] the authors make some assumptions concerning integrability of residuals and also concerning
boundedness of the quotients of local energy norms with weight κ and κχ2 where χ2 is a especial
partition of unity function. These assumptions are hard to verify in practice. Moreover, in the
analysis they use a Caccioppoli inequality to write energy estimates from a region to a bigger region.
Therefore, extensions of the analysis in [22] to other equations and/or different discretization is
not straightforward.
In this paper, we substantially simplify the analysis of GMsFEM methods and remove the
assumptions used in [22] to obtain convergence, yielding a general convergence proof and more
suited for computational practice. We assume square integrability of the right hand side f . In
order to obtain error bounds in terms of the decay of the eigenvalues used in the construction we
assume that the problem is regular in the sense that the solution can be well approximated by
local eigenvectors which in the case of smooth coefficients, square integrable right hand side and
convex domains, is implied by the classical regularity of the problem.
It is worth to mention a main difference between the classical finite element analysis and the
analysis of GMsFEM procedures for the case of heterogeneous multiscale coefficients. In the usual
finite element analysis, to write the interpolation error estimates, it is assumed that the solution is
smooth enough or regular enough in the classical (Sobolev) sense. This is done while using Hilbert
4norms (at least for elliptic problems). In the case of discontinuous multiscale coefficients, it is
well know that solutions are not smooth in the classical sense. Then, the classical finite element
analysis arguments do not work. In this paper, we are able to write interpolation error estimates
using norms suitable for the problem at hand. In particular, to measure the “smoothness” of the
solution we use the decay of the expansion of the solution in terms of global eigenvectors. This
is motivated by the fact that, for a given elliptic operator, the eigenvectors are a good model for
smooth functions in the scale of norms generated by powers of the operator. We define then global
norms, using the decay of the expansion over global eigenvectors. We also define local norms
using the decay of the expansion in terms of local eigenvectors (computed locally in a coarse node
neighborhood). The main result of this paper is that we can compare the new local and global
norms. With this new norms, we are able to write approximation results for the interpolation of
functions that solve (2) with square integrable right hand side. We also prove error estimates in
terms of the eigenvalues of the eigenvalue problem used in the construction.
The rest of the paper is organized as follow. In Section 2 we present some preliminaries on
multiscale methods. In Section 3 we collect some facts on the global eigenvalue problem related
to the problem. Here we introduce a scale of global norms used for the analysis. These norms
measure the decay of the expansion in terms of global eigenvectors. In Sections 5 and 4 we study
the local eigenvalue problems also using norms that measure the decay of the expansion in terms
of the local eigenvectors. We also relate local norms to the boundary values of the eigenvalue
problem. In Section 6 we review a very particular realization of the GMsFEM methodology that
is the one analyzed in this paper. In Section 8 we obtain our interpolation error for the resulting
method. We also write our convergence result. We present some numerical experiments in Section
9. Our numerical results verify our theoretical findings for smooth coefficients. We also consider
a more practical case with heterogeneous multiscale coefficients. Finally, in Section 10 we draw
some conclusions and make some final comments.
2. Preliminaries on multiscale finite element methods
In this section, we describe multiscale finite element method framework. In general terms, the
MsFEMs compute the coarse-scale solution by using multiscale basis functions. It can be casted
as a numerical upscaling procedure. Also as a numerical homogenization method where, instead of
effective parameters representing small scale effects, basis functions are constructed that capture
the small scale effects on solutions.
Multiscale techniques can be applied to variety of problems. In this paper, in order to fix ideas,
we consider a second order elliptic problem with a possible multiscale high-contrast coefficient.
More precisely, let Ω ⊂ R2 (or R3) be a polygonal domain. We consider the elliptic equation with
heterogeneous coefficients
−div(κ(x)∇u) = f,
where κ(x) is a heterogeneous scalar field with high-contrast. In particular, we assume that
κ(x) ≥ c0 > 0 (bounded below), while κ(x) can have very large values. We assume that κ inL∞(Ω)
and therefore κ might be discontinuous. The variational formulation of this problem is: Find
u ∈ H0(Ω) such that
a(u, v) = f(v) for all v ∈ H10 (Ω). (2)
5Here the bilinear form a and the linear functional f are defined by
a(u, v) =
∫
Ω
κ(x)∇u(x)∇v(x)dx for all u, v ∈ H10 (Ω)
and
f(v) =
∫
Ω
f(x)v(x)dx for all v ∈ H10 (Ω).
Let T H be a triangulation composed by elements K. We refer to the triangulation T H as a
coarse triangulation in the sense that does not necessarily resolve all the scales in the model (in
our case that would be all variations and discontinuities of κ). We denote {yi}Nvi=1 the vertices of
the coarse mesh T H and define the neighborhood of the node yi by
ωi =
⋃
{K ∈ T H ; yi ∈ K}.
and the neighborhood of an element K by,
ωK =
⋃
{wi ; K ⊂ wi}. (3)
Using the coarse mesh T H we introduce coarse basis functions {Φi}Nci=1, where Nc is the number
of coarse basis functions. In our paper, the basis functions are supported in ωi; however, for ωi,
there may be multiple basis functions. MsFEMs approximate the solution on a coarse grid as
u0 =
∑
ciΦi, where cI are determined from
a(u0, v) = f(v), for all v ∈ span{Φi}Nci=1.
Once ci’s are determined, one can define a fine-scale approximation of the solution by reconstructing
via basis functions, u0 =
∑Nc
i=1 ciΦi.
3. Global eigenvalue problem
In this section, we recall some facts about the global eigenvalue problem associated to problem
(1). We stress that the global eigenvalue problem is used in the analysis only and it is not use in
the computations.
We start the presentation by introducing the global mass bilinear form. This is given by
m(v, w) =
∫
Ω
κvw for all v, w ∈ H10 (Ω).
Note that we use the coefficient κ in the mass matrix. The reason is that our main application in
mind is on high-contrast problems and, as show in [25, 28, 14, 15], it is important to define the
mass matrix with the coefficient κ. Moreover, more complicated bilinear forms can be also used
as in recent developments in GMsFEM; see [26, 29].
We consider the eigenvalue problem (in weak form) that seeks to find eigenfunctions φ and
6scalars µ such that
a(φ, z) = µm(φ, z) for all z ∈ H10 (Ω). (4)
Denote it’s eigenvalues and eigenfunctions by {µ`} and {φ`}, respectively. We order eigenvalues as
µ1 ≤ µ2 ≤ · · · ≤ µ` . . . . (5)
We have µ1 > 0. The eigenvalue problem (4) is the weak form of the eigenvalue problem
− div(κ∇φ) = µκφ (6)
in Ω with homogeneous Dirichlet boundary condition on ∂Ω.
We recall that the eigenvectors form a complete (m)-orthonormal system of L2(Ω) that is also
orthogonal with respect to the bilinear form a. Given any v ∈ H10 (Ω) we can write
v =
∞∑
`=1
m(v, φ`)φ`
and compute the bilinear form a as
a(v, v) =
∞∑
`=1
µ`m(v, φ`)φ` (7)
and the bilinear form m as
m(v, v) =
∞∑
`=1
m(v, φ`)
2. (8)
It is important to recall that the expansion of the solution can be explicitly given. In fact, from
the weak form (2) we see that
µ`m(u, φ) = a(u, φ) = f(φ).
Then we have
u =
∞∑
`=1
1
µ`
f(φ`)φ`. (9)
The eigenvector are the regular functions par excellence when working with the differential
operator −div(κ∇·). In particular we stress the following fact.
Remark 1. We have that κ∇φ` has a square integrable divergence. That is, −div(κ∇φ`) ∈ L2(Ω).
This follows by observing that, in a generalize sense, −div(∇φ`) = µ`κφ`.
3.1. Global Norms based on eigenvalue expansion decay
In this section, we introduce a scale of norms that help measuring the decay of the expansions
in terms of eigenvectors of the global eigenvalue problem. These norms are used in the a priori
error estimates of our GMsFEM method. We note that, without assuming some sort of regularity
7of the solution of (2), it is difficult to measure the rate of the error in finite element approxima-
tions and give error estimates. For this paper, we only assume that the forcing term is square
integrable in order to obtain approximation using global eigenvector. Later we consider the case
of approximation using locally constructed basis functions with small support that employ local
eigenvector in its design.
For any v ∈ L2(Ω) written as v = ∑∞`=1m(v, φ`)φ` and s > 0, we introduce the norm ||| · |||s;Ω
defined by,
|||v|||2s;Ω =
∞∑
`=1
µs`m(v, φ`)
2.
We note that these norms depend on the bilinear forms a and m but, in order to make notation
simpler, we do not stress this dependence in our notation. Note that
|||v|||20;Ω = m(v, v) =
∫
Ω
κv2 and |||v|||21;Ω = a(v, v) =
∫
Ω
κ|∇v|2.
In this paper, we mainly use the norm ||| · |||s;Ω with s = 2. We have that
|||u|||22;Ω =
∞∑
`=1
µ2`m(v, φ`)
2.
Then, if |||u|||2;Ω <∞ we can define the operator A applied to u by
Au =
∞∑
`=1
µ`m(u, φ`)φ`.
We readily have Au ∈ L2(Ω) since,
|||Au|||20;Ω = m(Au,Au) =
∞∑
`=1
µ2`m(u, φ`)
2 = |||u|||22;Ω <∞.
Furthermore, if |||u|||2;Ω <∞ we also have the following integration by parts relation, that can be
verified by straightforward calculations,
a(u, v) = m(Au, v) for all v ∈ H10 (Ω). (10)
We now present a characterization of A using the divergence operator div and the coefficient κ.
This implies that for even integer values of s (in particular for s = 2), the norm ||| · |||s is computed
by subassembly of similar norms in subdomains.
Theorem 2. The operator A is a locally defined operator. More precisely, if |||u|||2;Ω < ∞ we
have that −κ−1div(κ∇u) belongs to the space L2(Ω) and we have
Au = −κ−1div(κ∇u).
8Moreover, we have
|||u|||22;Ω = ‖Au‖20 =
∫
Ω
κ−1|div(κ∇u)|2.
Proof. Recall that for u ∈ L2(Ω), we have the expansion u = ∑∞`=1m(u, φ`)φ`. For an integer N
define the truncated approximation of u as,
uN =
N∑
`=1
m(u, φ`)φ`.
We construct the −κ−1div(κ∇u) as a limit in the m−norm of the sequence of rescaled divergences
given by {κ−1div(κ∇uN)}∞N=1. To this end, we prove that the sequence {κ−1div(κ∇uN)}∞N=1 is
a Cauchy sequence in the m−norm. Indeed, we have, by using the eigenvalue problem (6) and
Remark 1, the following identity,
κ−1div(κ∇uN) =
N∑
`=1
m(u, φ`)µ`φ`.
So that, using the orthogonality of the eigenvectors, we conclude that for every M > N we have,
‖κ−1div(κ∇uM)− κ−1div(κ∇uN)‖20 =
M∑
`=N+1
m(u, φ`)
2µ2` .
This implies the claim since the series |||u|||22;Ω =
∑∞
`=1 m(u, φ`)
2µ2` <∞. We conclude that there
exist an L2(Ω) function, denoted by U , such that we have ‖U+κ−1div(κ∇uN)‖ → 0 when N →∞.
We also have that for any z ∈ H10 (Ω) it holds,∫
Ω
κUz = − lim
N→∞
∫
Ω
κκ−1div(κ∇uN)z =
∫
Ω
κ∇u∇z,
which proves that U = −κ−1div(κ∇uN)z.
Finally note that, by using (10), for every function z ∈ H10 (Ω) we have,∫
Ω
κAuz = m(Au, v) = a(u, z) =
∫
Ω
κ∇u∇z.
Remark 3. Notice that if u is the solution of (2) with f ∈ L2(Ω), then, we have Au = κ−1f .
Lemma 4. Assume that |||f |||2s < ∞ and let u be the solution of (2). Consider t ≥ 1 such that
t− s− 2 ≤ 0 we have
|||u|||2t ≤ µt−s−21 |||f |||2s
In particular, if |||f |||0 <∞ we have that |||u|||2 = |||κ−1f |||0 =
∫
Ω
κ−1f 2.
9Proof. Using the explicit expansion in (9), the definition of the norm ‖ · ‖t and then increasing
the order of eigenvalues we have
|||u|||2t =
∞∑
`=1
µt`
1
µ2`
f(φ`)
2 =
∞∑
`=1
µt−s−1` µ
s
`f(φ`)
2
≤ µt−s−20
∞∑
`=1
µs`f(φ`)
2
= µt−s−20
∞∑
`=1
µs`
(∫
Ω
fφ`
)2
= µt−s−20
∞∑
`=1
µs`
(∫
Ω
κ(κ−1f)φ`
)2
= µt−s−20 |||κ−1f |||2s.
This finishes the proof.
3.2. Approximation using global eigenvectors
In this section, we show how to obtain a priori error estimates if we use the space spanned by
the first eigenvectors. Given an integer L and v ∈ H10 (Ω), we define
JLv =
L∑
`=1
m(v, φ`)φ`.
From (5), (7), and (8) it is easy to prove the following inequality∫
Ω
κ(v − JLv)2 ≤ 1
µL+1
a(v − JLv, v − JLv) ≤ 1
µL+1
a(v, v). (11)
When L = 1 and κ = 1 we obtain the usual Friedrichs’ inequality.
If u is the solution of (2) and |||f |||s <∞ we have the following a priori estimate.
Lemma 5. Let u be the solution of (2). If if t− s− 2 < 0 we have
|||u− JLu|||2t ≤ µt−s−2L+1 |||f |||2s.
Proof. Using the explicit expansion in (9), the definition of the norm ‖ · ‖t and then increasing
10
oder of eigenvalues we have
|||u− JLu|||2t =
∞∑
`=L+1
µt`
1
µ2`
f(φ`)
2 =
∞∑
`=L+1
µt−s−2` µ
s
`f(φ`)
2
≤ µt−s−2L+1
∞∑
`=1
µs`f(φ`)
2 = µt−s−2L+1 |||f |||2s.
This finishes the proof.
We observe that, in particular, we have the following a priori error estimates.
a(u− JLu, u− JLu) = |||u− JLu|||21 ≤ λ−(s+1)L+1 |||f |||2s.
The space generated by the first eigenvalues gives good approximation spaces and the analysis
becomes easy.
4. Dirichlet eigenvalue problem in coarse blocks
In this section, we study the local Dirichlet eigenvalue problem associated to problem (1). For
any K, we define the following bilinear forms
aK(v, w) =
∫
K
κ∇v∇w for all v, w ∈ H1(K), i = 1, . . . , N,
and
mK(v, w) =
∫
K
κvw for all v, w ∈ H1(K).
We consider the eigenvalue problems that seek eigenfunctions φ ∈ H10 (K) and scalars µ such that
aK(φ, z) = µmK(φ, z) for all z ∈ H10 (K).
and denote its eigenvalues and eigenvectors by {µK` } and {φK` }, respectively. Note that the eigen-
vectors {φK` } form an orthonormal basis of L2(K) with respect to the mK inner product. We order
eigenvalues as
µK1 < µ
K
2 ≤ · · · ≤ µK` . . . .
The eigenvalue problem above corresponds to the approximation of the eigenvalue problem
− div(κ∇φ) = µκφ in K, (12)
with homogeneous Dirichlet boundary condition on ∂K. These eigenvectors are the model of reg-
ular functions working with the differential operator −div(κ∇·). In particular, the operator is
well defined and well behaved over these functions. We have that κ∇φK` has a square integrable
divergence. That is, −div(∇φK` ) ∈ L2(K). This follows by observing that, in a generalize sense,
11
−div(∇φ`) = µ`κφ`.
Now we use the expansion in terms of local eigenvectors and define norms based on the decay of
the eigenexpansion. These local norms are the ones that naturally appear in the local interpolation
errors for our interpolation operator. A main issue is to compare this local norms with the global
norms defined in Section 3.1 for s > 1. For the case s = 2, we prove in Theorem 6 that the local
norms can be assembled to obtain a global norms equivalent to the norm ||| · |||2,Ω only for functions
that have zero value on block boundaries.
Given any v ∈ L2(K) we can write
v =
∞∑
`=1
mK(v, φK` )φ
K
`
and compute the local energy bilinear form by
aK(v, v) =
∞∑
`=1
mK(v, φK` )
2µK` .
We can also compute the local mass bilinear as,
mK(v, v) =
∞∑
`=1
mK(v, φK` )
2.
The local norm to measure the decay of the expansion is introduced as follows. We introduce
the norm,
|||v|||2s,K =
∞∑
`=1
(µK` )
smK(v, φK` )
2.
Note that
|||v|||20;K = m(v, v) =
∫
K
κv2 and |||v|||21;K =
∫
K
κ|∇v|2.
We consider the case s = 2. If |||u|||2,K <∞ we can define the operator AK by,
AKu =
∞∑
`=1
µK` m
K(u, φK` )φ
K
`
which is square integrable since
|||AKu|||20,K =
∞∑
`=1
(µK` )
2mK(u, φK` )
2 = |||u|||22,K .
Additionally if |||u|||2,K <∞, we have the following local integration by parts relation that can be
12
verified by direct calculations,
aK(u, v) = mK(AKu, v) for all v ∈ H10 (K).
We have the following result. This result reveals that the local norms |||u|||2,K is related to the
L2 integrability of div(κ∇ · u). The proof of the following theorem follows the proof of Theorem 2
but we presented in the local setting in the interest of completeness.
Theorem 6. The operator AK is a locally defined operator. More precisely, if |||u|||22,K < ∞ we
have that −κ−1div(κ∇u) belongs to the space L2(K) and we have
aK(u, v) = −
∫
K
κ−1div(κ∇u)v for all v ∈ H10 (K).
Moreover, we have
|||u|||22,K = ‖AKu‖20,K =
∫
K
κ−1|div(κ∇u)|2.
Proof. Since u ∈ L2(K) we have the expansion u = ∑∞`=1 mK(u, φK` )φK` . For any integer N ,
truncate this expansion to get,
uN :=
N∑
`=1
mωi(u, φK` )φ
K
` .
The sequence of rescaled divergences, {κ−1div(κ∇uN)}∞N=1, is a Cauchy sequence in the mK−norm.
Indeed, we have, by using the eigenvalue problem (12), the following identity,
κ−1div(κ∇uN) =
N∑
`=1
mK(u, φK` )µ
K
` φ
K
` .
So that, using the orthogonality of the eigenvectors we conclude that for every M > N we have,
|||κ−1div(κ∇uM)− κ−1div(κ∇uN)|||20,K =
M∑
`=N+1
mK(u, φK` )
2(µK` )
2.
Then, there exists an L2(K) function, say U , such that ‖U +κ−1div(κ∇µ)‖0,K → 0 when N →∞.
We also have that for any z ∈ H10 (K) it holds,∫
K
κUz = − lim
N→∞
∫
K
κκ−1div(κ∇µ)z =
∫
K
κ∇u∇z,
which proves that U = −κ−1div(κ∇µ).
Finally note that for every function z ∈ H10 (K) we have,∫
K
κAKuz = m(AKu, v) = a(u, z) =
∫
K
κ∇u∇z.
13
Given an integer L and v ∈ H10 (K), we define
J KL v =
L∑
`=1
m(v, φ`)φ`.
From the analogous to (5), (7), and (8) it is easy to prove the following inequality
Lemma 7. Assume that u ∈ H10 (K) and |||u|||s,K ≤ ∞ with s > 1. We have for 1 ≤ s ≤ t ≤ 2,
|||u− J KL u|||2t,K ≤ (µKL+1)t−s|||u|||2s,K .
In particular,
|||u− J KL u|||21,K ≤ µKL+1|||AKu|||20,K .
5. Local Neumann eigenvalue problem in coarse neighborhoods
In this section, we study local eigenvalue problem associated to problem (1). For any ωi, we
define the following bilinear forms
aωi(v, w) =
∫
ωi
κ∇v∇w for all v, w ∈ H1(ωi), i = 1, . . . , N,
and
mωi(v, w) =
∫
ωi
κvw for all v, w ∈ H1(ωi).
Define V˜ (ωi) = {v ∈ H1(ωi) : v = 0 on ∂ωi ∩ ∂Ω} if ∂ωi ∩ ∂Ω is non-empty and V˜ (ωi) = {v ∈
H1(ωi) :
∫
ωi
v = 0} otherwise. We consider the eigenvalue problems that seek eigenfunctions
ψ ∈ V˜ (ωi) and scalars λ such that
aωi(ψ, z) = λmωi(ψ, z) for all z ∈ V˜ (ωi),
and denote its eigenvalues and eigenvectors by {λωi` } and {ψωi` }, respectively. Note that the
eigenvectors {ψωi` } form an orthonormal basis of of L2(ωi) with respect to the mωi inner product.
Note that λωi1 = 0 when ∂ωi ∩ ∂Ω is empty, that is, when ωi is a floating subdomain. We order
eigenvalues as
λωi1 < λ
ωi
2 ≤ · · · ≤ λωi` . . . .
The eigenvalue problem above corresponds to the approximation of the eigenvalue problem
− div(κ∇v) = λκv in ωi (13)
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with homogeneous Neumann boundary condition on ∂ωi∩Ω and homogeneous Dirichlet boundary
condition on ∂ωi ∩ ∂Ω (when non-empty).
As mentioned before when studying the global eigenvalue problem, these eigenvectors are the
model of regular functions working with the differential operator −div(κ∇·). In particular the
operator is well defined and well behaved over these functions. We have that κ∇ψ` has a square
integrable divergence. That is, −div(∇ψ`) ∈ L2(ωi). This follows by observing that, in a generalize
sense, −div(∇ψ`) = λ`κψ`.
Given any v ∈ V˜ (ωi) we can write
v =
∞∑
`=1
mωi(v, ψωi` )ψ
ωi
`
and compute the local energy bilinear form by
aωi(v, v) =
∞∑
`=1
mωi(v, ψωi` )
2λωi` .
We can also compute the local mass bilinear as,
mωi(v, v) =
∞∑
`=1
mωi(v, ψωi` )
2.
The local norm to measure the decay of the expansion is introduced as follows. We introduce
the semi-norm,
|||v|||2s,ωi =
∞∑
`=1
(λωi` )
2smωi(v, ψωi` )
2.
Note that for s = 0 we have a norm and for s = 1 the semi-norms becomes a norm when restricted
to non-constant functions on ωi, more precisely,
|||v|||20;ωi = m(v, v) =
∫
ωi
κv2 and |||v|||21;ωi =
∫
ωi
κ|∇v|2.
We consider the case s = 2. If |||u|||2,ωi <∞ we can define the operator Aωi by,
Aωiu =
∞∑
`=1
λωi` m
ωi(v, ψωi` )ψ
ωi
` .
which is square integrable since
|||Aωiu|||20,ωi =
∞∑
`=1
(λωi` )
2mωi(v, ψωi` )
2 = |||u|||22,ωi .
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Additionally, if |||u|||2,ωi < ∞, we have the following local integration by parts relation (that can
be verified directly by the series expansion of both sides),
aωi(u, v) = mωi(Aωiu, v) for all v ∈ H1(ωi). (14)
We have the following result.
Theorem 8. The operator Aωi is a locally defined operator. More precisely, if |||u|||22,ωi < ∞ we
have that −κ−1div(κ∇u) belongs to the space L2(ωi) and we have
aωi(u, v) = −
∫
ωi
κ−1div(κ∇u)v for all v ∈ H10 (ωi).
Moreover, we have
|||u|||22,ωi = ‖Aωiu‖20,ωi =
∫
ωi
κ−1|div(κ∇u)|2.
Proof. Since u ∈ L2(ωi) we have the expansion u =
∑∞
`=1 m
ωi(u, ψωi` )ψ
ωi
` . For any integer N ,
truncate this expansion to get,
uN :=
N∑
`=1
mωi(u, ψωi` )ψ
ωi
` .
The sequence of rescaled divergences, {κ−1div(κ∇uN)}∞N=1, is a Cauchy sequence in the mωi−norm.
Indeed, we have, by using the eigenvalue problem (13), the following identity,
κ−1div(κ∇uN) =
N∑
`=1
mωi(u, ψωi` )λ
ωi
` ψ
ωi
` .
So that, using the orthogonality of the eigenvectors we conclude that for every M > N we have,
|||κ−1div(κ∇uM)− κ−1div(κ∇uN)|||20,ωi =
M∑
`=N+1
mωi(u, ψωi` )
2(λωi` )
2.
Then, there exists an L2(ωi) function, say U , such that ‖U+κ−1div(κ∇uN)‖0,ωi → 0 when N →∞.
We also have that for any z ∈ H10 (ωi) it holds,∫
ωi
κUz = − lim
N→∞
∫
ωi
κκ−1div(κ∇uN)z =
∫
ωi
κ∇u∇z,
which proves that U = −κ−1div(κ∇uN). Finally, note that for every function z ∈ H10 (ωi) we have,∫
ωi
κAωiuz = m(Aωiu, v) = a(u, z) =
∫
ωi
κ∇u∇z.
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Remark 9. In virtue of Theorem 8 and the equality (14) we see that a necessary condition for
the L2 integrability of div(κ∇u) is that κ∂ηu = 0 on ∂ωi. Note that in general, if we are not sure
|||u|||22,ωi <∞ and we do not assume ∂ηu = 0 then, the integration by parts become
aωi(u, v)−
∫
∂ωi
κ∂ηuv = −
∫
D
div(κ∇u)v for all v ∈ H1(ωi).
Therefore, doing estimates about the eigenvalue decay is harder in this case. We also mention
that in the analysis presented in [22], it is assume the square integrability of div(κ∇u) that, as
mentioned above, implies κ∂ηu = 0. Assuming that the solution has zero flux across boundaries
neighborhoods is not a general assumption. A main contribution of this paper is to clarify this main
assumption of [22] and to present an analysis valid for the general case where the solution u does not
have null fluxes across neighborhood boundaries. As we show in our numerical experiments, for the
case of a solution that is not close to a function with null flux across neighborhood boundaries, the
convergence rate of the GMsFEM as introduced in [22] is not optimal and additional basis functions
constructed from local Dirichlet eigenvalues must be introduced to recover good convergence.
Lemma 10. Assume that u ∈ H1(ωi), ∂nu = 0 and |||u|||s,ωi ≤ ∞ with s > 1. We have for
1 ≤ s ≤ t ≤ 2,
|||u− IωiL u|||2t,ωi ≤ (λωiL+1)t−s|||u|||2s,ωi .
In particular,
|||u− IωiL u|||21,ωi ≤ λωiL+1|||Aωiu|||20,ωi .
6. GMsFEM space construction using local eigenvalue problems
In this section, we summarize the construction of coarse scale finite element spaces using a
GMsFEM framework. In order to focus in the analysis of convergence we consider a particular
case of the construction of spaces using the GMsFEM framework as introduced in [22, 28]. This
construction evolved to the GMsFEM method as described in [26]. The method presented in this
paper to obtain convergence can be also carried out for the constructions in [26] under appropriate
assumptions of the local spectral problems used for the construction of coarse spaces.
We choose the basis functions that span the eigenfunctions corresponding to small eigenvalues.
We note that {ωi}yi∈T H is a covering of Ω. Let {χi}Nvi=1 be a partition of unity subordinated to the
covering {ωi} such that χi ∈ V h(Ω) and |∇χi| ≤ 1H , i = 1, . . . , Nv. Define the set of coarse basis
functions
Φi,` = χiψ
ωi
` for 1 ≤ i ≤ Nv and 1 ≤ ` ≤ Li, (15)
where Li is the number of eigenvalues that will be chosen for the node i; see [30, 31] for more
details on the generalized finite element method using partitions of unity. Denote by V0, as before,
the local spectral multiscale space
VN = span{Φi,` : 1 ≤ i ≤ Nv and 1 ≤ ` ≤ Li}.
Define also
VD = span{φK` : K ∈ T H and 1 ≤ ` ≤ LK}.
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Finally define,
V0 = VN + VD.
In practice, the computation of the multiscale basis functions have to be done. For instance,
the computation of the multiscale basis functions can be performed in a fine grid (local to each
region) that is sufficiently fine to resolve and represent the scales of the problem. In our case, this
means that the fine-grid have to be sufficiently fine to represent the variations and discontinuities
of the coefficient κ. The computations of the basis functions are local to each coarse region and
can be done in a preprocessing step (taking advantage of parallel computations). For more details
and related concepts, we refer to [26].
We define uH as the Galerkin approximation using the space V0, that is,
a(uH , v) = f(v), for all v ∈ V0. (16)
7. A technical assumption
In order to get convergence rates we assume that we can decompose the exact solution u as
u ≈ uD + uN where the uD can be approximated using the space VD and uN can be approximated
using the space VD. This requires that uN and uD have the right boundary condition on the coarse
block edges. See Remark 9. More precisely we estate the following assumption.
Assumption 11. Let u be the exact solution, that is −div(κ∇u) = f . We assume that there
exists uD, uN and   H such that
1. We have ∫
Ω
κ|∇(u− uD − uN)|2  2
∫
Ω
κ−1f 2  H2
∫
Ω
κ−1f 2 (17)
2. We have the boundary data given by
∂ηuN = 0 on ∂K for all K.
and
uD = 0 on ∂K for all K.
3. We have the bounds,∫
Ω
κ−1|div(κ∇uN)|2 
∫
Ω
κ−1|div(κ∇u)|2 and
∫
Ω
κ−1|div(κ∇uD)|2 
∫
Ω
κ−1|div(κ∇u)|2
(18)
Note that 2. in the case  = 0 implies that uN = u on ∂K and that ∂ηuD = ∂ηu on ∂K and therefore
we should be able to split the Neumann and Dirichlet boundary data into different functions with
regular divergece. This allows us to approximate each part by the rightly constructed subspace
with eigenvalues with Nuemann and Dirichlet data. We can think of Assumption 11 as a natural
extension (to the case of variable coefficient) of a regularity assumption. If fact we can give a
following example for the case of regular coefficient.
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Remark 12. In the case of regular coefficient κ and regular right hand side f it is known that,
given any  > 0 we can approximate the solution u by C1 finite elements defined on a sufficiently
fine triangulation with square H1-error smaller than 2
∫
Ω
f 2 so we can get the Assumption 11. In
fact, for the case of C1 (Hermite) finite element spaces defined on a triangulation we can relate
uD to the derivative value degrees of freedom while uN will correspond to the nodal values of the
function u.
Remark 13. In the case of regular coefficient, say κ = 1, with regular right hand side it is known
that the solution u is regular u ∈ H2(Ω). In this case, using standard regularity results we can
show that Assumption 11 holds with  = 0. We can construct uD and uN by solving a forth order
problem. In fact, consider
−div(κ∇(divκ∇uK,D)) = 0 in K,
∂ηuK,D = ∂ηu on ∂K,
uK,D = 0 on ∂K.
Define the global function uD by uD|K = uK,D. Note that uD ∈ H10 (Ω). Define also uN = u− uD.
We have
∂ηuN = 0 on ∂K
uN = u on ∂K.
Note also that uD + uN = u.
8. Approximation properties of the coarse space
We mention that, in the presence of high-contrast multiscale coefficient κ, if L is large enough
then λωiL+1 is contrast independent and in this case we refer to (11) as a contrast independent
weighted Poincare´ inequality. The basis function encode information of the behavior of solutions
due to the high-contrast in the multiscale coefficient and then allow us to compute using a coarse
grid size Hthat does not need to resolve all discontinuities of the coefficient κ. This is a main
motivation for the construction of the space presented above. For many recent developments using
these ideas we refer the interested reader to [26] and references there in. In this paper, in order
to focus in the convergence analysis, we work with the coarse space presented above. We also
note that, more involved and sophisticated coarse space can be constructed as in [26]. The ideas
developed in this paper also apply to variety of cases proposed in [26].
8.1. A coarse-scale interpolation operator
Given an integer L, and v ∈ V h(Ω), we define
IωiL v =
L∑
`=1
mωi(v, ψωi` )ψ
ωi
` . (19)
From Lemma 10 the following inequality holds for 1 ≤ s ≤ 2,∫
ωi
κ(v − IωiL v)2 ≤
1
(λωiL+1)
s
|||v − IωiL v|||2s,ωi ≤
1
(λωiL+1)
s
|||v|||2s,ωi (20)
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and, if ∂ηv = 0 on ∂ωi, we have∫
ωi
κ|∇(v − IωiL v)|2 ≤
1
(λωiL+1)
(s−1) |||v − IωiL v|||2s,ωi ≤
1
(λωiL+1)
(s−1) |||v|||2s,ωi . (21)
Recall that we assume that ∂ηv = 0 on ∂ωi, otherwise the term
∑∞
`=1
∫
∂ωi
∂ηvψ
ωi
` will come on
the right hand side. These last term is harder to bound.
Define the coarse interpolation IN by
INv =
Nc∑
i=1
Li∑
`=1
(∫
ωi
κvψωi`
)
χiψ
ωi
` =
Nc∑
i=1
(IωiLiuN)χi
where IωiLi is defined in (19). Note that we have
v − INv =
Nc∑
i=1
χi(v − IωiLiv).
This interpolation was analyzed in [14, 15] for high-contrast problems, there, it was used to
obtain a robust two level domain decomposition method and no approximation in energy norm
was needed. Later, in [22] an analysis to obtain approximation results in H1 norm was carried
out. The analysis was rather complex and difficult to extend to other applications. The analysis
we present in this paper simplifies that of [22]. Indeed and it is easier to extend and to combine
with different techniques to analyze different realizations of the GMsFEM methodology.
In order to avoid the assumption of square integrable residuals in the approximation result
as it is done in [22] (which implies assuming that the solution has zero flux across neighborhood
boundaries - see Remark 9) we introduce an additional interpolation operator into VD. Given LK
and v define
JKv =
LK∑
`=1
mK(v, φK` )φ
K
` .
and
JDv =
∑
K∈T H
JKv
where we extend JKLKv by zero outside the block Kj.
8.2. Interpolation approximation
We note that the analysis presented in this section is closely related to the analysis in [14, 15, 22].
In particular we simplify and the analysis presented in [22].
Lemma 14. Consider v ∈ H10 (Ω). We have the following weighted L2 approximation∫
K
κ(v − INv)2  1
λK,L+1
∑
yi∈K
||v − IωiLiv||2H1(ωi) (22)
20
where λK,L+1 = minyi∈K λ
ωi
Li+1
and therefore
∫
Ω
κ(v−I0v)2  1λL+1 ||v||2H1(Ω) where λL+1 = minK λK,L+1.
Proof. First we prove (22). Using that χi ≤ 1 we have∫
K
κ(v − I0v)2 
∑
yi∈K
∫
K
κ(χi(v − IωiLiv))2

∑
yi∈K
∫
ωi
κ(v − IωiLiv)2
and using (20) to estimate the last term above, we obtain the result.
We now present the result in the H1-norm. Here we are more explicit in the assumption than
in the analogous result in [22] where they assume that in each neighborhood the residual is square
integrable. See [22]. The proof is analogous to the one presented in [22] and we presented here for
completeness.
Lemma 15. Assume that f = div(κ∇u) ∈ L2(wK) and also assume that for each i, yi ∈ K we
have ∂ηu = 0 on ∂ωi. Then, the following energy approximation holds,∫
K
κ|∇u−∇INu|2  max
{
1
H2λ2K,L+1
,
1
λK,L+1
}
||f ||2L2(wK) (23)
where λK,L+1 = minyi∈K λ
ωi
Li+1
and ωK is defined in (3).
Proof. We note that
∑
yi∈K ∇χi = 0 in K, and then we can fix yj ∈ K and write ∇χj =
−∑yi∈K\{yj}∇χi. We obtain,
∇
∑
yi∈K
(v − IωiLiv)χi =
∑
yi∈K
∇χi(v − IωiLiv) +
∑
yi∈K
χi∇(v − IωiLiv)
=
∑
yi∈K\{yj}
(IωiLiv − I
ωj
Lj
v)∇χi +
∑
yi∈K
χi∇(v − IωiLiv)
which gives the following bound valid on K,
|∇
∑
yi∈K
(v − IωiLiv)χi|2 
1
H2
∑
yi∈K\{yj}
(IωiLiv − I
ωj
Lj
v)2 +
∑
yi∈K
|∇(v − IωiLiv)|2. (24)
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From (24) we get ∫
K
κ|∇(v − I0v)|2 
∫
K
κ|∇
∑
yi∈K
(v − IωiLiv)χi|2

∑
yi∈K
1
H2
∫
K
κ(IωiLiv − I
ωj
Lj
v)2 +
∑
yi∈K
∫
K
κ|∇(v − IωiLiv)|2. (25)
To bound the first term above we use (20) as follows,∫
K
κ(IωiLiv − I
ωj
Lj
v)2 
∫
ωi
κ(v − IωiLiv)2 +
∫
ωj
κ(v − IωiLiv)2
 1
(λωiL+1)
2
|||v − IωiLiv|||22,ωi +
1
(λ
ωj
L+1)
2
|||v − IωjLj v|||22,ωj
 1
(λK,L+1)2
∑
yi∈K
|||v − IωiLiv|||22,ωi . (26)
The second term in (25) is estimated using (21)∫
K
κ|∇(v − IωiLiv)|2 ≤
∫
ωi
κ|∇(v − IωiLiv)|2 
1
λωiL+1
|||v − IωiLiv|||22,ωi . (27)
By combining (26), (27) and (25) we obtain (23).
A similar lemma for the case of Dirichlet boundary conditions on K is presented next. This is
direct consequence of Lemma 7.
Lemma 16. Assume that f = div(κ∇u) ∈ L2(Ω) and also assume that for each K ∈ T H , we
have u = 0 on ∂K. Then, the following energy approximation holds,∫
K
κ|∇u−∇JDu|2  1
µKL+1
||f ||2L2(K).
The idea is to use the Assumption 11 and then to apply IN to uN and the other part, that
is uD will be approximated by a truncated expansion on VD. Under Assumption 11 and for the
solution u define the coarse interpolation I0 by
I0u =
Nc∑
i=1
Li∑
`=1
(∫
ωi
κuNψ
ωi
`
)
χiψ
ωi
` +
∑
K∈T H
LK∑
`=1
(∫
K
κuDφ
K
`
)
φK`
=
Nc∑
i=1
(IωiLiuN)χi +
∑
K∈T H
(JKuD) = INuN + JDuD. (28)
Recall that Li is the number of Newmann eigenfunctions considered in the neighborhood wi and
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LK is the number of Dirichlet eigenfunctions considered on the element K. We finally present our
main approximation result.
Theorem 17. Assume that |||u|||2,Ω < ∞ where u is the solution of (1) and that Assumption 11
holds, the following approximation for the energy interpolation error holds,∫
Ω
κ|∇u−∇I0u|2 
(
max
{
1
H2(λL+1)2
,
1
λL+1
}
+
1
µL+1
+ 2
)
|||κ−1/2f |||20 (29)
where λL+1 = minK λ
ωi
K,L+1 and µL+1 = minK µ
K
L+1.
Proof. By definition (28), our technical assumption and using the triangular inequality we have∫
Ω
κ|∇u−∇I0u|2 =
∫
Ω
κ|∇(u+ uN + uD − (uN + uD))−∇(INuN + JDuD)|2

∫
Ω
κ|∇(uN − INuN)|2 +
∫
Ω
κ|∇(uD − JDuD)|2 +
∫
Ω
κ|∇(u− uN − uD)|2.
(30)
Using Lemma 15 and noting that
⋃
K ⊂ ⋃wK we have for the firs term in (30)∫
Ω
κ|∇(uN − INuN)|2 =
∑
K∈T H
∫
K
κ|∇(uN − INuN)|2
≤
∑
wK
max
{
1
H2λ2K,L+1
,
1
λK,L+1
}
||k−1div(κ∇uN)||2L2(wK)
 max
K∈T H
{
max
{
1
H2λ2K,L+1
,
1
λK,L+1
}}∑
wK
||k−1div(κ∇uN)||2L2(wK)
 max
{
1
H2λ2L+1
,
1
λL+1
}
||k−1div(κ∇uN)||2L2(Ω) (31)
Now using Lemma 16 for the second term in (30) we get∫
Ω
κ|∇(uD − JDuD)|2 =
∑
K∈T H
∫
K
κ|∇(uD − JDuD)|2 
∑
K∈T H
1
µKL+1
||k−1div(κ∇uD)||2L2(K)
 max
K∈T H
{
1
µK,L+1
} ∑
K∈T H
||k−1div(κ∇uD)||2L2(K)
 1
µL+1
||k−1div(κ∇uD)||2L2(Ω) (32)
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using (17) we obtain the bounds for the third term in (30)∫
Ω
κ|∇(u− uN − uD)|2  2
∫
Ω
κ−1f 2 (33)
with (33) and using (18) in (31) and (32) we obtain (29) from (30).
With the tools we have at hand we can obtain the convergence of the GMsFEM method of Sec-
tion 6. Under Assumption 11, by combining the Cea’s lemma with our interpolation approximation
result (Lemma 17 ) and the estimates in Lemma 4 we obtain the following error estimates.
Theorem 18. Let u be the solution of problem (2) with f being square integrable and let uH the
solution of (16) using the coarse basis functions constructed in (15). Suppose Assumption 11 holds.
We have, ∫
Ω
κ|∇(u− uH)|2 
(
max
{
1
H2(λL+1)2
,
1
λL+1
}
+
1
µL+1
+ 2
)∫
Ω
κ−1f 2
where λL+1 is the minimum left-out eigenvalue and was introduced in Theorem 17
It is easy to see that if we map the local eigenvalue problem posed in ωi (of diameter H) to a
size one domain, then, the resulting eigenvalues scale with H−2. If we re-scale all the eigenvalue
problem to size one domains, we can then write the estimates in terms of eigenvalue problems
posed in one size domains. In this way it is clear the H dependence of our estimate. We have the
following result.
Corollary 19. Under the assumptions of Theorem 18 we have,∫
Ω
κ|∇(u− uH)|2  H2
∫
Ω
κ−1f 2,
where the hidden constant involves eigenvalues of re-scaled eigenvalue problems posed on the unit
square.
9. Numerical experiments
Our aim is to show that, when applying GMsFEM, including Dirichlet’s basis functions is nec-
essary in some cases. So let’s consider problem (1) on a square domain Ω subject to homogeneous
Dirichlet’s boundary conditions. Define a fine rectangular 512 × 512 mesh T h and a coarse rect-
angular 4 × 4 mesh T H . Coarse basis functions are associated to each nodal point of T H and
supported on it’s 4 adjacent rectangles. We apply the GMsFEM method to problem (1) with
homogeneous medium (κ ≡ 1) considering 2 different smooth sources.
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Experiment 1: Apply GMsFEM to problem (1) with source f1 being a smooth function
composed by product of polynomials and sines which correspond to the exact solution u1{
u1(x, y) = sin(pix)sin(piy)(−x+ 3y)
f1(x, y) = 2picos(pix)sin(piy)− 6pisin(pix)cos(piy) + 2pi2sin(pix)sin(piy)(−x+ 3y)
(34)
Experiment 2: Apply GMsFEM to problem (1) with source f2 being a linear combination of
sines that correspond to the exact solution u2 also constructed by the linear combination of the
R2 tonsorial product of functions {sin(4kpi)}k=1,2{
u2(x, y) =
∑2
k,l=1 ck,l sin(4kpi)sin(4lpi)
f2(x, y) =
∑2
k,l=1 16(k + l) ck,l sin(4kpi)sin(4lpi)
(35)
with cij = 1/(i+ 2(j − 1)) decreasing as i and j grow.
We vary the number of Newman function NN = 1 · · · 40 while fixing the number of Dirichlet
function by element (ND = 0 · · · 20 in Experiment 1 and ND = 0 · · · 3 in Experiment 2), . The
errors in the energy norm are presented in Figure 1 while in Figures 2 and 3 we can see the evo-
lution of solution u1 and u2 respectively.
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Figure 1: Log-Log plots of errors in the energy norm vs. first eigenvalue out of the expansion after applying
GMsFEM to Examples 1 and 2. (Left) source term and exact solution in (34). (Right) source term and exact
solution in (35). Each color correspond to a fixed ND = {0, 5, 10, 15, 20} and (ND = {0, 1, 2, 3} (right)) and each
circle correspond to NN = {1, 5, 10, ..., 40}.
In the first example, including Dirichlet functions doesn’t have much impact in the approxima-
tion, the error in the energy norm decreases faster by including more Newmann functions. While
in the second example by including Dirichlet functions the energy norm decreases faster than by
including Newman functions as we can see in Figure 1
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Figure 2: Level plots of 3 approximations of exact solution u1 in (34). (Up-Left 2-NN , 2-ND), (Up-Right 3-NN ,
3-ND) and (Down-Left 4-NN , 4-ND) evolving to exact solution (Down-Right).
Now let us consider two different heterogeneous fields. The first is shown is composed by 3
chanels of high permeability in 64 × 64 fictitious geological mesh shown in Figure 4. The second
heterogeneous medium to be consider will be the last 64× 64 block of the geological permeability
SPE10 porous medium taken from [32] (see Figure 5). This is a widely used heterogeneous porous
medium for simulations (see for example [33])
Next we perform two numerical experiments to evaluate the performance of including Dirichlet
basis when heterogeneity of the medium is present.
Experiment 3: Let us consider a source taking alternating values 1 and −1 on the 4×4 coarse
mesh T H of Ω
f3(x, y) =
{
1 if (x, y) ∈ K2j
−1 if (x, y) ∈ K2j−1
(36)
with Kj ∈ T H and j ∈ {1, .., 16}. The coarse mesh basis are computed on the fine 512× 512 mesh
T h and approximated reference solution is computed in a 1024× 1024 finner mesh using classical
finite element Q1. As we did in Examples 1 and 2 we fix the number of Dirichlet coarse basis in
the expansion ND from 1 to 20 and vary the number of Newmann coarse basis NN from 1 to 40.
We use the 3-channels heterogeneous medium shown in Figure 4
Experiment 4: Exactly the same parameters in Experiment 3 except for the medium which
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Figure 3: Level plots of 3 approximations of exact solution u2 in (35). (Up-Left 1-NN , 0-ND), (Up-Right 2-NN ,
0-ND) and (Down-Left 3-NN , 0-ND) evolving to exact solution (Down-Right).
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Figure 4: Heterogenous high permeability 3-channels medium in a 64× 64 mesh.
will be taken from SPE10 as previously described and shown in Figure 5.
Both for Experiment 3 and 4 the approximated solution benefits from including Dirichlet basis
in the expansion.
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Figure 5: A 2D layer of the SPE10 2D porous medium sample from [32].
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Figure 6: Log-Log plots of errors in the energy norm Vs. first eigenvalue out of the expansion after applying
GMsFEM to Experiments 3 and 4 using source term in (36).(Left) Heterogenous 3 − chanels medium (Figure 4).
(Right) heterogeneous SPE10 medium (Figure 5). Each color correspond to a fixed ND = {0, 5, 10, 15, 20} and
each circle correspond to NN = {1, 5, 10, ..., 40}.
10. Discussions and final comments
In this paper, we obtained error estimates for GMsFEM approximation of high-contrast multi-
scale problems. This construction uses local Neumann eigenvectors on neighborhoods and Dirichlet
eigenvectors on elements to construct finite element basis function. The analysis is based on eigen-
function expansions and the norms used for the error estimates measure the decay of the expansion
of the solution in terms of local eigenfunctions. The norms in the interpolation error estimates
can be bounded by the L2 norm of a rescaling of the forcing term. For the analysis we assume
that the solution can be approximated by a sum of two functions, one with zero flux across coarse
blocks boundaries, and the other with zero value on coarse blocks boundaries. This assumption
is easily verified for classical regular problems. The introduction of this assumption allowed us to
extend and simplify the convergence analysis presented in [22]. The error estimates derived here
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Figure 7: Level plots of 3 approximations of solution of Experiment 3 (Up-Left 1-NN , 0-ND), (Up-Right 5-NN ,
0-ND) and (Down-Left 10-NN , 0-ND) evolving to reference solution (Down-Right) computed in a finner mesh
1024× 1024.
Figure 8: Level plots of 3 approximations of solution of Experiment 4. (Up-Left 40-NN , 0-ND), (Up-Right 10-NN ,
5-ND) and (Down-Left 40-NN , 20-ND) evolving to reference solution (Down-Right) computed in a finner mesh
1024× 1024.
29
can be applied to several situations that are under current research. For instance, it is possible to
obtain error estimates for general bilinear forms using the analysis presented here combined with
the construction of coarse spaces in [34].
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Notation
In general we use the letters µ and φ to refer to Dirichlet eigenvalues and eigenvectors; and
we use letters λ and ψ to refer to Newmann eigenvalues and eigenvectors. Letter Φ is reserved to
generalized basis.
Table 1: Table of Notation
Ω pag.4 Definition domain of the elliptic problem
H1(Ω) pag.9 Sobolev space of functions with continuous first deriva-
tives on Ω
H10 (Ω) pag.4 Sobolev space of functions with continuous first deriva-
tives on Ω and vanishing on ∂Ω
wi pag.5 Neighborhood of the node yi of a triangulation.
wK pag.5 Union of all neighborhood containing the element K
µKl pag.10 l−th Dirichlet eigenvalue of the local eigenvalue problem
on K
φKl pag.10 l−thDirichlet eigenfunction of the local eigenvalue prob-
lem on K.
λwil pag.12 l− th Newmann eigenvalue of the local eigenvalue prob-
lem on wi.
ψwil pag.12 l − th Newmann eigenfunction of the local eigenvalue
problem on wi.
Φi pag.12 Generalased basis function associated to the neighbor-
hood wi
A pag.7 Elliptic operator on Ω.
AK pag.11 Elliptic operator on the coarse block K.
Awi pag.13 elliptic operator defined on the neighborhood wi.
JL pag.9 Dirichlet projection operator truncated at L.
J KL pag.13 Dirichlet projection operator on element K truncated at
L.
IωiL pag.18 Newmann projection operator in on neighborhood ωi
truncated at L.
IN pag.19 Generalized basis coarse interpolation operator
JD pag.19 Dirichlet basis coarse interpolation operator
V˜ (ωi) pag.12 Space of functions in H
1(wi) which are zero on ∂wi∩∂Ω.
|||v|||s;D pag.6 Norms based on the eigenvalue expansion decay on an
set D.
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