Abstract. In this paper, we study the existence and multiplicity results of nontrivial positive solutions to a quasilinear elliptic equation in R N , when N ≥ 2, as
Introduction
In 1996, Alama and Tarantello [1] investigated an elliptic problem, when N ≥ 3, as
on a bounded, smooth domain Ω, subject to u = 0 on ∂Ω, for h(x), k(x) > 0, 2 < r < q and a constant λ ∈ R, where the existence and multiplicity results of solutions to (1.1) are discussed
2 * (2 * −2)(q−r) dx < ∞. Notice that the latter condition is weaker than the former condition when r < 2 * and Ω k 2 * 2 * −r (x)dx < ∞. It seems to the author that Chabrowski [5] is the first person who studied a similar problem to (1.1) in R N , with −∆ p u = − div |∇u| p−2 ∇u and p < r < q < p * , as 2) where the existence result of solutions to (1.2) is discussed assuming that R N h r r−q (x)dx < ∞; some time later, Pucci and Rȃdulescu [10, 12] extended the above work of Chabrowski, and first studied the existence and multiplicity results of solutions to (1.2) under the same assumption. Quite recently, Autuori and Pucci [2, 3] , Pucci and Zhang [11] , and Rȃdulescu et al. [13] further studied an extension of (1.2) in R N , for p < r < min{p * , q}, as
with w(x) ≃ 1 (1+|x|) p > 0 1 and p < N , where the existence and multiplicity results of solutions to (1.3) are shown using either the conditions in [1] or R N k q−1 (x) h r−1 (x) p * (p * −1)(q−r) dx < ∞. Again, the latter is weaker than R N k q (x) h r (x) 1 q−r dx < ∞ if r < p * and R N k p * p * −r (x)dx < ∞. In this paper, for N ≥ 2, we study the existence of nontrivial solutions to − ∆ p u + u p−1 = λk(x)u r−1 − h(x)u q−1 , u ≥ 0 (1.4) in R N , where 1 < p < q < ∞, p < r < min{p * , q} with p * = N p N −p if p < N while p < r < q if p ≥ N , h(x), k(x) > 0 are Lebesgue measurable functions, and λ > 0 is a constant.
Our primary assumptions are as follows.
. when 1 < p < N and p < r < s ≤ p * or when N ≤ p < ∞ and p < r < s < ∞,
(s−p)(q−r) ; (3-b). when 1 < p < N and p < r < s ≤ p * or when N ≤ p < ∞ and p < r < s < ∞,
γ q−r dx < ∞ for some 0 ≤ t < p and γ ∈ 1,
It is worthwhile to remark our hypotheses have all the known conditions regarding the integrability of the ratio function k µ (x)/h ν (x) as special cases; for instance, β = r q−r or t = 0 yields
N (see Propositions 2.1 and 2.2 below). In addition, if β = 0 in (2-b), then one has assumption (5) covered expect for σ = ∞, but condition (5) is crucial in proving the existence of a second positive solution to (1.4); so, it is better to keep it separately. On the other hand, one can verify that the extremal cases in (2-b) where β = 0 and β = r q−r altogether lead to certain cases in assumption (4) for appropriate indices as observed earlier; for example, the condition R (2) and (4), there is a λ 1 ≥ 0 such that equation (1.4) has at least a positive solution in E for every λ > λ 1 . Besides, when our Standing Assumption (5) is also true, then λ 1 > 0 and equation (1.4) has at least a positive solution in E if and only if λ ≥ λ 1 (except for t = p); moreover, there is a λ 2 (≥ λ 1 ) such that equation (1.4) has at least two positive solutions in E for every λ > λ 2 .
Proof of Theorem 1.1
In this section, we seek nontrivial positive solutions to (1.4) in E through identifying the critical points of the associated energy functional J λ : E → R, defined by
The first task here is to provide some compact embedding results of
p * −r , ∞ in the former case and α ∈ (1, ∞] in the latter case, while R N k
and z = s−r s+β(s−q) for an arbitrarily chosen s ∈ [p, r), and notice x + y + z = 1. Now, set r 1 = x −1 , r 2 = y −1 and r 3 = z −1 to observe N is continuous. Now, let {u l : l ≥ 1} be a sequence of functions in E , with u l ⇀ 0 when l → ∞ and u l E uniformly bounded. It follows that
Here, and hereafter, B R denotes the ball of radius R in R N that is centered at the origin and
For the integral over B R , our (local) hypotheses lead to
Hence, for a subsequence relabeled with the same index l, one proves
Proof. The proof is almost identical to that of Proposition 2.1, and the only difference lies in the verification of x, y, z > 0. To see x > 0 or z > 0, one has β < s q−s and to see y > 0, one has β < r q−r , so that β < r q−r since s > r. Again, taking y = 0 yields β = r q−r . Finally, for β = 0, or equivalently for x = 0, we work in the space W 1,p R N and have
which is simply a special case of Proposition 4.2 in [6] and Theorem 4.6 in [8] .
Next, we make elementary observations for all solutions to equation (1.4).
while under the Standing Assumption (4), each solution
Here, ρ, ̺ > 0 and C hk , C ′ hk > 0 are absolute constants, independent of λ, u. Proof. First, one notices each solution u λ to (1.4) (not necessarily positive) satisfies 
So, (2.3) is verified by virtue of (2.6) if
For our assumption (4), rewrite (2.5) by switching R N h |u λ | q dx to the righthand side, and
for C(q, r, t) > 0; thus, (2.4) is a direct consequence of (2.7) with ̺ = q−t q−r > 0. Proof. The ideas follow from [9, Lemma 3.2]; so, we only stress the differences.
For our assumption (3), similar to (2.
For our assumption (4), when 0 ≤ t < p, similar to (2.7), one has
for suitable constants C(q, r, t, λ), C hk (q, r, t, λ), C hkλ > 0, which further implies
so that (2.8) holds after λ ρ C hk being replaced by C hkλ . On the other hand, when t = p in our assumption (4), one has λ r B c
for a sufficiently large R > 0 and some ε with 0 < ε < 1 2p , while
follows from the analysis of Lemma 2.
constant C hkλ > 0, so that we have (2.8), with C hkλ replacing λ ρ C hk , via (2.9) and (2.10) (and the latter is derived through the subsequent estimates (2.11) and (2.12)).
Here, C hk , C hkλ , C hkλ > 0 are absolute constants, independent of u.
As a matter of fact, when t = p in our assumption (4), given M, δ > 0, set
provided M is sufficiently large and δ is sufficiently small. Next, for eacht with 0 ≤t < p and some suitable constants C Mδ (q, r, t, λ), C hkλ > 0, one instead derives that
(2.12)
Since J λ is coercive and E is reflexive (see [2, Proposition A.11]), each sequence {u l : l ≥ 1} in E with J λ (u l ) bounded has a subsequence, using again {u l : l ≥ 1}, such that u l ⇀ u ∈ E . The compact embedding E ֒→ L 
then,λ > 0. In fact, if not, then there is a sequence {u l :
Denote by λ * the supermum of λ such that (1.4) has no nontrivial positive solution for each µ < λ, and denote by λ * * the infimum of λ such that (1.4) has at least one nontrivial positive solution at λ. Then, we have 0 ≤ λ * = λ * * ≤λ. Actually, for each λ >λ,
follows, with some v λ ∈ E , through homogeneity, which can be rewritten as
This, together with Lemma 2.4, leads to J λ (u λ ) = inf (1)- (3) or (1)- (2) By definition, λ 1 = λ * * ; so, one finds a µ ∈ [λ 1 , λ) at which (1.4) has a nontrivial solution u µ ≥ 0 in E that is a subsolution to (1.4) at λ. Consider the constrained minimizing problem inf
Since M is closed and convex, it is weakly closed in
, which further leads to
As u µ is a subsolution to (1.4) at λ and ϕ ε ≥ 0, one has J
as ε → 0 + , seeing 0 < ϕ ε ≤ ε |ϕ| on Ω ε . This combined with (2.15) yields
Proposition 2.5 obviously provides the proof to the first assertion of Theorem 1.1, and below we shall discuss the second twofold assertion of Theorem 1.1. Lemma 2.6. Under the Standing Assumption (5), there exists an absolute constant C k > 0 such that each nontrivial solution u λ ∈ E to equation (1.4) satisfies
Besides, when the Standing Assumption (3) or (4) also holds, then there is another absolute constant C hk > 0 such that λ 1 ≥ C hk > 0.
Proof. First, when our assumption (5) is true, one observes Proof. Recall λ 1 > 0 has been proven. So, we only need to show (1.4) has a nontrivial positive solution at λ 1 . Assume {λ(l) > λ 1 : l ≥ 1} decrease to λ 1 , with u λ(l) ≥ 0 : l ≥ 1 an associated sequence of nontrivial solutions to (1.4), which is bounded in E by Lemma 2.3.
Actually, (2.3) provides the boundedness of u λ(l) ≥ 0 : l ≥ 1 in E immediately while (2.4) implies that of u λ(l) ≥ 0 : l ≥ 1 in W 1,p R N for 0 ≤ t < p in (4); rewrite (2.5) by switching only one half of R N h |u λ | q dx to the righthand side (but keeping the other half) and reuse the analysis of (2.7) to observe the boundedness of
follows when l → ∞, from which, together with [7, Lemma 3.2], one concludes u λ(l) → ω in E . This particularly implies ∇u λ(l) → ∇ω a.e. on R N , so that we also have
Recall ω ≥ 0. Upon letting l → ∞ on both sides of (2.18), for all v ∈ E , we have , if it exists, should satisfyũ λ ≤ u λ with J λ (u λ ) < 0. Furthermore, it is easily seen from (2.17) that J λ (h(z)) > 0 for H = h ∈ C [0, 1]; E : h(0) = 0, h(1) = u λ . As a result, we find a subsequence {ũ l : l ≥ 1}, using the same notation, such thatũ l ⇀ ξ in E andũ l → ξ in L r k R N for some function ξ ∈ E withũ l → ξ a.e. on R N . The same discussion as done ahead of (2.20) then leads toũ l → ξ in E . In particular, we have J ′ λ (ξ)v = 0 for all v ∈ E ; upon using v = ξ − ∈ E as a test function, one realizes ξ − ≡ 0 and ξ ≥ 0. As a consequence,ũ λ := ξ ≥ 0 is another nontrivial positive solution to equation (1.4) in E that is different from u λ , since J λ (ũ λ ) = c > 0.
