This paper investigates the sensitivity of higher-order co-moments for different return measurement intervals. The levels of systematic skewness and kurtosis are found to be significantly influenced by the length of return interval. An asset preferred because of its positive co-skewness and low co-kurtosis when measured in one particular interval may have negative co-skewness or high co-kurtosis for another interval. We find the intervaling effect varies according to the level of price adjustment delay as proxied by market capitalization and illiquidity. Findings persist for intervals of up to twelve months, and are consistent during both volatile and stable periods.
Introduction
An extensive literature has provided evidence that systematic skewness and systematic kurtosis 1 further characterize the risk of an individual security relative to the market, thus supplementing the capital asset pricing model (CAPM) (see, for example, Hung et al., 2014; Kostakis et al., 2012; Kraus and Litzenberger, 1976) . These higher-order co-moments have been widely applied to security pricing (Conrad et al., 2013; Kostakis et al., 2012) , and optimal portfolio allocation (Jondeau and Rockinger, 2012; Martellini and Ziemann, 2010) . Among current empirical studies, however, minimal consideration is given to the appropriate return interval for the calculation of higher-order moment parameters. In this paper, we find that the return interval plays a central role in the estimation of higher-order co-moments and is also significantly related to the delay of securities in adjusting prices to market wide information.
A long line of research considers the effect of the investment interval on the estimation of financial parameters, often referred to as the intervaling effect. 2 Primarily, the systematic risk (beta or β ) of an asset or a portfolio changes as the interval alters, when the single-factor model or Sharpe-Lintner CAPM is applied (Gilbert et al., 2014; Perron et al., 2013; Gençay et al., 2005; Handa et al., 1989; Hawawini, 1980b; Cohen et al., 1980; Levhari and Levy, 1977) . A considerable body of work has also yielded similar intervaling effects, for example, in examining common risk factors when the Fama-French three-factor model is considered (Kamara et al., 2015; Brennan and Zhang, 2013) , in utilizing the GARCH-M framework through the use of the conditional CAPM (Brailsford and Faff, 1997) , and in inspecting the multi-index return generating process underlying the Arbitrage Pricing Theory (Parhizgari et al., 1993) .
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Nonetheless, there is little, if any, literature that has considered the impact of the return interval on higher-order co-moments. 3 For example, Table 1 describes 24 papers which are published in top peer-reviewed journals covering our sample period. Monthly or daily returns are widely used and without further explanation. We contribute to the literature by considering the intervaling effect on systematic skewness (denoted as co-skewness, gamma or γ) and systematic kurtosis (denoted as co-kurtosis, delta or δ ). This is of particular relevance for empirical estimation of higher-order parameters. First, the skewness and kurtosis of financial asset returns have long been shown to display significant variation as a function of the measurement return interval (Hawawini, 1980a; Smith, 1978; Francis, 1975; Fogler and Radcliffe, 1974) . 4 Gamma and delta measure the contribution of skewness and kurtosis of the market portfolio to asset returns, respectively. Second, recent literature suggests that most common risk factors, such as the well-known Fama-French factors, are interval dependent (Kamara et al., 2015; Brennan and Zhang, 2013) . These risk factors have been found to act as proxies for the higher-order pricing factors, (Nguyen and Puri, 2009; Chung and Schill, 2006) , suggesting that the intervaling effect should carry through to higher-order co-moments.
In this paper, we find that systematic skewness and kurtosis are highly sensitive to the length of the return interval. Significant differences between estimated gammas and deltas across distinct sampling intervals are detailed. The intervaling effect on gamma is approximately ten times stronger than that found for delta. Moreover, we find that the parameter sign associated with gamma differs from interval to interval. This finding is consistent with previous empirical evidence on the changing signs of financial returns' skewness, when different sampling intervals are considered (Lau and Wingender, 1989; Hawawini, 1980a) .
The existing literature attributes the intervaling effect to frictions in the trading process, such as price delay (Kamara et al., 2015; Corhay, 1992; Handa et al., 1989; Cohen et al., 1983b) . Moreover, the effect has been linked to the frequency of trading on a structural level (Dimson and Marsh, 1983; Dimson, 1979; Scholes and Williams, 1977) . Different delays in the adjustment of securities' prices to a change in market wide information induce serial cross-correlation between security returns and market returns. The parameter estimation for higher-order co-moments may be biased due to four underlying aspects. First, there is serial correlation in individual securities' returns. Second, serial correlation also exists in market returns. Third, the relative levels of the two serial correlations may be different. Finally, the level of serial correlation may alter for different sampling intervals. In general, the greater the expected trading delay of a security relative to the (equal or value-) weighted average trading delay in the market index, the greater the sensitivity of co-moments to the measurement interval.
To investigate this for the higher co-moments, we first explore the term structure of estimated gammas and deltas across different intervals, by forming portfolios based on firms' market capitalizations. The speed of pricing adjustment for larger firms is greater than that for small counterparts (Theobald and Yallup, 2004) . 5 We find that for all securities whose firm sizes are greater (less) than the market average, the magnitude of the intervaling effect on co-moments are positively (inversely) related to their market capitalization. Moreover, the estimated deltas of securities for relatively smaller firms are found to shrink as return intervals shorten, while the securities of larger companies display generally increasing deltas. Our results are robust to the methods used to construct the market index. Further, the intervaling effect on co-moments computed from using equal-weighted market index is stronger than that using a similarly constructed value-weighted index.
Studies document that the intervaling effect, as a consequence of delays in the trading process, may also be linked to liquidity. For example, Kamara et al. (2015) and Brennan and Zhang (2013) find that less liquid securities have greater adjustment delays than frequently traded securities. Using Amihud's (2002) illiquiditysorted portfolios, our results suggest that for all security with greater (less)-thanaverage liquidity relative to the market portfolio, the magnitude of the intervaling effect on their co-moments are increasing (decreasing) with the level of liquidity. We also test the robustness of our results to several possible concerns. Previous studies test the intervaling effect using longer intervals (Perron et al., 2013; Handa et al., 1989) , using data from different subperiods, or using securities selected on the basis of their continuous presence during the whole period (Corhay, 1992) . We find our results are robust in all these situations. We also reveal that the intervaling effect on higher-order co-moments exists during both low-risk and high-risk periods.
Our findings for the impact of the sampling interval on co-moments is important for both portfolio selection and asset pricing. Risk-averse investors prefer stocks with lower betas and deltas (Hung et al., 2014; Kostakis et al., 2012; Dittmar, 2002) . We show that an asset which has smaller than average betas and deltas using a particular sampling interval may have larger than average estimates when measured using another interval. Moreover, investors' preference for positive skewness typically leads to a desire for positive and higher gammas, which represent higher probabilities of extreme positive returns in the security relative to market returns. Our findings suggest that an asset which is selected for a portfolio based on its positive gamma using one measurement interval may have negative gamma when using another interval, with resultant implications for asset and portfolio selection. Furthermore, since systematic skewness and kurtosis are interval dependent, the measured risk premia of these moment-related risk factors in the higher-order moment capital asset pricing model and their explanatory power may also be sensitive to the measurement interval.
The remainder of this paper is organized as follows. Section 2 describes the methodology applied to derive the co-moments and measures to capture the magnitude of the intervaling effect. Section 3 introduces data for each test and portfolio formation. Section 4 details the main empirical results and describes some robustness checks. Concluding comments are given in Section 5. The Sharpe-Lintner CAPM is strongly reliant on a variety of assumptions. Among them, the normality of returns is often argued as the crucial assumption. However, the returns of an asset or a portfolio tend to have negative skewness and their tails are often fatter than those implied by a normal distribution. Thus, moments of returns higher than variance are central to maximizing investors' expected utility. Progressively, Rubinstein (1973) and Kraus and Litzenberger (1976) extend the static CAPM to nonlinear forms of the risk-return trade-off by considering systematic skewness. Building on this, Fang and Lai (1997) and Dittmar (2002) suggest a four-moment capital asset pricing model by including co-kurtosis.
As a starting point, we will also follow Kraus and Litzenberger (1976) theoretical framework. GivenW as the end of period wealth, an investor's expected utility (E[U(W )]) can be expressed by using a Taylor series expansion to the n th order around mean wealth (W ), approximated as:
where U (n) W is the n th derivative of the utility U(W ) evaluated at the mean of the investors terminal wealth. Thus, the expected return of asset i in excess of the risk-free rate R f is equal to the weighted sum of co-moments, with the weights reflecting measures of an investor's risk aversion:
where R i is the return on risky asset i. C in (R i ,W ) stands for the n th co-moment of risky asset i with the investor's wealth portfolio, defining the contribution of a marginal increase in the holdings of the security to the corresponding central moments of the investor's future wealth.
In this paper, we consider the first four central moments and adjust them to different sampling interval lengths. At the aggregate market level, the standard deviation, skewness, and kurtosis of the market portfolio M measured by an Lday interval are given by σ M,L , S M,L , and K M,L , shown below
where R M,L is the L-day return on the market portfolio and R M,L is the mean value during the sample period. β iM,L , γ iM,L , and δ iM,L are measures of systematic variance, skewness and kurtosis of the risky asset i with respect to the market portfolio M and are given by
The excess return on the i th asset is 6
where the coefficients λ β , λ γ , and λ δ are the risk premia (factor exposures). Equation 5 is referred to as the four-moment pricing model (hereafter 4M-CAPM) in this paper. 6 The existing literature expands the investor's expected utility of end-of-period wealth to higher moments by using Taylor series expressions. Then, the Lagrangian approach is used to maximize the investor's expected utility of end of period wealth, subject to a budget constraint. Finally, the higher-order risk-return equilibrium conditions are formed. In our study, we follow the same theoretical framework. We assume that the investor's expected utility is the same for a given wealth level measured using different sampling intervals.
A Correction to Beta, Gamma and Delta Estimates
We estimate individual betas, gammas and deltas based on the definitions provided in Equation 4 using non-overlapping logarithmic returns measured across different intervals. At this stage, a correction approach for co-moment estimation is applied to deal with seasonality. 7 Since a return for a specific interval length is measured as the difference between the first and last logarithm of prices (
, price moves between these two days (e.g. P i(t−1) , · · · , P i(t−L+1) ) are wiped out. Hence, a large number of substantial price moves that could have significant impact on the estimates will be ignored, if we use return intervals with longer lengths.
The correction consists in computing each parameter (beta, gamma or delta) in Equation 4 a total of L times for an interval of length L, and then calculating an average estimate. Such a procedure allows us to avoid bias in estimating parameters. Thus, the equations become:
All co-moments are first computed for returns of interval length L using the complete series of daily returns. Then, the first daily return is deleted, the returns of interval length L are recalculated with the remaining observations and beta, gamma and delta are computed again and so forth until repeated L times. 7 This method is first suggested by Corhay (1992) . Corhay indicates that the estimated betas and their speed of convergence to the asymptotic value depend on which day the differencing interval starts. He demonstrates that betas estimated using Monday to Monday weekly returns are always larger than those estimated using Friday to Friday weekly returns, due to seasonality. Recent studies such as Hong and Satchell (2014) also suggest that a correction of beta is necessary to better discern the convergence of the beta coefficient, if additive returns are used.
Ordinary Least Squares Coefficients
In the section above, we develop a methodology to calculate higher order moment parameters using individual moment characteristics. However, a portion of empirical tests on the intervaling effect rely on estimates of Ordinary Least Squares (OLS) regressions, instead of using the mathematical definition shown in Equation 4. The literature attempts to represent the higher moments through a simple polynomial functional relation between the returns of an asset or a portfolio and the market index (e.g. Lambert and Hübner, 2013; Doan et al., 2014; Kostakis et al., 2012) , given by 8 :
Many studies directly use the three coefficients, φ 1,t , φ 2,t and φ 3,t in Equation 7, as proxies for the betas, gammas and deltas respectively. However, although this cubic market model is consistent with the 4M-CAPM, the estimated coefficients of the OLS regression for Equation 7 are inherently different from those corresponding systematic measures. If the asset returns conform to Equation 7, the systematic risk measures of the 4M-CAPM, β iM,L , γ iM,L , and δ iM,L respectively,
For robustness, we further apply the regression approach over the different intervals. We refer to the beta, gamma and delta estimated by this approach as OLS estimated beta, gamma and delta. The OLS regression and linear combination calculations will also be repeated L times for a sampling interval of length L to remove any effect of seasonality.
Sensitivity to the Measurement Interval
The extant literature considering the intervaling effect has not specified a test to measure the strength of the intervaling effect. The one-way analysis of variance (ANOVA1) is the most commonly used approach. However, tests of significance for ANOVA1 are known to be valid only if the observations are assumed to be normally distributed or have equal variances. Both of these assumptions may be violated in studies related to the intervaling effect.
Therefore, we augment the use of ANOVA1, with a series of parametric and non-parametric tests. First, rather than testing the betas, gammas and deltas directly, we will explore the performance of ratios of estimates. For example, Ratio
is the ratio between 1-day gamma and monthly gamma of the same 9 Hung (2008) and Rubinstein et al. (2006) both document the mathematical proof of Equation 8 and show that the cubic market model is consistent with the four-moment asset pricing model. firm. 10, 11 Using this framework, if there is no intervaling effect, all ratios are equivalent (equal to 1), while the alternative hypothesis is that at least one group of ratios is significantly different from 1.
Second, we use the parametric ANOVA1, the Kruskal-Wallis non-parametric ANOVA1 test, the Wilcoxon-Mann-Whitney rank-sum test, and the Wilcoxon signed-rank test to test the magnitudes of the betas, gammas and deltas. We determine whether there are significant variations across different sampling intervals. Furthermore, we use a sign variation test to check if the signs of gamma also change. We retain the ANOVA1 test due to its wide application in previous literature, but a Bartlett's test for equal variances is also considered. 12 Therefore, if the equality of variance is significantly rejected, we will focus on the non-parametric tests mentioned above to validate findings.
Third, to quantify the magnitude of the intervaling effect, we define an intuitive variable, referred to as SAD, as the sum of the absolute differences between other interval estimates and monthly estimates:
where β iM,n , γ iM,n and δ iM,n are the corrected beta, gamma and delta measured by n − day interval and L m stands for the length of a business month. The SAD quantitatively captures the aggregate tendency of all estimates of beta, gamma and delta to vary from that measured at a monthly interval. If there is no intervaling effect, the SAD should be zero.
Test Hypotheses
The empirical tests proceed as follows. First, we examine the overall intervaling effect on individual betas, gammas and deltas, regardless of firm characteristics. Second, we sort individual firms into portfolios according to their market capitalization and liquidity, as proxies of price delay, and explore the sensitivities of portfolio mean beta, gamma and delta to the measurement interval.
We test the following hypotheses on examining the intervaling effect, especially on co-skewness and co-kurtosis.
Hypothesis 1a. The magnitudes of estimated beta, gammas and deltas are invariant to the length of the sampling interval used to compute returns.
This can be formulated as:
where L is the length of one specific interval and L m stands for the length of a business month (assumed to be 20 business days in this paper). Alternatively, with SADs calculated using individual betas, gammas and deltas, we can also test this hypothesis by assuming a null of
Hypothesis 1b. The signs of estimated gammas are invariant to the length of the sampling interval used to compute returns.
Specifically, the literature suggests that the sign of skewness will also change due to different sampling intervals used (Lau and Wingender, 1989; Hawawini, 1980b) . Building on this, we test whether the sign of systematic co-skewness changes from one interval to another. For two gammas with opposite signs, the resultant ratio will be negative. Thus, the hypothesis regarding the sign of gamma can also be formulated as:
Furthermore, we test whether the intervaling effect is more prevalent among stocks with distinct characteristics. In particular, larger or more liquid firms have relatively less price delay in adjusting to market information (Kamara et al., 2015; Theobald and Yallup, 2004; Corhay, 1992) . We then describe our null hypotheses as:
Hypothesis 2. The magnitude of the intervaling effect on beta, gamma and delta is invariant to the security's price delay (using market capitalization and Amihud illiquidity as proxies).
Therefore, for any two firms X and Y with different levels of market capitalization or liquidity (or illiquidity), the null hypothesis is:
where SAD β ,X , SAD γ,X and SAD γ,Y correspond to the sum of absolute differences of systematic variance, skewness and kurtosis for Firm X and Y, respectively. A non-zero SAD corresponds to an intervaling effect.
Data and Portfolios

The Sample
To examine the intervaling effect on systematic skewness and kurtosis, we use stocks listed on the Center for Research in Security Prices (CRSP) daily tape with share codes 10 or 11 for the period 01/02/1990 to 12/31/2013 13 . Alongside prices, the total market capitalization and trading volumes of outstanding shares are also collected. Non-overlapping logarithmic returns are calculated for nine sampling intervals: 1, 2, 3, 4, 5, 10, 20, 65 and 125 business days. These intervals encompass the majority of regular measurement intervals used both in practice and in the literature: daily, weekly, monthly, quarterly, and semi-annually.
To test Hypothesis 1a and 1b, we have nine samples corresponding to the nine sampling intervals. For all intervals, we use value-weighted returns as the market index. 14 The risk free rate is the (compounded) three-month T-bill rate, and we will scale the rate for each sampling interval. 15 To ensure a sufficient number of observations for each interval, we drop those stocks with less than five years of daily returns (at least ten observations for all individual stocks measured using the 125-day interval). This results in a total of 8088 securities in our sample.
Price-delay Sorted Portfolios
The existing literature has documented that prices adjust following the arrival of information, and that adjustment delays are inversely related to the size and trading liquidity of firms (Lin et al., 2014; Hou and Moskowitz, 2005) . Larger and more liquid firms have less delay in pricing adjustment to market information. For this reason, we sort all stocks into 20 equally sized portfolios by market capitalizations (MC portfolios) and Amihud (2002) illiquidity ratios (AR portfolios), respectively. The Amihud ratio is one of the most widely used illiquidity proxies in recent literature. 16 It is expected to be positively related to the delay in price adjustment. In other words, the intervaling effect is expected to be more evident in more illiquid stocks.
Our set-up for portfolios to test Hypothesis 2 is similar to those in Perron et al. (2013) and Handa et al. (1989) . For size sorted portfolios, we reassign securities on an annual base into 20 portfolios according to their average market capitalization ranks. 17 The first, MC1, contains the smallest 5% of firms and the last, MC20, contains the largest 5%. For each MC portfolio, we estimate all individual betas, gammas and deltas using each stock's one-year returns and re-estimate them each year from 1990 to 2013. Then we calculate value or equalweighted co-moments as the estimates for each portfolio. To ensure an adequate number of observations when using one year of data, we consider the first seven sampling intervals: 1, 2, 3, 4, 5, 10, and 20 days. 18 The Amihud illiquidity measure captures the daily price response associated with one dollar of trading volume:
The average is only calculated over positive-volume days. Thus, for Amihudratio sorted portfolios, the first, AR1, contains the smallest 5% Amihud ratios (highest liquidity) of the firms and the last, AR20, contains the largest 5% (lowest liquidity). We also calculate the annual means of Amihud ratios and reassign AR portfolios each year from 1990 to 2013.
Normality Tests and Summary Statistics
To get an idea of the statistical properties of the data under examination, Table  2 details Jarque-Bera statistics and corresponding p-values from tests of normality of the returns for the market index, our data sample and for portfolios formed according to market-capitalization or to their Amihud ratios. The results from tests on returns of different intervals suggest that higher frequency returns data tend to be more skewed and leptokurtic, while returns measured by longer-interval data are usually better represented by a normal distribution. This finding is consistent with existing literature (e.g. Hung, 2008; Chung and Schill, 2006) .
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The Jarque-Bera test rejects the assumption of normally distributed returns for the market index and weighted average returns for all intervals at a 95% level. Considering portfolios formed using market capitalization and Amihud liquidity, contrasting results are found. For 1-day up to 20-day intervals, the normality of portfolio returns are significantly rejected at the 99% level. At the longest intervals examined, normality cannot be consistently rejected. In particular, for the smallest and least liquid stocks, the assumption of normality cannot be rejected. Moreover, for the portfolios containing the largest and most liquid stocks, normality is not rejected. These findings suggest that security size and liquidity impact the distributional properties of stock returns.
Empirical Results
Sample Means across Measurement Intervals
We first test Hypotheses 1a and 1b on the full set of 8088 securities from 1990 to 2013. Table 3 illustrates market value-weighted averages for individual betas, gammas and deltas, as well as for the sums of absolute differences (SADs). Comoments (beta, gamma and delta) are all significantly sensitive to the sampling interval. These results suggest that the conclusions of all asset pricing and portfolio selection studies incorporating gamma and delta will substantially depend on the chosen return interval.
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In Panel A of Table 3 , we detail the betas, gammas and deltas estimated using the definitions given in Equation 4, while the values in Panel B are calculated as a linear combinations of coefficients of the cubic market model (Equation 7), based on the formulas in Equation 8. The results detailed for each methodology are essentially identical. In the rest of this study, we will rely on estimates formed using the Equation 4 definition, since this approach is parsimonious.
Market value-weighted betas and deltas are shown to display a similar trend, and are both monotonically increasing as the sampling interval is lengthened, from approximately 1.0 using a 1-day sampling interval to 1.190 for beta and 1.290 for delta using a 125-day interval. Findings for estimated gamma suggest a U-shape pattern from short to long intervals. Gamma declines from 1.182 for a 1-day sampling interval to 1.089 for a 4-day interval, and then rebounds to 1.962 for the longest interval considered. This U-shaped pattern may primarily be attributed to changes in sign for a large number of estimated gammas between the 3 day and 4 day interval. Furthermore, SADs indicate that gammas are far more sensitive to the intervaling effect than the other two parameters (approximately 10 times larger).
Panel C in Table 3 presents empirical results found from testing the strength of the intervaling effect in higher order co-moments, using data for 8088 individual stocks from the beginning of 1990 to the end of 2013. On the one hand, ANOVA1 tests give mixed results: the F-test statistics from the analysis of variance among the nine samples of the individual betas and gammas are insignificant, while that for the deltas is 3.809 and is statistically significant at the 99% level. If this is true, only delta is significantly affected by the sampling interval among the three systematic measures, contradicting previous empirical evidence of the intervaling effect on betas (Cohen et al., 1983a; Hawawini, 1980b) . However, these statistics are significantly biased by violations of the main assumption of equal variances (significantly rejected by Bartlett's tests).
On the other hand, the results of our non-parametric tests strongly suggest a significant intervaling effect on betas, gammas and deltas. The Kruskal Wallis test indicates that the sampling interval has a significant effect on all three systematic measures. Betas have the largest K statistics (approximately χ 2 distributed with 8 degrees of freedom), while gammas have the lowest. Higher K statistics suggest that among the nine samples of gammas and betas, at least one sample stochastically dominates another sample. The Wilcoxon-Mann-Whitney test and Wilcoxon Signed-rank test also significantly reject the equivalence of the samples at the 95% level. The results of Wilcoxon Signed-rank test provide strong evidence, since this test only compares the individually paired observations.
Finally, testing the variation in the sign of gamma (Hypothesis 1b), we find that there are 5 samples having significantly different signs from estimates using monthly returns. In contrast, when we also test the sign variation in betas and deltas, none of the tests rejects the null hypothesis. These findings suggest that when we use data for all stocks from 1990 to 2013, only the signs of gammas are considerably affected by the sampling intervals used. Our results are particularly important for the recent literature on Mean-Variance-Skewness and higher-order portfolio selection frameworks. Investors' preference for positive skewness typically leads to the selection of securities with positive gammas, which represent higher probabilities of extreme positive returns in the security over market returns. However, according to the results outlined in Table 3 and also later in Table 9 , an asset of interest that is identified with positive gamma using a particular sampling interval may have negative gamma using another interval.
The results outlined above, testing Hypotheses 1a and 1b, suggest that estimated gammas and deltas are sensitive to the choice of sampling interval. However, this provides little detail regarding the origins of the intervaling effect. We next test Hypotheses 2 to understand the relation between the delay in pricing adjustment and the intervaling effect on systematic skewness or kurtosis.
The Intervaling Effect and Firm Size
Literature suggests that prices adjust following the arrival of information and that adjustment delays are negatively related to firm size (e.g. Lin et al., 2014; Hou and Moskowitz, 2005) . Cohen et al. (1980) also show that larger firms have a higher speed of price adjustment results, and consequently smaller serial correlation in returns.
We wish to study how the magnitude of the intervaling effect on a security's higher-order co-moments is influenced by its firm size (market capitalization). Sorted on the basis of securities' market capitalizations, Table 4 and Table 5 illus-trate the estimated co-moments using value-weighted and equal-weighted market index, respectively. 19 The intervaling effect on three co-moments of all portfolios are significant at a 99% level in both K-W tests and SAD-related hypothesis tests. Consistently, SAD figures for gammas are still much larger than those of betas and deltas, and the sign of gamma is also found to change significantly for all portfolios, as shown in Table 3 .
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More precisely, our results make a number of novel contributions. First, for all securities with greater expected trading delays than the weighted average trading delay in the market, the magnitudes of the intervaling effect on their co-moments are inversely related to their market capitalizations. We assume a value-weighted market capitalization at $29.80 billion and a equal-weighted value at $3.39 billion are proxies for weighted average trading delay for the value-weighted and equalweighted market index, respectively. Therefore, using value-weighted returns in Table 4 , the first 19 MV portfolios all have less market capitalizations than than that of the market. Thus, the magnitude of the intervaling effect, measured using SADs, is found to be inversely related to the market capitalization. Similarly, using equal-weighted returns in Table 5 , the SADs of the first 12 portfolios are generally in a decreasing order.
Second, in contrast, if a security has greater-than-average firm size, its expected trading delays are less than the weighted average trading delay in the market. Thus, for these securities, their co-moments' sensitivity to the measurement interval should be positively related to their market capitalizations. Most existing literature only sorts stocks into 20 or fewer portfolios. Thus, usually only one portfolio (such as MC20 in Table 4 ) has much larger averaged market capitalization than those of others' and of the market. We re-sort MV 20 into 10 sub-portfolios to clarify the pattern of the intervaling effect on these securities, as shown in Table 6 . From MV 20 − 7 to MV 20 − 10, the intervaling effect on co-moments is positively related to the market capitalization. Consistent results can be found using the equal-weighted market index as shown in Table 5 . MV 19 and MV 20 both have greater market capitalizations than the market, resulting in all SAD β , SAD γ and SAD δ of MV 19 being smaller than those of MV 20.
Third, previous evidence suggests betas of smaller firms are shown to increase, while those for the largest firms decline as the measurement interval lengthens (Cohen et al., 1983a,b) . Consistently, we find that estimated deltas of most portfolios in Table 4 and sub-portfolios in Table 6 are monotonically increasing as the sampling interval is lengthened. Exceptionally, deltas and betas of securities with larger market capitalizations than that of the market portfolio, show a downward trend when the sampling interval increases from 1 day to 20 days, with values very close to one. This also confirms the behaviour of the security betas documented in the existing literature. However, we fail to find a similar monotonic relationship between estimated gammas and the sampling interval. Instead, gammas of MC portfolios display rough U-shape patterns.
Lastly, given that value-weighted market returns are primarily affected by larger stocks, a value-weighted market index should have smaller serial correlation than a similarly constructed equally-weighted market index. We find that for the same portfolio, SAD β , SAD γ and SAD δ calculated based on an equal-weighted market index (Table 5 ) are all greater than those using a value-weighted index (Table 4), respectively. Our results confirm the empirical findings on betas in Cohen et al. (1980) , and extend these to co-skewness and co-kurtosis.
Therefore, we conclude that for any security, the greater (less) is the expected trading delay of the security relative to the weighted average trading delay in the market index, the more sensitive the co-moments will be to choices of the measurement interval. The estimated betas and deltas of these securities are found to shrink as return intervals shorten. Moreover, higher-order co-moments estimated using a value-weighted market index are less affected by the measurement interval.
Our results contribute to existing studies, by considering the similarities and differences of the weighted average trading delay in the market index between using value-weighted and using equal-weighted market returns. Previous results are not robust to the construction methods of the market index. On the one hand, studies like Corhay (1992) and Hawawini (1983) use a value-weighted market index and indicates that the strength of the intervaling effect on beta is inversely related to the size. On the other hand, Perron et al. (2013) and Handa et al. (1989) apply an equal-weighted market index. They offer evidence that the betas of extreme market-capitalization portfolios (largest and smallest securities) change dramatically. Our results help to reconcile these previous findings.
The Intervaling Effect and Liquidity
An extensive literature also suggests that liquidity plays a significant role in explaining the delay in price adjustment. Liquidity stimulates arbitrage activity and thus enhances market efficiency. Securities of illiquid firms will be less efficient in adjusting to market information and thus have stronger cross-serial correlation with the market portfolio (for example, see Chung and Hrazdil, 2010; Chordia et al., 2008) . We, therefore, sort securities into portfolios using the Amihud illiquidity ratio, which is one of the more widely used liquidity proxies in the finance literature. Table 7 shows the results of empirical tests for Hypothesis 2. We list co-moments estimated using the value-weighted index only.
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Panels A, B and C of Table 7 display sample means of 10 Amihud-ratio sorted (AR) portfolios', AR1 to AR5 and AR15 to AR20 for beta, gamma and delta respectively. The greater the Amihud ratios, the less the firm's liquidity and thus the greater delay in adjusting price. The most liquid firms will often have relatively large market capitalizations. Hence, the pattern of estimated betas, gammas and deltas for AR portfolios are similar to those of MC portfolios in Table 4 above, but ranked inversely.
The value-weighted mean betas and deltas of the most liquid portfolio, AR1, similar to those of MC20, each take value close to one and are inversely related to the lengths of the measurement interval (from approximately 1.0 with 1-day interval to 0.95 with 20-day interval). The gammas of AR1 are also found to be less affected by the measurement interval, compared to those of the other 9 portfolios.
The value-weighted Amihud ratio of the market index is 2.456, indicating that only AR1 has higher liquidity and likely has less price delay than those of the market. Consistently, according to both K-W statistics and SADs, for all securities with lower liquidity than the market, the magnitude of the intervaling effect is inversely related to liquidity. Moreover, SAD δ of AR2 is smaller than that of AR1, which is in agreement with our earlier findings on the "ι" shape SADs, using value-weighted returns. Table 4 and Table 7 have several implications, for higher-order asset pricing and portfolio selection. First, the literature documents some return anomalies such as the Size Effect (Banz, 1981) and Liquidity Effect (Amihud, 2002; Amihud and Mendelson, 1986) . Investors may pursue stocks with smaller capitalizations or less liquidity while seeking out opportunities for extra returns. However, regardless of the debate on whether these anomalies are still present currently, our results indicate that the intervaling effect is closely related to both firm size and market liquidity. This suggests that investors in smaller or less liquid firms should pay more attention to choosing the measurement interval in analysing systematic risk exposure of a security.
Implications for Higher-order Asset Pricing and Portfolio Selection
Second, recent portfolio selection theory suggests that risk-averse investors are attracted to securities with smaller betas and deltas, and with positive gammas (for example, see Kostakis et al., 2012) . However, according to our empirical results, the relative ranks of portfolio betas, gammas and deltas alter when the sampling interval is lengthened. In particular, for MC portfolios, the 1-day betas are increasing from 0.637 for MC1 to 0.998 for MC20, while the 20-day betas are declining from 1.526 for MC1 to 0.956 for MC20. The estimated deltas also follow this pattern. Moreover, gamma is the most sensitive to the measurement interval, since not only the magnitudes but also the signs of gammas change. An asset that is chosen based on its positive gamma using a particular sampling interval may have negative gamma using another interval. Therefore, our results contend that portfolio allocation using higher-order moments will be significantly influenced by the sampling interval chosen. A security chosen for particular properties at one interval may not be selected for a different choice of interval.
Robustness Checks
This section complements the evidence detailing the intervaling effect in higher order asset pricing by performing three further robustness checks.
First, as considered in previous literature such as Perron et al. (2013) and Handa et al. (1989) , we test the robustness of our findings using intervals longer than one month. Table 8 presents estimated betas, gammas and deltas using returns data for all firms on the CRSP monthly tape. Using intervals from 1 month to 12 months, commonly considered by investors, results are found to be in keeping with those detailed in Table 4 . Considering market capitalization as a proxy for price delay, the magnitude of the intervaling effect (measured by K-W tests and SADs) for smaller securities is inversely related to market capitalization, and vice versa. Securities in portfolio MC1 are still the most sensitive to the length of intervals used in measuring returns, while those for firms in portfolios MC19 are least affected (with smallest SADs). Furthermore, estimated deltas also have a similar pattern to betas, and gammas are the most significantly affected by the measurement interval among the three systematic measures. The U-shape pattern of gamma is even stronger than that witnessed at the shorter intervals detailed earlier. A small caveat is that the results in Table 4 and Table 8 are not strictly comparable because the underlying sample periods (one-year non-overlapping windows v.s. five-year moving windows) and stocks sources (from CRSP daily tape v.s. monthly tape) are different. 20 However, both tables reject our Hypothesis 2, suggesting that the intervaling effect is significant across a large range of measurement intervals and highly related to friction in the trading process. Moreover, it also suggests that investors considering longer intervals when making portfolio allocation decisions are subject to similar estimation issues encountered by those with shorter investment intervals.
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Second, avoidance of data problems due to the listing and delisting of securities is essential in estimating and analysing systematic risks. We examine securities selected on the basis of their continuous presence during the whole period. We repeat our tests on 989 securities which have consecutive data spanning 24 years from 1990 to 2013. All results, as shown in Panel A of Table 9 , still significantly reject our Hypothesis 1. According to the W-M-W and signed rank tests, all 8 samples of ratios are again significantly different from one. Although non-parametric ANOVA1 tests are statistically significant at the 99% level, these figures are much smaller than those found in Table 3 . Given that the standard deviations of the magnitudes are similar, this finding suggests that the estimates are less effected by the sampling intervals when only the data of these 989 stocks are used, as opposed to when all the other stocks are included. The lower sensitivity of these stocks to the measurement interval also offers evidence for Hypothesis 2. We expect these 989 continuously traded firms to have relatively stable performances, efficient financial structures, and high liquidity.
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Third, we also check the robustness of the intervaling effect during different market conditions. We collect the Chicago Board Options Exchange Market Volatility Index (VIX) and TED spread which is defined as the difference in yields between US Euro-dollar deposits and US Treasury bills. The VIX is widely used to represent market risk and the TED spread is usually regarded as an indicator of perceived credit risk. Simply, we separate our 24-year time window into years with less-than-average risk and years with above average risk. 21 Table 10 illustrates the sum of absolute differences for market-capitalization portfolios during each period. We find that SAD β , SAD γ , and SAD δ are all negatively related to the market capitalization, rejecting H2. However, during high-risk periods, as 21 According to our calculations, the average VIX and TED spread during 1990 to 2013 are 20.188 and 0.525, respectively. For VIX, high-risk periods consist of 1990, 1991, 1995, 1997, 1998, 1999, 2000, 2007, 2008 and 2009 , while the other years belong to low-risk periods. For TED spread, high-risk periods include 1990, 1997, 1998, 1999, 2000, 2001, 2002, 2003, 2008, 2009, 2010 and 2011. shown in Panel A and Panel C, SADs are large relative to low risk periods. In particular, SAD δ and SAD β for securities with larger market capitalizations during low-risk periods are considerably less than those during the other years. These findings suggest that the intervaling effect is present during low risk periods, but it is stronger during high-risk periods perhaps pointing to longer price transmission delays during riskier periods.
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Conclusion
Higher-order co-moments extend the Sharpe-Lintner CAPM, allowing for more detailed characterization of individual asset risk. However, previous literature has largely ignored the impact of the choice of return interval on estimation precision for higher-order co-moments. Based on an extensive data sample of stocks from CRSP for 1990 to 2013, this paper details the sensitivity of systematic skewness and kurtosis to the return interval. We develop a system of consistent sequential tests to measure the strength of the intervaling effect. The magnitude of the effect is shown to depend on firm characteristics and relates to price adjustment delay. Accordingly, this study has shed new light on the literature considering higherorder asset pricing and portfolio selection theories, progressively, in two steps. First, we show evidence that the magnitudes of the third and fourth momentrelated pricing factors (gamma and delta) are significantly influenced by the sampling interval. Moreover, the sign of gamma also changes significantly when the interval is lengthened. Second, we further refine the estimation of gammas and deltas by using the returns of market-capitalization sorted portfolios and Amihudratio sorted portfolios, respectively, measured over intervals from one day to one month. Increasing firm market capitalizations and Amihud's illiquidity ratio are used as positive and inverse proxies for price adjustment delay. We find significant changes as the return interval is lengthened. Gammas and deltas of securities with similar delay in pricing adjustment, relative to the market portfolio, are usually less affected by the measurement interval. Results are demonstrated to be robust to the use of an equally weighted market index, to longer return intervals of up to twelve months, and to performance during volatile and stable periods.
We conclude with a word of caution to empirical researchers who use higherorder asset pricing or portfolio selection theories in their empirical work. The magnitudes and ranks of gammas and deltas may alter as the sampling interval is changed. An asset which is chosen because of its positive systematic skewness and low systematic kurtosis measured in one particular interval may have negative gamma and larger-than-average delta when another interval is used. The intervaling effect may thus result in potential ambiguity in pricing and selecting assets for different situations. Jarque-Bera Prob. Jarque-Bera Prob. Jarque-Bera Prob. Jarque-Bera Prob. Jarque-Bera Prob. Jarque-Bera Prob. Jarque-Bera Prob. Jarque-Bera Prob. Jarque-Bera Prob. (AR20), contains the largest 5%. The Jarque-Bera normality test is employed to test whether stock returns are normally distributed. The Jarque-Bera test statistic is: JBL
], where NL, SL
and KL are the number of observations, skewness and kurtosis of returns measured by the interval with length L days. 7) are listed. SAD is the sum of the absolute differences between other interval estimates and monthly estimates as shown in Equation 9. It will be calculated for individual betas, gammas and deltas, respectively. One-tailed tests are run to check whether SAD in each case is significantly different from zero, according to Equation 11. Panel C documents tests on the sensitivity of the intervaling effect. ANOVA1 tests the variations of the magnitudes due to the different sampling intervals, while "Bartlett s P − value = 0.000" indicates the equal variances assumption is significantly rejected. We then use four non-parametric tests. The Wilcoxon-Mann-Whitney test and Wilcoxon Signed-rank test compare the differences in medians of each sample of ratios and the sample of ones. For each 8 samples of ratios, the portions of significantly different observations are displayed under 95% and 90% confidence levels. A simple sign variation test is used to identify whether the signs are also vary significantly. We compare the signs of estimators measured by the monthly returns and those in the other eight samples. The Kruskal Wallis test is a non-parametric version of ANOVA1 to test the differences in medians among each nine samples. Chi-squared statistics with the significant stars are presented. *, **, *** indicate statistical significance at the 90%, 95% and 99% levels, respectively. Note: The value-weighted returns of all stocks during 1990 to 2013 on CRSP daily tape are used as the market index. Each year securities are reassigned to 20 portfolios according to their average market capitalization rank. The first, MC1, contains the smallest 5% of firms and the last, MC20, contains the largest 5%. For each MC portfolio, we compute all individual estimates using each stock's one-year returns and re-estimate them every year from 1990 to 2013 across seven intervals. This table illustrates the averages of individual betas, gammas and deltas of the securities. The Kruskal Wallis test (Chi-squared statistics) and the sums of absolute differences (see Equation 9 ) are used to test the magnitudes of the intervaling effect. SADs are calculated for individual betas, gammas and deltas, respectively. One-tailed tests are run to check whether SAD in each case is significantly different from zero, according to Equation 11. *, **, *** indicate statistical significance at the 90%, 95% and 99% levels, respectively. Note: The equal-weighted returns of all stocks during 1990 to 2013 on CRSP daily tape are used as the market index. Each year the securities are reassigned to 20 portfolios according to their average market capitalization rank. The first, MC1, contains the smallest 5% of firms and the last, MC20, contains the largest 5%. For each MC portfolio, we compute all individual estimates using each stock's one-year returns and re-estimate them every year from 1990 to 2013 across seven intervals. This table illustrates the averages of individual betas, gammas and deltas of the securities. The Kruskal Wallis test (Chi-squared statistics) and the sums of absolute differences (see Equation 9 ) are used to test the magnitudes of the intervaling effect. SADs are calculated for individual betas, gammas and deltas, respectively. One-tailed tests are run to check whether SAD in each case is significantly different from zero, according to Equation 11. *, **, *** indicate statistical significance at the 90%, 95% and 99% levels, respectively. Table 4 are reassigned into 5 sub-portfolios, respectively, according to their average market capitalization rank. For each sub-portfolio, we compute all individual estimates using each stock's one-year returns and re-estimate them every year from 1990 to 2013 across seven intervals. This table illustrates the averages of individual betas, gammas and deltas of the securities. The Kruskal Wallis test (Chi-squared statistics) and the sums of absolute differences (see Equation 9 ) are used to test the magnitudes of the intervaling effect. SADs are calculated for individual betas, gammas and deltas, respectively. One-tailed tests are run to check whether SAD in each case is significantly different from zero, according to Equation 11. *, **, *** indicate statistical significance at the 90%, 95% and 99% levels, respectively. ) are used to test the magnitudes of the intervaling effect. SADs are calculated for individual betas, gammas and deltas, respectively. One-tailed tests are run to check whether SAD in each case is significantly different from zero, according to Equation 11. *, **, *** indicate statistical significance at the 90%, 95% and 99% levels, respectively. 4, 5, 10, 20, 65 and 125 days are formed using daily data from CRSP. Panel B Panel C documents tests on the sensitivity of the intervaling effect. ANOVA1 tests the variations of the magnitudes due to the different sampling intervals, while "Bartlett s P − value = 0.000" indicates the equal variances assumption is significantly rejected. We then use four non-parametric tests. The Wilcoxon-Mann-Whitney test and Wilcoxon Signed-rank test compare the differences in medians of each sample of ratios and the sample of ones. For each 8 samples of ratios, the portions of significantly different observations are displayed under 95% and 90% confidence levels. A simple sign variation test is used to identify whether the signs are also vary significantly. We compare the signs of estimators measured by the monthly returns and those in the other eight samples. The Kruskal Wallis test is a nonparametric version of ANOVA1 to test the differences in medians among each nine samples. Chi-squared statistics with the significant stars are presented. *, **, *** indicate statistical significance at the 90%, 95% and 99% levels, respectively. Note: This table checks the robustness of the intervaling effect, measured by the Sum of Absolute Differences, during high-risk and low-risk periods. Seven sampling intervals: 1, 2, 3, 4, 5, 10, and 20 days are used to form returns. Each year the securities are reassigned to 20 portfolios according to their average market capitalization rank. The first, MC1, contains the smallest 5% of firms and the last, MC20, contains the largest 5%. For each MC portfolio, we compute all individual estimates using each stock's one-year returns and re-estimate them every year from 1990 to 2013 across seven intervals. SAD is our measure for the magnitude of the intervaling effect, as the sum of the absolute differences between other interval estimates and monthly estimates as shown in Equation 9. Table 3 . In order to avoid data problems due to the listing and delisting of securities, 8088 securities with more than 5-year returns are selected. The logarithmic returns of individual stocks are calculated for nine sampling intervals: 1, 2, 3, 4, 5, 10, 20, 65 and 125 days using the data on the CRSP daily tape from 1990 to 2013. We compute individual beta, gamma and delta for each stock using returns of each sampling interval, based on the definitions in Equation 4. Then, we compute the averages of individual betas, gammas and deltas across all nine intervals.
