In this work we consider two-dimensional critical manifolds in planar fast-slow systems near fold and so-called canard (="duck") points. These higher-dimension, and lower-codimension, situation is directly motivated by the case of hysteresis operators limiting onto fast-slow systems as well as by systems with constraints. We use geometric desingularization via blow-up to investigate two situations for the slow flow: generic fold (or jump) points, and canards in one-parameter families. We directly prove that the fold case is analogous to the classical fold involving a one-dimensional critical manifold. However, for the canard case, considerable differences and difficulties appear. Orbits can get trapped in the two-dimensional manifold after a canard-like passage thereby preventing small-amplitude oscillations generated by the singular Hopf bifurcation occurring in the classical canard case, as well as certain jump escapes.
Introduction
In this introductory section, we are going to explain the main concepts of fast-slow systems, non-hyperbolicity and the blow-up technique. Furthermore, we are going to motivate codimension zero critical manifolds as considered in this work arising from hysteresis operators. Then we present our main results on an informal level. A typical planar fast-slow system takes the form ε dx dτ = εẋ = f (x, y, ε), (1.1) dy dτ =ẏ = g(x, y, ε), (1.2) for x ∈ R m , y ∈ R n , with a small parameter 0 < ε 1 and given initial conditions. In the classical case, f, g are assumed to be sufficiently smooth functions [6, 7, 11] . Later on, we are going to restrict attention to the piecewise smooth case. Since ε is small, one can consider first the singular limit ε = 0 in (1.1)-(1.2), which gives the reduced system (or slow subsystem) 0 = f (x, y, 0), ( Intuitively, we expect that a singular limit of solutions for (1.1)-(1.2), or equivalently (1.5)-(1.6), as ε → 0 should qualitatively behave according to some weighted mixture between (1.3)-(1.4) and (1.7)-(1.8). For sufficiently smooth functions f, g, this is indeed the case. In particular, for sufficiently small ε > 0 and outside O(ε)-distance of the critical manifold {f (x, y, 0) = 0}, the solution of (1.5)-(1.6) is well approximated by the layer problem, i.e., the x-components evolve fast while the y-components remain almost constant. A subset M ⊂ C 0 is called normally hyperbolic, if D x f (p, 0) is a hyperbolic matrix for all p ∈ M [6, 7, 11] . In particular, an equilibrium (x * , y * ) of (1.5)-(1.6) in C 0 is normally hyperbolic if D x f (x * , y * , 0) has no eigenvalues with zero real parts. With this definition, in O(ε)-distance of any normally hyperbolic compact subset of the critical manifold, Fenichel theory yields the existence of a perturbed invariant slow manifold, such that the system (1.5)-(1.6) restricted to this manifold behaves similar to the reduced flow [6] , see also [7, 11, 17] for Fenichel theory and its broader context. Additionally, the slow manifold has the same stability properties as the critical manifold, i.e., it is attracting/repelling for solutions of (1.5)-(1.6) for different directions, in the same way as the original subset C 0 was for the layer problem (1.7)-(1.8).
The situation gets more complicated if the critical manifold contains non-hyperbolic points. A very powerful tool to analyze the dynamics close to such points is the so-called blow-up technique used in several contexts in fast-slow systems [4, 5, 8, 11] . The idea is to transform the (extended) fast-slow system (1.5)-(1.6) given by x = f (x, y, ε), y = εg(x, y, ε),
in such a way, that a non-hyperbolic equilibrium point (x * , y * , 0) is blownup, e.g., to a whole sphere. Frequently, the resulting desingularized system contains only (partially) hyperbolic equilibria, which improves the situation dynamically, i.e., we have gained hyperbolicity. For illustration, let us consider the case m = 1 = n (as applied in this work, see also [8, 1, 5] ) and the polar blow-up of the system in case of a canard point. This system depends on an additional parameter λ, which we can also append via λ = 0, and one is interested in the local dynamics around the equilibrium (0, 0, 0, 0) (the canard point) for small ε and upon variation of λ. In particular, the system is blown-up to (x,ȳ,ε,λ,r) ∈ S 2 × [−µ, µ] × [0, ρ] by the transformation Ψ, which is defined by x =rx, y =r 2ȳ , ε =r 2ε , λ =rλ.
(1.9)
Here, forr = 0 and allλ ∈ [−µ, µ], Ψ maps the sphere S 2 = {x 2 +ȳ 2 +ε 2 = 1} to the canard point (0, 0, 0, 0), see (a) in Figure 1 . Typically, the dynamics for the blown-up system is analyzed in different (overlapping) directional charts. Fenichel theory can be applied in the regions, which correspond to parts far enough away from any non-hyperbolic point of (1.5)-(1.6), and here the dynamics is analyzed in directional charts corresponding toȳ,x = ±1, depending on the signs of x, y in these areas. For the canard point, we need one chart K 1 for the direction y = 1. The corresponding transformation map Φ 1 is determined by x = r 1 x 1 , y = r The dynamics close to the equilibrium point is usually analyzed with help of a rescaling (or classical) chart K 2 , that is, with the directional chart corresponding toε = 1. In the canard case, the corresponding transformation map Φ 2 is determined by
with domain
Here, D is a sufficiently large disc with center (0, 0). Chart K 2 is applied to study the system in a neighbourhood of the origin of size O(
The analysis will be carried out in these sets in the blow-up, and it is helpful to already introduce two other sets (see also Figure 2 ): Definition 1.1. For ε ∈ (0, ρ 2 ] and P (x,y) the projection to (x, y)-coordinates we define the set
√ y, x 1,0 √ y)}, and the ellipse P (x,y) (Φ 2 (V 2,ρ 2 )) (dashed gray) which has width of order O(ρ) and
gray) and the ellipse P (x,y) (Φ 2 (V 2,ρ 2 )) (dashed dark gray) which has width of order O( √ ε) and height of order O(ε).
We also remark that for some problems, it requires more than one blowup until all non-hyperbolic points (arising during the iterated blow-ups) have gained enough hyperbolicity. For the results in this work, one weighted polar blow-up as outlined above will be sufficient.
Different from the classical assumption, we analyze fast-slow systems with critical manifold of codimension zero for m = 1 = n, i.e. C 0 has dimension two, see (b) in Figure 1 . This implies that the non-linearity f is only piecewise smooth, yet our case is substantially different from other piecewise smooth fold cases (see e.g. [3, 10, 15] ), where the critical manifold is less regular but still of dimension one. For our case of a dimension two critical manifold, we have to carefully analyze the (local) dynamics of system (1.5)-(1.6) on either side of the particular manifold where f is not differentiable. The equilibrium point, which is non-hyperbolic for the smooth system, will be located in the separating manifold for the two smooth regions. It turns out, that the same blow-up as for the smooth system can yield the desired results, but interesting additional and novel phenomena are observed.
In particular, the curvature of the function g, which determines the slow flow, is crucial now. More precisely, if x → g(x, y, 0), (x, y) ∈ C 0 is not oneto-one, then the fast-slow system has several equilibria within C 0 . Hence, different from the classical case, higher order terms of f and g become relevant for the local analysis around the non-hyperbolic equilibrium. Fastslow systems with critical manifold of codimension zero are relevant in several applications. Amongst others, the coupling of (systems) of ordinary differential equations (ODEs) or partial differential equations (PDEs) and a hysteresis operator are often approximated by the singular limit of fastslow systems, see e.g. [12, 14, 13] . A particular subclass of interesting scalar hysteresis operators are so-called generalized play operators [2, 16] . Given two increasing and (piecewise) smooth functions
the corresponding generalized play operator P maps time-continuous functions y = y(t) to time-continuous functions P[y]. Here, P[y] remains constant while (y, P[y]) is located between the graphs (y, U (y)) and (y, L(y)). Figure 3 . Finally, L(y) ≤ P[y] ≤ U (y) holds at all times. In particular, a prescribed fixed initial value z 0 ∈ R, which can be located outside of
For the approximation by fast-slow systems, the non-linearity f which determines the fast flow x is therefore chosen such that its sign is negative for input parameters above the graph (y, U (y)) and positive below (y, L(y)), so that the fast flow is directed towards the area between both graphs. Note that
Choosing f = 0 between (y, U (y)) and (y, L(y)), it turns out that the fast variable x tends to P[y] in the singular limit ε → 0, while y still solves the slow equation. In particular, the two-dimensional area between the graphs of L and U is the critical manifold of the approximating fast-slow system, i.e., it has codimension zero. Note that in order to obtain interesting long-term effects in this setting, one has to allow time-dependent g, since P[y] is unchanged while y remains constant. However, before considering non-autonomous systems, it is crucial to understand the dynamics of the autonomous system (1.5)-(1.6) first. If one drops the assumption that U and L have to be monotone increasing, then a non-hyperbolic point such as a fold can be generically located on e.g. L (or U ). In this case, with ε small, some trajectories of the approximating fast-slow system, follow (y, L(y)) in (y, x)-phase space according to the slow dynamics up to the fold point and then jump upwards according to the fast dynamics until eventually arriving at a point on the graph (y, L(y)) again, see (b) in Figure 3 . In this work, we restrict to the local dynamics around one boundary curve of the critical manifold (i.e., we select U or L) which acts attracting from one side. In particular, we analyze the local dynamics of the corresponding system if this curve contains a non-hyperbolic point, as in (b) in Figure 3 .
The outline of this work is the following. In Section 2, we analyze the analogous behaviour to a so-called fold singularity in the codimension zero setting. In particular, we extend the critical manifold
to one side by replacing f (x, y) = −y + x 2 by zero on one side of C ∂ . This yields a fast-slow system with critical manifold
which has the classical form of a system with a fold singularity, but only from one side. In Theorem 2.1 we restate a classical result for the local dynamics of the slow flow close to the fold point, see [5, 8, 9, 11] . In Theorem 2.2, we prove that this classical result still applies in the codimension zero setting, by proving that the set R 2 \C 0 is invariant. In particular, Theorem 2.2 also applies if f (x, y) is not replaced by the zero function in C 0 , but by any other function h(x, y). The result for h = 0 is summarized in Corollary 2.4. In Sections 3-4, we analyze the analogous case to a canard singularity in the codimension zero setting, which turns out to be far more difficult. Again, f (x, y) = −y + x 2 is set to zero on one side of C ∂ , and the resulting fast-slow system has again critical manifold C 0 = {(x, y) ∈ R 2 : y ≥ x 2 }. The function g this time takes the form
and we want to analyze the fast-slow system for ε > 0 and for different parameters λ. In Section 3, we restate the results for the classical planar canard case [8, 9] . Section 4 contains our main results on the dynamics within the small neighbourhood V of the equilibrium point (0, 0) ∈ C ∂ for λ = 0. We write p e = p e (λ) for the (perturbed) equilibrium. In Theorem 4.2, we prove the existence of two critical values λ H , λ c and a branch of equilibria in C 0 emanating from p e , such that all trajectories starting on the left side of a small neighbourhood U 0 = U 0 (λ, ε) around this branch leave the critical manifold, re-enter it to the right of U 0 but close to p e , and leave
and respectively O((u e (x)) 2 + λu e (x)) for (x, u e (x)) ∈ V 1,ε . The result follows since p e is attracting in the classical case for all −λ 0 < λ < λ H . Moreover, we prove that a maximal canard solution exists just as in the classical case if and only if λ = λ c .
In Theorem 4.3, we show that stable half orbits below the parabola C ∂ occur as λ passes through λ H . In particular, trajectories starting left of U 0 in C 0 which exit the critical manifold outside of such a half orbit, are attracted to the half orbit from the outside and re-enter C 0 to the right of it before they leave V in C 0 . Similarly, trajectories which reach the parabola inside the half orbit stay there as long as they are located outside of the critical manifold, and re-enter C 0 inside the half orbit before they leave V in C 0 . As the periodic orbits in the classical setting, also the half orbits get larger as λ > λ H increases up to a critical value λ sc < λ c , which is close to the maximal canard value, see Figure 6 for a numerical example. Yet, note carefully that these (non-maximal) canards essentially get trapped in C 0 showing a very significant difference to the classical case.
Finally, in Theorem 4.5, we analyze the behaviour for large values λ c < λ < λ 0 . In particular, we prove the existence of a vertical line P c in (x, y)-space, such that all solutions starting to the left of P c leave the neighbourhood V below the critical manifold. All solutions starting in C 0 \U 0 and to the right of P c leave V in C 0 and right of the branch of U 0 , see Figure 7 . Hence, there is again a trapping effect for part of the orbits.
In summary, our results provide a complete characterization of the local dynamics around fold and canard points in planar fast-slow systems m = 1 = n, when the critical manifold C 0 has codimension zero. Furthermore, we develop a refinement of the blow-up near folds applicable to highercodimension situations, which may also appear in a wide variety of other contexts, not only for hysteresis operators.
Blow-up technique for the fold

The classical case
The classical fast-slow system for the fold normal form is given by
The critical manifold for this system is given by the parabola
i.e. by a one-dimensional manifold in a two-dimensional dynamical system. We also introduce the attracting and repelling branch
System (2.12)-(2.13), and specifically its dynamics around the non-hyperbolic fold point (0, 0), has been analyzed in [8] . In particular, a blow-up of the fold was applied to study the local behaviour around this point. The main result [8, Theorem 2.1] is the following: Let ρ > 0 be chosen small enough and consider sections
for some suitable interval J ⊂ R. Let Π : ∆ in → ∆ out be the transition map for the flow (2.12)-(2.13).
Theorem 2.1. There exists ε 0 > 0 such that the following assertions hold for ε ∈ (0, ε 0 ): This result is shown by an appropriate blow-up transformation near the fold point. Three directional charts K 1 to K 3 are necessary to describe the behaviour of trajectories close to the origin. K 1 is determined by
In the chart K 1 , the desingularized vector field (i.e. divided by r 1 ) reads
Similarly, the rescaling chart K 2 is determined by
and the desingularized vector field (i.e. divided by r 2 ) reads
and the desingularized vector field (i.e. divided by r 3 ) reads r 3 = r 3 (−y 3 + 1),
Two-dimensional critical manifold
The situation is somewhat different to the classic fold if the critical manifold has codimension zero. Consider the fast-slow system
for y ≥ x 2 , (2.14)
For h(x, y) = 0, the critical manifold is given by
Moreover, for h(x, y) = −y + x 2 , the critical manifold is given by C ∂ = {(x, y) ∈ R 2 : y = x 2 } as for the classical fold. In this case, system (2.14)-(2.15) has a non-hyperbolic equilibrium at (0, 0), see Figure 4 , and Theorem 2.1 applies.
The two-dimensional set C 0 (gray) depicts the critical manifold for the case h(x, y) = 0. Its lower boundary C ∂ represents the critical manifold for the classical case h(x, y) = −y +x 2 . The fold point, which will later be a canard point in Sections 3-4, is located at (0, 0).
We keep the notation C 0 also for h(x, y) = 0. It turns out that Theorem 2.1 applies at least partly to the problem (2.14)-(2.15).
As in the previous section, let ρ > 0 be chosen small enough and consider sections∆
for some suitable interval J ⊂ (−∞, −ρ). LetΠ :∆ in →∆ out be the transition map for the flow (2.14)-(2.15). In order to prove Theorem 2.2 it is enough to show the following lemma: Lemma 2.3. System (2.14)-(2.15), transformed into the different charts K 1 -K 3 , leaves the set R 2 \C 0 invariant. In particular, solution trajectories which start in R 2 \C 0 never enter C 0 .
Proof. We show that the dynamics of trajectories starting in the left (x, y)-half plane, and close to but outside of C 0 , is independent of the particular vector field h(x, y). In particular, for ε > 0, each trajectory (x ε , y ε ) starting in R 2 \C 0 remains there. Since the blow-up technique in this case delivers the same results as for problem (2.14)-(2.15) with h(x, y) = −y + x 2 which has been analyzed in [8] , we only have to transform (2.14)-(2.15) with general h into the single charts and make sure that the critical set C 0 remains untouched. In chart K 1 , the desingularized vector field (i.e. divided by r 1 ) reads
16)
In chart K 2 , the desingularized vector field (i.e. divided by r 2 ) reads
(2.19)
Finally, in chart K 3 , the desingularized vector field (i.e. divided by r 3 ) reads
23)
Note that the functions
h(r 3 , r 2 3 y 3 ) are in general not bounded for r 3 → 0. Nevertheless, we are only interested in the regions {1 < |x 1 |}, {y 2 < x 2 2 } and {y 3 < 1}. In particular, we prove that no trajectory starting outside the blown-up sets of C 0 , i.e. outside the sets {1 ≥ |x 1 |}, {y 2 ≥ x 2 2 } and {y 3 ≥ 1}, reaches them. Hence, we do not have to consider the particular dynamics in these latter cases. For h(x, y) = 0, there is no problem at all. Since ε 1 > 0, the set {1 < |x 1 |} is invariant under (2.16)-(2.18). Transformed into the chart K 2 , the set {1 < |x 1 |} is given by {y 2 Note that Lemma 2.3 determines the whole flow near the fold point for the particular case h(x, y) = 0. Indeed, for h(x, y) = 0, each trajectory starting at a point (
and then remains in this set. Also for starting points (x ε (0), y ε (0)) ∈ C 0 ∩ (R + × R), the trajectory (x ε , y ε ) leaves the set C 0 at (x ε (0), x ε (0) 2 ) and, since it does not pass close to the fold point, classical theory can be applied for the further analysis. In particular, from (x ε (0), x ε (0) 2 ), in first order approximation, the trajectory continues horizontally to the right on the line {(x, x ε (0) 2 ) : x ≥ x ε (0)}. We summarize this special case in the following corollary: Corollary 2.4. Let the assumptions of Theorem 2.2 hold and fix ε ∈ (0, ε 0 ]. Consider system (2.14)-(2.15) with h(x, y) = 0.
Each solution with (x ε (0), y ε (0)) ∈ C 0 moves vertically downwards in (x, y)-phase space and enters the invariant set
For x ε (0) < 0, the trajectory then stays O(ε)-close to the set C ∂ until it reaches a point in ∆ in , from where Theorem 2.2 applies.
For
, the trajectory is approximated to leading order by the fast subsystem and continues toward the right in (x, y)-phase space.
The classical canard case
The normal form of a canard point is given by [11, 8, 9] 
where
for certain values ε 0 , λ 0 > 0. As for the classical fold, all points of the one-dimensional critical manifold C ∂ = {(x, y) : y = x 2 } are normally hyperbolic, except for the canard point at the origin. While classical Fenichel theory can be applied near the hyperbolic subset of the critical manifold in order to determine the behaviour of the slow flow of (3.25)-(3.28), the blow-up (1. (ii) There exists a curve λ = λ sc ( √ ε) and a constant K > 0, with 
Introduction to the canard case
As for the fold, we now consider a two-dimensional critical manifold. While the dynamics for the fold remained relatively simple, more involved phenomena appear in the canard case. Consider the following fast-slow system:
where The two-dimensional critical manifold C 0 = {(x, y) ∈ R 2 : y ≥ x 2 } is depicted in gray. Its lower boundary C ∂ is divided into the attracting branch C a 0 = {(x, y) ∈ R − × R : y = x 2 } (solid black) and the repelling branch
The canard point is located at (0, 0). Definition 4.1. In the following, we will frequently compare the relative position of two geometric sets A, B ⊂ R 2 in the plane. We say that set A is (locally) located to the left of set B if for any c ∈ R:
In this case, B is (locally) located to the right of A. We say that A is totally located to the left of B if there exists x sep such that {(x sep , y) : y ∈ R} is locally located to the right of A and to the left of B. Similarly, we say that A lies (locally) below B if for any c ∈ R:
In this case, B is (locally) located above A. We say that A is totally located below B if there exists y sep such that {(x, y sep ) : x ∈ R} is locally located above A and below B. If not further specified, we always mean the local definition, see Figure 6 . For fixed ε and all λ ∈ [−λ 0 , λ 0 ], in contrast to the unique equilibrium p e in Theorem 3.1, it turns out that system (4.29)-(4.32) has a unique curve Γ e = Γ e,λ of equilibria emanating from p e . This curve can locally be written as the graph of a function (x, u e (x)). Since x → u e (x) is not necessarily one-to-one, the concrete curvature of g around Γ e is crucial for the behaviour of system (4.29)-(4.32) close to Γ e . Therefore, we consider a small neighbourhood U 0 = U 0 (ε, λ) around Γ e . We will show the existence of some λ * ∈ (λ H , λ sc ) of the following kind: For λ < λ * , U 0 can be chosen such that in V 2,ε , the left boundary of U 0 has distance of order O(ε + √ ελ) to Γ e , while the right boundary of U 0 has distance of order O(ε 3/2 + √ ελ) to Γ e . For λ > λ * , U 0 has width of order O(ε 3/2 + √ ελ) in V 2,ε . For all λ ∈ [−λ 0 , λ 0 ], U 0 has width of order O((u e (x)) 2 + λu e (x)) for (x, u e (x)) ∈ V 1,ε , see Section 4.3 for the concrete definition. We will only consider the dynamics outside of U 0 . It will be crucial in several proofs that the boundaries of U 0 are right-curved. If this is the case, we call U 0 rightcurved. We also write U − 0 , U + 0 for the left and right parts of (V ∩C 0 )\U 0 , see Section 4.3 for the concrete definition and compare Figure 7 . Furthermore, the slow manifold is not longer given by a one-dimensional set, but has codimension zero just as the critical manifold. For this reason, we denote by C a ε and C r ε those parts of the attracting and repelling branches of the slow manifold of (3.25)-(3.28) which are located below C 0 .
The adaption of Theorems 3.1-3.2 to the system (4.29)-(4.32) is the following, see also 
Theorem 3.2 claims the existence of limit cycles Γ
In system (4.29)-(4.32), the same orbits are observed but only below C 0 . Therefore, we writeΓ (λ,ε) := (R 2 \C 0 )∩Γ (λ,ε) for the part of Γ (λ,ε) which is located below C 0 . Since x = 0 in C 0 , each limit cycle of the classical canard system perturbs to the half orbitΓ (λ,ε) and its vertical extensions. More precisely, consider the left and right intersection points
Moreover, denote by
the vertical extensions of Γ (λ,ε) . Then in system (4.29)-(4.32), the limit cycle Γ (λ,ε) can be rediscovered in the form
The canard explosion for system (4.29)-(4.32) looks as follows, see also 
has width of order O((u e (x)) 2 + λu e (x)) for (x, u e (x)) ∈ V 1,ε .
Remark 4.4.
Note that the adaption of Theorem 3.2.iii to system (4.29)-(4.32) is more involved. Indeed, different phenomena can appear. One first naive idea for the corresponding behaviour would be the following:
(iii) For λ ∈ (λ c , λ 0 ] all orbits starting in V \U 0 leave V in V \C 0 and to the total right of {(p x e , y) : y ∈ R}. This would reflect the fact that in the classical canard case, for λ ∈ (λ sc , λ 0 ], trajectories eventually end up on the right of the repelling slow manifold C r ε and are being repelled fast towards the right in (x, y)-phase space. However, it can happen that some solutions first spiral around the equilibrium p e before this happens. In system (4.29)-(4.32), such solutions enter U Remark 4.6. Note that in Theorem 4.5, among all trajectories starting to the right of P c , besides orbits which leave V in U + 0 , some solutions might leave V in V \C 0 . This is why we have to restrict to orbits starting in C 0 \U 0 , rather than considering initial conditions in the larger set V \U 0 .
Indeed, some orbits starting in V \C 0 and to the right of P c correspond to orbits which spiral around p e in the classical case since they are trapped by C r ε , and some others are located below and to the right of C r ε and consequently move constantly to the right in (x, y)-phase space. In As for Theorems 3.1-3.2, we will show Theorems 4.2-4.5 with help of the weighted polar blow-up transformation Ψ as defined in (1.9) and the directional charts K 1 and K 2 according to (1.10)-(1.11). In particular, the desingularized vector field in chart K 1 is given by
where |r 1 |+|λ 1 |) ). Similarly, the desingularized vector field in the rescaling chart K 2 is given by
(4.38)
where G(x 2 , y 2 ) = a 1 x 2 2 + a 2 y 2 .
First chart
We analyze system (4.34)-(4.37) for λ 1 ∈ (−µ, µ) with µ > 0 small. In particular, for fixed ε, we prove that trajectories starting in V 1,ε (see Section 1) and to the left of the set In particular, the endpoints of C a 0,1 , C r 0,1 are given by p a and p r respectively. In the invariant subset {ε 1 = 0 = λ 1 }, the sets C a 0,1 , C r 0,1 correspond to equilibria on the boundary of C 0,1 of the reduced system
The other equilibria of this reduced system are given by the set {(x 1 , r 1 , 0, 0) :
by the projection of int(C 0,1 ) to {ε 1 = 0 = λ 1 }, see Figure 8 . In the invariant subset {r 1 = 0 = λ 1 }, the reduced system reads
The equilibria of this system are given by
and p a , p r are equilibria on the boundary of this set. Since λ 1 , r 1 are small,
for |x 1 | close to one. Therefore, F = 0 in the vicinity of p a , p r . In particular, F < 0 close to p a and F > 0 close to p r . Consider the smooth subsystems
we only have to consider the second subsystem since those equilibrium points are contained in the interior of the critical manifold. For all of these p, zero is the only eigenvalue of the (linearized) second subsystem. For the boundary equilibria p a and p r , zero is the only eigenvalue of the (linearized) second subsystem, which corresponds to perturbations in directions x 1 > −1 and x 1 < 1 respectively. For the (linearized) first subsystem, i.e. for directions x 1 < −1 and x 1 > 1 in the full system, both p a and p r have a triple zero eigenvalue with eigenvectors (0, 1, 0, 0), (0, 0, 0, 1), and (1, 0, −2, 0) for p a respectively (1, 0, 2, 0) for p r . Moreover, in the direction x 1 < −1, p a has the eigenvalue −2, while p r has the eigenvalue 2 in the direction x 1 > 1, both with eigenvector (1, 0, 0, 0). In the full system (4.34)-(4.37) also note that x = r 1 x 1 remains constant in C 0,1 = {|x 1 | ≤ 1} as a consequence of the second equation in (4.29). Similarly, ε = r 2 1 ε 1 and λ = r 1 λ 1 remain constant because of (4.31) and (4.32) respectively.
We can find some C 1 , C 2 > 0 such that (x 1 (0), r 1 (0), λ 1 (0), ε 1 (0) 
(ii) For (x 1 (0), r 1 (0), λ 1 (0), ε 1 (0)) ∈ U − 0,1 and −1 ≤ x 1 (0) < 0:
, as time increases. Moreover, these values are attained at a finite timẽ
, r 1 (0) = 0 and x 1 (0) ≤ 1: Proof. Statement i follows directly from the discussion above. For Statement ii, note that x 1 → −1 as time increases because of the second equation in (4.34) and since F < 0, x 1 < 0 and ε 1 > 0 are bounded away from zero. Consequently, x 1 = −1 at a finite timet 1 > 0. Moreover, x = r 1 x 1 , ε = r 2 1 ε 1 and λ = r 1 λ 1 remain constant as discussed above. This implies
Statements iii,iv are obtained similarly.
Second chart
In this subsection, we study the chart K 2 , i.e. (4.38)-(4.39):
While the dynamics restricted to the critical manifold C 0,2 = {y 2 ≥ x 2 2 } remains considerably easy, it turns out that solutions of (4.38)-(4.39) are obtained as small perturbations of constants of motion of the function
. To see this, consider the invariant subset {r 2 = 0 = λ 2 } and the reduced system (iii) The set R 2 \C 0,2 = {y 2 ≤ x 2 2 } is invariant for all solutions of (4.42)-(4.43) with H(x 2 (0), y 2 (0)) < 0. In particular, each such solution is a constant of motion of H with x 2 → ∞ as t 2 → ∞.
(iv) All equilibria of (4.42)-(4.43) are given by the half line {(0, y) :
Proof. If (x 2 (0), y 2 (0)) ∈ {y 2 < x 2 2 }, then (x 2 , y 2 ) solves the system
In particular, (x 2 , y 2 ) is a constant of motion for the function H(x 2 , y 2 ) = 
Moreover, (h), c(h) ). In fact, for y 2 < x 2 2 and x 2 < 0, there hold y 2 < 0 and x 2 > 0, but since all constants of motion for H with h ∈ 0, 1 4 correspond to periodic orbits,
2 must hold at a certain time. This condition is only satisfied for the points (± c(h), c(h) ), but (x 2 2 , y 2 ) is moving away from the point (− c(h), c(h) ) if the initial condition satisfies y 2 < x 2 2 . This proves (ii), and (i) follows because x 2 = 0, y 2 < 0 hold for y 2 > x 2 2 , x 2 < 0. Statement iv follows directly from (4.42)-(4.43).
With ε = r 2 2 , λ = r 2 λ 2 , we can find C 5 > 0 such that the set
contains the set {g 2 (x 2 , y 2 , r 2 , λ 2 ) = 0} ∩ V 2 of roots of g 2 , where
is the function on the right side of (4.39). The function
is right-curved and decreasing for
holds for all (x 2 , y 2 ) ∈ D. Hence, for fixed r 2 , λ 2 , the projection P (x 2 ,y 2 ) (U 2 2 ) into (x 2 , y 2 )-space has right-curved and decreasing boundaries. This implies that the projection
into (x 2 , y 2 )-space splits R 2 into the lower set P (x 2 ,y 2 ) (U − 2 ), the separating set P (x 2 ,y 2 ) (U 2 2 ) and the upper set P (x 2 ,y 2 ) (U + 2 ), where we define 
Separation into Domains
With the notation of (4.40),(4.41), (4.44) and (4.45) we define
for some appropriate C 6 > 0. ForΓ λ,ε , p − , p + as introduced before Theorem 4.3, we can find some λ * > λ H such that p + ∈ P (x,y) Φ 2 (U 2 2 ) for λ ∈ (λ H , λ * ) and p + / ∈ P (x,y) Φ 2 (U 2 2 ) for λ ∈ [λ * , λ sc ]. We define
(4.48)
Finally we set
Moreover, we set
and
Proofs of the main results
Before we prove the main results, we study the relative positioning of C a ε , C r ε and C 0 . (ii) The slow flow corresponding to C a ε enters V at (p a,x ε , p a,y ε ) ∈ C a ε ∩ ∂V with p a,x ε < p x e and there holds (p a,x ε , p a,y ε ) ∈ R 2 \C 0 . The set C r ε ∩ U − , where the corresponding slow flow leaves V , is located below C a ε .
(iii) The slow flow corresponding to C a ε enters
, this point is located to the right of P + .
(iv) C r ε ∩ C 0 is either empty or contained in U + 0 and to the right of C a ε .
Proof. but close to p e , and to prove that these trajectories reenter C 0,2 to the right of U 2 2 . Hence, we consider trajectories with initial conditions of the form x 2 (0) = λ 2 − c, y 2 (0) = (λ 2 − c) 2 , where c = O(r 2 + |λ 2 |) and c > C 5 (r 2 2 + r 2 |λ 2 |). We linearize (4.38)-(4.39) at p e = (λ 2 , λ 2 2 ) + O(2) to obtain
Note that the higher order term O((x 2 − λ 2 ) 2 ) stems from the quadratic terms in x 2 in (4.38)-(4.39). In order to estimate trajectories of the full system, we study the linearized system
We denote by (x, y) the solution of this system. Keep in mind that the term (x 2 (t) − λ 2 ) 2 = x(t) 2 has to be of order O(2) until the trajectory reenters C 0 , in order to ensure that (x 2 , y 2 ) is approximated up to order O(2) by (x + λ 2 , y + λ 2 2 ) = (x, y) + p e + O(2). The eigenvalues of A are given by
The corresponding eigenvectors are given by
we obtain that (x 2 , y 2 ) reaches the parabola at some point (ii) We will show in Lemma 4.10 that C a ε ∩ (V \V 2,ε ) is located below C 0 , provided that ρ, λ 0 are small enough. Moreover, the slow flow corresponding to
) is shown in [9] . (iii) By Theorem 3.1, in the classical case, the slow flow corresponding to C a ε is attracted to p e for λ ∈ (−λ 0 , λ H (
) it is attracted to Γ λ,ε . Moreover, by (ii), C a ε can only be located outside of the periodic orbit. In both cases, this implies that the slow flow for C a ε enters C 0 for the first time in U Here, it is important to note that U 1 = P (x,y) Φ 1 (U 1 1 ) is right-curved so that (x 1 , r 1 , ε 1 , λ 1 ) never enters U 1 1 , see Lemma 4.7. Note also that U − 1 corresponds to the regions in (i) and (ii) of Lemma 4.7. By Lemma 4.9, the solution leaves the critical manifold at a point which is located above C a ε , but reenters C 0 in U + 0 . Again by Lemma 4.9, this behaviour applies for all λ ∈ (−λ 0 , λ sc ( √ ε)). A proof analog to that in [9] leads to the same results as in [9, Theorem 3.1] about the dependence on λ of the existence of a canard solution for the non-smooth problem (4.29)-(4.32). In particular, we obtain the expansion
for the critical value of λ which yields maximal canard solutions. Here, it is important to note that each maximal canard solution, restricted to V , is strictly separated from C 0 provided ρ, λ 0 are small enough. In particular, Lemma 4.10 shows that C a ε , C r ε are located below C 0 outside of V 2,ε . But inside V 2,ε , γ c,2 lies strictly below C 0,2 , since x 2 c,2 − y c,2 = 1 2 . Because maximal canard solutions restricted to V 2,ε are perturbations of γ c,2 of order O(r 2 , λ 2 , r 2 (|λ 2 | + r 2 )), and since r 2 = √ ε ∈ [0, ρ), λ 2 ∈ (−µ, µ), also this perturbation lies strictly below C 0,2 for ρ, µ small. Finally, because maximal canard solutions are just the patching of C a ε , C r ε restricted to V \V 2,ε and the perturbation of γ c,2 , this proves their existence and that their restriction to V is located below C 0 . In particular, for λ = λ c ( √ ε), the attracting slow manifold C a ε connects to C r ε , and both are strictly separated from and located below C 0 in V .
We prove the second main result:
Proof of Theorem 4.3. (i) follows from Theorem 4.2.
(ii) The first part of the statement follows from Theorem 3.
As in the proof of Theorem 4.2 consider any solution starting in U − 0 and to the left of P − . This solution arrives at C ∂ to the left of P − and, by Lemma 4.9, above C a ε . Since the trajectory behaves as a classical canard solution while contained in R 2 \C 0 , it remains between Γ (λ,ε) and C a ε until it reenters C 0 to the right of P + . That the solution reenters C 0 at all follows from Lemma 4.9. Now consider any solution starting in V \U 0 , between P − , P + and aboveΓ (λ,ε) . If the solution starts in U − 0 , then we can either apply the transformation to U − 1 , i.e. to chart K 1 , and use Lemma 4.7, or the transformation to chart K 2 and (4.38)-(4.39). In particular, the solution moves vertically downwards until it arrives at C ∂ , still between P − , P + and aboveΓ (λ,ε) . Further on, the trajectory behaves as a classical canard solution and is -by Theorem 3.2 -attracted byΓ (λ,ε) from the interior, until it reenters C ∂ in U + 0 but to the left of P + . (iii) As for λ ∈ (−λ 0 , λ sc ( √ ε)), one shows that Γ e is unstable. Since there are no further equilibria contained in V , and because U 0 is rightcurved, this proves the statement.
(iv) Follows from the definitions in Section 4.3.
Proof of Theorem 4.5. For λ ∈ (λ c ( √ ε), λ 0 ], considering the relative position of the attracting and the repelling slow manifold for the classical system (3.25)-(3.28) implies that C a ε does not intersect C ∂ in V at all, see [9, 8] and Lemma 4.9 and the part of the proof of Theorem 4.2 about maximal canard solutions. In particular, C a ε ⊂ V \C 0 . Moreover, the repelling slow manifold in the classical case (in backward time) spirals around p e until it eventually leaves V . For 
Slow manifold
In order to determine the dynamics of trajectories for (4.29)-(4.32), it is useful to know where there exist branches of the slow manifold which are separated from the critical manifold. That is, we want to know whether and where the attracting/repelling slow manifold of the smooth system (3.25)-(3.28) is located below the parabola C ∂ = {(x, y) : y = x 2 }. In particular, those branches C a ε and C r ε are still observed in system (4.29)-(4.32). However, also each trajectory in C 0 follows the slow subsystem. This provides a key difference between system (3.25)-(3.28) with one-dimensional critical manifold C ∂ and system (4.29)-(4.32) with critical manifold C 0 of codimension zero. In this section, we study C a ε and C r ε outside the domain of K 2 , i.e. in sets of the form {(x, y) : y ∈ (ε, ρ 2 ), x ∈ (−x 1,0 √ y, x 1,0 √ y)}, where Fenichel theory and asymptotic expansion techniques are applicable. In particular, we expand x = x (0) +εx (1) +O(ε 2 ) and write y = y(x). Then, we obtain due to (3.25)-(3.28) and the chain rule From this we obtain and the repelling branch C r ε of the slow manifold for system (3.25)-(3.28) are both located below the critical manifold C ∂ . Here, V = V ρ 2 is defined according to Definition 1.1.
