A new representation for a regular solution of the perturbed Bessel equation of the form
Introduction
In the present work the equation
is studied, where l is a real number, l ≥ − and ω is a (complex) spectral parameter.
x 2 + q(x). Equations of the form (1.1) appear naturally in many real-world applications after a separation of variables and therefore have received considerable attention (see, e.g., [5] , [6] , [7] , [8] , [12] , [16] , [25, Sect. 3.7] , [35] ).
The main result of the work is a representation of a regular solution u l (ω, x) of (1.1) satisfying the asymptotic relation u l (ω, x) ∼ x l+1 when x → 0 in the form of the following series of Bessel functions u l (ω, x) = 2 l+1 Γ l + 3 2 √ πω l xj l (ωx) + ∞ n=0 (−1) n β n (x)j 2n (ωx) (1.3) where j k denotes the spherical Bessel function of the first kind of order k. For the coefficients β n explicit direct formulas are obtained in terms of a system of recursive integrals arising in the SPPS method [6] . For a fixed x the series in (1.3) represents a so-called Neumann series of Bessel functions (see [34] , [36] and a recent publication on the subject [3] and references therein). We prove that the series (1.3) converges uniformly with respect to ω. More precisely, the very convenient estimates (5.3) and (5.4) are obtained which guarantee that a partial sum from (1.3) approximates equally well the solution u l (ω, x) both for small and for large values of the spectral parameter ω. We illustrate this feature of (1.3) with several numerical examples which show that this new representation besides other possible applications can be used as a simple and powerful numerical method for solving boundary value and spectral problems related to (1.1) .
In the recent work [18] an analogous representation of solutions was obtained for the regular one-dimensional Schrödinger equation −y ′′ + q(x)y = ω 2 y. However following similar lines does not lead to the result in the case of the perturbed Bessel equation. Several new ideas are necessary. We make use of the properties of a couple of transmutation operators, one of them relating the operators (studied in [29] , [28] , [20] ) and the other relating the operators x 2 − q(x) (studied in [33] , [9] ). The first of these transmutations is used for separating the part corresponding to the unperturbed equation (q ≡ 0) and the second to add the perturbation. We specify that neither here nor in the title of the paper the perturbation means any kind of smallness of the coefficient q. The use of two transmutation operators allows us to show that the regular solution of (1.1) can be represented in the form u l (ω, x) = 2 l+1 Γ l + where the kernel R(x, t) is a sufficiently good function which admits a convergent Fourier-Legendre series expansion. Moreover, this approach makes it possible to write down the result of the integral x 0 R(x, t)t 2k dt for any k = 0, 1, 2, . . . and as a consequence to obtain explicit formulas for the coefficients of the Fourier-Legendre series. Substitution of the series into (1.4) leads to the main result (1.3). The convergence rate of the Fourier-Legendre series (and, consequently, of the series (1.3)) depends on the smoothness of the integral kernel R. Only few basic properties of the kernel R can be obtained using the results from [33] and [9] . We implement a different approach based on the asymptotic formulas from [15] and [11] , a Paley-Wiener theorem and the constructive approximation theory [10] . As a result, we present close to optimal convergence rate estimates depending on the parameter l and the smoothness of the potential q.
Analogous formulas are developed for the derivative of the regular solution.
The direct explicit formula for the coefficient β n is not however the most convenient for numerical computation. This is due to the fact that it involves coefficients of the Legendre polynomial of order 2n which grow rapidly when n grows and hence, although the coefficients β n decrease, one needs to compute linear combinations of large numbers. This reduces considerably the number of the coefficients which can be computed in machine precision. Fortunately, there exists another way to compute the coefficients β n with the aid of a recurrent integration procedure similar to that arising in the SPPS method [19] , [17] and much more stable in practice. To develop the procedure we find the sequence of differential equations satisfied by the coefficients β n . This is done by substitution of (1.3) into (1.1).
In the last part of the paper we show that (1.3) offers a simple and powerful numerical method for computing regular solutions of (1.1) and for solving spectral problems related. The uniform convergence with respect to ω allows one to compute large sets of eigendata with a non-deteriorating accuracy.
From regular to singular
Consider the following integral operator defined on
The following statement is a slightly precised result from [29] .
In particular [20] ,
This function is a regular solution of the equation
Its corresponding power series has the form
Transmutation of Bessel-type operators
Throughout this section we assume that q ∈ C[0, b]. In [33] the existence of a unique continuous kernel V (x, t) was proved such that for all ω ∈ C the function
is a regular solution of the equation
and
where Q(x) := x 0 q(t)dt, see also [9] . If l = 0 then the left endpoint is singular. Despite that, the equation Lu = 0 possesses a solution φ(x) which is bounded at x = 0 and satisfies the following asymptotics at x = 0
see, e.g., [16, Lemma 3 .2] for a real-valued q. In [6] an explicit construction of the solution with this asymptotics at zero for the general case of a complex-valued q was given.
From now on we assume that there exists a non-vanishing on (0, b] complex-valued solution u 0 of the equation
satisfying together with its first derivative the asymptotic relations (3.3) and (3.4). In [6] the existence and a procedure for construction of such a solution was given in the case when q(x) ≥ 0,
Notation 3.1. Let us define the following system of functions
where
We keep the notation X for consistency with other publications on the SPPS method, see, e.g., [19] , [17] , [21] .
In [6] it was proved that
is a regular solution of (3.1).
Proof. Consider
This function is a solution of (3.1) due to the fact that
Hence it is sufficient to prove that (3.9) can be written in the form (3.8) . Consider
A Fourier-Legendre representation of the kernel R(x, t)
Multiplication of equality (3.8) by the constant
from (3.12) allows us to write down a regular solution of (3.1) in the form
. It is related with the solution from Theorem 3.2 by
and for any ω satisfies the following asymptotic equality when x → 0, u l (ω, x) ∼ x l+1 . As a next step we construct a Fourier-Legendre representation for the kernel R(x, t). First, we need to recall the following notations, c.f. [10, Chap. 2, §7 and §9]. For α > 0 we write α = r + β, where r ∈ Z and 0 < β ≤ 1, and say that a function f belongs to Lip α (I) class, with I being either a segment or the whole line, if f ∈ C r (I) and f (r) ∈ Lip β (I). Consider the difference operator ∆ h :
Then the r-th modulus of smoothness of f is defined by
For α > 0 let r be the smallest integer satisfying r > α, i.e., r = [α] + 1. Then the generalized Lipschitz class Lip * α (I, p) is defined as the class of functions f ∈ L p (I) satisfying ω r (f, t) Lp(I) ≤ M t α for all t > 0 with some constant M = M (f ). By W α 2 (R), α ≥ 0 we denote the fractional-order Sobolev space, also called Bessel potential space [2, Chap. 7] consisting of the functions satisfying f ∈ L 2 (R) and ( 
where F is the Fourier transform operator.
Following [15] we introduce the notatioñ
Proposition 4.1. Let q satisfy the condition (1.2). Suppose additionally that
Let x > 0 be fixed. Then there exists an even, compactly supported on [−x, x] function R(x, t) such that
(R) for any sufficiently small ε > 0; if α < l + 1 then additionally R ∈ Lip l+1−α−ε (R).
Proof. Consider the function
In [15, Lemma 2.18 ] it was proved under the condition b 0 yq(y) dy < ∞ (satisfied automatically whenever (1.2) holds) that g(ω) is an entire function and for all ω ∈ C satisfies the following estimate
3)
where C = C 2 l exp C l b 0 yq(y) dy and the constant C l does not depend on q and x. Since 
showing that g ∈ L 2 (R). Applying the Paley-Wiener theorem [14, Thm. VI.7.4] we obtain that the Fourier transform of the function g (which we denote by R) is compactly supported on [−x, x], i.e.,
Note additionally that both functions u l (ω, x) and d(ω)b l (ωx) are even functions of the real variable ω, hence R is also even and
Since the equalities (4.1) and (4.6) hold for all ω, we conclude that 2 R = R a.e. for 0 ≤ t ≤ x. The inclusion R ∈ W l+3/2−α−ε 2 (R) follows from (4.4) and from the definition of Bessel potential spaces via the Fourier transform. The inclusion R ∈ Lip l+1−α−ε (R) follows from the embedding theorem W β+1/2 2 (R) ⊂ Lip β (R) valid for any β > 0, β ∈ N, see, e.g., [32, Sect. 2.8.1] . For the last statement of the proposition we use the following generalization of [31, Theorem 85] . Let f belong to L 2 (R) and its Fourier transform F satisfies (
for some β > 0 and all X > 0. Then
We omit the proof of this fact since it is similar to that of [31] with the only difference that the equality
Remark 4.2. It is possible to obtain the smoothness properties of the integral kernel R directly from (3.10) and (3.12). In particular, one may verify by somewhat lengthy calculations that R, the continuation of R onto R as an even compactly supported function of t, belongs to Lip 1+l (R), a slight improvement as compared to Proposition 4.1. Note that compared to (1.2) the condition (4.2) does not imply additional restrictions on q, it only specifies the order of the singularity at zero (if any).
Let P n denote the Legendre polynomial of order n, l k,n be the corresponding coefficient of
Theorem 4.3. Let q satisfy (1.2). Then the kernel R(x, t) has the form
with β n being defined by the equality 9) and c k,l being given by (3.14). For any l ≥ −1/2, the series in 
There exist constants C 1 and C 2 , dependent on q and l and independent of x and N , such that for any x > 0
Hence it admits a Fourier-Legendre series representation of the form
Hence β n (x) = (4n + 1)
On the other hand we have
where (3.13) was used. Thus, (4.9) is obtained. Note that q does not need to be continuous on [0, b] for the equality (3.13) to hold, the condition (1.2) is sufficient. Indeed, the functions ϕ k are defined by the same formulas (3.6) (their validity under the condition (1.2) can be verified similarly to [4] ), the SPPS representation (3.11) and the integral representation (4.1) hold, and the proof from Section 3 can be easily repeated. Now let additionally q satisfy (4.2). Consider the restriction of the function R from Proposition 4.1 to the segment [−x, x]. Since it is an even function, its Fourier-Legendre series contains only even terms and due to the equality R(x, t) = 2 R(x, t), 0 ≤ t ≤ x one has R(x, t) = 
Then using the estimates (4.4) and (4.7) we obtain that
where the constant C(q) depends neither on x nor on N . To finish the proof of (4.11), note that
To prove the estimate (4.12) we proceed as follows.
where we used the Cauchy-Schwarz inequality and the fact that R N −1 is a polynomial in even powers of t of degree lower than 2N , hence orthogonal to P 2N .
Note that the estimates (4.11) and (4.12) do not depend on the smoothness of the potential q. In Subsection 9.1 we study the behavior of the coefficients β n numerically and observe that for some potentials the actual degree of N in the decay rate of the coefficients β n is 2l + 3, higher than l + 1 − α in (4.12). Below we give a proof for such improved decay rate requiring q to be sufficiently smooth. Additionally, in Subsection 9.1 we observe that in the special case l ∈ N 0 := N ∪ {0} the coefficients β n decay much faster than for l ∈ N 0 and that the decay rate depends on the smoothness of the potential q. Below we present a theoretical justification of this phenomenon. We need the following lemma first.
Lemma 4.4. Let l ∈ N 0 and k ∈ N 0 . Then there exists a constant c k such that the following inequalities hold
Proof. Using the Taylor series for the function 1 − t 2 x 2 l+k and the formula [27, 2.17.1] we obtain that
.
Denote the terms of the last series as a m . We have that a m ≥ 0, and one can check by a simple verification that
with the uniform bound of the error term. Hence
Moreover, there exist constants c 1 and c 2 , dependent on q, l and p, such that for any x > 0 the inequalities hold
Suppose that l ∈ N 0 and q ∈ C 2p−1 [0, b]. Then there exist constants c 3 and c 4 such that for any x > 0 the inequalities hold 16) and
where r = min{l + p + 1, 2l + 3}.
Proof. In [11] the following asymptotic expansion for u l (ω, x) was obtained
The coefficients A k are defined as follows. Consider the operators H p , p = 1, 2, . . ., acting as
. Then the functions B k satisfy the following recursive relations
(with such choice of B 0 the first term of (4.18) coincides with d(ω)b l (ωx)) and
Moreover, their derivatives satisfy the equalities
For ω ∈ R, |ω| ≥ 1 the remainder R m satisfies the inequality
and, as can be seen from (4.18), R m (ω, x) is an even entire function of the complex variable ω.
Observe that the condition q ∈ C 2k+j [0, b] is sufficient for the j-th derivative of the function B k+1 to be well defined and bounded on [0, b] via the formulas (4.19)-(4.21). Hence it is sufficient to have q ∈ C 2p−2 [0, b] to obtain the coefficients A 0 , . . . , A p . As for the expression
we show that the condition q ∈ C 2p−1 [0, b] is sufficient, one does not need to ask for q to be 2p + 1 times differentiable. Indeed, it follows from (4.20) that
and the last four terms are well defined whenever q ∈ C 2p−1 [0, b], as was explained above. For the first term we consider two cases.
, and for p > 1 using (4.20) we have that the expression
Applying the Paley-Wiener theorem as in the proof of Proposition 4.1 we obtain that 22) where the functionR(
Comparing the expressions (4.5), (4.18), (4.22) and (4.23) one can see that
Suppose that l ∈ N 0 . Then for every fixed x, the right-hand side of (4.24) is a polynomial in t, i.e., a C ∞ -function implying that the smoothness of R(x, ·) coincides with the smoothness of R(x, ·) for t ∈ [−x, x]. Now one can obtain all remaining statements of the proposition similarly to the proof of Theorem 4.3.
Suppose that l ∈ N 0 . Consider the Fourier-Legendre series forR,
Similarly to the proof of Theorem 4.3 we have that
. The Fourier-Legendre coefficients for the right-hand side of (4.24) can be estimated using Lemma 4.4. Combining the estimates one obtains (4.17). The difference R − R N can be estimated using (4.17) and the orthogonality of the Legendre polynomials. One has
Remark 4.6. The estimates (4.16) and (4.17) present a saturation phenomenon, the exponent r can not exceed 2l + 3 whatever smooth the potential q is. It is not a technical restriction, but an intrinsic property of the proposed representation. Indeed, one can deduce similarly to the proof of Lemma 4.4 that the order 2n + 2k + 2 in (4.13) can not be improved. Hence, whenever one has
, the decay rate order of the coefficients β n (x) for sufficiently smooth potential q is determined by the first term in (4.24) and can not exceed 2l + 3.
Remark 4.7. Using additional terms from the asymptotic expansion (4.18) together with (4.22) in comparison with representation (4.1) may result in a modification of the method proposed in this paper allowing one to obtain an improved convergence rate. We leave the detailed analysis for a separate paper.
Representation of the regular solution
Here we prove the main result of the present work.
Theorem 5.1. Under the conditions of Theorem 4.3, the regular solution u l (ω, x) of (3.1) satisfying the asymptotic relation u l (ω, x) ∼ x l+1 when x → 0 has the form
where β n are defined by (4.9) and j 2n stands for the spherical Bessel function of the first kind of order 2n, the series converges uniformly with respect to x on [0, b] and converges uniformly with respect to ω on any finite subset of the complex plane of the variable ω.
For the approximate solution
the following estimate holds
for any ω ∈ R, ω = 0, and
for any ω ∈ C, ω = 0 belonging to the strip |Im ω| ≤ C, C ≥ 0, where ε N is a sufficiently small nonnegative function such that
which exists due to Theorem 4.3 (an estimate for ε N (x) is presented in (4.11) ). Moreover, for each fixed x and ω the convergence rate of u l;N (ω, x) to u l (ω, x) is exponential. To be more precise, let x > 0 be fixed and ω ∈ C satisfy |ω| ≤ ω 0 . Then for all N > ω 0 x/2 one has
where c is a constant depending on q and l only and α is the constant from the condition (4.2).
Proof. Consider the solution (4.1). For the integral from (4.1) using formula 2.17.7 from [27, p. 433] we obtain
Using the Cauchy-Schwarz inequality we obtain that
The estimates (5.3) and (5.4) follow immediately from this inequality by taking into account that for complex ω one has
and that the function sinh t/t is monotone increasing for t > 0. The uniform convergence with respect to x follows from the estimate (4.11) for ε N (x). The estimate (5.5) can be obtained using the estimate (4.12) similarly to the proof of [18, Proposition 4.4].
Remark 5.2. Note that the function u l (ω, x), as a function of ω ∈ R, is bounded by C x b+|ω|x l+1 , see [15] , i.e., is decaying fast when ω → ∞, especially for large values of the parameter l. Hence, though the uniform estimate (5.3) holds for all ω ∈ R, for a large l it is practical only for ω close to zero. For small values of the parameter l one obtains a quite large region (sufficient to compute hundreds of eigenvalues, for example), while for large values of l the usable region of ω's is much smaller (suitable to compute a dozen of eigenvalues at most). 
where the prime means the derivative with respect to x. The following formulas are used
Thus,
where q l (x) := l(l+1)
We obtain the equality, which after applying the formula
can be written in the form
with α n (x) := (−1)
Multiplying equality (6.2) by j 2m−1 (ωx), m = 1, 2, . . ., integrating with respect to ω from 0 to ∞ and using the integrals
for n, m ∈ Z with m + n − 1 > −1/2 (c.f., [1, Formula 11.4.6]) we obtain
Consider the integral
where formula (1) from [34, Sect. 13.41] was used. Hence
It is easy to see (c.f., [18] and (6.3)) that this equation can be written in the following form
Thus, we obtained a sequence of equations satisfied by the coefficients β n . A solution u of an equation Lu = h (6.5)
can be easily obtained using the Pólya factorization of L, Lu = −
, where ∂ denotes the derivative with respect to x and u 0 is the same solution as in Section 3. The function
is a solution of (6.5) provided, e.g., that |h(x)| ≤ Cx l−1+ε in a neighborhood of zero for some positive C and ε, see [6] for further details. Note also that the expression (6.6) gives the unique solution of (6.5) satisfying u(x) = o(x l+1 ), x → 0. One can see from (3.6) that the functions ϕ n satisfy |ϕ n (x)| ≤ c n,1 x 2n+l+1 , |ϕ ′ n (x)| ≤ c n,2 x 2n+l and |ϕ ′′ n (x)| ≤ c n,3 x 2n+l−1 , n ≥ 0, for some constants c n,i . Hence it follows from (4.9) (c.f., (4.12)) that |β n (x)| ≤ c n,4 x l+1 , |β ′ n (x)| ≤ c n,5 x l and |β ′′ n (x)| ≤ c n,6 x l−1 , x > 0. These estimates justify that the expression (6.6) can be used to construct the functions β n , n ≥ 1 from equations (6.4). One starts with
and define for n ≥ 1
(6.8) Note that for an integer l the second term under the integral sign is equal to zero for n ≥ l + 2. To eliminate the first and second derivatives of β n−1 resulting from the term L β n−1 s 2n−1 , one may apply the integration by parts and obtain (similarly to [18] ) the following recurrent formulas.
and finally
Representation of the derivative of the regular solution
In order to obtain a series expansion for u ′ l (ω, x) uniformly convergent with respect to ω (here and below prime means the derivative with respect to x) we return to (4.1) from which
with the subindex "1" denoting the partial derivative with respect to the first argument. Here we took into account that by construction R(x, x) ≡ 0 (see (3.12) and (3.10), also Proposition 4.1). We have
To obtain (7.2) we used (3.2). Denote
Notice that for −1/2 ≤ l < 0 the function R (1) has a singularity when x = s. In order to calculate u ′ l (ω, x) from (7.1) we split the integral into two parts
Due to Remark 2.2 we obtain that
The article [33] does not provide sufficient details on the behavior of the derivative V 1 (x, t) near t = 0. As a result, the definition (7.3) is not quite helpful for studying the integral kernel R (2) , even the integrability of R (2) (x, t) near t = 0 necessary for the representation (7.4) to be well defined goes under the question. Below we provide a different proof of the representation (7.4) based on the Paley-Wiener theorem and similar to that of Proposition 4.1. 
l+3/2 (R) for any small ε > 0 and the representation (7.4) holds with the function R (2) 
The kernel R (2) from (7.3) admits the following representation
The convergence of the series in (7.5) is the same as stated in Theorem 4.3 for the series (4.8). Denote
Then there exist constants C 1 and C 2 , dependent on q and l and independent of x and N , such that for any x > 0 the inequalities hold
, then the smoothness of R (2) and the order of N in the estimates (7.7) and (7.8) can be increased by p; if l ∈ N 0 , then the order of N in the estimates (7.7) and (7.8) can be increased to r = min{l + p + 1, 2l + 3}, c.f., Proposition 4.5
Proof. Consider the asymptotic expansion (4.18) with m = 1. According to [11] the remainder R 1 (ω, x) satisfies the integral equation
where (c.f., [15] )
and can be extended to a C[0, b] function by continuity. Denote
Recall the following estimates for the functions G l and J l+3/2 (see [15, Appendix 1]), here ω ∈ R and t ≤ x. 12) where θ(t) = 1 for l > −1/2 and θ(t) = 1 − log(t/b) for l = −1/2, and
Applying the successive approximations method similarly to [26, Chap. 6 , §10]) one easily obtains that
(7.14)
Indeed, consider
Then using the inequalities (7.11), (7.12), (7.13) we obtain that
where we used that 
whereq(t) is the same as in the proof of Proposition 4.1. Summing up all the functions r n we obtain the first estimate in (7.14) withC :
b+|ω|t dt < ∞. The second estimate follows directly from the first estimate and (7.10).
Differentiating (4.18) with respect to x we obtain that
15) where we used the formula
As follows from (7.14),
The last term in (7.15) decays as ω −l−2 when |ω| → ∞. Hence the function g 2 (ω) also decays as ω −l−2 . Moreover, g 2 (ω) is an entire even function of the complex variable ω and similarly to the proof of Proposition 4.1 we obtain the existence and smoothness of the function R (2) . From (7.5) similarly to the proof of Theorem 4.3 we obtain γ n (x) = (4n + 1)
In order to calculate the last integral we expand all the terms of the equality (7.4) into the series with respect to ω (for the function u ′ l we differentiate (3.11)) and compare coefficients at equal powers of ω. We obtain that
Substitution of this expression into (7.16) gives us (7.6).
Convergence of the series (7.5) and the estimates (7.7) and (7.8) can be obtained similarly to the proof of Theorem 4.3.
Suppose that q ∈ C 2p+1 [0, b]. Consider the asymptotic expansion (4.18) with m = p + 1. The remainder R p+1 satisfies equations similar to (7.9) and (7.10). Applying the successive approximations method one can obtain the following estimate for the derivative |R p+1,x (ω, x)| ≤
ω l+k−1/2 , i.e., for each fixed x the expressions g 2 and R p+1,x differ by a linear combination of the terms 
where the coefficients γ n are defined by (7.6). For the difference between u ′ l (ω, x) and
the following inequalities are valid
where ε N is a sufficiently small nonnegative function such that
, which exists due to Theorem 7.1.
Proof. Substitution of (7.5) into (7.4) together with the formula 2.17.7 from [27, p. 433] gives us (7.17). The inequalities (7.19) and (7.20) are obtained in a complete analogy with the proof of Theorem 5.1.
8 Recurrent equations for γ n From (5.1) we have that
Comparing this expression with (7.17) we obtain the equality
Using (6.1) and rearranging the terms we arrive at the equality
whereα n := (−1)
Comparison of (8.1) with (6.2) and application of a similar procedure to that from Section 6 leads to the relations
and henceα
Equations (8.2) together with the recursive formulas (6.9)-(6.11) can be used to calculate the coefficients γ n alternatively to the formulas (7.6). We start with
and compute recursively for n ≥ 1
(8.4)
Numerical results
The main ingredients for the construction and application of the approximate solution u l;N and its approximate derivative
• u l,N are the coefficients β n and γ n . Unfortunately, we are not aware of any single non-zero potential q for which one can obtain these coefficients in a closed form. They have to be calculated numerically. Our experiments show that even hundreds of the coefficients β n and γ n can be easily computed within seconds without any difficulty. Below we explain some details. We also refer the reader to [6] , [22] and [18] where many aspects of the numerical implementation are discussed in detail.
The first coefficients β 0 and γ 0 are given by (6.7) and (8.3) in terms of the particular solution u 0 of equation (3.5) satisfying asymptotic conditions (3.3) and (3.4) . Such solution together with its derivative can be computed using the SPPS representation [6, Section 3] . The assumption for the solution u 0 to be non-vanishing automatically holds if q(x) ≥ 0, x ∈ (0, b]. For other cases one may need to apply the spectral shift technique as described in [6] , [7] .
As was mentioned in [18] for the non-singular case, the direct formulas lead to a rapid growth of the error in the computed coefficients β k and γ k and are not recommended for numerics. The same happens with the formulas (4.9) and (7.6), they allow one to calculate only 10-15 coefficients β k and γ k in the machine precision. However one still may apply them when arbitrary precision arithmetics is used. In the present paper we neither utilize nor present any illustration of the numerical performance of the formulas (4.9) and (7.6).
Instead, the recurrent formulas (6.9)-(6.11) and (8.4) show an excellent computational stability allowing one to compute easily even hundreds of the coefficients. All the functions involved were represented by their values on the uniform mesh. We used a somewhat overwhelming number of mesh points (like 20-50 thousands) in order to make the integration errors negligible and to concentrate mainly on the numerical performance of the proposed formulas. It is worth emphasizing that even in this case all the reported calculations took only several seconds. The integrals in (6.9) and (6.10) were calculated using the modified 6 point Newton-Cottes rule. This rule consists in interpolating the function values at these 6 points by a fifth order polynomial and using the integral of this polynomial as the approximation for the indefinite integral.
We would like to point out that the numerical integration in (6.10) may be tricky due to the division by u 2 0 , a function behaving near zero as x 2l+2 . Even small errors in the values of the functions η n and κ n near zero can lead to large erroneous values after dividing by u 2 0 . As a workaround we chose the following strategy. We simply ignored (replaced by 0) several first values of the integrands in (6.10) prior to numerical integration. Due to 6 point integration rule utilized, we used the following simple cut-off criterion. For every 6 integrand values y 0 , . . . , y 5 on the consecutive mesh points we calculated the expression ∆ 5 := y 0 − 5y 1 + 10y 2 − 10y 3 + 5y 4 − y 5 (related to the fifth order divided difference) and compared it to the two smallest absolute values of the numbers y 0 , . . . , y 5 . We started the integration rule from the first 6-tuple for which the quantity |∆ 5 | was not significantly larger than the two smallest absolute values. This simple criterion resulted to be sufficient to deliver acceptable numerical results.
9.1 Analysis of the decay rate of the coefficients β n and γ n Absolute values of the coefficients β k decrease as k → ∞, see the estimates (4.12), (4.15) and (4.17) . However due to the presence of the term 4n+1 4n−3 β n−1 in the formula (6.11) the error in one computed coefficient β n propagates to all further coefficients. I.e., when one computes large numbers of the coefficients β n , their absolute values reach some floor value and stabilize. The same happens with the coefficients γ n . A simple error measure can be derived taking t = x in (4.8) and (7.5) . One has 1) and the discrepancy of the truncated series from zero provides some insight on how good the approximation is. Consider b = π and q = x 2 in (1.1). We computed the coefficients β n for n ≤ 100 for several different values of the parameter l. On Figure 1 we present the plot of the values |β n (π)| vs. n. We chose log-log scale graph to reveal a possible power law decay rate of the coefficients. As one can see from the graph, the absolute values |β n (π)| indeed obey a power law decay whenever l ∈ N, and a faster than polynomial decay for l ∈ N, c.f., Proposition 4.5. We estimated the decay rate degree r in the power law |β n (π)| ≈ cn −r and obtained that r ≈ 2l + 3 for l ∈ N, c.f., (4.17).
However we observed that the smoothness requirements on the potential q in Proposition 4.5 and Theorem 7.1 look to be excessive. For that we considered several potentials,
2) computed the coefficients β n and γ n , n ≤ 100 for different non integer values of l and found the degrees r and s in the power law approximations |β n (π)| ≈ c 1 n r and |γ n (π)| ≈ c 2 n s . The obtained values of r and s are presented on Figure 2 . The first potential illustrates that one can not expect an improvement of the estimate (4.17) even for infinitely smooth potentials (c.f., Remark 4.6). However, it is illustrated by the potentials q 2 and q 3 that the coefficients β n and γ n can decay as (or closely to) n −2l−3 even for potentials possessing singularities or unbounded derivatives at the endpoints. The situation changes when the potentials are not sufficiently smooth inside the interval (0, b), as illustrated by q 4 , q 5 and q 6 . For small values of the parameter l the coefficients β n and γ n still decay as n −2l−3 , while for larger values of l the decay rate degree becomes smaller.
For integer values of l the estimate (4.15) predicts a faster than polynomial decay of the coefficients β n in the case of a C ∞ -potential and guaranties a polynomial decay rate for potentials of finite smoothness. We verified this numerically considering the potentials
and comparing the degree of decay rate as in the previous experiments. On Figure 3 we present the plots of the values |β n (π)| and |γ n (π)| vs. n. For all calculations we took l = 2. As one can see from the plots, the slope of the lines (corresponding to the decay rate degree) indeed increases when the potential smoothness increases by 2, as predicted by Proposition 4.5, however as in the previous experiment, the increase of the slope is by 2, not by 1. A more detailed study of the observed phenomena is left for a future work.
Solution of spectral problems
One of the possible applications of the proposed representations (5.1) and (7.17) is to the approximate solution of spectral problems. We emphasize that the idea of this subsection is to illustrate the convergence estimates and error bounds from Theorem 5.1 and Theorem 7.1 rather than to compete with the best available software packages such as Matslise [24] . Our implementation of the approximate method based on the proposed formulas is straightforward. Clearly the method Decay rate degree of the numbers |β n (π)| can benefit, e.g., from interval subdivision techniques combined with the representation proposed in [18] , and we are sure that a robust software package can be created, however we left these tasks for future research.
In all performed numerical experiments the coefficients β n and γ n were computed as was explained at the beginning of this section. Matlab 2012 in machine precision was used. The optimal number N of terms for the approximations (5.2) and (7.18) was estimated using the formulas (9.1) for x = b, as the value when the partial sums of the series in (9.1) reach the machine-precision induced floor. The upper values like N = 169 in the following examples appear due to our straightforward implementation of the formula (6.11), larger values of N cause the machine precision overflow in computation of Γ(N + l + 3/2). In all the proposed spectral problems Wolfram Mathematica 8 was able to find the regular solution in the explicit form, which was used to calculate the exact eigenvalues. . We compared the results with those obtained using (5.2) with N = 100. Exact eigenvalues together with the absolute errors of the approximate eigenvalues obtained using different methods are presented in Table 1 . The proposed method is abbreviated as NSBF (from Neumann series of Bessel functions). As one can see from the results, the proposed method is comparable with the SPPS method for lower-index eigenvalues and is clearly superior for the 100th eigenvalue. Additionally it is much faster than the SPPS method. The eigenvalues from Example 9.1 for l = 3/2 compared to the results reported in [6] . Since eigenvalues produced by the Matslise package coincide with the exact eigenvalues to all reported digits, we present them in the combined column. ∆ω n denotes the absolute error of the computed eigenvalue ω n .
On Figure 4 we present the absolute errors of the computed eigenvalues for different values of l. One can see that the obtained errors follow theoretical predictions given in Proposition 4.5, Theorem 5.1 and Remark 5.2. That is, for integer values of l, only few coefficients β k were used (small values of N on the left plot) due to the rapid decrease of them, while for non-integer values of l larger numbers of the coefficients were necessary (large values of N on the right plot). The better accuracy of the first 90-100 eigenvalues on the right plot is due to the estimate (5.5). The fast deterioration of the accuracy for higher eigenvalues for l = 5 and l = 10 is explained in Remark 5.2. Absolute errors of the obtained eigenvalues are presented on Figure 6 . The singularity in the potential presents no difficulty for the proposed method. However the case l = 1, contrary to the previous examples, requires more coefficients β n for the approximate solution (5.2) to be computed. They do not decay equally fast for integer values of l. 
