Abstract-In this paper, large-signal intermodulation distortion (IMD) sweet spots in microwave power amplifiers are studied and predicted using a new mathematical basis. The variations in the IMD versus drive pattern with active bias point and the terminating matching networks are investigated. This nonlinear distortion model enabled the design of power amplifiers specially tailored to present a desired IMD versus drive-level pattern. For practical validation purposes, a MESFET case study and an illustrative application example will be presented.
I. INTRODUCTION
O NE OF THE major issues in a power-amplifier design process is the level of nonlinear distortion allowed, in order to fulfil the specifications of SNR.
Normally, to solve this problem, the input backoff technique is used, which is also known for its efficiency degradation and, thus, on the overall telecommunications' system performance.
The main objective of this paper is to present a new and rigorously founded mathematical model for the nonlinear distortion mechanisms responsible for the so-called largesignal intermodulation distortion (IMD) sweet spots in power amplifiers [1] . That enabled the explanation of not quite understood and, thus, sometimes referred to as "strange," behaviors of the most important distortion effects, e.g., inband IMD, spectral regrowth, and harmonic distortion, which could then be used to overcome some of the associated input backoff problems.
Usual power-amplifier's fundamental output power and inband IMD curves versus input power can present two clearly distinct behaviors, as is shown in Fig. 1 .
The continuous curve in Fig. 1 corresponds to a normal gain compression operation, in which output power first follows linearly the input and then, for a determined input drive, progressively compresses. Beyond this point, the relation between input and output is less than 1 dB/dB, and tends to an asymptotic constant. The corresponding in-band distortion begins with a cubic behavior, rising 3 dB for each decibel of Publisher Item Identifier S 0018-9480(99)08432-X. input power. Also, when the fundamental starts to compress, it presents a sudden increase, tending again to a constant. Thus, the output signal power-to-distortion ratio (C/I) rapidly degrades.
On the other hand, the curve of Fig. 1 , marked with ( ), represents the case of sometimes observed gain expansion phenomena. That means the output signal power first linearly follows the input power, then it experiences a faster rate of rise (gain expansion), and finally, it compresses again to the above maximum output power. Now, consider the correspondent in-band IMD curve. First, it follows the previous curve, within the small-signal regime. Contrary to the previous case, it then presents an unexpected minimum (large-signal IMD sweet spot) at a certain input power. By observing the two curves, and remembering that the design goal is a prescribed (C/I), it is no longer evident which input backoff should be considered for this latter design. In fact, for the same distortion characteristics, we will get a better output C/I by selecting as the amplifier working point than with . Other authors [1] , [2] have already observed this kind of behavior in IMD. In [1] , it is presented for bipolar junction transistor (BJT) and lateral diffused MOSFET (LDMOS) power amplifiers. In [2] , the author not only observes it, as he tries to approximate it using a polynomial model. However, as far as we know, until now, no one tried to relate its characteristics to the active device's nonlinearities or even predict it without having to measure the final amplifier circuit.
Since the problem resides on how to predict these different amplifier behaviors, we began by analyzing the amplifier in its small-signal regime, and then extended the results to large-signal operation. Small-signal calculations were based on a standard Volterra series (VS) analysis [3] (VS expansion of the amplifier's active device nonlinear model-). However, due to the well-known limited convergence radius provided by this method, the large signal was to be handled by describing function techniques [4] . From the integration of these small-and large-signal amplifier modeling methods, a new behavioral distortion model was then proposed.
In the following sections, this novel amplifier model is presented and applied to a simple MESFET amplifier circuit. Finally, it is validated by showing some application examples where the transistor's quiescent point (for Class-B and Class-AB operation) and the input stimuli (two-tone and narrowband Gaussian noise) were varied.
II. MATHEMATICAL APPROACH
Consider a nonlinear device having a characteristic function similar to the one presented in Fig. 2 , where the -axis is some input control variable, like voltage, and the -axis is the output variable, as current. The study of this nonlinear function will be divided into two sub-analyses.
As indicated in Section I, small-signal analysis will be derived from the VS expansion of that nonlinear transfer characteristic around some preselected quiescent point (in this case, a simple Taylor expansion since the transfer function is memoryless).
In that sense, a good approximation of the characteristic function between and can be expected with only a fifthdegree Taylor series, provided the expansion point is also within that range. We called that the small-signal regime, from which output current can be given by (1) If the input is assumed as a sinusoidal two-tone then the in-band IMD behavior at frequency will be
where stands for small-signal part of the response. In order to have an IMD minimum, we must have
has an opposite phase to , the minimum will appear at an input power of . If a larger input signal is now considered, like one that travels far beyond , a higher Taylor series degree and, thus, must be used in order to maintain VS' accuracy. Thus, by combining different arrangements of , various IMD power nulls may be predicted. It can be shown that usual microwave amplifier's behavior can be very well represented until point using a simple fifth or seventh VS approximation, although many more terms should be used for a signal that travels up to . This makes the applicability of the VS inadequate for large signal, asking for another technique like the two sinusoidal input describing function (TSIDF) [4] .
The derivation of the TSIDF for the transfer characteristic of 
Using these expressions, and taking into account the saturation shape of represented in Fig. 2 , it can be shown that the IMD component at converges to a precisely determined constant power with 180 out of phase (compared with the fundamental output power), when the input excursion tends to infinity (large-signal regime). Thus, while the VS accurately describes the amplifier IMD at small signal, the describing function technique is the appropriate choice for large-signal regimes.
In conclusion, small-and large-signal distortion regimes can be easily integrated into the same mathematical formulation. Section III will be devoted to the presentation and discussion of such a new distortion model.
III. SMALL-AND LARGE-SIGNAL BEHAVIOR MODELS
The integration of small-and large-signal distortion led to the simultaneous use of a Volterra model associated with a describing function one. Thus, the mathematical formulation is (5) where is the hereafter referred to large-signal contribution (6) meaning that is near zero compared to the VS output, when the signal travels between and (if the circuit is biased between and ) and is dominant when the signal travels far from toward . In a memoryless system such as the one under consideration, if has a phase of 0 in its small-signal region (fundamental output power is again assumed as the reference phase), and then tends to 180 for its large signal regime, it must have a zero, which results from the interaction between and the small-signal contribution . In Section IV, some illustrative examples will be proposed in order to prove the applicability to real devices and systems.
IV. MESFET CASE STUDY
In order to get a practical perspective of the proposed theory, let us imagine a simple circuit where a MESFET is connected to a resistive load , as is shown in Fig. 3 .
If the device's nonlinear model is simultaneously solved with the appropriate boundary conditions imposed at its input and output (where is the input voltage excitation and and are the gate and drain supply voltages, respectively), can be represented as a direct transfer function of , which assumes a graphical aspect close to that of Fig. 2 .
For the nonlinearity, the Pedro's Model [8] was used due to its recognized ability on handling IMD simulation problems.
The above set of simultaneous equations was solved with an harmonic balance algorithm, which allowed the extraction of both the amplifier characteristic function and its first five derivatives, as required for the small-signal Volterra analysis of (1) .
Note that neither the function nor its derivatives , , (as represented in Fig. 4 ) have to be equal to the ones of [5] , , , , except at bias points not far from pinchoff, where the influence of on is negligible. In fact, these derivatives are now defined by the Taylor expansion of and can be calculated from (7) The IMD at frequency , including components up to fifth order, will be (8) Expression (7) states a strong relationship between the Volterra operators and derivatives [6] . Thus, an observation of Fig. 4 leads to the conclusion that, as and change with the bias point, a tight control over small-signal IMD behavior can be gained by simply changing the device's bias point. Therefore, as asymptotic large-signal IMD presents a 180 phase, a distortion sweet spot can be produced by the careful selection of a quiescent point that has an associated 0 phase small-signal IMD. On the other hand, if the bias point selection results on a 180 small-signal IMD, the IMD versus drive pattern will not present any null, but a rapid increase on distortion, close to the 1-dB compression point.
In order to illustrate these theoretical assumptions, twotone harmonic balance simulations were performed on our nonlinear MESFET circuit for several bias conditions. Those simulation results of output power and IMD at and at , respectively, are presented in Fig. 5 . Case A corresponds to the device biased near pinchoff, a situation usually treated as a Class-B power amplifier ( V). There, first the IMD rises at 3 dB/dB for small-signal regimes and, when the output power starts to compress, an IMD minimum appears. The explanation for this pattern is that, at the referred bias, the small-signal IMD has the required 0 phase, imposed by a positive , while the large-signal IMD presents its asymptotic 180 .
In a practical circuit, the large-signal distortion has its origins on the device's strong nonlinearities, which, for a MESFET, can be either the triode to saturation zone transition or the input gate-channel diode conduction or breakdown. The one actually determining large-signal IMD mainly depends on which will be reached first as and control voltages increase. This, in turn, can be a priori predicted from the device's I/V curves and the quiescent point considered for each particular design. Due to the moderate voltages considered in the circuits studied in this paper, only the first two strong nonlinearities had nonnegligible impact.
In Case B, the amplifier was biased for Class-AB operation with V. There, due to the negative , the small-signal IMD has 180 phase. As theoretically predicted in Section III, no IMD minimum is observed at the largesignal interface. Even so, and because at V and have opposite signs, IMD compression appears near dBm, before the sudden increase faced when signal level approaches large-signal excitation.
Case C is a Class-A power amplifier, biased at V, where is again negative, but now with the same sign as . In this situation, the IMD curve expands at small signal and compresses at large signal. As predicted, no minimum is evident. In Case D, the device was again biased for Class A, V, but now with a greater quiescent current. is now positive and an IMD minimum appears at the interaction between small-and large-signal IMD, as was the case already verified for Class-B operation.
In Case E, the device was biased at its small-signal sweet spot [7] , V, where , and is predominant. Despite the IMD, curve power can still be explained in the same manner, its small-signal power is now controlled by , as is clear from the observed low distortion power, and its distinct 5-dB/dB slope.
Finally, for completeness, in Case F, the device was biased in a point where and V. In that case, a double minimum is evident. The first minimum is caused by the interaction between the small-signal third-and fifth-order components imposed by the selected values of and , while the second again has its origins on the small-(now controlled by ) and large-signal IMD components' cancellation. Indeed, , and now represents the dominant contribution to small-signal IMD, just before the large-signal interface.
All of the above conclusions regarding the bias point IMD dependence were developed from a very simplified memoryless circuit. In what follows, restriction will be lift off in order to study the variation in amplifier IMD pattern induced by changes in its terminating matching networks. Since the amplifier now has memory, the simplified Taylor series expansion turns into a full VS analysis. Since such a VS expansion was already previously developed by many authors [3] , [5] - [7] , it will not be fully discussed here, and we will only retain the part that we consider more important for our explanatory purposes.
For illustration, let the device be biased in a quiescent point near or beyond pinchoff. Due to the very small gains associated to such bias points, it can be shown that there, only certain coefficients of the Taylor series expansion of are important and, thus, the Volterra nonlinear operators will be (9) (10) and (11) As can be seen from the above expressions, if we consider the two-tone IMD at , where with (12)
Then, considering that (baseband load impedance presented by the output matching network) and (similar second harmonic load impedance) are varied, it is possible to modify the phase of the small-signal behavior of the amplifier . This, in turn, may induce a change in the IMD pattern, compared to the one previously observed in Fig. 5(a) .
To test this hypothesis, an independent load-pull simulation at the baseband and second harmonic was performed again with a harmonic balance machine (load impedances at the fundamental frequencies were maintained constant and equal to 50 ). Fig. 6 and Table I (12), where a change in may reverse the phase of the small-signal IMD and, thus, the IMD minimum can no longer be present.
In Cases C and D, the second harmonic was tuned. The load-pull simulation results now indicate that, for a shortcircuit baseband load, the variation in the second harmonic loading changes the IMD pattern, as was predictable from (12). However, if the baseband load is an open circuit, the second harmonic tuning has no effect on the IMD pattern, which is a consequence of the stronger impact of the baseband load on IMD than the one of second harmonic. This, again, could be also derived from a careful observation of (12).
In the final Cases E and F, the matching networks greater than the second harmonic were varied. There, since smallsignal IMD cannot be affected, as is predicted by (12), and large-signal IMD remains essentially unaltered, no change in IMD could be perceived.
In conclusion, it can be said that if the goal is an IMD minimum, then the optimum output-matching network should present a very low impedance to both the baseband and second harmonic. In fact, generally, only the second harmonic load has to be controlled, as the baseband short circuit can be easily guaranteed by a wise drain bias circuitry.
V. APPLICATION EXAMPLE
In order to prove the practical validity of the proposed theory, a single-stage -band MESFET power amplifier was designed for maximum output power and optimum IMD pattern (see Fig. 7 ). That is, the input matching network was tuned for maximum gain while, at the output, optimum Cripps load for the fundamental and short-circuit for the baseband and second harmonic loads were used. The model used for the MESFET device is equivalent to the previously presented in Figs. 3 and 4 , with a V. In this application example, two different bias points were used, one for Class-AB operation ( V), and another for Class-B ( V). In both of these situations, the amplifier was excited by two-tone and narrowband Gaussian noise signals. The corresponding measured and simulated results were then compared, taking into account the predictions inferred from the above explained theory. The simulator used for the noise signal is a state-ofthe-art in-house-developed harmonic balance machine [9] , [10] . Fig. 8 shows measured and simulated results of fundamental ( GHz) and in-band two-tone IMD ( GHz) versus curves. These results were obtained when the device was biased for Class AB. They represent the typical gain compression behavior and associated monotonic IMD rise with input drive level. Now consider that the gate bias of this circuit is changed in order to have a positive , ( V). The transistor would then be biased near Class B. Using (5), we can predict that a large-signal sweet spot would appear when the input signal excursion travels far beyond point (Fig. 2) since there would rise and tend to an opposite phase in-band IMD.
A. Two-Tone Case
The measured and simulated fundamental and in-band IMD output powers versus drive for this amplifier can be observed in Fig. 9 . The large-signal IMD sweet spot is clearly evident near the 1-dB compression point. Thus, by only changing the bias point, it was possible to reduce the IMD power near the 1-dB compression point by over 20 dB. Fig. 10 represents intermodulation ratio (IMR) versus output power for these Class-AB and Class-B amplifiers in order to illustrate the usefulness of the proposed theoretical explanation.
It is possible to see that for an equivalent output power close to 10 dBm, the IMR is better for the Class-B power amplifier than for the Class-AB design. Despite the better small-signal IMR presented by Class AB, it is still possible to generate a better IMR with a Class-B amplifier for the same output transmitted power located on the onset of saturation.
In summary, for a certain IMR specification it is possible to use a Class-B amplifier, taking all its recognized advantages in drain efficiency, in applications where traditional designs would advise the more obvious quasi-linear Class AB. Also, all these conclusions could be a priori predicted from simulations, as is guaranteed from the remarkable agreement obtained from the laboratory and computed results.
B. Multitone Excitation (Narrow-Band Gaussian Noise)
In order to prove the validity of the above model for telecommunications applications, a more realistic input spectrum (Fig. 11) was used. The input spectrum was built using a baseband Gaussian noise generator that was filtered to have a contained spectrum inside a precise bandwidth. This baseband signal was then used to modulate a 2-GHz carrier (AM modulation). Output signal power, and adjacent channel power (ACP) ratio were measured and simulated on that microwave power amplifier for an input power sweep (Fig. 12) . The two above-referred bias conditions were again considered.
Equal channel spacing and signal bandwidth of 600 kHz were imposed, as is marked by the vertical arrows presented on the -axis of Fig. 11 . ACP was herein defined as the ratio between integrated fundamental power and upper lobe spectral regrowth power. Looking at the experimental results of Figs. 8, 9 , and 12, the first important conclusion to be drawn is that two-tone IMD and noise distortion (ACP) are very well correlated. In fact, the qualitative statements above referred for the twotone test maintain its applicability despite the increase in excitation complexity. Also, when comparing the performance gathered with the two quiescent points tested, over 10 dB of increase in observed ACP for the Class-B design can again be achieved near the 1-dB compression point for almost the same fundamental transmitted power. Let us now compare the simulations with the measurement results. A first glance indicates an almost perfect matching, as long as fundamental power is concerned.
In the case of ACP, the results are not so precise. The reasons for that are mainly related to the difficulty in accurately measuring the power associated with a randomly varying signal. First, any two successive ACP measurements could vary by as much as 2 dB, which is within the average simulation results discrepancies. The large differences observed for the Class-AB small-signal regime are entirely due to the mask imposed by the measurement noise floor. The other differences observed in the small-and large-signal interfaces are attributed to imperfections in the nonlinear model used for the ( , ) nonlinearity. In fact, this nonlinear MESFET model was optimized to present a good fit up to the third-order device's nonlinearity, but it can not easily control the fifth [8] . Also, as was seen above, that is the ultimate responsible for the observed compression of small-signal IMD. Finally, since we are now (contrary to any simulation) dealing with continuous spectrum densities with finite slopes, it is much more difficult to define a precise border between the large fundamental output power and the weaker adjacent channel. In our case, these errors could be as high as 3 dB. Nevertheless, the overall agreement is quite good, which proves the applicability of the proposed theory to integrate small-and large-signal IMD behavior, and guarantees that the large-signal IMD sweet spots can be predicted on an early power-amplifier design phase.
A final note on the presented measured and simulated results should refer to the fact that (and as far as the authors are aware) this is the first time that real nonlinear distortion measurement and simulated results for a noise excitation are compared. This proves that the used computation resources [8] - [10] , although still in their infancy, already constitute valuable tools for complex nonlinear distortion prediction and evaluation.
VI. CONCLUSIONS
In this paper, a new mathematical model was proposed to explain and predict the various IMD versus drive-level patterns normally encountered on usual RF and microwave power amplifiers. A simple approach was used for the design of power amplifiers specially tailored to present a desired IMD behavior. By varying the active device's bias point and/or its baseband/second harmonic load terminations, it was possible to improve the two-tone IMD or ACP near the 1-dB compression point by over 10 dB. To our knowledge, this is the first time this type of large-signal IMD sweet spots was investigated and predicted using a mathematical model.
Finally, a special in-house developed harmonic balance machine enabled the extension to random signals of the theoretically predicted two-tone IMD sweet-spots conditions.
