Abstract. Numerical error induced by the "ghost forces" in the quasicontinuum method is studied in the context of dynamic problems. The error in the W 1,∞ norm is analyzed for the time scale O(ε) and the time scale O(1) with ε being the lattice spacing.
The purpose of this paper is to study the effect of ghost forces in the context of dynamic problems. Motivated by the results in the static case, we expect that ghost forces will continue to play an important role in dynamic coupling models. To focus primarily on the issue of ghost forces, we consider the dynamic model [29, 27] derived from the original QC method when the mesh size coincides with the lattice spacing. In addition, the initial displacement is given by a uniform deformation. This allows us to compute the error caused only by the ghost forces. The error will be studied in the W 1,∞ -norm as in the static problem [21, 5, 22, 4] . Our study shows that the error, which is initially zero, grows very quickly, and already becomes O(1) at the time scale O(ε) . The error exhibits fast oscillations, with amplitude on the order of ε. On the time scale O(1), which is typically the time scale of interest, the amplitude of the oscillations grows, and it is bounded by an O( √ ε) quantity. The average of the oscillations has a peak at the interface. In contrast to the static case, where the error is mainly concentrated at the interface, the error in the dynamic case is observed in the entire domain on the time scale O(1). These observations are quite different from those of wave reflections, and it indicates that the effect of ghost forces is a separate numerical issue.
The rest of the paper is organized as follows. In Section 2 we describe the onedimensional atomistic model and the derivation of the QC model, and briefly demonstrate the appearance of the ghost forces. In Section 3 we show results from several numerical tests. They provide some insight into the evolution of the error. The next three sections are devoted to the analysis of the error for short and long time scales. We draw some conclusions in the last section.
2. Motivation and the Formulation of the Problem. As in [12] , we consider the dynamic problem of a one-dimensional chain of atoms. The interatomic interaction is assumed to be among the nearest and the next nearest neighbors. Let x be the reference position of an atom, and y(x, t) be the current position at time t. The equations of motion for the atoms in the chain read,
y(x, 0) = x,˙ y(x, 0) = x, y(x, t) − x is periodic with period 1.
(2.1)
Here, we have set the mass to unity, and L ≡ {jε, j ∈ N} ∩ (−1/2, 1/2) with ε being the lattice parameter. The operator L at is defined as L at [z](x, t) ≡ ε −2 κ 2 z(x − 2ε, t) + κ 1 z(x − ε, t) + κ 1 z(x + ε, t) + κ 2 z(x + 2ε, t)
Since the issue of ghost force arises even for harmonic interaction, we consider here a linear model, which can be considered as a harmonic approximation of a fully nonlinear model. In (2.2), κ 1 and κ 2 are the force constants computed from an interatomic potential. For example, for a pair potential, the energy is given by E = x ϕ y(x + ε) − y(x) ε + ϕ y(x + 2ε) − y(x) ε .
Direct calculation yields
One commonly used model is the Lennard-Jones potential [16] :
ϕ(r) = (σ/r) 12 − (σ/r) 6 .
If only the nearest and the next nearest neighborhood interactions are considered, the lattice parameter is given by ε = 2 σ.
In this case, the force constants are κ 1 = 156C 2 − 42C ≈ 18.886 and κ 2 = 2 −6 (156C 2 2 −6 − 42C) ≈ −0.323,
The above formula has also appeared in [13] .
Notice that the second force constant is negative, but it is much smaller than the first force constant in magnitude.
With the harmonic approximation, the potential energy takes the form of
The dynamic model (2.1) can be derived from this energy using Hamilton's principle. Notice that the energy can be divided into the energy at each atom site: i.e. E = x E(x), in which
In the QC method, one defines a local region where the atomistic model is approximated by the Cauchy-Born elasticity model [3] . One also defines a nonlocal region where the atomistic description is kept. Without loss of generality, we assume that the interface is located at x = 0 and the nonlocal region is in the domain x < 0. We further assume that the mesh size is equal to the lattice parameter to primarily focus on the effect of ghost forces. The Cauchy-Born approximation of the energy in the local region is given by
At the interface x = 0, the energy takes a mixed form:
With such energy summation rule, we may write the QC approximation of L at as L qc , with L qc given below. For x ≤ −2ε,
and for x ≥ 2ε,
This is exactly the operator corresponding to the Cauchy-Born approximation.
At the interface, we have for x = −ε,
and for x = ε,
Using the Hamilton's principle, we write the QC model as
y(x, t) − x is periodic with period 1.
(2.
3)
The initial and boundary conditions have been chosen as a uniform deformation in order to identify the effect of the ghost force. We will compute the deviation of the solution away from the equilibrium. For this purpose, we define the error y(x, t) = y(x, t) − x, and we have,
with f given explicitly by
The function f (x, t) is precisely the ghost force. Since it is independent of the temporal variable, we denote it by f (x) for simplicity. Finally, we supplement the above problem with the homogeneous initial condition and periodic boundary condition as
y(x, t) is periodic with period 1. (2.6) 3. Observations from Numerical Results. Since the operator L qc coincides with L CB in the local region, and with L at in the nonlocal region, it is natural to look at models similar to (2.4), in which L qc is replaced by either L CB or L at in the entire domain. Therefore, our numerical experiments are conducted for the following three models:
• Model III: The quasicontinuum model (2.4). In all these models, we impose homogeneous initial condition and periodic boundary condition (2.6).
As an example, the force constants are obtained from the Morse potential [24] . In particular, we choose κ 1 = 4.4753 and κ 2 = 0.4142. All the simulations are performed in the domain x ∈ [−1/2, 1/2], and the ODEs are integrated using the Verlet's method. Since all three models are Hamiltonian systems, this method is particularly suitable.
We first show the solutions computed from the three models at different time step. The results are shown in Fig. 3 .1. For this set of numerical tests, we have chosen ε = 1/2000. We observe that the error first developed at the interface, and then it starts to spread toward the local and nonlocal region for all three models. Another noticeable feature is that the error exhibits a peak at the interface, and the peak remains for all later time. At t = 1, the error is observed in the entire domain. Our main observations here can be summarized as following: (1) In the presence of ghost forces, the error grows very quickly. It reaches O(1) on the time scale of O(ε); (2) At the time scales of t = O(ε) and t = O(1), the solutions of all three models are qualitatively the same.
Next we monitor the solution for those atoms near the interface. In Fig. 3 .2, we show the time history for those atoms. We observe that for most of the time, the error oscillates around certain constant values, and the constant values depend on the . Therefore we will turn to this model to study the effect of ghost forces. Model I is convenient to analyze, particularly because it admits explicit solutions of a simple form. Recall that in Model I, we solve the following problem,
y(x, t) is periodic with period 1. Without loss of generality, we let L = (−1/2, 1/2] with N atoms. We assume that N is an even integer for technical simplicity. Obviously, ε = 1/N . We will switch to the notation that,
We now express the solution of (4.1) in an explicit form. To begin with, we consider the lattice Green's function, which is defined as the solution of the following problem:
Given this Green's function, the solution of (4.1) is given by where f is given by (2.5) under the transform (4.2). As a result, we have
where we have set L = N/2. By separation of variables, we have the following explicit form for the lattice Green's function G:
with ω k being the dispersion relation given by
This leads to
Using the above expression we bound y(n, t) as
This estimate shows that the magnitude of the error y(n, t) is as small as O(ε) for all n and all time t. This in turn suggests that the error induced by the ghost force is small in the maximum norm, which is consistent with that of the static problem [5, 22, 4] . Next we consider the discrete gradient of the error. A direct calculation gives
Clearly we may write the above expression as
It follows from the above expression that Dy(n, t) is anti-symmetric in the sense of Dy(n, t) = −Dy(N − n − 1).
Therefore, we only consider the case n ≥ L. By (4.5) we bound Dy(n, t) trivially:
This shows that Dy(n, t) is uniformly bounded for all n and all time t. In the next two sections, we seek for a refined pointwise estimate of Dy(n, t) when t is of O(1) and of O(ε). Notice that the same method can be employed to obtain a refined pointwise estimate of y(n, t). We leave it to the interested readers.
5. Estimate of the error over long time. In this section, we estimate the error for t = O(1). By (4.6), we write Dy(L, t) as
Using the identity
We write
When n = L, we use the fact that
and we write the expression of Dy(n, t) in (4.6) as
which can be further decomposed into
To bound Dy(n, t), we need to estimate an exponential sum of the following form,
where the shorthand e(f (k)) ≡ exp(2πıf (k)) is assumed. The basic tool that will be used is the truncated form of the Poisson summation formula due to Van der Corput [34] . The following form with an explicit estimate for the remainder term can be found in [14, Lemma 7] . 1. f ′′ and φ ′ (x) are continuous;
3. There are positive constants H, U, φ 0 , φ 1 , λ such that U ≥ 1, 0 < b − a ≤ λU and
For any ∆, 0 < ∆ < 1, the equation
holds, where
Here θ is a function such that |θ| ≤ 1. The assumption f ′′ > 0 can be relaxed to either f ′′ ≥ 0 or f ′′ ≤ 0. In the latter case, the second condition is replaced by −C 0 ≤ f ′′ (x) ≤ 0.
5.1. The estimate for Dy(N/2, t). To bound Dy(N/2, t), we start with (5.1). Based on the above theorem, we transform the exponential sum in (5.1) to a shorter sum with a bounded remainder. To clarify the dependance of the constant, we denote
and assume that 1 ≤ γ ≤ N since t = O(1) and N ≥ 2. We also denote by ⌊ p ⌋ the integer part of a real number p, and denote its fractional part by
where C is independent of N, t and γ. Proof. It is easy to write the exponential sum into N/2) ).
With such choice of f and φ, we have
Setting ∆ = 1/2 and using Theorem 5.1, we obtain
where R = 2π 9.42 + 9πγ/N + 6 + π −1 20 + 2 ln 2 + 3 − 4.5 ln(3/2) + 6.5 ln(γ + 2) .
This immediately implies that there exists a constant C such that |θR/N | ≤ Cε (1 + εγ + ln(γ + 2)) .
We obtain (5.4) by combining the above two inequalities. 
then we obtain the same bound by taking complex conjugates. Moreover, if
is monotone on [a, b] and
we obtain the same bound by combining the above two cases. We write
where ϕ(y) = sin 2 y, and G ν (y) = (N/π)(γ sin y − νy) for any ν ∈ N. We define
. By Lemma 5.2, it remains to estimate the integral π/2 0 ϕ(y)e(G ν (y)) dy for ν = 0, · · · , ⌊ γ + 1/2 ⌋. The three cases ν = 0, ν = 1, · · · , ⌊ γ + 1/2 ⌋ − 1 and ν = ⌊ γ + 1/2 ⌋ will be treated separately in the following lemmas.
Lemma 5.6. There holds
Proof. For any δ ∈ (0, π/2) that will be determined later on, we have, for any y ∈ (0, π/2 − δ),
where we have used the fact that tan x ≥ x for x ∈ [0, π/2]. Using Lemma 5.4 with λ 1 = N γδ/π, we obtain π/2−δ 0 ϕ(y)e (G 0 (y)) dy ≤ 1 N γδ .
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The integral over the complementary portion of the interval can be bounded trivially:
On adding the two estimates we deduce that
This is minimized by taking δ = (N γ) −1/2 ∈ (0, π/2), and we obtain (5.5).
The second case is more involved since F ν changes sign over (0, π/2).
Proof. For 1 ≤ ν < γ, there exists y ν ∈ (0, π/2) such that F ν (y ν ) = 0 with cos y ν = ν/γ. For any η ∈ (0, min(y ν , π/2 − y ν )) that will be chosen later, we write
We deal with the three integrals separately.
Using Lemma 5.4 with λ 1 = |F ν (y ν − η)|, we obtain
and
where we have used Jordan's inequality
This gives
14 Using Lemma 5.4 again with λ 1 = |F ν (y ν + η)|, we have, for the second integral,
Furthermore,
If y ν ∈ (0, π/4], we would require that η ∈ (0, y ν ). We will have, sin(y ν + η) ≤ sin 2y ν ≤ 2 sin y ν and sin y ν < sin(y ν + η/2) since y ν < y ν + η/2 < 2y ν ≤ π/2. The bound for the above integral is changed to
We estimate the remaining integral trivially:
Summing up all the above estimates, we obtain
Taking η = (N γ) −1/2 sin y ν , which is less than y ν , we obtain
On the other hand, if y ν ∈ (π/4, π/2], we would require that η ∈ (0, π/2 − y ν ). We will have sin y ν < sin(y ν + η/2) since y ν < y ν + η/2 < y ν + η ≤ π/2, and sin 2 (y ν + η) ≤ 1 ≤ 2 sin 2 y ν since sin 2 y ν ≥ 1/2. We bound the second integral as
This yields
In this case, we can choose η = (N γ) −1/2 provided that
This immediately implies that
Such choice of η is feasible since
which yields ν > γη, or equivalently, η < cos y ν = sin(π/2 − y ν ) ≤ π/2 − y ν . This directly gives (5.8). Finally we get (5.6).
Next we consider the endpoint case
Proof. If ν ≥ γ, then there exists a stationary point y ν of F ν (y) with cos y ν = ν/γ − ν 2 /γ 2 − 1. Because F ν (y) is monotonically increasing over (0, y ν ) and monotonically decreasing over (y ν , π/2), we get min y∈(0,π/2) |F ν (y)| ≥ |F ν (y ν )|. To each of the two intervals we apply Lemma 5.4 with λ = |F ν (y ν )|. On adding these estimates we deduce that
which yields (5.9) by using
When ν = ⌊ γ + 1/2 ⌋ < γ, we invoke the estimate (5.6) to get (5.10). Summing up the above estimates for the shorter sum, we obtain the estimate for the exponentinal sum in (5.4).
Lemma 5.9. There holds
where C is independent of N, t and γ. Proof.
Using the estimates (5.5), (5.6), and (5.9), we bound the right hand side of the above sum as follows, 
where C is independent of N, t and γ. The above estimate means that Dy(n, t) is in the O( √ ε)−neighborhood of κ 2 /(κ 1 + 4κ 2 ) when n = N/2 or n = N/2 − 1.
5.2.
The estimate for Dy(n, t) with n = L. By (5.2), we need to estimate two exponential sums N k=0 φ(k)e(f (k)) with
In what follows we only give the full details for estimating of the first exponential sum, and the same proof works for the second exponential sum. Denote by ̺ = (n + 1/2 − L)/N , proceeding along the same line that leads to (5.4) and choosing
where C is independent of N, t and γ. Here ϕ(y) = sin y and G ν (y) = (N/π)(γ sin y + ̺y − νy). We also define
, then we proceed along the same line that leads to Lemma 5.6 to obtain
Otherwise, using Lemma 5.4 with λ = (n + 1/2 − L)/π, we obtain
Combining the above two inequalities gives (5.17). Lemma 5.12.
Proof. The function F ν has a stationary point y ν that satisfies cos y ν = γ/(ν − ̺). In this case, applying the first derivative test directly to the integral may yield a bound of the form 1/(N sin y ν ), which is undesirable since y ν can be very close to zero when ν is close to γ + ̺. Instead, for any δ ∈ (0, π/2) to be determined later on, we have
If y ν ≤ δ, then we use Lemma 5.4 with λ = |F ν (δ)|. This gives
If y ν > δ, then we proceed along the same line that leads to (5.11) to get
A direct calculation gives
and for y ν > δ,
Combining the above four inequalities, we obtain, for any δ ∈ (0, π/2),
To sum up, we have 20) which yields (5.18) by using the fact that
Proceeding along the same line that led to (5.10), we obtain a parallel result of Lemma 5.7. The proof is postponed to the appendix.
Lemma 5.13.
The estimate for the endpoint case ν = ⌊ γ + ̺ ⌋ is essentially the same with the argument that led to (5.21) . However, the root y ν varies with the magnitude of the fractional part of γ + ̺. Therefore, a more careful treatment is required to obtain a bound that is independent of the magnitude of { γ + ̺ }. The proof is also postponed to the appendix.
Lemma 5.14.
Combining these lemmas, we have the following estimate. Theorem 5.15. If t = O(1), and n = N/2, N/2 − 1, then
where C is independent of N, t and γ.
Proof. Summing up the above three lemmas, we obtain
Combining the above two inequalities, we obtain 6. Estimate of the solution over short time. In this section, we estimate the solution over a shorter time interval, i.e., t = O(ε). This is motivated by the previous observation that the error already develops to finite magnitude within this short time scale.
Lemma 6.1. If t = O(ε) and n = N/2, N/2 − 1, then
where C is independent of N and t.
The proof of this lemma is essentially the same with that of Theorem 5.15.
Proof. As to f (x) = γ/(πε) sin(πx/N ) + ̺x, we have α = ̺ and β = γ + ̺. We choose ∆ = 1/2, and the remainder term is bounded by O(ε + log(γ + 2)ε) = O(ε). There are only two terms in the shorter sum (5.3), i.e., ν = 0, 1 since t = O(ε). When ν = 0, using Lemma 5.4 with λ = (n + 1/2 − L)/π, we obtain
Using (5.20) with ν = 1, we obtain
As to f (x) = γ/(πε) sin(πx/N ) − ̺x, we still take ∆ = 1/2, and the remainder is still bounded by O(ε). There is only one term in the shorter sum, i.e., ν = 0. Proceeding along the same line that leads to (5.20), we get, for any δ ∈ (0, π/2),
which is minimized by taking δ = π 1/3 (n + 1/2 − L) −1/3 ∈ (0, π/2). This gives
Summing up the above estimates, we get (6.1).
21
We use Euler-MacLaurin formula instead of the truncated Poisson summation formula to bound Dy(N/2, t), because this approach gives a more explicit bound for the remainder. The starting point is the following first-derivative form of EulerMacLaurin formula. For any real valued function f (x) in [a, b] with continuous first derivative, we have
Starting with (5.1), and applying Euler-MacLaurin formula (6.2) to
with a = 0 and b = π, we obtain
The remainder can be directly bounded as
The integral − π 0 f (x) dx can be calculated as follows.
This implies the following estimate for Dy(N/2, t) when t = O(ε). Lemma 6.2. If t = O(ε) and n = N/2 or n = N/2 − 1, then
The above estimate means that Dy(N/2, t) is in an O(ε)−neighborhood of a constant value that depends on the ratio t/ε. Remark 6.3. We cannot directly use the above approach to estimate Dy(n, t) because an undesirable term O(n/N ) may appear in the bound.
7. Discussion. Based on a simple one-dimensional lattice model, we studied the effect of ghost forces for dynamic problems. Ghost forces may arise for dynamic coupling methods that were derived from energy approximation and Hamilton's principle [1, 29, 27, 36] . In our study, based on an approximate model, we show that the error develops rather quickly. On the O(1) time scale, the error is observed in the entire domain, and at the interface, the gradient of the error is O(1). Therefore, the influence of the error is more significant than that of the static case. It also suggests that the issue of the ghost force may even be more severe than the artificial reflections at the interface. The analysis for the original dynamic QC model requires a different method, and it will be pursued in our future works.
Appendix A. Proof of Lemma 5.13. The proof of this lemma is essentially the same with that of Lemma 5.7.
Proof For 1 ≤ ν < γ, there exists y ν ∈ (0, π/2) such that F ν (y ν ) = 0 with cos y ν = (ν − ̺)/γ. For any η ∈ (0, min(y ν , π/2 − y ν )) that will be chosen later, we write
We deal with the three integrals separately. Using Lemma 5.4 with λ = |F ν (y ν − η)|, we obtain
where we have used Jordan's inequality (5.7) in the last step. This gives .
If y ν ∈ (0, π/4], we would require that η ∈ (0, y ν ). We will have, sin(y ν + η) ≤ sin 2y ν ≤ 2 sin y ν , and sin y ν < sin(y ν + η/2) since y ν < y ν + η/2 < 2y ν ≤ π/2. The bound for the above integral is simplified to π/2 yν +η φ(y)e (G ν (y)) dy ≤ π N γη .
A trivial bound for the remaining integral yields Now, if y ν ∈ (π/4, π/2], we would require that η ∈ (0, π/2 − y ν ). We will have sin(y ν +η) > sin y ν since y ν < y ν +η/2 < y ν +η ≤ π/2, and sin(y ν +η) ≤ 1 ≤ √ 2 sin y ν since sin y ν ≥ 1/ √ 2. We bound the second integral as This choice of η is feasible since ν − ̺ ≥ 1/2 > (1/2) γ/N = γη, which yields η < cos y ν ≤ π/2 − y ν , this gives (A.2) and completes the proof.
Appendix B. Proof of Lemma 5.14.
Proof. There exists y ν ∈ (0, π/2) such that F ν (y ν ) = 0, and
Using the elementary inequality,
we obtain
Proceeding along the same line that leads to (A.1), we get for any η ∈ (0, y ν ), π/2 0 ϕ(y)e(G ν (y)) dy ≤ 3π N γη + 2η.
We take η = (N γ) −1/2 , which yields π/2 0 ϕ(y)e(G ν (y)) dy ≤ 3π + 2 √ N γ ≤ 4π √ N γ .
then using the left hand side of (B.2), we obtain η ∈ (0, y ν ).
On the other hand, if
then letting δ = 2(N γ) −1/4 , we have
where we have used the right hand side inequality of (B.1). It follows from the above inequality and the right hand side of (B.2) that y ν ≤ δ/ √ 2 < δ. Using Lemma 5.4 again with λ = |F ν (δ)|, we get π/2 δ ϕ(y)e(G ν (y)) dy ≤ 1 π|F ν (δ)| .
We estimate the contribution of the complementary portion of the integral trivially: 
