A Network and Systems Approach to Problem-Solving {#Sec1}
=================================================

Networks of Innovation as Information and Knowledge Processing Systems {#Sec2}
----------------------------------------------------------------------

The analysis of networks through sociometry has encouraged social scientists since the beginning of the twentieth century \[[@CR1]\] to calculate degrees of strength or density of connections between different organisations located in a network. At the same time, efforts to understand the innovation process have led researchers to abandon the idea of a linear process of innovation, and to propose instead evolutionary models where the formalization and organization of a network becomes strategic to accelerate the flow of information and knowledge and the emergence of innovation \[[@CR2]\]. Several forms of reticular organization (hierarchical, heterarchical, according to the centrality of elements, according to the transitivity of element, etc.) can be conceptualized within that context. Evolutionary economics and technology studies highlight (neo-Schumpeterian) models to understand the plurality of evolution cases, depending on the initial forms of organization, but also on the ability of a system to adapt to systemic crises.

In this work we study, from an information-theoretical perspective, the relationship between the structure of an innovation network, the noise in its communication channels and the energy costs associated with the network's maintenance. An innovation network is here considered to encompass a variety of organisations who, through their interactions and the resulting relationships, build a system conducive to the emergence of innovation. This system is identified by the literature \[[@CR3]\] with different terms, such as innovation ecosystem, \[[@CR4]\] problem-solving network, \[[@CR5]\] or innovation environment \[[@CR6]\]. In this system, the information channels transfer a multitude of information and knowledge which, depending on the structural holes, \[[@CR7], [@CR8]\] but also on the absence of predetermined receivers, are subject to information "noise" \[[@CR9]\]. The more the information is distorted in the network, the more energy is needed to transfer accurate information, in order to keep performance of the innovation network high. The idea we propose is that the structure of an innovation system evolves to address the heterogeneity in the quality of communication that takes place between its members. In particular, we argue that the noise in a network increases the complexity of the network structure required for the accurate transfer of information and knowledge, and thus leads to the emergence of hierarchical structures. These structures, thanks to their fractal configuration, make it possible to combine high levels of efficiency in the transmission of information, with low network maintenance costs. This idea complements previous studies that have analysed the relationship between the structure of an innovation network, on one hand, and the complexity of the problem to be solved and the resulting innovation process, on the other, \[[@CR10]\] by focusing on communication noise and cost of network structure maintenance. To the existing understanding of this phenomenon we contribute by identifying a thermodynamically efficient process which the network follows as it decreases in entropy while simultaneously cutting down its costs.

This model is based on the analysis of a network composed of two classes or categories of organisations, which operate within the same innovation system \[[@CR11]\]. These classes are represented by a central organisation called *seeker*, which poses a research question to a group of other organisations, called problem-*solvers*, and from which in turn receives a solution. It has been suggested \[[@CR12]\] that one of the problems that the innovation system has to solve, and for which it self-organises, is the problem of effective diffusion of knowledge between problem-*solvers* and solution-*seekers*, as this can be considered as a problem *sui generis*. The theory on the diffusion of knowledge in an innovation system suggests that this problem is solved through the evolution of modular structures in the innovation network, which implies the emergence of organisations that act as intermediary conduits of knowledge between hyper-specialised organisations in the same innovation environment \[[@CR13]\]. A modular structure is, in network theory, connected to the idea of a hierarchical or fractal structure of the network, \[[@CR14]\] and is also characterised by scale-invariance; \[[@CR15]\] the latter is a particularly important property, because if innovation systems have it as an emergent property of their behaviour, this allows them to be considered as complex adaptive systems \[[@CR16]\]. It has been suggested that scale-invariance property of an innovation system might emerge as the result of horizontal cooperation between its elements, \[[@CR17]\] which try to reach the level of complexity required to solve a complex problem; but it is not yet clear how does a complex structure emerge when the complexity of the problem does not vary, which is a phenomenon observed empirically \[[@CR18], [@CR19]\]. In this paper we show how complexity can also vary as a result of a non-uniform distribution of the cognitive distance between organisations of the network, and of the adaptation required to solve the problem of knowledge diffusion among them. Our contribution to the theoretical understanding on the self-organising properties of innovation systems is that, by framing the problem of heterogeneous cognitive distance between organisations under the theory of dissipative systems, we can explain in thermodynamically efficient terms the reduction in entropy of an innovation system, as an emergent adaptation aimed at reducing costs of maintenance of the system's structure.

Self-organisation and Complexity in Dissipative Innovation Systems {#Sec3}
------------------------------------------------------------------

The theoretical framework which we use for this paper is comprised by four parts. First, we will frame the innovation system as a thermodynamically-open system, which is a property that derives from the fact that social systems also are \[[@CR20]\]. Second, we will see under what conditions a system can undertake self-organisation and evolution. This will allow us to consider an innovation system as a complex adaptive system, should it be found that there are emergent properties of its behaviour which lead to an increase in complexity. Third, we will frame the innovation system as a dissipative system, which is a property also shared by social systems \[[@CR21]\]. Dissipative systems are characterised by the fact that a variation in the level of their entropy tends to happen as a consequence of their changed ability to process inputs, and we will see how this applies for innovation systems. Lastly, we will study cognitive distance as it applies to a network of innovation, in order to show how a spontaneous reduction in it leads to an increase in complexity of the network.

### Thermodynamically-Open Innovation Systems. {#FPar1}

An open thermodynamic system is defined as a system which exchanges matter and energy with its surrounding environment, \[[@CR22]\] and among them are found all social systems, which are open systems due to their exchanging of energy with the surrounding environment \[[@CR23]\]. Social systems are also dynamical systems, because their structure changes over time through a process of dynamical evolution \[[@CR24]\]. Innovation systems are some special classes of social systems, \[[@CR25]\] which can thus also be considered as open systems \[[@CR26]\]. In addition to this, like all social systems, innovation systems are also capable of self-organisation, \[[@CR27]\] which is a property that they inherit from social systems \[[@CR28]\]. There is however a property which distinguishes innovation systems from the generic social system: that is, the capacity of the former to act as problem-solving environments \[[@CR11]\]. An innovation system possesses the peculiar function of developing knowledge, \[[@CR29]\] which is not necessarily possessed by the general social system \[[@CR30]\]. It has been theorised that developing and distributing knowledge \[[@CR31]\] is the method by which the innovation system implements the function of solving problems, \[[@CR32], [@CR33]\] and we will be working within this theoretical assumption. The innovation system, for this paper, is therefore framed as a thermodynamically-open social system which solves problems through the development and diffusion of knowledge.

### Evolution and Self-organisation. {#FPar2}

Like all other social systems, \[[@CR34]\] an innovation system undertakes evolution \[[@CR35]\] and changes in complexity over time \[[@CR36]\]. The change in complexity of a system, in absence of any central planning or authority, is called in the literature *self*-*organisation* \[[@CR37]\]. Self-organisation in a system implies that the system's components do not have access to global information, but only to information which is available in their immediate neighbourhood, and that upon that information they then act \[[@CR28]\].

Innovation systems evolve, with a process that may concern either their members, \[[@CR38]\] their relationships and interactions, \[[@CR39]\] the technological channels of communication, \[[@CR40]\] the policies pursued in them, \[[@CR41]\] or all of these factors simultaneously \[[@CR42]\]. For the purpose of this work we will limit ourselves to consider as evolution of an innovation system the modification of the existing relationships between its members, and the functions which they perform in their system. This process of evolution of the innovation system is characterised by self-organisation, \[[@CR43]\] and it occurs along the lines of both information \[[@CR44]\] and knowledge flows within the system \[[@CR45]\]. The self-organisation of an innovation system is also the result of evolutionary pressures, \[[@CR46]\] and we will here argue that one form of such pressures is cognitive distance between organisations within a network of innovation, whose attempt at reduction may lead to modifications in the relationships within the system and to the emergence of complex structures. While it has also been suggested that variations in the complexity of an innovation system might be the consequence of intrinsic complexity of the problems to be solved, \[[@CR47]\] it has also been suggested that problems related to the transfer of knowledge within the elements of the system can, by themselves, generate the emergence of complex network structures, through a process which is thermodynamically advantageous.

### Dissipative Innovation Systems. {#FPar3}

As the innovation system acquires a more complex structure, its entropy decreases. If one assumes that the decrease in entropy follows the expenditure of some kind of energy by the system, without which its evolution towards a lower-entropy state is not possible, then it follows that the innovation system can be framed as a dissipative system. This is a consequence of the theory which, in more general terms, suggests that all social systems can be considered as dissipative systems; \[[@CR48]\] and, among them, innovation systems can thus also be considered as dissipative systems \[[@CR49]\].

The application of the theory of dissipative structures \[[@CR50]\] to the study of social systems has already been done in the past, \[[@CR51], [@CR52]\] and it has also been applied to the study of innovation systems specifically, \[[@CR53], [@CR54]\] to understand the process by which new structures evolve in old organisational networks \[[@CR55]\].

By framing the problem in this manner the emergence of a hierarchical structure in a dissipative innovation system can be considered as a process through which the innovation system reaches a different level of entropy in its structure, \[[@CR56]\] by means of a series of steps which imply sequential minimal variations in the level of entropy of the system, and lead to the emergence of complexity \[[@CR57]\].

### Cognitive Distance as Noise. {#FPar4}

The process of transferring knowledge between organisations presumes the existence of knowledge assets that are transferred \[[@CR58]\]. Companies embedded in an innovation system are therefore characterised by an intellectual or knowledge capital, \[[@CR59]\] which is the sum of the knowledge assets which they possess, \[[@CR60]\] and which in turn are the result of the individual organisation's path of development, \[[@CR61]\] and of the knowledge possessed by the human and technological components of the organisation \[[@CR62]\]. Any two organisations do not generally share the same intellectual capital, and therefore there are differences in the knowledge assets which they possess, and in the understanding and representation which they create about the world. This difference is called "cognitive distance" in the literature on knowledge management, and it refers to the difficulty in transferring knowledge between any two organisations \[[@CR63]\].

The theory suggests that an innovation network has to perform a trade-off between increasing cognitive distance between organisations, which means higher novelty value, and increasing mutual understanding between them, which gives higher transfer of knowledge at the expenses of novelty \[[@CR64]\]. It has been argued that if alliances (that is, network connections) are successfully formed between organisations with high cognitive distance between their members, this leads to a higher production of innovation by that alliance, \[[@CR65]\] as a consequence of the relationship between cognitive distance and novelty, as described above. It has also been argued that the measure of centrality of a organisation in an innovation network is a consequence of the organisation's impact on the whole knowledge governance process, with organisations contributing more to it located more centrally in the network \[[@CR66]\]. We propose that this known mechanism might play a role in the dynamic evolution of an innovation system, in a manner analogous to that of noise in an information system. The idea is that an organisation generally possessing a lower cognitive distance between multiple components of a network might spontaneously become a preferential intermediary for the transfer of knowledge within the innovation system, and as a consequence of this a hierarchical network structure emerges out of a lower-ordered structure.

The Structure of the Network and Its Evolution {#Sec4}
==============================================

The Structure of the Network {#Sec5}
----------------------------

The modeling of the process of evolution of a network of innovation is conducted as follows. First, we imagine that there are two different structures of the ego-network of an innovation seeker company that are the subject of our analysis. The first is a horizontal network, in which a seeker organisation is positioned in a network of solvers, which are all directly connected with the seeker organisation in question. The second is a hierarchical or fractal network, in which a structure exists that represents the presence of intermediaries in the transfer of knowledge between the seeker organisation and the solving organisations in the same network.

All nodes besides the seeker organisation being studied in the first scenario, and all nodes at the periphery of the hierarchical structure of the second scenario, are from here on called *solvers*. There are *N* nodes in the ego-network of an innovation seeker company. The *N* nodes in the horizontal network are all solver nodes, while the *N* nodes in the hierarchical network are divided into two classes of nodes: the *intermediaries* comprised of *M* nodes, and the *solvers*, comprised of $\documentclass[12pt]{minimal}
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                \begin{document}$$ M^{2} $$\end{document}$ nodes (Fig. [1](#Fig1){ref-type="fig"}). Fig. 1.In a horizontal network (to the left), all nodes in the ego-network of a seeker organisation are solver nodes (in green). In a hierarchical network (to the right), all nodes in the ego-network are either solver nodes (in green), or intermediaries (in grey). (Color figure online)

In order to make the two network structures comparable we impose the additional condition that the total number of nodes in the two networks is the same, which is satisfied for $\documentclass[12pt]{minimal}
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                \begin{document}$$ N = M^{2} + M $$\end{document}$. We also impose the additional condition that each of the *N* solver nodes in the periphery of the horizontal network has at least *M* link neighbours belonging to *N*, as this allows us to describe a dynamical process which leads from the horizontal network to the hierarchical network without the creation of new links.

The Entropy of the Network {#Sec6}
--------------------------

The hierarchical network always possesses a lower entropy than the horizontal network comprised of the same number of nodes. This can be demonstrated by using as a measure of entropy Shannon's definition, \[[@CR67]\] which calculates it as the amount of information required to describe the current status of a system, accordingly to the formula below:$$\documentclass[12pt]{minimal}
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This measure of entropy can be applied to a social network by assigning the random variable *X* to the flattened adjacency matrix of the edges of the network, as done by others \[[@CR68]\]. The adjacency matrices of the two classes of networks in relation to the size *N* + *1* of the same network are indicated in the tables below, for the specific values $\documentclass[12pt]{minimal}
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                \begin{document}$$ M \ge 2 $$\end{document}$, if a horizontal network has *N solver* nodes, one *seeker* node is connected to all other *N* nodes, and all *solver* nodes are additionally connected to *M solver* nodes each, where $\documentclass[12pt]{minimal}
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                \begin{document}$$ M^{2} $$\end{document}$ *solver* nodes, the *seeker* node is connected to *M intermediary* nodes, and each of the *intermediary* nodes is connected to *M solver* nodes. The general formulation of the adjacency matrix is indicated below, in relation to the value of *M* (Table [2](#Tab2){ref-type="table"}).Table 2.General structure of the adjacency matricesHorizontal networkHierarchical networkPotential linksExisting linksPotential linksExisting links$\documentclass[12pt]{minimal}
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The adjacency matrices can be flattened by either chaining all rows or all columns together, in order to obtain a vector *X* which univocally corresponds to a given matrix. This vector has a dimensionality of $\documentclass[12pt]{minimal}
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                \begin{document}$$ \left( {N + 1} \right)^{2} $$\end{document}$, having been derived from an *N* + *1* by *N* + *1* matrix. The vector *X* which derives from flattening can then be treated as the probability distribution over a random binary variable, and Shannon's measure of entropy can be computed on it. For the horizontal network, the vector $\documentclass[12pt]{minimal}
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For the hierarchical network, the vector $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ X_{hierarchical} $$\end{document}$ has value 1 two times for each of the *M* intermediary nodes, and then *2* times for each of the $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ M^{2} $$\end{document}$ nodes. The probability distribution associated with the vector $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ X_{hierarchical} $$\end{document}$ is therefore ([3](#Equ3){ref-type=""})$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ X_{hierarchical} = \left\{ {\begin{array}{*{20}c} {p\left( {x_{1} } \right) = \frac{{2M + 2M^{2} }}{{\left( {M + M^{2} + 1} \right)^{2} }}; } \\ {p\left( {x_{0} } \right) = 1 - p\left( {x_{1} } \right)} \\ \end{array} } \right\} $$\end{document}$$

The hierarchical network systematically possesses a lower level of entropy than a horizontal network with the same number of nodes, as shown in the graph below (Fig. [2](#Fig2){ref-type="fig"}).Fig. 2.Comparison between the levels of entropy of the two types of network structures.

Since we consider the network as a dissipative system, the lower level of entropy implies an expected higher energetic cost of maintenance for the lower-entropy structure. It follows from this theoretical premise that the hierarchical network should either allow the system to receive a higher input, or emit a lower output, or both simultaneously, lest its structure would decay to a higher entropy form, the horizontal one.

The Evolutionary Dynamics of the Network {#Sec7}
----------------------------------------

An innovation system which starts evolving from a horizontal structure would tend to develop a hierarchical structure as a solution to the problem of transfer of knowledge in a network where cognitive distance is not uniformly distributed, as we will see in this paragraph. This can be shown by considering the hierarchical network as an attractor for the dynamical evolution of a horizontal network, under condition that the cognitive distance between pairs of nodes is distributed non-uniformly.

### Stationary States. {#FPar5}

For the context of this paper, as we model a finite-state network which operates on discrete time, which models the dynamics of a dissipation systems which evolves over time \[[@CR69]\]. These functions have the form depicted below, with $\documentclass[12pt]{minimal}
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If the system does not undertake change in its internal structure, having already reached a stationary state, then $\documentclass[12pt]{minimal}
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                \begin{document}$$ u\left( k \right) $$\end{document}$ is 0, which is not the case if the system is active, or if $\documentclass[12pt]{minimal}
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                \begin{document}$$ u\left( {k + 1} \right) = u\left( k \right) $$\end{document}$. For the innovation system this condition is valid if minor variations in the structure of the network associated with it do not lead to a significant variation of the input to the system, which means that no advantages in the receipt by the *seeker* of solutions found by the *solver* should be found. If this is true, and if the hierarchical structure is an attractor for the corresponding horizontal network, then we expect the input of the horizontal network to increase as it acquires a modular structure and develops into a hierarchical network.

### Input of the System. {#FPar6}

The input function of the system depends on the receipt by the *seeker* organisation of a solution to a problem found by one of the peripheral *solver* organisations, as described above. Let us imagine that at each timestep the *solver* organisations do indeed find a solution, and that thus the input $\documentclass[12pt]{minimal}
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### Output of the System. {#FPar7}

As per the output of the system, we can imagine that there is a cost to be paid for the maintenance of the communication channels from which the *seeker* receives solutions from the *solvers*. If the system is in a stationary state, the condition $\documentclass[12pt]{minimal}
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                \begin{document}$$ u\left( {k + 1} \right) = u\left( k \right) $$\end{document}$. If the system is not in a stationary state, as the input to the system increases, so should the output, under the hypothesis of dissipative system described above. A graphical representation of the evolution of the system from higher to lower entropy state is thus presented below (Fig. [3](#Fig3){ref-type="fig"}).Fig. 3.Evolution of a branch of the innovation network from a higher to a lower entropy structure, from left to right. The letters *p* and *q* define respectively a high and a low cognitive distance between peers.

The *seeker* organisation would at each step receive a solution transferred by one of its link neighbours, with the indication of the full path through which the communication has reached it. The *seeker* would then pay a certain cost, an *output* with the terminology of dissipative systems, for the maintenance of the channel through which the solution has been transferred to it successfully. Such channels increase in intensity or weight, and are more likely to be used in subsequent iterations. On the contrary, channels through which a solution has not been received in a given iteration are decreased in intensity or weight, and are less likely to be used in the future. A process such as the one described would eventually, if enough iterations are performed, lead to the withering links between nodes with higher cognitive distance, and to the preservation of links between nodes with a lower cognitive distance. New connections are not formed, because cognitive distance is considered to be an exogenous parameter in this model, which does not vary once the innovation system starts evolving. Real-world phenomena are not characterised by this restriction, which should be considered when analysing real-world systems under this model.

Conclusions and Future Work {#Sec8}
===========================

The originality of this paper consists in the framing of an innovation system under different theoretical approaches, such as that of thermodynamically-open systems, self-organisation and evolution, dissipative systems, and cognitive distance, which, when combined, highlight another way of understanding the overall operation and the evolution of innovation systems. From this perspective, the process which we here describe accounts for an emergent complexity of the innovation system, which can occur without central planning and on the basis of information locally available by its members. This seems to confirm the theory according to which innovation systems can self-organise to solve, among others, the problem of transfer of knowledge among their members. This seems also to suggest that, if the only form of proximity which matters is cognitive, and not geographical, organisational, or other, it might be possible to infer cognitive distance between the members of an innovation system on the basis of the way in which their relationships change over time. The theoretical prediction which this model allows to make is that, should a connection between members of an innovation system be preserved while others are dropped, this means that the cognitive distance between pairs of nodes with surviving connections is lower than that of other nodes in their ego-networks. The modelling of the evolution of an innovation system that we propose also shows that, if an innovation system starts its evolution with a centrally, highly-connected organisation in a largely horizontal network of solver, where the cognitive distance between each pair of nodes is not uniformly distributed, then the system would evolve towards a lower-entropy hierarchical structure, in order to solve the problem of transfer of knowledge from the organisations at the periphery of the innovation system to the central organisation. Our finding is consistent with the theory on modularity as an emergent property of complex adaptive innovation systems. Subsequent research might apply the mathematical model described in this paper to a longitudinal study of the evolution of real-world innovation networks, in order to test whether the theory related to the spontaneous emergence of a hierarchical structure of innovation networks can be empirically supported. On the theoretical plane, further research could expand the understanding of the evolution of an innovation network by adding considerations related to the role which geographical and organisational proximity have in the development of the network, and add these factors to the model proposed. Issues related to perturbation of the network, limit cycle of its evolution, and self-organised criticality in connection to our model may also be explored in subsequent works.
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