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Chapter   1
Introduction
This introduction deals with the status of trackers as vertex detectors for the
experiments in the LHC project. I discuss the sensor options, the microstrip and the
pixel as well as the aspects of the related work. In the last paragraph I will
introduce the subject of the thesis, based on the study of pixel and microstrip
detectors for LHC experiments.
1.1 The Large Hadron Collider Project  .  .  .  .  .  .  .  .  .  . 2
1.2 Silicon vertex detectors at LHC  .  .  .  .  .  .  .  .  .  .  .  . 5
1.3 The importance of the tests in a project .  .  .  .  .  .  .  . 11Study of vertex silicon detectors for LHC experiments 1
Introduction1.1 The Large Hadron Collider Project
LHC will accelerate two proton beams to the total energy of s1/2=14TeV. In keeping
CERN’s cost-effective strategy* of building on previous investments, it is decided to
share the 27km LEP tunnel. At low luminosity stage (first two-three years of
operation) the luminosity is planned to be Llow = 10
33cm-2s-1. At high luminosity
stage the lumnosity is planned to be Lhigh=10
34cm-2s-1, and will be achieved by
filling each of the two rings with 2835 bunches of 1011 particles each. The bunch
separation is 7.48m in length and 24.95ns in time [2]. The beam will be stored at
high energy for about 10 hours. The LHC will start to work in the year 2005. There
are four experiments planned: ALICE, ATLAS, CMS and LHCb.
The scientific program at LHC consists mainly in the following field of research:
• Higgs boson in the standard electroweak Weinberg-Salam model.
• Super symmetry.
• B-physics.
• Heavy-ion physics.
• Top quark physics.
• QCD, electroweak interactions.
• New Physics†.
* Budget problems lead to the failure of the SSC projet in the USA. How these type of problems had been overcome in the
past, after the second World War, and lead to the birth of CERN, are explained in [1].
Figure 1.1 Map of the LHC site. On the horizon, the Alps.
† Beyond minimal super symmetric model and Weinberg-Salam model.2 Study of vertex silicon detectors for LHC experiments
The Large Hadron Collider Project1.1.1 Experiments at LHC
1.1.1.1 ALICE*
The ALICE Collaboration will build a dedicated heavy-ion detector to exploit the
nucleus-nucleus interactions at LHC energies. The aim is to study the physics of
strongly interacting matter at extreme energy densities, where the formation of a
new phase of matter, the quark-gluon plasma, is expected. The existence of such a
phase and its properties are a key issue in QCD for the understanding of
confinement and of chiral-symmetry restoration. For this purpose, they intend to
carry out a comprehensive study of the hadrons, electrons, muons and photons
produced in the collision of heavy nuclei [3]. The experiment is designed to cope
with the highest particle multiplicities anticipated for Pb-Pb reactions.
1.1.1.2 ATLAS†
The ATLAS Collaboration will build a general-purpose pp detector which is
designed to exploit the full discovery potential of the LHC, among which the origin
of mass at the electroweak scale. The detector optimization is therefore guided by
physics issue such as sensitivity to the largest possible Higgs mass range. Other
important goals are the searches for heavy W and Z-like objects, the super
symmetric particles, the components of the fundamental fermions and detailed
studies of the top quark. The primary goal is to operate at high luminosity, but the
detector is conceived to assure performance in the full operational range of LHC
[4].
Figure 1.2 Map of LHC with the detector points. P2=ALICE, P1=ATLAS, P5=CMS, P8=LHCb.
* A Large Ion Collider Experiment.
† A Toroidal LHC ApparatuS.Study of vertex silicon detectors for LHC experiments 3
Introduction1.1.1.3 CMS*
As ATLAS, the CMS detector has also been designed to exploit the full discovery
potential of the LHC. It will do so by identifying and precisely measuring muons,
electrons, photons, and jets over a large energy range [5]. The key features that
enable CMS detector to reach the challenges are: 1) an electromagnetic calorimeter
with excellent energy resolution; 2) efficient tracking at high luminosity for lepton
momentum measurements, for b-quark tagging, and for enhanced electron and
photon identification, as well as tau and heavy-flavour vertexing; 3)muon
momentum measurement up to highest luminosity.
1.1.1.4 LHCb†
LHCb is a forward detector which will study CP violation and other rare
phenomena in the decays of Beauty particles [6]. At the LHC the produced
B-mesons are correlated in rapidity and are typically forward, hence a forward
spectrometer covering the angular region below 400mrad would have all the decay
product of the B-mesons in its acceptance for roughly 10-15% of all Beauty events.
LHCb will operate at a luminosity much reduced compared with the maximum
luminosity available, to exploit only beam crossing with single interactions. One of
the challenges of the experiment is to design a fast and efficient trigger for selecting
the Beauty events. Apart from providing excellent tracking information for the
analysis the Vertex Detector provides one of the most selective triggers in the
experiment (Chapter 3 and [7]).
* Compact Muon Solenoid LHC experiment.
† Study of CP violation in B-meson decays at the LHC collider.4 Study of vertex silicon detectors for LHC experiments
Silicon vertex detectors at LHC1.2 Silicon vertex detectors at LHC
All the experiments in high energy physics, (hence also the ones planned at LHC),
have at the innermost position a silicon vertex detectors, beacuse of their high
spatial resolution.
The physics motivation is to improve the charged particle tracking close to the
interaction point (IP). This is crucial for studies of decay vertices of particles, such
as s, c or b flavoured hadrons or τ leptons. The LHC accelerator will produce a large
quantities of such particles; their decay point will be characterized by the
separation from the primary interaction point and can be identified with the help of
precise vertex detectors. The impact parameter of a track is the distance of its
closest approach to the primary vertex. The extrapolation error at the primary
vertex of a track depends on the spatial resolution of the single sensors, and a value
of the order of 5-10µm is necessary to resolve heavy flavour decays efficiently [8].
Silicon microstrip and pixel detctors provide such performances.
Another basic parameter is the occupancy, defined as the number of hits in a
channel per event. In general a vertex system comprises both pixels and
microstrips: the pixel detectors are in a position closer to the interaction point,
because the higher granularity gives smaller occupancy per channel. Recently [3]
also the silicon drift detectors [9] became part of the vertex system, as in the ALICE
experiment; in this thesis only pixel and microstrip detectors are studied. Table 1.1
gives an overview of the silicon vertex detectors for the four LHC experiments.
Further details can be found in [3], [4], [5] and [6]. Notice that pixel and microstrip
silicon detector are widely used.
Table 1.1 Overview of LHC vertex detectorsa.
a. ALICE will also use a silicon drift detector
Experiment det. type
occupancy
of single
channel
Spatial
precision
(µm)
pixel size
(µm)
Channels
per module
Max particle
fluency
(1MeV-neutrons/
cm2)/year
rφ z
ALICE
pixels <1% 15 30 50x300 ≈60000
1012
microstrips <2% 30 860 ≈1500
ATLAS
pixels 10-4 14 87 50x300 ≈106
1015
microstrips 15 770 ≈106
CMS
pixels 10-4 10 35 150x300 ≈106
1014
microstrips 11 320 ≈1000
LHCb
microstrips <0.7% 6 70 ≈1000 1014Study of vertex silicon detectors for LHC experiments 5
IntroductionThe work related to vertex detectors, on which is based my thesis, can be
decomposed in four parts [10]:
1. the basic building blocks of the detector
2. the physics requirements
3. the optimal mapping of the building blocks to the physics requirements
4. the data analysis and results of the synthesis of the above three points.
1.) The first building block relates on the silicon technology, with emphasis on
radiation hardening. In the first chapter of the thesis I will discuss the problems
related to the LHC radiation environment and present the results of a study to
enhance the radiation tolerance of pixel devices. The microstrip detector discussed
in the second chapter uses n-in-n technology, being more radiation hard respect to
the p-in-n. Another important building block is the choice of readout electronics,
i.e. analog versus digital. Analogue readout has been the standard for a long time.
Of course the amount of informations available when using analogue readout is
greater than in the case of digital, hence the monitoring of the detectors is easier.
However, when the number of channels increases, as in the case of pixel detectors,
the use of analogue read-out is no longer possible, because of the corresponding
increase of the number of data to process, of the power consumption and of the
costs. The particular read-out choice also influences the spatial resolution of the Si
sensor. In the case of binary information, the spatial resolution σ is related to the
pitch p by: σ=p/√12. In the case of analogue readout the resolution depends on
several parameters. The most important are: electronic noise, readout pitch and the
biasing voltage, which determines the lateral diffusion of charges. At a given pitch,
the resolution can be smaller than p/√12, thanks to the charge sharing. Also the
choice of the sensor type, such as pixels, strip or CCD is considered as a basic
building block. My thesis concerns both pixel -with binary readout- and microstrip
-with analogue readout-: the problems related to the two detectors types are in
some sense complementary and covers different aspects of a Si vertex detector.
2.) The physics requirements are precision, stability and reliability. Great care has to
be taken to reject common mode noise and to minimize uncorrelated noise. The
analysis of the noise in microstrip detectors is part of the second chapter of this
thesis; an algorithm to correct the data for the common mode is also discussed. For
very complex detectors, the accurate selection of the components during the
construction phases is mandatory. This will be shown in the first chapter, where I
discuss the construction of hybrid pixel detectors with nearly 100000 pixels per
plane. Chapter 3 concerns the construction of the first prototype of the microstrip
vertex detector for the LHCb experiment, which will be used also for trigger
purposes. The test of the prototype with a beam of particles demonstrated the
reliability of the trigger algorithm proposed.
3.) The optimal mapping means the matching of the available building blocks to the
physics requirements. The tests in a laboratory and with a beam of particles allow
the check of the expected performances and the identification of the ’best solution’
for the detector construction. These aspects are integral part of my thesis.
4.) The quality of the results of the data analysis reflects how well the requirements
of the first three points have been fulfilled. In this thesis I present the analysis of the
results of the experiences performed in laboratories and with beams of particles, for
both microstrip and pixel detectors.6 Study of vertex silicon detectors for LHC experiments
Silicon vertex detectors at LHCOf course the study presented in this thesis is not exhaustive, but it covers the main
problematics related to the construction of a vertex detector.
1.2.1 Silicon
Silicon is a semiconductor solid, among the three of the group IV of the Periodic
Elements Table that crystallize in diamond structure: silicium (Si), germanium (Ge)
and tin green (α-Sn). The expression ’semiconductor’ suggest that it denotes a
crystal that conducts electricity better than un insulator, but worst than a metal. In
general, the conductivity depends, among others, on the temperature, the
electromagnetic radiation, the magnetic field and on any irradiation or defect.
Semiconductors are dielectric materials, therefore are polarizable. Indeed, the
definition of semiconductor is ’a solid polarizable and capable of conducting
electricity’ [11].
The basic operating principle of semiconductor detectors is the creation of
electron-hole pairs after the passage of ionizing radiation, which are then collected
by an electric field [12]. In silicon only 3.6eV of deposited energy is needed to lift an
electron from the ’valence band’ to the ’conduction band’ [12]*. Indeed, by creating
a reverse biased junction, it is possible to generate a region of internal electric field
void of free charge carriers. This greatly reduces the leakage current, because even
the highest purity silicon would generally have unacceptable low resistivity (i.e.
excessive leakage current), except at extremely low temperature.
Many reasons made silicon the most used semiconductor material:
• the availability of ultrapure silicon, and the fact that silicon is a low Z
material with excellent mechanical properties, makes it the ideal choice for
detectors;
• silicon has allowed the construction of electric devices more stable;
• it withstand a wide range of temperatures;
• its oxide, SiO2, is an insulator and it as a very good chemical stability;
• the actual technology industry allows to build detectors with very fine
structures, and, as a consequence, excellent spatial resolution of almost 1µm
[14];
• the small band gap of silicon results in a large ratio of the signal to the
energy loss.
A limitation of silicon detectors in high energy physics appeared only recently
when the design for the next hadron collider with the anticipated high radiation
environment started. The radiation damage of silicon vertex layers in some area
close to the beam will be so large that operation for the entire lifetime of the
experiment might not be possible†.
* For a complete description of the energy loss of high energy charged particles in silicon, see
[13].
† Even if silicon is intrinsically very radiation hard compared to most other materials used for
particle detection.Study of vertex silicon detectors for LHC experiments 7
Introduction1.2.2 Microstrips
In this paragraph some of the characteristics of a typical microstrip detector as it is
used nowadays are outlined. It consists in a good quality, high resistivity
(ρ=10kΩcm) n-type silicon of thickness l (usually about 300µm). See Figure 1.3. On
the front of the surface there are shallow implants of acceptor atoms (the p-strips)
and on the back surface a highly doped n-type implant provides a good
low-resistance ohmic contact. A positive voltage Vb is supplied to the n-type
surface with the aim of completely depleting the detector and ensure complete
collection of the electrons and holes generated by the passage of a charged particle.
The p-strips are grounded. Some times the back surface (n implant) is also
subdivided into strips (which can as well be angled respect to the p-strips), forming
a double-sided microstrip detector [15]. The drift of the electron-hole pairs under
the influence of the electric field gives rise to the signal.
Most of the detectors used at present are AC coupled devices. Generally the
analogue read-out is chosen, because the resolutions and reconstruction efficiencies
improves in this case. Between the implants strips and the aluminium readout
strips, a layer of SiO2 acts as insulator for an integrated coupling capacitance.
Between neighboring strips there is a passivation layer of silicon dioxide. Such
oxide layers can collect some positive charge (holes trapped as interface states)
which is compensated by a very thin accumulation layer of electrons in the bulk.
On the p-side, these electrons are repelled by the exposed negatively charged
dopant atoms in the p-strips. On the n-side, if it is segmented, they create a low
resistance inter-strip leakage path. Signal electrons collected on one n-strip will
flow to neighboring strips: the strips are effectively shorted together. This problem
can be overcome using p+ ’channel stops’, implanted between the n-strips. They
are biased somewhat negatively relative to the strips, hence they acquire a negative
charged depletion layer which repels the electrons in the surface accumulation
layer, so blocking the leakage path.
Detectors with readout on both sides require the readout electronics to be mounted
on the two edges of the detector. It results in introducing more material at small
angles in the collider geometry. To overcome this inconvenience the layout is
Figure 1.3 Operating principles of a simple microstrip detector. It consists essentially of a reverse biased
diode, operated at a voltage sufficient to fully deplete the thick. high resistivity n-layer.8 Study of vertex silicon detectors for LHC experiments
Silicon vertex detectors at LHCcompleted by two layers of metal (’double metal’), insulated from each other and
connected according to a chosen pattern. The active part is formed by n+ diffusion
lines with a coupling oxide and a metal plate. Contacts are open in the insulator
and the second metal layer is deposited and patterned. The top lines may run at
any angle to the bottom lines. In particular, if they are parallel to the strips on the
other side of the detector, can be read out at the same end [16].
1.2.3 Pixels
While the strips can provide very precise position information, the fact that they are
inherently 1-dimensional precludes any application in which the desired output is
some form of a picture. On the other hand, pixel-based vertex detector are capable
of a stand-alone pattern recognition. The main advantages of a pixel detector
compared to microstrip detector are:
• the granularity: a single typical microstrip covers an area of 100mmx50µm,
which would be covered by 200 pixels of 500µmx50µm. This make a huge
advantage in tolerable hit density before the problem of cluster-merging
start to make life difficult for the track reconstruction algorithm. For this
reason one can position a pixel-based detector much closer to the interaction
point (IP), with obvious advantages for impact parameter precision. There
are physics environments where the density of background hits close to the
IP is so high that a microstrip detector would be obliged to back away in
order to reduce the occupancy to a tolerable level, whereas a pixel detector
would be perfectly comfortable;
• the radiation hardness of the sensitive cell: in many cases the limiting
parameter is growth of leakage current. If the ’strip’ length is reduced by a
factor 200, the noise associated with the leakage current is correspondingly
reduced. Another advantage is the extremely low capacitance, which allows
smaller charge signals for satisfactory signal-to-noise performance.
There are two important classes of such detectors: Charge-Coupled Devices (CCDs)
and the active pixel sensors. Up to now only hybrid pixel detectors have reached
the status of being employed in high energy experiment [17]. For information about
the CCDs refer to [13].
The name hybrid means that the detector elements are built on high resistivity
silicon and the signal processing electronics is built on low resistivity silicon. The
detector part consists of essentially a microstrip detector structure, each strip being
subdivided into a series of short strips which constitute the pixels. These are
bump-bonded to the collection electrodes of a CMOS readout chip (see Figure 1.4
and Figure 1.5). The number of channels scales quadratically with the detector size
and so the number of connections. The production of these bond connections with a
reasonable small failure rate is the key problem of hybrid pixel detectors. Hybrid
detectors have the advantage of relative simplicity but the complications of
millions of interconnections, and the disadvantage of extra material in the active
volume. Moreover the large number of channels forces the choice of digital
read-out, with the subsequent loss of information on the signal. The electronics is
exposed to the same amount of irradiation as the sensitive medium, hence the
damages are greater than in the case of microstrips detectors.Study of vertex silicon detectors for LHC experiments 9
IntroductionFigure 1.4 The basic idea of a pixel detector.
Figure 1.5 A photo of the bumps in an hybrid of the ’Omega’ series.
readout chip 
flip chip
bonding
detector chip10 Study of vertex silicon detectors for LHC experiments
The importance of the tests in a project1.3 The importance of the tests in a project
Those sciences are vain and full of errors which are not born of
experience and which do not terminate in observation [..] While nature
begins from causes and ends in experience, we must follow a contrary
procedure, that is, begin from experience and with that discover the
causes.
from the notebooks of Leonardo Da Vinci
Francis Bacon, a more contentious spirit, explained the purpose of such
investigations:
the dominion over natural things [..] to relieve and benefit the
condition of men (Novum Organum).
Of course, a detector is not a ’natural thing’ but the result of human(s) mind(s). This
is an advantage, in the sense that there is hope for improvement.
The necessity of doing tests, accompanied by the acquisition of experience and
knowledge, is historically determined. Among others, the fault encountered on the
mirror of the Hubble telescope was due to the predominance of the hurry in
sending it to the Space, which prevailed over doing accurate tests before the
launching. Apart from being very expensive, the reparation resulted very difficult
-even though successful.
As another example I want to talk about the incandescent light bulb. In 1879 it was
left burning with a carbonized sewing thread as filament. Twenty years later 24
million bulbs were in the market, but they did not work very well: the bulb burned
out after a short period, its interior walls often blackened, and it used a good deal of
electric current. There were constant attempts to improve the filament: great many
materials -fish skin, bamboo, grass, different metals- had been tried out by many
people in several different companies. The evolution of the light bulb -based on
tests and experience- didn’t stop, and now on the market one can find a great
variety of them -all tested and working very well...
In building detectors for the very important and expensive experiments such those
for the LHC project, one must start as soon as possible to make experiences. These
will allow to achieve the dominion over the detector for the benefit of the final
experiment in 2005. The research performed during my Ph.D. follows this
principle, and the results of this experience have contribute to the understanding
and development of the silicon detectors that will be used in LHC as part of the
vertex systems.
The first chapter concern the development of hybrid pixel detectors, with the chips
of the Omega series and digital readout. The detectors have been successfully used
in the experiments WA97 and NA57, which study the Quark Gluon Plasma. The
extremely high multiplicity of the events justify the choice of pixels detectors as
tracking devices, and very encouraging results have been obtained. These results
were achieved thanks to the accurate selection of the chips on wafers, which
allowed the construction of planes -each of nearly 100000 pixels- having uniform
characteristics. Systems of this type -for the selection of the components during the
construction phase- are now widely employed by the groups which develop pixel
detectors. The layout of the chip aim to fulfill the requirements of the LHC
experiments, and constitute the basic principle for the readout of the pixels in theStudy of vertex silicon detectors for LHC experiments 11
IntroductionALICE experiment. A study of the noise performance, clusterisation and radiation
tolerance will also be discussed.
The second chapter concerns the study of the first protoype of the vertex detector
for the LHCb experiment. The vertex detector consists of microstrips with analogue
read-out, and will measure tracks close to the interaction region, both for the
off-line analysis and for trigger purposes. The tests of the performance of the
detectors and of the trigger algorithm in a test beam gave very encouraging results.
The tests performed in the laboratory allowed 20 days of successful data taking
with a beam of particles. The analysis of the data underlines: 1) the need of doing
an online correction of the so called ’Common mode noise’, foreseen in the
Technical Proposal and which will be performed by the Level-1 Pre-Processor
Interface; 2) the importance of the experience acquired during the tests in the
laboratory, in particular the necessity of uniform characteristics of the chips; 3) the
importance of the detector design in determining the noise, established by the de
convolution of the capacitance sources. The telescope has been used recently in the
set-up for the test of the fast electronics (SCTA128, rise time of 25ns) with a beam of
particles. The value of the detector capacitance -determined from the analysis of the
noise- was used to estimate the signal over noise ratio performance of the SCTA;
the estimation agree very well with the value measured. Further studies on the
radiation damage are in progress, and use the telescope and these data as reference.12 Study of vertex silicon detectors for LHC experiments
Chapter   2
The Omega series for hybrid pixels
detectors
In this first part of the thesis I will present the steps in the development of pixel
detectors that I followed during the Ph.D research -with a reference to my past
experience for the preparation of the degree thesis-. I describe the challenges,
focused on the LHC requirements- met from the Omega-Ion ’generation’ chip to the
LHC2-test version. This was possible thanks to the development of an accurate
system of tests, which involved every step of the construction chain.
2.1 Introduction: building a large area hybrid pixel detector  . 14
2.3 The LHC1/Omega3 chip  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 18
2.4 The study of LHC1/Omega3 on wafers .  .  .  .  .  .  .  .  .  .  . 23
2.5 Uniformity of response of a LHC1 large area pixel detector32
2.6 The LHC1/Omega3’ version .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 36
2.7 The selection of the chips  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 37
2.8 Performances of a hybrid pixel detector studied in a Test
Beam  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 42
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The Omega series for hybrid pixels detectors2.1 Introduction: building a large area hybrid
pixel detector
In Chapter 1, I have introduced the hybrid pixel detector, and Figure 1.4 showed
schematically its layout. The chip described in this thesis contains 2048 pixels and
cover a total area of around 8mmx6.4mm. The pixels in a chip are organized as a
matrix of 16 columns and 128 rows. The electronic cell of a pixel has a size of
500µmx50µm, and is bump bonded (see Figure 1.5) to a sensitive element of the
same size.
A large area hybrid pixel detector plane contains nearly 100000 pixels. The plane
consists of 48 chips and covers an area of 5x5cm2. The chips of a plane are
organized in two arrays. A photo of an array of 4 ladders is shown in Figure 2.17.
Each ladder contains 6 chips. The two arrays of a plane are staggered in a suitable
way to hermetically cover the area. A single ladder is glued on a ceramic support
that is in turn glued to the ceramic substrate*. This ceramic substrate is 300µm thick
and contains 3 signal layers and 2 power layers (Gnd and Power). The chip needs 5
bias currents to operate: Ibias, Idla, Icomp, Ith and Idl. The first four of these bias
lines are connected to four chips of four ladders (see Figure 2.1). Because of the
different input impedances of the chips, the total bias current cannot be equally
shared between chips: this of course causes a spread of the characteristics. Due to
space problem, only the bias that determines the internal delays of the chips is
implemented as a single current generator per chip (it is Vdl in Figure 2.1, and for
simplicity it is shown only for the ladder at the top).
As will be shown in this chapter, the input impedances of the chips are not at all
uniformly distributed; moreover, the number of faulty chips on wafers is typically
more than 50%. Hence, in order to build an efficient plane it is necessary to test the
chips on wafer, and select the ones with uniform characteristics.
The study of the Omega series chips, the knowledge acquired through a large
number of systematic tests and the criteria of selection for the construction of large
area detectors, are part of the following chapter. A report on the research for the
enhancement of the radiation tolerance of hybrid pixel readout chips is also
included.
* This way each ladder is insulated from the lines located on the common substrate.14 Study of vertex silicon detectors for LHC experiments
Introduction: building a large area hybrid pixel detectorFigure 2.1 Scheme of the distribution of the bias currents in an array.Study of vertex silicon detectors for LHC experiments 15
The Omega series for hybrid pixels detectors2.2 The first ’Omega generation’: Omega-Ion
and Omega2
In 1990 the CERN detector R&D committee approved the RD19 program that
initiated the development of hybrid* and monolithic silicon micropattern detectors
[18]. Encouraging results were achieved with a first array of hybrid pixel prototype
(CERN-LAA, [19]). At the same time other groups were studying pixels detector, in
Europe and in USA (see for example [20]).
These new detectors are unambiguous two dimensional detectors, "a natural
extension to the microstrip detectors [...] which incorporate the first stage of the
signal processing electronics in an area equal to the detecting area". They are
characterized by high position resolution, a precise time-stamp and aim to operate
inside high luminosity experiments, providing pattern recognition feasibility in
environments where the particle density precludes the use of standard microstrips
detector.
I have contributed to the development of hybrid pixel detectors, mainly in the
research field that generated the ’Omega’ series of chips, and was aimed to satisfy
requirements such as high detection efficiency, low noise and good timing precision
(as already mentioned, in LHC experiments the bunch-crossing occurs every 25 ns).
A telescope made of three silicon pixel detectors recorded tracks for the first time
on 20 October 1991 in the heavy ion experiment WA94 using the 32S beam in the
Omega spectrometer [21].
The first time that hybrid pixel technology was integrated successfully in a physics
experiment was in the WA97 experiment at CERN [22]. Since 1995 the telescope of
the experiment included 500000 pixels read out by Omega2 chips [23]. The field of
research of the WA97 experiment is the production of strange and multi-strange
baryons in central collisions like Pb-Pb and p-Pb at CERN SPS. The extremely high
multiplicity of these events generates such a large number of simultaneous hits in
the sensitive apparatus, that pixels detectors were the best candidates as tracking
devices. The first array was installed in November 1993 during the test run with
protons (200GeV/c momentum). The 0.5M pixels telescope was made of arrays of
12 ladders, each with 6 chips, and covered hermetically a region of 5x5cm2.
2.2.1 Characteristics
The read-out chip used in the 1991 test, called ’OMEGA-ION’, had pixels of
dimension 500µmx75µm, arranged in an array of 16 columns by 63 rows. The chip
was bonded to a silicon detector with matching pixel elements (see also
Section 1.2.3). I briefly describe the cell layout (Figure 2.2), because it is the base for
the other chips of the Omega series. Further details can be found in literature.
* The detectors are called hybrid because the signal processing electronics is implemented in a
chip, which is then connected to the detective medium -the connection being the most
complicated and expensive part16 Study of vertex silicon detectors for LHC experiments
The first ’Omega generation’: Omega-Ion and Omega2The first step of the signal processing in each cell is the subtraction of the leakage
current, which is usually very low, of the order of few pAs per pixel. The amount of
leakage current per column is sensed by a dedicated row of pixels. The signal is
then amplified by a fast charge sensitive preamplifier and discriminated by the
comparator. The value of the threshold is set by the current Ids1. The signal is then
delayed: if in coincidence with an external strobe signal, it will be gated into
memory. The duration of the strobe signal depends on the spread of the pixel
delays. The delay unit contains 4 inverters, whose rise time is set by the Idn current.
The output of the last inverter reset the comparator: if ∆t is the internal delay, the
delay of the strobe respect to the trigger has to be less than 2∆t. Indeed, a signal at
the output of the comparator will enter the delay unit ∆t after the previous one, and
after another ∆t will be at the output.
An extra row of pixels is used for electrical testing. Measurement have been made
of the threshold characteristics of the amplifier-comparator circuit of the test pixels
by varying the input charge signal in small steps [21]. The transition between 2%
and 98% response (4σ) for a single cell takes place over an equivalent charge
variation of 240e-. Supposing a Gaussian distribution one finds an ENC at the input
of 60e-. The threshold distribution over the test pixels has been also determined. A
minimal average threshold of 2800e- was found, with a r.m.s. spread of 430e-
whereas the maximum threshold was situated around 8000e- with a spread of
700e-.
The layout of the Omega2 chip was similar to the Omega-Ion, with some
improvements that allowed the construction and readout of a 72k element
detectors. One of the things introduced was a tri-state line, that enables or disables
the access of the data to the read-out bus. See [23] for further information.
Features like the tuning of the thresholds or of the internal delays of the cells are
very useful and will be exploited in the realization of the next chip series.
Figure 2.2 Cell layout of an OMEGA-ION pixel.Study of vertex silicon detectors for LHC experiments 17
The Omega series for hybrid pixels detectors2.3 The LHC1/Omega3 chip
The experience and the first encouraging results obtained with the various
beam-tests by the RD-19 collaboration since 1990, and above all the operation of the
Omega2 pixels telescope in WA97, supported the continuation of the research in
this field. It was evident the need of improving the layout and to perform further
systematic tests in the construction steps: for instance, the constraint to use a strobe
signal of 800ns in the WA97 acquisition system was due to a non-uniformity
between the pipeline delays of the chips, that could have been avoided with a
preliminary selection of the chips on the wafers. At the same time we decided that
individual threshold adjustment and hardware masking per pixel are essential to
reduce the incidence of spurious noise hits and limit the amount of transferred
data*. It was also found that the mechanical support and the bias lines strongly
influence the performance of the detector. The next chip of the Omega series, on
which is based my study on pixel detectors during the Ph.D., is the LHC1/Omega3
chip [25]. A complete detector plane will contain 24 chips, and its layout will be
described in Section 2.5.
2.3.1 Description of the pixel cell
The chip had been manufactured in the 1µm (SACMOS) process from FASELEC†,
and includes more than 800000 transistors. The dimension of the chip are
8mmx6.4mm. The dimension of a single pixel is 50µmx500µm.
The innovations respect to the previous version are:
• pulsing of each cell for testing purpose;
• programmable mask of each cell;
• FAST-OR signal of a column of pixels; this signal can be used either as a chip
wide-OR, either to self-generate a strobe or as time-stamp;
• delay line uniformity among pixels: <100ns of strobe needed against the
600÷800ns of Omega2. Therefore programmable delay lines;
• possible read-out speed of 40MHz;
The chip also contains bidirectional tristate output buffers to read/write data
from/to the various registers.
* A 4000 channel pixel chip has been recently developed for medical applications, with a 3-bit
threshold adjustment included in each pixel. Its threshold can be reduced to 1400e- with a
variation of 80e- [24].
† Faselec AG, Binzstrasse 44, 8045 Zurich, Switzerland, subsidiary of Philips Electronics18 Study of vertex silicon detectors for LHC experiments
The LHC1/Omega3 chipFigure 2.3 shows at the bottom the block diagram of the pixel cell in the chip. From
left to right, the following features are out-lined:
• The signal can come from a detected particle, or from an injected analog
pulse via a capacity of about 20fF, useful for testing purpose. The analog
injection is controlled by the test flip-flop (shown at the bottom left corner).
• Next to it, acting at the output of the comparator, is the masking flip-flop.
• The thresholds of the comparators in a chip can be varied externally.
• The FAST-OR line is connected just at the output of the comparator, before
the delay units. If the circuit is enabled and the column contains a hit, a one
is written into a shift register (40MHz). With the length of the shift register
matching the sum of the trigger latency and the delay between hit and
FAST-OR, the output of the register can be used to enable or not the strobe.
The strobe would not be applied to the pixels if in that column no hit was
present in the time slot of interest, and its duration in this case can be more
than 25 ns.
• The main delay chain, driven by Idl (see Figure 2.4), consists of 36 inverter
stages. In the same figure is also indicated the reset to the preamplifier and
to the comparator after the fourth stage, which allows several hit pulses to
propagate consecutively in the delay line, and should decrease the
dead-time to below 250ns (in the previous version, it was ≥ pipeline delay).
The next delay stage (Delay trim, see Figure 2.5) is the adjustment of the
Figure 2.3 Layout, photograph and block diagram of a single cell in the LHC1/Omega3 chip. It contains about
400 transistors.
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The Omega series for hybrid pixels detectorsdelay in a range between 60 and 300 ns. Via a three bit word, the user can
modify the total delay in order to reduce the delay spread between the
channels.
Figure 2.4 The delay unit.
Figure 2.5 The delay trim unit.
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The LHC1/Omega3 chip2.3.2 The internal delay uniformity
As already mentioned, the timing accuracy of better than 25 ns is one of the
challenges of the pixel detectors for LHC experiments. To achieve this goal, we
must obtain:
• a negligible value of the timewalk* of the comparator: a change of the
response delay time of nearly 200ns has been observed from 3000e- to
7000e-, whereas for higher energy values it remains constant with a RMS
<10ns [26], [27];
• uniform internal delays. Figure 2.6 underlines the fact that the strobe
duration after the trigger has to cover the internal delay spread of all the
pixels, including the contribution from the timewalk of the comparator. The
internal delay rms in a chip after adjustment is <6ns, with a total spread of
30ns.
The explanation of the procedure used to adjust the internal delays of the pixels
and the results of the test performed on a detector using a beam particles will be
given in Section 2.5 and Section 2.8.4.
* The timewalk is the variation of the response time of the comparator when the amount of
collected charge varies.
Figure 2.6 Timing diagram of the pixel readout
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The Omega series for hybrid pixels detectors2.3.3 The top-down effect in the threshold
A low noise level is a requirement for all the detectors, but becomes particularly
relevant for those located in the interaction region, where they have to perform at
the best, overcoming a lot of the problems, notably the ones related to the
irradiation; it is even much more important if they are planned to be part of the
trigger system. The pixel detectors belong to this category. Moreover, all the LHC
experiments would like to lower the actual thickness of silicon detectors (see
“Silicon vertex detectors at LHC” on page 5). This causes the lowering of the
collected charge, hence of the threshold in the pixels: the uniformity of the
threshold over the pixels in a chip is indispensable, to avoid an increase in the
number of noisy pixels.
I performed the threshold measurement on a LHC1/Omega3 chip, pulsing each
pixel for a certain number of time, taken equal to 1000. The threshold value is the
one at which the pixel responds 50% of the times.
In Figure 2.7 (a), (b) is shown the threshold value per row. The result has been
called ’top-down’ effect, because the threshold varies from a value of nearly 1000e-
in row 0 (the bottom) to a value of nearly 5000e- in row 127 (the top). It is caused by
a resistive drop along the line in which the bias current flows [28]. Indeed this effect
has been eliminated in the new version of the chip, Omega3’ (see Section 2.6.1),
with a widening of the bias current line, and the result can be seen in Figure 2.7 (c),
(d). The calibration of the threshold values was performed using three radioactive
sources [26]. The linearity between 3000e- and 15000e- was also measured.
Figure 2.7 Threshold top-down effect
Column
Ro
w
a)
Column
Ro
w
c)
Row

 Trh
ro
w 
 
[ e-
 
 
]
b) Row

 Trh
ro
w 
 
[ e-
 
 
]
d)
Threshold distribution
Mean threshold per row
0
20
40
60
80
100
120
0 2 4 6 8 10 12 14
0
20
40
60
80
100
120
0 2 4 6 8 10 12 14
0
1000
2000
3000
4000
5000
6000
0 50 100
0
1000
2000
3000
4000
5000
6000
0 50 10022 Study of vertex silicon detectors for LHC experiments
The study of LHC1/Omega3 on wafers2.4 The study of LHC1/Omega3 on wafers
As said previously, and also pointed out in [23] and by other groups [29], testing of
all components before use is a major issue for the successful construction of a
detector module and for a better understanding of its behavior. It is particularly
true in the case of a pixel hybrid detector, due to the irreversibility of the steps in
the construction and of the bump bonding process, the large number of channels
and the multi parameter dependence of the detector performances. During the first
year of my Ph.D. research, I set up a test system for the study of pixels detectors
with readout chips LHC1/Omega3 [26]. One plane was then realized, containing
73728 pixels, and tested as part of the telescope of the WA97 experiment.
2.4.1 The set-up
For the study of these readout chips, I performed the tests of nearly 20 wafers (each
with 186 chips). For this purpose, I set-up an automatic system in the clean room of
the INFN section in Bari.
The set-up (see Figure 2.8) is based on a semi-automatic probe-station* (Karl-Suss
PA150) having a step motor with a precision of 1µm. The wafer under test is
vacuum-fixed on a support (chuck) inside the probe-station, underneath a special
probe card†. The probe card provides all the signal for the operation of the chip via
44 needles. A 30m cable connects the probe card to the read out electronics outside
the probe station. The contact between the needles and the pads of the chip is
achieved moving the chuck towards the probe card. The only manual operation is
the alignment of the needles with one of the chips, taken as the reference, the
’Home-chip’. Indeed, loading into memory the wafer map and the distance
between the chips, the displacement of the chuck from one chip to another is
automatically performed by the motor driven by a PC. The alignment lasts few
minutes. All the operation on the chips are controlled via the ’Pixel Read-out’ card
produced by E. Chesi (CERN). To generate the strobe signal I used a LeCroy Gate
and Delay Generator (PDG 4222), a module which provides precision gate lengths
in the range from under 100 nsec to 16.7 msec with 1nsec resolution. Other NIM
modules, delay and coincidence units, were also used.
I wrote the controlling software in ANSI C using OS-9 as operating system and a
FIC-8232 processor housed in a VME crate. The software manages all the tests in a
chip, writes the results in a formatted form and drives the chuck to the next chip via
a GPIB card. Without the GPIB, the test of one wafer took 5-6 hours, whereas now it
takes less than 2 hours, and can be performed without assistance, also during the
night. Moreover, the software checks at each step of the test whether is convenient
to continue or not, discarding the chip and speeding-up the operation if it finds that
is faulty. The storage of all the informations in a file allows the statistical analysis of
the data. It is possible to quickly see the results of the test: produce significant plots
such as distribution of the currents, or check the percentage of selected chips. An
* A probe station is a micrometric table with a microscope mounted on top of it. It is usually
enclosed in a grounded metallic box that has the twofold function of keeping the device under
test in a dark ambient and acting as Faraday’s cage.
† A probe card is a board that can house a large number of needles with the same pitch as the
structures to be contacted on the device under test, thus speeding up and simplifying the
measurements.Study of vertex silicon detectors for LHC experiments 23
The Omega series for hybrid pixels detectorseasy and quick look at this file at the end of the test allows the operator to decide
whether the parameter of the tests were adequate or not for the wafer, and
eventually change them. The reproducibility of the tests has been tested on one
wafer, and the degree of confidence is 96%. I will discuss later the analysis of the
data and its results.
+
Figure 2.8 The set-up used for the test
Figure 2.9 The biasing scheme of a chip24 Study of vertex silicon detectors for LHC experiments
The study of LHC1/Omega3 on wafers2.4.2 The testing procedure
We test all the parameters for the operation of a chip, determining their acceptable
values. The test operations were performed in order of decreasing fault importance.
They are the followings (in parenthesis, symbols used in Figure 2.10):
e. Measure of the currents (IDL, IDLA, IBIAS and ICOMP): Figure 2.9 shows
the biasing scheme of a chip. The values of the bias voltages Vbias, Vcomp,
Vdl, and Vdla are the same for all the chips of a wafer. These are set in order
to have the values of the currents as in Table 2.1, which correspond to the
standard working currents of the chip.
f. Tri-state line test (TRI): disables the readout lines of the chip under test. The
test checks that there is ’no answer’, meaning that the chip doesn’t persist in
occupying the readout bus line. The misbehavior of this line would affect
the normal read-out of a plane. If this test is negative, the chip is rejected;
g. Test of the masking (RMF), pulsing (RTF) and delay (RDF) registers: it
consists in writing/reading to/from registers to check the consistency of the
data. The number of faulty registers is stored. Even if only one register
doesn’t work the chip is rejected;
h. The mask of noisy pixels (PN): a pixel is masked if it has recorded one hit or
more over a sample of 1000 events. If the number of noisy pixels is >300 the
value of the threshold is increased up to a value of 12000e-, changing the
bias voltage VTH. If the number of noisy pixels is still >300, the chip is
rejected as noisy one. Otherwise the mask and the value of the threshold (in
Volts, VTH, and in µA, ITH) are loaded into memory and the test continues;
i. Electric pulse test(PF): a pulse equivalent to 25000e- is sent to each pixel and
the output checked. If the number of ’dead’ pixels is >128 the chip is rejected
being non-operative at the 5% level;
j. Check of the masking flip-flops (BNM): the number of faulty masks is
recorded. Here 250 is taken as limit;
k. Strobe delay scan: the delay of a strobe of 200ns is varied from 1700ns to
3000ns in steps of 20ns (2500ns is the value that matches the Idl current
setting, according to the measurement on a chip sample -see Figure 2.4-). If a
pixel reacts more than 50% of times, the corresponding delay is retained
valid for data acquisition. In this way I found the minimum (MIND0) and
maximum (MAXD0) delay in a chip, determined by the fastest and slowest
pixel, when no delay is added through the trim unit (see Section 2.3.1). As I
will discuss later, a chip can be rejected after this test because its maximum
internal delay is out of one standard distribution of values over the wafer.
The same test was performed with maximum delay added through the trim
unit (MIND1, MAXD1).
The results of the tests -together with the wafer name, the label of the chip and the
bias settings- are then automatically written in the table formatted file, and can be
used for the statistical analysis. A short comment is also added, based on the global
result of the test. The value of the threshold used is also stored in mV (Vth’) and in
µA (ITH), and the current setting in µA (IDL, IBIAS, IDLA and ICOMP).
The test of a chip lasts about 100s.Study of vertex silicon detectors for LHC experiments 25
The Omega series for hybrid pixels detectorsTable 2.1 Average currents from the voltage bias setting of the chips
Ith Ibias Icomp Idl Idla
10µA 45µA 45µA 68µA 28µA
Figure 2.10 Detail of the form containing the test results of one of the 186 chips in a wafer.
CHIP # TRI RTF RMF RDF PN PF BNM MIND0 MAXD0 MIND1 MAXD1
G14 OK 0 0 0 16 119 0 2100 2600 2000 2600
COMMENTS
OK (Vth’ = 2300)
Vth’ IDL ITH IBIAS IDLA ICOMP
2300 63.50 15.79 39.60 28.38 39.1126 Study of vertex silicon detectors for LHC experiments
The study of LHC1/Omega3 on wafers2.4.3 The analysis of the results
2.4.3.1 Statistical   résumé of the results of the tests performed
The results on 4 out of the 6 wafers tested are reported on Figure 2.11. First of all,
notice that about one half of the sample has been rejected, stressing the need for the
chip test on wafer. The most encountered fault is related to the registers (either the
mask register, the pulsing or delay), and only the 8% of the sample has been
rejected because of the noisy pixels.
Figure 2.11  LHC1/Omega3: Results of the tests on 4 wafers in %: VPR = chips with more than 250 dead
pixels (pulse test failed); RJ = chips with more than 250 noisy pixels; BAD = other types of failing
of the tests; OK = chip selectedStudy of vertex silicon detectors for LHC experiments 27
The Omega series for hybrid pixels detectors2.4.3.2 Analysis of the currents
When the selected chips will be part of a detector, each working parameter will be
determined by only one source. Hence the importance of selecting chips with very
uniform characteristics, especially for the bias currents. As a consequence, after
having selected the working chips, I looked at the current distribution. Figure 2.12
reports the distribution of four of the five currents of the selected chips in one of the
wafers. The Idl current -from which depends the average delay of the chip- is not
present because its analysis will be presented in the next section. Ith is the threshold
current, Idla the current that flows in the delay trim unit, Icomp and Ibias are the
two currents for the preamplification stage. Notice that there are two distribution of
the threshold currents, depending on the noise level of the chips. The first is around
15.5µA and the other around 18.5µA; their RMSs, representing the electronics noise,
is around 0.5µA, i.e. around 200e- (reference [26] gives the curve for the conversion
between Ith and number of electrons).
At this point a further selection is done: the chips to be mounted on a same plane
must have all the currents value inside one sigma of the distribution on the wafer.
Figure 2.12 Typical distribution of the currents in a wafer.28 Study of vertex silicon detectors for LHC experiments
The study of LHC1/Omega3 on wafers2.4.3.3 Analysis of the delay and Idl distributions on wafers
The Idl current, as already mentioned, can be used to adjust the internal delays of
all the pixels in a chip. Figure 2.13 shows the dependence of the average delay per
chip on the Idl current*. The uniformity of this delay throughout the pixels
determines the minimum strobe duration needed to detect all hits belonging to one
event: hence the importance of selecting chips with values of the Idl current as close
as possible. Figure 2.14 reports the values of the Idl current for the selected chips in
the 4 wafers. The average value is around 55.5µA, and the distribution has a RMS of
0.9µA. In time units, this corresponds to an internal delay of about 2600ns, with a
RMS of 45ns. This value is completely recoverable with the procedure of the delay
adjust (see Section 2.5).
* The range of variation of the delay matches the expected latency time for the level-1 trigger of
LHC experiments such as ATLAS and CMS.
Figure 2.13 Average delay of the chip versus Idl.
Figure 2.14 Idl distribution for the selected chips
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The Omega series for hybrid pixels detectorsThe previous measurement gave the spread of the average delays over the chips.
The pixels of each chip have a maximum and minimum value of the delays;
Figure 2.15 shows the distribution of the difference of such values for all the chips
in the 4 wafers. The average value of the spread over all the wafers is 268 ns with a
RMS of 87ns. This value and the preceding 45ns related to the Idl current, constitute
a difference between the chips recoverable with the procedure of the delay adjust.
But, as mentioned in Section 2.3.1, the maximum recoverable delay difference is
300ns, and Figure 2.15 shows the presence of chips with spread higher than this
values. These chips must be rejected.
The distributions of the minima and maxima delays inside a wafer shows up
another point of attention: even taking chips with internal delay spread < 300ns,
there could be an irrecoverable difference between their respective internal delays.
The difference between the delay of the slowest pixel in the wafer and the fastest
must be less than 300ns in order to be recoverable. In reality, there are chips whose
pixels can have delay difference up to 800ns -see Figure 2.16-, even if inside the
respective chips the difference is <300ns. Hence, to build detectors readable with
the tiniest timing window I further group the selected chips looking at their
minima and maxima delays.
Figure 2.15 The internal delays spread in the chips, 4 wafer.
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The study of LHC1/Omega3 on wafersFigure 2.16 The minima and maxima delays distributions inside a wafer
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The Omega series for hybrid pixels detectors2.5 Uniformity of response of a LHC1 large area
pixel detector
’Known Good Die’ (KGD) are then flip-chip bonded by means of the Sn-Pb solder
bumps to the detector ladders. A complete hybrid pixel detector consists in two
arrays of 24 chips each, organized in 4 ladders. Each ladder contains 6 chips,
bump-bonded to matrices of 2048 detective pixels. A photograph of one array is
shown in Figure 2.17. The Multi Chips Module (MCM) array is assembled on a
400µm ceramic substrate, with 3 interconnection layers and 2 power layers. The
two arrays, staggered in a suitable way, can hermetically cover an area of about
5x5cm2. A complete plane contains nearly 100000 pixels.
The quality of the bump bonding is checked exposing the ladders -before
mounting- to a 90Sr source. Only detector with a bonding yield better than 95% are
selected for assembly on the ceramic carrier. They are then further tested, by
exposing them to the same source (see Figure 2.18 and [26]).
Figure 2.17 Photograph of an array containing 4 ladders. Each ladder contains 6 chips, bump-bonded to the
pixel detectors.32 Study of vertex silicon detectors for LHC experiments
Uniformity of response of a LHC1 large area pixel detectorAt the end of 1996, during the Pb-Pb run of the WA97 experiment, we inserted a
first incomplete detector plane with LHC1 readout chip in the telescope. The plane
had one array fully equipped with 4 ladders; the other half was equipped with only
2 ladders.
The pixels that exhibit a no-Poisson noise distribution had been masked and the
threshold distribution of the plane computed (see Section 2.3.3 for the procedure).
It is difficult to estimate the threshold value in electrons because the test pulse in
this case is degraded by the capacitive charging of the MCM substrate. The array
displayed the same systematic threshold variation from top to bottom (see
Figure 2.21).
We then minimized the spread between the internal delays of the pixels using a
special procedure called ’delay adjust’. The procedure makes use of the test pulsing
and Idla tuning features.
First the 3-bit word that weights the Idla of a pixel is set equal to 000 for all of them.
This corresponds to adding the maximum delay. Then a delay scan of the strobe is
performed.
The same is done setting the 3-bit word to 111, which corresponds to a minimum
(=0) delay added.
Figure 2.18 One of the LHC1/Omega3 arrays exposed to a Sr90 source.Study of vertex silicon detectors for LHC experiments 33
The Omega series for hybrid pixels detectorsThe two internal delays distributions are reported in Figure 2.19.
From the graphical comparison of the two distributions one choose the value to
which the delays have to converge: it is the center value of the superposition of the
two curves. Then we compute and write in a file the 3-bit words that will make
each pixel have its internal delay as close as possible to this value.
The strobe scan is performed and the result is a much more narrow distribution, as
seen in Figure 2.19. The procedure lasts about 30min, and it was not repeated
because of the proven stability of the delay distribution [27].
Then we finally test the results using the data of the WA97 experiment. The data
came from a Pb-Pb interaction, where the beam had momentum of 160GeV/c and
collide on a Pb target.
Figure 2.19 The delay tuning procedure and the result
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Uniformity of response of a LHC1 large area pixel detectorWe considered the complete array, the one containing 4 ladders. The delay between
the trigger and the strobe was varied while measuring the efficiency of particle
detection against the reference pixel detectors, which was equipped with Omega2
chips and was already part of the telescope. The strobe duration was 300ns, and the
delay was varied from 1220 to 1800ns in steps of 20ns. Each step accumulated 20000
events. Figure 2.20 shows the result, normalized to the maximum of the curve. I fit
the distribution with the Normal cumulative distribution, assuming that the delays
are Gaussian distributed around the value where the efficiency is 50%. See
Figure 2.36. The function is f(d):
f(d) = N / (1+exp(-(d-del1)/rms1), at the rising edge, and
f(d) = N / (1+exp(+(d-del2)/rms2) at the falling edge.
where N is a normalization factor, d is the delay in ns, del1 (del2) is the delay at
which the efficiency is 50%, for the rising (falling) edge of the curve, and rms1 (
rms2) ≅ σ/1.946, σ being the standard deviation.
The plateau of the curve corresponds to the timing window that covers the global
delay distribution of the array (the spread). The spread value is obtained
subtracting the strobe duration from the interval between the two values at which
the efficiency becomes 98%. The spread is then 300 - (1620-1400) = 80ns (2.5 times
the spread in a chip). With the Omega2 pixel detectors the spread was 340÷500ns
(see [23], page 96).
The plane was then included in the data acquisition of the experiment with a strobe
of 150ns.
Figure 2.20 Detection efficiency of 4 ladders of LHC1/Omega3 pixel detector as a function of the delay of the
strobe signal. The data are normalized to the maximum of the curve. Each value at a given delay
is the average over the 4 ladders, and the error bar is equal to the rms over the 4 ladders.
delay (ns)1200 1300 1400 1500 1600 1700 1800
0
0.2
0.4
0.6
0.8
1
del1     =  1312 +- 1.794 
del2     =  1666 +- 2.193 
rms1     = 27.45 +- 1.384 
rms2     = 14.61 +- 0.9873 
delay scan of the arrayStudy of vertex silicon detectors for LHC experiments 35
The Omega series for hybrid pixels detectors2.6 The LHC1/Omega3’ version
In this part of the chapter I will introduce the performances of the LHC1/Omega3’
chip for the signal processing of hybrid pixels detectors. The top-down effect is
solved in this version of the chip. I apply the same criteria for the selection of the
chips on wafers. One of the arrays built with the selected chips was tested using a
beam of particles. I focused the analysis on the understanding of the cluster shapes
and the response timing of the detector. Finally I will discuss the results of a test of
radiation damages performed on one LHC1/Omega3’ chip and on the first
prototype of LHC2, a radiation tolerant chip conceived for the ALICE experiment.
2.6.1 The threshold and internal delay uniformity
In Section 2.3.3 I discussed the necessity of a threshold uniformity throughout the
pixels and the top-down effect found on the previous version of the chip. To correct
for this effect the LHC1/Omega3 layout has been modified with a wider line for the
bias. The distribution of the threshold per row in an array of LHC1/Omega3’ is
shown in Figure 2.21 (right), compared to the previous version (left); the threshold
has no top-down effect (the estimation of the average threshold is around 6000e-,
with an rms of 700e-).
In agreement with the LHC1/Omega3 performance, the internal delay is still found
uniformly distributed with a rms of 20ns as before.
Figure 2.21 Average threshold per pixel row, LHC1/Omega3 (left) and LHC1/Omega3’ chips (right).
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The selection of the chips2.7 The selection of the chips
In order to construct large area pixels detectors equipped with LHC1/Omega3’
chips, I tested 13 wafers of LHC1/Omega3’ (2500chips, i.e. 5M pixels). For the
selection of the chips, I used the automatic testing procedure described in
Section 2.4.
Figure 2.22 summarizes the results, indicating the various types of faults that could
have caused the rejection of the chips.
The percentage of rejected chips (48%) stresses the necessity of performing such
tests before doing the bump bonding.
For each wafer I employed the same current setting (see Table 2.1). As for
LHC1/Omega3, only the Ith value, determining the threshold, has been varied
depending on the noise level of the chip.
Using the data of the tests, I checked the distribution of the currents inside each
wafer. To select chips having homogeneous working parameters, that can be part of
Figure 2.22 Results (in %) of the tests performed on13 LHC1/Omega3’ wafers. OK=chips selected;
VPR=chips rejected because having too much noisy or dead pixels; BAD=chips having faulty
registers; RJ=chips with currents values 1σ out of the distribution on wafer.Study of vertex silicon detectors for LHC experiments 37
The Omega series for hybrid pixels detectorsan array, I rejected the chips whose currents are 1σ different from the average of the
distribution on the wafer. Typical currents distributions are shown in Figure 2.23.
Figure 2.23 Typical currents distribution for the chips of a wafer38 Study of vertex silicon detectors for LHC experiments
The selection of the chipsTwo of the wafers contained chips with two well separated current distributions,
situated in two separated region. Figure 2.24 shows this observation: the chips on
the top right region of the wafer have the values of the Ibias, Icomp and Idl currents
higher than the rest of the chips. Ith varies much more randomly.
I then decided to mark the selected chips according to their corresponding region,
to avoid rejecting almost half of them, but always respecting the criterion of
homogeneity in the selection, on which is based the construction of the detectors.
Figure 2.25 shows the average values of 4 of the currents (Ith excluded) and of their
rms for the 13 wafers; these are the values before the rejection of the chips with
currents more than 1σ different from the average over the wafer. Figure 2.26 shows
the mean and rms of the currents after the rejection. The two separated averages of
the quoted wafers are clearly visible. Wafer number 7 and 13 contain a group of
chips with average value of currents higher either than the other chips on that
wafer or than the average value found in other wafers. These chips represent a
’family’ and must be mounted together.
Figure 2.24 Currents distributions for one of the two quoted wafer.Study of vertex silicon detectors for LHC experiments 39
The Omega series for hybrid pixels detectorsFigure 2.25 Idl, Idla, Icomp and Ibias average values and r.m.s. for each of the 13 wafers, before the rejection
of chips with current value more than 1σ away from the average over the wafer.
Figure 2.26 The average current and r.m.s after the cut on the distribution and the rejection of the chips 1σ
away from the average over the wafer.
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The selection of the chipsApart from the case of wafer #7 and #13 these results underline the opportunity of
assembling arrays with the chips from the same wafer, to minimize the
manufacturing differences and because the currents difference are usually greater
between chips of different wafers than between chips of the same wafer.Study of vertex silicon detectors for LHC experiments 41
The Omega series for hybrid pixels detectors2.8 Performances of a hybrid pixel detector
studied in a Test Beam
The accurate procedure in the selection of the chips helped in the construction of
detectors with homogeneous characteristics, hence with enhanced performances.
Figure 2.27 reports as an example the result of the exposition to a 90Sr source of one
array having 24 selected chips (48768 pixels). The emission profile of the source is
detected uniformly throughout the surface and all the chips are equally efficient.
Several planes -each of nearly 100000 pixels- have been build, tested and used in
the telescope of the WA97 and NA57 experiments [26]. Here I present the
performance of an array of nearly 50000 pixels that we tested during a test-beam
period at CERN. The array was not one of the ’best’ built* because the higher
quality ones were in the installation phase in the NA57 experiment, but was used as
a sample for studying the characteristics of these detectors when used in an
experimental area.
Figure 2.27 An array build with the selected chips and exposed to a 90Sr source.
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Performances of a hybrid pixel detector studied in a Test Beam2.8.1 The beam-test set-up
The block diagram of the set-up used for the test of the pixel detectors is shown in
Figure 2.28. The array was exposed to a beam of positive particles, pi, of momentum
about 120GeV/c.
First the position of the beam was found using scintillators S1, S2, S3, S4, defining
an active area of 8x9mm2 (the area of a chip is 8x6.4mm2). Then the trigger for the
readout of the array was issued by the coincidence of a couple of scintillators (B1,
B2), whose size was larger than the size of the beam. The width of the beam was a
insufficient to cover the 25cm2 of the array; the exposed surface comprised nearly 6
chips out of the 24. The measurements have then been performed moving the
detector with a special motor drive table, in order to cover all the surface.
Figure 2.28 Beam test set-upStudy of vertex silicon detectors for LHC experiments 43
The Omega series for hybrid pixels detectors2.8.2 The masking of the noisy pixels
During the test beam we used a three step procedure to find and mask the noisy
pixels:
1. Data acquisition of 1000 events with random trigger, without particles; the
pixels that registered one or more hits are masked. The number of masked
pixels was 17, see Figure 2.29. The threshold was set to 6000e- and the strobe
duration was 300ns.
Figure 2.29 First step of the masking procedure
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Performances of a hybrid pixel detector studied in a Test Beam2. Data acquisition of 800000 events without beam, to find the number of spurious
hits. See Figure 2.30. In 2021 pixels I found a total of 3272 hits: this means that in
an event the average probability of having a spurious hit for these pixels is
4x10-3. These pixels will not be masked.
Figure 2.30 800000 events without the beam: second step of the masking procedure. In the figure: nprow=row
number, npcol=column number, v=number of hits. At the top: lego plot of the hit content per pixel;
the middle plot shows the position of the pixels having spurious hits (in y-axis the row number and
in x-axis the column number); at the bottom, occurrence of the number of hits per pixel.Study of vertex silicon detectors for LHC experiments 45
The Omega series for hybrid pixels detectors3. The third step aims to mask the pixels that become noisy if exposed to
particles*. The plot at the top of Figure 2.31 reports the result of 200000 events
with the beam; the exposed part of the array includes the pixels from column
number 64 to column number 95. Notice the presence of pixels having a
number of hits outside the continuous distribution of the beam profile.
Normally the number of hits per pixel is less than 40; I then exclude the pixels
having more than 40 hits, and the result after this cut is reported in Figure 2.32.
* The cause of this effect is not understood.
Figure 2.31 The beam profile as seen in the detector. Notice the pixels becoming noisy when exposed to
particles.46 Study of vertex silicon detectors for LHC experiments
Performances of a hybrid pixel detector studied in a Test BeamThe number of pixels on the array which become noisy if exposed to the beam* is
269 (see Figure 2.33).
Hence the total number of masked pixels in the plane is 286, about the 0.6‰ of the
total.
Figure 2.32 Beam profile after the exclusion of the pixels becoming noisy if exposed to particles
* I consider 3 runs: in each of them the beam traverse different region of the detector, so that all
the pixels are exposed.Study of vertex silicon detectors for LHC experiments 47
The Omega series for hybrid pixels detectorsFigure 2.33 The total number of pixels excluded in the plane using the third step of the procedure. At the top:
lego plot of the hit content of the excluded pixels (x-axis column number and y-axis row number).
At the bottom, occurrence of the number of hits in the excluded pixels.48 Study of vertex silicon detectors for LHC experiments
Performances of a hybrid pixel detector studied in a Test Beam2.8.3 Clusters topology and morphology
Here I present a study on the cluster distribution and their shape. Indeed, besides
the test of the uniform response and the capability of reproducing the distribution
in space of the particles, it is interesting to understand what happens when a
particle traverses a given pixel, in particular how often the cluster size is bigger
than one. The analysis is based on a single run of 200000 events, but I found
compatible results in all the other runs.
In Table 2.2 I report the frequency of the various cluster size. For the clusters of size
2 and 3 I also report the relative position of the pixels. Clusters larger than 1 involve
more frequently pixels on the same column. This is because the pixels (of
dimension 50x500µm2), have the largest side along the columns. For the clusters of
size 3, the pixels are never all in the same row: either they are in the same column or
two pixels are in the same column and the third in an adjacent one.
A possible cause for a cluster of size 2 can be the passage of the particle in the
region between the pixels: in this case each pixel senses a fraction of the total
charge. The charge sharing between adjacent pixels is also confirmed by the results
given in [30], and varies of course with the threshold. Clusters of size 3 could be
produced by δ-rays (see also next paragraph).
Because we didn’t have a telescope for tracking, I checked that the registered
number of clusters was compatible with the expected number of incident particles,
and that the number of spurious hits was always ≤4x10-3, the value found in
Section 2.8.2. In Table 2.3 I report the occurrence of number of clusters per event
found in the chosen run (similar results are obtained for all the data taken during
the test beam period). In the 97% of cases, the event contains only one cluster. The
reason of the presence of events with more than one cluster is twofold.
a. Part of the energy released by the particle in the detector may lead to the
production of energetic knock-on electrons (δ-rays) [31]. The subsequent
electromagnetic interaction might have caused the production of one or two
particles of energy larger than the threshold of the pixels. With a radiation
length of 9.8cm, the probability of such events is 2%, compatible with the
number found for the events having two clusters.
b. For each burst of 2.4sec, nearly 106 particles where counted by the
scintillators, and 2000 caused the trigger for the data acquisition. The active
timing window of the strobe lasts 300ns, hence the probability of mixing the
data relative to two distinct particles is 0.15% (if the particles are uniformly
distributed in time). Before the array, the beam of particles traverses three
hybrid detectors used by another group of RD19. See Figure 2.28. The
Table 2.2 Cluster size
Cluster size % pixel relative position in the cluster
1 82 same column same row other shape
2 15.7 98.49% 0.21% 1.3%
3 1.4 87.5% 0 12.5%
4 0.4
>4 0.5Study of vertex silicon detectors for LHC experiments 49
The Omega series for hybrid pixels detectorsnuclear interactions of the hadrons in the silicon (each hybrid is 600µm
thick) might have caused the formation of showers of particles. The
extension of the shower in space depends on the nuclear interaction length
λ in the silicon, nearly 45.5cm. The nuclear interaction probability is then
[32] p=dl/λ. In our case dl is 3x600µm, then p=4x10-3 per particle. Over the
2000 selected events, nearly the 0.4% might have included nuclear
interaction, and involved different areas of the array. Of this order is the
number of events with more than 2 clusters.
Table 2.3 Number of clusters per event
# Clusters per event %
1 97.29
2 2.3
3 0.19
4 0.03
>4 0.1450 Study of vertex silicon detectors for LHC experiments
Performances of a hybrid pixel detector studied in a Test Beam2.8.4 The detector timing response
In this paragraph I present the analysis of the timing response of the detector,
performed during the test beam period. To do so, the internal delays have been
adjusted using the procedure described in Section 2.5. Then, we varied the delay of
the strobe signal with respect to the trigger from 1300 to 1800ns in steps of 20 and
40ns. For each delay we collected 200000 events. The duration of the strobe was
300ns, and the threshold 6000e-.
Before discussing the results of the scan, a little parenthesis: I plot separately the
strobe delay distributions of events with 1, 2, 3 and 4 clusters -of any sizes-
respectively. See Figure 2.34.
The similarity of the curves confirm that the events with more than one cluster are
not due to spurious hits, because in that case the distribution would appear much
more random. I excluded from the analysis the events with four clusters, because
they are only the 0.03% of the total (Table 2.3), and their variation with the delay is
irregular.
To complete the analysis on the event structure, I looked at the cluster size
distribution versus delay time (Figure 2.35). Either for the events with one cluster
or for the events with 2 clusters, the response of clusters with size equal to one is
Figure 2.34 Number of events with 1,2,3 and 4 clusters versus strobe delay (respect to the trigger) in nsStudy of vertex silicon detectors for LHC experiments 51
The Omega series for hybrid pixels detectorsfaster than the one of clusters with larger size. This is a confirmation of the charge
sharing as the origin of clusters with size >1, because the average charge per pixel is
lower in this case, hence, due to the timewalk (see Section 2.3.2), the response of the
discriminator comes later.
Figure 2.35 Occurrence of cluster size 1 and 2 for events with 1 and 2 clusters.52 Study of vertex silicon detectors for LHC experiments
Performances of a hybrid pixel detector studied in a Test BeamI then fitted the strobe delay distribution of the events with 1, 2 and 3 clusters with
the Normal cumulative distribution, assuming that the delays are Gaussian
distributed around the value where the efficiency is 50%, as in Section 2.5. See
Figure 2.36.
The plateau duration is 220ns, (from 1440 to 1660ns) then the total spread between
the pixels is 300ns-(1660ns-1440ns)=80ns, in agreement with the laboratory
measurements.
Figure 2.36 The events with 1,2 and 3 clusters versus the delay of the strobe
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The Omega series for hybrid pixels detectors2.9 A study on the radiation damages
One of the requirements of a detector conceived for LHC experiments is its
radiation tolerance. The silicon micro strip and pixel detectors usually occupy the
position closest to the interaction point, where of course the radiation is higher.
Moreover, an hybrid pixel detector undergoes the irradiation effects with the same
relevance on the sensor and on the electronics.
Both detector types -microstrips and pixels- will experience intense radiation
fluency of up to 1014particles/cm2 per operational year (see the LHC experiment
’radiation forecast’ reported in Table 1.1). In this frame, the ROSE-RD48
collaboration coordinates at CERN the project for the investigation and
’problem-solving’ of detector radiation damage at LHC [33], [34].
2.9.1 Radiation hardness of silicon detectors
The silicon particle detectors experience the most important damages in the bulk.
The Kinetic Energy Released to the MAtter (KERMA) [35] may cause a
displacement of the atoms in the crystal structure, and (or) modify the effective
impurity concentration (a doping inversion is usually observed after irradiation of
silicon detectors), and (or) increase of the reverse current.
On the other hand, the pure ionization losses of the kinetic energy may affect the
surface and interface layers; this type of damages is quantified by the Radiation
Dose.
These and other modifications of the silicon medium have been measured and a
comprehensive modeling has been developed [35]; of course, all this implies a
deterioration of the charge collection efficiency.
The conclusion is that: "the radiation tolerance of the present state of the art for
detectors in the areas close to the interaction points in LHC experiments, may not
be sufficient for a 10yr operation" [36]. A research effort in this field is inevitable
and in progress in all the high energy physics experiments.
2.9.2 Radiation effects in silicon electronics devices
The radiation tolerance of the electronic devices is usually lower than the one of the
detectors. An extensive study on the radiation effects in advanced microelectronic
technologies can be found in [37].
In the hybrid pixel detector presented in this thesis, the electronics is of CMOS type,
and tolerates few tenths of Krad. CMOS devices are not sensitive to displacement
damages induced by heavy particles or neutrons [38]. The most important damage
in CMOS devices is the formation of an inversion layer underneath the field oxide
or at the edge of the active area, producing a source-to-drain and inter-transistors
leakage current, and a variation of the threshold and trans conductance values.
Although radiation hard technologies exist [39], they do not always provide the
adequate density required by a pixel detector (where the area of the sensor must
equal the area of the electronic cell). In parallel to the research on the radiation hard54 Study of vertex silicon detectors for LHC experiments
A study on the radiation damagestechnology, and in the frame of the LHC experiments, it was then decided to
investigate the tolerance of standard submicron technologies.
The demonstration of an adapted layout technique for increased radiation
tolerance of circuit in commercial submicron, will be presented in section 2.9.4,
page 58; in the next section I present the result of a radiation tolerance test
performed on an LHC1/Omega3’ chip.
2.9.3 Radiation tolerance of the LHC1/Omega3’ chip
I performed the irradiation test of an LHC1/Omega3’ chip -after having checked its
functionality- using the SEIFERT X-ray generator available at CERN. The generator
is similar to the more widespread ARACOR [40] and has a proton peak at about
10keV. The dose rate used was 4krad/min, and the chip was biased during the
irradiation at room temperature. The generator produces an uniform beam of
5x5mm2, slightly less than the area (8x6.4mm2) of the chip. The set-up for the
operation of the chip is similar to the one described in Section 2.4.1, apart from the
absence of the automatic probe station. The current setting used is reported on
Table 2.4.
After each irradiation step of 8krad I recorded the variation of functionality of the
chip. In particular I monitored the appearance of faulty registers and any variation
of thresholds and internal delays. The tests lasted nearly 45 minutes.
Looking at Figure 2.37 one gets a first idea of the destructive effect of the irradiation
over the 2048 pixels, from 0 to 48Krad.
Table 2.4 Current setting during the irradiation
Ith Icomp Ibias Idl Idla
14.8µA 23.5µA 54µA 66.4µA 33.1µAStudy of vertex silicon detectors for LHC experiments 55
The Omega series for hybrid pixels detectorsFigure 2.37 Threshold values (e-) during the irradiation.56 Study of vertex silicon detectors for LHC experiments
A study on the radiation damagesTo follow the variation of different parameters with irradiation, I have chosen
nearly 800 pixels having a uniform distribution before irradiation. The results are
reported on Figure 2.38. The spread in the internal delays started to increase after
32Krad. Is not easy to describe the threshold variation: it seems that between 16 and
32Krad the threshold diminishes in average value and spread, but then it grows
again.
The number of dead pixels is 50% after 32Krad, and 99% at 48Krad, in the sense
that they don’t react to any signal at the input of the preamplifier. The digital part of
the chip still works properly at 48Krad.
It is not easy to draw conclusion or describe the effects observed, because the chip
contains nearly 800000 transistors and each pixel contains a digital and analogue
part, but is clear that the upper limit of the radiation tolerance is 30kRad, where the
number of active pixels become 50% of the total.
Figure 2.38 Threshold (top) and internal delays (middle) variation, number of active pixels (bottom), versus
the irradiation amount.
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The Omega series for hybrid pixels detectors2.9.4 Enhanced radiation tolerance demonstrated on ’LHC2’
The reduction in gate oxide thickness, following naturally from the scaling down of
CMOS processes, was demonstrated to be beneficial to the radiation tolerance of
transistors since the early 80’s [41]. New layout techniques have been proposed to
avoid the transistor and inter-transistors leakage currents that the ionizing dose can
still cause [42]; they rely on the use of enclosed (edge-less) geometry for NMOS
transistors and guardrings around them. All the source-to-drain currents are then
forced to run underneath the gate oxide by means of the closed gate as shown in
Figure 2.39. The inter-transistor leakage is eliminated by implementing p+
guardrings.
Previous simulation work [43] has shown that guardrings are also very effective
against the single event latch up (which is nevertheless strongly dependent on
technology and layout). A short voltage pulse applied to Vdd could, if powerful
enough, trigger the latch up in the structures with standard layout, but not in the
structures with guardrings. Single event upset still needs to be investigated.
The loss in device density that this approach implies can be partially compensated
by the availability of an increased number of metal layers to optimize the design
density.
X-ray irradiations were performed on individual transistors to verify the
effectiveness of these layout techniques. The major difference in behavior between
a standard and an enclosed transistor in a 0.5µm technology is the presence of an
unacceptable leakage current already after 40krad for a standard transistor; the
enclosed device remains acceptable up to 2Mrad. Other results can be found in [44].
Figure 2.39 Transistors laid out to prevent transistor and inter-transistors leakage.58 Study of vertex silicon detectors for LHC experiments
A study on the radiation damagesA prototype readout chip for pixel detector was developed using the same
approach, and implemented in a commercial 0.5µm CMOS technology. The circuit
is a small test chip to evaluate some improvements over the previous Omega series
with regard to both front-end performance and radiation tolerance. It is a matrix of
65x2 identical pixel cells measuring 50x420µm2. A block diagram of the pixel cell is
shown in Figure 2.40.
Each cell contains about 200 transistors and comprises an input structure to
simulate a single detector element, a preamplifier, a shaper, a comparator with a
variable threshold, and a data flip-flop. The circuit can work both with positive and
negative input charges, and the leakage current compensation allows both
polarities.
After some preliminary test of the chip, its radiation tolerance was measured using
different irradiation sources. I performed the X-ray irradiations; a gamma
irradiation was also carried out at Istituto Superiore della Sanita’ (ISS) in Rome
using a calibrated standard source (60Co) of γ of 1.173 and 1.332 MeV: severe
degradation sets in at about a Mrad. A chip was placed in the NA50 experiment
using electrons with an energy greater or equal to 1MeV: significant degradation set
in after a total dose of about 1.7Mrad. The tolerance to charged hadronic particles
was investigated using 6.5MeV protons at the Van de Graaf accelerator of Legnaro:
serious degradation occurs above 1Mrad. In general partial recovery is evident
during the annealing. I’ll describe only the results of the tests that I performed, for
information on the other measurements, see [44].
Using the SEIFERT generator as in Section 2.9.3, I performed the X-ray irradiation
of the prototype chip. Figure 2.41 shows the evolution of the average pixel
comparator threshold and its rms dispersion with dose. The chip started to degrade
significantly only after 600krad. The large oscillatory changes at low dose are due
to significant annealing effects immediately after irradiation despite the efforts to
minimize the measurement time.
Figure 2.40 Block diagram of the LHC2 pixel cellStudy of vertex silicon detectors for LHC experiments 59
The Omega series for hybrid pixels detectorsFigure 2.42 shows that the analog power consumptions remains unchanged and
that the digital power consumption decreases. The latter can be explained by the
transistor threshold shifts due to radiation. This indicates on a full circuit scale that
enclosed NMOS devices and guard rings prevent radiation induced leakage.
Figure 2.41 Average threshold (top curve) and rms (bottom curve) versus irradiation
Figure 2.42 Evolution of the supply currents to the chip with increasing X-ray dose.60 Study of vertex silicon detectors for LHC experiments
A study on the radiation damagesIn a second phase several chips were taken to full dose in one step, annealed for one
day at room temperature, and for one week at 100oC. The chips were measured at
each stage. Table 2.5 gives an overview of the results. Serious degradation can be
observed immediately after a dose of 800 Krad. In all cases a one day anneal at
room temperature was sufficient to recover almost completely from the damage. In
some cases the threshold annealed to a value lower than the original after the 1
week anneal at 100 oC. This is not fully understood; the same anneal on a
non-irradiated chip did not significantly affect any of its measured characteristics.
Table 2.5 X-ray irradiation and annealing results for three chips irradiated at once to full dose.
average
threshold
threshold
RMS
average
noise noise RMS
400 krad
before 2262 431 216 31
immediately after 2091 445 237 26
after 1 day at RT 2173 439 237 27
after 1 week at 100oC 1546 373 239 21
600 krad
before 2243 431 218 26
immediately after 2554 560 263 20
after 1 day at RT 2357 483 237 21
after 1 week at 100oC 2234 447 226 16
800 krad
before 2276 413 224 18
immediately after 4342 1657 372 69
after 1 day at RT 2534 629 265 25
after 1 week at 100oC 1689 475 261 28Study of vertex silicon detectors for LHC experiments 61
The Omega series for hybrid pixels detectors2.10 Summary
The pixels detectors are complex devices, due to the number of sensitive elements,
nearly 100000 in a space of 25cm2 for the detectors presented in this chapter. The
distribution of the working parameters of all the pixels -such as the timing response
and the threshold- must be very uniform to comply with the severe requirements of
LHC experiments. More on, an hybrid pixel detector undergoes the irradiation
effects with the same relevance on the sensor and on the electronics.
On the one hand, the digital control techniques specific of the Omega series chips
demonstrate -in laboratory and with high-energy particle beams- the ability of
improving in an effective and manageable way the uniformity of the pixels: 400e- is
the standard deviation of the distribution of the thresholds in a chip and 6ns is the
one of the internal delays.
On the other hand, the problems for achieving uniformity -when a complex
multi-chip system is constructed to obtain a large sensitive area- are overcome with
a preliminary selection of the chips on wafer. The chips to be mounted on the same
array must have currents and internal delays very narrowly distributed. This
allowed the construction of arrays with a standard deviation of 16ns for the
distribution of the internal delays. The standard deviation of the distribution of the
threshold is 700e-. A 4000 channel pixel chip has been recently developed for
medical applications, with a 3-bit threshold adjustment included in each pixel; its
threshold variation can be reduced to 80e- [24].
The radiation tolerance of the LHC1/Omega3 chip is 30krad, but a layout to
enhance this value has been studied and developed, and the prototype
demonstrated a radiation tolerance up to 800krad.62 Study of vertex silicon detectors for LHC experiments
Chapter   3
The first prototype of the LHCb vertex
detector
This chapter describes the results of a study performed on the first prototype of the
LHCb vertex detector, called VELO (VErtex LOcator).
I set up a system to test the detectors and the electronics before and after the
connection. The results of the test are presented. The prototype has then been
installed and tested in a test beam during April-May 1998 in the X7 experimental
area at CERN. The test aimed to check the proposed LHCb trigger algorithm
performances.
The data analysis presented here is focused on the study of the observed
dependence of the noise on the geometrical layout. The noise has been divided in
'correlated' and 'normal' noise. A mathematical relation between the noise and the
length of the strips and routing lines has been derived for this purpose.
3.1 VELO: the vertex locator and displaced vertex trigger
for LHCb .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 64
3.2 The VELO protoype.  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 67
3.4 The test of the prototype in a beam of particles  .  .  . 75
3.5 The study of the noise on the vertex prototype  .  .  . 78Study of vertex silicon detectors for LHC experiments 63
The first prototype of the LHCb vertex detector3.1 VELO: the vertex locator and displaced
vertex trigger for LHCb
VELO, VErtex LOcator, is the ‘voted’ name for the LHCb vertex detector.
The VELO will measure tracks close to the interaction region, both for analysis and
for trigger purposes (see Section 1.1.1 and [6]). The challenge is to provide an
accurate measurement of the flight time of B-mesons and to measure the impact
parameter of particles used to tag the B flavour. See for example the structure of one
possible decay, Bs
0->Ds
- K+ in Figure 3.2.
Figure 3.1 The LHCb vertex detector logo
Figure 3.2 One of the decays: Bs->DsK
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VELO: the vertex locator and displaced vertex trigger for LHCbThe VELO layout consists of 17 stations located from 18cm before the mean
interaction point to 80cm after, and are oriented perpendicular to the beam (see
Figure 3.3).
Each station has two disks of microstrips detector. The disks are split in two halves.
Each disk is subdivided in 6 sectors. One disk is covered by strips with constant
radius and the other by strips with a 5o stereo angle relative to the radial direction.
The sensitive area of each sector covers 61 in φ and 1cm to 6cm in radius. The pitch
varies and provides resolutions between 6 and 20µm (see [6] for further details).
The extrapolation distance between the first measured point on a track and the
primary vertex is reduced by placing the detectors at a radial distance from the
beam which is smaller than the aperture required by the LHC during injection. This
is achieved by mounting the detectors in roman pots [6]. The front-end electronics
will be mounted at approximately 7cm from the beam axis. The analogue
information is transmitted through the vacuum tank to the readout electronics at a
distance of about 10m from the detector. Analogue rather than binary readout has
been chosen since it allows for better monitoring and control of the effects due to
the very non-uniform radiation damage to the silicon detectors [45]. The
performance may be degraded due to doping changes with the subsequent loss of
sensitive volume. Characteristics like the leakage current and the depletion voltage
deteriorate with irradiation. Because their values increase with the thickness of the
Figure 3.3 Vertex detector layers position along the beam direction (top) and 3D view of the silicon planes
(bottom)
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The first prototype of the LHCb vertex detectorsilicon, the minimum value of 150µm has been chosen for the final design. At
nominal luminosity, the innermost part of the detector has to give acceptable
performance (i.e. a minimum signal-to-noise ratio of 8) for at least one year, when
operated at 5 C. A study on the radiation tolerance of the VELO is reported in [46].
The r-φ geometry of the VELO is chosen to facilitate the implementation of the
Level-1 trigger algorithm. The vertex trigger selects events containing one or more
secondary vertices, and has to distinguish B-events from those minimum-bias
events which are accepted by the Level-0 trigger. B-mesons that have all their decay
products within the acceptance of the spectrometer are produced with a polar angle
that is typically below 200mrad. The projection of the impact parameter of the
decay products to the primary vertex in the r-z plane is large, while in the plane
perpendicular to the beam axis (r-φ) it is similar to that of tracks originating from
the primary vertex. After the tracks are found in the r-z projection within the
sectors ("2D tracks"), they are combined with other 2D tracks in the opposite sector
to build two-track vertices [47]. The position of the primary vertex is then
determined by combining all two-track vertices: for each 2D track, the impact
parameter with respect to the primary vertex is calculated, such that the tracks
coming from the primary vertex can be eliminated. The φ-cluster information is
subsequently added for all remaining 2D tracks and the track is reconstructed in
three dimensions. Finally, the algorithm finds secondary vertices that are
significantly separated from the primary vertex. The Level-0 trigger accepts events
at a rate of 1MHz, which requires the whole detector to be read out in less than 1µs.66 Study of vertex silicon detectors for LHC experiments
The VELO protoype3.2 The VELO protoype
In February 1998 we received from HAMAMATSU the 14 micro strips silicon
detectors intended to be part of the first prototype of the vertex detector. The test
and study of the prototype will allow to check the expected performances, find
design improvements and try for the first time the Level1 trigger algorithm
proposed for the LHCb experiment. The layout of the detectors is similar to the one
described in the technical proposal [6].
The 7 so-called R detectors (see Figure 3.4, at left) have curved strips, each at
constant radius from the center. The distance from the center is between 1 and 5cm.
The strip pitch is 40 and 60µm. The angular coverage is 72  degrees.
The 7 so-called Φ detectors have strips arranged almost radially (see Figure 3.4, at
right), but tilted by a small angle (5°). The strip pitch changes from 45 to 126µm
along its length in the inner region (radius <= 27.92mm), and from 44 to 79µm in
the outer region.
The strips are AC coupled to the electronics, and their read-out is performed via a
double metal layer with routing lines.
Figure 3.5 shows the routing line configuration of a Φ detector (at the right) and
the strip and routing line configuration of a R detector (at the left). The Φ
detectors have 1024 strips, while the R detectors have 1006 strips. The thickness is
300µm.
Figure 3.4 Schematic showing the strip layout for R and Φ detector that constitute the prototypeStudy of vertex silicon detectors for LHC experiments 67
The first prototype of the LHCb vertex detectorThe implants are biased through poly silicon resistors and isolated via p-stops (see
Figure 3.6). The choice of using single-sided detectors with n strip readout in n bulk
(n+n) is because they are the most radiation tolerant silicon devices currently
available [48].
In Figure 3.7 a photo shows the detectors artistically placed around a 10 centimes
CHF coin.
Figure 3.5 The prototype routing lines design.
φ-measuring
detectors
r-measuring
detectors
Detectors fabricated
on 100mm wafer
readout tracks
spaced 50µm
inner radius 10mm
Figure 3.6 Schematic cross-section of the silicon detectors showing the depletion region after irradiation
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The VELO protoypeFigure 3.7 Photo of the prototypes around a 10 swiss centimes coin. At the top, three R detectors, at the
bottom three Φs.Study of vertex silicon detectors for LHC experiments 69
The first prototype of the LHCb vertex detector3.3 The test of the prototype in the laboratory
3.3.1 The test of the detectors
Testing of all components before use is an important issue for the successful
construction of a detector module and for a better understanding of its behavior, as
discussed also in Section 2.3. The following two subparagraphs reports on the test
of the prototype before the installation in the test beam.
For the test of the detector I used the probe station of the ATLAS collaboration. The
probe station was manual. Special coaxial probes terminating with tungsten
needles are used to contact the micrometric structures on the detector. The detector
was held in place by vacuum. The set up was mainly made up by a high-frequency
C-V analyser, a C-V meter, a voltage source-measuring unit, a current
source-measuring unit and a PC. The tests and the data taking were performed
using a software written in Labview. I measured the following quantities (see
Figure 3.8):
1. The capacitance of strips versus back plane as a function of the reverse bias
voltage (Figure 3.8, top-left graph), at a frequency of 100kHz. The C-V curve
is a basic characteristic of the silicon crystal, and for a diode it is expressed
by the formula:
 C(V) = ε x A / [d x (V/Vtd)
1/2],
where V is the reversed applied voltage, Vtd is the depletion voltage, d the
detector thickness, A the Area of the diode and ε the dielectric constant of
Silicon, 11.7x ε0 where ε0=8.85x10
-2F/m is the vacuum permittivity.
2. the reaching of the full depletion voltage at -70V, (same plot) indicated by
the fact that, for higher absolute values of the reverse bias, the capacitance
remains constant to a value of 350pF;
3. the resistance of all the strips versus back plane as a function of the reverse
bias voltage, (from 0 to -200V). As one can see in Figure 3.8 (top-right plot),
its value remains >300MΩ after the full depletion is reached. Below the
depletion it is low because it is dominated by the bulk conductivity;
4. the current versus voltage, from 0 to about -200V (in Figure 3.8, the bottom
left plot for R detectors and the bottom right plot for Φ detectors).
The reverse leakage current was between 40 and 100nA at the depletion,
and reaches a plateau at about 100nA for higher bias values; for two of the
Rs the current rises after -100V but remains less than 300nA at -200V; for
only one R detector it grows linearly after a voltage value of -100V, reaching
540nA at -200V. The fact that the current does not saturates after the full
depletion voltage indicates that there is a non negligible contribution from a
surface current.
As will be said in Section 3.5.2, the leakage current contributes to the
equivalent noise charge (ENC) of the detector. In these detectors the
maximum contribution per strip is 60e-.
The I-V curve is a measure of the minority carrier lifetime or rate of current
generation in the depletion bulk. The current reaches a plateau at depletion.70 Study of vertex silicon detectors for LHC experiments
The test of the prototype in the laboratoryMaking the hypothesis that this current is totally due to bulk generation,
one can evaluate the carrier generation lifetime τ [15]:
 τ = qniAd/2id
Where id is the asymptotic value of the current, q is the electric charge, ni is
the intrinsic carrier concentration, A and d as defined in the C(V) function.
The contributions to the current of a strip due to bulk generation and to
surface generation, at the full depletion, can be expressed by the formula
[15]:
ib = qnipdL/2τ
where p is the strip pitch, d the wafer thickness, L the strip length and τ the
carrier lifetime generation.
No particular instability or damage has been detected* over the time. It is in
fact well know that the reverse currents in a silicon detector may vary of
order of magnitude depending on the environmental conditions, sometime
even many hours after having biased. These phenomena can be attributed
to the charges trapped on the outer oxide surface. For instance, if an
uncovered oxide surface is exposed to humidity, charges could be collected
on that surface. These charges provoke the formation of an inversion layer
under the oxide and this leads to an extension of the depletion region
towards the detector’s edge. If the depletion region reaches this edge, the
current may increase by order of magnitude due to the generation of
electron-hole pairs in the crystal lattice damaged by the cut [49].
5. the routing line resistance. Using a voltage difference of 50mV at the edges
of a routing line 3.3cm long, we measured a current of 0.85mA, which gives
a value of 17.6Ω/cm for the routing line resistance. See Section 3.5.2 for the
estimation of its contribution to the total ENC.
*The leakage current has been also monitored during day and night in the test-beam period.Study of vertex silicon detectors for LHC experiments 71
The first prototype of the LHCb vertex detector3.3.2 The test of the electronics chain
The electronics chain used for each detector consisted of a hybrid board equipped
with 8 VA2 chips (see [50], [51]). The VA2 chip has 128 low power charge sensitive
preamplifiers followed by CR-RC shapers and sample and hold circuitry, an input
and output multiplexing and one output buffer. To capture the output of the
preamplifier-shaper a “hold” signal has to be applied according to the chosen
shaping time. Once the charge is stored the chip can be read out with a clock signal.
I tested the hybrids before the connection with the detector. For this purpose I set
up a system including a PC interfaced via a VISA card to a VME crate. The VME
crate housed an ADC (CRAMS) and a sequencer (V551B), both from CAEN. An
intermediate card interfaced this system to the hybrids. I wrote a Labview based
program that allows the measurement of the pedestal of each channel and of its
fluctuation, i.e. its total noise. The test comprises also the sending of a pulse to each
channel. Using a pulse of amplitude equivalent to a m.i.p., I checked the
functionality of all the channels; applying different pulse amplitudes, I also
checked the linearity and the gain of the hybrids.
For a first estimation of the conversion factor from ADC counts to electrons, in
order to estimate the ENC of the chips, I used some information given in [50]. The
VIKING gain indicated is 10mV/fC. The amplification of the intermediate card is
10. I measured that 1ADC is equal to 1.69mV*; then, 1 ADC = 1.69mV/100(mV/fC)
= 105e-.
Figure 3.8 The results of the test of the detectors
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The test of the prototype in the laboratoryThe noise measured before the connection to the detectors varied from 1.5 to 2.5
ADC counts. Based on the previous calculation, this was estimated to be equivalent
to 210e-.
Having passed all the tests, the hybrids have been connected to the detectors with
the wire bonding technique.
3.3.3 The test of the prototype in the laboratory
I measured again the reverse leakage current to verify that no damage was done to
the detectors during the assembly: in average the value found at full depletion was
200nA with a variation over the detectors of less than 50nA.
Each module was stored in a closed support frame allowing connections for
external test and calibration, easy handling and storage without risks of damage.
I then used a 241Am radioactive source to verify the absence of inefficient zones on
the detector and to perform a first calibration of the full electronics chain, deriving
the number of electrons per ADC counts and the signal over noise performance. In
a later section I will describe an analysis of the test beam data aimed at the
determination of this conversion factor.
Referring to the γ-line at 59.54keV and triggering the data acquisition at random, I
recorded on each detector a pulse height spectrum for a large number of events
(50000÷100000). The data of a channel was recorded if its value was 4 times bigger
than the RMS of the average pedestal, previously calculated over 1000 events.
In Figure 3.9 I report as an example the pulse height spectra of the 6 Φ
detectors. The peak near the end point of this spectrum [52] corresponds to
59.54keV, when the trigger occurs at the peaking time of the amplifier signal. The
average value of the peak over the detectors is 126 ADC counts, hence 1ADC
count is equivalent to 131e-.
The signal over noise ratio is about 50, hence the prototypes were considered
suitable for the installation in the test beam.
* This last information came from a measurement to check the system linearity:
voltage levels from 0 to 600mV in steps of 200mV were send at the input of the
CRAMS, and the corresponding ADC counts were measured.Study of vertex silicon detectors for LHC experiments 73
The first prototype of the LHCb vertex detectorFigure 3.9 The pulse height spectrum on 6 Φ detectors with a 241Am source.
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The test of the prototype in a beam of particles3.4 The test of the prototype in a beam of
particles
The aim of the test beam is to provide LHCb-like events by using a set of targets.
The objectives of the test run are:
• Study the performances of the prototype, as the noise and the spatial resolution
of the primary vertex and the clusters;
• Compare the test beam results with the simulation of the trigger algorithm.
The set-up (see Figure 3.10) is made up of 12 R and Φ detectors, in perpendicular
position with respect to the beam, and organized in 3 stations at its left and 3 at its
right. Each station has 1 R and 1 Φ detector very close to each other (from 2 to
5mm). The distance between stations is about 4cm, as in the design proposed in the
Technical Proposal [6]. The beam consisted of pions of energy 120GeV, around 105
per spill. The transverse size of the beam was σx=4mm and σy=7mm.
Before the telescope, the beam traverses 14 copper targets: 12 of them are spots
300µm thick, with a radius of 1mm and spaced of 1cm; the fifth and the tenth
targets that the beam traverses are 100µm thick, and spaced of 0.5cm. The distance
between the last target (respect to the beam) and the first two stations is 7.5cm. The
distance between targets is similar to the mean flight time at the LHC energies of
the decay Bd
0->pi+pi-. The acceptance of tracks is then between 55 and 320mrad,
compatible with the one of the LHCb spectrometer [6].
Figure 3.10 Test beam set-up
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The first prototype of the LHCb vertex detectorThe trigger was issued by the coincidence of the signal from the scintillator T1
(2.5mm2), see Figure 3.10, the complement of the signal of the VETO (with a hole of
2mm of diameter), and the signal from the scintillators T2 and T3, whose size and
position covered respectively the left and right detectors.
In Figure 3.11 is possible to see the special support made for the detectors.
Before the installation in the test beam area, we measured the position of the
detectors. In the real LHCb experiment the detectors will be aligned to each other
within 10µm [53], because at this level the L1 vertex trigger algorithm is not
affected [54].
We collected several runs under different conditions, to fully characterize the
system:
• Without the targets, for the calibration of the data.
• Without the targets, varying the bias from 0 to -110V, to compare with data that
will be taken in a successive test beam period, dedicated to the radiation
tolerance of the system. The results are presented in Appendix A.
• With the targets, for testing the Level-1 trigger algorithm and for the
alignments.
The reconstruction of the position in the z-axis of the 14 targets is shown in
Figure 3.12: it is performed using two tracks and extrapolating the intersection of
the two direction lines. In the R detectors, the spatial resolution is seen to be 6.5µm
[56],[55] for r<2.79cm, where the pitch is 40µm, and 12.5µm for r>2.79cm, where the
pitch is 60µm. Due to the charge sharing, the resolution is about half of the one
given by strip pitch/√12. In the Φ detectors the resolution rises from 0.8 to 1.1mrad
Figure 3.11 The detectors in the support frame.76 Study of vertex silicon detectors for LHC experiments
The test of the prototype in a beam of particlesas the radius rises from 1 to 2.79cm, and then from 0.29 to 0.34mrad as the radius
rises from 2.79 to 5 cm.
Figure 3.12 z distribution of two tracks vertices.
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The first prototype of the LHCb vertex detector3.5 The study of the noise on the vertex
prototype
Owing to the role of VELO both in the trigger and in the offline analysis, the
knowledge about the signal over noise ratio of the detectors is crucial. Related to
that is the determination of parameters such as the strip lengths and pitches at the
different distance from the beam which lead to the optimum design. In particular,
besides its value, it is important to establish the causes of the noise. In this field I
present here the study of the noise of the VELO prototype detector, based on the
data of the test beam performed in 1998.
3.5.1 Pedestal, common mode and normal noise
During the data taking, it was found that the signals from the detectors were
disturbed by an event-by-event base-line shift, common for all channels and
detectors. Here I discuss the way the data have been processed, including the
compensation of this ‘common mode noise’. In Section 3.5 I will discuss the cause
and the effect of the common mode noise.
The analogue data of the 12000 strips of the prototype were converted to digital by
6 ADCs (CRAMS modules from CAEN). For the analysis of the data, the channels
are divided in groups: 12 groups for the R detectors and 8 for the Φs. Table 3.1
reports the group structure for both detector types (see also Figure 3.22 for the R
detectors). The first row contains the channel number that begins and ends each
group. Each group contains strips belonging to the same area and to the same chip.
An area is defined by the fact that either the strips, or the routing lines, or both,
have lengths directly proportional to the same quantity. The transitions between
different areas can be distinguished in Figure 3.13: the top left (right) plot
represents the routing line length versus channel number for the Φ (R) detector,
whereas the bottom left (right) plot is the strip length versus channel number for
the Φ (R) detector, always in cm.
Figure 3.13 Lengths of strips and routing lines per channel
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The study of the noise on the vertex prototypeThe ADC count number (ADC(i)) of a channel i in an event can be divided in parts,
which take into account the baseline of the channel, the various types of noise, and
the particle signal if present.
I write it as follows:
ADC(i) = Ped(i) + Sh(g) + Sl(g)×[i - C(g)] + S(i),
where:
• Ped(i) is the pedestal.
• Sh(g) + Sl(g)×[i - C(g)] is the common mode noise term, a pick-up effect of the
group ‘g’ of strips to which ‘i’ belongs. Its value can strongly vary event by
event; it is the sum of the shift and the slope term. The shift is the average
difference from Ped(i), calculated over the channels of  ‘g’ in the event. The
Table 3.1 The structure of the two detector types
R detector
from       to from       to from       to from       to from       to from       to from       to from       to
Channel 0 16 17 126 127 144 145 254 255 272 273 382 383 400 401 510
Strip(cm) 0 0 0.78    1.06 1.06 1.11 2.21    2.76 2.77    2.85 3.51    4.32 4.33    4.46 5.43    6.25
Rout(cm) 0 0 4.60    4.00 3.97   3.89 3.87    3.36 3.34    3.27 2.67    1.85 1.82    1.72 0.84    0.09
Area 0 1 2 3 4
Chip 1 2 3 4
Group 1 2 3 4 5 6 7
(R detector, table continues)
Channel 511 574 575 638 639 766 767 894 895    1022
Strip(cm) 0.62    0.78 0.62    0.78 2.86    3.49 4.46    5.42 0.78    1.10
Rout(cm) 4.17    3.81 4.04    3.85 2.79    2.46 1.64    1.16 4.31    4.18
Area 5 6 7 8 9
Chip 5 6 7 8
Group 8 9 10 11 12
Phi detector
from to from to from to from to from to from to from to from to
Channel 0 126 127 254 255 382 383 510 511 638 639 766 767 894 895    1022
Strip(cm)  2.19 1.79 2.19 2.19 2.19 2.19 1.79 2.19
Rout(cm) 1.10    0.62 3.22    2.97 1.15    0.66 0.63    0.14 0.11 0.78 0.77    1.43 3.35    3.25 0.48    0.97
Area 1 2 3 4 5 6
Chip 1 2 3 4 5 6 7 8
Group 1 2 3 4 5 6 7 8Study of vertex silicon detectors for LHC experiments 79
The first prototype of the LHCb vertex detectorslope represents any left-right trend of the ADC(i) values in the group. C(g)
is the center of the group. The simple assumption that the common mode
noise varies linearly over the channels is justified by the fact that: a) inside a
group the length of strips and routing lines vary linearly, so their
capacitances too (see Section 3.5.3 and Section 3.5.6); b) the involved
channels belong to the same chip; c) the number of channels is small.
• S(i) is the signal due to a traversing particle.
The calculation of these quantities is done in this way:
1. Ped(i) is the avergae value of the ADC counts of the channel i. It is first
calculated over the 512 initial events of the run, and then updated
continuously event by event. The standard deviation on Ped(i) represents
the total noise of the channel:
RMStot (i) = √ {Σk [ADC(i, k) - Ped(i)]2 / (Nrun-1)},    k = 1, …. Nrun,
where Nrun is the number of events in the run.
The error on RMStot (i) is σRMS
tot(i) = RMStot (i) / √ (2 (Nrun-1)).
2. For any event following the first 512, the common mode term of each group
is calculated.
Figure 3.14 is an example of the ADC counts in each channel of one R
detector in an event, after the subtraction of the pedestal Ped(i]. In this
event, the result gives positive values respect to the baseline of the channels,
but the negative case is possible too. Comparing with the bottom right plot
of the Figure 3.13, one can ’see by eye’ that the common mode correction is
related to the strip length.
Figure 3.14  A typical event where the subtraction of the pedestals from the ADC data leads to more positive
than negatives values for the data. The contrary also happens, and of course also the case where
the pick up is zero.
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The study of the noise on the vertex prototypeThe procedure used for calculating the shift and slope terms is the same for
all groups. The flowchart in Figure 3.15 describes the various steps
followed: it consists mainly of some iterations that aim at eliminating
channels having signal and calculating the shift Sh(g) and slope Sl(g) of the
group g in that event. In each iteration,
Sh(g) = Σn [ADC(n) - Ped(n)] / Ng
Sl(g, k) = {Σn [ADC(n) - Ped(n)] × [n - C(g)]} / {Σn [n - C(g)]2}
Where Ng is the number of channels in the group, n = 1,... Ng, and the hit
channels are excluded step by step if their ADC value is more then 3 times
the RMS of the ADC distribution in the group.
3. The signal S(i, k) can be calculated using all these quantities and subtracting
them from the ADC(i, k) value.
At the end of each run, we store the RMS of the distribution of the data corrected
for the common mode noise, over all the events. This represents the normal noise
RMSN(i), the noise after common mode correction.
Figure 3.15 Flow chart of the procedure used to calculate the common mode per event
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Shift) and subtract it from the data
Compute the RMS of the data
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The first prototype of the LHCb vertex detectorThe average common mode noise RMSCMN(i) over all the event of a run can be
calculated subtracting the normal noise from the total noise:
RMSCMN(i) = √ [RMStot(i)2 - RMSN(i)2]
The error on its evaluation is [57], [58]:
σRMS
CMN(i) = {√ [RMStot(i)2 × σRMStot(i)2 + RMSN(i)2 × σRMSN(i)2]} / RMSCMN(i).
For the calculation of the error σRMS
N(i) on the normal noise RMSN(i) term, notice
that one can write for each event:
RMSN(i) =
ADC(i) - Ped(i) +
- {Σn [ADC(n) - Ped(n)]} / Ng +
- {Σn [(ADC(n) - Ped(n)) × (n -C(g))]} / {Σn (n - C(g))2}
where Ng is the number of channels in the group g and n = 1, … Ng.
The error is:
σRMS
N(i)2 =
σRMS
tot(i)2 +
+ [Σn σRMStot(i)2] / Ng 2 +
+ {Σn [σRMStot(i)2 × (n - C(g))2]} / { Σn [n - C(g)]2}2
3.5.2 Noise sources
The main contributions to the normal noise of each channel of the detectors are (see
for example [59], [60]):
• The shot noise created by the leakage current:
Where e=2.718 is the natural logarithmic base, q is the electron charge in
Coulomb; Ileak is the leakage current per strip, approximately 0.3nA
*, but
varies with the length of the strip; Tp is the peaking time of the shaper, 1µs.
For our detectors the maximum contribution expected is ENCleak ≈ 60e
-.
• The thermal noise from the biasing resistor:
ENCleak eq--
qIleakTp
4-------------------=
*(Calculated dividing the maximum total current (300nA) by the number of chan-
nels82 Study of vertex silicon detectors for LHC experiments
The study of the noise on the vertex prototypeWhere Rp is the total parallel resistance at the input of the amplifier, equal to
10MΩ [53]; T is the temperature, 300 Kelvin, k is the Boltzmann constant =
8.62×10-5eV/°K.
For our detectors is ENCres ≈ 240e-.
• The noise due to the series resistor Rms of the routing line, at the input of the
preamplifier:
CDET is the total capacitance at the input of the amplifier; Rms is the
resistance of the line, 17.6Ω/cm.
For our detectors and for a strip of 1cm, we have approximately ENCms ≈
KmsCDET(pF), where Kms = 1.96√cm × e-/pF.
• The noise contribution due to the readout chip is of the type:
ENCchip = Hchip + KchipCDET,
Where CDET is the total capacitance at the input of the amplifier; Hchip and
Kchip are constants that depend on the chip. At 1µs of peaking time, for the
VA2, it is Kchip =16e
-/pF [61];
To then compute the value of the normal noise, I add in quadrature all the terms:
ENCN = ENCleak⊕ENCres⊕ENCchip⊕ENCms
ENCchip and ENCms are directly proportional to the detector capacitance, ENCleak
is proportional to the strip length, while the remaining terms can be considered
constant.
ENCN = (ENCleak
2 + ENCres
2 + ENCchip
2 + ENCms
2)1/2
This identity can also be written as:
a x2 + b x + c = 0, (*)
Where:
x = CDET
a = Kchip
2 + Kms
2
b = 2HchipKchip
ENCres eq--
kTTp
2Rp
------------=
ENCms eq--CDET
kTRms
6Tp
--------------=Study of vertex silicon detectors for LHC experiments 83
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c1 = ENCleak
2 + ENCres
2 + Hchip
2
c2 = ENCN
2
The positive solution of the equation (*) is the only physical one (the capacitance
can't be negative). Using the first order approximation:
(1 + y)α ≈ 1 + αy,
one can write:
ENCN ≈ √c1 + x1 b/(2√c1).
Then the normal noise of a channel is the sum of a constant plus a term
proportional to its capacitance:
ENCN ≈ ENCOFFSET + L CDET
Where
ENCOFFSET = √ (ENCleak2 + ENCres2 + Hchip2),
L = HchipKchip / √ (ENCleak2 + ENCres2 + Hchip2)
For example, if Hchip=300e
-, it is ENCOFFSET=332e
- and L = 0.9Kchip.
This indicates that the normal noise depends mainly on the two chip constants
Hchip, Kchip, especially with respect to their relation to the capacitance.84 Study of vertex silicon detectors for LHC experiments
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Based on the formula given in the previous section, the greater the capacitive load
present at the input of the front-end amplifier, the lower the signal to noise ratio is.
The detector capacitance depends on the detector geometry (see [62], [63] and [64])
and in our case the capacitance changes from one channel to another, due to the
changes in strip width, strip length, routine line length, etc.
One can express the total capacitance Ci of a channel as:
Ci = k1 × Lstrip + k2 × Lrouting
Where k1 and k2 are constants which depend on the type and depth of the dielectric
medium between the involved planes. Lstrip and Lrouting are respectively the
lengths of the strip and routing line connected to the channel i.
We will use this expression for the noise fit on the data of the test beam, to quantify
the importance of the various capacitance sources on the noise figure.
To have an idea of the complexity of the detector layout, I schematically sketched
inFigure 3.16 the main sources of capacitance present.
The second metal layer introduces a network of capacitive couplings. There is the
capacitance C22 between two neighboring routing lines; the capacitance between
two read-out strips C11; the capacitance between the two double layers, that
depends on their distance d2; the coupling capacitance of a read-out line with the
implant, that depends on the distance d1. More over, the distance between two
routing lines can change along their length, hence their contributions (C12, C22) to
the total capacitance too. In addition, each strip is capacitatively coupled to its first
(CDC) and second neighbour (C’DC). A complete simulation of this type of network
for a n+ on n silicon strip detector is described in [65].
The knowledge of these contributions will lead to the best detector design with
respect to the minimization of the noise. Of course, a compromise has to be made
between the cost and feasibility of the chosen design.
Figure 3.16 Main capacitance sources.Study of vertex silicon detectors for LHC experiments 85
The first prototype of the LHCb vertex detector3.5.4 The conversion factor from ADC counts to electrons
3.5.4.1 How we calculate it
We want to express the data in electrons and normalize them, eliminating for
example any difference in the amplification of the signal due to electronics or other
factors.
The Landau [66] and Vavilov [67] theories give the energy loss spectrum of a
charged particle traversing the detectors.
For a minimum ionizing particles, the most probable charge deposition in a 300µm
detector is 4fC (24966e-).
To be sure that all particles traverse the same amount of silicon, inclined tracks have
to be avoided. I then used the data with perpendicular tracks to compute the
conversion factor from ADCs to electrons.
We collected nearly 150000 events with perpendicular tracks; the particles, mainly
pi, had a momentum equal to 120GeV/c.
For each event, a search is done for strips with signal over noise ratio S/N > 6. A
cluster of size ≥2 is eventually build, by looking at two left neighboring strips and
at two in the right. The strips are included in the cluster if their S/N is greater than
a fraction (taken as one-tenth) of the S/N of the central one.
For each cluster the position of the center of gravity COG is calculated, as:
COG = Σi Xi×Phi / Σi Phi.
With Xi the strip position and Phi the strip content.
The pulse height content of the cluster was accumulated for all the straight track
data events, and the COG reference was used to organize the result per group of 32
strips. The amount 32 was chosen to have enough statistics.
The results are well fitted with the Landau distribution formula fL(ε) [68],
expressed in terms of the function φ(λ) tabulated by Kolbig and Schorr [69].
Figure 3.17 is an example of the result: it shows the Landau distribution fitted per
one of these groups, for all the R detectors.86 Study of vertex silicon detectors for LHC experiments
The study of the noise on the vertex prototype3.5.4.2 Charge collection efficiency as a function of the strip pitch
As we mentioned before, the detectors have strips with changing pitches. In
particular, in the Φ detector the pitch changes along the strip length (see
Section 3.2). As pointed out in [70], when using wide pitch strips, one has to check
that there is no sizable loss or change of charge collection efficiency over the strips.
For this purpose, I investigated the presence of any variation of the value of the
peak of the Landau respect to the different pitches in Φ detectors. I grouped the
strips per pitch step of 10µm, and used the data with perpendicular tracks.
For a given track and detector, I calculate the pitch from the coordinate r of the hit
strip in the coupled R detector.
Due to the observed linearity of the dependence, I fit the value of the peak of the
Landau versus the pitch with the equation of a line. The average value of the
constant in the equation of the line is 95.8ADCs, with a RMS of 0.2; the average
value of the slope is -0.006ADCs/(10µm of pitch), with a RMSs of 0.003. As a
consequence, there is no dependency of the most probable energy deposited as a
function of the strip pitch. Table 3.2 reports for completeness the ratio of the peak
relative to pitches from 44 to 50µm over the one relative to the interval from 110 to
120µm; the error on the ratio is also reported. As one can see, this ratio is always
around one.
Figure 3.17 The Landau distribution on group number 20 of all the R detectors.
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The first prototype of the LHCb vertex detector3.5.4.3 Discrepancies between the channels of the recorded MPEs
The peak of the Landau, the Most Probable Energy (MPE) deposited, corresponds
to a deposited charge of 4fC. Hence the value obtained from the fit of the pulse
height content of the strips (Figure 3.17) can be used to normalize the data, which
are expressed in ADCs. Let's call CF the Conversion Factor from ADC counts to
electrons obtained in this way. A variation of the CF over the channels can be either
due to the detector or the electronics. A single channel does not contain sufficient
data to allow a fit, hence I considered groups of 32 channels with consecutive
channel numbers. In Figure 3.18 one can see the CF versus the group number, for
the R detectors: the data can be further unified in 8 main groups with respect to
their CF variation, each of them corresponding to a chip. Inside each chip a little
linear variation of the CF is also found. The slopes are distributed around an
average of -0.4(e-/ADCs)/group#, with RMS of 2.5. The CFs from the Landau
distribution of the strips in the same chip are reported in Table 3.3 (the respective
errors were always less than 3e-).
The origin of the CF variation is not a difference of the amplifications of the chips. If
it was the case, the noise would vary as the CF does *, and the figure of the signal
over noise ratio would be flat over the groups. On the contrary, the signal over
noise ratio varies as the CF, as reported in Figure 3.19. In the case of the noise
values, one does not observed the same discrepancies as in the CFs one.
The origin of the CF variation is the different shape of the signal after the CR-RC
stage in the VIKING, due to a different biasing current. Given that the sampling
time is the same for all the channels, it not always coincides with the maximum
amplitude of the signal. Hence the analogue output is different from one channel to
another. The shape of the signal can be changed using the feature of the VIKING
that allows to select a single channel and inject a charge of given amplitude [51],
but, because the 8 chips in an hybrid were driven by the same source of the shaper
current, it was not possible to adjust the shape of a single channel without affecting
the shape of another channel.
Table 3.2 Ratio of the most probable energy deposited at 40µm pitch over the one at 100µm pitch
det # ratio error
1 1.0232 0.0057
2 1.0136 0.0074
3 1.0064 0.0060
4 0.9881 0.0073
5 1.0175 0.0067
6 0.9985 0.0095
*The gain of the chips is linear with the amplitude of the signal, as measured using the pulsing fea-
ture.88 Study of vertex silicon detectors for LHC experiments
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chip # Φ #1 Φ #2 Φ #3 Φ #4 Φ #5 Φ #6 R #1 R #2 R #3 R #4 R #5 R #6
1 261 302 239 257 242 273 230 285 266 335 278 270
2 256 313 251 263 239 265 229 264 253 310 295 262
3 254 275 239 276 249 277 251 329 265 296 292 296
4 254 301 238 270 230 242 255 334 269 271 296 254
5 245 314 243 248 265 223 261 333 293 289 292 306
6 287 313 242 271 249 225 266 342 280 267 285 308
7 270 291 241 246 264 230 289 303 284 253 298 262
8 276 281 278 292 273 256 251 300 277 271 280 275
Mean 261 315 242 295 265 272 258 313 269 288 291 280
RMS 9 31 40 37 53 43 28 48 17 30 29 38
Figure 3.18 e-/ADC versus the group number (a group contains maximum 32 strips) for the R detectors
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The first prototype of the LHCb vertex detectorFigure 3.19 The origin of the CF variation is not a different gain of the chips. Peak of the Landau in ADC
counts, per group #, and signal over noise ratio as comparison.
group number0 5 10 15 20 25 30
A
D
C
s
0
20
40
60
80
100
120
Peak of the Landau in ADCs (Signal)
Signal/Noise
group number0 5 10 15 20 25 30
A
D
C
s
0
20
40
60
80
100
Peak of the Landau in ADCs (Signal)
Signal/Noise
group number0 5 10 15 20 25 30
A
D
C
s
0
20
40
60
80
100
Peak of the Landau in ADCs (Signal)
Signal/Noise
group number0 5 10 15 20 25 30
A
D
C
s
0
20
40
60
80
100
Peak of the Landau in ADCs (Signal)
Signal/Noise
group number0 5 10 15 20 25 30
A
D
C
s
0
10
20
30
40
50
60
70
80
90
Peak of the Landau in ADCs (Signal)
Signal/Noise
group number0 5 10 15 20 25 30
A
D
C
s
0
20
40
60
80
100
Peak of the Landau in ADCs (Signal)
Signal/Noise90 Study of vertex silicon detectors for LHC experiments
The study of the noise on the vertex prototype3.5.5 The analysis of the measured noise
I then proceed with the parametrization of the noise, trying to identify the various
sources and quantify their contribution.
3.5.5.1 Introduction
This analysis is essentialy based on the noise of the R detectors only. Indeed, as will
be shown in the next two sections, the noise is strongly related to the strip length
and, whereas in the Φ detectors there are only two strip length values (21951 and
17917µm), in the R detectors there are more than 500 different values (from 7868 to
62541µm), allowing a more accurate analysis.
To 'confirm the affirmation', in Figure 3.20 I plot the correlated (top left) and normal
(bottom left) noise versus the strip length, averaged over the 6 R detectors
(triangular marker) and the 6 Φ detectors (circular marker). In the same figure (top
right) I show the correlated noise versus routing line length, and (in the right
bottom plot) the normal noise versus routing line length (the R and Φ are denoted
by triangular and circular marker as before). The lenghts are in cm.
Figure 3.20 Correlated and normal noise as a function of the strip and routing line lengths.
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The first prototype of the LHCb vertex detectorFirst of all, notice that the two types of noise are almost independent from the
routing line length variation. Indeed, the noise varies with the routing line length as
the strip length does: Figure 3.21 shows the variation of the strip lengths versus
routing line lengths, for the R (top) and Φ (bottom) detectors. This dependency
justifies the fact that the noise values for R and Φ detectors are different for a given
routing line length, whereas they "agree" well when the strip length is considered.
Figure 3.21 Variation of the routing line length versus strip length. At the top in a R detector, at the bottom in Φ
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3.5.6.1 The cause
We suppose that the correlated noise is a pick up effect due to voltage oscillation on
the bias supplied on the back plane, or (and) to oscillation of the voltage supplies of
the chip. The back plane oscillations are much more important, as confirmed by the
fact that the channels having no strips connected show a common mode noise 9
times smaller than the one of the channels in the same chip and having strips
connected; the correlation of the two values is almost zero.
In every detector, the common mode (CMN) values of every combination of groups
are highly correlated in every event. The CMNs of groups belonging to different
detectors are also highly correlated in every event. These observations means that
the pick up is uniform throughout the detector surface and common to all the
detectors. One reason for that can be the fact that all the detectors were biased by
the same power supply: consider that if the bias line oscillates by only 0.1mV, the
corresponding injected charge is 10-8Coulomb/pF, i.e. 625e-/pF!
The analysis refers to the grouping of strips already described in Table 3.1; they are
plotted in Figure 3.22, where I write the first channel number in every group: for
example’ch273g5’ means that group number 5 contains the channels from 273 to
channel 382.
Figure 3.22 Strip length as a function of channel number of an R detector. The first channel in each group
(see also Table 3.1) is indicated.
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The first prototype of the LHCb vertex detectorAs an example, Figure 3.23 reports in the plot at the top on the left the shifts
(denoted as Sh(g) in Section 3.5.1) measured in the same events, in one of the R
detectors, in group #5 (x-axis) and group #6 (y-axis): these groups have strips of
comparable lengths. Always at the top, the plot at the right reports the shifts of the
same events in group #7 and group #8: in this case the mean strip lengths of the two
groups are very different. These two cases represent the range of variation of the
shift correlation observed for all the R detectors.
Figure 3.24 reports in the y axis the correlation of the shifts in the same event
between the groups of an R detector, and in the x axis, the difference of the average
strip lengths of the groups. The correlation decreases with the difference in average
strip lengths of the groups -but is always greater than 0.7-. In the first chip, the
correlation between the group 0 (of channels having no strips connected) and the
group 1 is almost 0, despite the fact that they belong to the same chip: in
Figure 3.24, is the ‘solitary’ point at a correlation value of 0.2. These results are the
same for all the detectors.
Coming back to Figure 3.23, the bottom left plot reports the shift values of group #5
in two different detectors, in the same events: as one can see, they are highly
correlated. The high correlation is verified for all the combinations of groups and
detectors.
In the bottom right plot there are the shift values of group #5, where the value in the
y-axis was in a consecutive event respect to the one in x: the correlation of the shift
terms in this case is very low because the picking of a disturbing signal is not in
phase with it, then its amplitude is random event by event.
These results are the same for all the R detectors. For the Φ detectors the correlation
is always ~0.8 -when the same event is considered-. This means that the position of
the groups on the detector has not influence on the correlation of the shifts. The
correlation remains high when considering a group of strip in a R detector and one
in a Φ.94 Study of vertex silicon detectors for LHC experiments
The study of the noise on the vertex prototypeFigure 3.23 At the top, the shift correlation between groups in the same event (left: two groups with similar
strip lengths; right: two groups with very different mean strip lengths). At the bottom: the shift
correlation in group #5 (left: two different detectors, same event; right: same detector, consecutive
events).
Figure 3.24 Correlation of the shifts of the groups in an R detector, as a function of their difference in average
strip lengths
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The first prototype of the LHCb vertex detectorAs a further confirmation of the fact that the CMN is a pick up effect, Figure 3.25
evidences the oscillation of the shifts: one can see the shift value of group #5 versus
the triggered event number -for 2000 events-, and notice how its amplitude is
modulated by an harmonic function. The effect is observed in all the groups.
We don't have the timing information of each event, so we can't extrapolate the
exact frequency of such a modulation, but we know that each bunch contained
nearly 105 particles -Poissonian distributed in 2,37sec-, that the spill time was
14.4sec and the read-out time was ≥12ms. This run contained 7143 events and
lasted 11 minutes, so -in average- the number of events in a spill was 156, and the
time between triggers 15.21ms. Hence, assuming a sampling time of 15.21ms, I fit
the shift observed within a spill with a Fourier series [71]:
y(t) = a0/2 + a1sin(2pit/T) + b1cos(2pit/T) +....+ansin(n2pit/T) + bncos(n2pit/T) +...
where I stopped at n=8. The resulting function is the continuous line in the bottom
plot of Figure 3.25. The parameters of the fit are the an and bn coefficient plus the
period T. The a0 term is zero as the integral of the function. From the fit, the value of
1/T is 4.69Hz with an error of 10-3Hz. The coefficients greater or equal to one are a4,
b2 and b4 with values 1.34, -2.12 and -6.88. The modulated ’disturbing’ signal was
then present and propagated in time approximately like:
disturb(t) = 1.34 sin(2piv1t) -2.12cos(2piv2t) -6.88cos(2piν1t),
where v1 = 4x4.69Hz, v2 = 2x4.69Hz.
Figure 3.25 Shift value per event number in the group number 5. At the bottom, a zoom in a spill, with the
Fourier fit (the full line) of the data (square points).t
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The study of the noise on the vertex prototype3.5.6.2 The effect
The pick up on the back plane induces a 'common signal' on all the strips, read with
an amplitude proportional to their capacitance. The amplitude of the signal from
the interaction with the particles will be ’shifted’ by this offset. (See Section 3.5.1
for the way the data have been corrected and Figure 3.14 for the 'one event'
example).
I then corrected for the CF variation the data of nearly 2000 events, hence the data
are in electrons. For each detector, I filled an histogram with the RMSCMN[i] and its
error σRMS
CMN[i], calculated as in Section 3.5.1. See Figure 3.26. Notice -as already
said- that the channels without strips -from #0 to #16- have a very low CMN noise.
Figure 3.26 The correlated noise of the 6 R detectors. The full line is the function used for the fit
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The first prototype of the LHCb vertex detectorThe CMN of each channel inside a chip is the sum of two terms:
1. an offset that depends on the chip and on the amplitude of the pick up,
which represents the shift term (what I called the Sh(g, k) in Section 3.5.1);
2. a slope term (what I called Sl(g, k)), that depends on the strip and routing
line length. Indeed, these lengths always vary linearly inside the chip,
causing a linear amplification of the pick-up.
I fitted the CMN histogram using the following formula per each channel i:
RMSCMN[i] = CMN[chip] + CMNstrip x Lstrip[i] + CMNrout x Lrouting[i]
Where Lstrip[i] and Lrouting[i] are the lengths of the strip and routing line connected
to the channel i. Chip is the one to which the channel i belongs, and varies from 0 to
7, CMN[chip] represents the shift term; CMNstrip and CMNrout are the two
contributions to the slope from the strips and routing lines respectively.
The function obtained from the fit is the full line superimposed on the noise plots in
Figure 3.26. The differences of the CMN figures between the detectors can be
explained by the fact that the contribution of the chip to the shift varies randomly.
The average and RMS of the residuals of the function are reported on Table 3.4. The
RMSs are compatible with the RMSs of the distribution of the noise of the channels
in the hybrids, in the range between 40 and 70e-, and due to the intrinsic differences
between the channels.
Figure 3.27 summarizes the parameters from the fitted values over the 6 detectors.
Table 3.4 Residuals of the function used for the fit of the CMN
Det # Average residual (e-) RMS (e-)
1 -6 56
2 -2 52
3 -5 53
4 0.5 49
5 -4 69
6 -0.4 7698 Study of vertex silicon detectors for LHC experiments
The study of the noise on the vertex prototypeFigure 3.27 value of the parameters from the fit of the CMN noise
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The first prototype of the LHCb vertex detector3.5.7 The normal noise
For the origin of the normal noise, see Section 3.5.2.
I considered the data recorded over 2000 events. The normal noise RMSN[i] of all
the channels  is shown in Figure 3.28.
As explained in Section 3.5.4, the observed CF variation does not affect the Normal
noise. Hence, in this case, the conversion from ADC counts to electrons is done
using the average CF per detector (given in Table 3.3), and adding quadraticallly its
RMS to σRMS
N[i], calculated in Section 3.5.1.
Figure 3.28 The Normal noise on the 6 R detectors and the fit
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The study of the noise on the vertex prototypeI fit the normal noise histogram using the following formula, based on what was
discussed in Section 3.5.1:
RMSN[i] = sqrt[Hchip
2 + trans × ENCres
2] + Nstrip× Lstrip[i] + Nrouting × Lrouting[i]
Where the parameters are Hchip, the noise of the chip, Nstrip and Nrouting. I
introduce the quantity 'trans', which is 0 if i<17, and 1 when i>=17 for the following
reason: the first 17 channels are not connected to strips, so their noise is the chip
noise; for the rest of the channels, the other terms need to be introduced (see
Section 3.5.1).
The parameters Nstrip and Nrouting are related to the total capacitance seen by the
channel preamplifier C (pF/cm), per unit length of strip and routing line
respectively. Dividing them by Kchip
* (see Section 3.5.1) one can estimate the total
capacitance per unit length.
The total capacitance is the sum of the body capacitance and the interstrip
capacitance, the latter being the main contributor to the noise. To the interstrip
capacitance contribute not only the first neighbouring strips, but also the second
neighbouring [65].
For a bias value greater than the one of the depletion, the body capacitance c0 of a
planar diode per unit length is [62]
c0 = εp/d
where ε=ε0εr = 1.05pF/cm for silicon, p is the pitch and d is the depth of the silicon.
The effect of the finit pitch and width of a strip detector is twofold: an increase in
the depletion voltage and a decrease in the body capacitance. The body capacitance
cb at depletion is
cb = ε p/[d + p f(w/p)]
where w is the width of the strip and [62]
f(x) = -0.00111/x2 + 0.0586/x + 0.240 - 0.651x + 0.355x2
In our case, for the R detectors, w=10µm for strip pitch of 40µm, and w=14µm for
strip pitch of 60µm; the corresponding cb values are 0.33pF/cm for p=40µm and
0.36pF/cm for p=60µm.
Figure 3.29 reports the values obtained from the fit for all the parameters. The
average value over the detectors of Nstrip is 63e
-/cm with an RMS of 1e-/cm, and
Nrouting= 52e
-/cm, with an RMS of 2e-/cm. At 1µs of peaking time, Kchip is equal to
16e-/pF, hence the contribution to the total capacitance of a strip is of 3.9pF/cm,
and the one of the routing line is 3.2pF/cm.
As for the CMN, the size and fluctuations of the residuals are compatible with the
RMS of the noise distribution over the channels measured in the hybrids before the
bonding to the detector.
*The variation of Kchip with the shaping time is very small, is 14.4e-/pF at 1.5µsec of shaping time
and 12.4e-/pF at 0.5µsec [51].Study of vertex silicon detectors for LHC experiments 101
The first prototype of the LHCb vertex detectorFigure 3.29 Parameter values of the fit of the normal noise
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Summary3.6 Summary
The trigger system plays a crucial role in the LHCb experiment. The VELO detector
had been designed to allow a fast online track reconstruction, with a high precision
and efficiency, to be used in the level-1 trigger of the LHCb experiment.
The first protoype of the VELO for the LHCb experiment has been built and tested
in the laboratory and in a test beam period. The aim of the tests in the laboratory
was to build a telescope with detectors fully efficient. The telescope was then tested
in a beam of particle in a set-up designed to allow a check of the trigger algorithm.
Clusters resolution of the order of 10µm is obtained in the analysis of the data, in
good agreement with the Monte Carlo simulations. The primary vertex can be
reconstructed with a resolution close to 56µm, in good agreement with the expected
40µm. Also the ability to reconstruct secondary vertex and the efficiency of
B-sample gave encouraging results [73]. The Signal over Noise ratio of the detector
is in the range 30÷50 for a signal of 25000e- and for a ‘slow’ electronics (with a rise
time of 1.5µs).
The data analysis presented in this chapter was focused on understanding the
causes of the noise. The presence of a correlated noise has been found and its cause
determined. A correction of the common-mode noise per event online is foreseen
for the VELO, and will be performed by the Level-1 Pre-Processor Interface [74].
Besides the common mode noise, which is due to an external pick-up, the Normal
noise has been analysed. To its value contribute both the electronics and the
capacitance of the channels. In particular, the routing lines length contributes with
the same relevance of the strip length to the capacitance, hence to the noise of the
detector.Study of vertex silicon detectors for LHC experiments 103
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Conclusions
This thesis dealed with the development of pixel and microstrip detector, to be
used in the vertex system of LHC experiments. The chip for the readout of the
hybrid pixels is the baseline of the one foreseen for the ALICE experiment. The
microstrip detector is the prototype for the VErtex LOcator of the LHCb
experiment. The following table summarizes their characteristics.
The main aspects of the work related to a vertex detector have been discussed. This was
possible thanks to the fact that I had the possibility of studying two sensor options that
are in some sense complementary in covering the vertex system requirements. The
experience and results acquired during these years contributed to the knowledge on the
detectors and gave ideas for improvements. Of course, further work is still needed.
As a first deduction from experience, I stated the need of an accurate study and
selection of the read-out chips for hybrid pixel detectors before mounting. This
approach is now adopted by the majority of the groups working with this type of
detector. The various procedures during all the construction phases ensured
reliable operation of the detectors and allowed the construction of 1.1 million
channel detectors used in the WA97 and NA57 experiments. In the high-track
multiplicity environment of central Pb-Pb interactions, where any other kind of
detector would fail, the pixel telescope provided the precise measurements needed
to achieve the physics goal of the WA97 experiment. The ALICE experiment is
conceived for the same field of research, the Quark Gluon Plasma, and the chip
presented constitutes the baseline for development of the readout of the ALICE
pixels. I have also contributed to confirm the feasibility of an enhancement of the
radiation tolerance of the chip through a change of the transistor layout. The
resulting tolerance largely overcomes the radiation level foreseen in the vertex of
the ALICE experiment for 10 years of operation. At the same time the experience
encouraged further work on this line, which is now continuously in progress.
The experience acquired with the work on pixel detectors lead me to the conclusion
that an accurate study of the detectors and of the electronics in the laboratory,
sensor type pixel microstrip
minimum size 50µmx500µm 40µmx6200µm
maximum size 50µmx500µm 60µmx62500µm
#channels/detector 98304 1024
read-out digital analogueStudy of vertex silicon detectors for LHC experiments 105
Conclusionsbesides increasing the related knowledge, allows successful data taking at a later
time.
I then applied this principle to the study of the first protoype of the LHCb vertex
detector (VELO). I performed the tests on microstrip detectors with VIKING
electronics. These are standard tests, discussed in many articles: indeed the
microstrip detectors are much more well known than pixel, due to their long and
successful employment in the LEP experiments since the ’80s. In this specific case,
the complex structure of the detectors, having strips with different lengths, width,
pitches and being curved, makes them very interesting from the point of view of
their performances. The study of the detectors and of the electronics lead to the
success of a test-beam period with the prototype. The analysis of the data
-successfully taken over 20 days- confirmed the feasibility of the trigger algorithm
proposed for the VELO. The common mode noise was corrected off-line with a
special algorithm. In the final experiment the correction will be performed on-line
by the Level-1 preprocessor interface using a similar algorithm. The analysis of the
normal noise lead to a an estimation of the capacitance per unit length of strips and
routing lines. This estimation gave a confirmed forecast on the S/N ratio when
using fast electronics. The fact that the routing lines contribute with almost the
same relevance as the strips to the total capacitance of a channel, imposes special
attention for the final detector design.106 Study of vertex silicon detectors for LHC experiments
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Appendix   A
The bias scan of the LHCb vertex
prototype
Doses of up to 10Mrad of ionizing particles and fluences of 1013-1014 neutrons/cm2
are expected over ten years of high-luminosity operation at LHC. The dominant
effect is the bulk damage, with lattice defects whose effect is dependent on their
energy level within the band gap. Shallow traps, close to the edge of the band gap,
mainly alter the effective doping of the bulk, causing a change in the depletion
voltage; then the first thing to be determined when studying an irradiated detector
is the variation of the depletion voltage.
As a reference for the data that have be taken in a test beam period dedicated to the
irradiation of the prototype, here are presented the results of the scan of the reverse
voltage for all the non-irradiated detectors, performed during the test beam of
April-May 1998 at CERN. The values of the reverse bias were 0, -30, -70, -90, -110V,
and for each of them 1 run of nearly 7000 events was recorded.
Figure A.1 shows the average number of cluster per event, for the 6 R detectors in
the bottom plot and for the 6 Φ in the top one. Before the depletion is reached, the
number of cluster per detector per event is nearly zero. After -70V, 1 cluster per
event per detector was recorded, and it remains constant up to -110V.Study of vertex silicon detectors for LHC experiments 109
Figure A.1
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