Abstract| In this paper an asynchronous direct-sequence code division multiple access (DS-CDMA) communication system operating over an additive white Gaussian noise (AWGN) channel is considered. In many applications, the near-far problem can be the limiting factor for the capacity of a DS-CDMA system. Several near-far resistant receivers have therefore been proposed (e.g., the decorrelating receiver). These receivers assume perfect knowledge of the propagation delay from all users to the receiver. In practice, the delays are estimated and therefore subject to errors. The performance degradation these errors impose on linear detectors, especially the decorrelating detector, is the topic of this paper.
I. Introduction
In an asynchronous DS-CDMA system we cannot guarantee that the users' received signals are orthogonal for every possible realization of the propagation delays. The standard receiver, i.e., a bank of matched lters, will therefore fail to completely separate the users, and the decision variable for a particular user will contain some non-zero multiple access interference (MAI). When the received energies from the users are very dissimilar, the MAI could completely destroy the lower energy users' ability to communicate. This scenario can arise, for instance, if some users are much further away from the receiver than others. This problem is often referred to as the near-far problem. It is possible to cope with the near-far problem by applying strict power control or by using a near-far resistant receiver. Even with perfect power control, the performance can be improved by using a more sophisticated receiver. Among the near-far resistant receivers, the decorrelating receiver 1{3] has gained considerable interest. The decorrelating receiver was generalized to non-coherent channels in 4, 5] . Other proposed techniques for multi user detection are interference estimation-and-cancellation schemes 6] and multistage detectors 7] . These structures are all dependent on substantial side-information, e.g., the number of users, each user's code waveform, received power, carrier phase and propagation delay. The number of users and their code waveforms might be readily available but received power, carrier phase and propagation delay must be estimated. It is therefore of interest to evaluate the performance of these schemes when the available side-information is contaminated with estimation errors. A treatment of the problem of estimating the propagation delays can be found in 8] .
In this paper linear receivers, especially the decorrelating
This work was supported in part by the Swedish National Board for Industrial and Technical Development. This paper was presented in part at IEEE Vehicular Technology Conference 1994 and at IEEE Global Telecommunications Conference 1995 receiver, are studied. In its original form, the decorrelator needs knowledge of the number of users, each user's code waveform, received carrier phase and the propagation delay. For reasons explained below, it is assumed that the phase is estimated perfectly. The propagation delay estimates, however, are subject to estimation errors.
Analysis of the sensitivity of near-far resistant receivers to estimation errors has received limited attention in the literature. In 9] , an analysis of the e ect of tracking errors on the successive interference cancellation scheme is presented. Parts of the work presented here has also been presented in 10, 11] . In 12], a derivative of the decorrelating receiver (the Isolation Bit Insertion (IBI) receiver) is analyzed with a technique similar to 10] but assuming uniformly distributed errors. Herein, the more realistic assumption of normal distributed errors is made.
II. System Model
We will adopt the system model used by Lupas and Verd u 2] with some extensions and modi cations. The received signal is modeled as r(t) = S(t; b) + n(t) (1) where n(t) is white, Gaussian noise with two-sided power spectral density N 0 =2. In general, a subscript k implies that the quantity is due to the k th user. For example, b k (i) 2 f+1; ?1g denotes the k th user's i th bit. The signal part, S(t; b), is found as
where w k (i) is the received energy, k 2 0; T) is the propagation delay, T is the bit duration, K denotes the number of users in the system and M 0 = 2M + 1 the number of transmitted data bits per user. Let the code waveform,
where the integer N = T=T c is the spreading factor (number of chips per bit), T c is the chip duration and k is the carrier phase. It is assumed that s k (t) is normalized, i.e., R 1 ?1 s 2 k (t) dt = 1. The chip pulse shape, h(t), is often chosen to be a rectangular pulse over 0; T c ), which is the case in 1, 2]. However, it is often desirable to limit the spectral bandwidth used. This can be done by carefully selecting an appropriate pulse shape (e.g., one with a raised cosine spectrum). The duration of h(t), which we denote by T s , can in those cases be greater than the chip duration.
The vector of transmitted bits, b, is de ned as
In Fig. 1 the complete system is depicted.
The receiver passes the received signal, r(t), through a bank of lters matched to the code waveform, s k (t), and samples the output yielding the signal y k (i) = Z iT +Ts+ k iT + k r(t)s k (t ? iT ? k ) dt : (6) It is known 13] that fy k (i)g, k = 1; : : : ; K and i = ?M; : : : ; M is a su cient statistic for detecting b.
From (6), we see that knowledge of the carrier phase and propagation delay, k , are required in order to perform matched ltering. In reality, we only have estimates of these parameters and errors in the estimates will a ect the performance of the detector. The unknown propagation delays will be included in the following analysis while the phases are assumed known and equal for all users. Unknown and di erent phases could be accounted for by including a factor cos(^ k ? l ) in (9) below (and similarly in (10)) and handling them similarly to the delays in the subsequent analysis. However, since we are mostly interested in the behavior in a near-far environment, assuming all phases to be equal and perfectly known yields the maximum crosscorrelation between users and thus the worst case scenario. The general behavior of the system in a near-far scenario is unchanged if phase estimation errors are included.
Since the propagation delays are unknown, they must be estimated at the receiver. Denote the estimates by^ = ^ 1 ^ K , k = 1; : : : ; K and assume that^ k 2 0; T).
Rewriting (6) using the propagation delay estimates^ k , the outputs from the correlators are
The noise is zero-mean Gaussian noise with covariance (10) the noise covariance can be written as
kl (i ? j) : (11) Following the same steps as in 2], we can write the matched lter output, y, as y =RWb + n (12) where 
1 R ij and R] ij denotes element i; j of the matrix R.
By choosing di erent transformation matrices, T, di erent detectors are obtained. The conventional detector, for example, is obtained by letting T = I.
In the analysis, we assume the propagation delay estimates to be Gaussian random variables with mean Ef^ k g = k and variance Ef(^ k ? k ) 2 g = 2 . This assumption is asymptotically valid for most propagation delay estimators and it can be shown 14] that the MUSIC algorithm, which is the basis for the propagation delay estimators proposed in 8], results in estimation errors which are asymptotically jointly Gaussian. This assumption is used in Sect. III-B and when numerically evaluating the probability of error.
A. Bit Error Rate { Direct Approach
Suppose we let b k (i) = 1 and u T k;iR Wb 0, the probability of error conditioned on b and is 2
If we assume equally likely, independent bits, the probability of error can be calculated by averaging P ejb; over all possible bit sequences which yields
The total bit error rate, P e , can then be calculated by averaging P ej over the distribution function f~ ( ) of the timing error~ =^ ? .
To compute the error probability given a speci c timing error, a total of 2 M 0 K?1 Q-functions must be calculated and summed. Even for modest values of M 0 and K, this quickly becomes almost impossible in practice. However, if near-far resistance is the main interest, two alternative performance measures, the asymptotic e ciency and the near-far resistance, as de ned in 15], can be used instead.
The asymptotic e ciency for the k th user's i th bit is de ned as k;ij = sup r ( 0 r 1 :
Generally, k;ij depends on w l (j) since P ej is a function of w l (j). Therefore, a receiver's near-far resistance, k;ij , is de ned as the worst case asymptotic e ciency k;ij = inf
2 Q(x) = 1 p 2 R 1 x e ?t 2 =2 dt A near-far resistance equal to zero means that the receiver is not near-far resistant and will encounter an irreducible error-oor when the SNR increases.
The inner product u T k;i TRWb in (25) 
Since is stochastic, k;ij is stochastic as well. the users from each other at the price of increased noise variance. However, in order to calculateR, knowledge of the true timing, , is needed, which, of course, is unknown to the receiver. IfR was known to the receiver, near-far resistance would be possible for the decorrelating detector even in the presence of imperfect matched ltering. This can be seen by using T =R ?1 
Since the asymptotic e ciency in this case is independent of w l (j) for (l; j) 6 = (k; i), the asymptotic e ciency is equivalent to the near-far resistance. However, since the true delays, , are unknown to the receiver, an estimate must be used. One natural possibility is to use the estimated propagation delay^ instead. 
: (34) In this case, x T = u T k;iR ?1R is not necessarily equal to u T k;i and, therefore, the near-far resistance is not equivalent to the asymptotic e ciency. From (34) we see that su ciently large w l (j) yields an asymptotic e ciency of k;ij = 0. The receiver using T =R ?1 has thus lost it's desired near-far resistance in the sense that it will encounter an irreducible error oor for su ciently high signalto-noise ratios.
B. Bit Error Rate { Series Expansion
A drawback of the analysis in the previous section is that the bit error probability is conditioned on the timing error. In order to calculate the average bit error probability, these expressions must therefore be averaged over the distribution of the timing errors. This must often be done numerically and is is computationally demanding. Another approach to the timing error analysis, valid for small timing errors, is to expand the decision variable in a Taylor series around the correct timing. In this way, an analytical expression showing the impact of timing errors is obtained in contrast to the semi-numerical result obtained in Sect. III-A.
The decision variable for all bits and all users can be written as d = TRWb + Tn : 41) is used. ApproximatingR ?1 (^ ) byR ?1 ( 0 ), which is reasonable for small timing errors, the total noise in the decision variable can be written as where R and the derivatives thereof are evaluated in 0 .
As before, equally likely, independent bits are assumed and the total error probability is obtained by averaging over all possible bit sequences P e = 1
The series expansion technique assumes that the product TR is di erentiable with respect to k in the point 0 (the true delays). However, this might not always be the case, and, in such cases, the direct approach must be used. This is the case when the decorrelating detector uses rectangular pulses h(t) since TR in this case might have di erent right and left derivatives in the point 0 . However, if continuous pulse-shapes are used, the derivatives exist and the Taylor expansion is valid.
Some components in the matrix function TR have maxima in the point 0 and, thus, the corresponding derivatives are zero. In the decorrelating detector, this occurs along the diagonal of the di erentiated matrix. Therefore, when studying the bit error rate for user k, the timing error in k has no in uence on the bit error rate. This is, of course, not true in reality and is due to the rst-order Taylor expansion. A higher-order Taylor expansion would alleviate this at the price of more complex expressions. However, since we are mostly concerned with the near-far problem and thus interference from other users, the error made by not including the error in k when studying the weak user k is negligible.
IV. Numerical Results
In Sect. III-A, it is shown that the decorrelating detector based onR is not near-far resistant. It is therefore of interest to evaluate how sensitive this detector is to imperfect propagation delay estimates. In this section we will evaluate the asymptotic e ciency given by (34) and the bit error probability given by the direct approach and the Taylor expansion technique.
The simulated system is a K = 3 user system using Gold The average asymptotic e ciency of the rst user's third bit, 1;3 , using rectangular pulses is plotted in Fig. 3 . The asymptotic e ciency is averaged over 1500 independent realizations of the propagation delay estimates. Plotted with a solid line is the ideal decorrelator, which has exact knowledge of all the propagation delays, and, of course, has an asymptotic e ciency which is independent of the near-far ratio. The asymptotic e ciency of the decorrelator based onR decreases with increasing near-far ratio as predicted by (34). Furthermore, it is seen that the larger is, the worse the asymptotic e ciency is, which is intuitively pleasing.
The bit error probability for the rst user's third bit is plotted in Fig. 4 using the direct approach and rectangular pulses. For each plotted near-far ratio, SNR (de ned as 2w 1 =N 0 ) and , the bit error rate is averaged over 1500 random realizations of . The solid line represents the ideal decorrelator and the dotted curves correspond to di erent values of (i.e., a system with timing errors). The error probability of the conventional detector (T = I) using the true delays are plotted as well. As seen in the gures, the system exhibits a error oor, i.e., an irreducible error as the SNR tends to in nity. The position of the error oor is determined by the near-far ratio and . Even for small values of , less than ten percent of a chip time, the detector has very poor performance in a near-far environment. Accurate timing estimation is therefore crucial for a decorrelating detector. However, it still performs better than the conventional detector.
In Fig. 5 , the average error probability for the decorrelating detector versus the near-far ratio is displayed for di erent values of and a SNR of 10 dB. The simulated system remains the same as in the previous example.
In Fig. 6 , the bit error probability for a system using the pulse shape given by (45) is shown. The bit error probability is calculated using both the direct approach and the Taylor expansion. For each near-far ratio, SNR and , the error probability is averaged over a total of 1500 random realizations of for the direct approach.
From the examples above, we conclude that acceptable performance at a near-far ratio of 20 dB requires propagation delay estimates with a standard deviation of less than 2% of the chip duration. It is known that the standard acquisition technique, the sliding correlator, fails in a nearfar environment 18]. In 8], a near-far resistant technique capable of delivering accurate estimates is proposed.
V. Conclusions
We have demonstrated that the decorrelating detector is not near-far resistant in the presence of imperfect propagation delay estimates and it will therefore encounter an irreducible error oor when the signal-to-noise ratio is increased. The performance is impaired by both intersymbol interference and multiple access interference. Even small estimation errors, a few percent of a chip time, seriously degrade performance in a near-far environment. Therefore, if the decorrelating detector is to be used, it must be made sure that the delay estimates used are of su ciently high accuracy even in a near-far environment. Asymptotic E ciency Fig. 3 . Asymptotic e ciency as a function of the near-far ratio for a 3 user system using rectangular pulses. . Average error probability vs. near-far ratio. Each curve is labeled with the corresponding value of . Plotted with a dashed line is the conventional detector using the true delays. The SNR is xed at 10 dB and rectangular pulses are used. 
