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RIGOROUS DERIVATION OF A BINARY-TERNARY BOLTZMANN EQUATION
FOR A DENSE GAS OF HARD SPHERES
IOAKEIM AMPATZOGLOU AND NATASˇA PAVLOVIC´
Abstract. This paper provides the first rigorous derivation of a binary-ternary Boltzmann equation
describing the kinetic properties of a dense hard-spheres gas, where particles undergo either binary or
ternary instantaneous interactions, while preserving momentum and energy. An important challenge
we overcome in deriving this equation is related to providing a mathematical framework that allows us
to detect both binary and ternary interactions. Furthermore, this paper introduces new algebraic and
geometric techniques in order to eventually decouple binary and ternary interactions and understand the
way they could succeed one another in time.
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1. Introduction
The Boltzmann equation, introduced by L. Boltzmann [10] and J.C. Maxwell [32] describes the time
evolution of the probability density of a rarefied, monoatomic gas in thermal non-equilibrium in Rd, for
d ≥ 2. The Boltzmann equation accurately describes very dilute gases since only binary interactions
between particles are taken into account. However, when the gas is dense enough, higher order interactions
are much more likely to happen, therefore they significantly affect time evolution of the gas. A relevant
example is a colloid, which is a homogeneous non-crystalline substance consisting of either large molecules
or ultramicroscopic particles of one substance dispersed through a second substance. In [34], authors
pointed out importance of including higher order interactions among particles in a colloidal gas. In
particular, they show that in addition to binary interactions, interactions among three particles significantly
contribute to the grand potential of the colloid. A surprising result of [34], but of invaluable computational
importance in numerical simulations, is that interactions among three particles are actually characterized
by the sum of the distances between particles, as opposed to depending on different geometric configurations
among interacting particles. The results of [34] have been further verified experimentally e.g. [18] and
numerically e.g. [28].
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Motivated by the observations of [34], in [4] we suggested a model which goes beyond binary interactions
incorporating sums of higher order interaction terms. In particular, we introduced the generalized equation
∂tf + v · ∇xf =
m∑
k=2
Qk(f, f, · · · , f︸ ︷︷ ︸
k-times
), (t, x, v) ∈ (0,∞)× Rd × Rd,
f(0, x, v) = f0(x, v), (x, v) ∈ Rd × Rd,
(1.1)
where, for k = 1, ..., m, the expression Qk(f, f, · · · , f︸ ︷︷ ︸
k-times
) is the k-th order collisional operator and m ∈ N is the
accuracy of the approximation depending on the density of the gas. We note that equations similar to (1.1)
were studied for Maxwell molecules in the works of Bobylev, Gamba and Cercignani [6, 5] using Fourier
transform methods. Notice that for m = 2, equation (1.1) reduces to the classical Boltzmann equation.
The task of rigorously deriving an equation of the form (1.1) from a classical many particle system, even
for the case m = 2 (i.e. the Boltzmann equation), is a challenging problem that has been settled for short
times only in certain situations, see e.g. [31, 30, 11, 22, 33, 35, 39] for results in this direction. A relevant
step towards rigorously deriving (1.1) for m = 3 has been recently obtained in [4], where we considered a
certain type of three particle interactions that lead us to derive a purely ternary kinetic equation, which we
called a ternary Boltzmann equation. However, the derivation of (1.1) for m = 3 has not been addressed
yet, and that is exactly what we do in this paper.
1.1. Challenges of detecting both binary and ternary interactions. The first challenge we face in
deriving (1.1) for m = 3 is to provide a mathematical framework allowing us to detect both binary and
ternary interactions among particles. We achieve that by assuming the following:
• Binary interactions are modeled as elastic collisions of hard spheres of diameter ǫ i.e. two particles
interact when the distance of their centers defined as
d2(xi, xj) := |xi − xj |
becomes equal to the diameter ǫ.
• Ternary interactions are of interaction zone type as in [4], by which we mean that the particle i
interacts with the particles j and k when the non-symmetric ternary distance
d3(xi;xj , xk) :=
√
|xi − xj |2 + |xi − xk|2
becomes
√
2ǫ.
Simultaneous consideration of both binary and ternary interactions brings us closer to understanding
our first obstacle. In particular, in the works on the derivation of the binary Boltzmann equation for hard
spheres, pioneered by Lanford [31] and recently completed by Gallagher, Saint-Raymond, Texier [22], the
relevant scaling is the Boltzmann-Grad scaling [23, 24]
Nǫd−1 ≃ 1, (1.2)
as the number of particles N →∞ and their diameter ǫ→ 0+.
On the other hand, the scaling used in [4] to control ternary interactions is a different scaling:
Nǫd−1/2 ≃ 1, (1.3)
A crucial, conceptual obstacle is the apparent incompatibility of the Boltzmann-Grad scaling (1.2) dictated
by binary interactions and the scaling (1.3) of ternary interactions, if both of them are of order ǫ. This
incompatibility creates major difficulties even at the formal level. We overcome this scaling obstacle by
assuming that, at the N-particle level, hard spheres are of diameter ǫ2 and that particles interact as triplets
via an interaction zone ǫ3. Imposing scalings (1.2) with ǫ := ǫ2 and (1.3) with ǫ := ǫ3, we obtain the common
scaling
Nǫd−12 ≃ Nǫd−1/23 ≃ 1, (1.4)
as N →∞ and ǫ2, ǫ3 → 0+. Notice that the scaling (1.4) implies that for sufficiently large N , we have
ǫ2 << ǫ3, (1.5)
which will have a prominent role in this paper.
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The next challenge we address is the need to decouple binary and ternary interactions for a system of
finitely many particles. More precisely, our framework a-priori allows i.e. that particles i and j interact as
hard spheres:
d2(xi, xj) = ǫ2,
while at the same time there is another particle k such that the particle i interacts with the particles j
and k:
d3(xi;xj , xk) =
√
2ǫ3.
Such a configuration is illustrated in Figure 1.1. Pathological configurations, including the one we just
• •
•
ǫ2
i
k
j √
2ǫ23 − ǫ22
Figure 1.1. Both binary and ternary interactions at the same time
described, are going to be shown to be negligible. This is far from trivial and for more details on the
microscopic dynamics, see Subsection 1.2 and Section 3. In particular, we shall show that as long as
0 < ǫ2 < ǫ3 < 1, only the following two interaction scenarios are possible with non-trivial probability under
time evolution:
(i) Two particles interact as hard-spheres while all other particles are not involved in any binary or
ternary interactions at the same time. This type of configurations generates the binary collisional
operator. It is illustrated in Figure 1.2.
(ii) Three particles interact via an interaction zone, while none of them is involved in a binary interaction
with either of the other two particles of the interaction zone at the same time. The rest of the particles
are not involved in any binary or ternary interactions. This type of configurations is responsible for
generating the ternary collisional operator. It is illustrated in Figure 1.3.
•
•
•
ǫ2
i
k
j
λ2
Figure 1.2. Binary interaction: ǫ22 + λ
2
2 > 2ǫ
2
3, λ2 > ǫ2.
• i
• k•j
λ2λ1
Figure 1.3. Ternary interaction: λ21 + λ
2
2 = 2ǫ
2
3, λ1, λ2 > ǫ2.
Finally, since we will eventually let the number of particles N → ∞, the main challenge we need to
address is the stability of a good configuration1 under the adjunction of one or two collisional particles.
Assume, for a moment, that we have a good configuration of m-particles and we add σ particles to the
system, where σ ∈ {1, 2}, such that a binary or ternary interaction is formed among one of the existing
particles and the σ new particles. In general, under backwards time evolution, the system could run
into another binary or ternary interaction, see e.g. Figure 1.4, which illustrates the mathematically most
1by which we mean a configuration which does not run into any kind of interactions under backwards time evolution.
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difficult case where the newly formed (m + 2)-configuration runs into a binary interaction. To the best
of our knowledge, this is the first time there was the need to address the possibility of a newly formed
interacting configuration running into an interaction of a different type (binary to ternary or ternary to
binary) backwards in time. However, in Section 8 and Section 9, we develop novel algebraic and geometric
tools which help us eliminate pathological scenarios, including the one described in Figure 1.4, by showing
that outside of a small measure set, negligible in the limit, the newly formed configuration does not run
into any additional interactions backwards in time. For more details on the technical difficulties faced, see
Subsection 1.5.
• i
• m+ 2•m+ 1
λ2λ1
λ21 + λ
2
2 = 2ǫ
2
3, λ1, λ2 > ǫ2
• i
• m+ 2ǫ2backwards in time
Figure 1.4
In the next subsection, we investigate more precisely what happens when a binary or a ternary interac-
tions occurs and describe the time evolution of such a system.
1.2. Dynamics of finitely many particles. Let us describe the evolution in Rd, d ≥ 2, of a system of
N hard spheres of diameter ǫ2 and interaction zone ǫ3, where 0 < ǫ2 < ǫ3 < 1. The assumption ǫ2 < ǫ3 is
necessary for ternary interactions to be of non trivial probability, see Remark 3.1 for more details.
1.2.1. Interactions considered. We first define the interactions considered in this paper.
Definition 1.1. Let N ∈ N, with N ≥ 3, and 0 < ǫ2 < ǫ3 < 1. We define binary and ternary interactions,
also referred to as collisions, as follows:
• Consider two particles i, j ∈ {1, ..., N} with positions xi, xj ∈ Rd. We say that the particles i, j are
in an (i, j) binary interaction, if the following geometric condition holds:
d2(xi, xj) := |xi − xj | = ǫ2. (1.6)
• Consider three particles i, j, k ∈ {1, ..., N}, with positions xi, xj , xk ∈ Rd. We say that the particles
i, j, k are in an (i; j, k) interaction2 if the following geometric condition holds:
d3(xi;xj , xk) :=
√
|xi − xj |2 + |xi − xk|2 =
√
2ǫ3. (1.7)
When an (i, j) interaction occurs, the velocities vi, vj of the i-th and j-th particles instantaneously
transform according to the binary collisional law:
v′i = vi + 〈ω1, vj − vi〉ω1,
v′j = vj − 〈ω1, vj − vi〉ω1,
(1.8)
where
ω1 :=
xj − xi
ǫ2
. (1.9)
Thanks to (1.6), we have ω1 ∈ Sd−11 . The vector ω1 is called binary impact direction and it represents the
scaled relative position of the colliding particles. Moreover, one can see that the binary momentum-energy
system:
v′ + v′1 = v + v1,
|v′|2 + |v′1|2 = |v|2 + |v1|2,
(1.10)
is satisfied.
2we use the notation (i; j, k) because the interaction condition is not symmetric. The particle i is the central particle of
the interaction i.e. the one interacting with the particles j and k respectively.
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When an (i; j, k) interaction happens, the velocities vi, vj , vk of the i-th, j-th and k-th particles instan-
taneously transform according to the ternary collisional law derived in [4]
v∗i = vi +
〈ω1, vj − vi〉+ 〈ω2, vk − vi〉
1 + 〈ω1, ω2〉 (ω1 + ω2),
v∗j = vj − 〈ω1, vj − vi〉+ 〈ω2, vk − vi〉1 + 〈ω1, ω2〉 ω1,
v∗k = vk − 〈ω1, vj − vi〉+ 〈ω2, vk − vi〉1 + 〈ω1, ω2〉 ω2,
(1.11)
where
(ω1, ω2) :=
(
xj − xi√
2ǫ3
,
xk − xi√
2ǫ3
)
. (1.12)
Thanks to (1.7), we have (ω1, ω2) ∈ S2d−11 . The vectors (ω1, ω2) are called ternary impact directions and
they represents the scaled relative positions of the interacting particles. Moreover, it has been shown in
[4] that the ternary momentum-energy system:
v∗ + v∗1 + v
∗
2 = v + v1 + v2,
|v∗|2 + |v∗1 |2 + |v∗2 |2 = |v|2 + |v1|2 + |v2|2,
(1.13)
is satisfied.
1.2.2. Phase space and description of the flow. Let N ∈ N, with N ≥ 3, and 0 < ǫ2 < ǫ3 < 1. The natural
phase space 3 to capture both binary and ternary interactions is:
DN,ǫ2,ǫ3 =
{
ZN = (XN , VN) ∈ R2dN : d2(xi, xj) ≥ ǫ2, ∀(i, j) ∈ I2N , and d3(xi;xj , xk) ≥
√
2ǫ3, ∀(i, j, k) ∈ I3N
}
,
(1.14)
where XN = (x1, x2, ..., xN), VN = (v1, v2, ..., vN ), represent the positions and velocities of the N-particles,
and the index sets I2N , I3N are given by
I2N = {(i, j) ∈ {1, ..., N}2 : i < j}, I3N = {(i, j) ∈ {1, ..., N}3 : i < j < k}.
Let us describe the evolution in time of such a system. Consider an initial configuration ZN ∈ DN,ǫ2,ǫ3 .
The motion is described as follows:
(I) Particles are assumed to perform rectilinear motion as long as there is no interaction
x˙i = vi, v˙i = 0, ∀i ∈ {1, ..., N}.
(II) Assume now that an initial configuration ZN = (XN , VN ) has evolved until time t > 0, reaching
ZN (t) = (XN (t), VN(t)), and that there is an interaction at time t. We have the following cases:
• The interaction is binary: Assuming there is an (i, j) interaction the velocities of the inter-
acting particles instantaneously transform velocities according to the binary collisional law
(vi(t), vj(t))→ (v′i(t), v′j(t)) given in (1.8).
• The interaction is ternary: Assuming there is an (i; j, k) interaction, the velocities of the in-
teracting particles instantaneously transform velocities according to the ternary collisional law
(vi(t), vj(t), vk(t))→ (v∗i (t), v∗j (t), v∗k(t)) given in (1.11).
Let us note that (I)-(II) are not sufficient to generate a global in time flow for the particle system, since
the velocity transformations are not smooth. In general pathologies might arise as time evolves, meaning
more than one type of interactions happening at the same time, grazing interaction, or infinitely many
interactions in finite time. Although, well-defined dynamics was shown to exist in [1] for hard spheres and
in [4] for the purely ternary case, those results do not imply well-posedness of the flow for the mixed case,
where both binary and ternary interactions are taken into account. The reason for that is that a binary
interaction can be succeeded by a ternary interaction and vice versa, a situation which was not addressed
in [1] nor [4]. However we are showing that a non-grazing interaction cannot be succeeded by the same
interaction. In other words, when two particles (i, j) interact, the next interaction could be anything,
binary or ternary, except a binary recollision of the particles (i, j). Similarly, when three particles there
3upon symmetrization, one could define the phase space without ordering the particles and obtain a symmetrized version
of ternary operator (see [2] for more details). For simplicity, we opt to work upon ordering the particles.
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is an (i; j, k) interaction, the next interaction can be anything except a ternary (i; j, k)4 interaction. This
observation allows us to define the flow locally a.e. and then run some combinatorial covering arguments
to geometrically exclude a zero Lebesgue measure set such that the flow is globally in time defined on the
complement.
Let us informally state this result. For a detailed statement, see Theorem 3.24.
Existence of a global flow : Let N ∈ N and 0 < ǫ2 < ǫ3 < 1. There is a global in time measure-
preserving flow (Ψtm)t∈R : DN,ǫ2,ǫ3 → DN,ǫ2,ǫ3 described a.e. by (I)-(II) which preserves kinetic energy. This
flow is called the N-particle (ǫ2, ǫ3)-interaction flow.
The global measure-preserving interaction flow yields the Liouville equation5 for the evolution fN of an
initial N-particle probability density fN,0.
∂tfN +
N∑
i=1
vi∇xifN = 0, (t, ZN ) ∈ (0,∞)× D˚N,ǫ2,ǫ3 ,
fN (t, Z
′
N ) = f(t, ZN ), t ∈ [0,∞), ZN is a simple binary interaction6,
fN (t, Z
∗
N ) = f(t, ZN ), t ∈ [0,∞), ZN is a simple ternary interaction7,
fN (0, ZN ) = fN,0(ZN ), ZN ∈ D˚N,ǫ2,ǫ3 .
(1.15)
The Liouville equation provides a complete deterministic description of the system of N-particles. Al-
though Liouville’s equation is a linear transport equation, efficiently solving it is almost impossible in case
where the particle number N is very large. This is why an accurate kinetic description is welcome, and to
obtain it one wants to understand the limiting behavior of it as N → ∞ and ǫ2, ǫ3 → 0+, with the hope
that qualitative properties will be revealed for a large but finite N .
1.3. The binary-ternary Botzmann equation. To obtain such a kinetic description, we let the number
of particles N → ∞ and the diameter and interaction zone of the particles ǫ2, ǫ3 → 0+ in the common
scaling (1.4):
Nǫd−12 ≃ Nǫd−
1
2
3 ≃ 1,
which will lead the binary-ternary Boltzmann equation
∂tf + v · ∇xf = Q2(f, f) +Q3(f, f, f), (t, x, v) ∈ (0,∞)× Rd × Rd, (1.16)
The operator Q2(f, f), see e.g. [12], is the classical hard sphere binary collisional operator given by
Q2(f, f) =
∫
S
d−1
1 ×Rd
〈ω1, v1 − v〉+
(
f ′f ′1 − ff1
)
dω1 dv1, (1.17)
where
f ′ = f(t, x, v′), f = f(x, t, v), f ′1 = f1(t, x, v
′
1), f1 = f(t, x, v1),
The operator Q3(f, f, f), introduced for the first time in [4], is the ternary hard interaction zone operator
given by
Q3(f, f, f) =
∫
S
2d−1
1 ×R2d
b+ (f
∗f∗1 f
∗
2 − ff1f2) dω1 dω2 dv1 dv2, (1.18)
where
b = b(ω1, ω2, v1 − v, v2 − v) := 〈ω1, v1 − v〉+ 〈ω2, v2 − v〉, b+ = max{b, 0},
f∗ = f(t, x, v∗) f = f(x, t, v) f∗i = f
∗
i (t, x, v
∗
i ), fi = f(t, x, vi), for i ∈ {1, 2}.
(1.19)
We should mention that in [3], global well-posedness near vacuum has been shown for (1.16) for po-
tentials ranging from moderately soft to hard in spaces of functions bounded by Maxwellian. In fact in
4any other permutation of the particle i, j, k cannot form an interaction since i < j < k. In case one does not order the
particles, a subsequent (j; i, k) interaction, for instance, could possibly happen.
5in case N = 2, the ternary boundary condition is not present in (1.15), while if N = 1, equation (1.15) is just the
transport equation.
6by simple binary interaction, we mean the only interaction happening is an (i, j) interaction. In this case, we write
Z′N = (XN , V
′
N ), where V
′
N = (v1, ..., vi−1, v
′
i, vi+1, ..., vj−1, v
′
j , vj+1, ..., vN ).
7by simple ternary interaction, we mean the only interaction happening is an (i; j, k) interaction. In this case, we write
Z∗N = (XN , V
∗
N ), where V
∗
N = (v1, ..., vi−1, v
∗
i , vi+1, ..., vj−1, v
∗
j , vj+1, ..., vk−1, v
∗
k , vk+1, ..., vN ).
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[3], it is seen that the ternary collisional operator allows consideration of softer potentials that the binary
operator. In other words the ternary correction to the Boltzmann equation does not behave worse than
the classical Boltzmann equation.
It is important to point out that, upon symmetrization of the ternary collisional operator (see [2]),
the corresponding binary-ternary Boltzmann equation enjoys similar statistical and entropy production
properties and conservation laws as the classical Boltzmann equation. Therefore, such a model could serve
as a correction of the classical Boltzmann equation to denser gases. This follows after combining the
properties of the classical binary operator, see e.g. [12], with the properties of the symmetrized ternary
collisional operator investigated for the first time in [2].
1.4. Strategy of the derivation and statement of the main result. In order to pass from the N-
particle system dynamics to the kinetic equation (1.16), we implement the program of constructing linear
finite and infinite hierarchies of equations, pioneered by Lanford [31] and refined by Gallagher, Saint-
Raymond, Texier [22], and connecting them to the new binary-ternary Boltzmann equation. In [4], we
extended this program to include ternary interactions, which led to the rigorous derivation of a purely
ternary kinetic equation for particles with hard interaction zone in the scaling (1.3). However, rigorous
derivation of (1.16) does not follow from [31, 22] nor the ternary work [4] . As mentioned in Subsection 1.1
the first difficulty is the apparent incompatibility of scalings (1.2)-(1.3), which we overcome by introducing
the common scaling (1.4). The most challenging task is to make the argument rigorous, though, is the
analysis of all the possible recollisions8 of the backwards (ǫ2, ǫ3)-flow. In contrast to the binary or the
ternary case where each binary or ternary interaction is succeeded by a binary or ternary interaction
respectively, here we can have any possible interaction sequence of binary or ternary interactions. We keep
track of this combinatorics using the set
Sk = {σ = (σ1, ..., σk) : σi ∈ {1, 2}, ∀i = 1, ..., k}. (1.20)
In addition to more involved combinatorics, careful analysis of all the possible interaction sequences requires
development of novel geometric and algebraic tools, which we discuss in details in Subsection 1.5. For now,
we continue to discuss the process of derivation.
More specifically, we first derive a finite, linear, coupled hierarchy of equations for the marginal densities
f
(s)
N (Zs) =
∫
R2d(N−s)
fN (ZN )1DN,ǫ2,ǫ3 (ZN ) dxs+1... dxN dvs+1... dvN , s ∈ {1, ..., N − 1},
of the solution fN to the Liouville equation, which we call the BBGKY9. This hierarchy is given by
∂tf
(s)
N +
s∑
i=1
vi · ∇xif (s)N = CNs,s+1f (s+1)N + CNs,s+2f (s+2)N , s ∈ {1, ..., N − 1} (1.21)
For the precise form of the operators CNs,s+1, CNs,s+2, see (4.15)-(4.16). Duhamel’s Formula yields that the
BBGKY hierarchy can be written in mild form as follows:
f
(s)
N (t, Zs) = T
t
sfN,0(Zs) +
∫ t
0
T t−τs (CNs,s+1f (s+1)N + CNs,s+2f (s+2)N )(τ, Zs) dτ, s ∈ N, (1.22)
where for any continuous function gs : Ds,ǫ2,ǫ3 → R, we write T tsgs(Zs) := gs(Ψ−ts Zs), and Ψts is the (ǫ2, ǫ3)-
interaction zone flow of s-particles.
We then formally let N → ∞ and ǫ2, ǫ3 → 0+ in the scaling (1.4) to obtain an infinite, linear, coupled
hierarchy of equations, which we call the Boltzmann hierarchy. This hierarchy is given by
∂tf
(s) +
s∑
i=1
vi · ∇xif (s) = C∞s,s+1f (s+1) + C∞s,s+2f (s+2), s ∈ N. (1.23)
For the precise form of the operators C∞s,s+1, C∞s,s+2, see (4.28), (4.32) respectively. Duhamel’s Formula
yields that the Boltzmann hierarchy can be written in mild form as follows:
f (s)(t, Zs) = S
t
sf0(Zs) +
∫ t
0
St−τs (C∞s,s+1f (s+1) + C∞s,s+2f (s+2))(τ, Zs) dτ, s ∈ N, (1.24)
8by recollisions we mean the possible divergence of the backwards (ǫ2, ǫ3)-interaction flow from the backwards free flow.
9Bogoliubov, Born, Green, Kirkwood, Yvon
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where for any continuous function gs : R2ds → R, we write Stsgs(Zs) := gs(Φ−ts Zs), and Φts is the s-particle
free flow of s-particles defined by StsZs = S
t
s(Xs, Vs) = (Xs − tVs, Vs).
It can be observed that for factorized initial data and assuming that the solution remains factorized in
time10, the Boltzmann hierarchy reduces to the binary-ternary Boltzmann equation (1.16). This observa-
tion connects the Boltzmann hierarchy with the binary-ternary Boltzmann equation (1.16).
To make this argument rigorous, we first show that the BBGKY and Boltzmann hierarchy are well-posed
in the scaling (1.4), at least for short times, and then that the convergence of the BBGKY hierarchy initial
data to the Boltzmann hierarchy initial data propagates in the time interval of existence of the solutions.
Showing convergence is a very challenging task, and is the heart of our contribution. We describe details
in Subsection 1.5.
Now, we informally state our main result. For a rigorous statement of the result see Theorem 6.5.
Statement of the main result : Let F0 be initial data for the Boltzmann hierarchy (1.23), and FN,0
be some BBGKY hierarchy (1.23) initial data which “approximate”11 F0 as N → ∞, ǫ → 0+ under the
scaling (1.4). Let FN be the mild solution to the BBGKY hierarchy (1.21) with initial data FN,0, and F
the mild solution to the Boltzmann hierarchy (1.23), with initial data F0, up to short time T > 0. Then
FN converges in observables12 to F in [0, T ] as N →∞, ǫ→ 0+, under the scaling (1.4).
The convergence obtained implies that the solution of the finite hierarchy indeed approximates the
solution of the infinite hierarchy in [0, T ], as N →∞, ǫ2, ǫ3 → 0+ in the scaling (1.4). For factorized initial
data (initial chaotic assumption) the Boltzmann hierarchy reduces to equation (1.16).
1.5. Difficulties faced in the proof of the main result. The main idea to obtain convergence (Theo-
rem 6.5) is to inductively use mild forms (1.22), (1.24) of the BBGKY hierarchy and Boltzmann hierarchy
respectively, to formally obtain series expansions with respect to the initial data:
f
(s)
N (t, Zs) = T
t
sf
(s)
N,0(Zs) +
∞∑
k=1
∑
σ∈Sk
∫ t
0
∫ t1
0
...
∫ tk−1
0
T t−t1s CNs,s+σ˜1T t1−t2s+σ˜1 ...C
N
s+σ˜k−1,s+σ˜kT
tk
s+σ˜k
f
(s+σ˜k)
N,0 (Zs) dtk... dt1,
(1.25)
f (s)(t, Zs) = S
t
sf
(s)
0 (Zs) +
∞∑
k=1
∑
σ∈Sk
∫ t
0
∫ t1
0
...
∫ tk−1
0
St−t1s C∞s,s+σ˜1St1−t2s+σ˜1 ...C
∞
s+σ˜k−1,s+σ˜kS
tk
s+σ˜k
f
(s+σ˜k)
0 (Zs) dtk... dt1,
(1.26)
where Sk is defined in (1.20), and given σ ∈ Sk, ℓ = 1, ..., k, we write σ˜ℓ :=
∑ℓ
i=1 σi. We note that the
summation over Sk in (1.25)-(1.26) allows us to keep track of the possible interaction sequences occurring
by “adding” one or two particles in each time step. For more details, see Section 7.
Comparing expressions (1.25)-(1.26), we expect to obtain the required convergence under the scaling
(1.4) as long as f (s)N,0 “approximates” f
(s)
0 under the same scaling. However it is not possible to directly
compare (1.25)-(1.26) because of the possible divergence of the backwards interaction flow from the free
flow, which we call recollisions. Although recollisions were also faced in [22] and [4], the mixed case,
where both binary and ternary interactions are considered, requires different conceptual treatment in
many instances, and is not implied by the results of these works. The reason for that is that a binary
interaction can be succeeded by a ternary interaction and vice versa, a situation which was not addressed
in [22, 4]. The key to overcome these difficulties is that the diameter of the particles is much smaller than
the interaction zone, as implied by the common scaling (1.4). This fact allows us to develop certain delicate
algebraic and geometric arguments to extract a small measure set of pathological initial data which lead
to recollisions. On the complement of this set, expansions (1.25)-(1.26) are comparable and the required
convergence is obtained.
The main idea for eliminating recollisions is an inductive application in each time step of Proposition
9.2 and Proposition 9.4, which treat the binary adjunction, or Proposition 9.6 and Proposition 9.7, which
treat the ternary adjunction. More precisely we face the following different cases:
10this is typically called propagation of chaos assumption
11see Subsection 6.1 for details
12for a precise definition of convergence in observables, see Subsection 6.2
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(I) Binary adjunction: One particle is added forming a binary interaction with one of the existing
particles. The pathological situations that might arise under backwards time evolution are the
following:
• The newly formed binary collisional configuration runs to a binary interaction under time
evolution. This pathological situation is eliminated using arguments inspired by [22]. This is
actually the only case which is similar to the cases covered in [22].
• The newly formed binary collisional configuration runs to a ternary interaction under time
evolution. This pathological situation did not appear in any of the previous works since merely
binary or ternary interactions were studied. However, due to the fact that ǫ2 << ǫ3, which comes
from the scaling (1.4), this pathological situation can be treated using techniques inspired by
[4] and adapting them to the binary case.
Proposition 9.2 and Proposition 9.4 are the relevant results controlling recollisions after a binary
adjunction.
(II) Ternary adjunction: Two particles are added forming a ternary interaction with one of the
existing particles. The pathological situations that might arise under backwards time evolution are
the following:
• The newly formed ternary collisional configuration runs to a ternary interaction under time
evolution. This case was studied in depth in [4]. We eliminate this pathological situation using
Proposition 9.5. For its proof, we refer to [4].
• The newly formed ternary collisional configuration runs to a binary interaction under time
evolution. This is the most challenging case to treat and is the heart of the technical contri-
bution, because the scaling (1.4) does not directly help as in the case of the binary adjunction
where one of the collisional particles enters an interaction zone. To treat this case, we need
to use new algebraic tools (see Proposition 9.6) to exclude sets of initial data which lead to
these pathological trajectories and develop elaborate geometric estimates to control its mea-
sure. The geometric estimates needed are thoroughly presented in Section 8. In particular,
Subsection 8.2 is devoted to developing novel tools which rely on an appropriate representation
of (2d − 1)-spheres (see (8.1)). More specifically, in 8.2.1 we perform some initial truncations
to the impact directions, while in 8.2.2 we establish certain spherical cap and conic region esti-
mates needed to control the precollisional case, while 8.2.3 focuses on developing the necessary
annuli estimates enabling us to control the postcollisional case using precollisional arguments.
After establishing the necessary geometric tools, we employ them in Proposition 9.7 to show
that the corresponding set constructed in Proposition 9.6 is negligible.
1.6. Notation. For convenience, we introduce some basic notation which will be frequently used through-
out the manuscript:
• d ∈ N will be a fixed dimension with d ≥ 2.
• Given x, y ∈ R, we write
x . y ⇔ ∃Cd > 0 : x ≤ Cdy, (1.27)
x ≃ y ⇔ ∃Cd > 0 : x = Cdy, (1.28)
x ≈ y ⇔ ∃C1,d, C2,d > 0 : C1,dy ≤ x ≤ Cd,2y. (1.29)
• Given n ∈ N, ρ > 0 and w ∈ Rn, we write Bnρ (w) for the n-closed ball of radius ρ > 0, centered at
w ∈ Rn. In particular, we write Bnρ := Bnρ (0), for the ρ-ball centered at the origin.
• Given n ∈ N and ρ > 0, we write Sn−1ρ for the (n− 1)-sphere of radius ρ > 0.
• When we write x << y, we mean that there is a small enough constant 0 < c < 1, independent of
x, y, such that x < cy. This constant c is appropriately chosen for the calculations to make sense.
Acknowledgements. I.A. and N.P. acknowledge support from NSF grants DMS-1516228 and DMS-
1840314. Authors are thankful to Irene M. Gamba, Maja Taskovic´, Thomas Chen, Alexis Vasseur and
Philip Morrison for helpful discussions regarding physical and mathematical aspects of the problem.
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2. Collisional transformations
In this section we define the collisional transformations of two and three interacting particles respectively.
In the two particle case, particles will interact as regular hard spheres, while in the three particle case,
particles will interact as triplets of particles with an interaction zone.
2.1. Binary interaction. Here, we define the binary collisional tranformation of two interacting hard
spheres, induced by an impact direction ω1 ∈ Sd−11 . This will be the law under which the velocities (v1, v2)
of two interacting hard spheres, with impact direction ω1 ∈ Sd−11 , instanteously transform. The impact
direction will represent the scaled relative position of the colliding hard spheres.
Definition 2.1. Consider a binary impact direction ω1 ∈ Sd−11 . We define the binary collisional transfor-
mation induced by ω1 ∈ Sd−11 as the map Tω1 : (v1, v2) ∈ R2d → (v′1, v′2) ∈ R2d, where
v′1 = v1 + 〈ω1, v2 − v1〉ω1,
v′2 = v2 − 〈ω1, v2 − v1〉ω1.
(2.1)
Let us introduce some notation we will be constantly using. We define the binary cross-section
b2(ω1, ν1) := 〈ω1, ν1〉, (ω1, ν1) ∈ Sd−11 × Rd. (2.2)
Under this notation (2.1) can be written as :
v′1 = v1 + b2(ω1, v2 − v1)ω1,
v′2 = v2 − b2(ω1, v2 − v1)ω1.
(2.3)
One can verify that (2.3) provide the general solution, parametrized by ω1 ∈ Sd−11 , of the binary momentum-
energy conservation system:
v′1 + v
′
2 = v1 + v2,
|v′1|2 + |v2|2 = |v1|2 + |v2|2.
(2.4)
Given a binary impact direction ω1 ∈ Sd−11 , the binary collisional transformation Tω1 satisfies the following
properties (see, e.g. [12]).
Proposition 2.2. Consider a binary impact direction ω1 ∈ Sd−11 . The induced binary collisional transfor-
mation Tω1 has the following properties:
(i) Conservation of momentum
v′1 + v
′
2 = v1 + v2. (2.5)
(ii) Conservation of energy
|v′1|2 + |v′2|2 = |v1|2 + |v2|2. (2.6)
(iii) Conservation of relative velocities magnitude
|v′1 − v′2| = |v1 − v2|. (2.7)
(iv) Micro-reversibility of the binary cross-section
b2(ω1, v
′
2 − v′1) = −b2(ω1, v2 − v1). (2.8)
(v) Tω1 is a linear involution i.e. Tω1 is linear and T
−1
ω1 = Tω1 . In particular, |detTω1 | = 1, so Tω1 is
measure-preserving.
2.2. Ternary interaction. Now we define the ternary collisional tranformation, induced by a given pair
of impact directions, and investigate its properties. The interaction considered will be an instantaneous
interaction of three particles with an interaction zone (for more details see [4]). This will be the law
under which the velocities (v1, v2, v3) of three interacting particles, with impact directions (ω1, ω2) ∈ S2d−11 ,
instanteously transform. The impact directions will represent the scaled relative positions of the three
particles in the interaction zone setting.
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Definition 2.3. Consider a pair of impact directions (ω1, ω2) ∈ S2d−11 . We define the ternary collisional
transformation induced by (ω1, ω2) ∈ S2d−11 as the map Tω1,ω2 : (v1, v2, v3) ∈ R3d −→ (v∗1 , v∗2 , v∗3) ∈ R3d, where
v∗1 = v1 + cω1,ω2,v1,v2,v3(ω1 + ω2),
v∗2 = v2 − cω1,ω2,v1,v2,v3ω1,
v∗3 = v3 − cω1,ω2,v1,v2,v3ω2.
(2.9)
cω1,ω2,v1,v2,v3 =
〈ω1, v2 − v1〉+ 〈ω2, v3 − v1〉
1 + 〈ω1, ω2〉 . (2.10)
We also define the ternary cross-section
b3(ω1, ω2, ν1, ν2) := 〈ω1, ν1〉+ 〈ω2, ν2〉, (ω1, ω2) ∈ S2d−11 , (ν1, ν2) ∈ R2d. (2.11)
Notice that, given (ω1, ω2, v1, v2, v3) ∈ S2d−11 × R3d, we clearly have
b3(ω1, ω2, v2 − v1, v3 − v1) = (1 + 〈ω1, ω2〉) cω1,ω2,v1,v2,v3 . (2.12)
Remark 2.4. Cauchy-Schwartz inequality and the fact that (ω1, ω2) ∈ S2d−11 , yield
2
3
≤ 1
1 + 〈ω1, ω2〉 ≤ 2, (2.13)
hence for all (ω1, ω2, v1, v2, v3) ∈ S2d−11 × R3d, relation (2.12) implies
2
3
b3(ω1, ω2, v2 − v1, v3 − v1) ≤ cω1,ω2,v1,v2,v3 ≤ 2b3(ω1, ω2, v2 − v1, v3 − v1). (2.14)
It has been seen in [4, 2] that (2.9) provide the general solution, parametrized by (ω1, ω2) ∈ S2d−11 , of the
ternary momentum-energy conservation system:
v∗1 + v
∗
2 + v
∗
3 = v1 + v2 + v3,
|v∗1 |2 + |v∗2 |2 + |v∗3 |2 = |v1|2 + |v2|2 + |v3|2.
(2.15)
The main properties of the ternary collisional tranformation are summarized in the following Proposition.
For the proof, see Proposition 2.3. from [4].
Proposition 2.5. Consider a pair of impact directions (ω1, ω2) ∈ S2d−11 . The induced collisional transfor-
mation Tω1,ω2 has the following properties:
(i) Conservation of momentum
v∗1 + v
∗
2 + v
∗
3 = v1 + v2 + v3. (2.16)
(ii) Conservation of energy
|v∗1 |2 + |v∗2 |2 + |v∗3 |2 = |v1|2 + |v2|2 + |v3|2. (2.17)
(iii) Conservation of relative velocities magnitude
|v∗1 − v∗2 |2 + |v∗1 − v∗3 |2 + |v∗2 − v∗3 |2 = |v1 − v2|2 + |v1 − v3|2 + |v2 − v3|2. (2.18)
(iv) Micro-reversibility of the ternary cross-section
b3(ω1, ω2, v
∗
2 − v∗1 , v∗3 − v∗1) = −b3(ω1, ω2, v2 − v1, v3 − v1). (2.19)
(v) Tω1,ω2 is a linear involution i.e. Tω1,ω2 is linear and T
−1
ω1,ω2 = Tω1,ω2 . In particular, |detTω1,ω2 | = 1, so
Tω1,ω2 is measure-preserving.
3. Dynamics of m-particles
In this section we rigorously define the dynamics of m hard spheres of diameter σ2 and interaction zone
σ3, where 0 < σ2 < σ3 < 1. Heuristically speaking, particles perform rectilinear motion as long as there is
no interaction (binary or ternary) and they interact through the binary or ternary collision law when a
binary or ternary interaction occurs respectively. However, it is far from obvious that a global dynamics
can be defined, since the system might run into pathological configurations e.g. more than one interactions
at a time, infinitely many interactions in finite time or interactions which graze under time evolution. The
goal of this section is to extract a set of measure zero such that on the complement a global in time,
measure preserving flow can be defined.
Throughout this section we consider m ∈ N and 0 < σ2 < σ3 < 1.
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3.1. Phase space definitions. For convenience we define the following index sets:
For m ≥ 2: I2m =
{
(i, j) ∈ {1, ..., m}2 : i < j} . (3.1)
For m ≥ 3: I3m =
{
(i, j, k) ∈ {1, ..., m}3 : i < j < k} . (3.2)
Given positions (x1, x2) ∈ R2d, we define the binary distance:
d2(x1, x2) := |x1 − x2|, (3.3)
and given positions (x1, x2, x3) ∈ R3d, we define the ternary distance:
d3(x1; x2, x3) =
√
|x1 − x2|2 + |x1 − x3|2. (3.4)
For m ≥ 3, we define the phase space of m-particles of diameter σ2 > 0 and interaction zone σ3 > 0, with
σ2 < σ3 < 1 as:
Dm,σ2,σ3 =
{
Zm = (Xm, Vm) ∈ R2dm : d2(xi, xj) ≥ σ2, ∀(i, j) ∈ I2m, and d3(xi;xj , xk) ≥
√
2σ3, ∀(i, j, k) ∈ I3m
}
,
(3.5)
where Xm = (x1, ..., xm) ∈ Rdm represents the positions of the m-particles, while Vm = (v1, ..., vm) ∈ Rdm
represents the velocities of the m-particles. For convenience we also define
D2,σ2,σ3 =
{
Z2 = (X2, V2) ∈ R2d : |x1 − x2| ≥ σ2
}
, D1,σ2,σ3 = R2d. (3.6)
For m ≥ 3, the phase space Dm,σ2,σ3 decomposes as: Dm,σ2,σ3 = D˚m,σ2,σ3 ∪ ∂Dm,σ2,σ3 , where the interior is
given by:
D˚m,σ2,σ3 =
{
Zm = (Xm, Vm) ∈ R2dm : d2(xi, xj) > σ2, ∀(i, j) ∈ I2m, and d3(xi;xj , xk) >
√
2σ3, ∀(i, j, k) ∈ I3m
}
,
(3.7)
and the boundary is given by:
∂Dm,σ2,σ3 = ∂2Dm,σ2,σ3 ∪ ∂3Dm,σ2,σ3 , (3.8)
where ∂2Dm,σ2,σ3 is the binary boundary:
∂2Dm,σ2,σ3 =
{
Zm = (Xm, Vm) ∈ Dm,σ2,σ3 : ∃(i, j) ∈ I2m with d2(xi, xj) = σ2
}
, (3.9)
and ∂3Dm,σ2,σ3 is the ternary boundary:
∂3Dm,σ2,σ3 =
{
Zm = (Xm, Vm) ∈ Dm,σ2,σ3 : ∃(i, j, k) ∈ I3m with d3(xi;xj , xk) =
√
2σ3
}
. (3.10)
Elements of Dm,σ2,σ3 are called configurations, elements of D˚m,σ2,σ3 are called noncollisional configurations,
and elements of ∂2Dm,σ2,σ3 are called collisional configurations, or just collisions. Elements of ∂Dm,σ2,σ3
are called binary collisions, while elements of ∂3Dm,σ2,σ3 are called ternary collisions. When we refer to a
collision, it will be either binary or ternary.
Clearly the binary boundary can be written as: ∂2Dm,σ2,σ3 =
⋃
(i,j)∈I2m Σ
2
ij , where Σ
2
ij are the binary
collisional surfaces given by
Σ2ij := {Zm ∈ Dm,σ2,σ3 : d2(xi, xj) = σ2} . (3.11)
In the same spirit the ternary boundary can be written as: ∂3Dm,σ2,σ3 =
⋃
(i,j,k)∈I3m Σ
3
ijk, where Σ
3
ijk are
the ternary collisional surfaces given by
Σ3ijk :=
{
Zm ∈ Dm,σ2,σ3 : d3(xi;xj , xk) =
√
2σ3
}
. (3.12)
We now further decompose collisions to simple binary collisions, simple ternary collisions and multiple
collisions. In particular we define simple binary collisions as:
∂2,scDm,σ2,σ3 :=
{
Zm = (Xm, Vm) ∈ Dm,σ2,σ3 : ∃(i, j) ∈ I2m with Zm ∈ Σ2ij ,
Zm /∈ Σ2i′j′ , ∀(i′, j′) ∈ I2m \ {(i, j)}, Zm /∈ Σ3i′j′k′ , ∀(i′, j′, k′) ∈ I3m
}
.
(3.13)
We also define simple ternary collisions as:
∂3,scDm,σ2,σ3 :=
{
Zm = (Xm, Vm) ∈ Dm,σ2,σ3 : ∃(i, j, k) ∈ I3m with Zm ∈ Σ3ijk,
Zm /∈ Σ3i′j′k′ , ∀(i′, j′, k′) ∈ I3m \ {(i, j, k)}, Zm /∈ Σ2i′j′ , ∀(i′, j′) ∈ I2m
}
.
(3.14)
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Remark 3.1. The assumption σ2 < σ3 made at the beginning of the section is necessary for ∂3,scDm,σ2,σ3
to be non-empty. Indeed, let σ2 ≥ σ3 and assume that ∂3,scDm,σ2,σ3 6= ∅. Consider Zm ∈ ∂3,scDm,σ2,σ3 .
Then, by (3.14), there is (i, j, k) ∈ I3m such that
|xi − xj |2 + |xi − xj |2 = 2ǫ23, (3.15)
and
|xi − xj | > ǫ2, |xi − xk| > ǫ2. (3.16)
By (3.15), at least one of |xi − xj | or |xi − xk| has to be smaller than or equal to ǫ3. Assume, without loss
of generality, that |xi−xj | ≤ ǫ3. Since ǫ2 ≥ ǫ3, we obtain |xi−xj | ≤ ǫ2, which contradicts (3.16). Therefore,
if σ2 ≥ σ3, we have ∂3,scDm,σ2,σ3 = ∅.
A simple collision will be a binary or ternary simple collision i.e.
∂scDm,σ2,σ3 := ∂2,scDm,σ2,σ3 ∪ ∂3,scDm,σ2,σ3 . (3.17)
Multiple collisions are configurations which are not simple i.e.
∂muDm,σ2,σ3 := ∂Dm,σ2,σ3 \ ∂scDm,σ2,σ3 . (3.18)
Remark 3.2. For m = 2, there is only binary boundary.
For the binary case, we give the following definitions:
Definition 3.3. Let m ≥ 2 and Zm ∈ ∂2,scDm,σ2,σ3 . Then there is a unique (i, j) ∈ I2m such that Zm ∈ Σ2ij
and Zm /∈ Σ3i′j′k′ , for all (i′, j′, k′) ∈ I3m. In this case we will say Zm is an (i, j) collision and we will write
Σ2,scij = {Zm ∈ Dm,σ1,σ2 : Zm is (i, j) collision} . (3.19)
Clearly Σ2,scij ∩ Σ2,sci′j′ = ∅, for all (i, j) 6= (i′, j′) ∈ I2m and ∂2,scDm,σ2,σ3 decomposes to:
∂2,scDm,σ2,σ3 =
⋃
(i,j)∈I2m
Σ2,scij . (3.20)
Remark 3.4. Let m ≥ 2, (i, j) ∈ I2m and Zm ∈ Σ2,scij . Then
ω1 :=
xj − xi
σ2
∈ Sd−11 . (3.21)
Therefore, each (i, j) collision naturally induces a binary impact direction ω1 ∈ Sd−11 and consequently a
binary collisional transformation Tω1 .
Definition 3.5. Let m ≥ 2, (i, j) ∈ I2m and Zm = (Xm, Vm) ∈ Σ2,scij . We write Z′m = (Xm, V ′m), where
V ′m = (v1, ..., vi−1, v
′
i, vi+1, ..., vj−1, v
′
j , vj+1, ..., vm),
and (v′i, v
′
j) = Tω1(vi, vj), ω1 ∈ Sd−11 is given by (3.21).
In the same spirit, for the ternary case, we give the following definitions:
Definition 3.6. Let m ≥ 3 and Zm ∈ ∂3,scDm,σ2,σ3 . Then there is a unique (i; j, k) ∈ I3m such that Zm ∈ Σ3ijk
and Zm /∈ Σ2i′j′ , for all (i′, j′) ∈ I2m. In this case we will say Zm is an (i; j, k) collision and we will write
Σ3,scijk = {Zm ∈ Dm,σ2,σ3 : Zm is (i; j, k) collision} . (3.22)
Clearly Σ3,scijk ∩ Σ3,sci′j′k′ = ∅, for all (i, j, k) 6= (i′, j′, k′) ∈ I3m and ∂3,scDm,σ2,σ3 decomposes to:
∂3,scDm,σ2,σ3 =
⋃
(i,j,k)∈I3m
Σ3,scijk . (3.23)
Remark 3.7. Let m ≥ 3, (i, j, k) ∈ I3m and Zm ∈ Σ3,scijk . Then
(ω1, ω2) :=
1√
2σ3
(xj − xi, xk − xi) ∈ S2d−11 . (3.24)
Therefore, each (i; j, k) collision naturally induces ternary impact directions (ω1, ω2) ∈ S2d−11 and conse-
quently a collisional transformation Tω1,ω2 .
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Definition 3.8. Let m ≥ 3, (i, j, k) ∈ I3m and Zm = (Xm, Vm) ∈ Σ3,sijk. We write Z∗m = (Xm, V ∗m), where
V ∗m = (v1, ..., vi−1, v
∗
i , vi+1, ..., vj−1, v
∗
j , vj+1, ..., vk−1, v
∗
k, vk+1, ..., vm),
and (v∗i , v
∗
j , v
∗
k) = Tω1,ω2(vi, vj , vk), (ω1, ω2) ∈ S2d−11 are given by (3.24).
3.2. Classification of simple collisions. We will now classify simple collisions in order to eliminate
collisions which graze in time. For this purpose, we come across the following definitions for the binary
and the ternary case respectively.
For the binary case:
Definition 3.9. Let m ≥ 2, (i, j) ∈ I2m and Zm ∈ Σ2,sij . The configuration Zm is called:
• binary precollisional when b2(ω1, vj − vi) < 0,
• binary postcollisional when b2(ω1, vj − vi) > 0,
• binary grazing when b2(ω1, vj − vi) = 0,
where ω1 ∈ Sd−11 is given by (3.21) and b2 is given by (2.2).
Remark 3.10. Let m ≥ 2, (i, j) ∈ I2m and Zm ∈ Σ2,sij . Using (2.8), we obtain the following:
(i) Zm is binary precollisional iff Z′m is binary postcollisional.
(ii) Zm is binary postcollisional iff Z′m is binary precollisional.
(iii) Zm = Z′m iff Zm is binary grazing.
For the ternary case:
Definition 3.11. Let m ≥ 3, (i, j, k) ∈ I3m and Zm ∈ Σ3,sijk. The configuration Zm is called:
• ternary precollisional when b3(ω1, ω2, vj − vi, vk − vi) < 0,
• ternary postcollisional when b3(ω1, ω2, vj − vi, vk − vi) > 0,
• ternary grazing when b3(ω1, ω2, vj − vi, vk − vi) = 0,
where (ω1, ω2) ∈ S2d−11 is given by (3.24) and b is given by (2.11).
Remark 3.12. Let m ≥ 3, (i, j, k) ∈ I3m and Zm ∈ Σ3,sijk. Using (2.19), we obtain the following:
(i) Zm is ternary precollisional iff Z∗m is ternary postcollisional.
(ii) Zm is ternary postcollisional iff Z∗m is ternary precollisional.
(iii) Zm = Z∗m iff Zm is ternary grazing.
We will just say precollisional, postcollisional or grazing configuration when it is implied whether a
simple collision is binary or ternary.
For m ≥ 2, we refine the phase space defining
D∗m,σ2,σ3 := D˚m,σ2,σ3 ∪ ∂sc,ngDm,σ2,σ3 , (3.25)
where ∂sc,ngDm,σ2,σ3 denotes the part of ∂Dm,σ2,σ3 consisting of simple, non-grazing collisions i.e. defined
as
∂sc,ngDm,σ2,σ3 := {Zm ∈ ∂scDm,σ2,σ3 : Zm is non-grazing} . (3.26)
It is immediate that D∗m,σ2,σ3 is a full measure subset of Dm,σ2,σ3 and ∂sc,ngDm,σ2,σ3 is a full surface measure
subset of ∂Dm,σ2,σ3 , since its complement constitutes of lower dimension submanifolds of ∂Dm,σ2,σ3 which
have zero surface measure.
3.3. Construction of the local flow. Next Lemma shows that the flow can be locally defined for any
initial configuration Zm ∈ D∗m,σ2,σ3 up to the time of the first collision.
Lemma 3.13. Let m ≥ 3 and Zm ∈ D∗m,σ2,σ3 . Then there is a time τ 1Zm ∈ (0,∞] such that defining
Zm(·) : [0, τ 1Zm ]→ R2dm by:
Zm(t) =

(Xm + tVm, Vm) if Zm is noncollisional or postcollisional,
(Xm + tV
′
m, V
′
m), if Zm is binary precollisional,
(Xm + tV
∗
m, V
∗
m), if Zm is ternary precollisional,
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the following hold:
(i) Zm(t) ∈ D˚m,σ2,σ3 , ∀t ∈ (0, τ 1Zm).
(ii) if τ 1Zm <∞, then Zm(τ 1Zm) ∈ ∂Dm,σ2,σ3 .
(iii) If Zm ∈ Σ2,scij for some (i, j) ∈ I2m, then Zm(τ 1Zm) /∈ Σ2ij.
(iv) If Zm ∈ Σ3,scijk for some (i, j, k) ∈ I3m, then Zm(τ 1Zm) /∈ Σ3ijk.
An analogous statement holds in the case m = 2, where we just neglect the ternary terms.
Proof. Let us make the convention inf ∅ = +∞. We define
τ 1Zm =

inf {t > 0 : Xm + tVm ∈ ∂Dm,σ2,σ3} , if Zm is noncollisional or postcollisional,
inf {t > 0 : Xm + tV ′m ∈ ∂Dm,σ2,σ3} , if Zm is binary precollisional,
inf {t > 0 : Xm + tV ∗m ∈ ∂Dm,σ2,σ3} , if Zm is ternary precollisional.
Since D˚m,σ2,σ3 is open, we get τ 1Zm > 0, ∀Zm ∈ D˚m,σ2,σ3 and claims (i)-(ii) follow immediately for Zm ∈
D˚m,σ2,σ3 .
Assume Zm ∈ ∂sc,ngDm,σ2,σ3 which yields that Zm is non-grazing. Therefore we may distinguish the
following cases:
• Zm is an (i, j) binary postcollisional configuration: For any t > 0, we have
|xi − xj + (vi − vj)t|2 = |xi − xj |2 + t2|vi − vj |2 + 2t〈xi − xj , vi − vj〉
≥ σ22 + 2tb2(xj − xi, vj − vi)
> σ22 ,
since b2(ω1, vj − vi) > 0. This inequality and the fact that Zm is a simple binary collision imply
that τ 1Zm > 0 and claims (i), (ii), (iii) as well.
• Zm is (i, j) binary precollisional configuration: We use the same argument for Z′m which is (i, j)
binary postcollisional.
• Zm is an (i; j, k) ternary postcollisional configuration: For any t > 0, we have
|xi − xj + (vi − vj)t|2 + |xi − xk + (vi − vk)t|2
= |xi − xj |2 + |xi − xk|2 + t2
(|vi − vj |2 + |vi − vk|2)+ 2t (〈xi − xj , vi − vj〉+ 〈xi − xk, vi − vk〉)
≥ 2σ23 + 2tb3(xj − xi, xk − xi, vj − vi, vk − vi)
> 2σ23 ,
since b3(ω1, ω2, vj−vi, vk−vi) > 0. This inequality and the fact that Zm is a simple ternary collision
imply that τ 1Zm > 0 and claims (i), (ii), (iv) as well.
• Zm is an (i; j, k) ternary precollisional configuration: We use the same argument for Z∗m which is
(i; j, k) ternary postcollisional.

Let us make an elementary but crucial remark.
Remark 3.14. Clearly for configurations with τ 1Zm = ∞ the flow is globally defined as the free flow. In
the case where τ 1Zm < ∞ and Zm(τ 1Zm) is a non-grazing (i, j) collision or non-grazing (i; j, k) collision, we
may apply Lemma 3.13 once more and get a corresponding time τ 2Zm with the property that Zm(τ
2
Zm) /∈ Σ2ij
or Zm(τ 2Zm) /∈ Σ3ijk respectively, if τ 2Zm <∞. Therefore, in this case the flow can be defined up to time τ 2Zm .
Remark 3.15. Note that Lemma 3.13 implies that given a non-grazing (i, j) collision, the next collision
(if it happens) will not be (i, j). Similarly, given a non-grazing (i; j, k) collision, the next collision (if it
happens) will not be (i; j, k) However, Lemma 3.13 it does not imply that the same particles are not involved
in a collision of a different type. For instance, one could have the sequence of collisions (i, j) and (i; j, k), or
(i; j, k) and (i, j) etc. All these cases will be taken into account when establishing a global flow in Subsection
3.4.
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Remark 3.16. Similar results hold for the case m = 2 where there are no ternary interactions.
3.4. Extension to a global flow. Now, we extract a zero measure set from D∗m,σ2,σ3 such that the flow is
globally defined on the complement. For this purpose, we will first truncate positions and velocities using
two parameters 1 << R < ρ and then perform time truncation with a small parameter δ in the scaling:
0 < δR << σ2 < σ3 < 1 << R < ρ. (3.27)
Throughout this subsection, we consider parameters satisfying the scaling (3.27).
Recall that given r > 0 we denote the dm-ball of radius r > 0, centered at the origin as Bdmr . We first
assume initial positions are in Bdmρ and initial velocities in B
dm
R .
For m ≥ 2, we decompose D∗m,σ2,σ3 ∩ (Bdmρ ×BdmR ) in the following subsets:
Ifree =
{
Zm = (Xm, Vm) ∈ D∗m,σ2,σ3 ∩ (Bdmρ ×BdmR ) : τ 1Zm > δ
}
,
I1sc,ng =
{
Zm = (Xm, Vm) ∈ D∗m,σ2,σ3 ∩ (Bdmρ ×BdmR ) : τ 1Zm ≤ δ, Zm(τ 1Zm) ∈ ∂sc,ngDm,σ2,σ3 and τ 2Zm > δ
}
,
I1sc,g =
{
Zm = (Xm, Vm) ∈ D∗m,σ2,σ3 ∩ (Bdmρ ×BdmR ) : τ 1Zm ≤ δ, Zm(τ 1Zm) ∈ ∂scDm,σ2,σ3 , and Zm(τ 1Zm) is grazing
}
,
I1mu =
{
Zm = (Xm, Vm) ∈ D∗m,σ2,σ3 ∩ (Bdmρ ×BdmR ) : τ 1Zm ≤ δ, Zm(τ 1Zm) ∈ ∂muDm,σ2,σ3
}
,
I2sc,ng =
{
Zm = (Xm, Vm) ∈ D∗m,σ2,σ3 ∩ (Bdmρ ×BdmR ) : τ 1Zm ≤ δ, Zm(τ 1Zm) ∈ ∂sc,ngDm,σ2,σ3 , but τ 2Zm ≤ δ
}
.
We remark that there is a well-defined flow up to time δ for Zm ∈ Ifree ∪ I1sc,ng, since in such cases one
has at most one simple non-grazing collision in [0, δ]. We aim to estimate the measure of the pathological
set I1sc,g ∪ I1mu ∪ I2sc,ng, with respect to the truncation parameters.
Lemma 3.17. Assume m ≥ 2. Then I1sc,g is of zero Lebesgue measure.
Proof. Assume first m ≥ 3. Clearly I1sc,g ⊆
⋃
(i,j)∈I2m
M2ij ∪
⋃
(i,j,k)∈I3m
M3ijk, where
M2ij =
{
Zm ∈ D∗m,σ2,σ3 ∩ (Bdmρ ×BdmR ) : Zm(τ 1Zm) is an (i, j) grazing collision
}
,
M3ijk =
{
Zm ∈ D∗m,σ2,σ3 ∩ (Bdmρ ×BdmR ) : Zm(τ 1Zm) is an (i; j, k) grazing collision
}
.
The above covering consists of lower dimension submanifolds of the space, so it has zero measure. For
m = 2, we use a similar argument. 
Before proceeding to the next result, let us note that conservation of energy (2.6), (2.17) imply the
following elementary but useful remark:
Remark 3.18. The following hold:
• For m ≥ 2: Zm ∈ ∂2,scDm,σ2,σ3 ∩ (Rdm ×BdmR )⇔ Z′m ∈ ∂2,scDm,σ2,σ3 ∩ (Rdm ×BdmR ).
• For m ≥ 3: Zm ∈ ∂3,scDm,σ2,σ3 ∩ (Rdm ×BdmR )⇔ Z∗m ∈ ∂3,scDm,σ2,σ3 ∩ (Rdm ×BdmR ).
Lemma 3.19. For m ≥ 3, the following inclusion holds:
I1mu ∪ I2sc,ng ⊆ U22 ∪ U23 ∪ U32 ∪ U33, (3.28)
where
U22 :=
⋃
(i,j) 6=(i′,j′)∈I2m
(U2ij ∩ U2i′j′), (3.29)
U23 :=
⋃
(i,j)∈I2m,(i′,j′,k′)∈I3m
(U2ij ∩ U3i′j′k′), (3.30)
U32 :=
⋃
(i,j,k)∈I3m,(i′,j′)∈I2m
(U3ijk ∩ U2i′j′), (3.31)
U33 :=
⋃
(i,j,k) 6=(i′,j′,k′)∈I3m
(U3ijk ∩ U3i′j′k′), (3.32)
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and given (i, j) ∈ I2m, (i, j, k) ∈ I3m, we denote
U2ij :=
{
Zm = (Xm, Vm) ∈ Bdmρ ×BdmR : σ2 ≤ d2(xi, xj) ≤ σ2 + 2δR
}
. (3.33)
U3ijk :=
{
Zm = (Xm, Vm) ∈ Bdmρ ×BdmR : 2σ23 ≤ d23(xi;xj , xk) ≤ (
√
2σ3 + 4δR)
2
}
. (3.34)
For m = 2, we have Imu1 = I
2
sc,ng = ∅.
Proof. For m = 2, we have that ∂muD2,σ2,σ3 = ∅, hence I1mu = ∅. Also, since m = 2, we trivially obtain
I2 = {(1, 2)}, hence Remark 3.14 implies that τ 2Zm =∞ i.e. I2sc,ng = ∅.
Assume now that m ≥ 3. We first assume that either Zm ∈ D˚m,σ2,σ3 or Zm is postcollisional. Therefore,
up to time τ 1Zm , we have free flow i.e. Zm(t) = (Xm + tVm, Vm), for all t ∈ [0, τ 1Zm ].
Inclusion for I1mu:
We have τ 1Zm ≤ δ and Zm(τ 1Zm) ∈ ∂muDm,σ2,σ3 . We claim the following which clearly imply inclusion
(3.28) for I1mu:
(I) Zm(τ 1Zm) ∈ Σ2ij ∩ Σ2i′j′ ⇒ Zm ∈ U2ij ∩ U2i′j′ ∀(i, j), (i′, j′) ∈ I2m.
(II) Zm(τ 1Zm) ∈ Σ2ij ∩ Σ3i′j′k′ ⇒ Zm ∈ U2ij ∩ U3i′j′k′ , ∀(i, j) ∈ I3m, ∀(i′, j, k′) ∈ I3m.
(III) Zm(τ 1Zm) ∈ Σ3ijk ∩ Σ2i′j′ ⇒ Zm ∈ U3ijk ∩ U2i′j′ , ∀(i, j, k) ∈ I3m, ∀(i′, j′) ∈ I2m.
(IV) Zm(τ 1Zm) ∈ Σ3ijk ∩ Σ3i′j′k′ ⇒ Zm ∈ U2ij ∩ U3i′j′k′ , ∀(i, j, k), (i′, j′, k′) ∈ I3m.
Without loss of generality, we prove claim (III). We have Zm(τ 1Zm) ∈ Σ3ijk ∩ Σ2i′j′ , therefore
d23
(
xi
(
τ 1Zm
)
;xj
(
τ 1Zm
)
, xk
(
τ 1Zm
))
= 2σ23 , d2
(
xi′
(
τ 1Zm
)
, xj′
(
τ 1Zm
))
= σ2. (3.35)
Since there is free motion up to τ 1Zm , triangle inequality implies
|xi − xj | ≤ |xi(τ 1Zm)− xj(τ 1Zm)|+ δ|vi − vj | ≤ |xi(τ 1Zm)− xj(τ 1Zm)|+ 2δR. (3.36)
Since there is an (i; j, k) ternary collision at τ 1Zm , we have
|xi(τ 1Zm)− xj(τ 1Zm)|2 + |xi(τ 1Zm)− xk(τ 1Zm)|2 = 2σ23 ⇒ |xi(τ 1Zm)− xj(τ 1Zm)| ≤
√
2σ3 (3.37)
Combining (3.36)-(3.37), we obtain
|xi − xj |2 ≤ |xi(τ 1Zm)− xj(τ 1Zm)|2 + 4
√
2σ3δR + 4δ
2R2. (3.38)
Using the same argument for the pair (i, k), adding and recalling the fact that there is (i; j, k) collision at
τ 1Zm , we obtain
2σ23 ≤ d23(xi;xj , xk) ≤ 2σ23 + 8
√
2σ3Rδ + 8δR
2 ≤ 2σ23 + 8
√
2σ3Rδ + 16δR
2 = (
√
2σ3 + 4δR)
2
⇒ Zm ∈ U3ijk, (3.39)
where the lower inequality holds trivially since Zm ∈ Dm,σ2,σ3 .
For the pair (i′, j′), (3.35) and triangle inequality yield
σ2 ≤ |xi − xj | = |xi′(τ 1Zm)− xj′(τ 1Zm)− τ 1Zm(vi′ − vj′)| ≤ σ2 + 2δR⇒ Zm ∈ U2i′j′ , (3.40)
where the lower inequality trivially holds because of the phase space.
Combining (3.39)-(3.40), we obtain Zm ∈ U3ijk ∩ U2i′j′ , and claim (III) is proved. The rest of the claims
are proved by similar arguments and we obtain the inclusion
I1mu ⊆ U22 ∪ U23 ∪ U32 ∪ U33. (3.41)
Inclusion for I2sc,ng: Remark 3.14 guarantees that{
Zm(τ
1
Zm) ∈ Σ2ij ⇒ Zm(τ 2Zm) /∈ Σ2ij ,
Zm(τ
1
Zm) ∈ Σ3ijk ⇒ Zm(τ 2Zm) /∈ Σ3ijk.
(3.42)
We claim the following:
(I) Zm(τ 1Zm) ∈ Σ2ij , Zm(τ 2Zm) ∈ Σ2i′j′ ⇒ Zm ∈ U2ij ∩ U2i′j′ , ∀(i, j), (i′, j′) ∈ I2m.
(II) Zm(τ 1Zm) ∈ Σ2ij , Zm(τ 2Zm) ∈ Σ3i′j′k′ ⇒ Zm ∈ U2ij ∩ U3i′j′k′ , ∀(i, j) ∈ I3m, ∀(i′, j, k′) ∈ I3m.
(III) Zm(τ 1Zm) ∈ Σ3ijk,Zm(τ 2Zm) ∈ Σ2i′j′ ⇒ Zm ∈ U3ijk ∩ U2i′j′ , ∀(i, j, k) ∈ I3m, ∀(i′, j′) ∈ I2m.
(IV) Zm(τ 1Zm) ∈ Σ3ijk,Zm(τ 2Zm) ∈ Σ3i′j′k′ ⇒ Zm ∈ U2ij ∩ U3i′j′k′ , ∀(i, j, k), (i′, j′, k′) ∈ I3m.
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By (3.42), proving claims (I)-(IV) implies inclusion (3.28) for I2sc,ng.
Without loss of generality, we prove claim (III). Clearly all particles perform free motion until τ 1Zm , so
the same argument we used to obtain (3.39) yields
2σ23 ≤ d23(xi;xj , xk) ≤ (
√
2σ3 + 4δR)
2 ⇒ Zm ∈ U3ijk. (3.43)
Moreover, particles keep performing free motion up to time τ 2Zm , except particles i, j, k whose velocities
instantaneously tranform because of the collision at τ 1Zm .
We wish to prove as well Zm ∈ U2i′j′ i.e.
σ2 ≤ d2(xi′ , xj′) ≤ σ2 + 2δR. (3.44)
The first inequality trivially holds because of the phase space. To prove the second inequality, we distinguish
the following cases:
(i) i′, j′ /∈ {i, j, k}: Since particles (i′, j′) perform free motion up to τ 2Zm , a similar argument to the one
we used to obtain (3.40) yields Zm ∈ Ui′j′ . The only difference is that we apply the argument up to
time τ 2Zm ≤ δ, instead of τ 1Zm hence claim (3.44) is proved.
(ii) There is at least one recollision i.e. at least one of i′, j′ belongs to {i, j, k}: The argument is similar
to (i), the only difference being that velocities of the recolliding particles transform at τ 1Zm .
Since the argument is similar for all cases, let us provide a detailed proof only for one recollisional
case, for instance (i′, j′) = (i, k). We have
xi(τ
2
Zm) = xi(τ
1
Zm) + (τ
2
Zm − τ 1Zm)v∗i = xi + τ 1Zmvi + (τ 2Zm − τ 1Zm)v∗i ,
xk(τ
2
Zm) = xk(τ
1
Zm) + (τ
2
Zm − τ 1Zm)v∗k = xk + τ 1Zmvk + (τ 2Zm − τ 1Zm)v∗k,
so
xi − xk = xi(τ 2Zm)− xk(τ 2Zm)− τ 1Zm(vi − vk)− (τ 2Zm − τ 1Zm)(v∗i − v∗k).
Therefore, triangle inequality implies
|xi − xk| ≤ |xi(τ 2Zm)− xk(τ 2Zm)|+ τ 1Zm |vi − vk|+ (τ 2Zm − τ 1Zm)|v∗i − v∗k|
≤ |xi(τ 2Zm)− xk(τ 2Zm)|+ 2τ 1ZmR + 2(τ 2Zm − τ 1Zm)R (3.45)
= |xi(τ 2Zm)− xk(τ 2Zm)|+ 2τ 2ZmR
≤ |xi(τ 2Zm)− xk(τ 2Zm)|+ 2δR, (3.46)
to obtain (3.45), we use triangle inequality and Remark 3.18, and to obtain (3.46), we use the
assumption τ 2Zm ≤ δ. Therefore (3.44) is proved.
Combining (3.43), (3.44), we obtain Zm ∈ U3ijk ∩ U2i′j′ , and claim (III) follows.
The remaining claims are proved in a similar way. We obtain
I2sc,ng ⊆ U22 ∪ U23 ∪ U32 ∪ U33. (3.47)
Inclusions (3.41), (3.47) imply inclusion (3.28).
Assume now that Zm is precollisional. Therefore, we obtain
Zm(t) =
{
(Xm + tV
′
m, V
′
m), ∀t ∈ [0, τ 1Zm ], if Zm ∈ ∂2,scDm,σ2,σ3
(Xm + tV
∗
m, V
∗
m), ∀t ∈ [0, τ 1Zm ], if Zm ∈ ∂3,scDm,σ2,σ3 .
where the collisional transformation is taken with respect to the initial collisional particles. The proof
follows the same lines, using Remark 3.18 for the initial collisional particles whenever needed. 
Now we wish to estimate the measure of I1sc,g ∪ I1mu ∪ I2sc,ng in order to show that outside of a small
measure set we have a well defined flow. Let us first introduce some notation.
For m ≥ 2, (i, j) ∈ I2m, a permutation π : {i, j} → {i, j} and xπj ∈ Rd, we define the set
Sπi(xπj ) = {xπi ∈ Rd : (xi, xj) ∈ U2ij}. (3.48)
For m ≥ 3, (i, j, k) ∈ I3m, a permutation π : {i, j, k} → {i, j, k} and (xπj , xπk ) ∈ R2d, we define the set
Sπi(xπj , xπk) = {xπi ∈ Rd : (xi, xj , xk) ∈ U3ijk}. (3.49)
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Lemma 3.20. The following hold
(i) Let m ≥ 2, (i, j, k) ∈ I2m, a permutation π : {i, j} → {i, j} and xπj ∈ Rd. Then
|Sπi(xπj )|d ≤ Cd,Rδ. (3.50)
(ii) Let m ≥ 3, (i, j, k) ∈ I3m, a permutation π : {i, j, k} → {i, j, k} and (xπj , xπk ) ∈ R2d. Then
|Sπi(xπj , xπk)|d ≤ Cd,Rδ. (3.51)
Proof. For proof of estimate (3.51), we refer to Lemma 3.10. in [4].
Let us prove (3.50). Consider (i, j) ∈ I2m, and assume without loss of generality that π(i, j) = (i, j). Let
xj ∈ Rd. Recalling (3.48), we obtain
Si(xj) =
{
xi ∈ Rd : σ2 ≤ |xi − xj | ≤ σ2 + 2δR
}
,
thus Si(xj) is a spherical shell in Rd of inner radius σ2 and outer radius σ2 + 2δR. Therefore, by scaling
(3.27), we obtain
|Si(xj)|d ≃ (σ2 + 2δR)d − σd2 = 2δR
d−1∑
ℓ=0
(σ2 + 2δR)
d−1−ℓσℓ2 ≤ Cd,Rδ.

Remark 3.21. Estimates of Lemma 3.20 are not sufficient to generate a global flow because δ represents
the length of an elementary time step, therefore iterating, we cannot eliminate pathological sets. We will
derive a better estimate of order δ2 to achieve this elimination.
Lemma 3.22. Let m ≥ 2, 1 < R < ρ and 0 < δR < σ2 < σ3 < 1. Then the following estimate holds:
|I1sc,g ∪ I1mu ∪ I2sc,ng|2dm ≤ Cm,d,Rρd(m−2)δ2. (3.52)
Proof. For m = 2, the result comes trivially from Lemma 3.17 and Lemma 3.19.
For m ≥ 3, we recall from Lemma 3.17 that I1g is of measure zero and that by Lemma 3.19, we have
I1mu ∪ I2sc,ng = U22 ∪ U23 ∪ U32 ∪ U33,
where U22, U23, U32, U33 are given by (3.29)-(3.32). Therefore it suffices to estimate the measure of U22, U23, U32, U33.
We will strongly rely on Lemma 3.20.
• Estimate of U22: By (3.29), we have
U22 =
⋃
(i,j) 6=(i′,j′)∈I2m
(U2ij ∩ U2i′j′).
Consider (i, j) 6= (i′, j′) ∈ I2m. We distinguish the following possible cases:
(I) i′, j′ /∈ {i, j}: By (3.33), followed by Fubini’s Theorem and part (i) of Lemma 3.20, we have
|U2ij ∩ U2i′j′ |2dm . Rdmρd(m−4)
∫
B4dρ
1S2
i
(xj)∩S2i′ (xj′ )
dxi dxi′ dxj dxj′
≤ Rdmρd(m−4)
(∫
Bdρ
∫
Rd
1S2i (xj)
dxi dxj
)(∫
Bdρ
∫
Rd
1S2
i′ (xj′ )
dxi′ dxj′
)
≤ Cd,Rρd(m−2)δ2.
(II) Exactly one of i′, j′ belongs to {i, j}: Without loss of generality we consider the case (i′, j′) = (j, j′),
for some j′ > j and all other cases follow similarly. Fubini’s Theorem and part (i) of Lemma 3.20
imply
|U2ij ∩ U2jj′ |2dm . Rdmρd(m−3)
∫
B3dρ
1S2i (xj)∩S2j (xj′ ) dxj dxj′ dxi
≤ Rdmρd(m−3)
∫
Bdρ
(∫
Rd
1S2i (xj)
dxi
)(∫
Rd
1S2
j′ (xj)
dxj′
)
dxj
≤ Cd,Rρd(m−2)δ2.
RIGOROUS DERIVATION OF A BINARY-TERNARY BOLTZMANN EQUATION 21
Combining cases (I)-(II), we obtain
|U22|2dm ≤ Cm,d,Rρd(m−2)δ2. (3.53)
• Estimate of U23: By (3.30), we have
U23 =
⋃
(i,j)∈I2m,(i′,j′,k′)∈I3m
(U2ij ∩ U3i′j′k′).
Consider (i, j) ∈ I2m, (i′, j′, k′) ∈ I3m. We distinguish the following possible cases:
(I) i′, j′, k′ /∈ {i, j}: By Fubini’s Theorem and parts (i)-(ii) of Lemma 3.20, we obtain
|U2ij ∩ U3i′j′k′ |2dm . Rdmρd(m−5)
∫
B5dρ
1S2
j
(xi)∩S3k′ (xi′ ,xj′ )
dxi dxj dxi′ dxj′ dxk′
≤ Rdmρd(m−5)
(∫
Bdρ
∫
Rd
1S2j (xi)
dxi dxj
)(∫
Bdρ×Bdρ
∫
Rd
1S3
k′ (xi′ ,xj′ )
dxi′ dxj′ dxk′
)
≤ Cd,Rρd(m−2)δ2.
(II) Exactly one of i′, j′, k′ belongs in {i, j}: Without loss of generality we consider the case (i′, j′, k′) :=
(i′, i, k′), for some i′ < i < k′ and all other cases follow similarly. Using Fubini’s Theorem and parts
(i)-(ii) of Lemma 3.20, we obtain
|U2ij ∩ Ui′ik′ |2dm . Rdmρd(m−4)
∫
B4dρ
1S2j (xi)∩S3i′ (xi,xk′ )
dxi dxj dxi′ dxk′
≤ Rdmρd(m−4)
∫
Bdρ
(∫
Rd
1S2j (xi)
dxj
)(∫
Bdρ
∫
Rd
1S3
i′ (xi,xk′ )
dxi′ dxk′
)
dxi
≤ Cd,Rρd(m−2)δ2.
(III) Exactly two of i′, j′, k′ belongs in {i, j}: Without loss of generality we consider the case (i′, j′, k′) =
(i′, i, j), for some i′ < i and all other cases follow similarly. Using Fubini’s Theorem and parts (i)-(ii)
of Lemma 3.20, we obtain
|U2ij ∩ U3i′ij |2dm . Rdmρd(m−3)
∫
B3dρ
1S2i (xj)∩S3i′ (xi,xj)
dxi dxj dxi′
≤ Rdmρd(m−3)
∫
Bdρ×Bdρ
(∫
Rd
1S2i (xj)
1S3
i′ (xi,xj)
dxi′
)
dxi dxj
= Rdmρd(m−3)
∫
Bdρ×Bdρ
1S2i (xj)
(
∫
Rd
1S3
i′ (xi,xj)
dxi′) dxi dxj
≤ Cd,Rρd(m−3)δ
∫
Bdρ
∫
Rd
1Si(xj) dxi dxj
≤ Cd,Rρd(m−2)δ2.
Combining cases (I)-(III), we obtain
|U23|2dm ≤ Cm,d,Rρd(m−2)δ2. (3.54)
• Estimate of U32: We use a similar argument to the estimate for U23, to obtain
|U32|2dm ≤ Cm,d,Rρd(m−2)δ2. (3.55)
• Estimate of U33: We refer to Lemma 3.11. from [4] for a detailed proof. We obtain
|U33|2dm ≤ Cm,d,Rρd(m−2)δ2. (3.56)
Combining (3.53)-(3.56), we obtain (3.52) and the proof is complete. 
We inductively use Lemma 3.22 to define a global flow which preserves energy for almost all configura-
tion. For this purpose, given Zm = (Xm, Vm) ∈ R2dm, we define its kinetic energy as:
Em(Zm) =
1
2
m∑
i=1
|vi|2 (3.57)
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For convenience, let us define the m-particle free flow:
Definition 3.23. Let m ∈ N. We define the m-particle free flow as the family of measure-preserving maps
(Φtm)t∈R : R
2dm → R2dm, given by
ΦtmZm = Φ
t
m(Xm, Vm) = (Xm + tVm, Vm). (3.58)
We are now in the position to state the Existence Theorem of the m-particle (σ2, σ3)-flow.
Theorem 3.24. Let m ∈ N and 0 < σ2 < σ3 < 1. There exists a family of measure-preserving maps
(Ψtm)t∈R : Dm,σ2,σ3 → Dm,σ2,σ3 such that
Ψt+sm Zm = (Ψ
t
m ◦Ψsm)(Zm) = (Ψsm ◦Ψtm)(Zm), a.e. in Dm,σ2,σ3 , ∀t, s ∈ R, (3.59)
Em
(
ΨtmZm
)
= Em(Zm), a.e. in Dm,σ2,σ3 , ∀t ∈ R, where Em is given by (3.57). (3.60)
Moreover, for m ≥ 3, we have
ΨtmZ
′
m = Ψ
t
mZm, σ − a.e. on ∂sc,ngDm,σ2,σ3 ∩ ∂2,scDm,σ2,σ3 , ∀t ∈ R, (3.61)
ΨtmZ
∗
m = Ψ
t
mZm, σ − a.e. on ∂sc,ngDm,σ2,σ3 ∩ ∂3,scDm,σ2,σ3 , ∀t ∈ R, (3.62)
while for m = 2, we have
Ψt2Z
′
2 = Ψ
t
2Z2, σ − a.e. on ∂sc,ngD2,σ2,σ3 ∩ ∂2,scD2,σ2,σ3 , ∀t ∈ R, (3.63)
where σ is the surface measure induced on ∂Dm by the Lebesgue measure. This family of maps is called
the m-particle (σ2, σ3)-flow.
For m = 1, we define Ψt1 := Φ
t
1 ∀t ∈ R.
Proof. The proof follows exactly the same steps as the proof of Theorem 3.14. from [4] (for additional
details see Theorem 4.9.1 from [2]). 
Remark 3.25. We have seen that the flow can be defined only a.e. in Dm,σ2,σ3 . However to simplify the
notation, without loss of generality, we may assume that the flow is well defined on the whole phase space
Dm,σ2,σ3 .
3.5. The Liouville equation. Here, we formally derive the Liouville equation for m hard spheres of
diameter σ2 and interaction zone σ3, where 0 < σ2 < σ3 < 1. Without loss of generality, we derive the
equation for m ≥ 3, and for m = 2 we follow a similar argument neglecting the ternary terms. For m = 1,
the Liouville equation will be trivial since the flow coincides with the free flow. We then introduce the
m-particle (σ2, σ3) interaction flow operator and the m-particle free flow operator.
Let m ≥ 3 and consider an initial absolutely continuous Borel probability measure P0 on R2dm, with a
probability density fm,0 satisfying the following properties:
• fm,0 is supported in Dm,σ2,σ3 i.e.
supp fm,0 := {Zm ∈ R2dm : fm,0(Zm) 6= 0} ⊆ Dm,σ2,σ3 . (3.64)
• fm,0 is symmetric i.e. for any permutation pm of the m-particles, there holds:
fm,0(Zpm ) = fm,0(Zm), ∀Zm ∈ R2dm. (3.65)
The probability measure P0 expresses the initial distribution in space and velocities of the m-particles.
We are interested in the evolution of this measure under the flow. For this purpose, given t ≥ 0 we define
Pt to be the push-forward of P0 under the flow i.e.
Pt(A) = P0
(
Ψ−tm (A)
)
, A ⊆ R2dm Borel measurable.
Conservation of measure under the flow implies that Pt is absolutely continuous with probability density
given by
fm(t, Zm) =
{
fm,0 ◦Ψ−tm , a.e. in Dm,σ2,σ3 ,
0, a.e. in R2dm \ Dm,σ2,σ3 .
(3.66)
Clearly fm(t, Zm) is symmetric and supported in Dm,σ2,σ3 , for all t ≥ 0. Moreover, we have
fm(0, Zm) = fm,0 ◦Ψ0m(Zm) = fm,0(Zm), Zm ∈ D˚m,σ2,σ3 . (3.67)
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Since m > 2, (3.61) implies
fm(t, Z
′
m) = fm,0 ◦Ψ−tm (Z′m) = fm,0 ◦Ψ−tm (Zm) = fm(t, Zm), σ − a.e. on ∂2,scDm,σ2,σ3 , ∀t ≥ 0. (3.68)
Additionally, since m ≥ 3, (3.62) implies
fm(t, Z
∗
m) = fm,0 ◦Ψ−tm (Z∗m) = fm,0 ◦Ψ−tm (Zm) = fm(t, Zm), σ − a.e. on ∂3,scDm,σ2,σ3 , ∀t ≥ 0. (3.69)
Finally, recall from (3.66) that
fm(t, Zm) = fm,0 ◦Ψ−tm (Zm), a.e. in Dm,σ2,σ3 , ∀t ≥ 0. (3.70)
Combining (3.67)-(3.70), and formally assuming that fm is smooth in time, by the chain rule, we obtain
that fm formally satisfies the m-particle Liouville equation in Dm,σ2,σ3 :
∂tfm +
m∑
i=1
vi · ∇xifm = 0, (t, Zm) ∈ (0,∞)× D˚m,σ2,σ3
fm(t, Z
′
m) = fm(t, Zm), (t, Zm) ∈ [0,∞)× ∂2,scDm,σ2,σ3 ,
fm(t, Z
∗
m) = fm(t, Zm), (t, Zm) ∈ [0,∞)× ∂3,scDm,σ2,σ3 ,
fm(0, Zm) = fm,0(Zm), Zm ∈ D˚m,σ2,σ3 .
(3.71)
With similar arguments, we conclude that, in the case m = 2, f2 formally satisfies the 2-particle Liouville
equation D2,σ2,σ3 : 
∂tf2 + v1 · ∇x1f2 + v2 · ∇x2f2 = 0, (t, Z2) ∈ (0,∞)× D˚2,σ2,σ3 ,
f2(t, Z
′
2) = f2(t, Z2), (t, Z2) ∈ [0,∞)× ∂2,scD2,σ2,σ3 ,
f2(0, Z2) = f2,0(Z2), Z2 ∈ D˚2,σ2,σ3 .
(3.72)
In the case m = 1, we trivially have f(t, x1, v1) = f0(Φ−t1 (x1, v1)) = f0(x1 − tv1, v1).
Now, we introduce some notation defining the m-particle free flow operator and the m-particle (σ2, σ3)-
flow operator. For convenience, let us denote
C0(Dm,σ2,σ3) := {gm ∈ C0(R2dm) : supp gm ⊆ Dm,σ2,σ3}. (3.73)
Definition 3.26. For t ∈ R and 0 < σ2 < σ3 < 1, we define the m-particle (σ2, σ3)-flow operator T tm :
C0(Dm,σ2,σ3)→ C0(Dm,σ2,σ3) as:
T tmgm(Zm) =
{
gm(Ψ
−t
m Zm), if Zm ∈ Dm,σ2,σ3 ,
0, if Zm /∈ Dm,σ2,σ3 ,
(3.74)
where Ψm is the m-particle (σ2, σ3)-flow defined in Theorem 3.24.
Remark 3.27. Given an initial probability density fm,0, satisfying (3.64)-(3.65), the function fm(t, Zm) =
T tmfm,0(Zm) is formally the unique solution to the Liouville equation (3.71) with initial data fm,0.
We also define the free flow and the m-particle free flow operator.
Definition 3.28. For t ∈ R and m ∈ N, we define the m-particle free flow operator Stm : C0(R2dm) →
C0(R2dm) as:
Stmgm(Zm) = gm(Φ
−t
m Zm) = gm(Xm − tVm, Vm). (3.75)
4. BBGKY hierarchy, Boltzmann hierarchy and the binary-ternary Boltzmann equation
4.1. The BBGKY hierarchy. Consider N-particles of diameter 0 < ǫ2 < 1 and interaction zone 0 < ǫ3 <
1, where N ≥ 3 and ǫ2 < ǫ3. For s ∈ N, we define the s-marginal of a symmetric probability density fN ,
supported in DN,ǫ2,ǫ3 , as
f
(s)
N (Zs) =

∫
R2d(N−s)
fN (ZN) dxs+1... dxN dvs+1... dvN , 1 ≤ s < N,
fN , s = N,
0, s > N,
(4.1)
24 IOAKEIM AMPATZOGLOU AND NATASˇA PAVLOVIC´
where for Zs = (Xs, Vs) ∈ R2ds, we write ZN = (Xs, xs+1, ..., xN , Vs, vs+1, ..., vN ). One can see, for all
1 ≤ s ≤ N , the marginals f (s)N are symmetric probability densities, supported in Ds,ǫ2,ǫ3 and
f
(s)
N (Zs) =
∫
R2d
f
(s+1)
N (XN , VN ) dxs+1 dvs+1, ∀1 ≤ s ≤ N − 1.
Assume now that fN is formally the solution to the N-particle Liouville equation (3.71) with initial
data fN,0. We seek to formally find a hierarchy of equations satisfied by the marginals of fN . For s ≥ N ,
by definition, we have
f
(N)
N = fN , and f
(s)
N = 0, for s > N, (4.2)
We observe that ∂DN,ǫ2,ǫ3 is equivalent up to surface measure zero to ΣX × RdN where
ΣX :=
⋃
(i,j)∈I2
N
Σ2,sc,Xij ∪
⋃
(i,j,k)∈I3
N
Σ3,sc,Xijk , (4.3)
Σ2,sc,Xij :=
{
XN ∈ RdN :d2(xi, xj) = ǫ2, d2(xi′ , xj′) > ǫ2, ∀(i′, j′) ∈ I2N \ {(i, j)}
and d3(xi′ ; , xj′ , xk′) >
√
2ǫ3, ∀(i′, j′, k′) ∈ I3N
}
,
Σ3,sc,Xijk :=
{
XN ∈ RdN :d3(xi; xj , xk) =
√
2ǫ3, d2(xi′ , xj′) > ǫ2, ∀(i′, j′) ∈ I2N
and d3(xi′ ; , xj′ , xk′) >
√
2ǫ3, ∀(i′, j′, k′) ∈ I3N} \ {(i, j, k)}
}
.
Notice that (4.3) is a pairwise disjoint union.
Remark 4.1. The assumption ǫ2 < ǫ3 made at at the beginning of the section is necessary for the ternary
contribution to be visible. Indeed, if ǫ2 ≥ ǫ3, Remark 3.1 and (3.23) would imply that Σ3,sc,Xijk = ∅ for all
(i, j, k) ∈ I3m, therefore there would not be a ternary collisional term.
The hierarchy for s < N will come after integrating by parts the Liouville equation (3.71). Consider
1 ≤ s ≤ N −1. The boundary and initial conditions can be easily recovered integrating Liouville’s equation
boundary and initial conditions respectively i.e.
f
(s)
N (t, Z
′
s) = f
(s)
N (t, Zs), (t, Zs) ∈ [0,∞)× ∂2,scDs,ǫ2,ǫ3 , s ≥ 2,
f
(s)
N (t, Z
∗
s ) = f
(s)
N (t, Zs), (t, Zs) ∈ [0,∞)× ∂3,scDs,ǫ2,ǫ3 , s ≥ 3,
f
(s)
N (0, Zs) = f
(s)
N,0(Zs), Zs ∈ D˚s,ǫ2,ǫ3 .
(4.4)
Notice that for s = 2 there is no ternary boundary condition, while for s = 1 there is no boundary condition
at all.
Consider now a smooth test function φs compactly supported in (0,∞)×Ds,ǫ2,ǫ3 such that the following
hold:
• For any (i, j) ∈ I2N with j ≤ s, we have
φs(t, psZ
′
N ) = φs(t, psZN ) = φs(t, Zs), ∀(t, ZN ) ∈ (0,∞)× Σsc,2i,j , (4.5)
• For any (i, j, k) ∈ I3N with j ≤ s, we have
φs(t, psZ
∗
N ) = φs(t, psZN ) = φs(t, Zs), ∀(t, ZN ) ∈ (0,∞)× Σsc,3i,j,k, (4.6)
where ps : R2dN → R2ds denotes the natural projection in space and velocities, given by ps(ZN ) = Zs.
Multiplying the Liouville equation by φs and integrating, we obtain its weak form∫
(0,∞)×DN,ǫ2,ǫ3
(
∂tfN (t, ZN) +
N∑
i=1
vi∇xifN (t, ZN )
)
φs(t, Zs) dXN dVN dt = 0. (4.7)
For the time derivative in (4.7), we use Fubini’s Theorem, integration by parts in time, the fact that fN is
supported in (0,∞)×DN,ǫ2,ǫ3 and the fact that φs is compactly supported in (0,∞)×Ds,ǫ2,ǫ3 , to obtain∫
(0,∞)×DN,ǫ2,ǫ3
∂tfN (t, ZN )φs(t, Zs) dXN dVN dt =
∫
(0,∞)×Ds,ǫ2,ǫ3
∂tf
(s)
N (t, Zs)φs(t, Zs) dXs dVs dt. (4.8)
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For the material derivative term in (4.7), the Divergence Theorem implies that∫
DN,ǫ2,ǫ3
N∑
i=1
vi∇xifN (t, ZN )φs(t, Zs) dXN dVN =
∫
DN,ǫ2,ǫ3
divXN [fN (t, ZN )VN ]φs(t, Zs) dXN dVN
= −
∫
DN,ǫ2,ǫ3
VN · ∇XNφs(t, Zs)fN (t, ZN ) dXN dVN +
∫
ΣX×RdN
nˆ (XN ) · VNfN (t, ZN )φs (t, Zs) dVN dσ, (4.9)
where ΣX is given by (4.3), nˆ(XN ) is the outwards normal vector on ΣX at XN ∈ ΣX and dσ is the surface
measure on ΣX . Using the fact that fN is supported in DN,ǫ2,ǫ3 , Divergence Theorem and the fact that φs
is compactly supported in (0,∞)×Ds,ǫ2,ǫ3 , we obtain∫
DN,ǫ2,ǫ3
VN · ∇XNφs(t, Zs)fN (t, ZN ) dXN dVN = −
∫
Ds,ǫ2,ǫ3
s∑
i=1
vi∇xif (s)N (t, Zs)φs(t, Zs) dXs dVs, (4.10)
Combining (4.7)-(4.10), and recalling the space boundary decomposition (4.3), we obtain∫
(0,∞)×Ds,ǫ2,ǫ3
(
∂tf
(s)
N (t, Zs) +
s∑
i=1
vi∇xif (s)N (t, Zs)
)
φs (t, Zs) dXs dVs dt
= −
∫
(0,∞)×ΣX×RdN
nˆ (XN ) · VNfN (t, ZN )φs (t, Zs) dVN dσ dt,
=:
∫ ∞
0
∑
(i,j)∈I2
N
C2ij(t) +
∑
(i,j,k)∈I3
N
C3ijk(t) dt, (4.11)
where for (i, j) ∈ I2N , t > 0, we denote
C2ij(t) = −
∫
Σ
2,sc,X
i,j ×RdN
nˆ2ij (XN ) · VNfN (t, ZN )φs (t, Zs) dVN dσ2ij , (4.12)
for (i, j, k) ∈ I3N , t > 0, we denote
C3ijk(t) = −
∫
Σ
3,sc,X
i,j,k
×RdN
nˆ3ijk (XN ) · VNfN (t, ZN )φs (t, Zs) dVN dσ3ijk, (4.13)
and nˆ2ij(XN ) is the outwards normal vector on Σ
2,sc,X
ij at XN ∈ Σ2,sc,Xij , dσ2ij is the surface measure on
Σ2,sc,Xij , while nˆ
3
ijk(XN ) is the outwards normal vector on Σ
3,sc,X
ijk at XN ∈ Σ3,sc,Xijk and dσ3ijk is the surface
measure on Σ3,sc,Xijk .
Following similar calculations to [22] which treats the binary case, and [4] which treats the ternary case,
we formally obtain the BBGKY hierarchy:
∂tf
(s)
N +
s∑
i=1
vi∇xif (s)N = CNs,s+1f (s+1)N + CNs,s+2f (s+2)N , (t, Zs) ∈ (0,∞)× D˚s,ǫ2,ǫ3 ,
f
(s)
N (t, Z
′
s) = f
(s)
N (t, Zs), (t, Zs) ∈ [0,∞)× ∂2,scDs,ǫ2,ǫ3 , whenever s ≥ 2,
f
(s)
N (t, Z
∗
s ) = f
(s)
N (t, Zs), (t, Zs) ∈ [0,∞)× ∂3,scDs,ǫ2,ǫ3 , whenever s ≥ 3,
f
(s)
N (0, Zs) = f
(s)
N,0(Zs), Zs ∈ D˚s,ǫ2,ǫ3 ,
(4.14)
where
CNs,s+1 = CN,+s,s+1 − CN,−s,s+1, (4.15)
CNs,s+2 = CN,+s,s+2 − CN,−s,s+2. (4.16)
and we use the following notation:
• Binary notation: For 1 ≤ s ≤ N − 1 we denote
CN,+s,s+1f (s+1)N (t, Zs) = A2N,ǫ2,s
s∑
i=1
∫
S
d−1
1 ×Rd
b+2 (ω1, vs+1 − vi)f (s+1)N
(
t, Z′s+1,ǫ2,i
)
dω1 dvs+1, (4.17)
CN,−s,s+1f (s+2)N (t, Zs) = A2N,ǫ2,s
s∑
i=1
∫
S
d−1
1 ×Rd
b+2 (ω1, vs+1 − vi)f (s+1)N (t, Zs+1,ǫ2,i) dω1 dvs+1, (4.18)
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where
b2(ω1, vs+1 − vi) = 〈ω1, vs+1 − vi〉,
b+2 = max{b2, 0},
A2N,ǫ2,s = (N − s)ǫd−12 ,
Zs+1,ǫ2,i = (x1, ..., xi, ..., xs, xi − ǫ2ω1, v1, ...vi−1, vi, vi+1, ..., vs, vs+1),
Z′s+1,ǫ2,i = (x1, ..., xi, ..., xs, xi + ǫ2ω1, v1, ...vi−1, v
′
i, vi+1, ..., vs, v
′
s+1).
(4.19)
For s ≥ N we trivially define CNs,s+1 ≡ 0.
• Ternary notation: For 1 ≤ s ≤ N − 2 we denote
CN,+s,s+2f (s+2)N (t, Zs) = A3N,ǫ3,s
s∑
i=1
∫
S
2d−1
1 ×R2d
b+3 (ω1, ω2, vs+1 − vi, vs+2 − vi)√
1 + 〈ω1, ω2〉
× f (s+2)N
(
t, Z∗s+2,ǫ3,i
)
dω1 dω2 dvs+1 dvs+2,
(4.20)
CN,−s,s+2f (s+2)N (t, Zs) = A3N,ǫ3,s
s∑
i=1
∫
S
2d−1
1 ×R2d
b+3 (ω1, ω2, vs+1 − vi, vs+2 − vi)√
1 + 〈ω1, ω2〉
× f (s+2)N (t, Zs+2,ǫ3,i) dω1 dω2 dvs+1 dvs+2,
(4.21)
where
A3N,ǫ3,s = 2
d−2(N − s)(N − s− 1)ǫ2d−13 ,
b3(ω1, ω2, vs+1 − vi, vs+2 − vi) = 〈ω1, vs+1 − vi〉+ 〈ω2, vs+2 − vi〉,
b+3 = max{b3, 0},
Zs+2,ǫ3,i = (x1, ..., xi, ..., xs, xi −
√
2ǫ3ω1, xi −
√
2ǫ3ω2, v1, ...vi−1, vi, vi+1, ..., vs, vs+1, vs+2),
Z∗s+2,ǫ3,i = (x1, ..., xi, ..., xs, xi +
√
2ǫ3ω1, xi +
√
2ǫ3ω2, v1, ...vi−1, v
∗
i , vi+1, ..., vs, v
∗
s+1, v
∗
s+2).
(4.22)
For s ≥ N − 1 we trivially define CNs,s+2 ≡ 0.
Duhamel’s formula implies that the BBGKY hierarchy can be written in mild form as follows
f
(s)
N (t, Zs) = T
t
sf
(s)
N,0(Zs) +
∫ t
0
T t−τs
(
CNs,s+1f (s+1)N + CNs,s+2f (s+2)N
)
(τ, Zs) dτ, s ∈ N, (4.23)
where T ts is the s-particle (ǫ2, ǫ3)-flow operator given in (3.74).
4.2. The Boltzmann hierarchy. We will now derive the Boltzmann hierarchy as the formal limit of the
BBGKY hierarchy as N →∞ and ǫ2, ǫ3 → 0+ under the scaling
Nǫd−12 ≃ Nǫd−1/23 ≃ 1. (4.24)
This scaling implies that ǫ2,ǫ3 satisfy
ǫd−12 ≃ ǫd−1/23 . (4.25)
Remark 4.2. Using the scaling (4.24), we obtain
ǫ2 ≃ N− 1d−1 N→∞−→ 0, ǫ3 ≃ N− 22d−1 N→∞−→ 0, (4.26)
thus
ǫ2
ǫ3
≃ N− 1(d−1)(2d−1) N→∞−→ 0, (4.27)
Therefore, for N large enough, we have ǫ2 << ǫ3.
Remark 4.3. The scaling (4.24) guarantees that for a fixed s ∈ N, we have
A2N,ǫ2,s = (N − s)ǫd−12 −→ 1, as N →∞,
A3N,ǫ3,s = 2
d−2(N − s)(N − s− 1)ǫ2d−13 −→ 1, as N →∞.
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Formally taking the limit under the scaling imposed we may define the following collisional operators:
• Binary Boltzmann operator:
C∞s,s+1 = C∞,+s,s+1 − C∞,−s,s+1, (4.28)
where
C∞,+s,s+1f (s+1)(t, Zs) =
s∑
i=1
∫
(Sd−11 ×Rd)
b+2 (ω1, vs+2 − vi)f (s+1)
(
t, Z′s+1,i
)× dω1 dvs+1, (4.29)
C∞,−s,s+1f (s+1)(t, Zs) =
s∑
i=1
∫
(Sd−11 ×Rd)
b+2 (ω1, vs+2 − vi)× f (s+1) (t, Zs+1,i)× dω1 dvs+1, (4.30)
b2(ω1, vs+1 − vi) = 〈ω1, vs+1 − vi〉,
b2 = max{0, b2},
Zs+1,i = (x1, ..., xi, ..., xs, xi, v1, ...vi−1, vi, vi+1, ..., vs, vs+1),
Z′s+1,i = (x1, ..., xi, ..., xs, xi, v1, ...vi−1, v
′
i, vi+1, ..., vs, v
′
s+1).
(4.31)
• Ternary Boltzmann operator:
C∞s,s+2 = C∞,+s,s+2 − C∞,−s,s+2, (4.32)
where
C∞,+s,s+2f (s+2)(t, Zs) =
s∑
i=1
∫
(S
2d−1
1 ×R2d)
b+3 (ω1, ω2, vs+1 − vi, vs+2 − vi)√
1 + 〈ω1, ω2〉
f (s+2)
(
t, Z∗s+2,i
)
× dω1 dω2 dvs+1 dvs+2,
(4.33)
C∞,−s,s+2f (s+2)(t, Zs) =
s∑
i=1
∫
(S
2d−1
1 ×R2d)
b+3 (ω1, ω2, vs+1 − vi, vs+2 − vi)√
1 + 〈ω1, ω2〉
× f (s+2) (t, Zs+2,i)
× dω1 dω2 dvs+1 dvs+2,
(4.34)
b3(ω1, ω2, vs+1 − vi, vs+2 − vi) = 〈ω1, vs+1 − vi〉+ 〈ω2, vs+2 − vi〉,
b+3 = max{b3, 0},
Zs+2,i = (x1, ..., xi, ..., xs, xi, xi, v1, ...vi−1, vi, vi+1, ..., vs, vs+1, vs+2),
Z∗s+2,i = (x1, ..., xi, ..., xs, xi, xi, v1, ...vi−1, v
∗
i , vi+1, ..., vs, v
∗
s+1, v
∗
s+2).
(4.35)
Now we are ready to introduce the Boltzmann hierarchy. More precisely, given an initial probability
density f0, the Boltzmann hierarchy for s ∈ N is given by:∂tf
(s) +
s∑
i=1
vi∇xif (s) = C∞s,s+1f (s+1) + C∞s,s+2f (s+2), (t, Zs) ∈ (0,∞)× R2ds,
f (s)(0, Zs) = f
(s)
0 (Zs), ∀Zs ∈ R2ds.
(4.36)
Duhamel’s formula implies that the Boltzmann hierarchy can be written in mild form as follows
f (s)(t, Zs) = S
t
sf
(s)
0 (Zs) +
∫ t
0
St−τs
(
C∞s,s+1f (s+1) + C∞s,s+2f (s+2)
)
(τ, Zs) dτ, s ∈ N, (4.37)
where Sts denotes the s−particle free flow operator given in (3.75).
4.3. The binary-ternary Boltzmann equation.
4.3.1. The binary-ternary Boltzmann equation. In most applications, particles are initially independently
distributed. This translates to tensorized Boltzmann hierarchy initial data i.e.
f
(s)
0 (Zs) = f
⊗s
0 (Zs) =
s∏
i=1
f0(xi, vi), s ∈ N, (4.38)
where f0 : Rd × Rd → R is a given function. One can easily verify that the anszatz:
f (s)(t, Zs) = f
⊗s(t, Zs) =
s∏
i=1
f(t, xi, vi), s ∈ N, (4.39)
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solves the Boltzmann hierarchy with initial data given by (4.38), if f : [0,∞) × Rd × Rd → R satisfies the
following nonlinear integro-differential equation:{
∂tf + v · ∇xf = Q2(f, f) +Q3(f, f, f), (t, x, v) ∈ (0,∞)× R2d,
f(0, x, v) = f0(x, v), (x, v) ∈ R2d,
(4.40)
which we call the binary-ternary Boltzmann equation. The binary collisional operator Q2 is given by
Q2(f, f)(t, x, v) =
∫
S
d−1
1 ×Rd
b+2 (ω1, v1 − v)
(
f ′f ′1 − ff1
)
dω1 dv1, (4.41)
where
b2(ω1, v1 − v) = 〈ω1, v1 − v〉,
b+2 = max{0, b2},
f ′ = f(t, x, v′), f = f(t, x, v),
f ′1 = f(t, x, v
′
1), f1 = f(t, x, v1).
(4.42)
The ternary collisional operator Q3 is given by
Q3(f, f, f)(t, x, v) =
∫
S
2d−1
1 ×R2d
b+3 (ω1, ω2, v1 − v, v2 − v)√
1 + 〈ω1, ω2〉
(f∗f∗1 f
∗
2 − ff1f2) dω1 dω2 dv1 dv2, (4.43)
where
b3(ω1, ω2, vs+1 − vi, vs+2 − vi) = 〈ω1, v1 − v〉+ 〈ω2, v2 − v〉,
b+3 = max{0, b3},
f∗ = f(t, x, v∗), f = f(t, x, v),
f∗1 = f(t, x, v
∗
1), f1 = f(t, x, v1),
f∗2 = f(t, x, v
∗
2), f = f(t, x, v2).
(4.44)
Duhamel’s formula implies the binary-ternary Boltzmann equation can be written in mild form as
f(t, x, v) = St1f0(x, v) +
∫ t
0
St−τ1 Q(f, f, f)(τ, x, v) dτ, (4.45)
where
St1g(x, v) = g(x− tv, v), ∀(t, x, v) ∈ [0,∞)× R2d, g : R2d → R.
Remark 4.4. We will see in Section 5 that both the Boltzmann hierarchy and the binary-ternary Boltzmann
equation are well-posed in appropriate functional spaces. It is not hard to see that if f is formally a solution
to the binary-ternary Boltzmann equation with initial data f0, then the tensorized product F := (f⊗s)s∈N is
a solution to the Boltzmann hierarchy with initial data F0 := (f⊗s0 )s∈N. Therefore, the tensorized product
of the unique solution to the binary-ternary Boltzmann equation with initial data f0 will give the unique
mild solution to the Boltzmann hierarchy with initial data F0.
Remark 4.5. It is important to point out that in [2], the ternary operator Q3 was symmetrized to an
operator Q˜3 which shares similar statistical and entropy production properties with the classical binary
Boltzmann operator Q2 (see [12]). In particular, it has a weak formulation which yields an H-Theorem
and local conservation laws. Hence, the operator Q2 + Q˜3 satisfies these statistical properties as well. This
observation illustrates that the binary-ternary equation we are studying could serve as an extension term
of the classical Boltzmann equation in modeling denser gases.
5. Local well-posedness
In this section, we show that the BBGKY hierarchy, the Boltzmann hierarchy and the binary-ternary
Boltzmann equation are well-posed for short times in Maxwellian weighted L∞-spaces. To obtain these
results, we combine the continuity estimates on the binary and ternary collisional operators, obtained in
[22] and [4] respectively.
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5.1. LWP for the BBGKY hierarchy. Consider (N, ǫ2, ǫ3) in the scaling (4.24), with N ≥ 3. For
s ∈ {1, ..., N}, recall from (3.73) the space of functions
C0(Ds,ǫ2,ǫ3) := {gm ∈ C0(R2ds) : supp gs ⊆ Ds,ǫ2,ǫ3}.
For β > 0 we define the Banach space
XN,β,s :=
{
gN,s ∈ C0(Dm,ǫ2,ǫ3) and |gN,s|N,β,s <∞
}
,
with norm |gN,s|N,β,s = supZs∈R2ds |gN,s(Zs)|eβEs(Zs), where Es(Zs) is the kinetic energy of the s-particles
given by (3.57). For s > N we trivially define XN,β,s := {0} .
Remark 5.1. Given t ∈ R and s ∈ N, conservation of energy under the flow (3.60) implies that the
s-particle of (ǫ2, ǫ3)-flow operator T ts : XN,β,s → XN,β,s, given in (3.74) is an isometry i.e.
|T tsgN,s|N,β,s = |gN,s|N,β,s, ∀gN,s ∈ XN,β,s.
Proof. Let gN,s ∈ XN,β,s and Zs ∈ R2ds. If Zs /∈ Ds,ǫ2,ǫ3 , the result is trivial since gN,s is supported in
Ds,ǫ2,ǫ3 . Assume Zs ∈ Ds,ǫ2,ǫ3 . Then Theorem 3.24 yields
eβEs(Zs)|T tsgN,s| = eβEs(Zs)|(gN,s ◦Ψ−ts )(Zs)| = eβEs(Ψ
−t
s Zs)|gN,s(Ψ−ts Zs)| ≤ |gN,s|N,s,β ,
hence |T tsgN,s|N,s,β ≤ |gN,s|N,s,β . The other side of the inequality comes similarly using the fact that
Zs = Ψ
−t
s (Ψ
t
sZs). 
Consider as well µ ∈ R. We define the Banach space
XN,β,µ := {GN = (gN,s)s∈N : ‖GN‖N,β,µ <∞} ,
with norm ‖GN‖N,β,µ = sups∈N eµs|gN,s|N,β,s = maxs∈{1,...,N} eµs|gN,s|N,β,s.
Remark 5.2. Given t ∈ R, Remark 5.1 implies that the map T t : XN,β,µ → XN,β,µ given by
T tGN :=
(
T tsgN,s
)
s∈N , (5.1)
is an isometry i.e. ‖T tGN‖N,β,µ = ‖GN‖N,β,µ, for any GN ∈ XN,β,µ.
Finally, given T > 0, β0 > 0, µ0 ∈ R and β,µ : [0, T ] → R decreasing functions of time with β(0) = β0,
β(T ) > 0, µ(0) = µ0, we define the Banach space
XN,β,µ := L
∞ ([0, T ], XN,β(t),µ(t)) ,
with norm |||GN |||N,β,µ = supt∈[0,T ] ‖GN (t)‖N,β(t),µ(t). Similarly as in Proposition 6.2. from [2], one can
obtain the following bounds:
Proposition 5.3. Let T > 0, β0 > 0, µ0 ∈ R and β,µ : [0, T ] → R decreasing functions with β0 = β(0),
β(T ) > 0 µ0 = µ(0). Then for any GN = (gN,s)s∈N ∈ XN,β0,µ0 , the following estimates hold:
(i) |||GN |||N,β,µ ≤ ‖GN‖N,β0,µ0 .
(ii)
∣∣∣∣∣∣∣∣∣∣∣∣∫ t
0
T τGN dτ
∣∣∣∣∣∣∣∣∣∣∣∣
N,β,µ
≤ T‖GN‖N,β0,µ0 .
From Proposition 5.3.1. in [22] and Lemma 5.1. in [4], we have the following continuity estimates for
the binary and ternary collisional operators respectively:
Lemma 5.4. Let m ∈ N, β > 0. For any Zm ∈ Dm,ǫ2,ǫ3 and k ∈ {1, 2}, the following estimate holds:∣∣∣CNm,m+kgN,m+k(Zm)∣∣∣ . β−kd/2
(
mβ−1/2 +
m∑
i=1
|vi|
)
e−βEm(Zm)|gN,m+k|N,β,m+k, ∀gN,m+k ∈ XN,β,m+k.
Let us now define mild solutions to the BBGKY hierarchy:
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Definition 5.5. Consider T > 0, β0 > 0, µ0 ∈ R and the decreasing functions β,µ : [0, T ] → R with
β(0) = β0, β(T ) > 0, µ(0) = µ0. Consider also initial data GN,0 = (gN,s,0) ∈ XN,β0,µ0 . A map GN =
(gN,s)s∈N ∈XN,β,µ is a mild solution of the BBGKY hierarchy in [0, T ], with initial data GN,0, if it satisfies:
GN (t) = T tGN,0 +
∫ t
0
T t−τCNGN (τ ) dτ,
where, given β > 0, µ ∈ R and GN = (gN,s)s∈N ∈ XN,β,µ, we write
CNGN := (C2N + C3N)GN , C2NGN :=
(
CNs,s+1gN,s+1
)
s∈N
, C3NGN :=
(
CNs,s+2gN,s+2
)
s∈N
,
and T t is given by (5.1).
Using Lemma 5.4, we obtain the following a-priori bounds:
Lemma 5.6. Let β0 > 0, µ0 ∈ R, T > 0 and λ ∈ (0, β0/T ). Consider the functions βλ,µλ : [0, T ]→ R given
by
βλ(t) = β0 − λt, µλ(t) = µ0 − λt. (5.2)
Then for any F(t) ⊆ [0, t] measurable, GN = (gN,s)s∈N ∈XN,βλ,µλ and k ∈ {1, 2} the following bounds hold:∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
∫
F(t)
T t−τCk+1N GN (τ ) dτ
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
N,βλ,µλ
≤ Ck+1|||GN |||N,βλ,µλ , (5.3)
Ck+1 = Ck+1(d, β0, µ0, T, λ) = Cdλ
−1e−kµλ(T )β−kd/2λ (T )
(
1 + β
−1/2
λ (T )
)
. (5.4)
Proof. For the proof of (5.3) for k = 1, see Lemma 5.3.1. from [22] and for the proof for k = 2 see Lemma
6.4. from [2]. 
Choosing λ = β0/2T , Lemma 5.6 implies well-posedness of the BBGKY hierarchy up to short time. The
proof follows similar steps to the proof of Theorem 6 from [22] and Theorem 6.4.1 from [2].
Theorem 5.7. Let β0 > 0 and µ0 ∈ R. Then there is T = T (d, β0, µ0) > 0 such that for any initial datum
FN,0 = (f
(s)
N,0)s∈N ∈ XN,β0,µ0 there is unique mild solution FN = (f (s)N )s∈N ∈ XN,β,µ to the BBGKY hierarchy
in [0, T ] for the functions β,µ : [0, T ]→ R given by
β(t) = β0 − β0
2T
t, µ(t) = µ0 − β0
2T
t. (5.5)
The solution FN satisfies the bound:
|||FN |||N,β,µ ≤ 2‖FN,0‖N,β0,µ0 . (5.6)
Moreover, for any F(t) ⊆ [0, t] measurable and k ∈ {1, 2}, the following bound holds:∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
∫
F(t)
T t−τCk+1N GN (τ )dτ
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
N,β,µ
≤ 1
16
|||GN |||N,β,µ, ∀GN ∈XN,β,µ, (5.7)
(5.8)
The time T is explicitly given by:
T ≃ β0
(
e−µ0−
β0
2 (
β0
2
)−d/2 + e−2µ0−β0(
β0
2
)−d
)−1(
1 + (
β0
2
)−1/2
)−1
. (5.9)
5.2. LWP for the Boltzmann hierarchy. Similary to Subsection 5.1, here we establish a-priori bounds
and local well-posedness for the Boltzmann hierarchy. Without loss of generality, we will omit the proofs
since they are identical to the BBGKY hierarchy case. Given s ∈ N and β > 0, we define the Banach space
X∞,β,s :=
{
gs ∈ C0(R2ds) : |gs|∞,β,s <∞
}
,
with norm |gs|∞,β,s = supZs∈R2ds |gs(Zs)|eβEs(Zs), where Es(Zs) is the kinetic energy of the s-particles given
by (3.57).
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Remark 5.8. Given t ∈ R and s ∈ N, conservation of energy under the free flow implies that the s-particle
free flow operator Sts : X∞,β,s → X∞,β,s, given in (3.75), is an isometry i.e.
|Stsgs|∞,β,s = |gs|∞,β,s, ∀gs ∈ X∞,β,s.
Consider as well µ ∈ R. We define the Banach space
X∞,β,µ := {G = (gs)s∈N : ‖G‖∞,β,µ <∞} ,
with norm ‖G‖∞,β,µ = sups∈N eµs|gs|∞,β,s.
Remark 5.9. Given t ∈ R, Remark 5.8 implies that the map St : X∞,β,µ → X∞,β,µ given by
StG := (Stsgs)s∈N , (5.10)
is an isometry i.e. ‖StG‖∞,β,µ = ‖G‖∞,β,µ, for any G ∈ X∞,β,µ.
Finally, given T > 0, β0 > 0, µ0 ∈ R and β,µ : [0, T ] → R decreasing functions of time with β(0) = β0,
β(T ) > 0, µ(0) = µ0, we define the Banach space
X∞,β,µ := L
∞ ([0, T ], X∞,β(t),µ(t)) ,
with norm |||G|||∞,β,µ = supt∈[0,T ] ‖G(t)‖∞,β(t),µ(t).
Proposition 5.10. Let T > 0, β0 > 0, µ0 ∈ R and β,µ : [0, T ] → R decreasing functions with β0 = β(0),
β(T ) > 0 µ0 = µ(0). Then for any G = (gs)s∈N ∈ X∞,β0,µ0 , the following estimates hold:
(i) |||G|||∞,β,µ ≤ ‖G‖∞,β0,µ0 .
(ii)
∣∣∣∣∣∣∣∣∣∣∣∣∫ t
0
SτGdτ
∣∣∣∣∣∣∣∣∣∣∣∣
∞,β,µ
≤ T‖G‖∞,β0,µ0 .
Similarly to Lemma 5.4, we obtain:
Lemma 5.11. Let m ∈ N and β > 0. For any Zm ∈ R2dm and k ∈ {1, 2}, the following continuity estimate
holds:∣∣C∞m,m+kgm+k(Zm)∣∣ . β−kd/2
(
mβ−1/2 +
m∑
i=1
|vi|
)
e−βEm(Zm)|gm+k|∞,β,m+k, ∀gm+k ∈ X∞,β,m+k. (5.11)
Let us now define mild solutions to the Boltzmann hierarchy:
Definition 5.12. Consider T > 0, β0 > 0, µ0 ∈ R and the decreasing functions β,µ : [0, T ]→ R with β(0) =
β0, β(T ) > 0, µ(0) = µ0. Consider also initial data G0 = (gs,0) ∈ X∞,β0,µ0 . A map G = (gs)s∈N ∈ X∞,β,µ is
a mild solution of the Boltzmann hierarchy in [0, T ], with initial data G0, if it satisfies:
G(t) = StG0 +
∫ t
0
St−τC∞G(τ ) dτ,
where, given β > 0, µ ∈ R and G˜ = (g˜s)s∈N ∈ X∞,β,µ, we write
C∞G := (C2∞ + C3∞)G, C2∞G :=
(C∞s,s+1gs+1)s∈N , C3∞G := (C∞s,s+2gs+2)s∈N ,
and St is given by (5.10).
Using Lemma 5.11, we obtain the following a-priori bounds:
Lemma 5.13. Let β0 > 0, µ0 ∈ R, T > 0 and λ ∈ (0, β0/T ). Consider the functions βλ,µλ : [0, T ] → R
given by (5.2). Then for any F(t) ⊆ [0, t] measurable, G = (gs)s∈N ∈ X∞,βλ,µλ and k ∈ {1, 2}, the following
bound holds: ∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
∫
F(t)
St−τCk+1∞ G(τ ) dτ
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
∞,βλ,µλ
≤ Ck+1|||G|||∞,βλ,µλ , (5.12)
where the constant Ck+1 = Ck+1(d, β0, µ0, T, λ) is given by (5.4).
Choosing λ = β0/2T , Lemma 5.13 directly implies well-posedness of the Boltzmann hierarchy up to
short time.
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Theorem 5.14. Let β0 > 0 and µ0 ∈ R. Then there is T = T (d, β0, µ0) > 0 such that for any initial datum
F0 = (f
(s)
0 )s∈N ∈ X∞,β0,µ0 there is unique mild solution F = (f (s))s∈N ∈ X∞,β,µ to the Boltzmann hierarchy
in [0, T ] for the functions β,µ : [0, T ]→ R given by (5.5). The solution F satisfies the bound:
|||F |||∞,β,µ ≤ 2‖F0‖∞,β0,µ0 . (5.13)
Moreover, for any F(t) ⊆ [0, t] measurable and k ∈ {1, 2}, the following bound holds:∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
∫
F(t)
St−τCk+1∞ G(τ ) dτ
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
∞,β,µ
≤ 1
16
|||G|||∞,β,µ, ∀G ∈X∞,β,µ, (5.14)
and the time T is explicitly given by (5.9).
5.3. LWP for the binary-ternary Boltzmann equation and propagation of chaos. Now, we show
local well-posedness for the binary-ternary Boltzmann equation and that, for chaotic initial data, their
tensorized product produces the unique mild solution of the Boltzmann hierarchy. Therefore uniqueness
implies that the mild solution to the Boltzmann hierarchy remains factorized under time evolution, hence
chaos is propagated in time.
For β > 0 let us define the Banach space
Xβ,µ :=
{
g ∈ C0(R2d) : |g|β,µ <∞
}
,
with norm |g|β,µ = sup(x,v)∈R2d |g(x, v)|eµ+
β
2
|v|2 . Notice that for any t ∈ [0, T ], the map St1 : Xβ,µ → Xβ,µ is
an isometry.
Consider β0 > 0, µ0 ∈ R, T > 0 and β,µ : [0, T ]→ R decreasing functions of time with β(0) = β0, β(T ) > 0
and µ(0) = µ0. We define the Banach space
Xβ,µ := L
∞ ([0, T ], Xβ(t),µ(t)) ,
with norm ‖g‖β,µ = supt∈[0,T ] |g(t)|β(t),µ(t). One can see that the following estimate holds:
Remark 5.15. Let T > 0, β0 > 0, µ0 ∈ R and β,µ : [0, T ] → R decreasing functions with β0 = β(0),
β(T ) > 0 µ0 = µ(0). Then for any g ∈ Xβ0,µ0 , the following estimate holds:
‖g‖β,µ ≤ |g|β0,µ0 .
To prove LWP for the binary-ternary Boltzmann equation (4.40), we will need certain continuity esti-
mates on the binary and ternary collisional operators. The binary estimate we provide below is the bilinear
analogue of Proposition 5.3.2. in [22]. For the ternary operator, continuity estimates have been derived in
[2], Lemma 6.10. Combining these results we derive continuity estimates for the binary-ternary collisional
operator Q2 +Q3:
Lemma 5.16. Let β > 0, µ ∈ R. Then for any g, h ∈ Xβ,µ and (x, v) ∈ R2d, the following nonlinear
continuity estimate holds:∣∣ [Q2(g, g) +Q3(g, g, g)] (x, v)− [Q2(h, h) +Q3(h, h, h)] (x, v)∣∣
.
(
e−2µβ−d/2 + e−3µβ−d
)(
β−1/2 + |v|
)
e−
β
2
|v|2 (|g|β,µ + |h|β,µ) (1 + |g|β,µ + |h|β,µ)|g − h|β,µ.
We define mild solutions to the binary-ternary Boltzmann equation (4.40) as follows:
Definition 5.17. Consider T > 0, β0 > 0, µ0 ∈ R and β,µ : [0, T ] → R decreasing functions of time, with
β(0) = β0, β(T ) > 0, µ(0) = µ0. Consider also initial data g0 ∈ Xβ0,µ0 . A map g ∈ Xβ,µ is a mild solution
to the binary-ternary Boltzmann equation (4.40) in [0, T ], with initial data g0 ∈ Xβ0,µ0 , if it satisfies
g(t) = St1g0 +
∫ t
0
St−τ1 [Q2(g,g) +Q3(g,g, g)] (τ )dτ. (5.15)
where St1 denotes the free flow of one particle given in (3.75).
A similar proof to Lemma 5.6 gives the following:
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Lemma 5.18. Let β0 > 0, µ0 ∈ R, T > 0 and λ ∈ (0, β0/T ). Consider the functions βλ,µλ : [0, T ] → R
given by (5.2). Then for any g,h ∈Xβλ,µλ the following bounds hold:∥∥∥∥∫ t
0
St−τ1 [Q2(g − h, g − h) +Q3(g − h, g − h, g − h)] (τ ) dτ
∥∥∥∥
βλ,µλ
≤ C (|g|βλ,µλ + |h|βλ,µλ) (1 + |g|βλ,µλ + |h|βλ,µλ) |g − h|βλ,µλ ,
where C = C(d, β0, µ0, T, λ) = C2 +C3 and C2, C3 are given by (5.4) for k = 1, 2 respectively.
Choosing λ = β0/2T , this estimate implies local well-posedness of the binary-ternary Boltzmann equation
up to short times. Let us write BXβ,µ for the unit ball of Xβ,µ.
Theorem 5.19 (LWP for the binary-ternary Boltzmann equation). Let β0 > 0 and µ0 ∈ R. Then there
is T = T (d, β0, µ0) > 0 such that for any initial data f0 ∈ Xβ0,µ0 , with |f0|β0,µ0 ≤ 1/2, there is a unique
mild solution f ∈ BXβ,µ to the binary-ternary Boltzmann equation in [0, T ] with initial data f0, where
β,µ : [0, T ]→ R are the functions given by (5.5). The solution f satisfies the bound:
‖f‖β,µ ≤ 4|f0|β0,µ0 . (5.16)
Moreover, for any g,h ∈Xβ,µ, the following estimates hold:∥∥∥∥∫ t
0
St−τ1 [Q2(g − h, g − h) +Q3(g − h, g − h, g − h)] (τ )dτ
∥∥∥∥
β,µ
≤ 1
8
(‖g‖β,µ + ‖h‖β,µ) (1 + |g|β,µ + |h|β,µ) ‖g − h‖β,µ. (5.17)
The time T is explicitly given by (5.9).
Proof. Choosing T as in (5.9), we obtain C(d, β0, µ0, T, β0/2T ) = 1/8. Thus, Lemma 5.18 implies estimate
(5.17). Therefore, for any g ∈ BXβ,µ , using (5.17) for h = 0, we obtain∥∥∥∥∫ t
0
St−τ1 [Q2(g,g) +Q3(g,g, g)] (τ ) dτ
∥∥∥∥
βλ,µλ
≤ 1
8
(1 + ‖g‖β,µ)‖g‖2β,µ ≤ 1
4
‖g‖β,µ. (5.18)
Let us define the nonlinear operator L :Xβ,µ →Xβ,µ by
Lg(t) = St1f0 +
∫ t
0
St−τ1 Q(g,g, g)(τ )dτ.
By triangle inequality, the fact that the free flow is isometric, Remark 5.15, bound (5.18) and the assump-
tion |f0|β0,µ0 ≤ 1/2, for any g ∈ BXβ,µ and t ∈ [0, T ], we have
|Lg|β(t),µ(t) ≤ |St1f0|β(t),µ(t) + 14‖g‖β,µ = |f0|β(t),µ(t) +
1
4
‖g‖β,µ ≤ |f0|β0,µ0 +
1
4
‖g‖β,µ ≤ 1
2
+
1
4
=
3
4
.
thus L : BXβ,µ → BXβ,µ . Moreover, for any g,h ∈ BXβ,µ , using (5.17), we obtain
‖Lg − Lh‖
β,µ ≤
1
8
(‖g‖β,µ + ‖h‖β,µ) (1 + ‖g‖β,µ + ‖h‖β,µ) ‖g − h‖β,µ ≤ 3
4
‖g − h‖β,µ. (5.19)
Therefore, the operator L : BXβ,µ → BXβ,µ is a contraction, so it has a unique fixed point f ∈ BXβ,µ which
is clearly the unique mild solution of the binary-ternary Boltzmann equation in [0, T ] with initial data f0.
To prove (5.16), we use the fact that f = Lf . Then for any t ∈ [0, T ], triangle inequality, definition of
L, estimate (5.19)(for g = f and g = 0), free flow being isometric, and Remark 5.15 yield
|f |β(t),µ(t) = |Lf |β(t),µ(t) ≤ |L0|β(t),µ(t) + |Lf −L0|β(t),µ(t) ≤ |St1f0|β(t),µ(t) + 3
4
‖f‖β,µ
= |f0|β(t),µ(t) + 3
4
‖f‖β,µ ≤ |f0|β0,µ0 +
3
4
‖f‖β,µ,
thus ‖f‖β,µ ≤ |f0|β0,µ0 +
3
4
‖f‖β,µ, and (5.16) follows. 
We can now prove that chaos is propagated by the Boltzmann hierarchy.
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Theorem 5.20 (Propagation of chaos). Let β0 > 0, µ0 ∈ R, T > 0 be the time given in (5.9), and
β,µ : [0, T ] → R the functions defined by (5.5). Consider f0 ∈ Xβ0,µ0 with |f0|β0,µ0 ≤ 1/2. Assume
f ∈ BXβ,µ is the corresponding mild solution of the binary-ternary Boltzmann equation in [0, T ], with
initial data f0 given by Theorem 5.19. Then the following hold:
(i) F0 = (f⊗s0 )s∈N ∈ X∞,β0,µ0 .
(ii) F = (f⊗s)s∈N ∈X∞,β,µ.
(iii) F is the unique mild solution of the Boltzmann hierarchy in [0, T ], with initial data F0.
Proof. (i) is trivially verified by the bound on the initial data (5.16) and the definition of the norms. By
the same bound again, we may apply Theorem 5.19 to obtain the unique mild solution f ∈ BXβ,µ of the
corresponding binary-ternary Boltzmann equation. Since ‖f‖β,µ ≤ 1, the definition of the norms directly
imply (ii). It is also staightforward to verify that F is a mild solution of the Boltzmann hierarchy in [0, T ],
with initial data F0. Uniqueness of the mild solution to the Boltzmann hierarchy, obtained by Theorem
5.14, implies that F is the unique mild solution. 
6. Convergence Statement
In this section we define an appropriate notion of convergence, namely convergence in observables, and
we state the main result of this paper.
6.1. Approximation of Boltzmann hierarchy initial data. Here, we approximate Boltzmann hierar-
chy initial data by BBGKY hierarchy initial data. Let us first introduce some notation we are using from
now on.
Given θ > 0, we introduce the set of well-separated spatial configurations as follows:
For m
inN, we define
∆Xm(θ) :=
{
X˜m ∈ Rdm : |x˜i − x˜j | > θ, ∀1 ≤ i < j ≤ m
}
, m ≥ 2, ∆X1 (θ) := Rd. (6.1)
For m ∈ N, we also define the set of well-separated configurations as:
∆m(θ) := ∆
X
m(θ)× Rdm =
{
(X˜m, V˜m) ∈ R2dm : |x˜i − x˜j | > θ, ∀1 ≤ i < j ≤ m
}
. (6.2)
Recall we consider (N, ǫ2, ǫ3) in the scaling
Nǫd−12 ≃ Nǫd−
1
2
3 ≃ 1. (6.3)
Let us write ǫ2,N , ǫ3,N for the ǫ2, ǫ3 associated to N under (6.3). By Remark 4.2, for N large enough, we
have 0 < ǫ2,N << ǫ3,N
N→∞−→ 0.
We define the following approximating sequence:
Definition 6.1. Let s ∈ N, β > 0, µ ∈ R and G = (gs)s∈N ∈ X∞,β,µ. We define
GN = (gN,s)s∈N, where gN,s = 1∆s(ǫ3,N )gs. (6.4)
The sequence (GN )N∈N is called approximating BBGKY hierarchy sequence of G.
Similarly to Proposition 7.2. from [2], one obtains the following approximation property:
Proposition 6.2. Let s ∈ N, β > 0, µ ∈ R, G = (gs)s∈N ∈ X∞,β,µ and (GN )N∈N the approximating BBGKY
hierarchy sequence of G. Then the following hold:
(i) GN ∈ XN,β,µ for all N ∈ N. In particular,
sup
N∈N
‖GN‖N,β,µ ≤ ‖G‖∞,β,µ (6.5)
(ii) For any s ∈ N and θ > 0, we have
lim
N→∞
‖gN,s − gs‖L∞(∆s(θ)) = 0. (6.6)
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6.2. Convergence in observables. Here, we define the convergence in observables. Let us first introduce
some notation. Given s ∈ N, we define the space of test functions
Cc(R
ds) =
{
φs : R
ds → R : φs is continuous and compactly supported
}
. (6.7)
Definition 6.3. Consider T > 0, s ∈ N and gs ∈ L∞
(
[0, T ], L∞
(
R
2ds
))
. Given a test function φs ∈ Cc(Rds),
we define the s-observable functional as
Iφsgs(t)(Xs) =
∫
Rds
φs(Vs)gs(t,Xs, Vs) dVs.
Recalling the set of initially good spatial configurations ∆Xs (θ) from (6.1), we give the definition of the
convergence in observables:
Definition 6.4. Let T > 0. For each N ∈ N, consider GN = (gN,s)s∈N ∈
∏∞
s=1 L
∞ ([0, T ], L∞ (R2ds)) and
G = (gs)s∈N ∈
∏∞
s=1 L
∞ ([0, T ], L∞ (R2ds)). We say that the sequence (GN )N∈N converges in observables to
G if for any s ∈ N, θ > 0 and φs ∈ Cc(Rds) , we have
lim
N→∞
‖IφsgN,s(t)− Iφsgs(t)‖L∞(∆Xs (θ)) = 0, uniformly in [0, T ].
6.3. Statement of the main result. We are now in the position to state our main result. The rest of
the paper will be devoted to its proof.
Theorem 6.5 (Convergence). Let β0 > 0, µ0 ∈ R and T = T (d, β0, µ0) > 0 given by (5.9). Consider some
initial Boltzmann hierarchy data F0 = (f
(s)
0 )s∈N ∈ X∞,β0,µ0 with approximating BBGKY hierarchy sequence
(FN,0)N∈N. Assume that
• for each N , FN ∈ XN,β,µ is the mild solution (given by Theorem 5.7) of the BBGKY hierarchy in
[0, T ] with initial data FN,0.
• F ∈X∞,β,µ is the mild solution (given by Theorem 5.14) of the Boltzmann hierarchy in [0, T ] with
initial data F0.
• F0 satisfies the following uniform continuity growth condition: There is a constant C > 0 such
that, for any ζ > 0, there is q = q(ζ) > 0 such that for all s ∈ N, and for all Zs, Z′s ∈ R2ds with
|Zs − Z′s| < q, we have
|f (s)0 (Zs)− f (s)0 (Z′s)| < Cs−1ζ. (6.8)
Then, FN converges in observables to F .
Remark 6.6. Using the definition of convergence, proving Theorem 6.5 is equivalent to proving that for
any s ∈ N, φs ∈ Cc(Rds) and θ > 0 we have
lim
N→∞
‖INs (t)− I∞s (t)‖L∞(∆Xs (θ)) = 0, uniformly in [0, T ],
where
INs (t)(Xs) := Iφsf
(s)
N (t)(Xs) =
∫
Rds
φs(Vs)f
(s)
N (t,Xs, Vs) dVs, (6.9)
I∞s (t)(Xs) := Iφsf
(s)(t)(Xs) =
∫
Rds
φs(Vs)f
(s)(t,Xs, Vs) dVs. (6.10)
We also obtain the following Corollary13 of Theorem 6.5.
Corollary 6.7. Let β0 > 0, µ0 ∈ R and f0 ∈ Xβ0,µ0 , with |f0|β0,µ0 ≤ 1/2. Assume as well that f0 is
uniformly continuous. Then for any s ∈ N, φs ∈ Cc(Rds) and θ > 0, the following convergence holds:
lim
N→∞
‖Iφsf⊗s1∆s(ǫ3,N ) − Iφsf⊗s‖L∞(∆s(θ)) = 0, (6.11)
where f is the mild solution to the binary-ternary Boltzmann equation in [0, T ], with initial data f0, given
by Theorem 5.19 and T is given by (5.9).
In order to prove Theorem 6.5, we will first use the local estimates developed in Section 5 to reduce
the proof to finitely many observables of bounded energy, which are also well separated in time. Then,
we will develop some geometric estimates which will enable us to eliminate recollisions of the backwards
(ǫ2, ǫ3)-flow.
13which can be proved in a similar way as in Corollary 7.5. from [2]
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7. Reduction to term by term convergence
In this section we reduce the proof of Theorem 6.5 to term by term convergence after truncating the
observables. After introducing the necessary combinatorial notation to take care of all the possible collision
sequences occurring, the idea of the truncation is essentially the same as in [22, 2], and it relies on the
local estimates developed in Section 5. For this reason, we illustrate the similarities by providing the proof
of the first estimate and omit the proofs of the rest of the estimates.
Throughout this section, we consider β0 > 0, µ0 ∈ R, the functions β,µ : [0, T ] → R defined by (5.5),
(N, ǫ2, ǫ3) in the scaling (4.24) and initial data FN,0 ∈ XN,β0,µ0 , F0 ∈ X∞,β0,µ0 . Let FN = (f (s)N )s∈N ∈XN,β,µ,
F = (f (s))s∈N ∈ X∞,β,µ be the mild solutions of the corresponding BBGKY and Boltzmann hierarchies,
respectively, in [0, T ], given by Theorems 5.7 and Theorem 5.14. Let us note that by (5.5), we obtain
β(T ) =
β0
2
, µ(T ) = µ0 − β0
2
, (7.1)
thus β(T ),µ(T ) do not depend on T .
For convenience, we introduce the following notation. Given k ∈ N and t ≥ 0, we denote
Tk(t) :=
{
(t1, ..., tk) ∈ Rk : 0 ≤ tk < ... ≤ t1 ≤ t
}
. (7.2)
Since the collisions happening can be either binary or ternary we will introduce some additional notation
to keep track of the collision sequences. In particular, given k ≥ 1, we denote
Sk := {σ = (σ1, ..., σk) : σi ∈ {1, 2} , ∀i = 1, ..., k} . (7.3)
Notice that the cardinality of Sk is given by:
|Sk| = 2k, ∀k ≥ 1. (7.4)
Given k ∈ N and σ ∈ Sk, for any 1 ≤ ℓ ≤ k we write
σ˜ℓ =
ℓ∑
i=1
σi. (7.5)
We also write σ˜0 := 0. Notice that
k ≤ σ˜k ≤ 2k, ∀k ∈ N. (7.6)
7.1. Series expansion. Now, we make a series expansion for the mild solution FN = (f
(s)
N )s∈N of the
BBGKY hierarchy with respect to the initial data FN,0. By Definition 5.5, for any ∈ N, we have Duhamel’s
formula:
f
(s)
N (t) = T
t
sf
(s)
N,0 +
∫ t
0
T t−t1s
[
CNs,s+1f (s+1)N + CNs,s+2f (s+2)N
]
(t1) dt1.
Let n ∈ N. Iterating n-times Duhamel’s formula, we obtain
f
(s)
N (t) =
n∑
k=0
f
(s,k)
N (t) +R
(s,n+1)
N (t), (7.7)
where we use the notation:
f
(s,k)
N (t) :=
∑
σ∈Sk
f
(s,k,σ)
N (t), for 1 ≤ k ≤ n, f (s,0)N (t) := T tsf (s)N,0. (7.8)
f
(s,k,σ)
N (t) =
∫
Tk(t)
T t−t1s CNs,s+σ˜1T t1−t2s+σ˜1 C
N
s+σ˜1,s+σ˜2T
t2−t3
s+σ˜2
...T
tk−1−tk
s+σ˜k−1 C
N
s+σ˜k−1,s+σ˜kT
tk
s+σ˜k
f
(s+σ˜k)
N,0 dtk... dt1, (7.9)
R
(s,n+1)
N (t) :=
∑
σ∈Sn+1
R
(s,n+1,σ)
N (t), (7.10)
R
(s,n+1,σ)
N (t) :=
∫
Tn+1(t)
T t−t1s CNs,s+σ˜1T t1−t2s+σ˜1 C
N
s+σ˜1,s+σ˜2T
t2−t3
s+σ˜2
...
T
tn−1−tn
s+σ˜n−1 C
N
s+σ˜n−1,s+σ˜nT
tn−tn+1
s+σ˜n
CNs+σ˜n,s+σ˜n+1f
(s+σ˜n+1)
N (tn+1) dtn+1 dtn... dt1.
(7.11)
RIGOROUS DERIVATION OF A BINARY-TERNARY BOLTZMANN EQUATION 37
One can make a similar series expansion for the Boltzmann hierarchy. By Definition 5.5, for any ∈ N,
we have Duhamel’s formula:
f (s)(t) = Stsf
(s)
0 +
∫ t
0
St−t1s
[
C∞s,s+1f (s+1) + C∞s,s+2f (s+2)
]
(t1) dt1.
Iterating n-times Duhamel’s formula, we obtain
f (s)(t) =
n∑
k=0
f (s,k)(t) +R(s,n+1)(t), (7.12)
where we use the notation:
f (s,k)(t) :=
∑
σ∈Sk
f (s,k,σ)(t), for 1 ≤ k ≤ n, f (s,0)(t) := Stsf (s)0 . (7.13)
f (s,k,σ)(t) :=
∫
Tk(t)
St−t1s C∞s,s+σ˜1St1−t2s+σ˜1 C
∞
s+σ˜1,s+σ˜2S
t2−t3
s+σ˜2
...S
tk−1−tk
s+σ˜k−1 C
∞
s+σ˜k−1,s+σ˜kS
tk
s+σ˜k
f
(s+σ˜k)
0 dtk... dt1, (7.14)
R(s,n+1)(t) :=
∑
σ∈Sn+1
R(s,n+1,σ)(t), (7.15)
R(s,n+1,σ)(t) :=
∫
Tn+1(t)
St−t1s C∞s,s+σ˜1St1−t2s+σ˜1 C
∞
s+σ˜1,s+σ˜2S
t2−t3
s+σ˜2
...
S
tn−1−tn
s+σ˜n−1 C
∞
s+σ˜n−1,s+σ˜nS
tn−tn+1
s+σ˜n
C∞s+σ˜n,s+σ˜n+1f (s+σ˜n+1)(tn+1) dtn+1 dtn... dt1.
(7.16)
Given φs ∈ Cc(Rds) and k ∈ N, let us denote
INs,k(t)(Xs) :=
∫
Rds
φs(Vs)f
(s,k)
N (t,Xs, Vs) dVs, (7.17)
I∞s,k(t)(Xs) :=
∫
Rds
φs(Vs)f
(s,k)(t,Xs, Vs) dVs. (7.18)
We obtain the following estimates:
Lemma 7.1. For any s, n ∈ N and t ∈ [0, T ], the following estimates hold:
‖INs (t)−
n∑
k=0
INs,k(t)‖L∞Xs ≤ Cs,β0,µ0‖φs‖L∞Vs 4
−n‖FN,0‖N,β0,µ0 ,
‖I∞s (t)−
n∑
k=0
I∞s,k(t)‖L∞Xs ≤ Cs,β0,µ0‖φs‖L∞Vs 4
−n‖F0‖∞,β0,µ0 ,
where the observables INs , I
∞
s defined in (6.9)-(6.10).
Proof. Fix Zs = (Xs, Vs) ∈ R2ds, t ∈ [0, T ] and σ ∈ Sn+1. We repeatedly use estimate (5.7) of Theorem 5.7,
for k = 1 if σi = 1 or for k = 2 if σi = 2, to obtain
eβ(t)Es(Zs)+sµ(t)|R(s,n+1,σ)N (t,Xs, Vs)| ≤ 8−(n+1)|||FN |||N,β,µ,
so adding for all σ ∈ Sn+1, using (7.4), (5.6) and the definition of the norms, we take
|φs(Vs)R(s,n+1)N (t,Xs, Vs)| . 4−(n+1)e−sµ(t)‖φs‖L∞Vs |||FN |||N,β,µe
−β(t)Es(Zs)
≤ 4−ne−sµ(T )‖φs‖L∞
Vs
‖FN,0‖N,β0,µ0e−β(T )Es(Zs).
Thus, integrating with respect to velocities and recalling (7.7), (7.17), (7.1), we obtain
|INs (t)(Xs)−
n∑
k=0
INs,k(t)(Xs)| ≤ Cs,µ0‖φs‖L∞Vs 4
−n‖FN,0‖N,β0,µ0
∫
Rds
e−β(T )Es(Zs) dVs
≤ Cs,β0,µ0‖φs‖L∞Vs 4
−n‖FN,0‖N,β0,µ0 .
For the Boltzmann hierarchy, we follow a similar argument using estimates (5.14) and (5.13) instead. 
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7.2. High energy truncation. We will now truncate energies, so that we can focus on bounded energy
domains. Let us fix s, n ∈ N and R > 1. As usual we denote B2dR to be the 2d-ball of radius R centered at
the origin.
We first define the truncated BBGKY hierarchy and Boltzmann hierarchy collisional operators. For
ℓ ∈ N we define
CN,Rℓ,ℓ+1gl+1 := CNℓ,ℓ+1(gl+11[Eℓ+1≤R2]), CN,Rℓ,ℓ+2gl+2 := CNℓ,ℓ+2(gl+21[Eℓ+2≤R2]),
C∞,Rℓ,ℓ+1gl+1 := C∞ℓ,ℓ+1(gl+11[Eℓ+1≤R2]), C∞,Rℓ,ℓ+2gl+2 := C∞ℓ,ℓ+2(gl+21[Eℓ+2≤R2]).
(7.19)
For the BBGKY hierarchy we define
f
(s,k)
N,R (t, Zs) :=
∑
σ∈Sk
f
(s,k,σ)
N,R (t, Zs), for 1 ≤ k ≤ n, f (s,0)N,R (t, Zs) := T ts(fN,01[Es≤R2])(Zs),
where given k ≥ 1 and σ ∈ Sk, we denote
f
(s,k,σ)
N,R (t, Zs) :=
∫
Tk(t)
T t−t1s CN,Rs,s+σ˜1T
t1−t2
s+σ˜1
...CN,Rs+σ˜k−1,s+σ˜kT
tk
s+σ˜k
f
(s+σ˜k)
N,0 (Zs) dtk... dt1.
For the Boltzmann hierarchy we define
f
(s,k)
R (t, Zs) :=
∑
σ∈Sk
f
(s,k,σ)
R (t, Zs), for 1 ≤ k ≤ n, f (s,0)R (t, Zs) := Sts(f01[Es≤R2])(Zs),
where given k ≥ 1 and σ ∈ Sk, we denote
f
(s,k,σ)
R (t, Zs) :=
∫
Tk(t)
St−t1s C∞,Rs,s+σ˜1S
t1−t2
s+σ˜1
...C∞,Rs+σ˜k−1,s+σ˜kS
tk
s+σ˜k
f
(s+σ˜k)
0 (Zs) dtk... dt1.
Given φs ∈ Cc(Rds) and k ∈ N, let us denote
INs,k,R(t)(Xs) :=
∫
Rds
φs(Vs)f
(s,k)
N,R (t,Xs, Vs) dVs =
∫
Bds
R
φs(Vs)f
(s,k)
N,R (t,Xs, Vs) dVs, (7.20)
I∞s,k,R(t)(Xs) :=
∫
Rds
φs(Vs)f
(s,k)
R (t,Xs, Vs) dVs =
∫
Bds
R
φs(Vs)f
(s,k)
R (t,Xs, Vs) dVs. (7.21)
Recalling the observables INs,k, I
∞
s,k, defined in (7.17)-(7.18), we obtain the following estimates:
Lemma 7.2. For any s, n ∈ N, R > 1 and t ∈ [0, T ], the following estimates hold:
n∑
k=0
‖INs,k,R(t)− INs,k(t)‖L∞Xs ≤ Cs,β0,µ0,T ‖φs‖L∞Vs e
− β0
3
R2‖FN,0‖N,β0,µ0 ,
n∑
k=0
‖I∞s,k,R(t)− I∞s,k(t)‖L∞Xs ≤ Cs,β0,µ0,T ‖φs‖L∞Vs e
− β0
3
R2‖F0‖∞,β0,µ0 .
Proof. For the proof, we use the same ideas as in Lemma 8.4. from [2], and we also use (7.4) to sum over
all possible collision sequences. 
7.3. Separation of collision times. We will now separate the time intervals we are integrating at, so
that collisions occuring are separated in time. For this purpose consider a small time parameter δ > 0.
For convenience, given t ≥ 0 and k ∈ N, we define
Tk,δ(t) := {(t1, ..., tk) ∈ Tk(t) : 0 ≤ ti+1 ≤ ti − δ, ∀i ∈ [0, k]} , (7.22)
where we denote tk+1 = 0, t0 = t.
For the BBGKY hierarchy, we define
f
(s,k)
N,R,δ(t, Zs) :=
∑
σ∈Sk
f
(s,k,σ)
N,R,δ (t, Zs), for 1 ≤ k ≤ n, f (s,0)N,R,δ(t, Zs) := T ts(fN,01[Es≤R2])(Zs),
where, given k ≥ 1 and σ ∈ Sk, we denote
f
(s,k,σ)
N,R,δ (t, Zs) :=
∫
Tk,δ(t)
T t−t1s CN,Rs,s+σ˜1T
t1−t2
s+σ˜1
...CN,Rs+σ˜k−1,s+σ˜kT
tk
s+σ˜k
f
(s+σ˜k)
N,0 (Zs) dtk, ... dt1.
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In the same spirit, for the Boltzmann hierarchy we define
f
(s,k)
N,R,δ(t, Zs) :=
∑
σ∈Sk
f
(s,k,σ)
N,R,δ (t, Zs), for 1 ≤ k ≤ n, f (s,0)R,δ (t, Zs) := Sts(f01[Es≤R2])(Zs),
where, given k ≥ 1 and σ ∈ Sk, we denote
f
(s,k,σ)
R,δ (t, Zs) :=
∫
Tk,δ(t)
St−t1s C∞,Rs,s+σ˜1S
t1−t2
s+σ˜1
...C∞,Rs+σ˜k−1,s+σ˜kS
tm
s+σ˜k
f
(s+σ˜k)
0 (Zs) dtk, ... dt1.
Given φs ∈ Cc(Rds) and k ∈ N, we define
INs,k,R,δ(t)(Xs) :=
∫
Rds
φs(Vs)f
(s,k)
N,R,δ(t,Xs, Vs) dVs =
∫
Bds
R
φs(Vs)f
(s,k)
N,R,δ(t,Xs, Vs) dVs, (7.23)
I∞s,k,R,δ(t)(Xs) :=
∫
Rds
φs(Vs)f
(s,k)
R,δ (t,Xs, Vs) dVs =
∫
Bds
R
φs(Vs)f
(s,k)
R,δ (t,Xs, Vs) dVs. (7.24)
Remark 7.3. For 0 ≤ t ≤ δ, we trivially obtain Tk,δ(t) = ∅. In this case the functionals INs,k,R,δ(t), I∞s,k,R,δ(t)
are identically zero.
Recalling the observables INs,k,R, I
∞
s,k,R defined in (7.20)-(7.21), we obtain the following estimates:
Lemma 7.4. For any s, n ∈ N, R > 0, δ > 0 and t ∈ [0, T ], the following estimates hold:
n∑
k=0
‖INs,k,R,δ(t)− INs,k,R(t)‖L∞Xs ≤ δ‖φs‖L∞VsC
n
d,s,β0,µ0,T ‖FN,0‖N,β0,µ0 ,
n∑
k=0
‖I∞s,k,R,δ(t)− I∞s,k,R(t)‖L∞Xs ≤ δ‖φs‖L∞VsC
n
d,s,β0,µ0,T ‖F0‖∞,β0,µ0 .
Proof. For the proof, we follow similar ideas as in Lemma 8.7. from [2], and we also use bound (7.6) to
control the combinatorics occurring. 
Combining Lemma 7.1, Lemma 7.2 and Lemma 7.4, we obtain
Proposition 7.5. For any s, n ∈ N, R > 1, δ > 0 and t ∈ [0, T ], the following estimates hold:
‖INs (t)−
n∑
k=1
INs,k,R,δ(t)‖L∞Xs ≤ Cs,β0,µ0,T ‖φs‖L∞Vs
(
2−n + e−
β0
3
R2 + δCnd,s,β0,µ0,T
)
‖FN,0‖N,β0,µ0 ,
‖I∞s (t)−
n∑
k=1
I∞s,k,R,δ(t)‖L∞Xs ≤ Cs,β0,µ0,T ‖φs‖L∞Vs
(
2−n + e−
β0
3
R2 + δCnd,s,β0,µ0,T
)
‖F0‖∞,β0,µ0 .
Proposition 7.5 implies that, given 0 ≤ k ≤ n, R > 1, δ > 0, the convergence proof reduces to controlling
the differences INs,k,R,δ(t)− I∞s,k,R,δ(t), where the observables INs,k,R,δ, I∞s,k,R,δ are given by (7.23)-(7.24). How-
ever this is not immediate since the backwards (ǫ2, ǫ3)-flow and the backwards free flow do not coincide in
general. The goal is to eliminate some small measure set of initial data, negligible in the limit, such that
the backwards (ǫ2, ǫ3)-flow and the backwards free flow are comparable.
8. Geometric estimates
In this section we present some geometric results which will be essential for estimating the measure of
the pathological sets leading to recollisions of the backwards (ǫ2, ǫ3) flow (see Section 9). First, we review
some of the results we used in [4] which are useful here as well. We then present certain novel results,
namely Lemma 8.3, Lemma 8.6, Lemma 8.7 and most importantly Lemma 8.8, which crucially rely on the
following symmetric representation of the (2d− 1) sphere of radius r > 0:
S
2d−1
r =
{
(ω1, ω2) ∈ Bdr ×Bdr : ω2 ∈ Sd−1√
r2−|ω1|2
}
=
{
(ω1, ω2) ∈ Bdr ×Bdr : ω1 ∈ Sd−1√
r2−|ω2|2
}
(8.1)
Representation (8.1) is very useful when one wants to estimate the intersection of S2d−1r with sets of the
form S × Rd or Rd × S, where S ⊆ Rd is of small measure.
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8.1. Cylinder-Sphere estimates. Here, we present certain estimates based on the intersection of a
sphere with a given solid cylinder. These estimates were used in [4] as well. Similar estimates can be found
in [16, 22].
Lemma 8.1. Let ρ, r > 0 and Kdρ ⊆ Rd be a solid cylinder. Then the following estimate holds for the
(d− 1)-spherical measure: ∫
S
d−1
r
1Kdρ
dω . rd−1min
{
1,
(ρ
r
) d−1
2
}
.
Proof. After re-scaling we may clearly assume that r = 1. Then, we refer to the work of R. Denlinger [16],
p.30, for the rest of the proof. 
Applying Lemma 8.1, we obtain the following geometric estimate, which will be crucially used in Section
9.
Corollary 8.2. Given 0 < ρ ≤ 1 ≤ R, the following estimate holds:
|BdR ∩Kdρ |d . Rdρ
d−1
2 .
Proof. The co-area formula and Lemma 8.1 imply
|BdR ∩Kdρ |d =
∫ R
0
∫
S
d−1
r
1Kdρ
dω dr
.
∫ R
0
rd−1min
{
1, (
ρ
r
)
d−1
2
}
dr
≤
∫ ρ
0
rd−1 dr + ρ
d−1
2
∫ R
0
r
d−1
2 dr
≃ ρd + ρ d−12 R d+12 , since d ≥ 2
. Rdρ
d−1
2 , since 0 < ρ ≤ 1 ≤ R.
(8.2)

8.2. Estimates relying on the (2d − 1)-sphere representation. Here we present certain geometric
estimates relying on the representation (8.1). In particular, up to our knowledge, Lemma 8.3, Lemma 8.6,
Lemma 8.7 and most importantly Lemma 8.8 are novel results. Lemma 8.4 is a special case of a result
proved in [4].
8.2.1. Truncation of impact directions. We first estimate the intersection of S2d−11 with sets of the form
Bdρ × Rd or Rd ×Bdρ .
Lemma 8.3. Consider ρ > 0. We define the sets
M1(ρ) = B
d
ρ × Rd =
{
(ω1, ω2) ∈ R2d : |ω1| ≤ ρ
}
, (8.3)
M2(ρ) = R
d ×Bdρ =
{
(ω1, ω2) ∈ R2d : |ω2| ≤ ρ
}
(8.4)
Then, the following holds∫
S
2d−1
1
1M1(ρ) dω1 dω2 =
∫
S
2d−1
1
1M2(ρ) dω1 dω2 . min{1, ρd}.
Proof. By symmetry it suffices to estimate the first term. Using (8.3) and representation (8.1), we obtain∫
S
2d−1
1
1M1(ρ) dω1 dω2 =
∫
S
2d−1
1
1Bdρ×Rd dω1 dω2 .
∫
Bdρ∩Bd1
∫
S
d−1√
1−|ω1|2
dω2 dω1 . min{1, ρd}.

The following result is a special case of Lemma 8.4. from [4]. For the proof, see Lemma 9.5. in [2].
RIGOROUS DERIVATION OF A BINARY-TERNARY BOLTZMANN EQUATION 41
Lemma 8.4. Consider ρ > 0. Let us define the strip
W 2dρ = {(ω1, ω2) ∈ R2d : |ω1 − ω2| ≤ ρ}. (8.5)
Then, the following estimate holds:∫
S
2d−1
1
1W2dρ
dω1 dω2 . min
{
1, ρ
d−1
2
}
.
Proof. For the proof, see Lemma 9.5. in [2]. The main idea is to first use representation (8.1) and then
apply Lemma 8.1. 
8.2.2. Conic estimates. Now we establish estimates related to conic regions. We first present a well-known
spherical cap estimate.
Lemma 8.5. Consider 0 ≤ α ≤ 1 and ν ∈ Rd \ {0}. Let us define
S(α, ν) =
{
ω ∈ Rd : |〈ω, ν〉| ≥ α|ω||ν|
}
. (8.6)
Then, for ρ > 0, the following estimate holds:∫
S
d−1
r
1S(α,ν) dω = r
d−1|Sd−21 |
∫ 2 arccosα
0
sind−2(θ) dθ . rd−1 arccosα.
Proof. After re-scaling, it suffices to prove the result for r = 1. Notice that Sd−11 ∩S(α, ν) is a spherical cap
of angle 2 arccosα and direction ν 6= 0 on the unit sphere. Therefore, integrating in spherical coordinates,
we obtain ∫
S
d−1
1
1S(α,ν) dω = |Sd−21 |
∫ 2 arccosα
0
sind−2 θ dθ . arccosα.

We apply Lemma 8.5 to obtain the following result:
Lemma 8.6. Consider 0 ≤ α ≤ 1 and ν ∈ Rd \ {0}. Let us define
N(α, ν) =
{
(ω1, ω2) ∈ R2d : 〈ω1 − ω2, ν〉 ≥ α|ω1 − ω2||ν|
}
. (8.7)
Then, we have the estimate: ∫
S
2d−1
1
1N(α,ν) dω1 dω2 . arccosα.
Proof. Recalling (8.6)-(8.7), we have
N(α, ν) = {(ω1, ω2) ∈ R2d : ω1 − ω2 ∈ S(α, ν)}. (8.8)
Let us define the linear map T : R2d → R2d by
(u1, u2) = T (ω1, ω2) := (ω1 + ω2, ω1 − ω2).
Clearly
|u1|2 + |u2|2 = |ω1 + ω2|2 + |ω1 − ω2|2 = 2|ω1|2 + 2|ω2|2 = 2, ∀(ω1, ω2) ∈ S2d−11 ,
hence T : S2d−11 → S2d−1√2 . Therefore, using (8.8) and changing variables under T , we have∫
S
2d−1
1
1N(α,ν)(ω1, ω2) dω1 dω2 =
∫
S
2d−1
1
1S(α,ν)(ω1 − ω2) dω1 dω2
≃
∫
S
2d−1
2
1S(α,ν)(u2) du1 du2
=
∫
Bd√
2
∫
S
d−1√
2−|u1|2
1S(α,ν)(u2) du2 du1 (8.9)
. arccosα, (8.10)
where to obtain (8.9) we use the representation of the sphere (8.1), and to obtain (8.10) we use Lemma
8.5. 
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8.2.3. Annuli estimates. We present estimates based on the intersection of the unit sphere some appropri-
ate annuli.
Lemma 8.7. Let 0 < β < 1/2, and consider the sets
I1 =
{
(ω1, ω2) ∈ R2d :
∣∣1− 2 |ω1|2∣∣ ≤ 2β} , (8.11)
I2 =
{
(ω1, ω2) ∈ R2d :
∣∣1− 2 |ω2|2∣∣ ≤ 2β} . (8.12)
There hold the estimates: ∫
S
2d−1
1
1I1 dω1 dω2 =
∫
S
2d−1
1
1I2 dω1 dω2 . β.
Proof. By symmetry, it suffices to prove the estimate for I1. Since 0 < β < 1/2, we may write
I1 =
{
(ω1, ω2) ∈ S2d−11 :
√
1
2
− β ≤ |ω1| ≤
√
1
2
+ β
}
.
Using the representation (8.1) of the (2d− 1)-unit sphere, we obtain∫
S
2d−1
1
1I1 dω1 dω2 ≤
∫
√
1
2
−β≤|ω1|≤
√
1
2
+β
∫
S
d−1√
1−|ω1|2
dω2 dω1
. (
1
2
+ β)d/2 − (1
2
− β)d/2
d≥2
=
(√
1
2
+ β −
√
1
2
− β
)
d−1∑
j=0
(
1
2
+ β
)j/2(
1
2
− β
) d−1−j
2
=
2β√
1
2
+ β +
√
1
2
− β
d−1∑
j=0
(
1
2
+ β
)j/2(
1
2
− β
) d−1−j
2
≤ 2
√
2β
d−1∑
j=0
(
1
2
+ β
)j/2 (
1
2
− β
) d−1−j
2
. β,
since 0 < β < 1/2. The proof is complete. 
Lemma 8.8. Consider 0 < β < 1/4. Let us define the hemispheres
S1,2 = {(ω1, ω2) ∈ S2d−11 : |ω1| < |ω2|}, (8.13)
S2,1 = {(ω1, ω2) ∈ S2d−11 : |ω2| < |ω1|}. (8.14)
and the annuli
I1,2 = {(ω1, ω2) ∈ R2d :
∣∣|ω1|2 + 2〈ω1, ω2〉∣∣ ≤ β}, (8.15)
I2,1 = {(ω1, ω2) ∈ R2d :
∣∣|ω2|2 + 2〈ω1, ω2〉∣∣ ≤ β}. (8.16)
Then, there holds ∫
S1,2
1I1,2 dω1 dω2 =
∫
S2,1
1I2,1 dω1 dω2 . β.
Proof. By symmetry, it suffices to prove ∫
S2,1
1I2,1 dω1 dω2 . β. (8.17)
Recalling notation from (8.3)-(8.4), let us define
Uβ = M
c
1 (2
√
β) ∩Mc2 (2
√
β) = {(ω1, ω2) ∈ R2d : |ω1| > 2
√
β and |ω2| > 2
√
β}.
Clearly Ucβ = M1(2
√
β) ∪M2(2√β). Writing A := I2,1 ∩ Uβ, we have∫
S2,1
1I2,1 dω1 dω2 ≤
∫
S2,1
1Uc
β
dω1 dω2 +
∫
S2,1
1A dω1 dω2 . β
d/2 +
∫
S2,1
1A dω1 dω2, (8.18)
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where to obtain (8.18), we used Lemma 8.3. Notice that we may write
A = {(ω1, ω2) ∈ R2d : |ω1| > 2
√
β, |ω2| > 2
√
β and
√
|ω1|2 − β ≤ |ω1 + ω2| ≤
√
|ω1|2 + β}. (8.19)
By (8.18), the representation of the sphere (8.1) and (8.19), we have∫
S2,1
1I2,1 ω1 dω2 . β
d/2 +
∫
2
√
β<|ω1|≤1
∫
S2,1,ω1
1Aω1
(ω2) dω2 dω1, (8.20)
where given 2
√
β < |ω1| ≤ 1, we denote
S2,1,ω1 = {ω2 ∈ Sd−1√1−|ω1|2 : |ω2| < |ω1|}, (8.21)
Aω1 = {ω2 ∈ Rd : (ω1, ω2) ∈ A} = {ω2 ∈ Rd : |ω2| > 2
√
β and
√
|ω1|2 − β ≤ |ω1 + ω2| ≤
√
|ω1|2 + β}. (8.22)
Since β < 1/4, it suffices to control the term:
I ′ =
∫
2
√
β<|ω1|≤1
∫
S2,1,ω1
1Aω1
(ω2) dω2 dω1. (8.23)
Now we shall prove that, in fact
I ′ =
∫
2
√
β<
√
1−|ω1|2<|ω1|≤1
∫
S
d−1√
1−|ω1|2
1Aω1
(ω2) dω2 dω1. (8.24)
Indeed, assume ω1 does not satisfy
2
√
β <
√
1− |ω1|2 < |ω1|. (8.25)
Since we are integrating in the region 2
√
β < |ω1| ≤ 1, exactly one of the following holds:
|ω1| ≤
√
1− |ω1|2, (8.26)√
1− |ω1|2 ≤ 2
√
β. (8.27)
Recalling (8.21), condition (8.26) implies that S2,1,ω1 = ∅, while recalling (8.22), condition (8.27) implies
S2,1,ω1 ∩ Aω1 = ∅. Therefore
I ′ =
∫
2
√
β<
√
1−|ω1|2<|ω1|≤1
∫
S2,1,ω1
1Aω1
(ω2) dω2 dω1,
and (8.24) follows from (8.21).
Fix any ω1 satisfying (8.25). We first estimate the inner integral:∫
S
d−1√
1−|ω1|2
1Aω1
(ω2) dω2. (8.28)
Notice that (8.25) also yields
|ω1| −
√
|ω1|2 − β = β|ω1|+
√|ω1|2 − β < β|ω1| ≤ 12
√
β ≤ 1
4
√
1− |ω1|2. (8.29)
Condition (8.25) guarantees that the vector14 −ω1 lays outside of the sphere Sd−1√
1−|ω1|2
, while condition
(8.29) guarantees that the sphere is not contained in the annulus Aω1 . Therefore, the projection of
S
d−1√
1−|ω1|2
∩ Aω1 on any plane containing the origin and the vector −ω1 can be visualized as follows:
14understood as a point in Rd
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• •
•
•
•
•
O
A
B
C
D
E
θ2 θ1
(OA) = (OB) =
√
1− |ω1|2, −−→OC = −ω1,
(AC) =
√
|ω1|2 + β, (CD) =
√
|ω1|2 − β.
We conclude that
S
d−1√
1−|ω|2 ∩ Aω1 = S
d−1√
1−|ω1|2
∩ (S(cos θ1,−ω1) \ S(cos θ2,−ω1)) , (8.30)
where recalling the notation introduced in (8.6),
S
d−1√
1−|ω1|2
∩ S(cos θ1,−ω1), Sd−1√
1−|ω1|2
∩ S(cos θ2,−ω1),
are the spherical shells on Sd−1√
1−|ω1|2
, of direction −ω1 and angles 2θ1, 2θ2 respectively where
θ1 = ÂOC, θ2 = B̂OC.
Therefore, by (8.30), we have∫
S
d−1√
1−|ω1|2
1Aω1
(ω2) dω2 =
∫
S
d−1√
1−|ω1|2
1S(cos θ1,−ω1)\S(cos θ2,−ω1)(ω2) dω2
= (1− |ω1|2)
d−1
2 |Sd−21 |
∫ 2θ1
2θ2
sind−2 θ dθ (8.31)
. θ1 − θ2. (8.32)
where to obtain (8.31), we use Lemma 8.5, and to obtain (8.32) we use the fact that d ≥ 2.
Let us calculate α1 = cos θ1, α2 = cos θ2. By the cosine law on the triangle AOC, we obtain
α1 = cos θ1 =
(OA)2 + (OC)2 − (AC)2
2(OA)(OC)
=
1− |ω1|2 − β
2|ω1|
√
1− |ω1|2
, (8.33)
and by the cosine law on the triangle BOC, we obtain
α2 = cos θ2 =
(OB)2 + (OC)2 − (CB)2
2(OB)(OC)
=
1− |ω1|2 + β
2|ω1|
√
1− |ω1|2
. (8.34)
Then, expression (8.33) implies
|α1| ≤
√
1− |ω1|2
2|ω1| +
β
2|ω1|
√
1− |ω1|2
<
5
8
, (8.35)
since by (8.25) we have |ω1| >
√
1− |ω1|2 > 2
√
β. In the same spirit, expression (8.34) yields
|α2| < 5
8
. (8.36)
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The inverse cosine is smooth in (−1, 1), so it is Lipschitz in [− 5
8
, 5
8
], thus by (8.35)-(8.36) and (8.25), we
have
| arccosα1 − arccosα2| . |α1 − α2| = β|ω1|
√
1− |ω1|2
.
Therefore (8.32) implies∫
S
d−1√
1−|ω1|2
1Aω1
(ω2) dω2 . θ1 − θ2 = arccosα1 − arccosα2 . β|ω1|
√
1− |ω1|2
. (8.37)
Using (8.37), and recalling (8.24), we have
I ′ =
∫
2
√
β<
√
1−|ω1|2|ω1|<1
∫
S
d−1√
1−|ω1|2
1Aω1
(ω2) dω2 dω1
. β
∫
Bd1
1
|ω1|
√
1− |ω1|2
dω1
≃ β
∫ 1
0
rd−2√
1− r2 dr (8.38)
≤ β
∫ 1
0
1√
1− r2 dr (8.39)
=
π
2
β, (8.40)
where to obtain (8.38) we use integration in polar coordinates, and to obtain (8.39) we use the fact that
d ≥ 2. Using (8.20) and (8.40), we obtain∫
S2,1
1I2,1 dω1 dω2 . β
d/2 + β . β,
since β < 1/4. The proof is complete. 
9. Good configurations and stability
9.1. Adjunction of new particles. In this section, we investigate stability of good configurations under
adunctions of collisional particles. Subsection 9.2 investigates binary adjunctions, while Subsection 9.3
investigates ternary adjunctions. To perform the measure estimates needed, we will strongly rely on the
results of Section 8.
We start with some definitions on the configurations we are using. Consider m ∈ N and θ > 0, and recall
from (6.1)-(6.2) the set of well-separated configurations
∆m(θ) = {Z˜m = (X˜m, V˜m) ∈ R2dm : |x˜i − x˜j | > θ, ∀1 ≤ i < j ≤ m}, m ≥ 2, ∆1(θ) = R2d. (9.1)
Roughly speaking, a good configuration is a configuration which remains well-separated under backwards
time evolution. More precisely, given θ > 0, t0 > 0, we define the set of good configurations as:
Gm(θ, t0) =
{
Zm = (Xm, Vm) ∈ R2dm : Zm(t) ∈ ∆m(θ), ∀t ≥ t0
}
, (9.2)
where Zm(t) denotes the backwards in time free flow of Zm = (Xm, Vm), given by:
Zm(t) = ((Xm (t) , Vm (t)) := (Xm − tVm, Vm), t ≥ 0. (9.3)
Notice that Zm is the initial point of the trajectory i.e. Zm(0) = Zm. In other words for m ≥ 2, we have
Gm(θ, t0) =
{
Zm = (Xm, Vm) ∈ R2dm : |xi(t)− xj(t)| > θ, ∀t ≥ t0, ∀i < j ∈ {1, ..., m}
}
. (9.4)
From now on, we consider parameters R >> 1 and 0 < δ, η, ǫ0, α << 1 satisfying:
α << ǫ0 << ηδ, Rα << ηǫ0. (9.5)
For convenience we choose the parameters in (9.5) in the very end of the paper, see (11.21)-(11.25).
Throughout this section, we will write Kdη for a cylinder of radius η in R
d.
The following Lemma is useful for the adjunction of particles to a given configuration. For the proof,
see Lemma 12.2.1 from [22] or Lemma 10.2. from [2].
46 IOAKEIM AMPATZOGLOU AND NATASˇA PAVLOVIC´
Lemma 9.1. Consider parameters α, ǫ0, R, η, δ as in (9.5) and ǫ3 << α. Let y¯1, y¯2 ∈ Rd, with |y¯1 − y¯2| > ǫ0
and v1 ∈ BdR. Then there is a d-cylinder Kdη ⊆ Rd such that for any y1 ∈ Bdα(y¯1), y2 ∈ Bdα(y¯2) and
v2 ∈ BdR \Kdη , we have
(i) (y1, y2, v1, v2) ∈ G2(
√
2ǫ3, 0),
(ii) (y1, y2, v1, v2) ∈ G2(ǫ0, δ).
9.2. Stability under binary adjunction. The main results of this subsection are stated in Proposition
9.2 which will be the inductive step of adding a colliding particle, and Proposition 9.4, which presents the
measure estimate of the bad set that appears in this process. The proofs of the Propositions presented
below are in part inspired by arguments in [22] and [4] with a caveat that the new scenario needs to be
addressed, in the case when the binary collisional configuration formed runs to a ternary interaction under
time evolution.
9.2.1. Binary adjunction. For convenience, given v ∈ Rd, let us denote(
S
d−1
1 ×BdR
)+
(v) =
{
(ω1, v1) ∈ Sd−11 ×BdR : b2(ω1, v1 − v) > 0
}
, (9.6)
where b2(ω)1, v1 − v) = 〈ω1, v1 − v〉. Recall from (9.3) that given m ∈ N and Zm = (Xm, Vm) ∈ R2dm, we
denote the backwards in time free flow as Zm(t) = (Xm − tVm, Vm), t ≥ 0. Recall also the notation from
(3.7)
D˚m+1,ǫ2,ǫ3 =
{
Zm+1 = (Xm+1, Vm+1) ∈ R2d(m+1) : d2(xi, xj) > ǫ2, ∀(i, j) ∈ I2m+1,
and d3(xi; xj , xk) >
√
2ǫ3, ∀(i, j, k) ∈ I3m+1
}
,
where I2m+1, I3m+1 are given by (3.1)-(3.2) respectively.
Proposition 9.2. Consider parameters α, ǫ0, R, η, δ as in (9.5) and ǫ2 << ǫ3 << α. Let m ∈ N, Z¯m =
(X¯m, V¯m) ∈ Gm(ǫ0, 0), ℓ ∈ {1, ..., m} and Xm ∈ Bdmα/2(X¯m). Then there is a subset B2ℓ (Z¯m) ⊆ (Sd−11 ×BdR)+(v¯ℓ)
such that:
(i) For any (ω1, vm+1) ∈ (Sd−11 ×BdR)+(v¯ℓ) \ B2ℓ (Z¯m), one has:
Zm+1(t) ∈ D˚m+1,ǫ2,ǫ3 , ∀t ≥ 0, (9.7)
Zm+1 ∈ Gm+1(ǫ0/2, δ), (9.8)
Z¯m+1 ∈ Gm+1(ǫ0, δ), (9.9)
where
Zm+1 = (x1, ..., xℓ, ..., xm, xm+1, v¯1, ..., v¯ℓ, ..., v¯m, vm+1),
xm+1 = xℓ − ǫ2ω1,
Z¯m+1 = (x¯1, ..., x¯ℓ, ..., x¯m, x¯m, v¯1, ..., v¯ℓ, ..., v¯m, vm+1),
(9.10)
(ii) For any (ω1, vm+1) ∈ (Sd−11 ×BdR)+(v¯ℓ) \ B2ℓ (Z¯m), one has:
Z′m+1(t) ∈ D˚m+1,ǫ2,ǫ3 , ∀t ≥ 0, (9.11)
Z′m+1 ∈ Gm+1(ǫ0/2, δ), (9.12)
Z¯′m+1 ∈ Gm+1(ǫ0, δ), (9.13)
where
Z′m+1 = (x1, ..., xℓ, ..., xm, xm+1, v¯1, ..., v¯
′
ℓ, ..., v¯m, v
′
m+1),
xm+1 = xℓ + ǫ2ω1,
Z¯′m+1 = (x¯1, ..., x¯ℓ, ..., x¯m, x¯m, v¯1, ..., v¯
′
ℓ, ..., v¯m, v
′
m+1),
(v¯′ℓ, v
′
m+1) = Tω1(v¯ℓ, vm+1).
(9.14)
Proof. By symmetry, we may assume that ℓ = m. For convenience, let us define the set
Fm+1 = {(i, j) ∈ {1, ..., m+ 1} × {1, ..., m+ 1} : i < min{j,m}} .
Proof of (i): Here we use notation from (9.10). We start by formulating the following claim, which
will imply (9.7).
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Lemma 9.3. Under the assumptions of Proposition 9.2, there is a subset B2,0,−m (Z¯m) ⊆ Sd−11 × BdR such
that for any (ω1, vm+1) ∈ (Sd−11 ×BdR)+(v¯m) \ B2,0,−m (Z¯m), there holds:
d2 (xi (t) , xj (t)) >
√
2ǫ3, ∀t ≥ 0, ∀(i, j) ∈ Fm+1, (9.15)
d2 (xm (t) , xm+1 (t)) > ǫ2, ∀t ≥ 0. (9.16)
Notice that (9.15)-(9.16) trivially imply (9.7), since ǫ2 << ǫ3.
Proof of Lemma 9.3
Step 1: The proof of (9.15): We distinguish the following cases:
• j ≤ m: Since Z¯m ∈ Gm(ǫ0, 0) and j ≤ m, we have |x¯i(t) − x¯j(t)| > ǫ0, for all t ≥ 0. Therefore, triangle
inequality implies that
|xi(t)− xj(t)| = |xi − xj − t(v¯i − v¯j)| ≥ |x¯i − x¯j − t(v¯i − v¯j)| − α ≥ ǫ0 − α > ǫ0
2
>
√
2ǫ3, (9.17)
since ǫ3 << α << ǫ0.
• j = m+ 1: Since (i,m + 1) ∈ Fm+1, we have i ≤ m − 1. Since Z¯m ∈ Gm(ǫ0, 0) and Xm ∈ Bdmα/2(X¯m), we
conclude
|x¯i − x¯m| > ǫ0, |xi − x¯i| ≤ α
2
< α, |xm+1 − x¯m| ≤ |xm − x¯m|+ ǫ2|ω1| ≤ α
2
+ ǫ2 < α, since ǫ2 << α.
Applying part (i) of Lemma 9.1 for y¯1 = x¯i, y¯2 = x¯m, y1 = xi, y2 = xm+1, we may find a cylinder Kd,iη such
that for any vm+1 ∈ BdR \Kd,iη , we have |xi(t)− xm+1(t)| >
√
2ǫ3, for all t ≥ 0. Hence the inequality in (9.15)
holds for any (ω1, vm+1) ∈ (Sd−11 ×BdR)+(v¯m) \ V im+1, where
V im+1 = S
d−1
1 ×Kd,iη . (9.18)
We conclude that (9.15) holds for any (ω1, vm+1) ∈ (Sd−11 ×BdR) \
⋃m−1
i=1 V
i
m+1.
Step 2: The proof of (9.16): We recall notation from (9.10). Considering t ≥ 0 and (ω1, vm+1) ∈
(Sd−11 ×BdR)+(v¯m). Using the fact that (ω1, vm+1) ∈ (Sd−11 ×BdR)+(v¯m), we obtain
|xm(t)− xm+1(t)|2 = |ǫ2ω1 − t(v¯m − vm+1)|2 ≥ ǫ22|ω1|2 + 2ǫ2tb2(ω1, vm+1 − v¯m) > ǫ22. (9.19)
Therefore, (9.16) holds for any (ω1, vm+1) ∈ (Sd−11 ×BdR)+(v¯m).
Defining
B2,0,−m (Z¯m) =
m−1⋃
i=1
V im+1, (9.20)
the claim of Lemma 9.3 follows.
Now we go back to the proof of part (i) of Proposition 9.2. We will find a set B2,δ,−m (Z¯m) ⊆ Sd−11 × BdR
such that (9.8) holds for any (ω1, vm+1) ∈ (Sd−11 ×BdR) \ B2,δ,−m (Z¯m).
Let us fix i, j ∈ {1, ..., m+ 1} with i < j. We distinguish the following cases:
• j ≤ m: We use the same argument as in (9.17), to obtain |xi(t)− xj(t)| > ǫ02 , for all t ≥ 0.
• (i, j) ∈ Fm+1, j = m + 1: Since (i,m + 1) ∈ Fm+1, we have i ≤ m − 1. Applying a similar argument
to the corresponding case in the proof of (9.15), using part (ii) of Lemma 9.1 instead, we obtain that the
inequality |xi(t)− xm+1(t)| > ǫ0, for all t ≥ δ, holds for any (ω1, vm+1) ∈ (Sd−11 ×BdR) \ V im+1, where V im+1 is
given by (9.18). Notice that the lower bound is in fact ǫ0.
• i = m, j = m + 1: Triangle inequality and the fact that ǫ2 << ǫ0 << ηδ imply that for any t ≥ δ and
(ω1, vm+1) ∈ Sd−11 ×BdR with |vm+1 − v¯m| > η, we have
|xm(t)− xm+1(t)| = |ǫ2ω1 − t(v¯m − vm+1)| ≥ |v¯m − vm+1|δ − ǫ2 > ηδ − ǫ2 > ǫ0.
Therefore, the inequality |xm(t)−xm+1(t)| > ǫ0, for all t ≥ δ, holds for any (ω1, vm+1) ∈ (Sd−11 ×BdR)\Vm,m+1,
where
Vm,m+1 = S
d−1
1 ×Bdη(v¯m). (9.21)
Notice that the lower bound is ǫ0 again.
Defining
B2,δ,−m (Z¯m) = B2,0,−m (Z¯m) ∪ Vm,m+1, (9.22)
we conclude that (9.8) holds for any (ω1, vm+1) ∈ (Sd−11 ×BdR) \ B2,δ,−m (Z¯m).
48 IOAKEIM AMPATZOGLOU AND NATASˇA PAVLOVIC´
Let us note that the only case which prevents us from having Zm+1 ∈ Gm+1(ǫ0, δ) is the case 1 ≤ i < j ≤ m,
where we obtain a lower bound of ǫ0/2. In all other cases we can obtain lower bound ǫ0.
More precisely, for (ω1, vm+1) ∈ (Sd−11 × BdR) \ B2,δ,−m (Z¯m), the inequality |x¯i(t) − x¯j(t)| > ǫ0, for all t ≥ δ,
holds for all 1 ≤ i < j ≤ m+ 1 except the case 1 ≤ i < j ≤ m. However in this case, for any 1 ≤ i < j ≤ m,
we have |x¯i(t) − x¯j(t)| > ǫ0, for all t > 0, since Z¯m ∈ Gm(ǫ0, 0). Therefore, (9.9) holds for (ω1, vm+1) ∈
(Sd−11 ×BdR) \ B2,δ,−m (Z¯m).
We conclude that the set
B2,−m (Z¯m) = (Sd−11 ×BdR)+(v¯m) ∩
(
B2,0,−m
(
Z¯m
) ∪ B2,δ,−m (Z¯m)) , (9.23)
is the set we need for the precollisional case.
Proof of (ii): Here we use the notation from (9.14). The proof follows the steps of the precollisional
case, but we replace the velocities (v¯m, vm+1) by the transformed velocities (v¯′m, v
′
m+1) and then pull-back.
It is worth mentioning that the m-th particle needs special treatment since its velocity is transformed to
v¯′m. Following similar arguments to the precollisional case, we conclude that the appropriate set for the
postcollisional case is given by
B2,+m (Z¯m) := (Sd−11 ×BdR)+(v¯m) ∩
[
Vm,m+1 ∪
m−1⋃
i=1
(
V i
′
m ∪ V i
′
m+1
)]
, (9.24)
where
V i
′
m =
{
(ω1, vm+1) ∈ Sd−11 ×BdR : v¯′m ∈ Kd,iη
}
, (9.25)
V i
′
m+1 =
{
(ω1, vm+1) ∈ Sd−11 ×BdR : v′m+1 ∈ Kd,iη
}
, (9.26)
Vm,m+1 = S
d−1
1 ×Bdη(v¯m). (9.27)
The set
B2m(Z¯m) = B2,−m (Z¯m) ∪ B2,+m (Z¯m), (9.28)
is the one we need to conclude the proof. 
9.2.2. Measure estimate for binary adjunction. We now estimate the measure of the pathological set B2ℓ (Z¯m)
appearing in Proposition 9.2. To control postcollisional configurations, we will strongly rely on the binary
transition map introduced in the Appendix (see Proposition 12.2).
Proposition 9.4. Consider parameters α, ǫ0, R, η, δ as in (9.5) and ǫ2 << ǫ3 << α. Let m ∈ N, Z¯m ∈
Gm(ǫ0, 0), ℓ ∈ {1, ..., m} and B2ℓ (Z¯m) the set given in the statement of Proposition 9.2. Then the following
measure estimate holds: ∣∣B2ℓ (Z¯m)∣∣ . mRdη d−12d+2 ,
where | · | denotes the product measure on Sd−11 ×BdR.
Proof. Without loss of generality, we may assume that ℓ = m. By (9.28) it suffices to estimate the measure
of B2,−m (Z¯m) and B2,+m (Z¯m).
Estimate of B2,−m (Z¯m): Recalling (9.6), (9.23), (9.22), (9.20), we have
B2,−m (Z¯m) = (Sd−11 ×BdR)+(v¯m) ∩
[
Vm,m+1 ∪
m−1⋃
i=1
V im+1
]
, (9.29)
where Vm,m+1 is given by (9.21) and V im+1 are given by (9.18). By sub-additivity, it suffices to estimate
the measure of each term in (9.29).
• Estimate of the term corresponding to Vm,m+1: By (9.21), we have Vm,m+1 = Sd−11 ×Bdη(v¯m), therefore
|(Sd−11 ×BdR)+(v¯m) ∩ Vm,m+1| ≤ |Sd−11 × (BdR ∩Bdη(v¯m))| ≤ |Sd−11 |Sd−11 |B
d
η(v¯m)|d . ηd. (9.30)
• Estimate of the term corresponding to V im+1: By (9.18), we have V im+1 = Sd−11 × Kd,iη , therefore by
Corollary 8.2, we obtain
|(Sd−11 ×BdR)+(v¯m)× V im+1| ≤ |Sd−11 × (BdR ∩Kd,iη )| ≃ |Sd−11 |Sd−11 |B
d
R ∩Kd,iη |d . Rdη
d−1
2 . (9.31)
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Using (9.29)-(9.31), subadditivity, and the fact that η << 1, m ≥ 1, we obtain
|B2,−m (Z¯m)| . mRdη
d−1
2 . (9.32)
Estimate of B2,+m (Z¯m): Recalling (9.24), we have
B2,+m (Z¯m) = (Sd−11 ×BdR)+(v¯m) ∩
[
Vm,m+1 ∪
m−1⋃
i=1
(
V i
′
m ∪ V i
′
m+1
)]
, (9.33)
where Vm,m+1 is given by (9.21) and V i
′
m , V
i′
m+1 are given by (9.25)-(9.26). By subadditivity, it suffices
to estimate the measure of each term in (9.33). The term corresponding to Vm,m+1 has already benn
estimated in (9.30). We have
|(Sd−11 ×BdR)+(v¯m) ∩ Vm,m+1| . ηd. (9.34)
To estimate the measure of the remaining terms, we will strongly rely on the properties of the binary
transition map defined in Proposition 12.2. We first introduce some notation. Given 0 < r ≤ 2R, let us
define the r-sphere, centered at v¯m:
Sd−1r (v¯m) =
{
vm+1 ∈ Rd : |v¯m − vm+1| = r
}
.
Also, given vm+1 ∈ Rd, we define the set
S+v¯m,vm+1 =
{
ω1 ∈ Sd−11 : b2(ω1, vm+1 − v¯m) > 0
}
=
{
ω1 ∈ Sd−11 : (ω1, vm+1) ∈ (Sd−11 ×BdR)+(v¯m)
}
. (9.35)
Since v¯m ∈ BdR, triangle inequality implies BdR ⊆ Bd2R(v¯m). Under this notation, Fubini’s Theorem, the
co-area formula, and relations (9.33)-(9.34) yield
|B2+m (Z¯m)| =
∫
(Sd−11 ×BdR)+(v¯m)
1B2+m (Z¯m) dω1 dvm+1
=
∫
Bd
R
∫
S+v¯m,vm+1
1B2+m (Z¯m) dω1 dvm+1
. ηd +
∫ 2R
0
∫
Sd−1r (v¯m)
∫
S+v¯m,vm+1
1⋃m−1
i=1 (V
i′
m∪V i
′
m+1)
(ω1) dω1 dvm+1 dr.
(9.36)
Let us estimate the integral: ∫
S+v¯m,vm+1
1⋃m−1
i=1 (V
i,′
m ∪V i,
′
m+1)
(ω1) dω1,
for fixed 0 < r ≤ 2R and vm+1 ∈ Sd−1r (v¯m). We introduce a parameter 0 < β << 1, which will be chosen
later in terms of η, and decompose S+v¯m,vm+1 as follows:
S+v¯m,vm+1 = S1,+v¯m,vm+1 ∪ S2,+v¯m,vm+1 , (9.37)
where
S1,+v¯m,vm+1 =
{
ω1 ∈ S+v¯m,vm+1 : b2(ω1, vm+1 − v¯m) > β|vm+1 − v¯m|
}
, (9.38)
and
S2,+v¯m,vm+1 =
{
ω1 ∈ S+v¯m,vm+1 : b2(ω1, vm+1 − v¯m) ≤ β|vm+1 − v¯m|
}
. (9.39)
Notice that S2,+v¯m,vm+1 is the union of two unit (d−1)-spherical caps of angle π/2−arccos β. Thus, integrating
in spherical coordinates, we may estimate its measure as follows:∫
S
d−1
1
1S2,+v¯m,vm+1
(ω1) dω1 .
∫ π/2
arccos β
sind−2(θ) dθ ≤ π
2
− arccos β = arcsin β.
Thus ∫
S2,+v¯m,vm+1
1⋃m−1
i=1 (V
i′
m∪V i
′
m+1)
(ω1) dω1 . arcsin β. (9.40)
We now wish to estimate ∫
S1,+v¯m,vm+1
1⋃m−1
i=1 (V
i′
m∪V i
′
m+1)
(ω1) dω1. (9.41)
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We will use the binary transition map Jv¯m,mm+1 : S+v¯m,vm+1 → Sd−11 , which is given by
ν1 := Jv¯m,vm+1(ω1) = r−1(v¯′m − v′m+1), (9.42)
to change variables in the above integral. For details on the transition map, see Proposition 12.2 in the
Appendix. By Proposition 12.2, for ω1 ∈ S+v¯m,vm+1 , the Jacobian matrix of the transition map is
Jac(Jv¯m,vm+1)(ω1) ≃ r−dbd2(ω1, vm+1 − v¯m) > 0.
Therefore, for ω1 ∈ S1+v¯m,vm+1 , we have
Jac−1(Jv¯m,vm+1)(ω1) ≃ rdb−d2 (ω1, vm+1 − v¯m) ≤ rdβ−d|vm+1 − v¯m|−d . β−d, (9.43)
since |vm+1 − v¯m| = r.
For convenience, we express v¯′m, v
′
m+1 in terms of the precollisional velocities v¯m, vm+1 and ν1 given by
(9.42). As a consequence of (2.3), we obtain
v¯′m =
v¯m + vm+1
2
+
r
2
ν1, (9.44)
v′m+1 =
v¯m + vm+1
2
− r
2
ν1 (9.45)
We are now in the position to estimate the integral in (9.41). We first estimate for the term corresponding
to V i
′
m : Recalling (9.25), we have V
i′
m =
{
(ω1, vm+1) ∈ Sd−11 ×BdR : v¯′m ∈ Kd,iη
}
. By (9.44),
v¯′m ∈ Kd,iη ⇔ ν1 = Jv¯m,vm+1(ω1) ∈ K˜d,i2η/r, (9.46)
where K˜d,i2η/r is a cylinder of radius 2η/r. Therefore, we obtain∫
S1,+v¯m,vm+1
1V i
′
m
(ω1) dω1 =
∫
S1,+v¯m,vm+1
1
v¯′m∈Kd,i2η
(ω1) dω1
=
∫
S1,+v¯m,vm+1
(1
K˜
d,i
2η/r
◦ Jv¯m,vm+1)(ω1) dω1 (9.47)
. β−d
∫
S
d−1
1
1
K˜
d,i
2η/r
(ν) dν (9.48)
. β−dmin
{
1,
(η
r
)d−1
2
}
, (9.49)
where to obtain (9.47) we use (9.46), to obtain (9.48) we use part (iv) of Proposition 12.2 and estimate
(9.43), and to obtain (9.49) we use Lemma 8.1.
Hence, for fixed vm+1 ∈ Sd−1r (v¯m), we have∫
S1,+v¯m,vm+1
1
V
i,′
m
(ω1) dω1 . β
−dmin
{
1,
(η
r
) d−1
2
}
. (9.50)
Recalling also V i
′
m+1 from (9.26), we obtain in an analogous way the estimate:∫
S1,+v¯m,vm+1
1
V i
′
m+1
(ω1) dω1 . β
−dmin
{
1,
(η
r
) d−1
2
}
. (9.51)
Combining (9.50)-(9.51) and adding for i = 1, ..., m− 1, we obtain∫
S1,+v¯m,vm+1
1⋃m−1
i=1 (V
i,′
m ∪V i,
′
m+1)
(ω1) dω1 . mβ
−dmin
{
1,
(η
r
) d−1
2
}
(9.52)
Therefore, recalling (9.37) and using estimates (9.40), (9.52), we obtain the estimate:∫
S+v¯m,vm+1
1⋃m−1
i=1 (V
i′
m∪V i
′
m+1)
(ω1) dω1 . arcsin β +mβ
−dmin
{
1,
(η
r
) d−1
2
}
. (9.53)
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Hence, (9.36) yields
|B2+m (Z¯m)| . ηd +
∫ 2R
0
∫
Sd−1r (v¯m)
arcsin β +mβ−dmin
{
1,
(η
r
)d−1
2
}
dvm+1 dr
. ηd +
∫ 2R
0
rd−1
(
arcsin β +mβ−dmin
{
1,
(η
r
) d−1
2
})
dr
. ηd +mRd
(
arcsin β + β−dη
d−1
2
)
. mRd
(
β + β−dη
d−1
2
)
,
(9.54)
after using an estimate similar to (8.2) and the fact that η << 1, m ≥ 1, β << 1. Choosing β = η d−12d+2 , we
obtain
|B2+m (Z¯m)| . mRdη
d−1
2d+2 . (9.55)
Combining (9.28), (9.32), (9.55), and the fact η << 1, we obtain the required estimate. 
9.3. Stability under ternary adjunction. Now, we prove Proposition 9.6 and Proposition 9.7 which
will be the inductive step and the corresponding measure estimate of our proof for ternary adjunction of
particles. To derive Proposition 9.6 and Proposition 9.7, in addition to results from [4], we develop new
algebraic and geometric techniques, thanks to which we can treat the newly formed ternary collisional
configuration runs to a binary collision under time evolution.
9.3.1. Ternary adjunction. For convenience, given v ∈ Rd, let us denote(
S
2d−1
1 ×B2dR
)+
(v) =
{
(ω1, ω2, v1, v2) ∈ S2d−11 ×B2dR : b3(ω1, ω2, v1 − v, v2 − v) > 0
}
, (9.56)
where b3 is the ternary cross-section given in (2.11).
Recall from (9.3) that given m ∈ N and Zm = (Xm, Vm) ∈ R2dm, we denote the backwards in time free
flow as Zm(t) = (Xm − tVm, Vm), t ≥ 0.
Proposition 9.5. Consider parameters α, ǫ0, R, η, δ as in (9.5) and ǫ3 << α. Let m ∈ N, Z¯m = (X¯m, V¯m) ∈
Gm(ǫ0, 0), ℓ ∈ {1, ..., m}, and Xm ∈ Bdmα/2(X¯m). Let us denote
Fℓm+2 = {(i, j) ∈ {1, ..., m+ 2} × {1, ..., m+ 2} : i 6= ℓ, i ≤ min {j,m}} .
Then there is a subset B˜3ℓ (Z¯m) ⊆ (S2d−11 ×B2dR )+(v¯m) such that:
(i) For any (ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×B2dR )+(v¯m) \ B˜3ℓ (Z¯m), one has:
d2(xi(t), xj(t)) >
√
2ǫ3, ∀(i, j) ∈ Fℓm+2, ∀t ≥ 0,
d3(xℓ(t);xm+1(t), xm+2(t)) >
√
2ǫ3, ∀t ≥ 0,
Zm+2 ∈ Gm+2(ǫ0/2, δ),
Z¯m+2 ∈ Gm+2(ǫ0, δ).
(9.57)
where
Zm+2 = (x1, ..., xℓ, ..., xm, xm+1, xm+2, v¯1, ..., v¯ℓ, ..., v¯m, vm+1, vm+2),
xm+i = xℓ +
√
2ǫ3ωi, ∀i ∈ {1, 2},
Z¯m+2 = (x¯1, ..., x¯ℓ, ..., x¯m, x¯m, x¯m, v¯1, ..., v¯ℓ, ..., v¯m, vm+1, vm+2),
(ii) For any (ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×B2dR )+(v¯ℓ) \ B˜3ℓ (Z¯m), one has:
d2(xi(t), xj(t)) >
√
2ǫ3, ∀(i, j) ∈ Fℓm+2, ∀t ≥ 0,
d3(xℓ(t);xm+1(t), xm+2(t)) >
√
2ǫ3, ∀t ≥ 0,
Z∗m+2 ∈ Gm+2(ǫ0/2, δ),
Z¯∗m+2 ∈ Gm+2(ǫ0, δ).
(9.58)
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where
Z∗m+2 = (x1, ..., xℓ, ..., xm, xm+1, xm+2, v¯1, ..., v¯
∗
ℓ , ..., v¯m, v
∗
m+1, v
∗
m+2),
xm+i = xℓ +
√
2ǫ3ωi, ∀i ∈ {1, 2},
Z¯∗m+2 = (x¯1, ..., x¯ℓ, ..., x¯m, x¯m, x¯m, v¯1, ..., v¯
∗
ℓ , ..., v¯m, v
∗
m+1, v
∗
m+2),
(v¯∗ℓ , v
∗
m+1, v
∗
m+2) = Tω1,ω2(v¯ℓ, vm+1, vm+2).
There also holds the measure estimate:
|B˜3ℓ (Z¯m)| . mR2dη
d−1
4d+2 , (9.59)
where | · | denotes the product measure on S2d−11 ×B2dR .
Proof. This Proposition follows from the statement and the proof of Proposition 9.2. and the statement
of Proposition 9.4. from [4]. 
We rely on Proposition 9.5 to derive Proposition 9.6 and Proposition 9.7. Recall the notation from (3.7)
D˚m+2,ǫ2,ǫ3 =
{
Zm+2 = (Xm+2, Vm+2) ∈ R2d(m+2) : d2(xi, xj) > ǫ2, ∀(i, j) ∈ I2m+2,
and d3(xi; xj , xk) >
√
2ǫ3, ∀(i, j, k) ∈ I3m+2
}
,
where I2m+2, I3m+2 are given by (3.1)-(3.2) respectively.
Proposition 9.6. Consider parameters α, ǫ0, R, η, δ as in (9.5) and ǫ2 << η2ǫ3 << α. Let m ∈ N, Z¯m =
(X¯m, V¯m) ∈ Gm(ǫ0, 0), ℓ ∈ {1, ..., m} and Xm ∈ Bdmα/2(X¯m). Then there is a subset B3ℓ (Z¯m) ⊆ (S2d−11 ×B2dR )+(v¯ℓ)
such that:
(i) For any (ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×B2dR )+(v¯ℓ) \ B3ℓ (Z¯m), one has:
Zm+2(t) ∈ D˚m+2,ǫ2,ǫ3 , ∀t ≥ 0, (9.60)
Zm+2 ∈ Gm+2(ǫ0/2, δ) (9.61)
Z¯m+2 ∈ Gm+2(ǫ0, δ), (9.62)
where
Zm+2 = (x1, ..., xℓ, ..., xm, xm+1, xm+2, v¯1, ..., v¯ℓ, ..., v¯m, vm+1, vm+2),
xm+i = xℓ −
√
2ǫ3ωi, ∀i ∈ {1, 2},
Z¯m+2 = (x¯1, ..., x¯ℓ, ..., x¯m, x¯m, x¯m, v¯1, ..., v¯ℓ, ..., v¯m, vm+1, vm+2),
(9.63)
(ii) For any (ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×B2dR )+(v¯ℓ) \ B3ℓ (Z¯m), one has:
Z∗m+2(t) ∈ D˚m+2,ǫ2,ǫ3 , ∀t ≥ 0, (9.64)
Z∗m+2 ∈ Gm+2(ǫ0/2, δ), (9.65)
Z¯∗m+2 ∈ Gm+2(ǫ0, δ), (9.66)
where
Z∗m+2 = (x1, ..., xℓ, ..., xm, xm+1, xm+2, v¯1, ..., v¯
∗
ℓ , ..., v¯m, v
∗
m+1, v
∗
m+2),
xm+i = xℓ +
√
2ǫ3ωi, ∀i ∈ {1, 2},
Z¯∗m+2 = (x¯1, ..., x¯ℓ, ..., x¯m, x¯m, x¯m, v¯1, ..., v¯
∗
ℓ , ..., v¯m, v
∗
m+1, v
∗
m+2),
(v¯∗ℓ , v
∗
m+1, v
∗
m+2) = Tω1,ω2(v¯ℓ, vm+1, vm+2).
(9.67)
Proof. By symmetry we may assume that ℓ = m. Recall the set B˜3m(Z¯m) from Proposition 9.5 satisfying
(9.57)-(9.58).
We will construct a set Am(Z¯m) ⊆ (S2d−11 ×B2dR )+(v¯m), such that for any (ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×
B2dR )
+(v¯m) \ Am(Z¯m):
• Using notation from (9.63) for the precollisional case, we have
|xi(t)− xj(t)| > ǫ2, ∀t ≥ 0, ∀i, j ∈ {m,m+ 1,m+ 2} with i < j. (9.68)
• Using notation from (9.67) for the postcollisional case, we have
|xi(t)− xj(t)| > ǫ2, ∀t ≥ 0, ∀i, j ∈ {m,m+ 1,m+ 2} with i < j. (9.69)
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Then thanks to Proposition 9.5 and (9.68)-(9.69), the set
B3m(Z¯m) := B˜3m(Z¯m) ∪Am(Z¯m),
will satisfy (9.60)-(9.62), (9.64)-(9.66). Let us introduce the following notation:
γ :=
ǫ2
ǫ3
<< η2, since ǫ2 << η
2ǫ3, by assumption, (9.70)
and
γ′ =
(
1− γ
2
)1/2
< 1. (9.71)
Construction of the set satisfying (9.68): Here we use notation from (9.63). We distinguish the
following cases:
• Case (i, j) = (m,m+ 1): Consider t ≥ 0. We have
|xi(t)− xj(t)|2 = |xm(t)− xm+1(t)|2
= |
√
2ǫ3ω1 + (vm+1 − v¯m)t|2
= 2ǫ23|ω1|2 + 2
√
2ǫ3〈ω1, vm+1 − v¯m〉t+ |vm+1 − v¯m|2t2.
(9.72)
We define the sets
Ω1 = {(ω1, ω2, vm+1, vm+2) ∈ S2d−11 ×B2dR : |ω1| ≤
√
γ}, (9.73)
Am,m+1 = {(ω1, ω2, vm+1, vm+2) ∈ S2d−11 ×B2dR : |〈ω1, vm+1 − v¯m〉| ≥ γ′|ω1||vm+1 − v¯m|}. (9.74)
Consider the second degree polynomial in t:
P (t) = (2− γ)ǫ23|ω1|2 + 2
√
2ǫ3〈ω1, vm+1 − v¯m〉t+ |vm+1 − v¯m|2t2 (9.75)
Let (ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×B2dR ) \ (Ω1 ∪Am,m+1). The polynomial P has discriminant
∆ = 8ǫ23|〈ω1, vm+1 − v¯m〉|2 − 4(2− γ)ǫ23|ω1|2|vm+1 − v¯m|2
= 8ǫ23|〈ω1, vm+1 − v¯m〉|2 − 8γ′2ǫ23|ω1|2|vm+1 − v¯m|2
= 8ǫ23
(|〈ω1, vm+1 − v¯m〉|2 − γ′2|ω1|2|vm+1 − v¯m|2)
< 0
since (ω1, ω2, vm+1, vm+2) /∈ Am,m+1. Since γ << 1, we obtain P (t) > 0, for all t ≥ 0, or in other words
2ǫ23|ω1|2 + 2
√
2ǫ3〈ω1, vm+1 − v¯m〉t+ |vm+1 − v¯m|2t2 > γǫ23|ω1|2. (9.76)
Since (ω1, ω2, vm+1, vm+2) /∈ Ω1, expressions (9.72), (9.76) yield
|xm(t)− xm+1(t)|2 > γǫ23|ω1|2 > γ2ǫ23 = ǫ22. (9.77)
Therefore for any (ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×B2dR ) \ (Ω1 ∪Am,m+1), we have
|xm(t)− xm+1(t)| > ǫ2, ∀t ≥ 0.
• Case (i, j) = (m,m+ 2): We follow a similar argument using the sets
Ω2 = {(ω1, ω2, vm+1, vm+2) ∈ S2d−11 ×B2dR : |ω2| ≤
√
γ}, (9.78)
Am,m+2 = {(ω1, ω2, vm+1, vm+2) ∈ S2d−11 ×B2dR : |〈ω2, vm+2 − v¯m〉| ≥ γ′|ω2||vm+2 − v¯m|}, (9.79)
to conclude that for all (ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×B2dR ) \ (Ω2 ∪Am,m+2), we have
|xm+2(t)− xm(t)| > ǫ2, ∀t ≥ 0.
• Case (i, j) = (m+ 1,m+ 2): We follow a similar argument using the sets
Ω1,2 = {(ω1, ω2, vm+1, vm+2) ∈ S2d−11 ×B2dR : |ω1 − ω2| ≤
√
γ}, (9.80)
Bm+1,m+2 = {(ω1, ω2, vm+1, vm+2) ∈ S2d−11 ×B2dR :
|〈ω1 − ω2, vm+1 − vm+2〉| ≥ γ′|ω1 − ω2||vm+1 − vm+2|}. (9.81)
to conclude that for all (ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×B2dR ) \ (Ω1,2 ∪Bm+1,m+2), we have
|xm+1(t)− xm+2(t)| > ǫ2, ∀t ≥ 0.
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Defining
A−m(Z¯m) = Ω1 ∪ Ω2 ∪ Ω1,2 ∪ Am,m+1 ∪Am,m+2 ∪Bm+1,m+2, (9.82)
we obtain that (9.68) holds for (ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×B2dR ) \ A−m(Z¯m).
Construction of the set satisfying (9.69): Here we use notation from (9.67). We distinguish the
following cases:
• Case (i, j) = (m,m + 1): We follow a similar argument to the precollisional case, using the set Ω1,
defined in (9.73), and the set
A∗m,m+1 = {(ω1, ω2, vm+1, vm+2) ∈ S2d−11 ×B2dR : |〈ω1, v∗m+1 − v¯∗m〉| ≥ γ′|ω1||v∗m+1 − v¯∗m|}, (9.83)
to conclude that for all (ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×B2dR ) \ (Ω2 ∪A∗m,m+1), we have
|xm+1(t)− xm(t)| > ǫ2, ∀t ≥ 0.
• Case (i, j) = (m,m+2): We follow a similar argument to the precollisional case, using the set Ω2, defined
in (9.78), and the set
A∗m,m+2 = {(ω1, ω2, vm+1, vm+2) ∈ S2d−11 ×B2dR : |〈ω2, v∗m+2 − v¯∗m〉| ≥ γ′|ω2||v∗m+2 − v¯∗m|}, (9.84)
to conclude that for all (ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×B2dR ) \ (Ω2 ∪A∗m,m+2), we have
|xm+2(t)− xm(t)| > ǫ2, ∀t ≥ 0.
• Case (i, j) = (m+1,m+2): We follow a similar argument to the precollisional case, using the set Ω1,2,
defined in (9.80), and the set
B∗m+1,m+2 = {(ω1, ω2, vm+1, vm+2) ∈ S2d−11 ×B2dR : (9.85)
|〈ω1 − ω2, v∗m+1 − v∗m+2〉| ≥ γ′|ω1 − ω2||v∗m+1 − v∗m+2|}, (9.86)
to conclude that for all (ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×B2dR ) \ (Ω2 ∪B∗m+1,m+2), we have
|xm+1(t)− xm+2(t)| > ǫ2, ∀t ≥ 0.
Defining
A+m(Z¯m) = Ω1 ∪ Ω2 ∪ Ω1,2 ∪ A∗m,m+1 ∪A∗m,m+2 ∪B∗m+1,m+2, (9.87)
we obtain that (9.69) holds for (ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×B2dR ) \ A+m(Z¯m).
Defining
Am(Z¯m) = (S2d−11 ×B2dR )+(v¯m) ∩
(A−m(Z¯m) ∪A+m(Z¯m)) , (9.88)
(9.68)-(9.69) hold for any (ω1, ω2, vm+1, vm+2) ∈ (S2d−11 ×B2dR )+(v¯m) \ Am(Z¯m).
The set
B3m(Z¯m) = B˜3m(Z¯m) ∪Am(Z¯m), (9.89)
satisfies (9.60)-(9.62), (9.64)-(9.66), thus it is the set we need to conclude the proof.

9.3.2. Measure estimate for ternary adjunction. We now provide the corresponding measure estimate for
the set B3ℓ (Z¯m) appearing in Proposition 9.6. To estimate the measure of this set, we will strongly rely on
the results of Section 8.
Proposition 9.7. Consider parameters α, ǫ0, R, η, δ as in (9.5) and ǫ2 << η2ǫ3 << α. Let m ∈ N, Z¯m ∈
Gm(ǫ0, 0), ℓ ∈ {1, ..., m} and B3ℓ (Z¯m) be the set appearing in the statement of Proposition 9.6. Then the
following measure estimate holds: ∣∣B3ℓ (Z¯m)∣∣ . mR2dη d−14d+2 ,
where | · | denotes the product measure on S2d−11 ×B2dR .
Proof. By symmetry, we may assume ℓ = m. Recall that
B3m(Z¯m) = B˜3m(Z¯m) ∪Am(Z¯m), (9.90)
where B˜3m(Z¯m) is given by Proposition 9.5 and Am(Z¯m) is given by (9.88). Estimate (9.59) yields
|B˜3m(Z¯m)| . mR2dη
d−1
4d+2 , (9.91)
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so it suffices to estimate the measure of Am(Z¯m). By (9.88), it suffices to estimate the measure of A−m(Z¯m)
and A+m(Z¯m) which are given by (9.82), (9.87) respectively.
Let us recall the notation from (9.70)-(9.71):
γ =
ǫ2
ǫ3
<< η2, γ′ =
√
1− γ
2
.
Estimate of A−m(Z¯m): Recall from (9.82) that
A−m(Z¯m) = Ω1 ∪ Ω2 ∪ Ω1,2 ∪ Am,m+1 ∪Am,m+2 ∪Bm+1,m+2, (9.92)
where Ω1, Am,m+1 are given by (9.73)-(9.74), Ω2, Am,m+2 by (9.78)-(9.79) and Ω1,2, Bm+1,m+2 are given by
(9.80)-(9.81).
• Estimate for Ω1,Ω2: Without loss of generality, it suffices to estimate the measure of Ω1. Recalling
notation from (8.3), Fubini’s Theorem and Lemma 8.3 yield
|Ω1| =
∫
B2d
R
∫
S
2d−1
1
1M1(
√
γ) dω1 dω2 dvm+1 dvm+2 . R
2dγd/2, (9.93)
A symmetric argument yields
|Ω2| . R2dγd/2, (9.94)
• Estimate for Ω1,2: Recalling notation from (8.5), (9.80) yields
Ω1,2 = (S
2d−1
1 ∩W 2d√γ)×B2dR ,
Therefore, Fubini’s Theorem and Lemma 8.4 imply
|Ω1,2| =
∫
B2dR
∫
S
2d−1
1
1W2d√
γ
dω1 dω2 dvm+1 dvm+2 . R
2dγ
d−1
4 . (9.95)
• Estimate for Am,m+1: Recalling notation from (8.6), the set Am,m+1, which was defined in (9.74), can
be written as
Am,m+1 =
{
(ω1, ω2, vm+1, vm+2) ∈ S2d−11 ×B2dR : ω1 ∈ S(γ′, vm+1 − v¯m)
}
Therefore, the representation of the (2d− 1)- unit sphere (8.1) and Lemma 8.5 yield
|Am,m+1| ≤
∫
B2d
R
∫
Bd1
∫
S
d−1√
1−|ω2|2
1S(γ′,vm+1−v¯m) dω1 dω2 dvm+1 dvm+2
. R2d arccos γ′
= R2d arccos
√
1− γ
2
. (9.96)
• Estimate for Am,m+2: We follow a similar argument as in the previous case to obtain
|Am,m+2| . R2d arccos
√
1− γ
2
. (9.97)
• Estimate for Bm+1,m+2: Recalling notation from (8.7), (9.81) yields
Bm+1,m+2 = {(ω1, ω2, vm+1, vm+2) ∈ S2d−11 ×B2dR : (ω1, ω2) ∈ N(γ′, vm+1 − vm+2)}.
Therefore, using Lemma 8.6, we obtain
|Bm+1,m+2| =
∫
B2d
R
∫
S
2d−1
1
1N(γ′ ,vm+1−vm+2)(ω1, ω2) dω1 dω2 dvm+1 dvm+2
. R2d arccos γ′
= R2d arccos
√
1− γ
2
. (9.98)
Using (9.92) and estimates (9.93)-(9.98), we obtain
|A−m(Z¯m)| . R2d
(
γd/2 + γ
d−1
4 + arccos
√
1− γ
2
)
. (9.99)
56 IOAKEIM AMPATZOGLOU AND NATASˇA PAVLOVIC´
Estimate of A+m(Z¯m): Recall from (9.87) that
A+m(Z¯m) = Ω1 ∪ Ω2 ∪ Ω1,2 ∪ A∗m,m+1 ∪A∗m,m+2 ∪B∗m+1,m+2, (9.100)
where Ω1, Ω2, Ω1,2, A∗m,m+1, A
∗
m,m+2, B
∗
m+1,m+2 are given by (9.73), (9.78), (9.80), (9.83)-(9.86) respectively.
We already have estimates for Ω1, Ω2, Ω1,2 from (9.93)-(9.95), hence it suffices to derive estimates for
A∗m,m+1, A
∗
m,m+2, B
∗
m+1,m+2.
For the rest of the proof we consider a parameter 0 < β << 1 which will be chosen later in terms of η,
see (9.150).
• Estimate for A∗m,m+1: Recall from (9.83) the set
A∗m,m+1 =
{
(ω1, ω2, vm+1, vm+2) ∈ S2d−11 ×B2dR : |〈ω1, v∗m+1 − v¯∗m〉| ≥ γ′|ω1||v∗m+1 − v¯∗m|
}
. (9.101)
But for any (ω1, ω2, vm+1, vm+2) ∈ S2d−11 ×B2dR , the ternary collisional law (2.9) implies
v∗m+1 − v¯∗m = vm+1 − v¯m − 2cω1,ω2,v¯m,vm+1,vm+2ω1 − cω1,ω2,v¯m,vm+1,vm+2ω2,
where
cω1,ω2,v¯m,vm+1,vm+2 =
〈ω1, vm+1 − v¯m〉+ 〈ω2, vm+2 − v¯m〉
1 + 〈ω1, ω2〉 . (9.102)
For convenience, we denote
c := cω1,ω2,v¯m,vm+1,vm+2 .
Therefore, by (9.101), we may write
A∗m,m+1 = {(ω1, ω2, vm+1, vm+2) ∈ S2d−11 ×B2dR :
|〈ω1, vm+1 − v¯m − 2cω1 − cω2〉| ≥ γ′|ω1||vm+1 − v¯m − 2cω1 − cω2|}.
By Fubini’s Theorem we have
|A∗m,m+1| ≤
∫
S
2d−1
1 ×BdR
∫
Bd
R
1
V
m,m+1
ω1,ω2,vm+2
(vm+1) dvm+1 dω1 dω2 dvm+2 (9.103)
where given (ω1, ω2, vm+2) ∈ S2d−11 ×BdR we write
V m,m+1ω1,ω2,vm+2 =
{
vm+1 ∈ BdR : (ω1, ω2, vm+1, vm+2) ∈ A∗m,m+1
}
. (9.104)
Recall from (8.11) the set
I1 =
{
(ω1, ω2) ∈ R2d
∣∣1− 2 |ω1|2∣∣ ≤ 2β} . (9.105)
Using (9.103), we obtain
|A∗m,m+1| = I˜1 + I˜ ′1, (9.106)
where
I˜1 =
∫
(S2d−11 ∩I1)×BdR
∫
Bd
R
1
V
m,m+1
ω1,ω2,vm+2
(vm+1) dvm+1 dω1 dω2 dvm+2, (9.107)
I˜ ′1 =
∫
(S2d−11 \I1)×BdR
∫
Bd
R
1
V
m,m+1
ω1,ω2,vm+2
(vm+1) dvm+1 dω1 dω2 dvm+2. (9.108)
We treat each of the terms in (9.106) separately.
Estimate for I˜1: By (9.107), Fubini’s Theorem and Lemma 8.7, we obtain
I˜1 . R
2d
∫
S
2d−1
1
1I1 dω1 dω2 . R
2dβ. (9.109)
Estimate for I˜ ′1: Let us fix (ω1, ω2, vm+2) ∈ (S2d−11 \ I1) × BdR. We define the smooth map F 1ω1,ω2,vm+2 :
BdR → Rd, by:
F 1ω1,ω2,vm+2(vm+1) := v
∗
m+1 − v¯∗m = vm+1 − v¯m − 2cω1 − cω2, (9.110)
where c is given by (9.102).
We are showing that we may change variables under F 1ω1,ω2,vm+2 , as long as (ω1, ω2, vm+1) ∈ (S2d−11 \I1)×BdR
i.e. we are showing that F 1ω1,ω2,vm+2 has non-zero Jacobian and is injective. In particular we will see that
the Jacobian is bounded from below by β.
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We first show the Jacobian has a lower bound β . Differentiating with respect to vm+1, we obtain
∂F 1ω1,ω2,vm+2
∂vm+1
= Id + (−2ω1 − ω2)∇Tvm+1c.
Recalling (9.102), we have
∇Tvm+1c =
1
1 + 〈ω1, ω2〉ω
T
1 .
Using Lemma 12.1 from the Appendix, we get
JacF 1ω1,ω2,vm+2(vm+1) = det
(
Id +
1
1 + 〈ω1, ω2〉 (−2ω1 − ω2)ω
T
1
)
= 1 +
−2|ω1|2 − 〈ω1, ω2〉
1 + 〈ω1, ω2〉
=
1− 2|ω1|2
1 + 〈ω1, ω2〉 .
Since (ω1, ω2) /∈ I1, we have
∣∣1− 2 |ω1|2∣∣ > 2β, hence∣∣JacF 1ω1,ω2,vm+2(vm+1)∣∣ =
∣∣1− 2 |ω1|2∣∣
1 + 〈ω1, ω2〉 >
2β
1 + 〈ω1, ω2〉 ≥
4β
3
> β, (9.111)
since
1
2
≤ 1 + 〈ω1, ω2〉 ≤ 3
2
, by (2.13). Thus∣∣JacF 1ω1,ω2,vm+2(vm+1)∣∣−1 < β−1, ∀vm+1 ∈ BdR. (9.112)
We now show that F 1ω1,ω2,vm+2 is injective. For this purpose consider vm+1, ξm+1 ∈ BdR such that
F 1ω1,ω2,vm+2(vm+1) = F
1
ω1,ω2,vm+2(ξm+1)
⇔ vm+1 − ξm+1 = 〈vm+1 − ξm+1, ω1〉
1 + 〈ω1, ω2〉 (2ω1 + ω2), (9.113)
thanks to (9.102). Therefore, there is λ ∈ R such that
vm+1 − ξm+1 = λ(2ω1 + ω2), (9.114)
so replacing vm+1 − ξm+1 in (9.113) with the right hand side of (9.114), we obtain
λ(1− 2|ω1|2) = 0,
which yields λ = 0, since we have assumed (ω1, ω2) /∈ I1. Therefore vm+1 = ξm+1, thus F 1ω1,ω2,vm+2 is
injective.
Since (ω1, ω2, vm+2) ∈ S2d−11 × BdR and v¯m ∈ BdR, Cauchy-Schwartz inequality yields that, for any vm+1 ∈
BdR, we have
|Fω1,ω2,vm+2(vm+1)| ≤ |vm+1|+ |v¯m|+
|ω1|(|vm+1|+ |v¯m|) + |ω2|(|v¯m|+ |vm+2|)
1 + 〈ω1, ω2〉 (2|ω1|+ |ω2|) ≤ 26R,
since 1
2
≤ 1 + 〈ω1, ω2〉 ≤ 32 , by (2.14), and (ω1, ω2, vm+2) ∈ S2d−11 ×BdR. Therefore
F 1ω1,ω2,vm+2 [B
d
R] ⊆ Bd26R. (9.115)
Additionally, recalling (9.104), (9.101) and (9.110), we have
V m,m+1ω1,ω2,vm+2 = {vm+1 ∈ BdR : 〈ω1, Fω1,ω2,vm+2(vm+1)〉 ≥ β|ω1||Fω1,ω2,vm+2(vm+1)|},
thus
vm+1 ∈ V m,m+1ω1,ω2,vm+2 ⇔ F 1ω1,ω2,vm+2(vm+1) ∈ Uω1 , (9.116)
where
Uω1 =
{
ν ∈ Rd : 〈ω1, ν〉 ≥ γ′|ω1||ν|
}
. (9.117)
Hence
1
V
m,m+1
ω1,ω2,vm+2
(vm+1) = 1Uω1 (F
1
ω1,ω2,vm+2(vm+1)), ∀vm+1 ∈ BdR. (9.118)
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Therefore, performing the substitution ν := F 1ω1,ω2,vm+2(vm+1), and using (9.112), we obtain∫
Bd
R
1
V
m,m+1
ω1,ω2,vm+2
(vm+1) dvm+1 =
∫
Bd
R
1Uω1
(F 1ω1,ω2,vm+2(vm+1)) dvm+1 ≤ β−1
∫
Bd
26R
1Uω1
(ν) dν.
Recalling notation from (8.6) and (9.117), we have
1Uω1
(ν) = 1S(γ′,ν)(ω1), ∀ω1 ∈ Bd1 , ∀ν ∈ Bd26R. (9.119)
Therefore, using (9.108), (9.119), Fubini’s Theorem and (9.119), we obtain
I ′1 ≤ β−1
∫
(S2d−11 \I1)×BdR
∫
Bd
26R
1Uω1
(ν) dν dω1 dω2 dvm+2
≤ β−1
∫
Bd
26R
×Bd
R
∫
Bd1
∫
S
d−1√
1−|ω2|2
1S(γ′,ν)(ω1) dω1 dω2 dν dvm+2
. R2dβ−1 arccos γ′ (9.120)
= R2dβ−1 arccos
√
1− γ
2
, (9.121)
where to obtain (9.120) we use Lemma 8.5. Combining (9.106), (9.109), (9.121), we obtain
|A∗m,m+1| ≤ R2d
(
β + β−1 arccos
√
1− γ
2
)
. (9.122)
• Estimate for A∗m,m+2: The argument is entirely symmetric, using the set
V m,m+2ω1,ω2,vm+1 =
{
vm+2 ∈ BdR : (ω1, ω2, vm+1, vm+2) ∈ A∗m,m+2
}
,
for fixed (ω1, ω2, vm+1) ∈ S2d−11 ×BdR and the map
F 2ω1,ω2,vm+1(vm+2) = vm+2 − v¯m − cω1 − 2cω2.
We obtain the estimate
|A∗m,m+2| . R2d
(
β + β−1 arccos
√
1− γ
2
)
, (9.123)
• Estimate for B∗m+1,m+2: The estimate for B∗m+1,m+2 is in the same spirit as the previous estimates,
however we will need to distinguish cases depending on the size of the impact directions. The reason
for that is that we rely on Lemma 8.8 from Section 8 which provides estimates on hemispheres of the
(2d− 1)-unit sphere.
Recall from (9.86) the set
B∗m+1,m+2 = {(ω1, ω2, vm+1, vm+2) ∈ S2d−11 ×B2dR : |〈ω1 − ω2, v∗m+1 − v∗m+2〉| ≥ γ′|ω1 − ω2||v∗m+1 − v∗m+2|}.
(9.124)
The ternary collisional law (2.9) yields v∗m+1− v∗m+2 = vm+1− vm+2− c(ω1−ω2), where c is given by (9.102).
Thus we may write
B∗m+1,m+2 ={(ω1, ω2, vm+1, vm+2) ∈ S2d−11 ×B2dR :
|〈ω2 − ω1, vm+2 − vm+1 − c(ω2 − ω1)〉| ≥ γ′|ω2 − ω1||vm+2 − vm+1 − c(ω2 − ω1)|}.
Recall from (8.13)-(8.14), the sets
S1,2 =
{
(ω1, ω2) ∈ S2d−11 : |ω1| < |ω2|
}
, S2,1 =
{
(ω1, ω2) ∈ S2d−11 : |ω2| < |ω1|
}
.
We also recall from (8.15)-(8.16) the sets
I1,2 = {(ω1, ω2) ∈ R2d
∣∣|ω1|2 + 2〈ω1, ω2〉∣∣ ≤ β}, I2,1 = {(ω1, ω2) ∈ R2d ∣∣|ω2|2 + 2〈ω1, ω2〉∣∣ ≤ β}.
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We clearly have
|B∗m+1,m+2| =
∫
S
2d−1
1 ×B2dR
1B∗m+1,m+2 dω1 dω2 dvm+1 dvm+2
=
∫
S1,2×B2dR
1B∗m+1,m+2 dω1 dω2 dvm+1 dvm+2 +
∫
S2,1×B2dR
1B∗m+1,m+2 dω1 dω2 dvm+1 dvm+2
= I˜1,2 + I˜
′
1,2 + I˜2,1 + I˜
′
2,1, (9.125)
where
I˜1,2 =
∫
(S1,2∩I1,2)×B2dR
1B∗m+1,m+2 dω1 dω2 dvm+1 dvm+2, (9.126)
I˜ ′1,2 =
∫
(S1,2\I1,2)×B2dR
1B∗m+1,m+2 dω1 dω2 dvm+1 dvm+2, (9.127)
I˜2,1 =
∫
(S2,1∩I2,1)×B2dR
1B∗m+1,m+2 dω1 dω2 dvm+1 dvm+2, (9.128)
I ′2,1 =
∫
(S2,1\I2,1)×B2dR
1B∗m+1,m+2 dω1 dω2 dvm+1 dvm+2. (9.129)
We treat each of the terms in (9.125) separately.
Estimate for I˜1,2: By (9.126), Fubini’s Theorem and Lemma 8.8, we obtain
I˜1,2 . R
2d
∫
S1,2
1I1,2 dω1 dω2 . R
2dβ. (9.130)
Estimate for I˜2,1: Similarly, we obtain
I˜2,1 . R
2dβ. (9.131)
Estimate for I ′1,2: From (9.127), we obtain
I ′1,2 ≤
∫
S1,2\I1,2
∫
Bd
R
∫
Bd
R
1
V
m+1,m+2
ω1,ω2,vm+1
(vm+2) dvm+2 dvm+1 dω1 dω2, (9.132)
where given (ω1, ω2, vm+1) ∈ (S1,2 \ I1,2)×BdR, we denote
V m+1,m+2ω1,ω2,vm+1 =
{
vm+2 ∈ BdR : (ω1, ω2, vm+1, vm+2) ∈ B∗m+1,m+2
}
. (9.133)
Let us fix (ω1, ω2, vm+1) ∈ (S1,2 \ I1,2)×BdR. We define the map F 1,2ω1,ω2,vm+1 : BdR → Rd by
F 1,2ω1,ω2,vm+1(vm+2) = vm+2 − vm+1 − c(ω2 − ω1),
where c is given by (9.102). In a similar way as in the estimate of of |A∗m,m+1|, for any (ω1, ω2) /∈ I1,2, we
have ∣∣JacF 1,2ω1,ω2,vm+1(vm+2)∣∣ =
∣∣|ω1|2 + 2〈ω1, ω2〉∣∣
1 + 〈ω1, ω2〉 >
β
1 + 〈ω1, ω2〉 ≥
2β
3
, (9.134)
Thus ∣∣JacF 1,2ω1,ω2,vm+1(vm+2)∣∣−1 ≤ 3β−12 , ∀vm+2 ∈ BdR. (9.135)
Similarly to the estimate for |A∗m,m+1|, we show also that F 1,2ω1,ω2,vm+1 is injective.
Since (ω1, ω2, vm+1) ∈ S2d−11 × BdR and v¯m ∈ BdR, Cauchy-Schwartz inequality yields that, for any vm+2 ∈
BdR, we have
|F 1,2ω1,ω2,vm+1(vm+2)| ≤ |vm+2|+ |vm+1|+
|ω1|(|vm+1|+ |v¯m|) + |ω2|(|vm+2|+ |v¯m|)
1 + 〈ω1, ω2〉 (|ω2|+ |ω1|) ≤ 18R,
since 1
2
≤ 1 + 〈ω1, ω2〉 ≤ 32 . Therefore
F 1,2ω1,ω2,vm+1 [B
d
R] ⊆ Bd18R. (9.136)
Additionally
vm+2 ∈ V m+1,m+2ω1,ω2,vm+1 ⇔ F 1,2ω1,ω2,vm+1(vm+2) ∈ Uω1,ω2 ,
where
Uω1,ω2 =
{
ν ∈ Rd : 〈ω2 − ω1, ν〉 ≥ γ′|ω2 − ω1||ν|
}
. (9.137)
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Hence
1
V
m+1,m+2
ω1,ω2,vm+1
(vm+2) = 1Uω1,ω2 (F
1,2
ω1,ω2,vm+1
(vm+2)), ∀vm+2 ∈ BdR. (9.138)
Therefore, performing the substitution ν := F 1,2ω1,ω2,vm+1(vm+2), and using (9.135), we obtain∫
Bd
R
1
V
m+1,m+2
ω1,ω2,vm+1
(vm+2) dvm+2 =
∫
Bd
R
1Uω1,ω2
(F 1,2ω1,ω2,vm+1(vm+2)) dvm+2 ≤ β−1
∫
Bd
18R
1Uω1,ω2
(ν) dν. (9.139)
Recalling the set N(γ′, ν) =
{
(ω1, ω2) ∈ R2d : 〈ω1 − ω2, ν〉 ≥ γ′|ω1 − ω2||ν|
}
, from (8.7) and (9.137), we have
1Uω1,ω2
(ν) = 1N(γ′ ,ν)(ω1, ω2), ∀(ω1, ω2) ∈ S2d−11 , ∀ν ∈ Bd18R. (9.140)
Therefore, using (9.132), (9.139), Fubini’s Theorem and (9.140), we obtain
I ′1,2 ≤ β−1
∫
(S1,2\I1,2)×BdR
∫
Bd
18R
1Uω1,ω2
(ν) dν dω1 dω2 dvm+1
≤ β−1
∫
Bd
R
×Bd
18R
∫
S
2d−1
1
1N(γ′,ν)(ω1, ω2) dω1 dω2 dν dvm+1
. R2dβ−1 arccos γ′ (9.141)
= R2dβ−1 arccos
√
1− γ
2
,
where to obtain (9.141), we use Lemma 8.6. Therefore,
I ′12 ≤ R2dβ−1 arccos
√
1− γ
2
. (9.142)
Estimate for I ′2,1: The argument is entirely symmetric, using the set
V m+1,m+2ω1,ω2,vm+2 =
{
vm+1 ∈ BdR : (ω1, ω2, vm+1, vm+2) ∈ B∗m+1,m+2
}
.
for given (ω1, ω2, vm+2) ∈ (S2,1 \ I2,1) × BdR and the map F 2,1ω1,ω2,vm+2(vm+1) = vm+1 − vm+2 − c(ω1 − ω2). We
obtain
I ′21 ≤ R2dβ−1 arccos
√
1− γ
2
. (9.143)
Recalling (9.125) and using (9.130)-(9.131), (9.142)-(9.143), we obtain
|B∗m+1,m+2| . R2d
(
β + β−1 arccos
√
1− γ
2
)
(9.144)
Recalling (9.100) and using (9.93)-(9.95), (9.122), (9.123), (9.144), we obtain
|A+m(Z¯m)| . R2d
(
γd/2 + γ
d−1
4 + β + β−1 arccos
√
1− γ
2
)
. (9.145)
Recalling (9.88), using (9.99), (9.145) and using the fact that γ << 1, we obtain
|Am(Z¯m)| . R2d
(
γ
d−1
4 + β + β−1 arccos
√
1− γ
2
.
)
(9.146)
Choice of β: Let us now choose β in terms of η. Recalling that ǫ2 << η2ǫ3 and (9.70), we have
γ
d−1
4 << η
d−1
2 . (9.147)
Moreover, since η << 1, we may assume
η√
2
≤ sin η ≤ η, (9.148)
Since γ << η2, (9.148) implies
γ << 2 sin2 η ⇒ arccos
√
1− γ
2
< η. (9.149)
Choosing
β = η1/2 << 1, (9.150)
estimates (9.146)-(9.147), (9.149) imply
|Am(Z¯m)| . R2d
(
η
d−1
2 + η1/2
)
. R2dη
d−1
4d+2 , (9.151)
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since η << 1 and d ≥ 2. The claim comes from (9.90)-(9.91) and (9.151). 
10. Elimination of recollisions
In this section we reduce the convergence proof to comparing truncated elementary observables. We
first restrict to good configurations and provide the corresponding measure estimate. This is happening
in Proposition 10.2. We then inductively apply Proposition 9.2 and Proposition 9.4 or Proposition 9.6
and Proposition 9.7 (depending on whether the adjunction is binary or ternary) to reduce the convergence
proof to truncated elementary observables. The convergence proof, completed in Section 11, will then
follow naturally, since the backwards (ǫ2, ǫ3)-flow and the backwards free flow will be comparable out of a
small measure set. Throughout this section s ∈ N will be fixed, (N, ǫ2, ǫ3) are given in the scaling (4.24)
with N large enough such that ǫ2 << ǫ3, and the parameters n,R, ǫ0, α, η, δ satisfy (9.5).
10.1. Restriction to good configurations. Inductively using Lemma 9.1 we are able to reduce the
convergence proof to good configurations, up to a small measure set. The measure of the complement will
be negligible in the limit.
For convenience, given m ∈ N, let us define the set
Gm(ǫ3, ǫ0, δ) := Gm(ǫ3, 0) ∩Gm(ǫ0, δ). (10.1)
For s ∈ N, we also recall from (6.1) the set ∆Xs (ǫ0) of well-separated spatial configurations.
Lemma 10.1. Let s ∈ N. Let s ∈ N, α, ǫ0, R, η, δ be parameters as in (9.5) and ǫ2 << ǫ3 << α. Then for
any Xs ∈ ∆Xs (ǫ0), there is a subset of velocities Ms(Xs) ⊆ BdsR of measure
|Ms (Xs)|ds ≤ Cd,sRdsη
d−1
2 , (10.2)
such that
Zs ∈ Gs(ǫ3, ǫ0, δ), ∀Vs ∈ BdsR \Ms(Xs). (10.3)
Proof. We use Proposition 11.2. from [2] for ǫ = ǫ3. 
For s ∈ N and Xs ∈ ∆Xs (ǫ0), let us denote Mcs(Xs) = BdsR \Ms(Xs). Consider 1 ≤ k ≤ n and let us recall
the observables INs,k,R,δ, I
∞
s,k,R,δ defined in (7.23)-(7.24). We restrict the domain of integration to velocities
giving good configurations.
In particular, we define
I˜Ns,k,R,δ(t)(Xs) =
∫
Mcs(Xs)
φs(Vs)f
(s,k)
N,R,δ(Xs, Vs) dVs, (10.4)
I˜∞s,k,R,δ(t)(Xs) =
∫
Mcs(Xs)
φs(Vs)f
(s,k)
R,δ (Xs, Vs) dVs. (10.5)
Let us apply Proposition 10.1 to restrict to initially good configurations. To keep track of all the possible
adjuctions we recall recall the notation from (7.3)-(7.5): given k ∈ N, we write
Sk = {σ = (σ1, ..., σk) : σi ∈ {1, 2}},
and given σ ∈ Sk, we write
σ˜ℓ =
ℓ∑
i=1
σi, 1 ≤ ℓ ≤ k, σ˜0 = 0.
Proposition 10.2. Let s, n ∈ N, α, ǫ0, R, η, δ be parameters as in (9.5), (N, ǫ2, ǫ3) in the scaling (4.24) with
ǫ2 << ǫ3 << α, and t ∈ [0, T ]. Then, the following estimates hold:
n∑
k=1
‖INs,k,R,δ(t)− I˜Ns,k,R,δ(t)‖L∞(∆Xs (ǫ0)) ≤ Cd,s,µ0,TR
dsη
d−1
2 ‖FN,0‖N,β0,µ0 ,
n∑
k=1
‖I∞s,k,R,δ(t)− I˜∞s,k,R,δ(t)‖L∞(∆Xs (ǫ0)) ≤ Cd,s,µ0,TR
dsη
d−1
2 ‖F0‖∞,β0,µ0 .
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Proof. We present the proof for the BBGKY hierarchy case only. The proof for the Boltzmann hierarchy
case is similar. Let us fix Xs ∈ ∆Xs (ǫ0).
We first assume that k ∈ {1, ..., n}. Triangle inequality, an inductive application of estimate (5.7),
estimate (5.6) and part (ii) of Proposition 5.3 yield
|INs,k,R,δ(t)(Xs)−I˜Ns,k,R,δ(t)(Xs)| ≤
∑
σ∈Sk
∫
Ms(Xs)
|φs(Vs)f (s,k,σ)N,R,δ (t,Xs, Vs)| dVs
≤ 2T‖φs‖L∞
Vs
e−sµ(T )
(
1
8
)k−1
‖FN,0‖N,β0,µ0
∫
Ms(Xs)
e−β(T )Es(Zs) dVs (10.6)
≤ 2T‖φs‖L∞
Vs
e−sµ(T )
(
1
8
)k−1
|Ms(Xs)|ds‖FN,0‖N,β0,µ0 , (10.7)
where to obtain (10.6), we use (7.4).
For k = 0, part (i) of Proposition 5.3 and Remark 5.1 similarly yield
|INs,0,R,δ(t)(Xs)− I˜Ns,0,R,δ(t)(Xs)| ≤ ‖φs‖L∞Vs e
−sµ(T )|Ms(Xs)|ds‖FN,0‖N,β0,µ0 . (10.8)
The claim comes after using (10.7)-(10.8), adding over k = 0, ..., n, and using the measure estimate of
Proposition 10.1. 
Remark 10.3. Given s ∈ N and Xs ∈ ∆Xs (ǫ0), the definition of Ms(Xs) implies that
I˜Ns,0,R,δ(t)(Xs) = I˜
∞
s,0,R,δ(t)(Xs).
Therefore, by Proposition 10.2, convergence reduces to controlling the differences I˜Ns,k,R,δ(t)− I˜∞s,k,R,δ(t), for
k = 1, ..., n, in the scaled limit.
10.2. Reduction to elementary observables. Here, given s ∈ N and 1 ≤ k ≤ n, we express the observ-
ables I˜Ns,k,R,δ(t), I˜
∞
s,k,R,δ(t), defined in (10.4)-(10.5), as a superposition of elementary observables.
For this purpose, given ℓ ∈ N, and recalling (7.19), (4.15), we decompose the BBGKY hierarchy binary
truncated collisional operator as:
CN,Rℓ,ℓ+1 =
ℓ∑
i=1
CN,R,+,iℓ,ℓ+1 −
ℓ∑
i=1
CN,R,−,iℓ,ℓ+1 ,
where
CN,R,+,iℓ,ℓ+1 gℓ+1(Zℓ) = A2N,ǫ2,ℓ
∫
S
d−1
1 ×BdR
b+2 (ω1, vℓ+1 − vi)gℓ+1(Zi
′
ℓ+1,ǫ2) dω1 dvℓ+1,
CN,R,−,iℓ,ℓ+1 gℓ+1(Zℓ) = A2N,ǫ2,ℓ
∫
S
d−1
1 ×BdR
b+2 (ω1, vℓ+1 − vi)gℓ+1(Ziℓ+1,ǫ2) dω1 dvℓ+1.
and the ternary truncated collisional operator as:
CN,Rℓ,ℓ+2 =
ℓ∑
i=1
CN,R,+,iℓ,ℓ+2 −
ℓ∑
i=1
CN,R,−,iℓ,ℓ+2 ,
where
CN,R,+,iℓ,ℓ+2 gℓ+2(Zℓ) = A3N,ǫ3,ℓ
∫
S
2d−1
1 ×B2dR
b+3 (ω1, ω2, vℓ+1 − vi, vℓ+2 − vi)√
1 + 〈ω1, ω2〉
gℓ+2(Z
i∗
ℓ+2,ǫ3) dω1 dω2 dvℓ+1 dvℓ+2,
CN,R,−,iℓ,ℓ+2 gℓ+2(Zℓ) = A3N,ǫ3,ℓ
∫
S
2d−1
1 ×B2dR
b+3 (ω1, ω2, vℓ+1 − vi, vℓ+2 − vi)√
1 + 〈ω1, ω2〉
gℓ+2(Z
i
ℓ+2,ǫ3) dω1 dω2 dvℓ+1 dvℓ+2.
In order to expand the observable I˜Ns,k,R,δ(t) to elementary observables, we need to take into account all
the possible particle adjuctions occurring by adding one or two particles to the system in each step. More
precisely, given σ ∈ Sk, and i ∈ {1, ..., k}, we are adding σi ∈ {1, 2} particle(s) to the existing s+σ˜i−1 particles
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in either precollisional or postcollisional way. In order to keep track of this process, given 1 ≤ k ≤ n, σ ∈ Sk,
we introduce the notation
Ms,k,σ =
{
M = (m1, ..., mk) ∈ Nk : mi ∈ {1, ..., s+ σ˜i−1} , ∀i ∈ {1, ..., k}
}
, (10.9)
Js,k,σ =
{
J = (j1, ..., jk) ∈ Nk : ji ∈ {−1, 1} , ∀i ∈ {1, ..., k}
}
. (10.10)
Us,k,σ = Js,k,σ ×Ms,k,σ. (10.11)
Under this notation, the BBGKY hierarchy observable functional I˜Ns,k,R,δ(t) can be expressed, for 1 ≤
k ≤ n, as a superposition of elementary observables
I˜Ns,k,R,δ(t)(Xs) =
∑
σ∈Sk
∑
(J,M)∈Us,k,σ
(
k∏
i=1
ji
)
I˜Ns,k,R,δ,σ(t, J,M)(Xs), (10.12)
where the elementary observables are defined by
I˜Ns,k,R,δ,σ(t, J,M)(Xs) =
∫
Mcs(Xs)
φs(Vs)
∫
Tk,δ(t)
T t−t1s CN,R,j1,m1s,s+σ˜1 T
t1−t2
s+σ˜1
...
...T
tk−1−tk
s+σ˜k−1 C
N,R,jk,mk
s+σ˜k−1,s+σ˜kT
tm
s+σ˜k
f
(s+σ˜k)
0 (Zs) dtk... dt1dVs.
(10.13)
Similarly, given ℓ ∈ N, and recalling (4.31), (4.35), we decompose the Boltzmann hierarchy binary and
ternary collisional operators as:
C∞,Rℓ,ℓ+1 =
ℓ∑
i=1
C∞,R,+,iℓ,ℓ+1 −
ℓ∑
i=1
C∞,R,−,iℓ,ℓ+1 ,
where
C∞,R,+,iℓ,ℓ+1 gℓ+1(Zℓ) =
∫
S
d−1
1 ×BdR
b+2 (ω1, vℓ+1 − vi)gℓ+1(Zi
′
ℓ+1) dω1 dvℓ+1,
C∞,R,−,iℓ,ℓ+1 gℓ+1(Zℓ) =
∫
S
d−1
1 ×BdR
b+2 (ω1, vℓ+1 − vi)gℓ+1(Ziℓ+1) dω1 dvℓ+1,
C∞,Rℓ,ℓ+2 =
ℓ∑
i=1
C∞,R,+,iℓ,ℓ+2 −
ℓ∑
i=1
C∞,R,−,iℓ,ℓ+2 ,
where
C∞,R,+,iℓ,ℓ+2 gℓ+2(Zℓ) =
∫
S
2d−1
1 ×B2dR
b+3 (ω1, ω2, vℓ+1 − vi, vℓ+2 − vi)√
1 + 〈ω1, ω2〉
gℓ+2(Z
i∗
ℓ+2) dω1 dω2 dvℓ+1 dvℓ+2,
C∞,R,−,iℓ,ℓ+2 gℓ+2(Zℓ) =
∫
S
2d−1
1 ×B2dR
b+3 (ω1, ω2, vℓ+1 − vi, vℓ+2 − vi)√
1 + 〈ω1, ω2〉
gℓ+2(Z
i
ℓ+2) dω1 dω2 dvℓ+1 dvℓ+2.
Under this notation, the Boltzmann hierarchy observable functional I˜∞s,k,R,δ(t) can be expressed, for
1 ≤ k ≤ n, as a superposition of elementary observables
I˜∞s,k,R,δ(t)(Xs) =
∑
σ∈Sk
∑
(J,M)∈Us,k,σ
(
k∏
i=1
ji
)
I˜∞s,k,R,δ,σ(t, J,M)(Xs), (10.14)
where the elementary observables are defined by
I˜∞s,k,R,δ,σ(t, J,M)(Xs) =
∫
Mcs(Xs)
φs(Vs)
∫
Tk,δ(t)
St−t1s C∞,R,j1,m1s,s+σ˜1 S
t1−t2
s+σ˜1
...
...S
tk−1−tk
s+σ˜k−1 C
∞,R,jk,mk
s+σ˜k−1,s+σ˜kS
tm
s+σ˜k
f
(s+σ˜k)
0 (Zs) dtk... dt1dVs.
(10.15)
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10.3. Boltzmann hierarchy pseudo-trajectories. We introduce the following notation which we will
be constantly using from now on. Let s ∈ N, Zs = (Xs, Vs) ∈ R2ds, 1 ≤ k ≤ n, σ ∈ Sk and t ∈ [0, T ]. Let us
recall from (7.2) the set
Tk(t) =
{
(t1, ..., tk) ∈ Rk : 0 = tk+1 < tk < ... < t1 < t0 = t
}
, t0 = t, tk+1 = 0.
Consider (t1, ..., tk) ∈ Tk(t), J = (j1, ..., jk), M = (m1, ..., mk), (J,M) ∈ Us,k,σ. For each i = 1, ..., k, we
distignuish two possible situation:
If σi = 1, we consider (ωs+σ˜i , vs+σ˜i) ∈ Sd−11 ×BdR. (10.16)
If σi = 2, we consider (ωs+σ˜i−1, ωs+σ˜i , vs+σ˜i−1, vs+σ˜i) ∈ S2d−11 ×B2dR . (10.17)
For convenience, for each i = 1, ..., k, we will write (ωσi,i, vσi,i) ∈ Sdσi−11 × BdσiR where (ωσi,i,vσi,i) is of the
form (10.16) if σi = 1 and of the form (10.17) if σi = 2.
We inductively define the Boltzmann hierarchy pseudo-trajectory of Zs. Roughly speaking, the Boltz-
mann hierarchy pseudo-trajectory forms the configurations on which particles are adjusted during back-
wards in time evolution.
Intuitively, assume we are given a configuration Zs = (Xs, Vs) ∈ R2ds at time t0 = t. Zs evolves under
backwards free flow until the time t1 when the configuration (ωσ,1,vσ,1) is added, neglecting positions, to
the m1-particle, the adjunction being precollisional if j1 = −1 and postcollisional if j1 = 1. We then form
an (s + σ˜1)-configuration and continue this process inductively until time tk+1 = 0. More precisely, we
inductively construct the Boltzmann hierarchy pseudo-trajectory of Zs = (Xs, Vs) ∈ R2ds as follows:
Time t0 = t: We initially define Z∞s (t
−
0 ) =
(
x∞1 (t
−
0 ), ..., x
∞
s (t
−
0 ), v
∞
1 (t
−
0 ), ..., v
∞
s (t
−
0 )
)
:= Zs.
Time ti, i ∈ {1, ..., k}: Consider i ∈ {1, ..., k} and assume we know
Z∞s+σ˜i−1(t
−
i−1) =
(
x∞1 (t
−
i−1), ..., x
∞
s+σ˜i−1(t
−
i−1), v
∞
1 (t
−
i−1), ..., v
∞
s+σ˜i−1(t
−
i−1)
)
.
We define Z∞s+σ˜i−1(t
+
i ) =
(
x∞1 (t
+
i ), ..., x
∞
s+σ˜i−1(t
+
i ), v
∞
1 (t
+
i ), ..., v
∞
s+σ˜i−1(t
+
i )
)
as:
Z∞s+σ˜i−1(t
+
i ) :=
(
X∞s+σ˜i−1
(
t−i−1
)− (ti−1 − ti)V∞s+σ˜i−1 (t−i−1) , V∞s+σ˜i−1 (t−i−1)) .
We also define Z∞s+σ˜i(t
−
i ) =
(
x∞1 (t
−
i ), ..., x
∞
s+σ˜i
(t−i ), v
∞
1 (t
−
i ), ..., v
∞
s+σ˜i
(t−i )
)
as:(
x∞j (t
−
i ), v
∞
j (t
−
i )
)
:= (x∞j (t
+
i ), v
∞
j (t
+
i )), ∀j ∈ {1, ..., s+ σ˜i−1} \ {mi} ,
For the rest of the particles, we distiguish the following cases, depending on σi:
• σi = 1: If ji = −1: (
x∞mi(t
−
i ), v
∞
mi(t
−
i )
)
:=
(
x∞mi(t
+
i ), v
∞
mi (t
+
i )
)
,(
x∞s+σ˜i(t
−
i ), v
∞
s+σ˜i(t
−
i )
)
:=
(
x∞mi(t
+
i ), vs+σ˜i
)
,
while if ji = 1: (
x∞mi(t
−
i ), v
∞
mi (t
−
i )
)
:=
(
x∞mi(t
+
i ), v
∞′
mi (t
+
i )
)
,(
x∞s+σ˜i(t
−
i ), v
∞
s+σ˜i(t
−
i )
)
:=
(
x∞mi(t
+
i ), v
′
s+σ˜i
)
,
where (v∞
′
mi (t
−
i ), v
′
s+σ˜i
) = Tωs+σ˜i
(
v∞mi(t
+
i ), vs+σ˜i
)
.
• σi = 2: If ji = −1: (
x∞mi(t
−
i ), v
∞
mi(t
−
i )
)
:=
(
x∞mi(t
+
i ), v
∞
mi(t
+
i )
)
,(
x∞s+σ˜i−1(t
−
i ), v
∞
s+σ˜i−1(t
−
i )
)
:=
(
x∞mi(t
+
i ), vs+σ˜i−1
)
,(
x∞s+σ˜i(t
−
i ), v
∞
s+σ˜i(t
−
i )
)
:=
(
x∞mi(t
+
i ), vs+σ˜i
)
,
while if ji = 1: (
x∞mi(t
−
i ), v
∞
mi(t
−
i )
)
:=
(
x∞mi(t
+
i ), v
∞∗
mi (t
+
i )
)
,(
x∞s+σ˜i−1(t
−
i ), v
∞
s+σ˜i−1(t
−
i )
)
:=
(
x∞mi(t
+
i ), v
∗
s+σ˜i−1
)
,(
x∞s+σ˜i(t
−
i ), v
∞
s+σ˜i(t
−
i )
)
:=
(
x∞mi(t
+
i ), v
∗
s+σ˜i
)
,
where (v∞∗mi (t
−
i ), v
∗
s+σ˜i−1, v
∗
s+σ˜i
) = Tωs+σ˜i−1,ωs+σ˜i
(
v∞mi (t
+
i ), vs+σ˜i−1, vs+σ˜i
)
.
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Time tk+1 = 0: We finally obtain
Z∞s+σ˜k(0
+) = Z∞s+σ˜k(t
+
k+1) =
(
X∞s+σ˜k
(
t−k
)− tkV∞s+σ˜k (t−k ) , V∞s+σ˜k (t−k )) .
The process is illustrated in the following diagram:
Z∞s (t
−
0 )Z
∞
s (t
+
1 )
(ωσ1,1,vσ1,1),
(j1,m1)
Z∞s+σ˜1(t
−
1 )...Z
∞
s+σ˜i−1(t
+
i )
(ωσi,i,vσi,i),
(ji,mi)
Z∞s+σ˜i(t
−
i )...Z
∞
s+σ˜k
(t+k+1)
t0 − t1t1 − t2ti−1 − titi − ti+1tk − tk+1
We give the following definition:
Definition 10.4. Let s ∈ N, Zs = (Xs, Vs) ∈ R2ds, (t1, ..., tk) ∈ Tk(t), J = (j1, ..., jk), M = (m1, ..., mk),
(J,M) ∈ Us,k and for each i = 1, ..., k, σ ∈ Sk, we consider (ωσi,i,vσi,i) ∈ Sdσi−11 × BdσiR . The sequence
{Z∞s+σ˜i−1(t+i )}i=0,...,k+1 constructed above is called the Boltzmann hierarchy pseudo-trajectory of Zs.
10.4. Reduction to truncated elementary observables. We will now use the Boltzmann hierarchy
pseudo-trajectory to define the BBGKY hierarchy and Boltzmann hierarchy truncated observables. The
convergence proof will then be reduced to the convergence of the corresponding truncated elementary
observables.
Given ℓ ∈ N, recall the notation from (10.1):
Gℓ(ǫ3, ǫ0, δ) = Gℓ(ǫ3, 0) ∩Gℓ(ǫ0, δ).
Given t ∈ [0, T ], we also recall from (7.22) the set Tk,δ(t) of separated collision times:
Tk,δ(t) := {(t1, ..., tk) ∈ Tk(t) : 0 ≤ ti+1 ≤ ti − δ, ∀i ∈ [0, k]} , tk+1 = 0, t0 = t.
Consider t ∈ [0, T ], Xs ∈ ∆Xs (ǫ0), 1 ≤ k ≤ n, σ ∈ Sk and (J,M) ∈ Us,k,σ and (t1, ..., tk) ∈ Tk,δ. By
Proposition 10.1, for any Vs ∈ Mcs(Xs), we have Zs = (Xs, Vs) ∈ Gs(ǫ3, ǫ0, δ) which in turn implies Z∞s (t+1 ) ∈
Gs(ǫ0, 0) since t0 − t1 > δ. Now we observe that either (9.9), (9.13) from Proposition 9.2 (if the adjunction
is binary), or (9.62), (9.66) from Proposition 9.6 (if the adjunction is ternary), yield that there is a set
Bm1
(
Z∞s
(
t+1
)) ⊆ Sdσ1−11 ×Bdσ1R such that :
Z∞s+σ˜1(t
+
2 ) ∈ Gs+σ˜1(ǫ0, 0), ∀(ωσ1,1,vσ1,1) ∈ Bcm1
(
Z∞s
(
t+1
))
,
Bcm1
(
Z∞s
(
t+1
))
:= (Sdσi−11 ×BdσiR )+
(
v∞m1
(
t+1
)) \ Bm1 (Z∞s (t+1 )) .
Clearly this process can be iterated. In particular, given i ∈ {2, ..., k}, we have
Z∞s+σ˜i−1(t
+
i ) ∈ Gs+σ˜i−1(ǫ0, 0),
so there exists a set Bmi
(
Z∞s+σ˜i−1
(
t+i
)) ⊆ Sdσi−11 ×BdσiR such that:
Z∞s+σ˜i(t
+
i+1) ∈ Gs+σ˜i(ǫ0, 0), ∀(ωσi,i,vσi,i) ∈ Bcmi
(
Z∞s+σ˜i−1
(
t+i
))
, (10.18)
where
Bcmi
(
Z∞s
(
t+i
))
:= (Sdσi−11 ×BdσiR )+
(
v∞mi
(
t+i
)) \ Bmi (Z∞s+σ˜i (t+i )) .
We finally obtain Z∞s+σ˜k (0
+) ∈ Gs+σ˜k(ǫ0, 0).
Let us now define the truncated elementary observables. Heuristically we will truncate the domains of
adjusted particles in the definition of the observables I˜Ns,k,R,δ, I˜
∞
s,k,R,δ, defined in (10.4)-(10.5).
More precisely, consider 1 ≤ k ≤ n, σ ∈ Sk, (J,M) ∈ Us,k,σ and t ∈ [0, T ]. For Xs ∈ ∆Xs (ǫ0), Proposition
10.1 implies there is a set of velocitiesMs(Xs) ⊆ B2dR such that Zs = (Xs, Vs) ∈ Gs(ǫ3, ǫ0, δ), ∀Vs ∈ Mcs(Xs).
Following the reasoning above, we define the BBGKY hierarchy truncated observables as:
JNs,k,R,δ,σ(t, J,M)(Xs) =
∫
Mcs(Xs)
φs(Vs)
∫
Tk,δ(t)
T t−t1s C˜N,R,j1,m1s,s+σ˜1 T
t1−t2
s+σ˜1
...
...C˜N,R,jk ,mks+σ˜k−1,s+σ˜kT
tm
s+σ˜k
f
(s+σ˜k)
0 (Zs) dtk, ... dt1dVs,
(10.19)
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where for each i = 1, ..., k, we denote
C˜N,R,ji,mis+σ˜i−1,s+σ˜igN,s+σ˜i = C
N,R,ji,mi
s+σ˜i−1,s+σ˜i
[
gN,s+σ˜i1
(ωσi,i,vσi,i)∈Bcmi
(
Z∞
s+σ˜i−1(t
+
i )
)
]
.
In the same spirit, for Xs ∈ ∆Xs (ǫ0), we define the Boltzmann hierarchy truncated elementary observables
as:
J∞s,k,R,δ,σ(t, J,M)(Xs) =
∫
Mcs(Xs)
φs(Vs)
∫
Tk,δ(t)
St−t1s C˜∞,R,j1,m1s,s+σ˜1 S
t1−t2
sσ˜1
...
...C˜∞,R,jk ,mks+σ˜k−1,s+σ˜kS
tm
s+σ˜k
f
(s+σ˜k)
0 (Zs) dtk, ... dt1dVs,
(10.20)
where for each i = 1, ..., k, we denote
C˜∞,R,ji,mis+σ˜i−1,s+σ˜igs+σ˜i = C
∞,R,ji,mi
s+σ˜i−1,s+σ˜i
[
gs+σ˜i1
(ωσi,i,vσi,i)∈Bcmi
(
Z∞
s+σ˜i−1(t
+
i )
)
]
.
Recalling the observables I˜Ns,k,R,δ,σ, I˜
∞
s,k,R,δ,σ from (10.13), (10.15) and using Proposition 9.4 or Proposi-
tion 9.7, we obtain:
Proposition 10.5. Let s, n ∈ N, α, ǫ0, R, η, δ be parameters as in (9.5), (N, ǫ2, ǫ3) in the scaling (4.24) with
ǫ2 << ǫ3 << α and t ∈ [0, T ]. Then the following estimates hold:
n∑
k=1
∑
σ∈Sk
∑
(J,M)∈Us,k,σ
‖I˜Ns,k,R,δ,σ(t, J,M)− JNs,k,R,δ,σ(t, J,M)‖L∞(∆Xs (ǫ0)) ≤
≤ Cnd,s,µ0,T ‖φs‖L∞VsR
d(s+3n)η
d−1
4d+2 ‖FN,0‖N,β0,µ0 ,
n∑
k=1
∑
σ∈Sk
∑
(J,M)∈Us,k,σ
‖I˜∞s,k,R,δ,σ(t, J,M)− J∞s,k,R,δ,σ(t, J,M)‖L∞(∆Xs (ǫ0)) ≤
≤ Cnd,s,µ0,T ‖φs‖L∞VsR
d(s+3n)η
d−1
4d+2 ‖F0‖∞,β0,µ0 .
Proof. As usual, it suffices to prove the estimate for the BBGKY hierarchy case and the Boltzmann
hierarchy case follows similarly. Fix k ∈ {1, ..., n}, σ ∈ Sk and (J,M) ∈ Us,k,σ. We first estimate the
difference:
I˜Ns,k,R,δ(t, J,M)(Xs)− JNs,k,R,δ(t, J,M)(Xs). (10.21)
Cauchy-Schwartz inequality and triangle inequality imply
|〈ω1, v1 − v〉| ≤ 2R, ∀ω1 ∈ Sd−11 , ∀v, v1 ∈ BdR, (10.22)∣∣b3(ω1, ω2, v1 − v, v2 − v)∣∣ ≤ 4R, ∀(ω1, ω2) ∈ S2d−11 , ∀v, v1, v2 ∈ BdR, (10.23)
so ∫
S
d−1
1 ×BdR
|〈ω1, v1 − v〉| dω1 dv1 ≤ CdRd+1 ≤ CdR3d, ∀v ∈ BdR, (10.24)∫
S
2d−1
1 ×B2dR
|b3(ω1, ω2, v1 − v, v2 − v2)| dω1 dω2 dv1 dv2 ≤ CdR2d+1 ≤ CdR3d, ∀v ∈ BdR, (10.25)
since R >> 1. But in order to estimate the difference (10.21), we integrate at least once over Bmi
(
Z∞s+2i−2
(
t+i
))
for some i ∈ {1, ..., k}. For convenience, given v ∈ Rd, let us write
bσi(ωσi,i,vσi,i, v) :=
{
b2(ωs+σ˜i , vs+σ˜i − v), if σi = 1,
b3(ωs+σ˜i−1, ωs+σ˜i , vs+σ˜i−1 − v, vs+σ˜i − v), if σi = 2.
(10.26)
Under this notation, (10.22)-(10.23) together with Proposition 9.4 or Proposition 9.7, depending on whether
the adunction is binary or ternary, yield the estimate∫
Bmi
(
Z∞
s+σ˜i−1(t
+
i )
) |bσi(ωσi,i,vσi,i, v)| dωσi,ivσi,i ≤ Cd(s+ σ˜i−1)Rdσi+1η
d−1
2dσi+2
≤ Cd(s+ 2k)R3dη
d−1
4d+2 , ∀v ∈ BdR,
(10.27)
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since R >> 1 and η << 1.
Moreover, we have the elementary inequalities:
‖f (s+σ˜k)N,0 ‖L∞ ≤ e−(s+σ˜k)µ0‖FN,0‖N,β0,µ0 ≤ e−(s+k)µ0‖FN,0‖N,β0,µ0 , (10.28)∫
Tk,δ(t)
dt1... dtk ≤
∫ t
0
∫ t1
0
...
∫ tk−1
0
dt1... dtk =
tk
k!
≤ T
k
k!
. (10.29)
Therefore, (10.24)-(10.29) imply∣∣I˜Ns,k,R,δ,σ(t, J,M)(Xs)− JNs,k,R,δ,σ(t, J,M)(Xs)∣∣
≤ ‖φs‖L∞
Vs
e−(s+k)µ0‖FN,0‖N,β0,µ0CdRdsCk−1d R3d(k−1)(s+ 2k)CdR3dη
d−1
4d+2
T k
k!
≤ Ckd,s,µ0,T ‖φs‖L∞Vs
(s+ 2k)
k!
Rd(s+3k)η
d−1
4d+2 ‖FN,0‖N,β0,µ0 .
Adding for all (J,M) ∈ Us,k,σ we have 2ks(s+ σ˜1)...(s + σ˜k−1) ≤ 2k(s+ 2k)k contributions, thus∑
(J,M)∈Us,k,σ
‖I˜Ns,k,R,δ,σ(t, J,M) − JNs,k,R,δ,σ(t, J,M)‖L∞(∆Xs (ǫ0))
≤ Ckd,s,µ0,T ‖φs‖L∞VsR
d(s+3k) (s+ 2k)
k+1
k!
η
d−1
4d+2 ‖FN,0‖N,β0,µ0
≤ Ckd,s,µ0,T ‖φs‖L∞VsR
d(s+3k)η
d−1
4d+2 ‖FN,0‖N,β0,µ0 ,
since
(s+ 2k)k+1
k!
≤ 2
k+1(s+ k)(s+ k)k
k!
≤ 2k+1(s+ k)es+k ≤ Cks ,
Summing over σ ∈ Sk, k = 1, ..., n, we get the required estimate. 
In the next section, in order to conclude the convergence proof, we will estimate the differences of the
corresponding BBGKY hierarchy and Boltzmann hierarchy truncated elementary observables in the scaled
limit.
11. Convergence proof
Recall from Subsection 10.4 that given s ∈ N, t ∈ [0, T ], and parameters satisfying (9.5), we have reduced
the convergence proof to controlling the differences:
JNs,k,R,δ(t, J,M)− J∞s,k,R,δ(t, J,M)
for given 1 ≤ k ≤ n and (J,M) ∈ Us,k, where JNs,k,R,δ(t, J,M), J∞s,k,R,δ(t, J,M) are given by (10.19), (10.20).
This will be the aim of this section.
Throughout this section s ∈ N, φs ∈ Cc(Rds) will be fixed, (N, ǫ2, ǫ3) are in the scaling (4.24), β0 > 0,
µ0 ∈ R, T > 0 are given by the statements of Theorem 5.7 and Theorem 5.14, and the parameters
n, δ,R, η, ǫ0, α satisfy (9.5).
11.1. BBGKY hierarchy pseudo-trajectories and proximity to the Boltzmann hierarchy pseudo-
trajectories. In the same spirit as in Subsection 10.3, we may define the BBGKY hierarchy pseudo-
trajectory. Consider s ∈ N, (N, ǫ2, ǫ3) in the scaling (4.24), k ∈ N and t ∈ [0, T ]. Let us recall from (7.2) the
set
Tk(t) =
{
(t1, ..., tk) ∈ Rk : 0 = tk+1 < tk < ... < t1 < t0 = t
}
,
where we use the convention t0 = t and tk+1 = 0. Consider (t1, ..., tk) ∈ Tk(t), σ ∈ Sk, J = (j1, ..., jk),
M = (m1, ..., mk), (J,M) ∈ Us,k,σ and for each i = 1, ..., k, we consider (ωσi,i,vσi,i) ∈ Sdσi−11 ×BdσiR .
The process followed is similar to the construction of the Boltzmann hierarchy pseudo-trajectory. The
only difference is that we take into account the diameter ǫ2 or the interaction zone ǫ3 of the adjusted
particles in each step.
More precisely, we inductively construct the BBGKY hierarchy pseudo-trajectory of Zs = (Xs, Vs) ∈ R2ds
as follows:
Time t0 = t: We initially define ZNs (t
−
0 ) =
(
xN1 (t
−
0 ), ..., x
N
s (t
−
0 ), v
N
1 (t
−
0 ), ..., v
N
s (t
−
0 )
)
:= Zs.
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Time ti, i ∈ {1, ..., k}: Consider i ∈ {1, ..., k} and assume we know
ZNs+σ˜i−1(t
−
i−1) =
(
xN1 (t
−
i−1), ..., x
N
s+σ˜i−1(t
−
i−1), v
N
1 (t
−
i−1), ..., v
N
s+σ˜i−1(t
−
i−1)
)
.
We define ZNs+σ˜i−1(t
+
i ) =
(
xN1 (t
+
i ), ..., x
N
s+σ˜i−1(t
+
i ), v
N
1 (t
+
i ), ..., v
N
s+σ˜i−1(t
+
i )
)
as:
ZNs+σ˜i−1(t
+
i ) :=
(
XNs+σ˜i−1
(
t−i−1
)− (ti−1 − ti)V Ns+σ˜i−1 (t−i−1) , V Ns+σ˜i−1 (t−i−1)) .
We also define ZNs+σ˜i(t
−
i ) =
(
xN1 (t
−
i ), ..., x
N
s+σ˜i
(t−i ), v
N
1 (t
−
i ), ..., v
N
s+σ˜i
(t−i )
)
as:(
xNj (t
−
i ), v
N
j (t
−
i )
)
:= (xNj (t
+
i ), v
N
j (t
+
i )) ∀j ∈ {1, ..., s+ σ˜i−1} \ {mi} ,
For the rest of the particles, we distiguish the following cases, depending on σi:
• σi = 1: If ji = −1: (
xNmi(t
−
i ), v
N
mi(t
−
i )
)
:=
(
xNmi(t
+
i ), v
N
mi(t
+
i )
)
,(
xNs+σ˜i(t
−
i ), v
N
s+σ˜i(t
−
i )
)
:=
(
xNmi(t
+
i )− ǫ2ωs+σ˜i , vs+σ˜i
)
,
while if ji = 1: (
xNmi(t
−
i ), v
N
mi(t
−
i )
)
:=
(
xNmi(t
+
i ), v
N′
mi(t
+
i )
)
,(
xNs+σ˜i(t
−
i ), v
N
s+σ˜i(t
−
i )
)
:=
(
xNmi(t
+
i ) + ǫ2ωs+σ˜i , v
′
s+σ˜i
)
,
where (vN
′
mi
(t−i ), v
′
s+σ˜i
) = Tωs+σ˜i
(
vNmi (t
+
i ), vs+σ˜i
)
.
• σi = 2: If ji = −1: (
xNmi(t
−
i ), v
N
mi
(t−i )
)
:=
(
xNmi(t
+
i ), v
N
mi
(t+i )
)
,(
xNs+σ˜i−1(t
−
i ), v
N
s+σ˜i−1(t
−
i )
)
:=
(
xNmi(t
+
i )−
√
2ǫ3ωs+σ˜i−1, vs+σ˜i−1
)
,(
xNs+σ˜i(t
−
i ), v
N
s+σ˜i(t
−
i )
)
:=
(
xNmi(t
+
i )−
√
2ǫ3ωs+σ˜i , vs+σ˜i
)
,
while if ji = 1: (
xNmi(t
−
i ), v
N
mi(t
−
i )
)
:=
(
xNmi(t
+
i ), v
N∗
mi (t
+
i )
)
,(
xNs+σ˜i−1(t
−
i ), v
N
s+σ˜i−1(t
−
i )
)
:=
(
xNmi(t
+
i ) +
√
2ǫ3ωs+σ˜i−1, v
∗
s+σ˜i−1
)
,(
xNs+σ˜i(t
−
i ), v
N
s+σ˜i(t
−
i )
)
:=
(
xNmi(t
+
i ) +
√
2ǫ3ωs+σ˜i , v
∗
s+σ˜i
)
,
where (vN∗mi (t
−
i ), v
∗
s+σ˜i−1, v
∗
s+σ˜i
) = Tωs+σ˜i−1,ωs+σ˜i
(
vNmi(t
+
i ), vs+σ˜i−1, vs+σ˜i
)
.
Time tk+1 = 0: We finally obtain
ZNs+σ˜k(0
+) = ZNs+σ˜k(t
+
k+1) =
(
XNs+σ˜k
(
t−k
)− tkV Ns+σ˜k (t−k ) , V Ns+σ˜k (t−k )) .
The process is illustrated in the following diagram:
ZNs (t
−
0 )Z
N
s (t
+
1 )
(ωσ1,1,vσ1,1),
(j1,m1)
ZNs+σ˜1(t
−
1 )...Z
N
s+σ˜i−1(t
+
i )
(ωσi,i,vσi,i),
(ji,mi)
ZNs+σ˜i(t
−
i )...Z
N
s+σ˜k
(t+k+1)
t0 − t1t1 − t2ti−1 − titi − ti+1tk − tk+1
We give the following definition:
Definition 11.1. Let s ∈ N, Zs = (Xs, Vs) ∈ R2ds, (t1, ..., tk) ∈ Tk(t), J = (j1, ..., jk), M = (m1, ..., mk),
(J,M) ∈ Us,k and for each i = 1, ..., k, σ ∈ Sk, we consider (ωσi,i,vσi,i) ∈ Sdσi−11 × BdσiR . The sequence
{ZNs+σ˜i−1(t+i )}i=0,...,k+1 constructed above is called the BBGKY hierarchy pseudo-trajectory of Zs.
We now state the following elementary proximity result of the corresponding BBGKY hierarchy and
Boltzmann hierarchy pseudo-trajectories.
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Lemma 11.2. Let s ∈ N, Zs = (Xs, Vs) ∈ R2ds, 1 ≤ k ≤ n, σ ∈ Sk, (J,M) ∈ Us,k,σ, t ∈ [0, T ] and
(t1, ..., tk) ∈ Tk(t). For each i = 1, ..., k, consider (ωσi,i,vσi,i) ∈ Sdσi−11 × Rdσi . Then for all i = 1, ..., k and
ℓ = 1, ..., s+ σ˜i−1, we have
|xNℓ (t+i )− x∞ℓ (t+i )| ≤
√
2ǫ3(i− 1), vNℓ (t+i ) = v∞ℓ (t+i ). (11.1)
Moreover, if s < n, then for each i ∈ {1, ..., k}, there holds:∣∣∣XNs+σ˜i−1(t+i )−X∞s+σ˜i−1(t+i )∣∣∣ ≤ n3/2ǫ3. (11.2)
Proof. We first prove (11.1) by induction on i ∈ {1, ..., k}. For i = 1 the result is trivial since the pseudo-
trajectories initially coincide by construction. Assume the conclusion holds for i ∈ {1, ..., k − 1} i.e. for all
ℓ ∈ {1, ..., s+ σ˜i−1}, there holds:
|xNℓ (t+i )− x∞ℓ (t+i )| ≤
√
2ǫ3(i− 1) and vNℓ (t+i ) = v∞ℓ (t+i ). (11.3)
We prove the conclusion holds for (i + 1) ∈ {2, ..., k}. We need to take different cases for ji ∈ {−1, 1} and
σi ∈ {1, 2}.
• σi = 1, ji = −1: For the Boltzmann pseudo-trajectory we get
x∞ℓ (t
+
i+1) = x
∞
ℓ (t
+
i )− (ti − ti+1)v∞ℓ (t+i ), v∞ℓ (t+i+1) = v∞ℓ (t+i ), ∀ℓ ∈ {1, ..., s+ σ˜i−1} \ {mi},
x∞mi(t
+
i+1) = x
∞
mi(t
+
i )− (ti − ti+1)v∞ℓ (t+i ), v∞mi (t+i+1) = v∞mi(t+i ),
x∞s+σ˜i(t
+
i+1) = x
∞
mi(t
+
i )− (ti − ti+1)vs+σ˜i , v∞s+σ˜i(t+i+1) = vs+σ˜i ,
while for the BBGKY hierarchy pseudo-trajectory we get
xNℓ (t
+
i+1) = x
N
ℓ (t
+
i )− (ti − ti+1)vNℓ (t+i ), vNℓ (t+i+1) = vNℓ (t−i ), ∀ℓ ∈ {1, ..., s+ σ˜i−1} \ {mi},
xNmi(t
+
i+1) = x
N
mi(t
+
i )− (ti − ti+1)vNmi(t+i ), vNmi(t+i+1) = vNmi(t−i ),
xNs+σ˜i(t
+
i+1) = x
N
mi(t
+
i )− (ti − ti+1)vs+σ˜i − ǫ2ωs+σ˜i , vNs+σ˜i(t+i+1) = vs+σ˜i .
So, for any ℓ ∈ {1, ..., s+ σ˜i−1}, the induction assumption (11.3) implies
vNℓ (t
+
i+1) = v
N
ℓ (t
+
i ) = v
∞
ℓ (t
+
i ) = v
∞
ℓ (t
+
i+1),
|xNℓ (t+i+1)− x∞ℓ (t+i+1)| = |xNℓ (t+i )− x∞ℓ (t+i )| ≤
√
2ǫ3(i− 1).
Moreover, since ǫ2 << ǫ3, for ℓ = s+ σ˜i we get
vNs+σ˜i(t
+
i+1) = vs+σ˜i = v
∞
s+σ˜i
(t+i+1),
|xNs+σ˜i(t+i+1)− x∞s+σ˜i(t+i+1)| ≤ |xNmi(t+i )− x∞mi(t+i )|+ ǫ2|ωs+σ˜i | ≤
√
2ǫ3(i− 1) + ǫ2 <
√
2ǫ3i.
• σi = 1, ji = 1: For the Boltzmann hierarchy pseudo-trajectory we get
x∞ℓ (t
+
i+1) = x
∞
ℓ (t
+
i )− (ti − ti+1)v∞ℓ (t+i ), v∞ℓ (t+i+1) = v∞ℓ (t+i ), ∀ℓ ∈ {1, ..., s+ σ˜i−1} \ {mi},
x∞mi(t
+
i+1) = x
∞
mi(t
+
i )− (ti − ti+1)v∞
′
mi (t
+
i ), v
∞
mi(t
+
i+1) = v
∞′
mi (t
+
i ),
x∞s+σ˜i(t
+
i+1) = x
∞
mi(t
+
i )− (ti − ti+1)v′s+σ˜i , v∞s+σ˜i(t+i+1) = v′s+σ˜i .
and for the BBGKY hierarchy pseudo-trajectory we obtain
xNℓ (t
+
i+1) = x
N
ℓ (t
+
i )− (ti − ti+1)vNℓ (t+i ), vNℓ (t+i+1) = vNℓ (t+i ), ∀ℓ ∈ {1, ..., s+ σ˜i−1} \ {mi},
xNmi(t
+
i+1) = x
N
mi(t
+
i )− (ti − ti+1)vN
′
mi (t
+
i ), v
N
mi(t
+
i+1) = v
N′
mi (t
+
i ),
xNs+σ˜i(t
+
i+1) = x
N
mi(t
+
i )− (ti − ti+1)v′s+σ˜i + ǫ2ωs+σ˜i , vNs+σ˜i(t+i+1) = v′s+σ˜i .
For ℓ ∈ {1, ..., s+ σ˜i−1} \ {mi}, the induction assumption (11.3) yields
vNℓ (t
+
i+1) = v
N
ℓ (t
+
i ) = v
∞
ℓ (t
+
i ) = v
∞
ℓ (t
+
i+1),
|xNℓ (t+i+1)− x∞ℓ (t+i+1)| = |xNℓ (t+i )− x∞ℓ (t+i )| ≤
√
2ǫ3(i− 1).
and for ℓ = mi, it yields
vNmi(t
+
i+1) = v
N′
mi
(t+i ) = v
∞′
mi
(t+i ) = v
∞
ℓ (t
+
i+1),
|xNmi(t+i+1)− x∞mi(t+i+1)| = |xNmi(t+i )− x∞mi(t+i )| ≤
√
2ǫ3(i− 1).
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Moreover, since ǫ2 << ǫ3, for ℓ = s+ σ˜i, we obtain
vNs+σ˜i(t
+
i+1) = v
′
s+σ˜i = v
∞
s+σ˜i(t
+
i+1),
|xNs+σ˜i(t+i+1)− x∞s+σ˜i(t+i+1)| ≤ |xNmi(t+i )− x∞mi(t+i )|+ ǫ2|ωs+σ˜i | ≤
√
2ǫ3(i− 1) + ǫ2 <
√
2ǫ3i.
• σi = 2, ji = −1: For the Boltzmann hierarchy pseudo-trajectory we get
x∞ℓ (t
+
i+1) = x
∞
ℓ (t
+
i )− (ti − ti+1)v∞ℓ (t+i ), v∞ℓ (t+i+1) = v∞ℓ (t+i ), ∀ℓ ∈ {1, ..., s+ σ˜i−1} \ {mi},
x∞mi(t
+
i+1) = x
∞
mi(t
+
i )− (ti − ti+1)v∞mi(t+i ), v∞mi(t+i+1) = v∞mi(t+i ),
x∞s+σ˜i−1(t
+
i+1) = x
∞
mi(t
+
i )− (ti − ti+1)vσ˜i−1, v∞ℓ (t+i+1) = vs+σ˜i−1,
x∞s+σ˜i(t
+
i+1) = x
∞
mi(t
+
i )− (ti − ti+1)vs+σ˜i , v∞s+σ˜i(t+i+1) = vs+σ˜i ,
while for the BBGKY hierarchy pseudo-trajectory we get
xNℓ (t
+
i+1) = x
N
ℓ (t
+
i )− (ti − ti+1)vNℓ (t+i ), vNℓ (t+i+1) = vNℓ (t−i ), ∀ℓ ∈ {1, ..., s+ σ˜i−1} \ {mi},
xNmi(t
+
i+1) = x
N
mi(t
+
i )− (ti − ti+1)vNmi(t+i ), vNmi(t+i+1) = vNmi(t−i ),
xNs+σ˜i−1(t
+
i+1) = x
N
mi(t
+
i )− (ti − ti+1)vs+σ˜i−1 −
√
2ǫ3ωs+σ˜i−1, v
N
s+σ˜i−1(t
+
i+1) = vs+σ˜i−1,
xNs+σ˜i(t
+
i+1) = x
N
mi(t
+
i )− (ti − ti+1)vs+σ˜i −
√
2ǫ3ωs+σ˜i , v
N
s+σ˜i(t
+
i+1) = vs+σ˜i .
So, for any ℓ ∈ {1, ..., s+ σ˜i−1}, the induction assumption (11.3) implies
vNℓ (t
+
i+1) = v
N
ℓ (t
+
i ) = v
∞
ℓ (t
+
i ) = v
∞
ℓ (t
+
i+1),
|xNℓ (t+i+1)− x∞ℓ (t+i+1)| = |xNℓ (t+i )− x∞ℓ (t+i )| ≤
√
2ǫ3(i− 1),
Moreover, for ℓ = s+ σ˜i − 1 we get
vNs+σ˜i−1(t
+
i+1) = vs+σ˜i−1 = v
∞
s+σ˜i−1(t
+
i+1),
|xNs+σ˜i−1(t+i+1)− x∞s+σ˜i−1(t+i+1)| ≤ |xNmi(t+i )− x∞mi(t+i )|+
√
2ǫ3|ωs+σ˜i−1| ≤
√
2ǫ3(i− 1) +
√
2ǫ3 =
√
2ǫ3i,
and for ℓ = s+ σ˜i we get
vNs+σ˜i(t
+
i+1) = vs+σ˜i = v
∞
s+σ˜i(t
+
i+1),
|xNs+σ˜i(t+i+1)− x∞s+σ˜i(t+i+1)| ≤ |xNmi(t+i )− x∞mi(t+i )|+
√
2ǫ3|ωs+σ˜i | ≤
√
2ǫ3(i− 1) +
√
2ǫ3 =
√
2ǫ3i.
• σi = 2, ji = 1 : For the Boltzmann hierarchy pseudo-trajectory we get
x∞ℓ (t
+
i+1) = x
∞
ℓ (t
+
i )− (ti − ti+1)v∞ℓ (t+i ), v∞ℓ (t+i+1) = v∞ℓ (t+i ), ∀ℓ ∈ {1, ..., s+ σ˜i−1} \ {mi},
x∞mi(t
+
i+1) = x
∞
mi(t
+
i )− (ti − ti+1)v∞∗mi (t+i ), v∞mi(t+i+1) = v∞∗mi (t+i ),
x∞s+σ˜i−1(t
+
i+1) = x
∞
mi(t
+
i )− (ti − ti+1)v∗s+σ˜i−1,
v∞s+σ˜i−1(t
+
i+1) = v
∗
s+σ˜i−1,
x∞s+σ˜i(t
+
i+1) = x
∞
mi(t
+
i )− (ti − ti+1)v∗s+σ˜i , v∞s+σ˜i(t+i+1) = v∗s+σ˜i .
and for the BBGKY hierarchy pseudo-trajectory we obtain
xNℓ (t
+
i+1) = x
N
ℓ (t
+
i )− (ti − ti+1)vNℓ (t+i ), vNℓ (t+i+1) = vNℓ (t+i ), ∀ℓ ∈ {1, ..., s+ σ˜i−1} \ {mi},
xNmi(t
+
i+1) = x
N
mi
(t+i )− (ti − ti+1)vN∗mi (t+i ), vNmi(t+i+1) = vN∗mi (t+i ),
xNs+σ˜i−1(t
+
i+1) = x
N
mi
(t+i )− (ti − ti+1)v∗s+σ˜i−1 +
√
2ǫ3ωs+σ˜i−1,
vNs+σ˜i−1(t
+
i+1) = v
∗
s+σ˜i−1,
xNs+σ˜i(t
+
i+1) = x
N
mi(t
+
i )− (ti − ti+1)v∗s+σ˜i +
√
2ǫ3ωs+σ˜i ,
v∞s+σ˜i(t
+
i+1) = v
∗
s+σ˜i .
For ℓ ∈ {1, ..., σ˜i−1} \ {mi}, the induction assumption (11.3) yields
vNℓ (t
+
i+1) = v
N
ℓ (t
+
i ) = v
∞
ℓ (t
+
i ) = v
∞
ℓ (t
+
i+1),
|xNℓ (t+i+1)− x∞ℓ (t+i+1)| = |xNℓ (t+i )− x∞ℓ (t+i )| ≤
√
2ǫ3(i− 1).
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Thus, for ℓ = mi
vNmi(t
+
i+1) = v
N∗
mi (t
+
i ) = v
∞∗
mi (t
+
i ) = v
∞
ℓ (t
+
i+1),
|xNmi(t+i+1)− x∞mi(t+i+1)| = |xNmi(t+i )− x∞mi(t+i )| ≤
√
2ǫ3(i− 1),
for ℓ = s+ σ˜i − 1
vNs+σ˜i−1(t
+
i+1) = v
∗
s+σ˜i−1 = v
∞
s+σ˜i−1(t
+
i+1),
|xNs+σ˜i−1(t+i+1)− x∞s+σ˜i−1(t+i+1)| ≤ |xNmi(t+i )− x∞mi(t+i )|+
√
2ǫ3|ωs+σ˜i−1| ≤
√
2ǫ3(i− 1) +
√
2ǫ3 =
√
2ǫ3i,
and for ℓ = s+ σ˜i
vNs+σ˜i(t
+
i+1) = v
∗
s+σ˜i
= v∞s+σ˜i(t
+
i+1),
|xNs+σ˜i(t+i+1)− x∞mi(t+i+1)| ≤ |xNmi(t+i )− x∞s+σ˜i(t+i )|+
√
2ǫ3|ωs+σ˜i | ≤
√
2ǫ3(i− 1) +
√
2ǫ3 =
√
2ǫ3i.
Combining all cases, (11.1) is proved by induction.
To prove (11.2), it suffices to add for ℓ = 1, ..., s+ σ˜i−1, and use the facts 1 ≤ i ≤ k−1, σ˜i−1 < σ˜i ≤ σ˜k−1 <
2k ≤ 2n, from (7.6), and the assumption s < n. 
11.2. Reformulation in terms of pseudo-trajectories. We will now re-write the BBGKY hierarchy
and Boltzmann hierarchy truncated elementary observables in terms of pseudo-trajectories.
Let s ∈ N and assume s < n. For the Boltzmann hierarchy case, there is always free flow between the
collision times. Therefore, recalling (10.20) and (10.26), for Xs ∈ ∆Xs (ǫ0), 1 ≤ k ≤ n, σ ∈ Sk, (J,M) ∈
Us,k,σ, t ∈ [0, T ] and (t1, ..., tk) ∈ Tk,δ(t), the Boltzmann hierarchy truncated elementary observable can be
equivalently written as:
J∞s,k,R,δ,σ(t, J,M)(Xs) =
∫
Mcs(Xs)
φs(Vs)
∫
Tk,δ(t)
∫
Bcm1(Z∞s (t
+
1 ))
...
∫
Bcmk
(
Z∞
s+σ˜k−1(t
+
k )
)
×
k∏
i=1
b+σi
(
ωσi,i,vσi,i, v
∞
mi
(
t+i
))
f
(s+σ˜k)
0
(
Z∞s+σ˜k
(
0+
)) k∏
i=1
( dωσi,i dvσi,i) dtk... dt1 dVs.
(11.4)
Now we shall see that due to Lemma 11.2, it is possible to make a similar expansion for the BBGKY
hierarchy truncated elementary observables as well.
More precisely, fix Xs ∈ ∆Xs (ǫ0), 1 ≤ k ≤ n, σ ∈ Sk, (J,M) ∈ Us,k,σ, t ∈ [0, T ] and (t1, ..., tk) ∈ Tk,δ(t).
Consider (N, ǫ2, ǫ3) in the scaling (4.24) such that ǫ2 << η2ǫ3 and n3/2ǫ3 << α. By Lemma 10.1, given
Vs ∈ Mcs(Xs), we have Zs ∈ Gs(ǫ3, ǫ0, δ). By the definition of the set Gs(ǫ3, ǫ0, δ), see (10.1), and the fact
that ǫ2 << ǫ3, we have
Zs ∈ Gs(ǫ3, ǫ0, δ)⇒ Zs(τ ) ∈ D˚s,ǫ2,ǫ3 , ∀τ ≥ 0,
thus
Ψτ−t0s Z
N
s
(
t−0
)
= Φτ−t0s Z
N
s
(
t−0
)
, ∀τ ∈ [t1, t0] (11.5)
where Ψs, given in (3.74), denotes the s-particle (ǫ2, ǫ3)-interaction zone flow and Φs, given in (3.75),
denotes the s-particle free flow respectively. We also have
Zs = (Xs, Vs) ∈ Gs(ǫ3, ǫ0, δ)⇒ Z∞s (t+1 ) ∈ Gs(ǫ0, 0).
For all i ∈ {1, ..., k} inductive application of Proposition 9.2 or Proposition 9.6, depending on whether the
adjunction is binary or ternary, implies that
Z∞s+σ˜i(t
+
i+1) ∈ Gs+σ˜i(ǫ0, 0), ∀(ωσi,i,vσi,i) ∈ Bcmi(Z∞s+σ˜i−1(t+i )). (11.6)
Since we have assumed n3/2ǫ3 << α and s < n, (11.2) from Lemma 11.2 implies∣∣∣XNs+σ˜i−1(t+i )−X∞s+σ˜i−1(t+i )∣∣∣ ≤ α2 , ∀i = 1, ..., k. (11.7)
Then, (9.7), (9.11) from Proposition 9.2, or (9.60), (9.64) from Proposition 9.6, depending on whether the
adjunction is binary or ternary, yield that for any i = 1, ..., k, we have
Ψτ−tis+σ˜iZ
N
s+σ˜i
(
t−i
)
= Φτ−tis+σ˜iZ
N
s+σ˜i
(
t−i
)
, ∀τ ∈ [ti+1, ti],
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where Ψs+σ˜i and Φs+σ˜i denote the (s+ σ˜i)-particle (ǫ2, ǫ3)-flow and the (s+ σ˜i)-particle free flow, given in
(3.74) and (3.75) respectively. In other words the backwards (ǫ2, ǫ3)-flow coincides with the free flow in
[ti+1, ti]. Finally, Lemma 11.2 also implies that
vNmi(t
+
i ) = v
∞
mi(t
+
i ), ∀i = 1, ..., k.
Therefore, for Xs ∈ ∆Xs (ǫ0), and (N, ǫ2, ǫ3) in the scaling (4.24) with nǫ3/23 << α and ǫ2 << η2ǫ3, the BBGKY
hierarchy truncated elementary observable can be equivalently written as:
JNs,k,R,δ,σ(t, J,M)(Xs) = A
s,k
N,ǫ2,ǫ3
∫
Mcs(Xs)
φs(Vs)
∫
Tk,δ(t)
∫
Bcm1(Z∞s (t
+
1 ))
...
∫
Bcmk
(
Z∞
s+σ˜k−1(t
+
k )
)
×
k∏
i=1
b+σi
(
ωσi,i, vσi,i, v
∞
mi
(
t+i
))
f
(s+σ˜k)
N,0
(
ZNs+σ˜k
(
0+
))
×
k∏
i=1
( dωσi,i dvσi,i) dtk... dt1 dVs,
(11.8)
where, recalling (4.19), (4.22), we denote
A
s,k,σ
N,ǫ2,ǫ3
=
∏
i∈{1,...,k}:σi=1
A2N,ǫ2,s+σ˜i−1
∏
i∈{1,...,k}:σi=2
A3N,ǫ3,s+σ˜i−1 . (11.9)
Remark 11.3. Notice that for fixed s ∈ N and k ≥ 1 and σ ∈ Sk, the scaling (4.24) implies
A
s,k,σ
N,ǫ2,ǫ3
→ 1, as N →∞.
Let us approximate the BBGKY hierarchy truncated elementary observables by Boltzmann hierarchy
truncated elementary observables defining some auxiliary functionals. Let s ∈ N and Xs ∈ ∆Xs (ǫ0). For
1 ≤ k ≤ n, σ ∈ Sk and (J,M) ∈ Us,k,σ, we define
ĴNs,k,R,δ,σ(t, J,M)(Xs) =
∫
Mcs(Xs)
φs(Vs)
∫
Tk,δ(t)
∫
Bcm1(Z
∞
s (t
+
1 ))
...
∫
Bcmk
(
Z∞
s+σ˜k−1(
t+
k )
)
×
k∏
i=1
b+σi
(
ωσi,i,vσi,i, v
∞
mi
(
t+i
))
f
(s+σ˜k)
0
(
ZNs+σ˜k
(
0+
)) k∏
i=1
( dωσi,i dvσi,i) dtk... dt1 dVs,
(11.10)
red explain what it is We conclude that the auxiliary functionals approximate the BBGKY hierarchy
truncated elementary observables JNs,k,R,δ, defined in (11.8)
Proposition 11.4. Let s, n ∈ N, with s < n, α, ǫ0, R, η, δ be parameters as in (9.5), and t ∈ [0, T ]. Then for
any ζ > 0, there is N1 = N1(ζ, n, α, η, ǫ0) ∈ N, such that for all (N, ǫ2, ǫ3) in the scaling (4.24) with N > N1,
there holds:
n∑
k=1
∑
σ∈Sk
∑
(J,M)∈Us,k
‖JNs,k,R,δ,σ(t, J,M)− ĴNs,k,R,δ,σ(t, J,M)‖L∞(∆Xs (ǫ0)) ≤ C
n
d,s,µ0,T ‖φs‖L∞VsR
d(s+3n)ζ2.
Proof. Fix 1 ≤ k ≤ n, σ ∈ Sk and (J,M) ∈ Us,k,σ. Consider (N, ǫ2, ǫ3) in the scaling (4.24). Remark (4.2)
guarantees that we can consider N large enough such thatǫ2 << η2ǫ3 and n3/2ǫ3 << α. Triangle inequality
and the inclusion ∆Xs (ǫ0) ⊆ ∆Xs (ǫ0/2) yield
‖JNs,k,R,δ,σ(t, J,M)− ĴNs,k,R,δ,σ(t, J,M)‖L∞(∆Xs (ǫ0))
≤ ‖JNs,k,R,δ,σ(t, J,M) −As,k,σN,ǫ2,ǫ3 Ĵ
N
s,k,R,δ,σ(t, J,M)‖L∞(∆Xs (ǫ0/2)) (11.11)
+ |As,k,σN,ǫ2,ǫ3 − 1|‖Ĵ
N
s,k,R,δ,σ(t, J,M)‖L∞(∆Xs (ǫ0)). (11.12)
We estimate each of the terms (11.11)-(11.12) separately.
Term (11.11): Let us fix (t1, ..., tk) ∈ Tk,δ(t). Applying (10.18) for i = k − 1, we obtain
Z∞s+σ˜k−1(t
+
k ) ∈ Gs+σ˜k−1(ǫ0, 0).
Since s < n and n3/2ǫ3 << α, (11.2), applied for i = k, implies
|XNs+σ˜k−1(t+k )−X∞s+σ˜k−1(t+k )| ≤
α
2
.
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Therefore, (9.8), (9.12) from Proposition 9.2, or (9.61), (9.65) from Proposition 9.6, depending on whether
the adjunction is binary or ternary, imply
ZNs+σ˜k(0
+) ∈ Gs+σ˜k(ǫ0/2, 0) ⊆ ∆s+σ˜k(ǫ0/2). (11.13)
Thus (10.24)-(10.25), (10.29), (11.8)-(11.10) and crucially (11.13) imply that for N large enough, we have
‖JNs,k,R,δ,σ(t, J,M)−As,k,σN,ǫ2,ǫ3 Ĵ
N
s,k,R,δ,σ(t, J,M)‖L∞(∆Xs (ǫ0/2)) ≤
≤ C
k
d,s,T
k!
‖φs‖L∞
Vs
Rd(s+3k)‖f (s+σ˜k)N,0 − f (s+σ˜k)0 ‖L∞(∆s+σ˜k (ǫ0/2)).
(11.14)
Term (11.5): By (10.28), we have ‖f (s+σ˜k)0 ‖L∞ ≤ e−(s+k)µ0‖F0‖∞,β0,µ0 . Therefore, using (10.24)- (10.25)
and (10.29), we obtain
‖ĴNs,k,R,δ,σ(t, J,M)‖L∞(∆Xs (ǫ0)) ≤
Ckd,s,µ0,T
k!
‖φs‖L∞
Vs
Rd(s+3k)‖F0‖∞,β0,µ0 . (11.15)
Adding over all (J,M) ∈ Us,k,σ, σ ∈ Sk, k = 1, ..., n and using (11.14)-(11.15), we obtain the estimate
n∑
k=1
∑
σ∈Sk
∑
(J,M)∈Us,k,σ
‖JNs,k,R,δ,σ(t, J,M)− ĴNs,k,R,δ,σ(t, J,M)‖L∞(∆s(ǫ0)) ≤ Cnd,s,µ0,T ‖φs‖L∞VsR
d(s+3n)
×
(
sup
k∈{1,...,n}
sup
σ∈Sk
‖f (s+σ˜k)N,0 − f (s+σ˜k)0 ‖L∞(∆s+σ˜k (ǫ0)) + ‖F0‖∞,β0,µ0 sup
k∈{1,...,n}
sup
σ∈Sk
|As,k,σN,ǫ2,ǫ3 − 1|
)
.
But since n ∈ N, ǫ0 > 0 are fixed, (6.6) implies
lim
N→∞
sup
k∈{1,...,n}
sup
σ∈Sk
‖f (s+σ˜k)N,0 − f (s+σ˜k)0 ‖L∞(∆s+σ˜k (ǫ0)) = 0.
Moreover, Remark 11.3 yields
lim
N→∞
sup
k∈{1,...,n}
sup
σ∈Sk
|As,k,σN,ǫ2,ǫ3 − 1| = 0,
and the result follows. 
By the uniform continuity assumption, we also obtain the following estimate:
Proposition 11.5. Let s, n ∈ N with s < n, α, ǫ0, R, η, δ be parameters as in (9.5) and t ∈ [0, T ]. Then for
any ζ > 0, there is N2 = N2(ζ, n) ∈ N, such that for all (N, ǫ2, ǫ3) in the scaling (4.24) with N > N2, there
holds
n∑
k=1
∑
σ∈Sk
∑
(J,M)∈Us,k,σ
‖ĴNs,k,R,δ,σ(t, J,M)− J∞s,k,R,δ,σ(t, J,M)‖L∞(∆Xs (ǫ0)) ≤ C
n
d,s,µ0,T ‖φs‖L∞VsR
d(s+3n)ζ2.
Proof. Let ζ > 0. Fix 1 ≤ k ≤ n, σ ∈ Sk and (J,M) ∈ Us,k,σ. Since s < n, Lemma 11.2 yields
|ZNs+σ˜k(0+)− Z∞s+σ˜k(0+)| ≤
√
6n3/2ǫ3, ∀Zs ∈ R2ds. (11.16)
Thus the continuity assumption (6.8) on F0, (11.16), the scaling (4.24), and (4.26) from Remark 4.2 imply
that there exists N2 = N2(ζ, n) ∈ N, such that for all N > N2, we have
|f (s+σ˜k)0 (ZNs+σ˜k(0+))− f (s+σ˜k)0 (Z∞s+σ˜k(0+))| ≤ Cs+σ˜k−1ζ2 ≤ Cs+2k−1ζ2, ∀Zs ∈ R2ds. (11.17)
In the same spirit as in the proof of Proposition 11.4, using (11.17), (10.24)-(10.25), (10.29), and summing
over (J,M) ∈ Us,k,σ, σ ∈ Sk, k = 1, ..., n, we obtain the result. 
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11.3. Proof of Theorem 6.5. We are now in the position to prove Theorem 6.5. Fix s ∈ N, φs ∈ Cc(Rds)
and t ∈ [0, T ]. Consider n ∈ N with s < n, and assume there exist parameters α, ǫ0, R, η, δ satisfying (9.5) .
Let ζ > 0 small enough. Triangle inequality, Propositions 7.5, 10.2, 10.5, 11.4, 11.5, Remark 10.3 and part
(i) of Proposition 6.2, yield that there is N0(ζ, n, α, η, ǫ0) ∈ N such that for all N > N0, we have
‖INs (t)− I∞s (t)‖L∞(∆Xs (ǫ0)) ≤ C
(
2−n + e−
β0
3
R2 + δCn
)
+ CnR4dnη
d−1
4d+2 + CnR4dnζ2, (11.18)
where
C := Cd,s,β0,µ0,T ‖φs‖L∞Vs max {1, ‖F0‖∞,β0,µ0} > 1, (11.19)
is an appropriate constant.
Let us fix θ > 0. Recall that we have also fixed s ∈ N and φs ∈ Cc(Rds). We will now choose parameters
satisfying (9.5), depending only on ζ, such that the right hand side of (11.18) becomes less than ζ.
Choice of parameters : We choose n ∈ N and the parameters δ, η,R, ǫ0, α in the following order:
• max{s, log2(Cζ−1)} << n, (this implies s < n, C2−n << ζ), (11.20)
• δ << ζC−(n+1), (this implies Cn+1δ << ζ), (11.21)
• η << ζ 8d+4d−1 , R << ζ−1/4dnC−1/4d, (those imply CnR4dnη d−14d+2 << ζ and CnR4dnζ2 << ζ), (11.22)
• max
{
1,
√
3β
−1/2
0 ln
1/2(Cζ−1)
}
<< R, (this implies Ce−
β0
3
R2 << ζ), (11.23)
• ǫ0 << ηδ, ǫ0 < θ, (11.24)
• α << ǫ0 min{1, R−1η}. (11.25)
Clearly (11.21)-(11.25) imply the parameters chosen satisfy (9.5) and depend only on ζ. Then, (11.18) and
the choice of parameters imply that we may find N0(ζ) ∈ N, such that for all N > N0, there holds:
‖INs (t)− I∞s (t)‖L∞(∆Xs (ǫ0)) < ζ.
But by (11.24), we have ǫ0 < θ, therefore we obtain
‖INs (t)− I∞s (t)‖L∞(∆Xs (θ)) ≤ ‖I
N
s (t)− I∞s (t)‖L∞(∆Xs (ǫ0)) < ζ,
and Theorem 6.5 is proved.
12. Appendix
In this appendix, we present some auxiliary results which are used throughout the paper.
12.1. Calculation of Jacobians. We first present an elementary Linear Algebra result, which will be
useful throughout the manuscript for the calculation of Jacobians. For a proof see Lemma A.1. from [2].
Lemma 12.1. Let n ∈ N, λ 6= 0 and w, u ∈ Rn. Then
det(λIn + wu
T ) = λn(1 + λ−1〈w, u〉),
where In is the n× n identity matrix.
12.2. The binary transition map. Here, we introduce the binary transition map, which will enable us
to control binary postcollisional configurations. Recall from (2.2) the binary cross-section:
b2(ω1, ν1) = 〈ω, v1〉, (ω1, ν1) ∈ Sd−11 × Rd.
Given v1, v2 ∈ Rd, we define the domain15 Ω :=
{
ω1 ∈ Rd : |ω1| ≤ 2, and b2(ω1, v2 − v1) > 0
}
, and the set
S+v1,v2 = {ω1 ∈ Sd−11 : b2(ω1, v2 − v1) > 0} ⊆ Ω. We also define the smooth map Ψ : Rd → R by Ψ(ω1) := |ω1|2.
Notice that the unit (d− 1)-sphere is given by level sets of Ψ i.e. Sd−11 = [Ψ = 1].
15we trivially extend the binary cross-section for any ω ∈ Rd.
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Proposition 12.2. Consider v1, v2 ∈ Rd and r > 0 such that |v1 − v2| = r. We define the binary transition
map Jv1,v2 : Ω→ Rd as follows16:
Jv1,v2(ω1) := r−1(v′1 − v′2), ω ∈ Ω. (12.1)
The map Jv1,v2 has the following properties:
(i) Jv1,v2 is smooth in Ω with bounded derivative uniformly in r i.e.
‖DJv1 ,v2(ω1)‖∞ ≤ Cd, ∀ω1 ∈ Ω, (12.2)
where ‖ · ‖∞ denotes the maximum element matrix norm of DJv1,v2,v3(ω1).
(ii) The Jacobian of Jv1,v2 is given by:
Jac(Jv1,v2)(ω1) ≃ r−dbd2(ω1, v2 − v1) > 0, ∀ω1 ∈ Ω. (12.3)
(iii) The map Jv1,v2 : S+v1,v2 → Sd−11 \ {r−1(v1 − v2)} is bijective. Morever, there holds
S+v1,v2 = [Ψ ◦ Jv1,v2 = 1]. (12.4)
(iv) For any measurable g : Rd → [0 +∞], there holds the change of variables estimate:∫
S+v1,v2
(g ◦ Jv1,v2(ω1)| JacJv1,v2(ω1)| dω1 .
∫
S
d−1
1
g(ν1) dν1. (12.5)
Proof. The proof is the binary analogue of the proof of Proposition 8.5. in [4]. 
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