The ischemic heart disease presents an important health problem that aff ects a great part of the population and is the cause of one third of all deaths in the Czech Republic. The availability of data describing the patients' prognosis enables their further analysis, with the aim of lowering the patients' risk, by proposing optimum treatment. The main reason for creating the neural network model is not only to automate the process of establishing the risk rate of patients suff ering from ischemic heart disease, but also to adapt it for practical use in clinical conditions. Our aim is to identify especially the specifi c group of risk-rate patients whose well-timed preventive care can improve the quality and prolong the length of their lives. The aim of the paper is to propose a patient-parameter structure, using which we could create a suitable model based on a self-taught neural network. The emphasis is placed on identifying key descriptive parameters (in the form of a reduction of the available descriptive parameters) that are crucial for identifying the required patients, and simultaneously to achieve a portability of the model among individual clinical workplaces (availability of parameters).
INTRODUCTION
For the target model creation, a self-teaching neural network was selected. It enables to determine -in a representative (teaching) number of patients -sets (clusters) of patients in various degrees of risk and their representatives (centres of gravity). By using of the rule of the tested patient's parameters proximity to the set representative, it is possible even in the calculation regime to determine the appurtenance of the tested patient to the appropriate risk set (Konečný, Trenz, 2009) . For the classifi cation itself, the model of the neural network is suffi cient with the number of outputs equal to the number of risk sets; nevertheless, for the purpose of the description of the classifi ed patient within the set, a planar depiction of the classifi cation sets is used, the so-called Kohonen's map (Kohonen, 2001) .
MATERIALS AND METHODS

Model Optimization
The initial model on which the possibility of neural networks exploitation was verifi ed, contains twenty-six parameters (see Tab. I) characterizing the patient's ischemic illness (Konečný et al., 2012) . Neither the number of parameters nor their composition is suitable for practical usage, and so steps were taken to perform a detailed examination of their reduction based on:
• An expert opinion of a cardiologist, • coeffi cients of parameters correlation, • and the results of experiments.
The primary (Y) parameters were selected by a cardiologist (see Tab. I, recommendation column) that cannot be omitted in the model because they infl uence principally the risk assessment; secondary (N) parameters that will not be accepted in the model, and uncertain (Y/N) parameters, in which it is not possible, without an experiment, to determine unambiguously whether to leave them in the model or not.
The elimination of the parameter "Drugs" has been done mainly because of the fact that it is not proper to assess the degree of patients' risk conformably to the drugs prescribed to them; it should be done according to the principal measurable parameters whose dimensions are being aff ected by the drug's use.
The elimination of the parameters of the variability of the heart beat (HRV) from the model is supported by their mutual correlative dependence (Meloun, Militký, 2012) , see Tab. II. With regard to the weakest correlation structure, the HRV Hfreq (21) and the HRV SDANN (24) have been kept in the primary parameters structure, i.e., one from the spectral analysis set and the other from the time analysis set.
The parameters of the pulse frequency (TF) during the heart stroke (IM), hypertension (HT), hyperlipoproteinemia (OA HLP) and diabetes (OA DM) did not markedly infl uence the classifi cation function of the neural network and so have been removed from the group of the model base parameters (Konečný et al., 2013) .
In order to achieve the required classifi cation into low risk, medium risk and higher risk patients groups and to avoid the classifi cation according to the binary values of the gender parameter, this parameter has been ruled out of the S 0M base structure. The gender parameter caused that, during the self-teaching process with classifi cation into three sub sets, there arose a separate sub set for the "female" gender and two sub sets for the "male" gender. This, however, does not mean that it is necessary to create a separate model for each gender.
The parameters that are included in the S 0M structure form the base structure, i.e., a total of ten parameters altogether. This model contains all the primary as well as secondary parameters. The classifi cation of any other variant of the model with a reduced parameters structure will be assessed according to its relationship to the base model. The S 1 ÷ S 5 parameter structures of the tested models are presented in Tab. I.
I: Model Parameters
No.
Parameter 
Model Types
With regard to medical practice, a classifi cation of patients into three sub sets has been selected: low risk, medium risk and higher risk patients, while exploiting the self-teaching neural network. There is no pre-established teaching result for this network; nevertheless, it enables us to determine the existing clusters (sub sets) in the chosen set of input objects (the teaching set), characterized by quantifi able parameters. Two variants of the network are used:
• In a one-dimensional setting (lineal model) of 3 × 1 outputs, see Fig. 1a .
• In a two-dimensional setting (plane model) of r × s outputs, see Fig. 1b . Furthermore, the abovementioned relations are valid for both versions, bearing in mind that, in the case of the version with a single-dimensional output setting, the line-index is equal to one or is, for simplicity's sake, le out.
The neural network inputs form vector coordinates X = (x 1 , x 2 , …, x n ) of the classifi ed objects. The individual vectors consist of measurable parameters of patients, the structure of which is established -for each model -by the accepted parameters, according to Tab. I.
Every input vector X activates only that output neuron, whose R ij vector corresponds to:
This means that the taught neural network performs a classifi cation of input vectors (objects) into sub sets corresponding to the neural network's outputs. In the case of networks on Fig. 1a it will be a classifi cation into three sub sets, and in the case of the network on Fig. 1b , into r × s sub sets.
We may perform the display of classifi cation sub sets represented by output neurons and their color diff erentiation in a planar model. A er fi nishing the self-teaching process of the lineal model, every output neuron with the R ij vector will receive a colour corresponding to the classifi cation set represented by the R k vector of the lineal model, when we can say that:
Then we can say, for any input vector X of the planar model, that:
where M k is the set represented by the R k vector and M ij is the set represented by the R ij vector.
The self-teaching process of the neural network itself consists of correcting the R ij (or R k = R 1k ) vector of that output neuron which, with the input vector, abides by condition (1). The correction is done according to the relation: The teaching coeffi cient () < 1 and changes with the increasing number of teaching epochs . Simultaneously with correcting the vector of the victor neuron, a correction of the vectors of its neighboring neurons is done, according to:
The teaching coeffi cient (, d) < 1 changes with the teaching epoch, as well as with the neighbour's distance from the victor neuron. The teaching-group objects' selection is done randomly. The teaching process is discussed in greater detail in (Konečný, Trenz, 2009 ) and (Konečný et al., 2013) .
The classifi cation sets representatives' vectors can be established (Konečný, Trenz, 2009 ) for every parameters structure:
• self-teaching of the neural network with the number of outputs equal to the number of classifi cation groups (in the case of classifying patients into three sub sets, see neural network on Fig. 1a ), • or as a centre of gravity of classifi cation-sets' objects, explicitly established by an expert. In the case that the set specifi cation is established vis á vis the neural network's ability to detect object clusters, and not by an expert, we consider the model classifi cation on Fig. 1a with the S 0 structure to be the exemplary (or rather, expert) one.
Although every model with the S i structure (see Tab. I) will employ, for establishing representative vectors (centre of gravity), classifi cation sets of the initial S 0 model, as a consequence of the elimination of checked parameters, the representatives' vectors, the mutual position of the representatives and of the classifi ed objects (and consequently also the classifi cation) will diff er. An accepted error of the model with a reduced structure will be less than 5% of objects that have been classifi ed otherwise.
RESULTS
Input Data Handling
For the purpose of individual parameters weight adjustment it is suitable, as step number one, to perform the parameter standardization so that the standard deviation  i is equal to one, and the mid-value x i of each parameter is equal to zero (Meloun, Militký, 2012) .
So that the classifi cation sets do not undergo an unwanted deformation, it is suitable to remove, from the teaching fi le, objects that are extremely distant from the centre of gravity of all the teaching fi le objects set. The appearance of such objects may be caused by data measurement, subtraction, or recording errors. Those objects, for which the relation
is valid (where X k is the k-th object's (the patient's) coordinate vector of the teaching fi le, R 0 is the vector of the centre of gravity of the input objects set, and  0 is the standard deviation of the objects' distance from the centre of gravity). Because upon performing the standardization, x i = 0 holds for all the parameters, the centre of gravity vector will be equal to the zero vector.
Establishing the Sample Classifi cation
The basis for self-taught neural network object classifi cation is the rule of proximity, according to which two equal objects (with a zero distance) have the same quantitative parameters, and two proximate objects also possess cognate parameters, and thus their characteristics should also be similar or proximate.
We may easily verify that the sum of distances d i (X, R) of objects with an X position vector from an object with an R position vector is the smallest when the R vector represents the set's centre of gravity. In the self-teaching process, we perform an adjustment of the output vector R k that is closest. The result of the progressive R 1 , R 2 a R 3 (Fig. 1a) vectors adjustment are the position vectors of the classifi cation sub-sets M 1 (R 1 ), M 2 (R 2 ) and M 3 (R 3 ).
Due to the fact that every input vector X activates only the single R k vector output for which the relation (1) is valid, we may easily determine the elements corresponding to the classifi cation sub-set M k (R k ). In the case of a model with the S 0 parameters structure, the M 0 k (R 0 k ) classifi cation sets are considered to be exemplary. Every other classifi cation's correctness evaluation is done by contrasting it with the exemplary classifi cation.
Self-Teaching of the Planar Model
The teaching process is performed in the same way as in the case of the lineal model, the only diff erence being a greater number of outputs. The planar model's outputs classifi cation is performed according to the distance of vectors of R ij -outputs of the planar model from the vectors of the row model R k -see (2). Nevertheless, a certain classifi cation error rate -in contrast with the row model -may be expected as a consequence of the imprecise teaching of the network, and usually in the case of borderline objects of the sets.
Upon reaching a coherent coloring of the output sets in the planar model, we have used the methodology of data adjustment of the teaching fi le that is described in detail in the publication (Konečný et al., 2013) .
Model Change
Each examined model requires an adjustment of the teaching fi le of the neural network according to the structure of S i parameters and establishing the vectors of R k (centre of gravity) representatives of classifi cation sets. Both these operations represent a reduction of X i input vector and R 0 k representative vector parameters of the S 0 representative structure, according to the new S i structure.
The logical supposition that the model with a base structure of S 0 parameters will be more precise in the classifi cation than the simplifi ed model has lead to the fact that the basis for establishing the R k output vector (centre of gravity of the M k (R k ) set of the simplifi ed model) is the M 0 k (R 0 k ) classifi cation set. The coordinates of the w i vector of the R k can then be established according to the relation:
where N vectors of the base model will be most precise.
The second option for establishing the R k vectors is by means of the neural network's self-teaching, in Fig. 1a , independently for each S i parameters structure, although the error rate -when contrasted with the base structure -was worse.
Suitable Model Selection
The basis for creating models and performing the experiments was the data of patients undergoing treatment at the Clinic of Cardiology of the Brno Faculty Hospital (Sepši, 2008) . In the "Male" model we worked with 106 patients, and in the "Female" model, with 35 patients. The data sample of the neural network teaching fi le for the S 5 structure model is listed in Tab What was decisive for assessing the classifi cation was the model with 3 × 1 outputs, because in this model we are deciding about the classifi cation according to the distance of the classifi ed object directly from the set's centre of gravity, whereas in the planar model we decide about the output classifi cation according to the R ij output vectors distance (established in the self-teaching process) from the R k representatives of the classifi cation groups. The discrepancies in the classifi cation |M i |* -the set mass of these two models have occurred most frequently on the borders of sets. From the viewpoint of the parameters number (a total of six) and the achieved precision of the classifi cation (less than 5% of erroneously classifi ed objects out of the total number), the suitable model -for the male gender -seems to be a model with the parameter structure S 4 and for the female gender -the model with the structure S 3 , which slightly surpasses the requirements for classifi cation precision. Further model simplifi cations are not necessary. They would cause an unwanted increase in the number of erroneously classifi ed objects. The S 4 structure model, as we may see in Tab. I, contains merely the primary elements (Y) which have been defi ned by an expert with certainty, except for the AC parameter, which has been le out based on the results of the performed experiments.
Displaying the teaching fi le sets by means of the model on Fig. 1b . with the S 4 structuregender:male is shown on Fig. 2a , while the S 3 -gender:female structure is shown on Fig. 2b . Some outputs are multiple (employed by various objects) and thus we cannot display all the elements on the image. The strongly traced outputs with r1, r2, and r3 identifi ers represent objects with classifi cation sets representatives (centre of gravity). The tested objects appear in the circle with the identifi er at the bottom.
Semantics of the Classifi cation Groups
The classifi cation-sets patients' risk rate is derived from the mortality indicator m, which has been established for every classifi cation group of the S 0 ÷ S 5 models according to the relation:
where N zem is the number of deceased patients of the class, and N ziv is the number of living patients. The individual chart cells contain the N zem /m data. We may gather from Tab. V that the diff erences in the deceased patients' classifi cation by diff erent models are only two patients in the case of the 3 × 1 outputs model, and one patient in the r × s outputs model. According to the calculated mortality rate we may judge that Class 1 represents patients with lesser risk, Class 22 patients with a greater risk, and Class 3 patients with the greatest risk.
The semantics of the classifi cation sets cannot be established by means of the age structure of the patients of these sets (see Tab. VI). To simplify, we may suppose that patients older than eighty will have a greater risk rate, patients younger than 65 years a low risk rate, and the other patients will have a midvalue risk rate. Nevertheless, comparable numbers of patients of a similar age interval and of diff erent classes do exclude it as a classifi cation rule.
A Model Accepting the Parameters' Weight
While practically assessing the objects' characteristics, all the parameters are not usually accepted as having the same importance. The levels of importance are usually expressed in a suitable value interval and by the relation:
where N is the number of parameters, the degrees of importance are transferred to normalized weights. The weights are used as standard deviations of the corresponding parameters. In the case that all the parameters have an equal importance, all the weights, and thus also all the standard deviations, are the same and are equal to one. In the phase of parameter selection -with the aim to minimize their number -we have not used the option of creating a model with parameter weights. We consider these in the case of a further improvement of its function; for instance, if we come to the conclusion that we should use the (w i = 0) parameter with the w i > 0 mass.
DISCUSSION
For the creation of neural models we have used the data of 141 patients. 106 for the teaching group "Male" and 35 for the teaching group "Female". It is evident that the testing model will necessarily have to be refi ned by means of a continuous fi lling up of the neural network's teaching set (Chapelle et al., 2006) .
By eliminating the parameters for the fi nal model structures, the precision of classifi cation, as opposed to the initial S 0 structure, has worsened down to the accepted required value, i.e., a maximum of fi ve percent of incorrectly classifi ed patients.
By means of a reduction of parameters, we have achieved the required goal, i.e., to simplify to the maximum, and thus also to render accessible, the practical usability of the model (Hinton, 2006) .
With the exception of specifi c so ware used while verifying the models and the planar display of the classifi cation sets (or rather, the tested patients) we have verifi ed a simplifi ed application in the chart processor MS Excel, without the planar display (Kohonen's map) . This follows up on the exemplary neural network or k-means classifi cation (Škorpil, Šťastný, 2006; Trenz, Konečný, 2010 
SUMMARY
The present paper describes the issue of creating a decision-making model for the classifi cation of patients' health. For building the model we have used the principle of self-organized Kohonen's networks, including the option of displaying the classifi ed sets in the form of an output planar depiction (Kohonen's Map) . A set of 141 patients with 26 descriptive parameters served as the input group of data to be verifi ed. Due to the large number of parameters, which would prove unsuitable for a global implementation of the decision-making model, we have set out to reduce them, based on the expert opinion of a cardiologist, their correlation, the results of performed experiments, and all this in the eff ort to reduce their number to the accepted level enabling us to perform our own decision-making at a random cardiologist workplace.
Based on experiments and upon consulting a cardiologist we have acceded to classifying patients with the help of the created decision-making model into three sets: low risk rate, mid-value risk rate and high risk rate patients. This diff erentiation enables us to apply preventive healing with the aim of reducing mainly the occurrence of sudden heart stroke death. A necessary condition of implementing the model is the initial data standardization, in order to eliminate the individual parameters' infl uence on the result. New and targeted use of weights is possible upon consulting an expert; it was not included in the abovementioned model.
For the purposes of further research, we have given priority to the S 4 model with six parameters identifying male-patients' health, and the S 3 model with seven parameters identifying femalepatients' health. This parameter version enables us to identify the required patients' state with an acceptable error, and it is, for its simplicity, vis á vis the number of parameters and medical practice, readily usable.
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