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Abstract
Novel condensed-matter systems that host exotic electronic states provide many
opportunities for new device technologies based on spintronics and topotronics.
A wide variety of materials systems are under investigation internationally, each
with its own advantages and disadvantages. Two promising families of materi-
als are investigated via scanning probe microscopy (SPM) in this thesis. These
materials are group-V elemental two dimensional (2D) materials which possess
non-trivial topologies, and rare-earth nitrides (RENs) that are intrinsic ferro-
magnetic semiconductors. First, the geometry of the moiré patterns (MPs) in
multi-layered 2D group-V materials are investigated by scanning tunneling mi-
croscopy (STM). The MPs arising from the superposition of various 2D allotropes
of bismuth and antimony are characterised and accurately modelled with a sim-
ple superposition model. A general, analytical model for the predictions of MPs
is also derived. Secondly, a method for overcoming the fast degradation of RENs
in ambient atmosphere is developed using a removable samarium capping layer.
The removal of the cap is performed through sputtering and thermal treatment,
and characterised with atomic force microscopy, scanning electron microscopy,
energy dispersive x-ray spectroscopy and other techniques. The removable cap
enables further ex-situ surface characterisation of RENs. Lastly, a preliminary
study of room temperature nitridation of gadolinium in ultra-high vacuum is also
presented.
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Nanotechnology might possibly be one of the most profound technological revolutions that
humankind has ever been facing. Feynman once said that “there is plenty of room at the
bottom” [1], and that was a correct observation: the silicon era of the second part of the
20th century has allowed us to compress information, and has contributed to make instan-
taneous telecommunication with high data volume universally accessible. Today, billions of
transistors channel electrons in our very pockets making humans and the economy more in-
terconnected than ever. However the many applications are more and more demanding in
terms of computational power in particular in domains like big-data, artificial intelligence,
climate modeling, etc.
The ‘bottom’ is however now a lot less empty than it was in the late 1950s: after decades
of exponential increase in component density and processing frequency, Moore’s law may be
very close to saturation [2]. Transistor size is now plateauing at a few nanometres, with latest
industrial plans aiming to release 7 nm or even 5 nm-node transistors on the market by 2020
[3]. Extreme miniaturisation however drops the device efficiency. For example, quantum
tunneling through the gate layers is unavoidable [4] and heat management becomes a very
difficult task [5]. To keep the pace with technological growth, novel pathways are being
explored and different device designs are being researched, among which are spintronics and
topotronics.
The modern challenges of reduction of energy consumption and greenhouse gas emissions
in the context of global climate change are intertwined with the goal of developing new solid-
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state devices. Internet traffic has soared by a factor 10 every 5 years since the 1990s [6],
and its cost in terms of carbon emission and energy has also risen. Data centres currently
use about 3% of the world’s electricity [7] and a very large portion of that figure is used for
cooling. If no progress in power efficiency is made, the energy cost of data centres will rise by
a factor 3 by 2030 [8]. Development of dissipation-free electronics using novel building blocks
and/or architectures is hence crucial.
This introductory chapter is organized as follows. Section 1.1 briefly reviews the vari-
ous technological solutions that are being considered to overcome the limits of conventional
silicon electronics, their advantages and remaining challenges. Section 1.2 brings the at-
tention on spintronics and in particular focuses on the rare-earth nitrides (RENs) that are
investigated later in this thesis. Section 1.3 explains the mechanisms behind the topological
insulators (TIs) in particular focusing on group-V two-dimensional (2D) materials. Scanning
tunneling microscopy (STM) studies on REN surfaces and on bismuth and antimony nanos-
tructures will be reviewed in section 1.4. Finally section 1.5 presents the outline of this
thesis.
1.1 The future of Moore’s law
To meet ever increasing demands for computational power and to reduce its energy consump-
tion, traditional complementary metal-oxide semiconductor (CMOS) transistors will have to
be replaced or completed with other technologies that are currently at an early stage of de-
velopment. This section reviews very briefly a handful of technologies that may lead to a
paradigm shift in the coming decades.
Quantum computation Quantum computation, exploiting superposition and entangle-
ment is expected to speed up a range of computational tasks [9]. Their advantage is to be able
to process very large datasets and a lot of variables simultaneously. Commercially available
products are still limited by decoherence management and error correction [10]. Typically
very low temperatures are required for processing, which are not achievable in consumer
electronics but could be considered for ‘cloud’-based applications [11].
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Superconducting electronics Superconducting devices that enable dissipation-free elec-
tronics have now been researched for several decades [12], and may also contribute to quan-
tum computing [13]. The keystone devices are the Josephson junction [14] and the super-
conducting quantum interference device (SQUID). The primary advantage of exploiting the
superconducting properties of materials over conventional CMOS is the absence of Joule
heating, greatly improving the power efficiency. However, operation below the critical tem-
perature (below which the material is superconducting) is a prerequisite for functioning.
Neuromorphic computing ‘Brain-inspired’ computing promises processing that is typi-
cally performed by neurobiological architectures, including associative memory, pattern recog-
nition and complex systems prediction [15]. Deep-learning via neural networks is currently
performed in software, but hardware realisation in integrated circuits may be a significant
step for artificial intelligence development [16]. The other advantage it has over conventional
silicon-based computing is to guarantee very low energy consumption [17].
Molecular/atomic electronics Single molecule devices were first demonstrated about 20
years ago [18]. The concept of molecular electronics was not new [19] but commercial de-
vices are still not available [20]. The fabrication of the first single-atom transistors in 2012
[21] have created considerable hopes of miniaturisation beyond Moore’s law, and materials
other than silicon are also investigated [22]. The main challenge at this stage is in the dif-
ficulty of arranging molecular or single-atom transistors in a large-scale array, required to
demonstrate their full potential [23].
Spintronics and Topotronics Classical electronics typically exploit the electron charge
in their devices. Spintronics and topotronics conversely use the electron spin, respectively
via magnetic coupling [24] and with exploiting the protected chiral boundary-modes in topo-
logical insulators (TIs) [25]. More details of the two are given in sections 1.2 and 1.3.
1.2 Spintronics
In this section, the principle of spintronics as well as the key materials necessary for their
various functionalities will be briefly reviewed. A family of materials that is a candidate for
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future spintronics applications known as the rare-earth nitrides (RENs) is also presented.
1.2.1 Principle
The basis of spintronics is the use and manipulation of the electron intrinsic spin in solid-
state devices [26]. Being able to control both the charge (via electric fields as in conventional
CMOS-based electronics) and the spin of the charge carriers may increase the information
storage density, provide faster data processing, and reduce power consumption [27]. The
manipulation of the spin is performed via magnetic fields or via the spontaneous magneti-
sation of the materials incorporated into the device. Spin-orbit coupling (SOC) is also at the
centre of more recent devices [28], enabling spin manipulation without the use of magnets.
Magnonics (using spin waves as information carrier [29]) and skyrmions (pseudo-particles of
topological spin-textures [30]) are further branches of spintronics that lie beyond the scope of
this thesis. Most of the phenomena discussed here are not directly investigated in this the-
sis and therefore this section briefly overviews the key aspects and challenges of spin-based
electronics.
Spin-polarized currents Ferromagnetism is central in spintronics because it means that
static magnetic fields can be generated spontaneously (avoiding cumbersome electromagnets
which require large currents) and when the density of states (DOS) of spin-up and spin-
down differ significantly at the Fermi level EF, spin-polarized currents are enabled (below
the Curie temperature TC, above which spin up and down bands are degenerate). Typically
magnetic materials rely on atomic d or f orbitals (in e.g. transition metals and rare-earths)
where a higher number of unpaired electrons is possible as determined by Hund’s rules [31].
Figure 1.1 shows a schematic band-structure of a ferromagnetic metal with a band spin split-
ting [26]. The conduction electrons in this simple model are 100% polarized, as there are no
spin-up states at EF.
Giant magnetoresistance and tunnel junctions The field of spintronics began with the
discovery of the giant magnetoresitance (GMR) in metals [27, 32]. GMR originates from a
strong dependence of the conductivity on the magnetisation alignment between two metallic
layers that can be both ferromagnetic (F) with different coercivities, or F and antiferromag-
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Figure 1.1: (a) Simplified model of the electronic band-structure of a ferromagnet, where
spin up (blue) and spin down (orange) have different DOS at EF (from [26]). (b) GMR in
Fe/Cr superlattices. The resistance is strongly dependent on the applied field and the ratio
R(H)/R0 increases for increased ferro/antiferromagnetic (F/AF) coupling [32] (with R0 the
resistance without no applied field). (c) Spin-valve effect exploiting GMR. The top F (hard)
and AF layers are coupled, and the bottom F layer (soft) magnetisation orientation modulates
the resistance of the heterostructure, from [27].
netic (AF). Figure 1.1(b) shows the relative magnetoresistance as a function of the applied
magnetic field in F/AF (Fe/Cr) superlattices [32]. This effect is exploited in the spin-valve
shown in Fig. 1.1(c). The magnetisation alignment between the two F layers (parallel or
antiparallel) is controlled via an external magnetic field. The top F layer is pinned via cou-
pling with the AF layer, and the other is more sensitive to the external magnetic field (‘free’
layer). The two different states allow to switch between a high (antiparallel alignment) and
low (parallel) resistances. When the two F layers are separated by an insulating layer (as op-
posed to metallic for the spin-valve) the device is known as a magnetic tunnel junction (MTJ).
The principle of the MTJ is similar, but typically yields higher resistance ratios, labelled in
the MTJ context as tunneling magnetoresistance (TMR) [33]. Spin valves and MTJs have
been technologically successful and are already implemented in magnetic sensors (in hard
disk read heads) and in magnetoresistive random-access memories (MRAMs) [26]. Beyond
these magnetic storage purposes applications, future devices that use and manipulate spin
currents in a transistor will require materials combining semiconducting and magnetic prop-
erties [34].
Towards spin processing A fundamental function in spintronics is the spin injection [35],
which aims to induce a strongly spin-polarized current in a non-magnetic material using a F
source. The spin extraction, the reciprocal effect, enables the spin-orientation read-out. Spin
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injection was initially attempted in ohmic F/NF junctions (NF: non ferromagnetic) however
spin accumulation at the interface leads to a rapid decrease of the spin polarisation [36].
In F/NF junctions using a NF semiconductor, the depolarisation is even more abrupt, which
poses a challenge for information processing [24, 37]. This hurdle is partially overcome by
introducing an insulating layer inside the junction (F/I/NF), where the mechanism of spin
conduction is made possible through tunneling [26]. Today spin injection devices are still
under intensive research and development as many obstacles remain, as spin lifetimes are
relatively short and spin-injection efficiencies are still low [38]. Methods involving thermal
gradients [39] and optical injection [40] have also been considered. A key device is the spin
field effect transistor (FET) that could electrically modulate the spin-polarisation, enabling
effective spin information processing [41]. The principle of the spin FET is to control the
transmission of a spin-polarized channel between a drain and a source (both F materials) via
gating of the channel. The conduction material must exhibit a strong SOC to operate [41].
Despite decades of efforts the spin FET is still not entirely successful [38, 42], partly due
to the spin scattering processes in the ferromagnetic semiconductors (FS) used as the FET
channel [42]. Superconductors have been proposed as a solution [43], yet there is still room
for improvement of the FS as discussed below.
1.2.2 Ferromagnetic semiconductors
Ferromagnetic semiconductors (FSs) are key elements for effective spin-processing [34], as
spin-dependent switching between two states (low and high resistance) is required to com-
pete with standard CMOS electronics [27]. As for the F metals, the FSs possess spontaneous
magnetisation below TC, that ultimately determines the maximum device operation temper-
ature.
Diluted magnetic semiconductors The chief FS material that has been considered is
Ga1−xMnxAs and has been investigated for about 25 years [44]. It belongs to the family
of the dilute magnetic semiconductors (DMS) where magnetic impurities (here Mn2+) are
introduced in the otherwise paramagnetic semiconductor (GaAs). Room temperature opera-
tion of alloys of Ga1−xMnxAs in the F phase has been theoretically predicted [45]. However
the reported values of TC rarely exceed 110 K (170 K for annealed Ga1−xMnxAs with x∼0.08
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[46]). The main technological issue in DMSs is that magnetic impurities also act as electronic
p-type dopants, which prevents independent control of both carrier concentration and mag-
netism [35]. n-type doping is also challenging because Mn2+ substituting Ga3+ making the
material p-type [47]. Furthermore, the high concentration of magnetic impurities required to
make the material F can lead to phase segregation [48]. Lastly, integration of GaAs with Si-
based electronics is not an easy task [49], and readily Si-compatible FS would be preferable
for device applications.
Intrinsic ferromagnetic semiconductors The above drawbacks in DMSs might be coun-
teracted with intrinsic FSs, whose main advantage over DMSs is to offer ferromagnetism
without the presence of foreign magnetic ions. Intrinsic FSs are relatively uncommon [50],
with the main examples being the europium chalcogenides and the rare-earth nitrides (RENs).
Besides EuO [51] which is a FS with TC = 68 K, little is known about EuS and EuSe besides
their low Curie temperatures (respectively 18 and 8 K [52]). EuTe is on the contrary AF [53].
For these reasons, investigations of the rare-earth nitrides (RENs) occupy a central place in
development of intrinsic FSs.
1.2.3 Rare-earth nitrides
Previous work on the rare-earth nitrides (RENs), investigated in this thesis, is reviewed
here. This section’s aim is not to give an extensive literature review, but rather to give an
overview of their properties and in particular to show the potential of GdN, prototypical REN
for spintronic applications.
Crystal structure The rare-earth (RE) (i.e. the lanthanide elements from La to Lu to
which are often included Sc and Y) are for the most part trivalent (RE3+) and combine with
nitrogen ions N3− to form the RENs. Figure 1.2(a) shows the face-centred cubic (FCC) ‘rock-
salt’ structure of the RENs [50]. A (100) plane is indicated, as well as a (111) plane (yellow)
showing 6-fold rotational symmetry.
Film growth There has been a growing interest in studying the REN due to their potential
for spintronics applications in the last decade, and to that effect thin films have been stud-
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Figure 1.2: (a) Ball-and-stick model of FCC RENs (RE: red, N: blue). The cubic unit-cell is
indicated with the (100) plane. A cut along the (111) plane is indicated (yellow) showing the
hexagonal symmetry of the (111) plane. The 〈111〉 direction is indicated with an arrow. (b)
Temperature-dependent normalized magnetisation of GdN for three carrier concentrations
(L, M and H indicated with same colour) under a magnetic field B = 250 mT, adapted from
[70]. (b) Calculated band-structure of GdN via DFT in the ferromagnetic phase (below TC).
The majority (solid) and minority (dashed) have different energies (adapted from [71]).
ied extensively [50]. Various deposition techniques for REN thin films have been reported,
mostly grown in ultra-high vacuum (UHV) conditions e.g. molecular beam epitaxy (MBE)
[54–56], pulsed-laser deposition (PLD) [57] and sputtering [58]. RE solid sources and gaseous
nitrogen precursors (N2 or ammonia NH3) with pressures in the range 10−7 to 10−4 mbar are
common [50]. Epitaxial REN(100) thin films have been achieved on MgO(100) [59, 60] and
YSZ(100) [57, 61] substrates, and REN(111) oriented films have been obtained using (0001)
oriented GaN [57, 62] and AlN [54, 57, 62, 63] substrates. The growth of RENs on Si wafers
leads to the formation of undesired RE silicides [50, 64, 65] that can be avoided when de-
posited on an AlN buffer [54, 62, 66], promising integration with conventional Si electronics.
The RENs oxidize rapidly in air and decompose into rare-earth oxides or hydroxides [66, 67],
which means that the layers must be passivated with a capping layer for ex-situ measure-
ments [50]. A very interesting aspect of the REN growth is the capacity of the RE elements
(with the exception of the divalent Eu and Yb) to break the N2 bond [68], which could have
an impact beyond the field of spintronics, e.g. in catalysis and ammonia production [69]. The
exposure of a Gd layer to N2 in UHV is investigated in chapter 7.
Magnetic properties The RE elements have partially filled 4 f orbitals which can lead to
large spin and/or orbital momenta depending on the number of unpaired electrons. In the
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RENs, the 4 f shells are responsible for the magnetic properties [72], which started to be
investigated about 40 years ago [73]. After several decades of conflicting results concerning
the magnetic properties of the RENs, it was established that most are ferromagnets (NdN
[74], SmN [75], GdN [58, 70], DyN [76], HoN [76], ErN [76]) as opposed to YbN that is
antiferromagnetic [77]. GdN is the ferromagnet with the largest reported magnetic moment
among the RENs series (7 µB per Gd3+ ion) with a small coercive field [56], whereas SmN
has a near-zero magnetic moment with a large coercive field [75]. The magnetic ordering
temperatures of the RENs are usually low, e.g. 27 K for SmN [75] [78] and 50−70 K for
GdN [56]. The TC of GdN can be increased by a few dozens of Kelvins thanks to higher
concentration of nitrogen vacancies VN [55, 70] (see Fig. 1.2(b)).
Electronic properties The electronic properties of the RENs have also long been debated
as e.g. GdN has been reported to be metallic [79], semimetallic [60, 80] and semiconducting
[71]. Early experimental efforts were hindered by the rapid oxidation of REN films in air
and by the varying stoichiometry in the samples [50]. With the advent of UHV deposition
techniques, it was demonstrated that NdN [74], SmN [81], EuN [78], GdN [71, 82], DyN
[83] and YbN [77] are semiconductors with band-gap energies in the vicinity of 1.0 eV, and
shows a significant temperature dependence [61, 71, 84, 85]. Doping can be achieved with VN
(n-type), with concentrations depending directly on the nitrogen precursor partial pressure
[55, 70]. Mg impurities (acceptors) have been demonstrated to decrease the carrier concen-
tration (up to three orders of magnitude) without a noticeable change in the structural and
magnetic properties [86, 87]. GdN has also been shown to have a strong magnetoresistance
[88]. Recently, superconductivity has been observed in SmN [89]. Despite concentrated ef-
forts on understanding the RENs electronic and magnetic properties over the last years, very
little is known about their surface properties beyond what the diffraction techniques offer in-
situ. Enabling ex-situ measurements of the surface (e.g. structural and chemical) properties
with techniques that are not readily available in the growth chamber would be beneficial for
further studies of the RENs.
Band-structure calculations Ab-initio methods such as density functional theory (DFT)
are typically quite challenging for RENs due to the strongly correlated 4 f electrons [50].
1.2. SPINTRONICS 10
Recent band-structure calculations of GdN (involving correction parameters) [71, 80, 90] re-
port an indirect band-gap of ∼0.5 eV in the ferromagnetic regime, and ∼1.0 eV above TC.
Figure 1.2 shows the DFT-calculated band-structure of GdN, where a spin-splitting of about
0.5 eV gap is predicted [71]. The spin-splitting has later been corroborated with optical
measurements [84, 85]. Recently, LaN [91] and GdN [92, 93] have been predicted to pos-
sess non-trivial topologies. Several theoretical challenges remain in terms of understanding
the band-structure, for example the position of the 4 f electronic states in several RENs (in-
cluding GdN and SmN) is unclear [50]. Direct observation of the electronic structure via
e.g. scanning tunneling spectroscopy (STS) and angle-resolved photoemission spectroscopy
(ARPES) would undoubtedly address these questions.
Devices including RENs The variety of ferromagnetic and electronic properties offered
by the RENs means that these hold a strong potential for heterostructures on Si wafers (via
AlN or GaN buffer layers). Combining RENs together is becoming a reality as GdN/SmN
superlattices have been realized recently with high interface quality [94]. Applications in
memory devices where GdN and SmN could act as soft and hard ferromagnets respectively
are becoming possible [50]. To this effect, GdN-AlN-SmN magnetic tunnel junctions with
a TMR as high as 200% have been successfully demonstrated for fields near 2 T [95]. The
relatively strong spin-splitting in GdN below TC makes it a good candidate for spin-injection
[85, 96] (see also the calculated band-structure in Fig. 1.2(c)). Spin-filter Josephson junc-
tions consisting of a GdN barrier between two layers of superconducting NbN layers have
been demonstrated with 75% spin-filtering efficiency [97]. Further applications of GdN using
TIs/magnetic heterostructures have been considered [98].
Relevance and challenges The intrinsic semiconducting and magnetic properties of the
RENs might shape the next generation of spintronics. Their integration capability in Si-
based spintronics is starting to leverage a significant interest for nanoscale devices. Proofs
of concept junctions using RENs have been demonstrated, in particular for spin-filtering
(with efficient Josephson junctions), magnetic memories (using magnetic tunnel junctions)
and possibly topotronic applications [98]. It is clear that further developments will require a
better control and understanding of their surfaces and interfaces, yet there is a clear gap in
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the literature about the REN surface properties (see section 1.4). The possible surface mea-
surements might also answer several theoretical questions that remain today open. Future
surface-sensitive analyses are however prevented by the degradation that RENs undergo
in air. The development of a method to overcome that issue is thus strongly desirable. In
this thesis, this challenge is considered and a method involving a removable capping layer
is investigated. Chapter 5 investigates the use of a Sm protective layer that is tentatively
removed in a different vacuum system with thermal desorption techniques. The method is
revisited in chapter 6 where the introduction of a sputtering step is investigated. Lastly, a
novel epitaxial thin film growth method is examined in UHV involving nitridation of a pure
Gd layer.
1.3 Topology and miniaturisation in 2D structures
Topological insulators (TIs) are a new class of materials that have emerged in the last decade
[99–101] and are currently one of the most active areas of condensed matter physics. Beyond
offering a platform for novel surface physics exploration, the potential of TIs in electronics is
huge. The dissipation-free conduction that TIs promise via the boundary-states could have a
significant impact in the device industry by reducing Joule heating [101]. This section gives a
brief introduction to TIs and focuses on group-V two-dimensional (2D) TIs (Bi and Sb), which
are investigated in this thesis.
1.3.1 Early work
Quantum Hall effect The importance of topology (the mathematics of space and shapes
under continuous deformations) in condensed-matter systems was verified in the 1980s with
the experimental discovery of the integer [102] and fractional [103] quantum Hall effect
(QHE). The quantisation of the Hall conductivity in plateaus of quantum conductance e2/h
was observed for the first time in 2D electron gases in a metal-oxide semiconductor field ef-
fect transistor (MOSFET) structure in strong magnetic fields [102]. In the QHE electrons
undergo cyclotron orbits [100, 104] in the interior of the device, and exhibit ‘skipping’ orbits
along the edges of the sample, as shown in Fig. 1.3(a). Figure 1.3(b) shows a simplified
band-structure of a QH insulator, where the empty conduction band is distinct from the fully
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Figure 1.3: (a) Simplified model of the QHE. The magnetic field B leads to circular Landau
orbits and edge-state perpendicular to B along the sample edges. (b) Band-model of the inside
of the QHE material (coloured bands) and the single-mode edge-state crossing EF. (c) QSHE
model, with the spin-dependnt chiral edge modes. (d) Band-structure of a QSHE material
with the gap corresponding to the ‘bulk’ of the material, and gapless states cone due to the
edge modes. (a,c) are adapted from [104] and (b,d) from [100].
occupied valence bands with the Fermi level EF in the band-gap. The single edge mode
corresponding to the skipping orbits (crossing EF) is indicated. Note that the edge modes
propagate clockwise only.
Quantum spin Hall effect The quantum spin Hall effect (QSHE) is analogous to the QHE,
with the fundamental difference that QSH insulators possess time-reversal symmetry [105]
(and therefore the QSHE vanishes in presence of a magnetic field). Spin-orbit coupling (SOC)
plays a major role in the QSHE by opening the energy band-gap [106, 107]. In a QSH insu-
lator the ‘bulk’ of the material is insulating and the edges of the sample host chiral spin-
polarized channels, as shown in Fig. 1.3(c). The spin up and down states propagate in op-
posite directions. The band-structure of a QSH insulator is shown in Fig. 1.3(d). The bulk
bands are insulating and the two edge-states with opposite spin cross EF [100].
Robustness The QHE and QSHE are not explained simply in terms symmetry breaking,
but instead through the topological structure of the band-structure, in particular with the
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Chern number and Z2 invariant [25, 108, 109]. The bulk-boundary correspondence is a cru-
cial aspect of the QSH insulators [105]. When two insulators A and B (A or B can be vacuum)
possess a different topology (characterized with different Chern numbers), no continuous de-
formation of the band-structure of A can be topologically identical to that of B. The phase
transition observed at the interface between A and B is responsible for the edge-states. This
is why the topologically protected edge-modes are distinguished from edge states in trivial
gapped band-structures (e.g. via adsorption of other species [110]). The topology in QSH
insulators protects the edge-states which are as a consequence more robust than trivial edge
states. Variations in the edge geometry, or the presence of (non-magnetic) scattering impuri-
ties, mild deformations, structural defects do not change the topology in turn ‘protecting’ the
edge modes. Elastic backscattering (K to −K) in topological edge states is forbidden because
this would require that the spin must also flip. This is referred to as spin-momentum locking
[105] and topotronic devices thus reduce the dissipation energy [100].
1.3.2 3D topological insulators
The QSH insulators generalized in three dimensions (3D) [99] are the so called bulk or 3D
TIs. Topologically protected states at the boundary are metallic surface states. The strong
SOC in Bi is responsible for the topologically non-trivial band-structure in Bi1−xSbx alloy,
which was the first 3D TI [111]. Other Bi-containing alloys have also been reported to be 3D
TIs, including Bi2Se3 [112] and Bi2Te3 [113]. Bulk Bi was also reported to be a 3D TI [114],
and very recently to possess an higher-order topology with ‘hinge states’ [115].
Bismuth antimonide The example of Bi1−xSbx is used here to show the importance of
topology in the band-structure. Figures. 1.4(a), 1.4(b) and 1.4(c) show respectively the
schematic band-structures of BixSbx for x = 0 (Bi), 0.07 < x < 0.22, and x = 1 (Sb). The Bi
valence and conduction bands at the L point (deriving from antisymmetric La and symmetric
Ls orbitals ) are separated by an energy gap. For antimony (Sb), despite sharing strong simi-
larities in the band-structure (semimetallic and L-point also gapped) the bands at the L point
are inverted with respect to Bi [100]. It is therefore impossible to find a continuous transfor-
mation between Bi and Sb without changing the topological property of the band-structure.
Band-inversion occurs for x = 0.04 where the gap closes completely [111]. For 0.07< x < 0.22,
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Figure 1.4: Bi1−xSbx3D TIs. Simplified band-structures near the EF for (a) x = 0 (pure Bi), (b)
0.07 < x < 0.22 and (c) x = 1 (pure Sb). For an intermediate Sb concentration 0.07 < x < 0.22,
the alloy is a 3D TI (adapted from [100]). Spin-resolved ARPES of Bi0.91Sb0.09(111) at (d) EF
(Fermi surface) (e) and surface-states energies along the Γ−M direction (from [116]).
the band-gap reopens but is inverted and the alloy becomes semiconductor, with topologically
protected surface-states (note that pure Bi and pure Sb are semimetals). This has been ex-
perimentally verified [111, 116] via spin-resolved angle-resolved photoemission spectroscopy
(ARPES). Figure 1.4(d) shows a cut through the band-structure of Bi0.91Sb0.09 at EF. The
spin-dependent (chiral) surface states are resolved, and their chirality indicated by different
arrow directions. Their energy dispersion is shown in Fig. 1.4(e), displayed along the Γ−M
direction (respectively centre and one corner of the first Brillouin zone).
1.3.3 2D topological insulators
From 3D to 2D The first-observed TIs were in fact thin films confined within larger struc-
tures. Mercury and cadmium telluride (HgTe/CdTe) quantum wells were the first experimen-
tally reported 2D TI [117], confirming an earlier prediction [118]. InAs/GaSb heterostruc-
tures with an inverted band-gap were also reported for its topotronics potential [105, 119].
Figure 1.5(a) shows the simplified band diagram of such heterostructure (top). Figure 1.5(b)
(bottom) show the band-structure, with the helical edge modes [119]. The particularity of
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that system is that it can be tuned between 2D insulating to 2D TI phase via an external
electrical field, which could be used as a QSH field-effect transistor [105]. Beyond these
quantum-well structures, a central question in the field of TIs is whether a bulk 3D TI be-
comes a 2D TI upon reduction of its dimensionality [120]. It is not a trivial question, as it
is known that coupling of the surface states on either sides of the sample may destroy the
topological states [121, 122].
Isolated 2D materials The isolation of graphene [123], group-IV 2D materials (Si [124],
Ge [125], Sn [126]) and compounds like hexagonal boron nitride (hBN) [127], MoS2 [128], etc.
have drawn a considerable attention over the last 10-15 years [129–131]. A wide range of
electronic properties are available, from zero band-gap semiconductor (graphene) to insulator
(hBN, EG∼5 eV). Many of these 2D materials offer unprecedented mechanical, thermal and
optical properties [132]. Graphene was expected to be a 2D TI and was the model used in
the development of the QSHE model [106, 133]. However the gap-opening at the K and K ′
points is very limited due to its weak SOC (a few µeV [134]) which precludes experimental
observation of its 2D TI properties. Today, several families of 2D materials are investigated
for their non-trivial topological band-structures: WTe2, [135], group-IV (silicene [136, 137],
stanene [137, 138] and germanene [137]) and group-V atomically thin materials, as discussed
below in section 1.3.4 (note the suffix -ene is used here to refer to the 2D form of an elemental
crystal).
1.3.4 Group-V 2D topological insulators
Crystal structures The group-V elements (P, As, Sb and Bi) in 2D form can crystallize in
two main allotropes. Figure 1.5(b) shows the α phase that consists of two paired layers with
a rectangular symmetry (with an atom almost at the centre of the unit-cell), and the β phase
that possesses hexagonal symmetry and is analogue to graphene but with a buckling. The
existence of these allotropes distinguishes the group-V 2D materials from the vast majority
of the other 2D materials, which exclusively display hexagonal symmetries [129–131]. To the
best of our knowledge, the group-V 2D materials are the only ones that have been demon-
strated to crystallize into a rectangular lattice, with the exception of WTe2 [139]. The variety
of crystalline structures that the group-V 2D materials can be synthesized is of crucial im-
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Figure 1.5: (a) Band-gap model of the InAs/GaSb heterostructure sandwiched between gated
AlSb layers. The 2D TI band-structure is indicated below, with edge-states in dotted lines
(from [119]). (b) Ball-and-stick models of the α and β phases, both from top and side views.
Surface unit-cells are indicated.
portance in this thesis because the moiré patterns (see below that occur during superposition
of different types of lattices are misunderstood.
Topological properties Several forms of bismuthene have been predicted to be topologi-
cally non-trivial: α-Bi [140], single-layer β-Bi [141, 142] and multi-layered β-Bi [143]. The
most extensively studied of these is α-Bi, which has been investigated for more than 10 years,
mostly as self-assembled islands on HOPG [144–151]. In this thesis, α-Bi is used as a layer
onto which other group-V 2D allotropes are deposited. Antimonene (Sb) holds promise for
topotronic devices too: β-Sb (under sufficient strain) [152] and multi-layered β-Sb [122] and
predicted to have an non-trivial inverted band-structure. Recent calculations suggested that
single-layered α-Sb is a topological semi-metal [153]. It is worth noting that nanostructures
of 2D alloys Bi1−xSbx (its bulk form is known to be a 3D TI [111, 116]) have been recently
investigated at UC, and the presence of brighter edges observed with tunneling spectroscopy
suggests that these may potentially be 2D TIs [154].
1.3.5 Van der Waals heterostructures
Potential Multi-layered heterostructures comprised of 2D materials are known as van der
Waals heterostructures. The intralayer bonding in a 2D crystal is typically covalent, whereas
the cohesive order of a VDWH system is obtained via van der Waals interactions [130]. That
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Figure 1.6: (a) Ball-and-stick model of a MoS2/(hBN)n/WTe2 VDWHs device (from [155, 156]).
(b) Moiré pattern in VDWHs (from [157]). (c) Topological order manipulation with moiré
patterns (from [158]).
weak interlayer bonding permits to fabricate a VDWHs made of two or more 2D layers with-
out the constraints of conventional interface engineering (e.g. diffusion length and lattice
matching criteria). The VDWHs can be obtained via bottom-up (using successive deposition
steps) or top-down approaches (fabrication of the individual layers and subsequent peel-off
and assembly) [130, 132]. Figure 1.6(a) shows a model of a demonstrated VDWH made of
MoS2/(hBN)n/WTe2 has proposed as an optoelectronic device [155], where the number n of
hBN layers modulates the energy band-gap of the structure. For more examples of VDWHs,
refer to [156].
Moiré patterns One very interesting aspect of the VDWHs is that the rotation angle θ
between two layers can drastically change the electronic properties of the heterostructure
[157, 159–161]. Figure 1.6(b) shows the principle of the rotation of graphene layer with
respect to an underlying hBN layer, leading to a moiré pattern (MP). It has been proposed
[158] that MPs in VDWHs can locally modulate the topological order, which could lead to
MP-engineered transistors. It is therefore relevant to focus the research and efforts into
understanding the MPs in VDHWs, as MPs may open up new avenues in device design [162].
This thesis focuses on modeling the MPs observed in VDWHs made of group-V 2D materials,
which possess topologically non-trivial band-structures as discussed previously in section
1.3.4. A more detailed literature overview on MPs is given in chapter 3.
Bi and Sb Samples comprised of multiple group-V 2D materials have not been investigated
previously. Because this family of 2D materials hold promise in the development of future
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topotronic devices, it is of primary importance to study their sequential assembly. Further
theoretical and experimental investigations will almost certainly focus on the interaction and
proximity effects between the topological orders of the various layers. To that effect, differ-
ent superposition combinations of bismuthene and antimonene are investigated in this thesis
(chapters 3 and 4) focusing primarily on the MPs that emerge in these heterostructures. Un-
derstanding the geometry of the MPs in experimentally observed structures and predicting
it in other VDWHs is going to be vital in future topotronic device fabrication.
1.4 Scanning tunneling microscope studies
The challenges presented earlier both for the RENs and group-V VDWHs are likely to be
addressed at least partially with scanning probe microscopy (SPM). SPM techniques, which
includes scanning tunneling microscopy (STM) and atomic force microscopy (AFM), are ubiq-
uitous in experimental nanoscience for their ability to image nanoscale features [163]. In
this section, the literature of SPM on both RENs (and related materials) as well as on Bi
nanostructures is briefly reviewed. For more details on the functioning principle of STM and
AFM, refer to chapter 2.
1.4.1 STM of REN surfaces
Because the RENs decompose in air as discussed previously in section 1.2.3, it is not possi-
ble to grow a REN and image the surface unless STM or another technique is available in
the vacuum system. REN samples have typically been passivated in the past with AlN or
GaN capping layers, enabling optical and electrical characterisation [50], but not STM. GdN
grown by chemical vapour deposition (CVD) has been imaged by AFM in air [164], but the
resulting morphology was almost certainly the result of its rapid oxidation. RENs capped
with a protective layers have been imaged via AFM in several works [58, 88, 165, 166] how-
ever these images reflect the morphology of the capping layer and not that of the underlying
RENs and therefore these images will not be shown here. For details on the growth of RENs
via molecular beam epitaxy (MBE), see chapter 2. A brief overview of the capping layers used
previously is given in chapter 5.
Only a very limited number of publications have discussed the morphology of RENs im-
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Figure 1.7: Published STM images of RENs adapted from [56, 62, 63]. STM image (V =+2 V,
I = 0.1 nA) of a (a) 25 nm-thick and (b) 50 nm-thick epitaxial GdN(111) layer grown on AlN
[56]. STM image (V =+2 V, I = 0.35 nA) of an epitaxial 13 nm-thick SmN grown on (c) GaN
and on (d) AlN/GaN [62]. STM image of a 100 nm-thick SmN grown at (e) 700◦C (V =+1.5 V,
I = 1 nA) and (f) 800◦C (V =+2.0 V, I = 1 nA) [63]. The line profile in (f) (not shown) reveals
atomic steps of ∼2.5 Å.
aged with scanning probe microscopy (SPM) [56, 62, 63]. Only one publication [56] reports
STM measurements of an epitaxial GdN, investigating the surface morphology as a function
of the layer thickness. Figures. 1.7(a) and 1.7(b) show STM images of GdN(111) thin films
grown by MBE on AlN buffer layers. The grains are typically triangular as a result of the
(111) orientation of the GdN films [56].
Two previous works report STM on SmN [62, 63]. Figures. 1.7(c) and 1.7(d) show STM
images of SmN(111) thin films grown by MBE on GaN(0001) and AlN(0001) respectively [62].
No significant difference was observed via STM, however the crystalline quality of epitaxial
SmN was improved significantly when grown using an AlN interlayer [62]. Figures. 1.7(e)
and 1.7(f) show other STM images of SmN grown at different substrate temperatures (700◦C
and 800◦C) which led to respectively (111) and (001) orientation [63].
It is important to note that the reported scanning probe images of GdN [56] and SmN
[62, 63] shown in Fig. 1.7 were acquired at the Centre de Recherche sur l’Hétéro-Epitaxie et
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ses Applications (CRHEA-CNRS) in Valbonne, France, using a combined MBE/STM system
(thus imaging unoxidised REN surfaces). Such equipment is unfortunately no longer avail-
able in Valbonne, and similar system would be difficult to access elsewhere. Therefore, to
pursue the investigation efforts of the REN surfaces via SPM, a reversible capping method
must be developed. Such technique would permit to grow and to analyse via surface surface-
sensitive techniques the REN samples in different chambers and different locations. This
thesis focuses on such method (see chapters 5 and 6).
1.4.2 STM of Bi nanostructures
Bi islands Bi nanostructures have been studied with STM for several years [140, 146,
147, 149, 167]. When deposited on HOPG [149] or MoS2 [153] with low coverages (less than
a few nm) Bi grows as (110)-oriented Bi islands (rhombohedral notation [144, 168]) of α-
Bi (considered in this thesis as two monolayers (2ML) thick Bi(110) layer as in Fig. 1.5).
Because of the paired layer structure of α-Bi, the Bi(110) islands grow following 2ML, 4ML,
6ML thicknesses, adopting a ‘wedding-cake’ structure [146]. The island widths are governed
by quantum size effects [149]. The presence of an underlying (∼3 Å-thick) wetting layer below
the bottom 2ML-α-Bi layer has been hypothesized based on the STM height measurements
[146, 149]. For larger coverages (∼10 nm and above), the Bi thin films reorient into the
hexagonal Bi(111) phase [144].
Edge-states Figure 1.8(a) is a topography image of several Bi(110) islands grown on HOPG
[140]. Both 2ML-thick and 4ML-thick Bi(110) islands are visible and their typical size is of
the order of ∼50 nm. The inset in Fig. 1.5(a) shows the atomic arrangement of the Bi(110)
surface. Figure 1.8(b) shows scanning tunneling spectroscopy (STS) data obtained on a 4ML-
thick Bi(110) island [140], where the DOS near EF are resolved, here between −0.4 and
+0.4 eV. A state near E = 0.1 eV is observed on the Bi(110) islands within ∼2 nm of the edge
[140]. This experiment is the first direct observation of an edge state on a 2D TI [170]. This
result was essentially reproduced at UC also on different α-Bi thicknesses as shown in Fig.
1.8(c). The bottom-left corner of the image is a topographic STM image of a narrow 6ML-
α-Bi stripe on a wider 4ML-α-Bi base. The top-right corner of the image is a DOS map (at
E = 100 mV) obtained from dI/dV curves revealing the presence of the 1D edge-states.
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Figure 1.8: (a) STM image of Bi(110) islands (yellow/white) grown on HOPG (brown). The
inset is a magnification obtained on Bi(110) revealing the atomic structure [140]. (b) STS sig-
nal recorded on a 4ML-Bi island as a function of the distance from the Bi[11̄0] edge. The high
intensity indicates high DOS. An edge state at E∼+0.1 eV is evidenced within ∼2 nm from
the Bi edge [140]. (c) Composite STM image of Bi(110) narrow stripe: topography (bottom
left corner, in colour, V = +1.0 V, I = 300 pA) and STS mapping of the DOS for E = 100 mV
(top right corner, grey-scale), adapted from [169]. The white arrows indicate the electronic
edge states.
Antimonene Sb on the contrary does not form crystalline layers when deposited on HOPG
[171]. Very little is known of antimonene to the exception of a very few experimental re-
ports on β-Sb [172, 173]. Its structural properties in VDWHs and the MPs that emerge from
superposition with other group-V 2D materials remain to be investigated.
Relevance The topological properties of Bi and Sb in their various allotropes have recently
been demonstrated and research must now focus on pairing these layers together. It is ex-
pected, or at least possible, that the moiré patterns that arise from the various stacking com-
binations in VDWHs will modulate the electronical and topological properties. As discussed,
the group-V 2D materials appear crucial in the development of future topotronic devices;
it seems therefore essential to characterize and develop tools that model the MPs in these
structures. The MPs on the surface of α-Bi grown on HOPG have been studied and explained
previously using a commensurate model [151]. The variety of group-V 2D allotropes and the
number of new combinations that can be designed can be viewed as a call for a more gen-
eral model that do not require perfect atomic registry between the layers. Chapter 3 reviews
the experimental characterisation of the MPs on the VDWHs. A ball-and-stick approach and
an analytical model published earlier [174] are and used when possible to explain the MPs.
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Chapter 4 presents a much more general approach for understanding the MPs using the
reciprocal lattice.
1.5 Motivation and plan of this thesis
As reviewed in section 1.3, two dimensional topologically non-trivial materials promise a
whole new physics in particular through the exotic edge states. Van der Waals heterostruc-
tures made of multiple 2D TIs will certainly be investigated and perhaps emerge as potential
topotronic devices in the next few years. It is almost certain that the MPs will play a crucial
role in the physics of these novel multilayered systems. Robust approaches for MP modeling
are going to be necessary both for understanding of the experimentally observed MPs as well
as for the prediction and design of future devices. Chapter 3 presents STM results of several
group-V 2D materials that have established or potential topological properties (among which
α-Bi, α-Sb, β-Sb and a new allotrope of bismuth, MBi) focusing precisely on characterizing
the observed MPs. Two models for predictions are used, i.e. a ball-and-stick approach and
an existing analytical model. Chapter 4 is an extension of the previous models, in which a
universal approach is developed, potentially applicable for any VDWH. The agreement with
the other modeling techniques is discussed and reciprocal space structures that this model
includes described.
As discussed in section 1.2, the future of spintronics may well be depending upon further
development of the intrinsic ferromagnetic semiconductors, among which the RENs (see sec-
tion 1.2.3) are serious candidates. Despite being studied for several decades, the growth of
RENs and their fundamental properties have only recently been formalised and the RENs
are now open to more experimental characterisation. In particular, their surface properties
for the most part are unknown. To address this, it seems essential to develop a method to
enable ex-situ surface characterisation. Chapters 5 and 6 propose and investigate a method
using a removable capping layer on GdN. Chapter 7 is a preliminary study on an curious
phenomenon of the RE surfaces, i.e. the ease of reaction with molecular nitrogen N2 thus
forming a REN structure (nitridation), effect observed at room temperature at very low pres-
sures. RE nitridation could be treated as an alternative growth method for RENs, but may
also have a profound impact in catalysis and ammonia production industries.
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An overview of the experimental methods used in this thesis is to be found in chapter
2. Finally, chapter 8 summarizes the key results of the different experimental investiga-
tions conducted for this PhD thesis, and critically discuss their limits. The last chapter also
outlines the future work.
Chapter 2
Experimental techniques
This chapter overviews the various experimental methods that are used in this thesis. The
aim is not to explain the detailed physics behind each technique, but rather to present their
basic working principle and general methodology. Detailed descriptions are given in the stan-
dard references that are cited in the corresponding paragraphs. This chapter is divided as
follows. Section 2.1 presents the methodology related to the growth and treatment of the
samples, and section 2.2 reviews the various characterisation techniques used in this thesis.
Finally, section 2.3 details the contribution of the people involved in the experiments. Note
that the moiré pattern modeling is described in chapters 3 and 4 and the Sm capping/decap-
ping experiments in chapters 5 and 6.
2.1 Growth and treatment of the samples
First, section 2.1.1 presents the STM/growth chamber system at University of Canterbury
(UC). The deposition techniques used to achieve the van der Waals heterostructures (VD-
HWs) comprised of group-V 2D materials are described in section 2.1.2, and those required
for rare-earth nitrides (RENs) in section 2.1.3. Sputtering is described in 2.1.4.
2.1.1 Combined system used in this thesis
The commercially available Scienta Omicron VT-AFM XA system [175] is shown in Fig.
2.1(a). Several main elements are indicated, including the ion and sublimation pumps. The
samples are inserted via a load lock chamber located on the backside of the vacuum chamber
isolated from the main chamber with a gate-valve (not visible in the figure). The wobblestick
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Figure 2.1: Overview of the Omicron VT-AFM XA system [175]. (a) Vacuum chamber with
several elements indicated by arrows. The load-lock (not shown) is on the back-side of the
chamber. (b) Schematic diagram of the UHV components important in this thesis. The ma-
nipulator allows critical positioning of the sample for Bi and Sb deposition (effusion cells
indicated) and for Ar+ sputtering. The heating element (orange) is used for Sm desorption
and growth of VDWHs. The quartz crystal micro-balance is indicated. The ion gun is shown
with the leak valve that allows fine control of the Ar+ flow. The mechanically damped SPM
stage consists of a sample holder and a piezo/motor unit that is used in the SPM experiments.
allows manipulation of the samples in the UHV chamber. A hot-filament ionisation gauge
and a cold cathode gauge measure the pressure respectively in the vacuum chamber (base
pressure P < 10−9 mbar) and in the load lock (not shown). Figure 2.1(b) is a schematic rep-
resentation of the sample growth, treatment and analysis components. The manipulator is
used both for growth and treatment. The Bi and Sb effusion cells and their respective shut-
ters are indicated. The heating element (orange) heats the sample through conduction on the
back of the holder (T < 700◦C). The temperature is measured via a thermocouple located in
the sample holder. The ion gun, used for sputtering experiments is described in section 2.1.4.
2.1.2 Growth of van der Waals heterostructures
Substrates The VDWHs grown in this thesis are deposited on either highly-ordered py-
rolytic graphite (HOPG) or molybdenum disulfide (MoS2). The HOPG samples are commer-
cially available (‘SP1 grade’ from SPI supplies [176]). The ∼1×1 cm2 HOPG crystals (∼1 mm-
thick) were mechanically cleaved in air using adhesive tape. The natural MoS2 crystals used
in the experiments in this thesis, provided by a collaborator (P. J. Kowalczyk, University of
2.1. GROWTH AND TREATMENT OF THE SAMPLES 26
Lodz, Poland) were cleaved using the same method. After mounting the substrates on san-
dard Omicron tantalum (Ta) transfer plates, they were loaded in the UHV system and heated
for at least ∼2 h at elevated temperatures (∼500◦C) to remove of the main contaminants.
Scanning probe microscopy (SPM) of the substrates indicates atomic planes and terraces
larger than ∼1×1 µm2. These are free of dangling bonds, enhancing the diffusion length
of the adatoms [149]. This type of crystal deposition is often referred to as van der Waals
epitaxy [177].
Deposition The VDWHs made of Bi and Sb are deposited on the substrates maintained
at room-temperature. The solid sources (5N purity) are located in the refractory crucibles
of effusion (or Knudsen) cells directly facing the substrate (see Fig. 2.1(b)). The operation
is relatively simple and consists of heating the effusion cells sequentially as follows. First,
the shutter of the Bi evaporator set to ∼400◦C was opened (flux ∼0.1 Å/s, estimated from
earlier calibration samples) to achieve a coverage ∼1 nm. Bi growth on HOPG leads to the
formation of self-assembled α-Bi ‘wedding-cake’ nanostructures [144, 146] (see also chapter
3). The shutter of the Sb effusion cell (set to ∼300◦C, i.e. flux ∼0.01 Å/s) was then opened
in order to decorate the α-Bi islands with about ∼ 0.2 Å Sb. The coverage and deposition
times were calibrated by previous students in the group [154]. The samples were imaged
immediately after deposition with STM.
2.1.3 Molecular beam epitaxy of GdN
Figure 2.2 is a schematic diagram of the Thermionics growth system located in the crys-
tal deposition lab in the School of Chemical and Physical Sciences, Victoria University of
Wellington (VUW). The growth chamber consists of a series of evaporators, either electron-
beam (for low vapour pressure elements, e.g. Gd) or thermal effusion cells (for high vapour
pressure elements, e.g. Sm). The flux is monitored with a calibrated quartz crystal micro-
balance located near the sample holder. The base pressure of the deposition chamber is
P∼10−8 mbar.
Substrates The substrates used in this thesis are commercially available 2-inch n-doped
Si(111) wafers, coated with epitaxial 100 nm-thick AlN(0001) layer (EasyGan [179]). The
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Figure 2.2: Thermionics growth system overview indicating the main growth and in-situ
analysis components, adapted from [178].
substrates were loaded in the deposition chamber shown in Fig. 2.2 via the load lock. The
substrates were heated to T∼650◦C (via the heating element located in the substrate holder)
to get rid of the main contaminants.
Growth of GdN The GdN samples in this thesis were deposited via molecular beam epi-
taxy (MBE), at a growth temperature of T∼650◦C. Gd metal was evaporated using an elec-
tron beam in the presence of a molecular nitrogen (N2) partial pressure of 1×10−4 mbar. It
is important to point out that molecular nitrogen reacts spontaneously with Gd at the sur-
face to form a GdN layer, even in the absence of activated N2. The film deposition rate was
∼ 0.1 nm/s and the film thicknesses where ∼ 100 nm. After growth, the samples were left to
cool down to room temperature. The growth of the Sm layer (either on bare AlN templates or
on as-grown GdN) is detailed in section 5.2. The nitridation procedure is presented in detail
in section 7.2.
Transport and storage of the REN samples The samples were taken out of the growth
chamber and were immediately cleaved in air. The sample pieces were stored in a desiccator
or in a vacuum-sealed bag for transport from VUW to UC (estimated pressure ∼1 mbar). One
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Figure 2.3: Sputtering operation during bombardment. Ar gas flows in the main line into the
ion gun, where a built-in ionisation voltage generates a plasma. The main controls are the
Ar flow via the leak valve and the ions kinetic energy via the beam voltage V . The sputter
current Is is read via an ammeter. Note the presence of the other valve for flushing.
of the sample pieces was subsequently transported to UC and the others were characterised
at VUW or Robinson Research Institute (VUW), Lower Hutt. After transport to UC, the
samples were mechanically cleaved into ∼1×5 mm2 pieces, and mounted directly on a Ta
plates for immediate insertion in the Omicron UHV system, or stored in a separate vacuum
chamber (not shown, base pressure P∼10−9 mbar) for later investigation. Between deposition
at VUW and analysis at UC, the Sm/GdN and Sm/AlN samples were in ambient conditions
(P = 1 atm) for an estimated time of 30 min and in vacuum in the sealed bags (P ∼ 1 mbar)
for about 2 days.
2.1.4 Sputtering
Sputtering is a technique used in chapter 6 for removing the oxide from the surface of the Sm
samples exposed to air (in this thesis, ‘sputtering’ does not refer to a deposition technique).
The sputtering experiments take place in the Omicron vacuum chamber at UC (Fig. 2.1)
using a commercially available ISE-5 gun [180]. Essentially, argon (Ar) ions (5N purity Ar
from BOC [181]) are accelerated in the vacuum chamber transferring their kinetic energy to
the sample, in turn sputtering the surface. The experimental set-up is shown in Fig. 2.3 and
is detailed as follows.
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Operation principle After flushing the Ar line (via repeated pumping cycles using the
turbo pump), the gate valve is opened. The ion and sublimation pump (see Fig. 2.1(a)),
highly sensitive to Ar+ ions, are therefore switched off. The beam voltage V or beam energy
E 1 is set to the desired value (V = 0.5− 5.0 keV). The sputtering conditions were always
tested on a bare Ta sample plate first for fine tuning of the sputtering current Is (typically a
few µA) via the leak valve acting directly on the Ar+ flux F and the pressure (P∼10−5 mbar).
The ion beam was focused on the sample (spot size ∼0.5 cm), and a blue glow was typically
visible at the gun extremity. When the pressure P and current Is were stable, the sample
was inserted in place of the Ta holder (after setting V = 0) and the sputtering starts after V
is reset to the desired beam voltage. The sputtering conditions (P, V and Is) were recorded
during the entire bombardment. The samples were sputtered at fixed incidence angle θ = 45◦
(standard procedure [182]) and maintained at room temperature during the bombardment.
Sputtering yield A few important relationships between the different quantities are dis-
cussed here. The Ar+ flux F directly impacts the sputtering current density Js [182] as
follows
Js = Fq (2.1)
assuming one electron per incident ion (which is expected from Ar+ [182]). The sample holder
is electrically grounded to allow the measurement of the sputtering current Is. The sputter-
ing density Js could not be measured because the area is not directly measured (the estimated
area participating to the charge transfer is estimated to ∼1 cm2). The yield Y is the amount







where dz is the sputtered thickness during the time interval dt and ρ the atomic density of
the sputtered material. The yield Y depends on various factors, including the beam energy
E, the ion mass m, the binding energy at the surface of the material and the incident angle
1Note that the beam energy E = qV is the kinetic energy of the ions with q the elementary charge.
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θ [182]. Considering Ar+ ions and a beam energy near ∼1 keV, the reported values of the
sputtering yield for a variety of materials in the literature fall typically between 0.4 and 20
[182]. These values can be used to estimate of the sputtering rate using equation (2.2) in
chapter 6.
2.2 Sample characterisation
This section focuses on presenting the various characterisation techniques used in this the-
sis. The scanning probe microscopy (SPM) techniques are discussed first in sections 2.2.1
and 2.2.2 for scanning tunneling microscopy (STM) and atomic force microscopy (AFM) re-
spectively. Scanning electron microscopy (SEM) and energy dispersive X-ray spectroscopy
(EDS) analysis techniques are presented in section 2.2.3. Finally, the reflection high-energy
electron diffraction (RHEED) and X-ray diffraction (XRD) are introduced in sections 2.2.4
and 2.2.5. Section 2.2.6 gives a few details about other techniques used very briefly in this
thesis.
2.2.1 Scanning tunneling microscopy
Scanning tunneling microscopy (STM) was first demonstrated by IBM-Zürich researchers
Binnig and Rohrer in the early 1980s [183–185] who were awarded the Nobel prize a few
years later [186]. The principle is relatively simple and involves an atomically sharp metallic
tip brought within a few Å of the conductive sample surface, and an applied potential between
the sample and the tip that creates a tunneling current is measured as the tip scans the
surface. This technique has revolutionised many fields of nanotechnology for its ability to
image nanoscale features in real-space at atomic scale and to probe the electronic structure
of materials [163]. For detailed literature on the general principles and applications of STM,
refer to e.g. [187, 188].
Quantum tunneling Metal-insulating-metal tunneling has been thoroughly investigated
in many standard references [189–192]. An important main result [189] is the tunneling
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transmission probability T, approximated as











where z is the tunneling barrier width or tip-sample distance, Φs and Φt are the surface
and tip work functions, m is the electron mass, ħ the reduced Planck’s constant, V the bias
voltage, and E the electron energy. One of the key aspects is the exponential dependence on
z which is responsible for the sensitivity of STM. The tunneling current I t (i.e. the rate of
electrons flowing from tip to sample) depends on the density of states (DOS) of the sample




Ds(E) ·Dt(±qV ∓E) ·T(z,E, qV ) ·dE. (2.4)
Similarly, the tunneling current I t depends exponentially on the tip-sample distance. Tun-
neling phenomenon is commonly illustrated with the idealised energy diagram in one dimen-
sion (1D) shown in Fig. 2.4(a). In this situation, a positive bias voltage V is applied such
that the Fermi level of the tip is offset by qV . The tunneling current depends on the barrier
height (Φt and Φs) and barrier width (z) and on both Ds and Dt (the latter approximated as
independent of the energy). The local electronic structure near EF has huge impact on I t.
For this reason the sample must have available conducting states in the region near EF±qV ,
which is typically not the case of insulators.
Operation principle The simplified working principle of the STM is shown in Fig. 2.4(b)
and presented here. The sharp metallic tip (purple in Figure 2.4) is brought very close to
the surface (green) until a set-point tunnel current Is is detected (typically a few pA or nA)
corresponding to a tip-sample distance z ∼ 1Å. The position of the tip is handled with a piezo-
electric system (simply referred as piezo, in yellow in the figure), controllable in all three spa-
tial directions. The tunneling current I t and the position z are recorded while the tip scans
the surface of the sample. Essentially two imaging modes are available: (i) constant height
mode, where z is constant and I t(x, y) forms the image and (ii) constant-current mode, where
I t is maintained constant forming a z(x, y) image. In the constant-current mode, a feedback
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Figure 2.4: STM principle. (a) Simplified energy diagram of a tunnel junction. The density
of states (D) of the sample (left) and tip (right) are indicated in blue. The states shown in
light blue are occupied until EF. Φ indicates the work function. The tip-sample distance is
z0 in this diagram. The tunneling current I t is a consequence of the bias energy qV (that
shifts the Fermi levels) and of the density of states between EF and qV on the sample side.
(b) Principle of operation of the STM, adapted from [184]. The piezo (yellow) controls the tip-
position over the sample (green) and is sensitive to both topographic and electronic features.
A PID controller monitors the tip-sample distance z in real-time.
loop monitored via a proportional-integral-derivative (PID) controller simultaneously mea-
sures I t and controls the z-component of the piezo to maintain I t as constant as possible. In
Fig. 2.4(b) the dashed line represents the trajectory of the tip as it scans the sample. STM is
sensitive to both topographic features and variations in the DOS (blue cross-hatched area).
The apex of the STM tip must be atomically sharp in order to yield atomically-resolved im-
ages. Deviations from an ideal infinitely-sharp tip leads to artefacts in SPM images (e.g. blur,
multiple imaging) as detailed in e.g. [193]. The STM stage (where the sample and probe are
located in the device) is mechanically isolated from the environment by a damping system.
Experimental aspects In this thesis, the constant-current imaging technique is preferred
in because this mode can image topographic features, thus avoiding tip ‘crashing’. The STM
stage is located in the Omicron VT-AFM XA UHV chamber, pictured in Fig. 2.1. The STM
tips are made of manually cut platinum/iridium (Pt/Ir) alloys wires. The topographic data
files are processed with Gwyddion [194]. To extract periodic information from the real-space
STM images (e.g. lattice constant in atomically resolved images, or moiré patterns periods
and fringe angles) the fast Fourier transform (FFT) is used [194, 195]. Unless mentioned
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otherwise, the STM images shown in this thesis are acquired at room temperature (T '
293 K) in UHV conditions (P < 10−9 mbar).
2.2.2 Atomic force microscopy
Atomic force microscopy (AFM) was invented by the same group at IBM-Zürich [196] that de-
veloped the STM. The general principle is very similar to STM: a probe is brought very close
to the the sample and scans the surface. In AFM, the sharp tip mounted on an oscillating
cantilever deflects as a result of van der Waals interactions between the tip and the sample.
Two quantities are commonly used as a set-point in AFM (i) the force F between the tip and
the sample (typically a few nN) or (ii) the frequency shift ∆ f = f − f0 (in Hz) of the oscillation,
where f0 is the reference frequency at a large tip-sample distance z. The frequency shift ∆ f
for |∆ f |¿ f0 is given by [197]:
∆ f =− f0
kA2
〈F(t)z(t)〉 (2.5)
where A is the amplitude of oscillation (in nm), k the spring constant of the cantilever. The
brackets indicate the mean value across one oscillation cycle. It has been shown [198, 199]
that both F(z) and ∆ f (z) can be modeled by a Lennard-Jones potential as illustrated in Fig.
2.5(a). At large tip-sample distances, both F and ∆ f are zero. When the tip is brought closer
to the surface, its oscillation is damped and the cantilever frequency decreases (typically a
few Hz). The tip is attracted to the surface through van der Waals interactions, until at a
certain tip-sample distance F rises sharply due to the Pauli exclusion principle. Both F and
∆ f are minimised for a value of z, typically the ∆ f minimum position is further away from
the surface than the position of the F minimum (zmin ∼ 1 nm).
Operation principle Figure 2.5(b) shows the measurement principle of the cantilever de-
flection. A laser source shines on the back of the cantilever and is reflected onto a photode-
tector, which can detect the frequency shift ∆ f or the force F.
Experimental aspects Similarly to STM described in section 2.2.1, two modes are avail-
able: constant set-point (here ∆ f ) or constant height. In this thesis we use exclusively the
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Figure 2.5: AFM principle. (a) Lennard-Jones model of the frequency shift ∆ f (red) and force
F (black) as a function of the tip-sample distance z. (b) Principle of operation of the AFM.
A laser (red line) is shun onto the back-side of the cantilever. The deflection impacts the
reflected light, and is sensed on the photodetector.
constant ∆ f imaging in non-contact mode obtaining z(x, y) images. All the AFM images in
chapter 5 and 6 were recorded in UHV conditions with the Omicron VT-AFM and used a
set-point in the range ∆ f = −25 to −10 Hz. The cantilevers (SuperSharpSilicon from Nano
Sensors [200], typically f0 ∼ 160 kHz) and were glued on the Omicron cantilever transfer
plates before insertion in the UHV chamber. The AFM image shown in Fig. 7.3 in chapter 7
was obtained with a NaioAFM device from Nanosurf [201] in air, located in the clean room
Lab at VUW.
2.2.3 Scanning electron microscopy and energy dispersive spectroscopy
Scanning electron microscopy Scanning electron microscopy (SEM) is a very standard
technique in material sciences and details can be found in reference literature [202]. It con-
sists of a scanning electron beam focused on the sample, and a detector. The basic principle
is shown in Fig. 2.6(a). Typically the secondary or backscattered electrons are used to cre-
ate the image, typically allowing resolution of features larger than a few tens of nm. It is
a relatively easy and fast technique, giving information about the surface topography of the
sample. In this thesis the SEM is a commercial JEOL 7000F FE-SEM [203]. The images
are acquired using secondary electron imaging mode (SEI) with an acceleration energy of
E = 15 keV.
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Figure 2.6: (a) SEM principle. The focused incident electrons hit the sample, creating back-
scattered and secondary electrons (as well as others, not described here). The emitted X-
rays and electrons originate from the volume indicated with a characteristic depth zm. (b)
Schematics of X-ray emission, indicating the origin of the Kα and Lα photons.
Energy dispersive X-ray spectroscopy Energy dispersive X-ray spectroscopy (EDS) is
an analytical technique for elemental characterisation. The incident electron beam (E ∼ 5−
20 keV) ejects core electrons, leading to radiative recombination in the X-ray range (Ephoton ∼
1− 10 keV). Figure 2.6(b) illustrates the emitted X-rays. Each element possesses it own
characteristic signature. The X-ray photons are detected with a spectrometer yielding the
EDS spectrum (typically the Lα and Mα for the elements of interest in this thesis). It is
customary [202–204] to use the empirical Castaing formula to estimate the penetration depth
zm (in µm) of the electrons, given as follows




with E the acceleration energy (in keV), Ec the lowest X-ray emission energy of the element
(in keV), A the atomic mass, ρm the density (in kg/m3) and Z the atomic number of the
considered element. For Sm one obtains zm ' 0.9 µm with E = 15 keV. EDS, which is mostly
sensitive to heavy elements, is used in this thesis to verify the removal of the Sm cap in
chapters 5 and 6.
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2.2.4 Reflection high-energy electron diffraction
Reflection high-energy electron diffraction (RHEED) is a surface-sensitive technique that
uses the atomic lattice for scattering. It is a very common analysis technique, in particular
for monitoring in-situ and in real time the crystal growth, i.e. the front growth profile [205].
Figure 2.7(a) shows the RHEED schematic set-up where the emitted from at grazing angles
from the electron gun to the screen after reflection on the sample. The kinetic energy of
the electrons this thesis is E = 15 keV. The diffraction patterns can be explained in terms of
the Ewald sphere intersecting the reciprocal lattice of the sample [31, 206] as schematically
shown in Fig. 2.7(a). Coherent interference of the electron wave is possible only if the surface
is atomically well-ordered. Only the top half of the pattern is visible on the screen due to
shadowing effect of the sample.
Surface analysis RHEED provides information on both the surface symmetry and the
crystallographic orientation, and also provides information about the surface quality. Figure
2.7(b) shows in a schematic way, different surface structures and their corresponding RHEED
patterns. Typically, if the surface of the sample is atomically flat (typically occuring during
2D growth mode) the RHEED pattern are comprised of vertical streaks. In the case of a
surface reconstruction (not shown) the pattern is made of streaks as well as satellite peaks
[206]. If the surface is rough (e.g. if the growth mode is 3D), the electrons will transmit
through the islands and surface irregularities, and as a consequence a transmission pattern
in the form of individual spots is formed. Figure 2.7(c) (top) is an experimental RHEED
pattern from the literature of a GdN(111) surface grown by MBE [56]. The pattern is made
up of spots indicating a 3D growth-mode. The presence of ‘twin spots’ (arrows) are due to the
coexistence of twinned domains of fcc GdN(111) rotated by 180◦ [56, 166].
Experimental aspects RHEED patterns were acquired in-situ during the growth of the
Sm/GdN samples in the VUW Thermionics UHV chamber (see Fig. 2.2). The RHEED pat-
terns are acquired with a digital camera with a sampling rate of 1 image per second.In the
experiments of chapter 7, the image files were analysed with a program designed by J. Chan
[178], which measures the streak spacing. The streak spacing is directly related to the re-
ciprocal lattice of the surface which allows to determine the (real-space) surface lattice con-
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Figure 2.7: RHEED principle and GdN RHEED pattern. (a) Reciprocal lattice and real-
space RHEED pattern, from [206]. (b) Schematics of realistic surface and their corresponding
RHEED patterns. (c) Experimental RHEED pattern of a GdN(111) surface along the GdN
〈11̄0〉 direction (top) indicating two twin spots (white arrows), and geometric model of the
RHEED for GdN (bottom), adapted from [56].
stants relatively to a known surface, usually the AlN template. For the other sample growth,
RHEED was used mainly as a measure of the qualitative surface quality of the GdN and Sm
crystals during deposition, and of the AlN templates.
2.2.5 X-ray diffraction
In X-ray diffraction (XRD) photons are scattered by the crystal lattice of the sample, forming
characteristic patterns. XRD is a very standard crystallography technique and more details
on the experimental set-up and applications can be found in the literature [207, 208]. Con-
structive interference is observed when the Bragg law [31]
nλ= 2dhkl sinθ (2.7)
is satisfied, where n is an integer, λ is the source wavelength (in the experiments we use
the CuKα emission line λ = 1.5406 Å), dhkl the distance between two (hkl) planes of the
considered crystal, and θ the incidence angle relative to a plane. In this thesis θ−2θ were
used to characterise the out-of-plane crystalline sturcture and texture of the films.
2.2.6 Others
Raman spectroscopy Raman spectroscopy is an optical characterisation technique, sen-
sitive to the vibrational modes of the sampled material. Monochromatic photons from a laser
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are absorbed and re-emitted via inelastic scattering, where the frequency shift σ (typically
in cm−1) corresponds the vibrational energy (phonons) of the lattice. For more details on that
technique, refer to e.g. [209, 210]. In chapter 6, Raman spectroscopy was acquired with a
Horiba Jobin-Yvon Raman spectrometer. The laser (λ = 514.5 nm, power ∼ 1.8 mW) had a
spot size of ∼1.5 µm. The spectra were obtained at room temperature in ambient conditions.
Magnetisation measurements Magnetic measurements were carried out at Robinson
Research Institute (VUW), Lower Hutt using a superconducting quantum interference de-
vice (SQUID) [211]. The commercial measurement system yields a magnetisation hysteresis
loop M(H) under magnetic fields up to 7 T at temperatures as low as 2 K. In chapter 5, the
time-dependent saturation magnetisation Msat(T) were obtained from field-cooled curves.
Electrical characterisation Resistivity measurements in chapter 5 were performed us-
ing a four-terminal device using the van der Pauw geometry. The temperature-dependent
resistivity data was acquired using a liquid helium cryostat with the temperature ranging
from 4 K to room temperature.
2.3 Contribution to the work in this thesis
All the work in this thesis was done and written by the author, with the exception of the
following significant contributions.
The group-V VDWHs samples in chapter 3 were grown conjointly with Dr. T. Maerkl, I.
V. Mahajan and Dr. P. J. Kowalczyk. The STM data was jointly acquired with Dr. T. Maerkl,
I. V. Mahajan and Dr. P. J. Kowalczyk.
The REN samples (chapters 5, 6 and 7) were grown with J. Chan and Dr. F. Natali (occa-
sionally with help from F. Ullstad, W. Holmes-Hewett and J. Miller). The RHEED patterns
were acquired in concert with J. Chan and F. Natali. The RHEED data in chapter 5 was
analysed by J. Chan. The XRD characterisation was performed by J. Chan, J. Miller and W.
Holmes-Hewitt. The magnetisation measurements were carried by J. Chan. Electrical char-
acterisation was performed conjointly with J. Chan. Raman spectroscopy was undertaken
and interpreted in collaboration with H. J. Trodahl.
Chapter 3
Moiré patterns in van der Waals
heterostructures
3.1 Introduction
Moiré patterns (MPs) (from French moire, a type of fabric made of superposed silk layers,
derived from English mohair) are, in the general sense, the interference patterns observed
when two meshes are overlaid. Notably visible on the folds of silk or when walking past
railing fences, MPs are due to similar but imperfect lattice matching, leading to large-scale
fringes. They appear in a broad range of systems of different scales: in sampling they are
related to aliasing issues, but can also be deliberately used for precision measurement in
mechanical devices. In condensed matter physics they occur when an ultra-thin crystalline
layer is superimposed on another crystalline structure [212]. The overlayer typically has
a thickness of a few atomic layers, while the underlayer can either be a bulk material or
another thin film. The crystallographies of the overlayer and that of the underlayer must
be different in order to lead to a MP. This interference phenomenon appears as a periodic
modulation on the surface of the overlayer.
Figure 3.1 shows schematically how MPs are generated. Panels (a) and (b) are respec-
tively the underlayer and overlayer lattices (top view). The two layers exhibit a hexagonal
symmetry, and possess a ∼ 10% lattice mismatch. Their superposition (c) leads to a MP.
The lighter spots on the image correspond to the local positions where the atoms from the
underlayer and the overlayer are in registry. These spots are referred to as moirons. In con-
trast to the moirons, the areas in between (darker) are where the atomic positions are out of
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Figure 3.1: Moiré pattern formation: (a) and (b) are the under- and overlayer hexagonal
lattices with dissimilar lattice constants (kb/ka ' 1.1). (c) Superposition of the atomic lattices
in (a) and (b). A discrete MP is observed: light spots appear where atoms from layer (a)
and (b) are in registry. All ball-and-stick simulations are generated with VESTA [213] and
displayed to scale.
alignment.
Brown’s group at University of Canterbury has focused their research on bismuth and an-
timony nanostructures for more than ten years [144, 146–151, 154, 169, 171], mainly using
Scanning Probe Microscopy (SPM). The recent drive towards the fabrication and character-
isation of van der Waals heterostructures [130, 132] (VDWHs) has led to the realisation of
multiple systems in which MPs are observed with a high degree of reproducibility. As de-
scribed in chapter 1, bismuthene and antimonene hold strong promise for novel topotronic
devices. The study of the MPs on their surface is therefore important: for understanding the
structures of the VDWHs, but also because the MPs can modulate the topological properties
of the VDWHs [157–159, 214–216].
This chapter focuses on the MPs generated by the stacking of antimonene and bismuthene,
onto either HOPG or MoS2 substrates. The goal of this study is to successfully model the MPs
observed by STM, and to derive critical information on the lattices. Section 3.1 introduces
the necessary conditions for observing MPs via SPM as well as the early experimental obser-
vations. It also reviews some of the recent advances in theoretical and experimental work on
MPs on VDWHs. Section 3.2 details the framework of the characterisation, and the analysis
tools for the MPs. Finally, section 3.3 presents the results of characterisation and modeling
(simulation and calculation) of the MPs observed at UC.
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Figure 3.2: MPs simulations: (a) underlayer square lattice (4.5×4.5 Å2). (b) Overlayer rect-
angular lattice (4.2×4.8 Å2) rotated by θ =−4◦ with respect to the underlayer. (c) Same over-
layer, rotated by θ =−1◦ (c). (d) Superposition of (a) and (b). The MP shows up as fringes. (e)
Superposition of (a) and (c). The width of the simulated images is 400 Å. In this case, the MP
shows up as moirons. The yellow zones identify the fringes in (d) and the moirons in (e). The
arrows emphasize the crystalline directions in (a-c).
3.1.1 Concept
MPs are in this thesis only characterised through classical geometry, where the underlayer
and the overlayer are described by non-interacting, rigid, 2D lattices and by the relative angle
θ between the two. The resulting MPs can be described by a Bravais lattice whose lattice
parameters are often much larger than the individual layers’ unit vectors. The superposition
of two lattices that are different or rotated breaks the unit cell translation symmetry. The
new translation symmetry vectors of the system are given by the unit vectors of the MP
super-lattice, that are not always commensurate with the underlayer or overlayer.
The prediction of the MPs based on the crystallography of the underlayer and that of the
overlayer is not trivial. Minimal shift in the geometry of one of the layers can greatly impact
the emerging interference patterns. This sensitivity is emphasised in Fig. 3.2. Ball-and-stick
simulations are performed using a square lattice (a) overlapped with a rectangular lattice,
tilted by θ =−4◦ in (b) and θ =−1◦ in (c). In (d) the superposition is performed with θ =−4◦,
and MP fringes appear clearly. In (e) the superposition is such that the rotation angle is
reduced to θ = −1◦. Clearly, this superposition leads to moirons instead of fringes. In both
images, the MPs are highlighted in the top-right corner in yellow. This example illustrates
that a small change, here a rotation of only 3◦ of the overlayer, can imply a huge change on
the observed MPs. Similar examples can be constructed by varying the lattice constants or
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Figure 3.3: Early MPs observations. (a) First ever observation of MPs on a crystal, namely on
graphite [217]. The electron micrograph shows a clearly visible hexagonal MP and manifests
great ordering. (b) TEM image (magnification ×500000) of Pd film on Au(111) thin films
[218]. The fringe-like MPs appear uneven where an edge dislocation is present. (c) STM
image (75×75 nm2) of 2-ML thick Bi(110) islands grown on GaAs(110) substrate [229].
the symmetry of a layer.
3.1.2 Early MPs observations
In solid-state systems, MPs have been first observed via electron microscopy on graphite
[217]. Figure 3.3(a) reproduces one of the first micrographs of MPs. The MP are visible
here as dark spots arranged in 3-fold symmetry. Research later focused on ultra-thin films
deposited on metallic surfaces [218, 219], and on single crystals of polyethylene [220–222].
MPs were used to highlight the presence of dislocations [218, 219, 221–223] and to track
structural changes during heat treatment [224]. Figure 3.3(b) shows a sample of an ultra-
thin Pd film grown on Au(111) [218]. Despite a rather good ordering of the fringes, several
fork-like fringes indicate the presence of edge-dislocations. With the advent of SPM allow-
ing local surface sensitive measurements, MPs are routinely observed. Many reported MPs
originate from graphite systems [225–228] or from ultra-thin films deposited onto a variety
of flat surfaces: Bi on GaAs [229], Pb on Ag(111) [230] among others. Figure 3.3(c) displays
an STM image of Bi(110) islands grown on GaAs(110) substrates. The mismatch between the
under- and overlayer lattices gives rise to a MP in the form of fringes.
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3.1.3 Moiré patterns as a method to control surface properties
Until the early 2000s, MPs are reported as essentially a method to monitor or confirm the
structure of ultra-thin layers, e.g. lattice mismatch or defect presence.
More interestingly, the MPs can themselves possess interesting properties. The surface
band structure of a crystal is sensitive to variations in the local strain: MPs can therefore
modulate the electronic properties. They are seen as a perturbation that leads to the for-
mation of ‘minibands’. Localised, periodic surface states are revealed by STM spectroscopy
[214], capacitance spectroscopy [231] and transport measurements [129, 157, 160].
This becomes more fascinating in some quantum-spin Hall insulators and semi-metals
(see chapter 1). For example, the Dirac points of the graphene/hBN system in the first Bril-
louin zone (FBZ) can be shifted [214–216, 232] and may offer controllable Van Hove singulari-
ties via the rotation angle θ between the two lattices [159]. Very recently, graphene/graphene
systems have been proven to exhibit superconductivity at specific rotation angles referred to
as ‘magic angles’ superlattices [161].
These novel means of manipulation of the states of matter (in particular through a new
degree of freedom in solid-state systems, the rotation angle θ) may allow control of the proper-
ties of future electronic devices. For example, the MPs fringes have been proposed to channel
spin-polarised currents under sufficient strain at the correct rotation angle [158]. Moreover,
MPs can give rise to fractal quantum Hall effect [129, 157, 160], confirming earlier theoretical
works on ‘Hofstadter Butterflies’ [233].
There seems to have a fascinating coupling between MPs and electronic properties, in
particular for materials hosting topological states. This obviously makes the study of MPs
very relevant in the context of bismuthene and antimonene STM studies.
3.2 Characterisation and prediction
This section presents the tools that are available to us for characterizing MPs and for predict-
ing them. First, we define the underlayer, overlayer, and MP superlattice. The experimental
procedure for MP characterisation is briefly explained. Then the simulation technique based
on simple superposition is presented as well as the analytical prediction model.
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3.2.1 Definitions and experimental procedure
3.2.1.1 Vectors and angles
In order to characterize experimental MPs and to develop models for their prediction and
simulation, geometrical definitions of (i) the underlayer lattice, (ii) the overlayer lattice and
(iii) the MP superlattice are required. Since all three are 2D Bravais lattices, each is de-
scribed by two independent 2D primitive vectors. Figure 3.4 shows the essential vectors and
angles for the description of the MPs, adapted from [174]. The underlayer unit vectors are
referred as R1 and R2, while the overlayer’s are denoted as R′1 and R
′
2. The lattice parame-
ters are R1, R2, R′1 and R
′
2. The relative rotation θ between the two layers is defined as the
angle between R′1 and R1. The resulting MP superlattice, much larger than the individual
lattices, is described by RM1 and RM2. Therefore the position of any moiron is given by an
integer linear combination of RM1 and RM2. β is the angle between by RM1 and RM2. In Fig.
3.4, the moirons are located at the tip of the arrows RM1 and RM2. The equivalent fringes
M1 and M2 are the lines connecting the moirons along the directions respectively given by
RM2 and RM1. They are drawn with blurred lines in light blue (M1) and dark blue (M2).
It is more convenient in some cases to refer to periods λ1 and λ2, that may differ from
the lengths RM1 and RM2. For example, if the MPs appear as fringes, only one period can be
directly observed. The moiré fringe angles δ1 and δ2 are, unless specified otherwise, defined
with respect to R1, such that 0< δ<π/2. This translates to
λi = RMi sinβ (3.1)
δ1 +δ2 +β=π (3.2)
3.2.1.2 Experimental moiré patterns
The simplest example of a VDWH, and the most reported, graphene-graphite, will be used to
illustrate both the characterisation and the different methods of prediction throughout this
section.
In the present experiments, the MPs are observed via STM, and they appear as a peri-
odic modulation of the topography. STM imaging has long proven its capacity to measure the
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Figure 3.4: Vectorial and angular definitions for full description of a MP for an arbitrary
oblique lattice symmetry (note that underlayer and overlayer share identical surface unit
cell angle ω). R1 and R2 are the underlayer unit vectors (black), R′1 and R
′
2 are the overlayer
unit vectors (red), misaligned to the underlayer’s lattice by θ. The moiré lattice vectors, RM1
and RM2 are shown in blue. The equivalent moiré fringes (blurred lines) are depicted for
M1 (light blue) and for M2 (dark blue). Moirons are located at the intersections of M1 and
M2 fringes. δ1 and δ2 are the fringe angles (in reference to R1). The periods λ1 and λ2 are
indicated, as well as the superlattice angle β. Adapted from ref. [174].
surface lattice constants of crystalline structures as reviewed in chapter 2. The method to
characterize the superlattice is the same and equally relies on the 2D fast Fourier transforms
(FFT) of the STM images. Fourier transform techniques have been previously used for the
characterisation of MPs in graphene-graphite systems [234–236]. The MPs are characterised
by a single fast Fourier transform (FFT) of one STM image (for the periods information), or
two STM images: the MP-containing image and the atomically resolved image of the under-
layer (for angular relationship with the underlayer δ determination).
To illustrate the process of experimental characterisation of the MPs, Fig. 3.5(a) displays
an STM image of graphite from the literature [228] in which both the atomic structure and
the MP are resolved. Here, the MP arises from the misalignment of the top monolayer (ML)
of graphite (i.e. graphene) with respect to the bulk graphite underneath. The MP shows
up as an hexagonal superlattice of moirons. The characterisation of both the crystal struc-
ture and the superlattice is illustrated with a single FFT of the image, shown in Fig. 3.5(b)
(Note that this analysis was not done in the original publication [228]). The reciprocal spots
corresponding to the atomic rows are indicated by the red arrows, and reveal an hexagonal
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Figure 3.5: (a) Atomically resolved STM image (20×20 nm2) of a graphite surface, in which
both the atomic structure and the MP are resolved [228]. The superlattice period λ is high-
lighted as well as RM1. (b) FFT of the STM image in (a), where the red arrows point out
the 3-fold reciprocal spots corresponding to the atomic rows. (c) Cropped version of the FFT
shown in (b): the blue arrows highlight the 3-fold reciprocal moiré spots.
structure, in agreement with the atomic structure of graphite. The distance between the
rows of atoms R∗1 is different to the lattice constant R1 by a factor
p
2/3, due to the hexagonal
arrangement. Here one obtains R1 = 2.47±0.02 Å, in very good agreement with the expected
lattice parameter of graphite.
To determine the MP periods, one must focus on the information very close to k= 0 since
the distances are much larger than the crystal lattice constants. Figure 3.5(c) shows an ex-
panded view of the black box shown in (b). Here too, the reciprocal spots reveal an hexagonal
structure (indicated by blue arrows), reflecting the hexagonal arrangement of the moirons,
as shown in (a). Analysis of the spots leads to the period of the MP, λ1 = λ2 = 5.9±0.4 nm.
The angles δ1 and δ2 can not be extracted from this unique image because an atomically re-
solved image of the underlying graphite layer is missing. However, adequate modeling and/or
simulation of the graphene-graphite stacking would allow the evaluation the underlayer ori-
entation with respect to the overlayer θ. The value of the MP fringe angle δ1 and δ2 could
subsequently be derived.
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Figure 3.6: Simulated moiré pattern of the graphene-graphite system. (a) Hexagonal on
hexagonal lattice (width: 1.5 nm) representing two individual layers of graphite (R1 = R′1 =
R2 = R′2 = 2.46 Å), rotated by an angle of θ = 2.1◦. Underlayer vectors (R1,R2) and overlayer
vectors (R1,R2) are indicated and the corresponding unit cells drawn in dotted lines. (b)
Larger scale (width: 20 nm) of the simulation (the image in (a) is contained in the black
box in (b)) where a clear hexagonal MP is observed in the image. RM1, RM2, δ1 and δ2 are
recalled, dashed line is parallel to R1. The simulated pattern in (a,b) here agrees very well
with the experimental image shown in Fig. 3.5(a).
3.2.2 Predicting moiré patterns
3.2.2.1 Simulated patterns
To predict the MPs arising from the superposition of any two 2D Bravais lattices, one can use
a simple approach based on the crystal visualisation software, VESTA [213]. The software
displays 2D arrays of points of desired lateral spacing and symmetries, and permits manipu-
lation of the relative rotation θ between the layers. The MPs are then graphically identified
by eye. This technique for MP prediction has been used successfully for a variety of systems
[229, 230, 236, 237], including those containing point defects such as dislocations or wrinkles
[215, 238] and grain boundaries [151].
The procedure for generating a simulated pattern works as follows. First, the underlayer
is produced by setting the lattice constants R1 and R2 and the unit cell angle ω1. The over-
layer is then generated by setting R′1, R
′
2, and ω2. The studied layers in the VDWHs are
either hexagonal or rectangular, therefore ω = π/2 or 2π/3. The overlayer is afterwards ro-
tated to the desired angle θ. Utilizing the in-built tool in VESTA , measuring the distance
between two chosen positions, the MP periods λ1, λ2 are determined. The angles δ1 and δ2
are also estimated with the built-in tool giving the angle between three chosen atoms.
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Figure 3.7: 1D MP analogy: the beat pattern. Two cosine functions of similar frequencies
(k1/k2 = 1.1) are added (black and grey). The sum signal (red) can be seen as a modulation of
a fast carrier signal (k+ = 12 (k1 + k2)) by a slower oscillation (k− = 12 (k1 − k2)). The envelope
signal (dashed red), the equivalent of the MP in 1D, has a periodicity of λbeat.
An example is shown in Fig. 3.6, where a MP is simulated using VESTA. Panel (a) shows
the atomic arrangement of the layers (image dimensions: 15×15 Å2), where the black atoms
(underlayer) and red (overlayer) model the graphene-graphite system (R1 = R2 = R′1 = R′2 =
2.46 Å). The rotation angle here is set to θ = 2.1◦. Figure 3.6(b) shows a different magnifi-
cation (200×200 Å2) where the MP is visible. The MP vectors RM1, RM1 and δ1 and δ2 are
drawn on the figure. The pattern here (λ1 = λ2 = 5.8 nm) agrees very well with the experi-
mental STM image of graphene-graphite shown in Fig. 3.5(a).
3.2.2.2 Analytical model
1D beat pattern Before delving into analytical 2D MP modeling, it is useful to consider
the simpler case of the beat pattern. The beat is the interference from two temporal signals
of very similar frequency. The resultant signal appears with the envelope modulated by a
frequency lower than the individual signals. Spatial phenomena that are similar to the beat
pattern are observed in the every day life, for instance when walking past an arrangement of
two parallel railing fences. Due to parallax, the pitch of the fences appear slightly different,
resulting in the observation of long range fringes. MPs can be understood as the 2D version
of the beat pattern.
Assume a sum of two periodic signals with similar wavevectors k1 < k2 as shown as an
example in Fig. 3.7 (black and grey) (in this thesis the crystallography convention holds, i.e.
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k = 1/λ). The sum (shown in red) is written as a product as follows
cos(k1x)+cos(k2x)= 2cos(k+x)cos(k−x) (3.3)
where in the right-hand side the fast and slow oscillating wavevectors are respectively k+ =
1
2 (k1 +k2) and k− = 12 (k2 −k1). As observed on Fig. 3.7, the sum signals appears to possess a
new large-scale periodicity. The beat period, λbeat, corresponds to the distance between the






The 1D beat period formula in Eq. (3.4) diverges if k1 = k2. When λ1 −λ2 ¿ λ1λ2, the
resulting period λbeat is sensitive to minute differences between λ1 and λ2.
2D model Analytical modeling of MPs is separated into two different approaches. If the
layers are in perfect registry such that a×R1+b×R2 = c×R′1+d×R′2 where a,b, c,d ∈Z, the
system is said commensurate. When this equality is not valid, the layers are incommensu-
rate, and the MPs can be studied in principle for any rotation angle θ.
To date, there is no incommensurate model that successfully predicts the MPs arising
from any two 2D crystals at any rotation angle (an update is provided in chapter 4). A
commensurate model has been used to predict accurately the MPs emerging from α-Bi on
HOPG, where both layers possess different symmetries [151]. However the prediction from
this model is not straightforward as the periods λ1 and λ2 and the angles δ1 and δ2 cannot be
analytically expressed as a function of the rotation angle θ. Instead, the procedure is painful
and complicated.
A model for incommensurate layers has been published quite recently [174], however only
applies to layers sharing identical symmetries (i.e. ω1 =ω2). Moreover, the model accurately
models the MPs for small rotation angles only (−10◦ < θ < 10◦). The starting point of the
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where M = (p1× p2)Rθ where p1 and p2 are the scaling factors pi = R′i/Ri, and Rθ the (2×2)
rotation operator. The key is to express the under and overlayer by a infinite Fourier series








coj,k exp[i( jGo1 +kGo2)r] (3.7)
where j,k ∈ N, cuj,k and coj,k are complex coefficients and Gu1, Gu2, Go1 and Go2 are the
reciprocal lattice vectors of the underlayer and overlayer. The sum can be rearranged in a
Fourier series:
f (r)= fu(r)+ fo(r)=
∑
j,k
cuj,k exp[i( jGu1 +kGu2)r]aMj,k(r) (3.8)
where the first term in the sum is deliberately set equal to the underlayer’s Fourier series,
and the other aMj,k describes the moiré superlattice symmetry, given by two reciprocal lattice
















with 1 the (2×2) unit matrix. P is the operator giving the MP vectors RM1 and RM2 in units





p1[sin(ω−θ)− p2 sinω] qp1 sinθ
− 1q p2 sinθ p2[sin(θ+ω)− p1 sinω]
)
(3.10)
with q = R1/R2. In the prefactor, ∆ is
∆= 1+ p1 p2 − (p1 + p2)cosθ+ (p1 − p2)cotωsinθ (3.11)
All elements are now in hand for analytical prediction. From eq. (3.10) and (3.11) one can
derive the MP lattice vectors in units of the underlayer vectors, for small rotation angles
|θ| < 10◦.
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Figure 3.8: Analytical model for MP prediction. (a) Superlattice constant RM1 and (b)
superlattice angle δ1 as a function of the rotation angle θ for graphite-graphite system
(R1 = R′1 = R2 = R′2 = 2.46 Å). The analytical prediction is represented in solid line and the
results from VESTA simulations are represented with open symbols. Experimental values
shown in Fig. 3.5(a) from [228] are represented in solid symbols.
Figure 3.8 illustrates the analytical model for graphene on graphite as θ is increased. The
analytical model is using ω= 120◦ and R1 = R′1 = R2 = R′2 = 2.46 Å. RM1 and δ1 are calculated
for θ ranging between 0 and 10◦, and plotted respectively in (a) and (b) with a solid line. The
experimental values of RM1 and δ1 from the STM image in Fig. 3.5(a), given in [228], are also
plotted on the same graphs (solid symbols). Experimental values and analytical prediction
agree very well.
Comparison with VESTA simulations The MPs are also simulated with VESTA by fol-
lowing the method previously described in subsection (3.2.2.1). The results are obtained
by simulating two layers of graphene, and by successively measuring RM1 and δ1 as θ is
increased from 0 to 10◦. The results are overlaid onto the analytical results in Fig. 3.8. Sim-
ulation and analytical predictions agree very well: the maximum errors for δ1 and λ1 are
respectively 2◦ and 0.3 nm. The VESTA simulation in this case lacks precision for the low
values of θ due to the very large simulated periods. Note that if the simulations are repeated
and averaged, the agreement is improved.
3.2.3 Summary
The technique for characterizing experimental MPs is unambiguous and its principle is iden-
tical to that of the procedure for obtaining the surface lattice constant from STM images, both
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Underlayer Overlayer Symmetry Model Section/Reference
α-Bi α-Sb R/R Analytical 3.3.1, [153]
α-Bi β-Sb R/H Simulation 3.3.2, [153]
α-Bi MBi R/R Analytical 3.3.3, [239]
MoS2 α-Bi H/R Simulation 3.3.4
HOPG α-Bi H/R Simulation 3.3.4 [151]
Table 3.1: Studied VDWHs and their respective symmetries.
relying on FFT operations. To predict the MPs resulting from any two given incommensurate
layers, two distinct methods exist:
• If the layers possess the same unit cell angle ω = ω1 = ω2 and if the rotation angle
between the two layers is known to be low −10< θ < 10◦, the analytical model [174] can
be used, since it is an immediate and accurate procedure.
• If the layers do not possess the same unit cell angle ω1 6= ω2, or if the rotation angle
from two similar layers have a large rotation angle, the approximate tool provided by
simulating the two layers in VESTA can be used. Nonetheless, it is worth noting that
the simulations do not permit exact determination of λ and δ and are rather slow to
process as they rely on a point-and-click method. It is possible however to refine the
results by repeating and averaging the measurements.
3.3 Experimental results and modelling
This section presents the experimental MPs that are observed via STM for the various stack-
ing cases. The calculated and/or simulated models that agree with the observed crystal struc-
tures are detailed. Fidelity of agreements and their limits will be discussed.
As discussed in chapter 1, the VDWHs that are discussed in this thesis consists of ‘wedding-
cake’ α-Bi islands grown on HOPG or MoS2 via physical vapour deposition (PVD) in ultra-
high vacuum (UHV). In some cases, Sb is subsequently deposited via PVD. A multitude of
stacking combinations, in which MPs are visible, are then observed via STM. Table 3.1 sum-
marizes the different studied stacking combinations, their unit cell symmetries (R: rectangle,
H: hexagonal), the chosen model type and the section/reference to refer to. In most studied
cases, α-Bi plays the role of the underlayer layer where α-Sb, β-Sb or MBi (see model struc-
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tures in chapter 1) have the function of the overlayer. In the last case, the MP present for α-Bi
when deposited onto MoS2 are investigated. When α-Bi is grown on HOPG, MPs also appear
on the surface of the 2ML bases. This was described earlier and modeled via a commensurate
model [151].
A part of the work presented in this section, concerning α-Sb and β-Sb [153], and MBi
[239] has been published in peer-reviewed journals.
3.3.1 α–antimonene
Antimony (Sb), which forms 3D amorphous islands on bare HOPG [171], grows very differ-
ently when α-Bi islands are already present. Indeed, the α-Bi nanostructures serve as a
substrate for the subsequent deposition of crystalline Sb layers. Various crystalline forms of
antimonene are observed, among them the rectangular α-Sb. Since this thesis focusses on
the MPs, only a brief summary of the growth and of the detailed structures is given here.
More information is given in chapter 2 or in references [144, 146–151, 153, 169, 171, 239].
3.3.1.1 Observations
There are subtle differences in the observed MPs whether the VDWHs are grown on MoS2 or
HOPG, hence the results are presented separately below.
HOPG substrates Figure 3.9(a) is an STM image of a typical island grown on HOPG. Bi
is deposited first, forming wedding-cake structures (see chapter 1 for more details). On top
of the 2ML-α-Bi base, several 4ML stripes are present, indicated with red arrows. Then, Sb
is deposited, and the new, previously unobserved ultra-thin layers are therefore identified
as antimonene. While the bottom part of the image is complex, the top part is clearer. To-
pography analysis and FFTs of atomically resolved STM images (not shown here) allow the
identification of the observed layers, α-Sb (pink), and β-Sb (top-left part of the island) as in
[153]. Figure 3.9(b) shows a different island, where α-Sb (pink) is identified on a 2ML-α-Bi
base, between two narrow 4ML stripes. Figure 3.9(c) shows a thicker α-Bi base (4ML-α-Bi) in
which a narrow 6ML-α-Bi stripe is present roughly in the middle (red arrow). The 4ML-α-Bi
base here is entirely decorated with α-Sb, on both sides of the narrow stripe.
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Figure 3.9: Experimental observations of α-Sb on α-Bi. (a,b) STM images (V =+0.2 V, I = 10
pA) of VDWHs grown on HOPG which bottom layer is a 2ML-α-Bi. Fringe-like MPs are
clearly visible on the α-Sb layers (pink). (c) STM image (V = +0.15 V, I = 50 pA) of another
island where α-Sb is covering the entire 4ML-α-Bi base. The 6ML-α-Bi stripe in the middle of
the island (light grey) is visible, and a very faint MP (whose fringes are perpendicular to the
α-Bi 〈110〉 direction) can be observed. (d) FFT of the region in the dashed rectangle present
in (a). The reciprocal coordinates associated with the MP wave vector is circled in red. (e)
Profile from the line drawn perpendicular to the fringes in (b) showing the MP amplitude of
corrugation ∼ 1 Å. (f) STM image (V =+0.4 V, I = 10 pA) of a typical VDWH grown on MoS2,
showing a relatively large flake of α-Sb (pink) grown on a 2ML-α-Bi base. (g) STM image
(V = +0.2 V, I = 50 pA) of the region in the black box in (f). (h) Atomically resolved STM
image (V = 0.1 V, I = 50 pA) showing α-Sb on both sides of the narrow 4ML-α-Bi stripe of an
island similar to the ones shown in (f,g), also grown on MoS2. This atomic resolution image
confirms the alignment between the two crystals: θ = 0. Red arrows in (a-c) and (f-h) indicate
the direction of R1 ≡α-Bi 〈110〉.
MoS2 substrates Figure 3.9(f) shows a typical VDWH grown on MoS2. The nanostructure
is very similar to that observed in Fig. 3.9(a). A wide 2ML-α-Bi base is divided roughly
at the middle by a narrow 4ML-α-Bi stripe (red arrow aligned with the stripe direction).
Again, the two allotropes of antimonene are observed: α-Sb (pink) is crystallised next to the
stripe, whereas β-Sb (grey) is located on the right-hand side of the island. Figure 3.9(g) is an
expanded version of the region highlighted in Fig. 3.9(f), where the 4ML-α-Bi narrow stripe
and the α-Sb are more visible. The horizontal fringes on the α-Sb region are the MPs. Figure
3.9(h) is an atomically resolved STM image of the region near the 4ML-α-Bi stripe (middle of
the image), is elongated in the R1 ≡ 〈110〉 direction (red arrow). α-Sb, present on both sides
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Subst. NA NA HOPG HOPG MoS2
Under. NA NA 2ML-α-Bi 4ML-α-Bi 2ML-α-Bi
Over. NA NA α-Sb α-Sb α-Sb
Type bulk (110) calc. exp. exp. exp.
α-Bi R1 4.54 4.54 4.54±0.10 4.53±0.10 4.53±0.10
R2 4.75 4.75 4.75±0.10 4.87±0.10 4.87±0.04
α-Sb R′1 4.31 4.28 4.26±0.19 4.18±0.09 4.29±0.07
R′2 4.54 4.64 4.76±0.20 4.84±0.10 4.86±0.11
Table 3.2: Measured lattice constants for the α phases of Bi and Sb, calculated free-standing
structures (from DFT calculations in [153]) and measured bulk values.
of the 4ML-α-Bi stripe, is in almost perfect registry with α-Bi, although the atomic spacing
differ (see Table 3.2).
α-Sb structural properties α-Sb exhibits the black phosphorus (BP) structure, which is
very similar to the structure adopted by α-Bi (see chapter 1 for more details on the BP struc-
ture). The lattice constants are measured via FFT of the atomically-resolved STM images,
e.g. Figure 3.9(h). Results are given in Table 3.2. The measurements vary slightly whether
HOPG or MoS2 is the substrate onto which α-Bi is initially grown, and whether antimonene
is deposited on 2ML- or 4ML-α-Bi. Nonetheless, the measured lattice constants are very
similar within their uncertainties: the unit cell of α-Sb is roughly R′1 ×R′2 = 4.2× 4.8 Å2.
For the different substrates and underlayer thicknesses, atomically-resolved STM images
of both α-Sb and α-Bi reveal the alignment of the unit cells: α-Bi 〈110〉 || α-Sb 〈110〉, as
shown for example in Fig. 3.9(h). Since the MPs are very sensitive to minute variations
of the crystal structure, the three cases are analysed separately: (1) 2ML-α-Bi/HOPG, (2),
4ML-α-Bi/HOPG, (3), 2ML-α-Bi/MoS2.
Moiré patterns observations Figure 3.9(a-c,f-h) shows instances of α-Sb layers in which
clear MPs are resolved, regardless of the sample substrate and of the thickness of α-Bi (2ML
or 4ML). In all cases, the MPs appear as fringes, nearly perpendicular to R1 ≡ 〈110〉 (red
arrows in the STM images in Fig. 3.9). The MPs are observed regardless of the substrate
(HOPG or MoS2) or the thickness (2ML or 4ML) of α-Bi bases. The observed amplitude of
the MPs is of the order of 1 Å, as shown in Fig. 3.9(e), corresponding to the height profile of
the black line in Fig. 3.9(b). MP periods (λ1) and angles (δ1) are gathered in Table 3.3. The
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Substrate No. λ1 ±dλ1 (nm) δ1 ±dδ1 (◦)
HOPG/2ML-α-Bi 47 8.7±0.9 78±25
HOPG/4ML-α-Bi 7 6.8±0.9 87±17
MoS2/2ML-α-Bi 22 7.2±0.8 84±7
Table 3.3: Experimental characterisation of the moiré patterns of α-Sb on different α-Bi
thicknesses or sample substrates, also indicating the number of individual measurements.
measured periods are typically λ1 ∼ 7−9 nm with uncertainties slightly below 1 nm. The
fringe angle δ1, with respect to R1 = α-Bi 〈110〉, is always very close to 90◦. The relatively
large error bars on the measurement are the result of three different factors:
• (i) The small lateral extension of the islands, and therefore of the number of fringes
of the MPs that are visible. The direct consequence of this is, due to the properties
of the FFT, is the low resolution of the reciprocal coordinates associated with the MP
wavevector. Figure 3.9(d) shows the FFT of the area in the dashed box present in Fig.
3.9(a). The reciprocal spots here are very close to k = 0. Uncertainties associated with
coordinates close to the centre of the FFT are larger than those from more distant
coordinates.
• (ii) The statistical spread of the data. Indeed, the period and/or the angle of the fringes
on α-Sb seem to vary from island to island, sometimes even within the same island.
For instance, in Fig. 3.9(a), the two visible domains of α-Sb (left and right of the image)
show fringes that differ both in the measured λ1 and in δ1 (the fringes are misaligned
by about 20◦). Thermal drift and/or creep can also affect the MPs characterisation, as
briefly discussed in chapter 2.
• (iii) The intrinsic disorder of the MPs, i.e. the deviation of the MPs from a perfectly
ordered plane-wave. The STM image shown in Fig. 3.9(g) illustrates this: the fringes
appear slightly bent, λ1 and δ1 vary locally. As a consequence, the FFT does not contain
simple point-like patterns, expected from perfectly ordered fringes.
3.3.1.2 Analytical modeling of α-Sb on α-Bi
The substrate and the overlayer that lead to MPs here are α-Bi and α-Sb. The use of the
analytical model (subsection 3.2.2.2) is permitted here, because the two layers are expected
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to share an identical unit cell angle (rectangular symmetry, i.e. ω1 = ω2 = π/2) and because
they are aligned (θ ' 0◦ < 10◦ as previously shown in Fig. 3.9(h)). In such case, the 2D model
simplifies into beat patterns in each crystal direction (R1 and R2) described by Eq. (3.4).
Using the experimental lattice constants By simply computing the expected MP period
based on the measured lattice constants of α-Bi and α-Sb for the different cases (as displayed
in Table 3.2), one obtains the following expected periods: λ1 = 6.9±2.5 nm for HOPG/2ML-
α-Bi, λ1 = 5.4±0.8 nm for HOPG/4ML-α-Bi, and λ1 = 8.1±0.8 nm for MoS2/2ML-α-Bi. All
these predicted values are in rough agreement with the measured periods (see Table 3.3).
The agreement can be improved by fine-tuning the lattice parameters within the observed
uncertainties.
Refinement of the lattice constants To address the deviation between prediction and





where R1 > R′1. The corresponding plot R′1 = f (R′1) is shown in Fig. 3.10(a) for α-Sb/2ML-
α-Bi/MoS2. The ensemble of possible values of (R1,R′1) that leads to the observed period
is shown (λ1 = 7.2± 0.8 nm, solid blue line). The uncertainty in the period measurement
dλ1 leads to the existence of a wider domain within which (R1,R′1) agree with the observed
period (dashed lines). The experimental lattice parameters (R1,R′1) are added (black square).
Clearly, the domain of possible lattice parameters that lead to a MP whose period agrees with
the observation overlaps with the domain of the observed lattice constants. This space is
where the atomically-resolved lattice constants R1 and R′1 agree with the observed periods.
The optimised values R1 = 4.544 Å and R′1 = 4.272 Å(corrections well below the uncertainties)
lead to a period of λ= 7.14 nm, in very good agreement with the measured λ1.
The procedure is identical for the otherα-Sb/α-Bi cases (i.e. α-Sb/2ML-α-Bi/HOPG and
α-Sb/4ML-α-Bi/HOPG, plots not displayed here). The results of the refined lattice constants
are gathered in table 3.4. Altogether, the corrections on the lattice constants R1 and R′1 are
smaller than 4 pm, which is much smaller than the experimental uncertainties.
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Figure 3.10: MPs and atomic resolution agreement for α-Sb on MoS2/2ML-α-Bi. (a) R′1 (α-Sb)
versus R1 (α-Bi) based on the experimentally observed MP (solid blue line) and including the
uncertainty of 0.8 nm (dotted blue lines). The dashed black line is the null mismatch R′1 = R1
domain. (b) R′2 versus R2, where R
′
2 = R2 since no MP is observed in this direction (solid
red line), yet the minimum period condition of 50 nm widens the domain of possible R2,R′2
(dotted red lines). In both panels, the atomic resolution derived lattice constant measurement
is shown with their experimental uncertainties.
Concerning the other direction of the unit cell R2 (i.e. α-Bi 〈001〉), in all studied cases the
lattice mismatch R′2 −R2 is below 0.2% (see table 3.2). This very small mismatch leads to a
very large predicted period λ2 (in all cases, λ2 > 75 nm). The maximum width W of the α-Sb
flakes (W ' 50 nm) does not allow the observation of the potential MP in this direction. For
completeness, a study of the possible (R2,R′2) values that agree with a period λ2 larger than
50 nm is shown in Fig. 3.10(b). The observed (R2,R′2) (black square) agrees with λ2 > 50 nm
(zone within the dotted red lines).
Rotated α-Sb on α-Bi In some rare cases the MPs appear with a different period and a
different angle. Figure 3.11(a) shows a zoomed-in version of the island in Fig. 3.11(a). A
and B indicate the two different flakes. Analysis of the individual regions yield for region A:
λ1(A) = 9.1±0.8 nm, δ1(A) = 84±5◦ and for region B: λ1(B) = 7.9±0.4 nm, δ1(B) = 68±9◦.
While the MP observed in region A can be considered perpendicular to R1 (δ1(A) ' 90◦), the
MP in region B is clearly different. The simple, 1D model used to describe the MPs in aligned
α-Sb previously cannot be used because α-Sb is no longer aligned with α-Bi, but instead
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Subs. HOPG HOPG MoS2
Under. 2ML-α-Bi 4ML-α-Bi 2ML-α-Bi
Type Exp. Sim. Exp. Sim. Exp. Sim.
α-Bi R1 4.54±0.10 4.513 4.53±0.10 4.497 4.53±0.05 4.544
R2 4.75±0.10 4.750 4.87±0.10 4.860 4.87±0.04 4.870
α-Sb R′1 4.26±0.10 4.290 4.18±0.09 4.218 4.29±0.07 4.274
R′2 4.76±0.10 4.760 4.84±0.10 4.860 4.86±0.11 4.870
λ1 87±9 86.8 68±9 68.0 72±8 71.9
λ2 N/A ∞ N/A ∞ N/A ∞
Table 3.4: Experimental lattices constants obtained from FFTs of atomically resolved STM
images ‘(exp.)’ and optimised lattices constants utilizing the observed MPs on α-Sb ‘(sim)’ for
α-Sb on 4ML-α-Bi (HOPG substrate) and α-Sb on 2ML-α-Bi (HOPG and MoS2 substrates).
Optimised lattice parameters are within 4 picometers of the observations. The periods λ1
induced from the optimised lattice constants agree very well with the observed periods. All
values are in Å.
rotated by an angle θ 6= 0. The fringe period λ and angle δ are now calculated using the 2D
analytical model described in subsection 3.2.1, i.e. varying the rotation angle θ below 10◦.
The calculation is performed using the experimentally observed lattice constants, as
given in Table 3.2. α-Bi lattice is therefore set to R1 ×R2 = (4.54×4.75) Å2, α-Sb R′1 ×R′2 =
(4.26×4.76) Å2. The results are shown in Fig. 3.11(b), where δ is plotted as a function of λ
for θ = 0...10◦ (dashed line). The observed MPs (A and B) are shown respectively with blue
and red symbols. There is no value of θ that can yield an agreement with the observed MP
for A and B. Instead the calculated periods are λ1 < 7 nm, whereas the observed periods are
closer to 8−9 nm. To match the observations, the mismatch between the two layers must be
reduced in order to enlarge the predicted periods.
A new (λ1,δ1) curve is computed using a slightly expanded α-Sb unit cell: R′1 × R′2 =
4.318×4.760 Å2. The resulting curve is shown in Fig. 3.11(b) (solid line). This time, the
modeled (λ1,δ1) crosses the experimental values of both the MP in A and in B, for different
values of θA = 0.3◦ and θB = 1.2◦. For visual comparison, the MPs are also simulated via
VESTA for the two different values of rotation angle θ as shown in Fig. 3.11(c). Analytical
modeling and simulations therefore agree with the experimentally observed MPs in both
zones A and B. The MPs in A and B are hence explained by a slightly expanded α-Sb unit cell
(less than 6 pm extension for R′1, well below the experimental uncertainty of 20 pm obtained
via atomic-resolution imaging), that is rotated respectively by θA = 0.3◦ and θB = 1.2◦ with
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Figure 3.11: Rotation of α-Sb on 2ML-α-Bi (HOPG substrate). (a) Experimental STM image
(V = +0.2 V, I = 10 pA) of an island where two distinct α-Sb zones (A and B) are sitting on
2ML-α-Bi bases (grown on HOPG). FFT analysis of the different zones yields λ1(A)= 9.1±0.8
nm, δ1(A) = 84±5◦ and λ1(B) = 7.9±0.4 nm, δ1(B) = 68±9◦). (b) Analytical predictions for
the experimentally determined α-Sb (R′1 ×R2 = 4.260×4.76 Å2, in dashed line) and slightly
expanded α-Sb (R′1×R′2 = 4.318×4.76 Å2, in solid line). The experimental MPs in A and B are
also displayed here. (c) VESTA simulated MPs (4.318×4.76 on 4.54×4.75, widths of images
are 30 nm) modeling zone A with θ = 0.3◦ (top part) and zone B with θ = 1.2◦ (bottom). For
(a) and (c), R1 ≡ 〈110〉 is drawn in red.
respect to the α-Bi substrate layer.
3.3.1.3 Conclusion
The newly synthesised allotrope α-Sb shows moiré fringes, regardless of the underlying layer
onto which it is grown (2ML-α-Bi or 4ML-α-Bi on HOPG, or 2ML-α-Bi on MoS2). The mea-
sured periods, via FFT of the layers all range between ∼ 6−10 nm, with a standard deviation
below one nanometre The fringes are arranged perpendicular to the α-Bi 〈110〉 direction.
Because α-Bi and α-Sb have their unit cells aligned, the modeling of the MPs is therefore
simplified to a beat pattern in each direction of the lattice. Agreement between the measured
lattices with the MPs is always satisfactory, but can be improved upon minimal structural
changes of the individual overlayer α-Sb (always smaller than 6 pm variation, i.e. strictly
below the uncertainties in the measured lattice constants) with respect to the lattices ini-
tially observed with atomically-resolved STM. In the rare instances where the MPs appear
slightly misaligned with the crystal directions, the observations are modeled with very good
agreement, via introducing a very small rotation angle θ of ∼ 1◦.
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Figure 3.12: (a) STM image (V = +0.2 V, I = 10 pA) of a VDWH grown on HOPG. (b) STM
image (V =+0.4 V, I = 10 pA) of a VDWH grown on MoS2. In (a) and (b), β-Sb layer is coloured
in pink, M1 fringes are indicated with white lines. (c) Atomically resolved STM image (V =
+0.2 V, I = 50 pA) of β-Sb sitting on a 2ML-α-Bi base (grown on MoS2) where two distinct
MPs are observed, M1 (λ1 = 5.4± 0.8 nm, white lines) and M2, (λ2 = 1.07± 0.04 nm, blue
lines). (d) FFT of the image in (c), evidencing an hexagonal atomic structure (R′1 = 4.04±0.04
Å , reciprocal spots circled in black), and the fringe-like MP corresponding to λ2 = 1.07±0.04
nm (reciprocal spot circled in blue). The reciprocal spot of the other MP (corresponding to
λ1 = 5.4±0.8 nm) is barely visible, in fact too close to k= 0 to be distinguished here. In (a-c),
the red arrow is aligned with R1 ≡α-Bi 〈110〉 direction.
3.3.2 β–antimonene
As discussed in subsection 3.3.1, another allotrope of antimonene, β-Sb, is observed via STM
on the VDWHs.
3.3.2.1 Observations
β-Sb growth Similarly to α-Sb, β-Sb does not grow on bare substrates (whether HOPG
or MoS2). Figure 3.12(a) shows a typical STM image where a 2ML-α-Bi island is grown on
HOPG (note this is a higher magnification of the island shown in Fig. 3.9(a)). A 4ML-α-Bi
narrow stripe is present at the bottom of the image. The α-Bi nanostructure is decorated with
the two allotropes of antimonene: α-Sb (grey) and β-Sb (pink). Figure 3.12(b) shows a typical
VDWH grown on MoS2. β-Sb layers cover larger areas than the α phase, and as shown in
Fig. 3.12(a,b) often extends to the edges of the 2ML-α-Bi bases instead of existing only near
the 4ML-α-Bi stripes. For both substrates, β-Sb (pink) is only observed on 2ML-α-Bi bases,
never on the thicker 4ML-α-Bi bases, for a reason that is still unclear.
β-Sb structural properties β-Sb forms a 2D hexagonal lattice (R′1 = R′2, ω2 = 2π/3). The
lattice constants are measured via FFTs of atomically resolved STM images. The unit cell
of β-Sb is significantly smaller than the bulk Sb(111) lattice constant, but both agree with
3.3. EXPERIMENTAL RESULTS AND MODELLING 62
2ML-α-Bi (R1 ×R2) (Å2) β-Sb (R′1) (Å)
Experimental (HOPG sub.) (4.54±0.10)× (4.75±0.10) 4.02±0.16
Experimental (MoS2 sub.) (4.53±0.05)× (4.87±0.04) 4.04±0.04
Calculated [153] 4.54×4.75 4.00
Bulk (110/111) 4.54×4.75 4.31
Table 3.5: Lattice parameters of experimental (for different substrates), free-standing calcu-
lation, and bulk Bi(110) and Sb(111).
the calculated free-standing β-Sb [153], as shown in Table 3.5. When atomically resolved
STM images of both 2ML-α-Bi and β-Sb are available (not shown here), the rotation angle
θ can estimated to be θ = 12±3◦, whether the nanostructures are grown on HOPG or MoS2
substrates. Figure 3.12(c) shows an STM image that resolves the hexagonal atomic structure
of β-Sb. The red arrow is aligned with R1 = α-Bi 〈110〉. The FFT of the image present in
Fig. 3.12(c) is displayed in Fig. 3.12(d), where the reciprocal spots of the atomic structure are
circled in black.
MPs observations on β-Sb Wherever β-Sb is observed, MPs are clearly visible. The MPs
show up in a very similar manner whether HOPG or MoS2 are used as a substrate. In both
cases, two distinct fringe-like MPs are observed; one with a large period (M1) and another
with a short period (M2). In Fig. 3.12(a,b) M1 is clearly observed: the fringes are indicated
by white lines on the images. To resolve M2, the magnification must be increased, as in Fig.
3.12(c) where both M1 (white lines) and M2 (blue lines) are visible. To characterize the MPs,
the procedure is identical to that followed in subsection 3.2.1. Figure 3.12(d) is a FFT of the
image present in Fig. 3.12(c). The reciprocal spots associated with the fringes of M2 (circled
in blue) are very well resolved, leading to a small uncertainty on λ2 and δ2. Due to the limited
number of M1 fringes in the image in Fig. 3.12(c), the reciprocal space coordinates of the M1
spot are very close to k = 0 and cannot be resolved for this particular image. Larger images
displaying a greater number of fringes (e.g. Figure 3.12(b)) are used for the measurement of
M1.
The averaged results of the MP characterisation are given in Table 3.6. Despite obvious
similarities in the MPs, the measured lattice constants of α-Bi and β-Sb seem to be substrate-
dependent: M1 and M2 do not vary significantly whether β-Sb is deposited onto 2ML-α-Bi
grown on HOPG or MoS2. M1 has a period λ1 typically ∼ 4.5−5.0 nm, while δ1 ∼ 40◦. M2 has
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Substrate MoS2 HOPG
exp. sim. exp. sim.
α-Bi R1 (Å) 4.53±0.05 4.480 4.54±0.10 4.540
α-Bi R2 (Å) 4.87±0.04 4.830 4.75±0.10 4.750
β-Sb R′1 (Å) 4.04±0.04 4.08 4.02±0.04 4.060
θ (◦) 12±3 12.2±0.8 12±3 13.0±0.5
λ1 (nm) 4.7±0.4 4.7±0.2 4.8±0.5 4.8±0.2
δ1 (◦) 39±8 39±2 34±10 37±3
λ2 (nm) 1.06±0.06 1.05±0.05 1.06±0.04 1.05±0.05
δ2 (◦) −37±6 −40±7 −42±6 −40±7
Table 3.6: Summary of the experimental lattice constants and MPs, as well as the optimised
models for simulated MPs for β-Sb on 2ML-α-Bi (HOPG and MoS2 substrates). Distances
R1, R2, R′1, λ1 and λ2 are expressed in Å, the angles θ, δ1 and δ2 are expressed in degrees
(◦). Periods and angles from simulations all agree with the observations.
a smaller period λ2 ∼ 1.0−1.1 nm, and the fringe angle δ2 ∼ −40◦. The uncertainties stem
from the same reasons as for α-Sb, as detailed in subsection 3.3.1.The two following cases are
therefore treated separately: (i) β-Sb on 2ML-α-Bi/MoS2, and (ii) β-Sb on 2ML-α-Bi/HOPG.
3.3.2.2 Simulated moiré patterns of β-Sb on α-Bi
The individual layers that interfere here have different unit cell angles (ω1 = π/2 for α-Bi,
ω2 = 2π/3 for β-Sb), and there is no mathematical model available for MPs prediction. VESTA
simulations (subsection 3.2.1) are hence carried out. MPs are first simulated using the exper-
imental lattice constants observed in the atomic-resolution images, and are then fine-tuned
to optimize the model. The lattice constants and the MPs periods and angles M1 and M2,
both those measured experimentally and those used for the optimised simulations are gath-
ered in Table 3.6.
Using experimental lattice constants (MoS2 substrates) The simulation using the ex-
perimental lattice constants of α-Bi and β-Sb (when grown on MoS2 substrates) at the exper-
imental rotation angle of θ = 12.0◦ is displayed in Fig. 3.13(a). Clearly, two MPs are present:
M1 (λ1 = 5.5± 0.2 nm, δ1 = 32± 2◦, indicated with white lines), and M2 (λ2 = 1.06± 0.05
nm, δ2 = −39±3◦, blue lines). Qualitatively, simulation and observation agree: the values
of the periods and angles are comparable (refer to Table 3.6). Quantitatively, M2 is however
successfully modeled with the experimental lattices and the angle θ = 12◦ while M1 appears
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Figure 3.13: MPs simulations of β-Sb on α-Bi for the MoS2/2ML-α-Bi case. (a) VESTA-
Simulated MPs (width: 22.5 nm) using the experimentally observed lattice constants for
α-Bi (black dots) and β-Sb (red dots) for the angle θ = 12.0◦. M1 and M2 fringes are shown
in white and blue lines. The values of λ1 and δ1 are indicated. (b) Experimental STM image
of β-Sb grown on MoS2/2ML-α-Bi (width: 22.5 nm, V = +0.1 V, I = 50 pA) that resolves
both atomic rows and the MPs M1 and M2, respectively indicated with red and blue lines.
(c) VESTA-simulated MPs (width: 22.5 nm), obtained with optimised lattice constants such
that the MPs M1 and M2 agree with the observation in (b). (e) δ1 = f (λ1) for the simulated
patterns using the experimentally observed lattice constants for MoS2 substrates (R1 ×R2 =
4.53×4.86 Å2 for α-Bi, R′1 = 4.04 Å for β-Sb, black diamonds) and using corrected lattice
constants (R1 × R2 = 4.48× 4.83 Å2, R′1 = 4.08 Å , open diamonds). The inset shows the
simulated δ2 = f (λ2). The experimentally observed MPs are plotted using a black cross with
the measurement uncertainties. θ varies from 9◦ to 15◦ with a step of ∆θ = 0.5◦. In (a-c), the
white arrow indicates the α-Bi = 〈110〉 direction.
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with a larger period and smaller angle than expected (the experimental STM image from Fig.
3.12(c) is displayed in Fig. 3.13(b) to allow direct comparison).
The measurement uncertainty of ±3◦ on the rotation angle θ allows to perform simula-
tions as a function of θ. Figure 3.13(d) shows δ1 plotted versus λ1 when θ varies from 9◦
to 15◦ with an angle step of ∆θ = 0.5◦, when using experimental lattice parameters of both
2ML-α-Bi and β-Sb (solid diamonds). The inset shows the plot for δ2 versus λ2. The exper-
imentally characterised (λ1,δ1) and (λ2,δ2) are also plotted with a black cross representing
the uncertainty of measurement. The simulated values of λ1 and δ1 do not agree with the ob-
servations, for any value of θ within that range. For M2 (see inset in Fig. 3.13(d)), the period
λ2 and angle δ2 agree with the experimental observation. The large scatter in the simulated
data for M2 originates from the difficulty in measuring accurate periods and angles, as the
VESTA-simulated images can be visually ambiguous. Nonetheless, for θ = 12±3◦, the simu-
lated M2 (λ2 = 1.05±0.10 nm, δ2 =−40±10◦) agrees with the observed M2 (λ2 exp = 1.06±0.06
nm, δ2 exp =−36±6◦).
Optimised lattice constants (MoS2 substrates) The model can be improved in order
to model the observed M1. The lattices constants are then fine-tuned within the respective
uncertainties of the measured lattice parameters. New simulations were performed, varying
by trial-and-error R1, R2, R′1 and R
′
2, until the simulated M1 agrees the observation. Figure
3.13(d) displays δ1 versus λ1 obtained with a slightly contracted unit cell for α-Bi: R1 ×R2 =
4.48×4.83 Å2, and a slightly expanded unit cell for β-Sb: R′1 = 4.08 Å(open diamonds). The
simulated M1 (λ1 = 4.7± 0.2 nm, δ1 = 39± 2◦) now agrees with the experimental values,
for rotation angles θ = 12.2± 0.8◦. The inset of Fig. 3.13(d) displays the simulated M2.
Despite being here also relatively scattered, M2 still agrees with the experimental values
(λ2 = 1.05±0.10 nm, δ2 =−40±7◦).
Simulated moiré patterns for HOPG substrates An identical method is applied to sim-
ulation the MPs when β-Sb/2ML-α-Bi is grown on HOPG substrates. For θ = 12◦, simulated
M1 (not displayed) has a period of λ1 = 5.2±0.2 nm and an angle δ= 21±2◦, disagreeing with
the observed M1 λ1 exp = 4.8±0.5◦, δ1 exp = 34±10◦.
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Simulations are therefore performed varying the rotation angle θ within the measure-
ment uncertainty range, i.e. θ = 12±3◦. The simulations (not displayed) do not yield a good
agreement: similarly, there is no unique rotation angle θ that achieves both λ1 and δ1 values
that agree with the observations.
The lattice parameter of β-Sb is therefore fine-tuned. Maintaining the observed 2ML-α-Bi
lattice parameters of R1 = 4.54×4.75 Å2, with a slightly expanded unit cell for β-Sb R′1 = 4.06
Å, the simulation yields MPs with λ1 = 4.8±0.2◦ and δ1 = 37±3◦, agreeing very well with the
experimentally observed MPs. M2 also shows excellent agreement, as λ2 = 1.05±0.05◦ and
δ2 =−40±7◦, for the rotation angle θ = 13.0±0.5◦.
3.3.2.3 Conclusion
The β phase of antimonene is successfully grown on top of the 2ML-α-Bi bases (for both
HOPG or MoS2 substrates). In all the observed β-Sb layers, two moiré fringes are present:
M1 is typically characterised with λ1 = 4.8±0.5 nm, δ1 = 40◦±15◦ and M2 with λ2 = 1.06±
0.06 nm, δ2 = −40◦±10◦ (averaging the observations for HOPG and MoS2 substrates). The
MPs are first modeled using the experimentally observed lattices: VESTA-simulations are
successful to model them qualitatively. Minimal changes in the lattice parameters used in
the simulations are required (up to 5 pm, always within the experimental uncertainties) to
model extremely well the observations.
3.3.3 MBi
3.3.3.1 Observations
MBi growth A new phase of bismuthene has recently been synthesised and observed via
STM experiments, referred to as ‘monolayer bismuthene’ (MBi) [239]. MBi is present oc-
casionally on pure α-Bi islands. To date, it has only been observed on the 2ML-α-Bi bases
grown on HOPG, always identified between two narrow stripes of α-Bi, indicating the 4ML-
α-Bi edges may play a crucial role in MBi growth. MBi is never observed in other regions of
the islands, nor on the bare HOPG substrates. Figure 3.14(a) shows a typical MBi layer (pale
blue) sitting on a 2ML-α-Bi base (dark blue), between two stripes of 4ML-α-Bi (orange).
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Figure 3.14: (a) STM image (V = −0.8 V, I = 10 pA) of a typical 2ML-α-Bi base (dark blue)
decorated with MBi (pale blue), in between two 4ML-α-Bi stripes (orange). The white lines
indicate the fringes of M1, the red arrow highlights the R1 direction. (b) STM image (V =−0.8
V, I = 10 pA) of the same area after a few scans at much higher set-point current (I = 1 nA).
The fringes now appear at a different angle. (c) Atomically resolved STM image (V =−0.8 V,
I = 200 pA) of MBi obtained at T = 52 K. Images adapted from [239].
α-Bi (R1 ×R2) (Å2) MBi (R′1 ×R′2) (Å2)
HOPG/2ML-α-Bi (4.5±0.1)× (4.8±0.1) (4.0±0.2)× (4.1±0.3)
Calculated 4.54×4.75 3.7×4.1 a, 3.9×3.9 b
Bulk (110) 4.54×4.75 −
Table 3.7: MBi on α-Bi: experimentally observed lattices, DFT calculations and bulk values.
a refers to the most stable configuration of MBi, b refers to the structure obtained when
forcing the lattice into a square configuration. For more details, see [239].
MBi structural properties The MBi crystal structure is clearly different [239] from the
previously synthesised α-Bi and β-Bi [240], with a significantly contracted surface unit cell
compared to α-Bi. MBi differs also by its thickness: one atomic layer instead of two paired
layers for α-Bi. Table 3.7 gives the results of the FFT analysis carried on atomically resolved
STM images. MBi is characterised with R′1 ×R′2 = (4.0±0.2)× (4.1±0.2) Å2, in agreement
with the DFT prediction [239]. Height measurements indicate a thickness of about 2 Å. Fig-
ure 3.14(c) shows an STM image of MBi, where both the atomic structure and the MPs are
resolved. Comparison between atomically resolved STM images and STM images of neigh-
bouring α-Bi (shown in [239]) permits the determination of the rotation angle θ between the
two layers. A small rotation angle is determined, as θ = 1±3◦.
MPs observations The differing crystal structures and orientation of α-Bi and MBi lead
to the emergence of MPs. A clear MP is observed in Fig. 3.14(a), labelled M1, with fringes
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λ1±dλ1 (nm) δ1±dδ1 (◦) λ2±dλ2 (nm) δ2±dδ2 (◦)
Before tip modification 1.9±0.2 2.5±2.1 3.1±0.3 80±10
After tip modification 1.9±0.3 20±4 − −
Table 3.8: Experimental characterisation of the MPs of MBi on 2ML-α-Bi observed on HOPG,
both before and after tip modification (TM).
running nearly parallel to R1 (i.e. α-Bi 〈110〉). M1 fringes are indicated with white lines, R1
with a red arrow. M2 is observed in some images (e.g. in the atomically resolved STM image
in Fig. 3.14(c)) but not in all of them (e.g. Fig. 3.14(a)). The results of the characterisation of
M1 and M2 are given in the first row of Table 3.8. The large uncertainties on the measure-
ment of the lattice constants and the periods is explained by the limited width of the layers
(∼ 20×20 nm2, i.e. only a limited number of atomic rows and of MP fringes can be resolved),
which in turns reduces the precision in the FFTs.
The STM image in Fig. 3.14(b) shows the same island that is present in Fig. 3.14(a),
except acquired after a series of scans with a 100-fold higher set-point current (I = 1 nA),
increasing tip-sample interactions. Note that both STM images in (a) and (b) have identical
current set-points and bias voltages, but that the scans with an increased current set point
(not shown) were recorded between the acquisition of the two STM images in Fig. 3.14(a)
and in Fig. 3.14(b). Clearly, this treatment induced a change in the MBi layer. The area of
the MBi flake reduced by roughly 50%, likely due to diffusion of the atoms that belong to the
edge of MBi, as described in detail in [239]. More interestingly, the fringes that constitute
the MP in Fig. 3.14(b) are completely different. Before and after tip modification, the periods
λ1 do not change within their uncertainties, however the fringe angle δ1 has been altered
drastically, as before tip modification δ1 = 2.5±2.1◦, and after tip modification δ1 = 20±4◦.
Due to the lack of atomically-resolved STM images of the MBi flake after tip modification, it is
hypothesised that scanning with increased tip-sample interactions induced a rotation of the
MBi overlayer. In order to determine what is the new rotation angle θ after tip modification,
the MPs are modeled as a function of θ.
3.3.3.2 Analytical modeling of MBi on α-Bi
The two layers α-Bi and MBi both exhibit rectangular lattices (ω1 = ω2 = π/2) which permit
modelling of the MPs via the analytical model described in subsection 3.2.1. Using the same
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Figure 3.15: MBi analytical model. (a) (λ1,δ1) and (λ2,δ2) obtained using the analytical
model, using the experimental lattice parameters (R1 ×R2 = 4.5×4.8 Å2, R′1 = 4.0×4.1 Å2,
dashed lines) and optimised lattice constants (R1×R2 = 4.5×4.8 Å2, R′1 = 3.94×3.85 Å2, solid
lines). The observed MPs are also plotted in the graph, both before tip modification (solid
squares) and after tip modification (open square). M1 is represented in black, M2 in blue. (b)
Simulated MPs obtained with optimised lattice constants for an angle of θ = 0.5◦ (inset: STM
image of MBi before tip modification). (c) Simulated MPs obtained with optimised lattice
constants for an angle of θ = 4.1◦ (inset: STM image of MBi after tip modification). In (b) and
(c), R1 direction is highlighted with red arrows, M1 and M2 fringes are indicated respectively
with black and blue lines. α-Bi atoms are represented in black, MBi in grey.
procedure as for previously studied systems (see subsections 3.3.1 and 3.3.2), the method
consists of (i) calculating the MPs with the experimental unit cells obtained from atomically
resolved STM images and (ii) correcting the model with optimised lattice constants to find
better agreement with the observations.
Using the experimental lattice parameters First, the MPs are predicted using the ex-
perimental unit cells (i.e. R1 ×R2 = 4.5×4.8 Å2, R′1 ×R′2 = 4.0×4.1 Å2, see Table 3.7). Figure
3.15(a) displays the results of (λ1,δ1) (black dashed line) and (λ2,δ2) (blue dashed line) for
θ = 0...10◦. For a null rotation angle θ = 0◦, λ1 = 2.8 nm and λ2 = 3.6 nm, and both reduce
as θ increases. The fringe angles δ1 and δ2 are respectively parallel and perpendicular to
the R1 ≡ α-Bi 〈110〉 direction when θ = 0◦. The measured M1 (λ1,δ1) and M2 (λ2,δ2) before
tip modification (in solid squares, respectively black and blue), and M1 after tip modification
(open square) are overlaid onto Fig. 3.15(a). No agreement can be found for any value of θ,
as the periods in the simulation are significantly larger than the observed ones. Therefore,
the lattice mismatch between α-Bi and MBi must be increased.
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Optimised lattice parameters The new MBi lattice is chosen such as R′1 and R
′
2 are
still close to the observation (i.e. within the experimental uncertainties) as given in Table
3.7. A good agreement with the observed M1 and M2 both before and after tip modification
is found when setting R′1 ×R′2 = 3.94× 3.84 Å2 without modifying the α-Bi unit cell. The
results are displayed in Fig. 3.15(a) with solid lines. This time, the simulated (λ1,δ1) and
(λ2,δ2) cross through M1 and M2 before and after tip modification. It is found that the
best agreement for M1 and M2 is obtained with θ = 0.5±0.5◦ (before tip modification), and
θ = 4.1±0.8◦ (after tip modification). Figure 3.14(b) shows the VESTA simulations obtained
using the optimised lattice parameters before tip modification (θ = 0.5◦). M1 fringes and R1
are highlighted respectively with black lines and a red arrow. The VESTA simulation shows
a good agreement with the STM image in the inset. Figure 3.14(c) shows the simulated MPs
this time for θ = 4.1◦ (i.e. after tip modification). Here too, simulation and experiment agree
very well.
Note The previously studied α-Sb and β-Sb were modeled with an underlying α-Bi identical
to the bulk Bi(110) i.e. R1 × R2 = 4.75× 4.54 Å2. For the MBi study here, less accurate
characterisation of α-Bi yields R1×R2 = 4.8×4.5 Å2. In principle, there is no reason why α-Bi
would possess a different unit cell when it is decorated by MBi. Analytical calculations show
(not displayed here) that using bulk values for α-Bi leads to calculated MPs with a very good
agreement with the observations if the MBi lattice constants are set to R′1 ×R′2 = 3.97×3.82
Å2. This minute difference is however insignificant and therefore not concerning.
3.3.3.3 Conclusion
The newly synthesised MBi is found on top of the 2ML-α-Bi bases, between two narrow
4ML-α-Bi stripes. STM experiments clearly reveal periodic surface modulations that can
be successfully modeled using the MPs emerging from rigid layers. Analytical modeling of
the MPs confirms the previously determined lattice constants (with minimal change in the
lattice parameters of MBi, of 5 and 15 pm, below the uncertainties), as well as their relative
orientation. Moreover, analytical modeling and VESTA-simulations explain the change in
the observed MPs after tip modification, due to a rotation of the MBi layer with respect to
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α-Bi by a few degrees. This shows that analysis of MPs (i) confirms the lattice parameters
as well as the orientation between the layers, and (ii) offers a measurement of the structural
changes that can be induced by tip-modifications or other phenomena.
3.3.4 α-Bi
The 2ML-α-Bi phase itself exhibits MPs. When grown on HOPG substrate, the MPs show
up as stripes and have previously been studied with a model that assumes commensurability
between the two crystals [151]. Since the lattice parameters of HOPG (R1 = R2 = 2.46 Å)
and MoS2 (R1 = R2 = 3.16 Å) differ, the MPs emerging from the stacking of α-Bi on MoS2
are expected to differ as well. The growth and structural properties of α-Bi are discussed in
subsection 3.3.1.
3.3.4.1 Moiré patterns observations
HOPG underlayer Figure 3.16(a) shows an STM image of an 2ML-α-Bi island grown on
HOPG where a MP is resolved (adapted from [151]). The inset in (a) shows an STM image
of the island at larger scale. The averaged periods are measured to be λ = 4±1 nm, with a
mean fringe angle of δ = 52±9◦. The MPs are observed only in ∼ 20% of the islands, when
R1 is aligned with the armchair direction of HOPG [151]. Results of the characterisation are
gathered in Table 3.9. In Fig. 3.16(a), λ= 3.2±0.4 nm and δ= 54±5◦.
MoS2 underlayer Figure 3.16(b) shows an atomically resolved STM image of a 2ML-α-Bi
island, grown on MoS2. The MPs are different than those for Bi structures grown on HOPG.
The fringes are nearly parallel to R′1 = 2ML-α-Bi 〈110〉 direction (white arrow). The corre-
sponding period and angle are λ0 = 2.22± 0.07 nm, δ0 = 4± 2◦. Comparison of atomically
resolved STM images with the neighbouring MoS2 substrate unit cell directions (not shown
here) shows that θ = 0.3±0.6◦. Figure 3.16(c) shows the FFT of the STM image in (b). The
reciprocal spots corresponding to 2ML-α-Bi are very well resolved. Closer to k = 0, the spots
highlighted by the green arrow correspond to the main observed fringes. Two other pairs of
spots K1 and K2 are visible and are indicated respectively with blue and red arrows. Their
relative intensity is lower than that of the main spots K0, yet clearly resolved. Their corre-
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Figure 3.16: α-Bi on HOPG and MoS2. (a) Atomically resolved STM image (V =−2.0 V, I = 1.5
nA) of α-Bi grown on HOPG, where a clear MP is observed (image from [151]). λ and δ are
highlighted (inset: larger scale STM image in which the small white rectangle corresponds
to (a)). All white arrows represent R′1 = α-Bi 〈110〉. (b) Atomically resolved STM image
(V = +50 mV, I = 0.3 nA) of a 2ML-α-Bi island grown on MoS2. The main fringes (labelled
"0") are highlighted in green lines, secondary fringes in blue ("1") and red ("2"). (c) FFT of
the STM image in (b), where the reciprocal lattice spots of 2ML-α-Bi (1,0), (0,1) and (1,1) are
resolved, as well as the MP reciprocal spots. The spot corresponding to the main fringes K0
is indicated with a green arrow. The faint secondary spots K1 and K2 are indicated with a
blue and red arrow.
sponding periods are λ1 = 0.99±0.05 nm and λ2 = 1.00±0.05 nm, and their angles δ1 = 79±2◦
and δ2 = 75±2◦. The results from the characterisation of the MPs are gathered in Table 3.9.
While the fringes are unambiguously resolved in the FFT, they appear very faintly in the
STM image in (b), and are therefore highlighted with blue and red lines.
3.3.4.2 Simulation
The symmetries of the under- and overlayer are different (respectively hexagonal and rect-
angular), and so the MP simulations are performed using VESTA. Similar to the previously
studied cases, the first step consists of modeling the two crystal lattices using the observed
lattice constants. Then, a minimal correction of the lattice and/or their relative orientation
may be necessary to improve the agreement.
HOPG underlayer The experimental lattice parameters (i.e. R1 = R2 = 2.46 Å, and R′1 ×
R′2 = (4.54× 4.75) Å2) are firstly used for the simulations. The rotation angle is set as to
the experimentally determined value of θ = 30◦. Starting with θ = 30◦ (not displayed), the
simulated pattern agrees with the observation in terms of period, however the fringe angle
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Figure 3.17: α-Bi on HOPG and MoS2 simulations.(a) VESTA simulation (width: 13.5 nm)
using the experimentally observed lattice constants and rotation angle (R1 = R2 = 2.46 Å,
R′1 ×R′2 = (4.54×4.75) Å2, for θ = 32.1◦). Inset: STM image scaled with the simulated image.
(b) VESTA simulation (13.5×13.5 nm2) using the experimentally observed lattice constants
and rotation angle (R1 = R2 = 3.16 Å, R′1 ×R′2 = 4.53×4.87 Å2, θ = 0.3◦. Inset: STM image
scaled with the simulated image. The main experimental fringes (green) align with the sim-
ulated ones. The secondary fringes (blue and red) align with a great agreement too. R′1 =
α-Bi-〈110〉 direction is indicated with a white arrow. (c) Schematics of the under- (black) and
overlayer (red) base vectors, for HOPG-α-Bi (top) and MoS2-α-Bi (bottom). The underlayer
base vector R1 is also drawn in dashed arrow to allow the visualisation of θ.
disagrees strongly (δ= 77◦, experimentally measured to be 54±5◦). An optimisation is there-
fore necessary. Due to the relative large uncertainty on the rotation angle θ (dθ = ±5◦) it is
reasonable to vary θ until an agreement is found. Figure 3.17(a) shows the simulated MP
obtained for θ = 32.1◦. The MPs show up as fringes and agree with the observations: there
is a clear continuity between the simulated and the experimental fringes (a crop of the STM
image is superposed to scale with the simulation). The simulated periods and angle in this
optimised case are λ0 = 3.3±0.1 nm and δ0 = 58±2◦, which are in very good agreement with
the observations.
MoS2 underlayer The two lattices are set up in VESTA, i.e. R1 = R2 = 3.16 Å and
R′1 × R′2 = (4.53× 4.87) Å2. The rotation angle is also set to the experimental value, i.e.
θ = 0.3◦. The produced image in shown in Fig. 3.17(b), with α-Bi lattice (red balls) super-
posed on MoS2 (black balls). R′1 (i.e. α-Bi-〈110〉 direction) is indicated with a white arrow. A
cropped, scaled STM image is superposed on the simulated image. The fringes arising from
K0 (green), K1 (blue), and K2 (red) are shown. The unit cell vectors are also shown in (c).
Unexpectedly, the simulated MPs appear as moirons instead of the experimentally observed
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Over. α-Bi α-Bi
Under. HOPG MoS2
Type exp. sim. exp. sim.
Under. R1 (Å) 2.46 2.46 3.16 3.16
α-Bi R′1 (Å) 4.54 4.54 4.53 4.53
R′2 (Å) 4.75 4.75 4.87 4.87
θ (◦) 30±5 32.1 0.3±0.6 0.3
M0 λ0 (nm) 3.2±0.4 3.3±0.1 2.22±0.07 2.18±0.02
δ0 (◦) 54±5 58±2 4±2 2.5±0.7
M1 λ1 (nm) N/A N/A 0.99±0.05 1.04±0.01
δ1 (◦) N/A N/A 79±2 77.3±0.9
M2 λ2 (nm) N/A N/A 1.00±0.05 1.1±0.2
δ2 (◦) N/A N/A −75±2 74.6±0.1
Table 3.9: Characterisation of the experimental and simulated MPs (using experimental
lattice constants and rotation angle) for both HOPG and MoS2 underlayers. In both cases,
the simulation agrees very well with the observations.
fringes. However, the experimental ‘secondary’ fringes equivalent to K1 (blue lines) and K2
(red lines) are very well reproduced by the simulation. The quantitative characterisation of
the simulated patterns is given in Table 3.9. The main fringes (λ0,δ0), agree very well, both
for the period (λ0 = 2.18±0.02 nm) and angle (δ0 = 2.5±0.7). The agreement is also very
good for the secondary fringes: the observed values of λ1 = 1.04±0.05, δ1 = 77.3±0.9◦ and
λ2 = 1.1±0.1 nm, δ2 =−76.6±0.1◦ are in very close agreement with the observed values.
3.3.4.3 Discussion: second-order moiré patterns in the MoS2 case
The simulated MPs, obtained by modeling the lattices of MoS2 and 2ML-α-Bi as observed,
yield a very good agreement: the periods and angles corresponding to the three modulations
fall within the observation uncertainties. No corrections on the modeled lattices are neces-
sary to bring the agreement further. However, despite an extremely good agreement, the
nature of the MPs here needs some discussion.
Experimentally, the MPs appear as a evident fringes displayed nearly vertically on the
STM image. The FFT reveals the existence of faint fringes that run with an angle of approx-
imately ±75◦ with respect to the R′1 direction of α-Bi. The low intensities of these secondary
reciprocal spots in the FFT indicates their relative muteness in the real space image. Inter-
estingly, in the reciprocal space, the difference wave-vector K1 −K2 equals to K0. In other
words, the mainly observed fringes arise from a linear combination such that K0 = K1 −K2.
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This is an effect that is commonly seen in Fourier analysis: for example the reciprocal lattice
in Fig. 3.16(c) shows clearly the α-Bi (1,1) reciprocal lattice spots in the FFT, because the
atomic arrangement of α-Bi cannot be described by a unique couple of sinusoidal oscillations,
but rather by a Fourier series including integer linear combinations.
In the simulation, the MPs do not show up as fringes, but rather appear as a moiron
super-lattice, characterised by two periodicities. These periods correspond to the ‘secondary’,
faint fringes observed in the FFT (K1 and K2) with an unprecedented precision. The nearly
vertical modulation visually appears upon ‘squinting’, in other words by mentally merging
the ellipse-shaped moirons together.
The reason behind this is still unclear. While the simple superposition of the lattices lead
to an emergent moiron super-lattice, the observation is that of a fringe-like MP that seem to
appear from a linear combination of the wave-vectors evidenced by the simulation. This may
indicate that the real VDWHs and the interference patterns described by MPs deviate from
simple ball-and-stick simulations. The atomic arrangement of the under- or overlayer may be
locally strained, leading to a fringe-dominant MP. Alternatively, one can not completely rule
out imaging with a not perfectly sharp STM tip. To clarify this, further experiments should to
be conducted, e.g. focusing on the local dI/dV curves to be compared with calculated LDOS
of the VDWHs.
3.3.5 Conclusion
The two systems - HOPG/2ML-α-Bi and MoS2/2ML-α-Bi - lead to the presence of MPs that
are consistent from island to island. Due to the nature of the stacking symmetry (rectangu-
lar on hexagonal), VESTA simulations are performed to model and reproduce the observed
MPs. Utilizing the experimentally observed lattice constants and rotation angles, very good
agreement is found for the MoS2 case. For HOPG, a minute correction of the rotation angle
is required (+2.1◦, below the measurement uncertainty of 5◦) in order to obtain a suitable
agreement, confirming results published earlier [151].
While the nature of the MPs in the HOPG/2ML-α-Bi is fringe-like, that of MoS2/2ML-
α-Bi is that of a moiron super-lattice, characterised by two MP vectors. The experiments
are found to diverge from the VESTA simulations, where the observed MPs appear as an
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ensemble of three periodic fringes. The mainly observed fringes are found emerge from a




In this chapter, the VDWHs consisting of multiple layers of group-V elemental (Sb, Bi) 2D
materials are successfully grown via PVD on either MoS2 or HOPG, two van der Waals sub-
strates. Despite the different electronic structure of the substrates, the VDWHs show very
consistent structural properties, which is promising in terms of adaptability of the α-Bi/Sb
nanostructures onto other VDW substrates. Low deposition coverage in UHV conditions and
the nature of the substrates (i.e. lack of dangling bonds on the surface) leads to the formation
of BP-like Bi islands. A large majority of the bases are identified as 2ML-α-Bi, occasionally
containing a 4ML-α-Bi narrow stripe in the middle elongated along the α-Bi 〈110〉 axis. In
some cases, thicker and narrower 4ML-α-Bi bases are observed. In rare occasions, 2ML-α-Bi
bases are decorated with MBi, a completely different structure, which was previously unob-
served nor predicted. Additional deposition of Sb onto the pre-existing α-Bi bases leads to
the formation of two allotropes of antimonene, coexisting on top of the bases: β-Sb and α-Sb.
On the thicker 4ML-α-Bi bases, only α-Sb is identified. While β-Sb was previously studied
and successfully grown by other groups [241, 242], α-Sb had until then been the focus of
theoretical works only [243–246]. MBi [239], α-Bi [140], and α-Sb [153] are predicted to be
topologically non-trivial. While β-Sb is a classical semiconductor, it is possible that sufficient
strain induces topological properties in its band-structure [247].
All the different superposition combinations that are studied in this thesis present more
or less ordered fringes that modulate the apparent height of the layers (typically ∼ 1 Å) in
STM images. Those are in fact MPs, emerging from the differing unit cells of the individual
layers. This phenomenon is expected from VDWHs, where structural properties of the 2D
crystals remain relatively independent from its neighbouring layers. Therefore the layers are
less expected to strain and adapt for lattice matching than for conventional heteroepitaxy. In
the cases where the symmetries of the underlayer and overlayer were identical (i.e. α-Sb
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on α-Bi (2ML or 4ML α-Bi bases), and MBi on α-Bi), analytical formulas developed earlier
[174] permitted to model accurately the observed MPs. When the symmetries of the under-
and overlayer unit cells are different (i.e. 2ML-α-Bi on HOPG, 2ML-α-Bi on MoS2 and β-Sb
on 2ML-α-Bi), the MPs are successfully modeled using VESTA simulations, where the two
crystals are superposed in the software using the experimentally observed lattice parameters
and rotation angle. Minute corrections, always within the experimental uncertainties of
measurements on the lattice constants and/or the angle of rotation, can be required in order
to obtain a very good agreement with the observations.
When the two crystals that lead to MPs possessed the same symmetry (α-Sb on α-Bi and
MBi on α-Bi), the rotation angles were always very close to 0, confirmed by modeling of the
MPs. In the rare cases where the rotation angle was non zero, the 2D crystal layers showed
MP fringes ordered differently than those observed in most islands. Adequate analysis al-
ways explained the MPs in these particular cases. For the MBi on 2ML-α-Bi, it was shown
that strongly increasing the tip-sample interactions during STM scans led to a rotation of the
MBi with respect to α-Bi by a few degrees, paving the way for engineering nanostructures in
which the MP fringes can be tuned.
3.4.2 Limitations
While one can successfully confirm all the observed MPs, there are fundamental limits with
the developed methods for modeling MPs that need to be addressed. The models used here
make the hypothesis that underlayer and overlayer are rigid, each described by a pair of
2D Bravais lattices. In other words, the models to not take into account any deviation from
perfectly ordered crystals. It can be expected that the layers behave totally differently at the
edges, where relaxation and surface reconstruction usually occurs (and paradoxically, where
the topological properties are expected to manifest via the edge-states). If these structures
happen to be used for devices in which the MPs play an important role, the edges of the
nanostructures would need in-depth characterisation and modeling because it is likely that
contacts with metallic electrodes would take place at the edges of the layers. Also, there
is a possibility that the 2D layers grown in this thesis contain a certain density of point-
defects (e.g. point dislocations), or 1D-defects (e.g. grain boundaries) within the crystal.
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These phenomena have been partially studied in terms of geometry of the MPs emerging
from such defect-containing crystals [151, 215], yet the influence on the band-structure is
still totally unknown. Also, the topographic corrugations present on the surface of the MPs
are inseparable from local strain, that strongly modify the local band-structure. All these
phenomena that account for deviations from perfectly ordered crystals are not taken into
consideration within the simulation and analytical modeling. In fact, preliminary results on
aged α-Sb tend to show that a large number of dislocations or local relaxations are taking
place within weeks after deposition.
VESTA is a convenient tool for visualisation and illustration of the MPs in most cases
(i.e. fine-tuning the lattice constants or rotation angle θ), nonetheless the technique is rel-
atively painful and slow (and by experience somewhat leading to eye-pain). The procedure
is based on the identification of the fringes by eye, and subsequently, by clicking manually
on two atomic positions that are believed to be part of the MP fringes. Because the MPs are
incommensurate, it is possible that there is no atomic position belonging to any fringe. The
final characterisations will therefore only yield an approximate simulated (θ, λ, δ), although
the accuracy may be improved upon repetition of the simulations. Lastly, as seen in the case
of the 2ML-α-Bi on MoS2, the MPs can be difficult to visualize in the software.
The analytical model that is used in this thesis [174] is instantaneous, simpler to use
and much more accurate than the VESTA simulations. However to be valid, two conditions
must be fulfilled. First, the unit cells of the under- and overlayer must possess an identical
angle ω, thus limiting the range of systems that can be analytically modeled (e.g. graphene
on graphite: ω1 =ω2 = 120◦, or α-Sb on α-Bi: ω1 =ω2 = 90◦). The MPs originating from α-Bi
on MoS2 cannot be predicted through calculations (ω1 = 120◦ 6=ω2 = 90◦). Secondly, the range
in which the rotation angle θ can be varied is limited to |θ| < 10◦. A general, mathematical
solution to the problem of the MPs hasn’t yet been proposed.
As mentioned in detail in section 3.3.1 (this is true for the other studied cases), the ex-
perimental characterisation of the MPs often includes a relatively large uncertainty. The
reason is multiple: intrinsic disorder of the fringes potentially due to local strain or defects,
small number of fringes limiting the precision in the FFT and the lack of a very large sample
size to obtain a sense of the statistical dispersion of the MPs for a given superposition case.
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A more precise, lengthy characterisation would permit to study with more detail the subtle
differences between the different islands in terms of e.g. lattice parameters or rotation angle.
3.4.3 Further work
To address the limits evoked in the previous paragraphs, further work can be done. To im-
prove the experimental characterisations, additional depositions should be performed, focus-
ing this time in growing larger bases of 2ML-α-Bi and larger bases of decorating antimonene
(α-Sb and β-Sb, although it is not clear yet if both allotropes will be present on larger bases).
The route is to deposit islands with increased coverage, both for Bi and Sb (e.g. twice the
typical coverage used in this thesis).
An in-depth spectroscopy study focusing on the moiré fringes would be a requirement for
the investigations into device engineering in which the MPs can be used for their local mod-
ulation of the electronic band-structure, e.g spin-polarised channels. Such devices are still
highly speculative at the moment, as most studies cited in this thesis focused on theoretical
predictions of various nanostructures electronic properties. To address this, dI/dV mapping
at low temperatures, conducted on wider layers, resolving the fringes, are of prior interest. If
possible, the results should be paired with DFT calculations of mismatched layers leading to
MPs. However such predictions are difficult due to the incommensurability of the crystals in
the VDWHs, where DFT calculation typically assumes periodic boundary conditions.
Finally, during the work on the MPs modeling it was noticed that deriving a general
approach for any symmetries and any rotation angle θ would increase the efficiency in un-
derstanding the observed MPs. The precision of the modeling would benefit form having a
unique, precise, and fast procedure. A general method was then developed, and is presented
in chapter 4.
Chapter 4
Moiré patterns general solution
The moiré patterns (MPs) observed on the various group-V van der Waals heterostructures
(VDWHs) in this thesis are accurately described by ball-and-stick superpositions (through
VESTA simulations) or analytically when possible, as extensively detailed in chapter 3. How-
ever, both techniques have their limitations. The VESTA simulations require a manual ap-
proach and are therefore not always precise and are relatively slow (see section 3.2.2.1).
Conversely, the analytical modelling is possible only for specific symmetries and a limited
range of rotation angles (see section 3.2.2.2).
A general method, applicable for any set of crystalline symmetries and for any rotation
angle θ is therefore highly desirable. Instantaneous and accurate evaluation of the MPs (the
period λ and the fringe angle δ) would supersede previous modeling techniques, potentially
benefiting VDWHs research where MPs have been proven to have a tremendous impact on
the electronic properties [129, 157, 159–161, 214, 215, 231, 232, 248, 249] and the topological
order [158]. A huge part of the literature has focused on hexagonal symmetries, but de-
velopments in group-V materials research and the discovery of novel allotropes necessitate
consideration of more complex symmetries. A geometrical model for understanding the MPs
observed on α-Bi/HOPG has been proposed [151], however that approach was complex and
focused only on commensurate superposition (i.e. exact registry) in real-space only. A more
general model is therefore desirable.
The general solution detailed in this chapter was developed following the work presented
in chapter 3. An approach to understanding MP wave-vectors in the reciprocal space has
been formalised previously for optical gratings [250–252], and the same principle is applied
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here to the more complex case of atomic lattices. To our knowledge, a similar approach using
the reciprocal space has never previously been used to describe the MPs observed in VDWHs,
except for the case of hexagonal/hexagonal layers [253].
This chapter first focuses on the concept of a general solution based on Fourier theory,
in section 4.1, focusing first on the simpler case of the superposition of gratings, and then
generalised for two-dimensional (2D) lattices. In section 4.2, the calculation scheme is shown
in detail, discussing the model parameters, illustrated with the simplest and most reported
case of twisted bilayer graphene. Section 4.3 applies the new general model to the group-V
VDWHs investigated in chapter 3 and agreement with previous modeling techniques is dis-
cussed. The model is then described in more depth and the assumptions from the early
sections are revisited in section 4.4. The analytical solution of the problem is then presented
in section 4.5. The concept of ‘moiré rosettes’ is introduced in section 4.6. Finally section 4.7
summarizes and discusses the general model. Future work is also outlined.
4.1 Concept
The geometry of the MPs in hexagonal 2D systems has been extensively studied [174, 228,
234, 236, 254] and therefore provides a test for comparison with the general method described
in this chapter. In particular, a generalisation of the formula presented by Hermann [174]





where p is the ratio between the lattice constants of the over- and underlayer and R the
lattice constant of the underlayer. Hermann also proposes a similar formula for other sym-
metries, provided that both under- and overlayer share the same unit cell angle. Note that
the range of application of Hermann’s model is −10< θ < 10◦ and 0.8< p < 1.2 [174].
The case of gratings (each grating is described by a unique vector k) is first presented in
sections 4.1.1 and 4.1.2, and the case of atomic lattices (where a pair of independent vectors
k1 and k2 defines each lattice) is developed in section 4.1.3.
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Conventions The Fourier transform (F ) is the operation used here to determine the re-
ciprocal vectors from real-space information [31]. Only the modulus of F describes the pe-
riodicity (period and orientation), therefore the phase of the F is ignored. In other words,
the analysis here is independent of the relative translation of the layers in the (x, y) plane.
Only the geometry, i.e. the real-space period λ and the angular orientation δ of the MPs are
considered here. In this chapter the crystallographic convention is used where k = 1
λ
(2π= 1).
The vectors are written in bold e.g. R1 and the scalars in italic e.g. k = |k|. Linear combina-
tions using a negative coefficient e.g. for n = 1 and m =−1 are written Knm = K11̄. Complex
numbers are italicised and underlined e.g. K .
4.1.1 Gratings
Real space The method is illustrated in this section with the simplified case of two grat-
ings, which was formalised by Amidror [250, 252]. A grating g is defined by its transmit-
tance g(x, y) such that if the point (x, y) belongs to the grating, g(x, y) = 0 (‘blue’). Else-
where g(x, y) = 1 (‘white’). Only binary gratings are considered, i.e. no intermediate value
0< g(x, y)< 1 can exist. The grating spacing is R.
Figure 4.1(a) shows a horizontal grating g1. Another grating g2, identical to g1 but
rotated by θ = +10◦ is shown in Fig. 4.1(b). The superposition g12 of the two gratings is
displayed in Fig. 4.1(c). A moiré pattern (MP) appears clearly in the superposition. The MP
fringes run nearly vertically with a spacing λ of about 6 times the grating periodicity. The
superposition g12(x, y) = 0 when (x, y) belongs to either g1 or g2 (g1(x, y) = 0 or g2(x, y) = 0).
The superposition can then be described by a product function g12(x, y) = g1(x, y)× g2(x, y)
[250, 252].
Reciprocal space The Fourier transform F of the binary gratings yields their reciprocal
vectors kn1 (in inverse units of grating spacing). Figure 4.1(d) shows F (g1). Because the
grating in Fig. 4.1(a) is horizontal, the basis vector k1 is aligned with the ŷ axis and its
norm is k1 = 1/R. As a result of the binary nature of the grating, an infinite Fourier series
is observed in reciprocal space with kn = n×k1, where n ∈ Z. Figure 4.1(e) shows F (g2),
1Note that the need for |n| > 1 is discussed in 4.1.2.
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Figure 4.1: Grating superposition in real and in reciprocal space. (a) g1 grating with horizon-
tal (θ1 = 0) fringes with a spacing of R1. (b) g2 grating, identical to g1 but rotated (θ2 =+10◦).
(c) Superposition of the gratings g12 = g1×g2. A MP appears upon superposition, two fringes,
the period λ and angle δ are indicated. (d-f) Reciprocal space of the grating g1 (d), g2 (e), and
g12 (f). The K11̄ and K10 reciprocal vectors of the superposition are indicated in green and
red respectively. The dashed circle centred at origin in (f) has a radius of 1/R1 = K01 = K10.
and is identical to F (g1) except rotated by θ = +10◦. The convolution theorem [255] states
that the Fourier transform F of a product is the convolution of the Fourier transforms of the
individual functions i.e.
F [g12]=F [g1]∗F [g2] (4.2)
with ∗ the convolution operator. The Fourier transform of the product g12 shown in Fig. 4.1(c)
is then a lattice in the reciprocal space, where the basis vectors are k1 and k2, as shown in
Fig. 4.1(f), and
Knm = n ·k1 +m ·k2 (4.3)
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where n,m ∈ Z. The vectors K10 = k1 and K01 = k2 are indicated (in blue and red respec-
tively), as well as their linear combination K11̄ =k1 −k2 (in green).
Moiré pattern definition The MP in real-space is defined as the sets of fringes that
emerge from the superposition of two gratings. An essential condition is that the MP pe-
riod is larger than the spacing of the individual gratings. In the present context of gratings,
we postulate that the MP is described by the unique Knm vector that is the closest to origin
and that it can be seen as the fundamental wave-vector of the MP. The other vectors that
emerge from the convolution (corresponding to higher orders that are more distant to origin
and therefore correspond to shorter real-space periods) are ignored. This will be revisited in
section 4.4.
Moiré pattern period The period of a MP is defined as λ = 1|Knm| . In the example of Fig.
4.1, the wave vectors Knm that are inside the dashed circle (k < k1 = k2) might possibly rep-
resent the MP. The actual MP vector here is the one closest to origin, i.e. K11̄ (note that the
vector −K11̄ = K1̄1 represents the same information and is not discussed further). Its period
is λ11̄ = 1/K11̄ ' 5.74 (units of grating spacing) which effectively corresponds to the distance
between the two fringes of the MP indicated in Fig. 4.1(c). The other vectors within the circle
do not correspond to the MP that is observed in real-space. For instance, the period corre-
sponding to K22̄ is a factor 2 smaller (λ22̄ ' 2.87), which does not correspond to a visible MP
in the real-space image.
Moiré pattern angle As in chapter 3, the angle of the MP δ is defined as the angle between
an arbitrary but fixed vector (here x̂) and the fringes of the MP. The fringes are perpendicular
to the MP vector, i.e. δ = arg(K)+π/2 (in rad). The fringe angle is restricted to the range
]−90◦...90◦] because the fringes do not have ‘a direction’. In the example of Fig. 4.1, δ=−85◦.
4.1.2 Higher order reciprocal vectors
In the previous section, the MP fringes of Fig. 4.1 were described by the unique difference
vector K11̄. It seems natural to understand the MP in general as the difference vectors
obtained with n = 1,m =−1 and to discard all other higher reciprocal vectors. However in the
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Figure 4.2: Grating superposition and higher order reciprocal vectors. (a) Horizontal grating
g1 with a spacing R1. (b) Grating g2 with θ = 10◦ and a spacing R2 = 2R1. (c) Superposition
g12. The fringes (two of them are indicated in black), albeit less clear than in Fig. 4.1 have
the same period λ and angle δ. (d-f) Reciprocal space of g1 (d), g2 (e) and g12 (f). The K10,
K01, K11̄ and K12̄ vectors are indicated. The dashed circle centred at origin has a radius
equal to min{K01,K10}= K01.
general case, the higher order vectors of the gratings must be considered, as illustrated with
the example below.
Real space Figure 4.2 considers the superposition of two gratings, where one of the grat-
ings has a spacing two times larger than the other. The first grating g1 of spacing R1 is
shown in Fig. 4.2(a), and is identical to the one in Fig. 4.1(a). The second grating g2 is shown
in Fig. 4.2(b). The grating g2 differs to that of Fig. 4.1(b) because of its larger spacing, two
times that of g1 (i.e. R2 = 2R1). The superposition g12 is shown in Fig. 4.2(c). A MP is visible
and two fringes are indicated in black. The period λ and the fringe angle δ are identical to
those in Fig. 4.1.
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Reciprocal space The observation of the gratings and their superposition in the reciprocal
space is now discussed. Figure 4.2(d) shows the reciprocal vectors of g1, unchanged from Fig.
4.1. Figure 4.2(e) shows the Fourier transform of g2. The reciprocal vectors form an array
that is two times denser than the Fourier transform of g1 in Fig. 4.2(d) since the grating
spacing is two times larger. The Fourier transform of the superposition (i.e. the convolution of
the individual Fourier transforms) is shown in Fig. 4.2(f). It is a lattice of points in reciprocal
space constructed from the base vectors k1 and k2, as previously obtained in Fig. 4.1. The
vector that is the closest to origin is not K11̄ (indicated in dark green) as previously in Fig.
4.1. Instead, K12̄ =k1−2·k2 is closer to origin. The inverse of its norm is λ= 1/K12̄ ' 5.74 (in
units of R1) corresponding to the MP observed in real-space in Fig. 4.2(c).
General case As is obvious from the preceding example, the MP is not necessarily de-
scribed by the difference of the first order vectors k1 and k2 (n = 1, m = −1). Higher order
reciprocal vectors seem to be required to account for significantly large spacing difference.
4.1.3 Atomic lattices
The case of two interfering 2D atomic lattices requires the definition of the under- and over-
layer lattices using two real-space vectors per layer. The lattices are defined as in chapter
3, with R1, R2 and R′1, R
′
2 denoting the under- and overlayer unit vectors respectively (see
Fig. 3.4 in chapter 3). The lattice constants of the underlayer are R1, R2 (typically in Å) and
the unit cell angle is ω (R′1, R
′
2 and ω
′ for the overlayer). The underlayer is fixed (R1 aligned
with x̂), and the overlayer is rotated by the angle θ. For illustration, the example of bilayer
graphene [160, 235, 236] is used here.
Real space Figure 4.3(a) displays an atomic lattice representing the underlayer, where
R1 = R2 = 2.461 Å and ω = 120◦. Figure 4.3(b) shows the overlayer graphene lattice, using
the same lattice constants and unit cell angle, but rotated by θ = 6◦. The superposition of
the two layers is shown in Fig. 4.3(c). The MP consists of ‘moirons’ arranged hexagonally.
The MP period, i.e. the distance between the rows of moirons (indicated with dashed lines)
λ is about 2 nm. λ1 and δ1 are indicated on the figure but since the MP possesses a sixfold
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rotational symmetry λ2, δ2, λ3 and δ3 are not shown for clarity.













where × and · indicate the vector and dot product, respectively. In 2D lattices, R3 can be
taken as a unit vector perpendicular to the plane of the lattice, i.e. R3 = (0,0,1). Part of the
reciprocal lattice of the underlayer is shown in Fig. 4.3(d). Each point is equidistant from the
origin with k1 = k2 = 2R1p3 ' 4.69 nm
−1. The reciprocal lattice of the overlayer is represented
in Fig. 4.3(e) and is identical to that of the underlayer rotated by θ = 6◦. The difference
vectors (in blue) are present in ‘clusters’ near the positions of nk1 + mk2 and pk′1 + qk′2.
These coordinates are
Knmpq = p ·k′1 + q ·k′2 −n ·k1 −m ·k2 (4.6)
where n,m, p, q ∈ Z are the four indices needed to describe a vector that emerges from the
convolution. The difference vector between e.g. k1 and k′1 is then written K1010. Note that
Kn̄m̄p̄q̄ = −Knmpq. In general, there are an infinity of vectors Knmpq that emerge from the
convolution, whereas the MPs are generally described by up to three wave-vectors (as ob-
served experimentally in chapter 3). A general method must then determine which of these
are important, and this can be challenging as there can be an infinite number of them (as-
suming n,m, p, q ∈Z). To simplify the analysis we start by assuming that we need to consider
only the n,m, p, q such that |nk1+mk2| and |pk′1+qk′2| are smaller than a cut-off kr, typically
only considering the first orders of the reciprocal lattices in the generation of the difference
vectors Knmpq. This assumption is revisited and discussed explicitly in sections 4.2.5 and
4.4.1.
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Figure 4.3: Atomic lattice superposition in real and reciprocal spaces using bilayer graphene.
Real space representation of the graphene underlayer (a), overlayer (twisted by θ = 6◦) (b)
and superposition (c). Reciprocal spaces of the underlayer (d), the overlayer (e) and the su-
perposition (f). The lattice constants are R1 = R2 = R′1 = R′2 = 2.461 Å and ω=ω′ = 120◦. The
unit cells are displayed in (a) and (b). The insets in (a) and (b) are magnifications indicating
the unit vectors. In (c), the period λ1 and the angle δ1 are indicated. In (d) and (e) the recip-
rocal vectors of under- and overlayer are indicated. In (f), the black (red) spots indicate the
underlayer (overlayer) reciprocal vectors. The blue spots are the reciprocal lattice obtained
by convolution of the under- and overlayer reciprocal lattices. The inset in (f) is a magnifica-
tion near the origin where the MP vectors K1̄01̄0 and K01̄01̄ (as well as the redundant K11̄11̄)
are indicated in white. The indices of Knmpq are explained in the main text.
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Possible moiré pattern vectors In Fig. 4.3(f), the possible MP vectors are all the Knmpq
that are within a radius k1 ' 4.69 nm−1 (indicated with a blue circle in the figure). The
difference vectors Knmpq outside the circle correspond to modulations with real-space periods
shorter than the lattice constants (R1 = 2.461 Å) which can not be MPs; these vectors are
hence discarded. The two vectors K01̄11̄ and K1̄101 are indicated in Fig. 4.3(f), where the
former is outside the circle and the latter is a possible MP vector. In section 4.4, all the
Knmpq vectors (including those that are outside the blue circle defined by kr) are discussed
in a more general context.
Moiré pattern vectors The vectors that describe the real-space MP (visible in Fig. 4.3(c))
are two independent vectors that belong to the subset of Knmpq that are the closest to the
origin (note that K0000 is a null vector). In the bilayer graphene case shown in Fig. 4.3(f),
the two1 chosen MP vectors correspond to K1̄01̄0 and K01̄01̄. In the specific case of hexagonal
bilayers that lead to a MP that possesses a sixfold rotational symmetry, it can be convenient
to define a third MP vector (not independent of the two others). Here, the third vector is
K11̄11̄ (in the inset of Fig. 4.3(f) the MP vectors are indicated with open blue circles).
Moiré pattern period The periods λnmpq are defined as for the case of gratings
λnmpq = 1/|Knmpq|. (4.7)
The difference (with the case of gratings) is that there are now two vectors that lead to two
different sets of fringes. For the bilayer graphene case displayed in Fig. 4.3, the period is
λ1010 = λ0101 = 2.03 nm. Note that λ1̄11̄1 also yields the same value. It is worth emphasizing
that λ is not the inter-moiron distance but the period of the MP.
Moiré pattern angle The fringe angles δnmpq (in rad) are defined as for the gratings
δnmpq = arg(Knmpq)+π/2. (4.8)
Again for atomic lattices due to the presence of multiple MP vectors, there are multiple sets
of fringes. For the bilayer graphene case used for illustration in Fig. 4.3, the angles are
1Note that six Knmpq vectors that are equidistant from the origin and could be used interchangeably provided
that they form a complete basis.
4.2. GENERAL METHOD 90
δ1010 = 33◦ and δ0101 =−87◦. The redundant MP vector K1̄11̄1 yields δ1̄11̄1 =−27◦. The sixfold
symmetry of the MP is verified as the three fringe angles are 60◦ apart.
4.2 General method
Given the results above it appears that the MP geometry can be obtained in an straightfor-
ward way using the independent reciprocal lattices of the under- and overlayer. This section
overviews an algorithm that allows the calculation of the MPs for any rotation angle θ and
for any combination of under- and overlayer symmetry. The functions that yield λ(θ) and δ(θ)
are detailed in section 4.2.4 and are tested against the case of twisted bilayer graphene .
4.2.1 Reciprocal lattice of the layers
The unit vectors of the underlayer (R1, R2) and the overlayer (R′1, R
′
2) are the input values.
For convenience, complex notation is used in a Matlab script, the real part being along the x
axis and imaginary part along the y axis. To rotate a lattice by θ, one can simply multiply
the matrix by exp(iθ). The complex scalars, equivalent to the unit vectors in section 4.3, are
calculated as follows
R1 = R1 (4.9)
R2 = R2 · exp(iω) (4.10)
R′1 = R′1 · exp(iθ) (4.11)
R2 = R′2 · exp[i(θ+ω′)]. (4.12)
The complex reciprocal scalars are then obtained from equations (4.4) and (4.5)
K1 = 1R1 sinω
· exp i(ω−π/2)= k1 · exp[i(ω−π/2)] (4.13)
K2 = iR2 sinω
= i ·k2 (4.14)








′ · exp i(θ+π/2)= k′2 · exp[i(θ+π/2)]. (4.16)
The complex (2N+1)×(2N+1) matrices U (for the underlayer) and O (overlayer), containing
the complex coordinates of the reciprocal lattices are calculated as follows
Unm = n ·K1 +m ·K2 (4.17)
Opq = p ·K ′1 + q ·K ′2 (4.18)
where n,m, p, q = 0,±1,±2...±N with N ∈N. In other words, the complex number Unm rep-
resents the vector nk1 +mk2 and Opq represents pk′1 + qk′2. N is the maximum order of the
reciprocal lattice (required for computational considerations). The expanded form of U is
U =











UN̄N̄ . . . U0N̄ . . . UNN̄
 .
Note that U00 = O00 = 0. The matrices U and O are identical to U and O, except that those
exclude the values that extend beyond the cut-off value kr. Unm and Opq are
Unm =
{




Opq, if |Opq| < kr
NaN, otherwise
with ‘NaN’ the undefined value. Using U and O as opposed to U and O for the model allows
to discard high orders of the reciprocal lattices whose magnitudes are larger than the cut-off
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Figure 4.4: Reciprocal lattices for twisted bilayer-graphene where θ = 6◦. (a) Underlayer
reciprocal lattice described by U (black circles) and overlayer lattice described by O (red
circles). The points larger than kr = 5 nm−1 (blue circle) are excluded from the matrices U
(black solid dots) and O (red solid dots). U22, U10 and O10 are indicated. (b) Reciprocal space
showing the difference vectors Knmpq (blue). As an example K1̄101 is constructed from O01
and U 1̄1. (c) Expanded view from (b) where the MP vectors are indicated (blue circles). (d)
‘MP.m’ output for twisted bilayer-graphene for θ = 6◦ and kr = 5 nm−1.
kr. In Fig. 4.4, using the twisted bilayer graphene example from above, the value of the
cut-off is kr = 5 nm−1, i.e. just slightly larger than k1 = k2 ' 4.69 nm−1 (such that only the
first orders of the reciprocal vectors are chosen).
4.2.2 MP vectors
K represents the ensemble of vectors that emerge from the difference of the under- and over-
layer reciprocal lattices (from which the values beyond kr are discarded). The values Knmpq
are defined as follows
Knmpq =Opq −Unm. (4.19)
Knmpq can also be seen as the ensemble of all the difference vectors (written as complex
numbers) between the under- and overlayer reciprocal lattices. In the example of the bilayer
graphene in Fig. 4.4(b), the vectors described by Knmpq are shown in blue. The vectors
described by K1̄101 is drawn for illustration. The values that correspond to a possible MP are
those that fulfil |Knmpq| < k1 = k2 ' 4.69 nm−1 (specifically to the twisted bilayer graphene
example). The Knmpq values exhibit a sixfold rotational symmetry, as does the MP in real
space in Fig. 4.3(c).
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A consequence of the Fourier transform is that for each reciprocal vector K, the opposite
vector −K also exists containing the same information about the geometry of the modulation
(period and orientation). For this reason, to describe the MPs in this model, only the positive
values Re(Knmpq)≥ 0 are considered. The 3 values of Knmpq that are the closest to the origin
are the MP vectors. Using such scheme is found to be sufficient to model accurately the MPs
observed in real VDWHs (see section 4.3). In section 4.4 the model is generalised to all the
Knmpq complex values. In Fig. 4.4(c), these MP vectors are shown as blue circles.
Null vector of the reciprocal lattices If one of the two reciprocal vectors used in the
difference vector is null (n,m = 0 or p, q = 0) the resulting K00pq and Knm00 are
K00pq =Opq −U00 =Opq (4.20)
Knm00 =O00 −Unm =−Unm =U n̄m̄ (4.21)
describing the reciprocal lattices of the over- and the underlayer, respectively. This means
that the periods corresponding to K00pq and Knm00 are shorter (e.g. n = 1, m = 2) or equal (e.g.
n = 1, m = 0) to the lattice constants, and so do not represent a MP. Note that the K0000 = 0,
which represents a MP with an infinite period and undefined angle. The null vectors can
therefore be excluded in the difference vector calculation.
4.2.3 Function MP.m
Practically, to apply these ideas to an arbitrary pair of under- and overlayers it is necessary
to design an algorithm (implemented in MATLAB) that captures the essential features of the
model. The inputs of the function are the following: R1, R2, ω, R′1, R
′
2, ω
′, θ and kr. The
function ‘MP.m’ was designed according to the following scheme:
1. The complex numbers acting as the unit-vectors of the reciprocal lattices K1, K2, K ′1
and K ′2 are computed with equations (4.13)-(4.16).
2. The matrices U and O are generated from K1, K2, K ′1 and K
′
2, using equations (4.13)−(4.16).
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3. The matrices U and O, identical to U and O respectively, ‘trimmed’ from the values
larger than kr, are obtained.
4. The Knmpq values are calculated for |n,m, p, q| ≤ N using equation (4.19).
5. The values of K that fulfil (i) Re(Knmpq) > 0 and (ii) |Knmpq| <min(k1,k2,k′1,k′2) are
sorted in a list, and the three values that are the closest to origin are selected. These
values are the MP vectors. Note that there can be up to three MP vectors, and any
other number of MP vectors below 3 is possible.
6. Finally, the values of the periods λ and angles δ are calculated using equations (4.7)
and (4.8).
Figure 4.4(d) shows the output of MP.m using R1 = R2 = R′1 = R′2 = 2.461 (in Å) and
ω = ω′ = 120 (in degrees), θ = 6 (in degrees) and kr = 5 (in nm−1). The values of the periods
and fringe angles are given. The values of λ agree exactly with the periods given by the
previous hexagonal analytical model [174, 254]. Note that N = 1 or 2 is usually sufficient
to obtain the MPs modeling the observations (as will be discussed in section 4.3). When kr
is carefully chosen, the value of N can be set to an arbitrary large value (as high as the
computation power reasonably allows), because the U and O obtained will discard points of
the reciprocal lattices larger than the cut-off.
4.2.4 Function MPtheta.m
The next step is to generate the values of λ and δ for a range of rotation angle θ allowing
λ(θ) and δ(θ) to be plotted. The function ‘MPtheta.m’ is then designed which calculates the
MPs using the ‘MP.m’ function, this time for a range of rotation angles specified by θ0, θ1 and




′, θ1, θ2, ∆θ and kr. The algorithm is:
1. The function MP.m is used for R1,R2,ω,R′1,R
′
2,ω
′, θ1, and kr; the output ordered in a
table with 3 columns for θ, λ and δ, respectively
2. Entries are added successively to the table by using the function MP.m with the same
inputs except that the jth iteration uses θ = θ1 + j∆θ where j ≥ 1 ∈N until θ ≥ θ2.
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Figure 4.5: MPtheta.m output for twisted bilayer graphene, from θ0 =−90◦ to θ1 = 90◦ with
a step of ∆θ = 0.5◦ (squares). (a) Period λ(θ) and (b) fringe angle δ(θ). The cut-off is kr = 5
nm−1. In (a) and (b) λ and δ are also obtained using Hermann’s model [174] (black solid line).
3. λ(θ) and δ(θ) are plotted. δ(λ) or the reciprocal vectors may also be obtained if required.
Example of bilayer graphene Figure 4.5 shows the output of MPtheta.m for the bilayer
graphene case (R1 = R2 = R′1 = R′2 = 2.461 Å, ω = ω′ = 120◦ and kr = 5 nm−1 for θ1 = −90◦,
θ2 = 90◦ with a step angle of ∆θ = 0.5◦). Figure 4.5(a) shows the period λ for an entire half
revolution of the overlayer. For any θ, the three periods λ have the same value (because of the
sixfold symmetry of the MPs in this case as shown in Fig. 4.3(c)). The periods diverge for θ = 0
and ±60◦. Because of the symmetry of the problem, λ(θ)=λ(−θ) (not always true). The angles
of the fringes δ(θ) are shown in Fig. 4.5(b), and the three fringe angles δ are 60◦ apart for
any θ. For any θ, there are three sets of fringes corresponding to the 3 MPs. From inspection
of Fig. 4.5(a) and (b) it is clear that the MPs of the twisted bilayer graphene possess a sixfold
rotational symmetry as λ(θ) = λ(θ+60◦) and δ(θ) = δ(θ+60◦). This model clearly reproduces
the experimental MPs observed on bilayer graphene systems [228, 234, 236, 254]. On a side
note, θ = 30◦ represents a special case of twisted bilayer graphene that has been studied for
its quasi-crystalline properties [256, 257].
Hermann model comparison The analytical model developed by Hermann [174] (see sec-
tion 3.2.2.2) can be used for the case of bilayer graphene because the two layers share the
same unit cell angle ω=ω′ = 120◦. The calculated period and angle using Hermann’s model
are displayed with solid lines in Fig. 4.5(a) and (b). The general method and Hermann’s
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Figure 4.6: Effect of kr on twisted bilayer graphene (θ = 6◦). Reciprocal space of under-
layer (black), overlayer (red) and the ensemble of difference vectors (blue) obtained with
kr = 5 nm−1 (a), kr = 10 nm−1 (b) and kr = 20 nm−1 (c). The blue circles are centred on the
origin and have a radius of kr.
model agree exactly for −30 < θ < 30◦ (note this is beyond the range of application of Her-
mann’s model as stated in [174]). Beyond that range, Hermann’s model gives unrealistic
values and clearly ignores the sixfold θ-symmetry of the bilayer. The advantage of the algo-
rithm over Hermann’s model here is that it reflects the symmetry of the problem, and is valid
for all θ.
4.2.5 Cut-off considerations
The influence of kr is now discussed1 for the same example (twisted bilayer graphene). Fig-
ure 4.6(a) shows the reciprocal lattices of under- and overlayer graphene (black and red re-
spectively) and the ensemble of difference vectors (blue), obtained using a kr slightly above
k1 ' 4.69 nm−1 (kr = 5 nm−1). The difference vectors Knmpq appear near the origin as a
hexagon as seen in previous sections. Figure 4.6(b) shows the reciprocal space of the same
superposition, except using a cut-off that is two times larger, kr = 10 nm−1. The difference
vectors now include higher orders of the reciprocal lattices, e.g. U20 and O11. A direct con-
sequence of this is that a larger number of difference vectors Knmpq are generated. These
are referred to as satellites and are also seen in diffraction experiments (e.g. RHEED). In-
terestingly, the satellites near the origin constitute now an outer ‘ring’ of vectors. Those that
1The trivial case of kr < k1 is not shown, where the ensemble of Knmpq is empty with the exception of K0000
because no other points of the reciprocal lattices are taken into consideration in such case.
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are the closest to origin for Re(k) > 0 (open blue circles) are still the same as in Fig. 4.6(a).
Finally, the value of kr is set to kr = 20 nm−1 in Fig. 4.6(c). An even larger number of satellite
vectors are generated, yet the obtained MP vectors are unchanged. For higher values of kr,
the satellite groups may start to overlap and this is discussed in more depth in section 4.4.2.
Summary The cut-off kr can be selected just slightly larger than the reciprocal lattice con-
stant (kr > max {k1,k2,k′1,k′2}) in order to account for at least the first order of the reciprocal
lattices. We find that this is sufficient to model the MPs observed in VDWHs (see section 4.3).
The assumption that kr can be chosen in this way is discussed in 4.4 and 4.6.
4.3 Modeling group-V VDWHs
In the previous sections, the general model was successfully tested on the well-known twisted
bilayer graphene system. To verify its validity on a broader set of symmetries (e.g. rectan-
gular/hexagonal), the method is tested for the experimentally observed MPs discussed in
chapter 3. This section is presented as follows; α-Sb on α-Bi (section 4.3.1), β-Sb on α-Bi
(section 4.3.2), MBi on α-Bi (section 4.3.3), α-Bi on HOPG (section 4.3.4), and α-Bi on MoS2
(section 4.3.5). The approach is identical for all the studied systems. First the reciprocal
lattices at the observed angle θ = θexp are visualised and the difference vectors calculated
with a kr just slightly larger than the first order reciprocal vectors. The periods and an-
gles are then calculated for a range of θ near the observed angle using MPtheta.m described
above. The curves are then compared with either the Hermann model when applicable or the
VESTA simulations, and to the experimental MPs. Finally, the results are summarised and
discussed in section 4.3.6.
4.3.1 α-Sb on α-Bi
As discussed previously in chapter 3, MPs on α-Sb were observed for VDWHs involving α-
Sb in three cases: (i) α-Sb on 2ML-α-Bi (on HOPG), (ii) α-Sb on 4ML-α-Bi (on HOPG) and
(iii) α-Sb on 2ML-α-Bi (on MoS2). These were independently analysed because of the slight
differences in the measured lattice constants in the same layers for the different cases. The
α-Sb crystals were highly aligned with the α-Bi underlayer lattice (θ = 0± 2◦). The MPs
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Figure 4.7: General model applied to α-Sb on 2ML-α-Bi (HOPG substrates). (a) Reciprocal
lattice for θ = 0◦. Binm are indicated in black and Sbpq in red. The cut-off kr is set to
only keep the first order vectors of the reciprocal lattices (kr = 2.5 nm−1, blue circle). The
difference vectors are shown in blue. (b) Magnification near the origin, showing K1010. (c)
same reciprocal space for θ = 2◦, where K01̄01̄ is now visible. MPtheta.m outputs λ(θ) (d) and
δ(θ) (e) (white squares). In (d) and (e) two experimentally observed periods (λexp, λ′exp) and
fringe angles (δexp, δ′exp) are displayed (blue and red), and λ and δ are also calculated using
the Hermann model [174] (solid lines).
were very similar (λ= 7−9 nm and δ∼ 90◦) with fringes perpendicular to the preferred α-Bi
island elongation axis (parallel to R1 referred to as Bi 〈11̄0〉 in previous literature [146–
151, 239]). The MPs were successfully modelled with VESTA simulations and the analytical
model (permitted here because ω=ω′ = 90◦). Here, we only focus on α-Sb on 2ML-α-Bi (grown
on HOPG) for conciseness as the results are very similar for the other cases. Nonetheless all
the lattice constants used in the model for different cases are given in Table 4.1 at the end of
this subsection.
Reciprocal lattices and MP for θ = 0 Figure 4.7(a) shows the reciprocal lattice of the two
layers for θ = θexp = 0◦ using the ‘optimised’ lattice constants from chapter 3 (see Table 4.1).
Two pairs of reciprocal vectors are very close: Bi10 and Sb10, and Bi01̄ and Sb01̄ (the latter in
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Underlayer 2ML-α-Bi 4ML-α-Bi 2ML-α-Bi
Substrate HOPG HOPG MoS2
R1 (Å) 4.513 4.497 4.544
R2 (Å) 4.760 4.860 4.870
R′1 (Å) 4.290 4.218 4.274
R′2 (Å) 4.760 4.860 4.870
θexp (◦) 0±2 (NA) 0±2 0±2
λexp (nm) 8.7±0.9 (7.9±0.4) 6.8±0.9 7.2±0.5
δexp (◦) 87±8 (68±9) 87±8 83±5
Table 4.1: Lattices used in the models for α-Sb (copied from Table 3.4 from section 3.3.1) on
various underlayers 2ML-α-Bi on HOPG, 4ML-α-Bi on HOPG and 2ML-α-Bi on MoS2. θexp,
λexp and δexp are indicated. The slightly rotated fringes/shorter period case observed in the
α-Sb on 2ML-α-Bi on HOPG are indicated between brackets. Note the precision, required
given the sensitivity on the simulated period.
fact almost superposed because R2 ' R′2). Higher order reciprocal vectors (e.g. Bi11 or Sb02)
are excluded for the difference vector calculation by setting kr = 2.5 nm−1. The difference of
the two reciprocal lattices vectors is shown in blue. Figure 4.7(b) is a magnification of the
reciprocal space near the origin, where the difference vector K1010 = Sb10 −Bi10 is clearly
visible. The inverse is λ1010 = 1/|K1010| = 8.68 nm, in agreement with λexp. The observed MP
is therefore thought to arise from the difference vector K1010.
Rotation angle dependence For rotation angles θ 6= 0, Bi01̄ and Sb01̄ are not superposed
and K01̄01̄ is non-zero, as shown in Fig. 4.7(c) for θ = 2◦. The function MPtheta.m is used
to plot λ(θ) and δ(θ). Figure 4.7(d) shows the evolution of the period λ1010 and λ01̄01̄. The
larger period λ011̄01̄ was unobserved in the experiments. The observed period λexp is shown
(blue square), and agrees with λ1010 for θ = θexp = 0◦. The case where the MP fringes were
observed with a slight rotation and shorter period is also shown (red square) and is shown to
correspond to θ =−1.2◦, consistent with section 3.3.1. The fringe angles δ1010 and δ01̄01̄ are
shown in Fig. 4.7(e). Again, the observed δexp (blue square) agrees with δ1010 for θ = θexp = 0◦.
The rotated MP fringes that were occasionally observed (red square) also agree with δ1010 for
θ =−1.2◦.
Hermann model and general model The Hermann model [174] is also applied with the
same lattice constants (solid line). The periods λ1010 and λ01̄01̄ and the fringe angles δ1010 and
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δ01̄01̄ from the general model agree exactly with the values obtained with Hermann’s model.
The algorithm developed in this chapter agrees with both Hermann’s analytical model and
the experimentally observed MPs. This is a good indication that the general model is valid
for rectangular/rectangular symmetries.
4.3.2 β-Sb on α-Bi
The hexagonal allotrope of antimonene, β-Sb, was also observed on α-Bi underlayers. In
section 3.3.2 the analysis was substrate-dependent, but the results were very similar and the
two cases (HOPG and MoS2 substrates) observed experimentally could be modeled very well
using only slightly different lattice constants, always within the experimental uncertainties.
Two distinct MPs were observed on β-Sb, λexp−1 = 4.7±0.5 nm and λexp−2 = 1.06±0.06 nm
at respectively δexp−1 =−39±8◦ and δexp−2 = 37±7◦ (for the MoS2 case). The general model
here is illustrated for the α-Bi underlayers grown on MoS2 substrate, but is also valid for
HOPG. The lattice constants used for modeling, and the observed periods and angles in the
β-Sb/α-Bi case are tabulated for the two different substrates (HOPG and MoS2) in Table 4.2
at the end of this section.
Reciprocal lattices Figure 4.8(a) shows the reciprocal lattices of α-Bi and β-Sb (black and
red respectively) for the observed angle of θ = θexp = 12◦. Several reciprocal lattice vectors
are close to each other: Bi01̄/Sb01̄, Bi10/Sb11̄ and in particular the pair Bi1̄1̄/Sb1̄0 where the
vectors have nearly the same coordinates. The difference vectors are obtained by discarding
the points of the two reciprocal lattices that are outside the cut-off kr = 3.5 nm−1 > |Sb01|.
The difference vectors indicated in blue and several candidate vectors near the origin are
obtained, corresponding to possible MPs. Figure 4.8(b) is a magnification of the region of the
reciprocal space near k = 0 and the three spots that are the closest to the origin are indicated
with their corresponding indices. One vector is particularly close to k = 0 and arises from the
difference vector K1̄1̄1̄0.
Rotation angle dependence The period related to K1̄1̄1̄0 is λ1̄1̄1̄0 = 4.57 nm and is in very
good agreement with the observed λexp−1 = 4.7±0.5 nm. The two other MP vectors lead to
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Figure 4.8: MPs of β-Sb/α-Bi using the general model. (a) Reciprocal lattices for θ = 12◦ us-
ing the optimised lattice constants in the MoS2 substrate case. The α-Bi and β-Sb reciprocal
vectors that are close to another are indicated (black and red respectively). The lattice aris-
ing from the difference of the under- and overlayer reciprocal vectors is shown in blue. (b)
Magnification near the origin, where the MP vectors are indicated. MPtheta.m output λ(θ)
(c) and δ(θ) (d) (black). The observed MPs are also displayed in (b) and (c) in solid blue and
red squares. The results of the VESTA simulations presented in chapter 3 are also added
(open blue and red squares).
smaller periods and are relatively close to each other: λ1011̄ = 1.09 nm and λ0101 = 1.01 nm,
and it is not clear which of the two corresponding MPs was observed experimentally as both
agree with λexp−2 = 1.06±0.06 nm. The function MPtheta.m is used to generate λ and δ for
θ = [8...22◦] with a step angle ∆θ = 0.1◦. Figure 4.8(c) shows the angular dependence of λ1̄1̄1̄0,
λ1011̄ and λ01̄01̄. λ1̄1̄1̄0 is the largest period for most of the range used here and peaks at
θ = 12.8◦, which interestingly is in very good agreement with the observed θexp = 12±3◦. The
calculated fringe angles are shown in Fig. 4.8(d). The observed δexp−1 agrees very well with
δ1̄1̄1̄0 for θ = θexp = 12◦. Likewise, the other observed fringe angle (δexp−2) agrees with δ1011̄,
and it is now clear that the experimentally observed M2 originates from K1011̄.
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Underlayer 2ML-α-Bi 2ML-α-Bi
Substrate MoS2 HOPG
R1 (Å) 4.480 4.540
R2 (Å) 4.830 4.750
R′1 (Å) 4.080 4.060
θexp (◦) 12±3 12±3
λexp−1 (nm) 4.7±0.5 4.8±0.5
δexp−1 (◦) −39±8 −34±10
λexp−2 (nm) 1.06±0.06 1.06±0.04
δexp−2 (◦) 37±6 42±6
Table 4.2: Summary table for β-Sb overlayers, copied from Table 3.6 in section 3.3.2. The op-
timised lattice constants and rotation angles θ for the two substrates (MoS2 and HOPG) and
the experimentally observed periods λ1 and λ2 as well as the angles δ1 and δ2 are indicated.
VESTA simulations and general model The results of the VESTA simulations from
chapter 3 are also displayed in Fig. 4.8(c) and Fig. 4.8(d). The simulations of M1 (open blue
squares) and M2 (open red squares) agree very well with K1̄1̄1̄0 and K1011̄ respectively. The
small deviations are attributed to the manual approach of the VESTA simulations. The case
of β-Sb/α-Bi here is an indication that the general method is accurate not only for hexag-
onal/hexagonal and rectangular/rectangular symmetries as discussed in sections 4.2.4 and
4.3.1, but also for mixed symmetry cases.
4.3.3 MBi on α-Bi
The monolayer bismuthene (MBi) is a 2D allotrope of Bi with a rectangular unit cell [239]
and was observed on 2ML-α-Bi initially deposited on HOPG substrates as discussed in sec-
tion 3.3.3. The experimental lattice parameters were R1 = 4.0±0.2 Å and R2 = 4.1±0.3 Å,
significantly contracted with respect to the α-Bi structure. The MP was characterised with
λexp−1 = 1.9±0.2 nm and λexp−2 = 3.1±0.3 nm. The two fringes were nearly perpendicular
to each other, with δexp−1 = 2.5±2.1◦ and δexp−2 =−80±10◦. The rotation angle was directly
measured via STM (θ = 1±3◦) based on the atomically resolved STM images. After tip mod-
ification of the MBi layer the fringes of M1 appeared rotated (δ1TM = 20±4◦) with a similar
period (λ1TM = 1.9± 0.3 nm). After tip modification, the other fringes M2 and the atomic
information could not be resolved.
Using both the analytical model developed by Hermann [174] and the VESTA simulations
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the MPs were modelled with very good agreement using a slightly contracted MBi unit cell
where R1×R2 = 3.97×3.82 Å2 and θ = 0.5◦. The MPs after tip modification were successfully
modelled with a rotation of the MBi layer, where θTM = 4.1◦. Here, the general model is tested
on the MBi/α-Bi case.
Reciprocal lattices Figure 4.9(a) shows the reciprocal lattices of α-Bi and MBi at the ob-
served angle of θ = 1◦. Because of the shared symmetry ω=ω′, comparable lattice constants
and small rotation angle, the reciprocal vectors Bi10 and Bi01̄ are very close to MBi10 and
MBi01̄ respectively. The cut-off is set to account for the first orders of the reciprocal vectors
only (kr = 3.0 nm−1). The difference vectors are shown in blue. Figure 4.9(b) is an expanded
view of the reciprocal space near the origin and the two distinct MP vectors are clearly vis-
ible, K1010 and K0101. Their corresponding periods are λ0101 = 1.95 nm and λ1010 = 3.14 nm
in good agreement with λexp−1 and λexp−2 respectively. The agreement justifies the use of
kr and the exclusion of reciprocal lattice higher orders (e.g. Bi11/MBi11) for the difference
vector calculation.
Rotation angle dependence The MPs are then calculated with the MPtheta.m function
for rotation angles θ = [−5 ...+10◦], with ∆θ = 0.5◦ and kr = 3.0 nm−1. Figure 4.9(c) shows
the calculated periods λ1010 and λ01̄01̄. The two periods peak at θ = 0 and λ01̄01̄ is relatively
constant for the considered range. The observed M1 and M2 before tip modification are
indicated in Fig. 4.9(c) and agree well with the calculation for θ = θexp = 1.0◦. Figure 4.9(d)
shows the calculated fringe angles and again the agreement with the observations is valid.
The experimental MPs M1 and M2 prior to tip modification correspond respectively to K01̄01̄
and K1010 for the rotation angle θ = θexp = 1.0◦. The period and angle of the MP after tip
modification (M1TM) are indicated in Fig. 4.9(c) and (d) and agree with K01̄01̄ for the rotation
angle θ = 4.1◦.
Hermann model and general model Periods and fringe angle were also calculated via
the Hermann model [174] and displayed in Fig. 4.9(c) and (d) (solid lines). The general model
and Hermann’s model are in exact agreement both for λ and δ. Again, the general model is
valid for rectangular/rectangular crystalline symmetries.
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Figure 4.9: MPs on MBi/α-Bi using the general model. (a) Reciprocal lattices of the α-Bi
underlayer (black) and MBi overlayer (red) using the optimised lattice constants from chapter
3. The first order reciprocal spots are indicated on the figure, and the difference vectors are
in blue. (b) Magnification near the origin, the MP vectors K1010 and K01̄01̄ are indicated.
MPtheta.m outputs for λ(θ) (c) and δ(θ) (d). The observed MPs (M1, M2 and M1 after tip
modification) are plotted and indicated in (c) and (d) (white squares). The period and fringe
angles are also calculated using Hermann’s model [174] (solid lines).
4.3.4 α-Bi on HOPG
As discussed in section 3.3.4, α-Bi layers also have clear MPs visible in STM images, both
if grown on HOPG or MoS2. For the α-Bi/HOPG case, the unique experimental MP was
characterised with λexp = 3.2±0.4 nm and δexp =−54±5◦. Modeling was successfully achieved
with VESTA simulations for θ = 29.6◦ which is in very good agreement with the observed
rotation angle θexp = 30±5◦. The lattice parameters of α-Bi had to be expanded very slightly
in the simulations with respect to the observations, in order to yield a simulated period that
agrees perfectly with λexp. The values of the lattice parameters of both α-Bi/HOPG and
α-Bi/MoS2 systems are given in Table 4.3.
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Figure 4.10: MPs on α-Bi/HOPG using the general model. (a) Reciprocal lattices of HOPG
(black) and α-Bi (red) using the optimised lattice constants from chapter 3. The reciprocal lat-
tice vectors that have similar coordinates are indicated. The difference vectors (kr = 5 nm−1)
is shown in blue. (b) Magnification of (a) near the origin. MPtheta output λ(θ) (c) and δ(θ)
(d) (black squares). In (c) and (d) the observed MP is shown (solid blue square) and VESTA-
simulated values are plotted too (open squares). The inset in (c) shows the same plot with a
different scale.
Reciprocal lattices The reciprocal lattices of HOPG (Cnm) and α-Bi (Bipq) are shown in
Fig. 4.10(a), using the optimised lattice constants from chapter 3 and the observed rotation
angle of θ = θexp = 30◦. Because the lattice constants of HOPG (R1 = R2 = 2.461 Å) are
significantly smaller than α-Bi (experimentally R1 × R2 = 4.54× 4.75 Å2), there is a large
difference in coordinates between e.g. C10 and Bi10. However the vector pairs C1̄0/Bi2̄0,
C01̄/Bi1̄2̄ and C1̄1/Bi1̄2 are very close together. The difference vectors Knmpq (using a cut-off
just slightly larger than k1, i.e kr = 5 nm−1) are shown in blue. Figure 4.10(b) is an expanded
view near the origin, where three reciprocal coordinates of the candidate MP are observed.
The three difference vectors K1̄02̄0, K01̄1̄2̄, and K1̄11̄2, corresponding to the vector pairs just
mentioned, are indicated in the figure. Of these, only K1̄02̄0 is a serious candidate to model
the observations, as λ1̄02̄0 = 1/|K1̄02̄0| = 3.22 nm. The two other periods are λ01̄1̄2̄ = λ1̄112 =
4.67 nm, significantly larger than λexp = 3.2 nm.
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Rotation angle dependence The MPs originating from the difference vectors of the three
pairs of reciprocal vectors described in the previous paragraph are investigated for a range
of values near θexp. Figure 4.10(c) shows the evolution of the three periods. Interestingly,
the periods λ01̄1̄2̄ and λ1̄11̄2 peak at a value of λ = 18.4 nm respectively at θ = 27.5◦ and
θ = 32.5◦ (see inset in Fig. 4.10). λ1020 is maximised for θ = θexp = 30◦. Figure 4.10(d) shows
the evolution of the fringe angles δ for the three considered MP vectors. The calculated
δ1̄02̄0 agrees very well with the observation for θ = θexp = 30◦. The observed MP is therefore
attributed to K1̄02̄0.
VESTA simulations and general model The VESTA simulations were undertaken for
θ = [27...32◦] and the results in terms of λ and δ are also plotted respectively in Fig. 4.10(c)
and (d). The agreement with λ1̄02̄0 and δ1̄02̄0 is very good. Again the deviation of the VESTA
periods and angles from their calculated counterparts is due to the manual measurement
during the simulations. This further confirms the validity of the general model developed in
this chapter for rectangular/hexagonal symmetries.
4.3.5 α-Bi on MoS2
The α-Bi lattice constants do not change significantly whether deposited on HOPG or MoS2
substrates. However the lattice parameter of MoS2 is about 28% larger than HOPG, and
therefore the MPs are expected to differ significantly. The α-Bi was found to be nearly aligned
with the zig-zag direction of MoS2 (the measured rotation angle was θexp = 0.3±0.6). The
experimentally observed MPs differed significantly from the α-Bi/HOPG case, as three clear
MPs were observed. The fringes of M1 (λexp−1 = 2.22± 0.07 nm) were nearly parallel to
the α-Bi R′1 direction (δexp−1 = 4±2◦) and two shorter but identical periods (λexp−2 = 0.99±
0.05 nm, λexp−3 = 1.00±0.05 nm) were observed with different orientations (δexp−2 =−79±2◦,
δexp−3 = 75±2◦). These values are tabulated in Table 4.3.
The observations were modelled with great precision using the experimental lattice con-
stants in VESTA simulations. The rotation angle of θ = 2.7◦ was found to simulate MPs
that were nearly identical to the experimentally observed ones, both in terms of periods and
angles. However for consistency the general method is tested for the α-Bi/MoS2 case below.
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Figure 4.11: MPs on α-Bi/MoS2 using the general model. (a) Reciprocal lattices of MoS2
(black) and α-Bi (red) using the measured lattice constants. The reciprocal lattice vectors
that have similar coordinates are indicated. The difference vectors (kr = 4.5 nm−1, blue
circle) is shown (blue dots). (b) Magnification of (a) near the origin. MPtheta outputs λ(θ)
(c) and δ(θ) (d) (black). In (c) and (d) the observed MPs are shown (solid blue, red and green
squares) and VESTA-simulated values are plotted (open squares).
Reciprocal lattices Fig. 4.11(a) shows the reciprocal lattices of MoS2 (black) and α-Bi
(red), using the experimentally observed lattice constants and rotation angle θ = 0.3◦. Here
again the very large mismatch between the layers (∼ 50 %) is such that the first order points
of the reciprocal lattices are far apart. However linear combinations of α-Bi reciprocal vectors
such as Bi02̄,Bi1̄1̄ and Bi1̄1 are close to Mo01̄, Mo1̄0 and Mo01̄, respectively. To avoid taking
into account higher order reciprocal vectors, the cut-off value is set to kr = 4.5 nm−1. Figure
4.11(b) is a magnification of (a) near the origin where the three MP vectors K01̄02̄, K1̄01̄1̄ and
K1̄11̄1 are indicated. The periods are λ01̄02̄ = 2.20 nm, λ1̄01̄1̄ = 1.00 nm and λ1̄11̄1 = 1.03 nm,
consistent with the observations.
Rotation angle dependence The agreement with the observed periods is established but
for consistency with the other treated VDWHs the values of λ0102, λ1011 and λ11̄11̄ are calcu-
lated for θ = [−10...+10◦] with a step angle ∆θ = 0.1◦. λ0102 is the largest of the three periods
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Underlayer. HOPG MoS2
R1 (Å) 2.461 3.161
R′1 (Å) 4.565 4.53
R′2 (Å) 4.750 4.87
θexp (◦) 30±5 0.3±0.6
λexp−1 (nm) 3.2±0.4 2.22±0.07
δexp−1 (◦) −54±5 4±2
λexp−2 (nm) NA 0.99±0.05
δexp−2 (◦) NA −79±2
λexp−3 (nm) NA 1.00±0.05
δexp−3 (◦) NA 75±2
Table 4.3: Summary table for α-Bi both on HOPG and MoS2 (copied from Table 3.9 in section
3.3.4). The optimised lattice constants used in the model and the experimentally observed
periods λ and angles δ are indicated.
and is maximised for θ = 0. This is not very surprising given that Mo01̄ and Bi02̄ are aligned
(along the y axis) for θ = 0, and for θ 6= 0 the difference vector K01̄02̄ = Bi02̄ −Mo01̄ is longer.
The two other periods remain in the range 0.5−1.5 nm for the considered rotation angles.
Figure 4.11(d) shows the evolution of the three calculated fringe angles. δexp−1, δexp−2 and
δexp−3 are also in excellent agreement with respectively δ01̄02̄, δ1̄11̄1 and δ1̄01̄1̄ for θ = 0◦.
Agreement with the VESTA simulations To verify the agreement with the VESTA sim-
ulations λ and δ are simulated for θ = [−2...2◦] as shown in Figs. 4.11(c) and 4.11(d), respec-
tively. The simulated MPs M1, M2 and M3 clearly agree with the calculated K01̄01̄, K1̄11̄1
and K1̄01̄1̄. The unambiguous correspondence with the general model once again confirms
the algorithm validity for understanding the MPs in rectangular/hexagonal heterobilayers.
4.3.6 Summary
The general method described in this chapter models the MPs observed in the experiments.
When possible, the λ(θ) and δ(θ) obtained from Hermann’s model were found to agree with
those calculated with the general model. The method relying on the reciprocal lattices en-
compasses Hermann’s analytical model for it does not require restrictive conditions. The MPs
emerging from (i) mixed symmetry stacking, (ii) for any arbitrary rotation angle and (iii) for
scaling ratios R′/R larger than 1.2 (∼ 2 in section 4.3.4) can be successfully modelled. The
algorithm also largely supersedes the real-space ball-and-stick simulations using VESTA, in
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particular in terms of rapidity and precision. The origin of the observed MPs (again in terms
of geometry only) can now be understood with a pair of reciprocal vectors, each belonging to
the under- and overlayer.
4.4 Deeper understanding of the model
4.4.1 Reciprocal space circles
The introductory sections 4.1 and 4.2 were illustrated with the twisted bilayer graphene case.
Here, a more general example is used to understand the structure of the difference vectors
in the reciprocal space.
Tracing the difference vectors for a general case The difference vectors Knmpq for a
fixed n,m, p, q (using the complex notation of equations (4.13-4.16) and (4.19)) is given by
Knmpq = p ·K ′1ei(θ+ω
′+π/2) + q ·K ′2ei(θ+π/2) −n ·K1ei(ω−π/2) −m ·K2e(iπ/2). (4.22)
As θ is changed, the Knmpq vector describes a circle centred at the −nk1 −mk2 coordinates
with a radius |pk′1 + qk′2|. We illustrate this below with an example.
Case of β-Sb on α-Bi The case of β-Sb on α-Bi is discussed here because it is a general
case (mixed symmetry and different lattice constants). Figure 4.12(a) shows the points of
the reciprocal lattice of the underlayer (squares) and the overlayer (red diamonds) for θ = 0.
The difference vectors are calculated using a cut-off kr = 3.5 nm−1, just slightly above |Sb01|
(same value used in section 4.3). The construction of the difference vector K1̄1̄01̄ and is shown
as an example. We now focus on the behaviour of all the Knmpq vectors as θ is varied (shown
in light grey in Fig. 4.12(a)). These can in principle be calculated for an entire θ = [0...360◦]
rotation, however, because the overlayer possesses a sixfold rotational symmetry, a rotation
in [0...60◦] is sufficient. As expected from equation (4.22), eight circles are generated, centred
at the coordinates of the eight points of the α-Bi reciprocal lattice Binm (without including the
null vector1). Their radii are identical and are equal to |Sb01| = |Sb10| = |Sb11̄| ' 2.83 nm−1.
1It has been shown in section 4.2.2 that including the null vectors in the calculation of the difference vectors
is not essential to understanding the MPs because it adds to the ensemble of difference vectors Knmpq several
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Figure 4.12: Reciprocal structures in a general superposition case. (a) Reciprocal vec-
tors of α-Bi (squares) and and β-Sb (red diamonds). An example difference vector K1̄1̄01
(dashed arrows) is indicated among all the other Knmpq (light grey), obtained with a cut-off
kr = 3.5 nm−1 (blue circle). (b) Trace of all the difference vectors Knmpq as θ rotates within
[0...60◦] (light grey), and some Knmpq vectors are displayed for some angles (coloured dots,
see legend). The null vectors Bi00 and Sb00 were not included in the calculation. The K1̄1̄pq
circle is indicated in green. (c) Trace of all the difference vectors Knmpq for the exact same
under- and overlayer and kr, except this time using the null vectors Bi00 and Sb00. The new
circle K00pq is indicated in purple. (d) Magnification from the dashed box in (b). Each Knmpq
arc is identified and uses the same colour scheme as in (b) and (c).
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Several values of Knmpq are highlighted for specific angles from θ = 0 to θ = 30◦ (see
legend). We focus on one circle, the K1̄1̄pq (indicated in light green), i.e. the one centred at
the coordinates Bi11 in Fig. 4.12(b). The six K1̄1̄pq values for θ = 0 are shown with black dots
and are each 60◦ apart, which includes the example K1̄1̄01 from Fig. 4.12(a) (black arrow).
The six difference vectors for θ = 0 are a copy of the β-Sb reciprocal vectors Sbpq for θ = 0,
translated by Bi11, i.e. to which are added the coordinates of Bi11 (or subtracted by Bi1̄1̄), as
per equation (4.22). For a different rotation angle, e.g. θ = 5◦, the 6 values of K1̄1̄pq remain
on the same circle, but are rotated by θ = 5◦.
Realistic moiré patterns The MPs that are observes experimentally are located in the
reciprocal space near the origin, as discussed in sections 4.1 and 4.3, and so the region in
the dashed box in Fig. 4.12(b) is expanded in Fig. 4.12(d). The visible arcs of circles are
labelled. Four Knmpq arcs (K1̄1̄1̄0, K1110, K1̄11̄1 and K11̄11̄) pass near the origin and represent
the MPs with the largest periods in the model (for the cut-off kr considered) and also exper-
imentally (λ1 ' 4.8 nm, see section 4.3.2). The four other circles (K1011̄, K1̄01̄1, K0101 and
K01̄01̄) are further from the origin compared to the ones just described (K1̄1̄1̄0, K1110, K1̄11̄1
and K11̄11̄). In section 4.3.2, the observed MP (λ2 = 1.06 nm) was understood as emerging
from the difference vector K1011̄, located on the arc described by K10pq in Fig. 4.12(d).
Summary In summary, the concept of Knmpq arcs have been introduced. They correspond
to the vectors Knmpq observed as θ varies, shown to describe a circle centred at the underlayer
kn̄m̄ position with a radius k′pq.
4.4.2 Commensurability
The general model developed here does not require the physical layers to be either commen-
surate or incommensurate in real space. In fact the model ignores commensurability. The
irrelevant quantities (K0000 which is a null vector, and the reciprocal lattice vectors knm and k′pq, which cor-
respond to periods smaller or equal to the lattice constants). This is illustrated in Fig. 4.12(c) where the null
vectors have been included in the calculation of the Knmpq vectors. A new circle (centred at origin or radius
Sb10 = Sb10 = Sb11̄ ' 2.83 nm−1, shown in purple) is generated and corresponds to the K00pq vectors. The
Knm00 vectors are also obtained, and are the fixed underlayer reciprocal vectors (white squares). Again, these
added Knmpq vectors do not represent a physical MP, consistent with the discussion in section 4.2.2.
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positions of the Knmpq vectors continuously vary as the overlayer rotates, even if within the
considered rotation angle range, there is discrete set of angles that lead to a commensurate
superposition. However, we believe that commensurability is crucial in the model and it is
the reason why the cut-off kr must be chosen carefully. Here, we review the implications of
commensurability in reciprocal space, which emphasize the necessity of calculating the dif-
ference vectors Knmpq with an adequate cut-off kr. Note that this does not relate directly to
our experiments where commensurability is not important.
One dimension The superposition of two Dirac combs (spacing R1 and R2) is commensu-
rate if it is possible to find u,v ∈Z such that
uR1 = vR2. (4.23)
If the two combs are commensurate, the Fourier transform of the superposition is another
comb with a spacing K = 1uR1 =
1
vR2
with u,v coprime integers. The MP period in this case
is λ= 1K = uR1 = vR2. If the layers are incommensurate, the Fourier transform of the super-
position contains an infinite number of discrete Dirac distributions for any compact interval
considered.
Two dimensions In 2D, the two lattices are commensurate if it is possible to find a,b, c,d ∈
Z such that
aR1 +bR2 = cR′1 +dR′2. (4.24)
The comparison of a commensurate and incommensurate superposition is undertaken here
using the simple illustrative example of twisted bilayer graphene. It is known that θ ' 9.43◦
leads to a commensurate bilayer, whereas for example θ = 10.00◦ is incommensurate [258].
Figs. 4.13(a) and 4.13(b) show the real-space model of twisted bilayer graphene for θ = 9.43◦
and θ = 10.00◦ respectively. Each moiron occurs at a coincidence position where the atom of
the under- and overlayer atoms meet at the exact same (x, y) location in the case of the com-
mensurate superposition (see inset in Fig. 4.13(a)). In the incommensurate case displayed in
Fig. 4.13(b), with the exception of (x, y)= (0,0) there is no coincidence position.
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Figure 4.13: Twisted bilayer graphene: commensurate (θ = 9.43◦) and incommensurate (θ =
10.00◦) cases. Real-space ball-and-stick models (a,b), reciprocal spaces using kr = 5 nm−1
(c,d) and kr = 25 nm−1 (e,f). The rotation angles are displayed on the corresponding panels.
The insets in (a) and (b) are magnified views near a moiron, showing respectively coincidence
(circle) and mismatching of the layers. The inset in (f) is a magnification taken from the black
square (width: 2 nm−1). The open blue circles are the Knmpq selected by the program as the
MP vectors values that are the closest to k = 0. In the inset in (f) for kr = 25 nm−1, the Knmpq
values corresponding to the real-space MPs are shown in open circles, the ones obtained with
an overestimated kr are shown in orange.
The corresponding reciprocal lattices and the ensemble of difference vectors using a cut-
off that is slightly above the initial reciprocal vectors (kr = 5 nm−1) are shown in Figs. 4.13(c)
and (d). The difference vectors only differ minutely. The MP periods are respectively λ9.43◦ =
1.29 nm and λ10.00◦ = 1.22 nm, in agreement with the real-space periods visible in Fig. 4.13(a)
and 4.13(b).
Now the calculation of all the difference vectors Knmpq is performed using a cut-off that is
∼ 5 times larger than k1 = k2 ' 4.69 nm−1 (kr = 25 nm−1). Figure 4.13(e) shows the reciprocal
space for the commensurate case. Interestingly, the ensemble of Knmpq is now an ordered lat-
tice with the basis vectors K0101 and K1010 which are unchanged with respect to Fig. 4.13(c).
The groups of Knmpq satellite vectors near the individual Unm and Opq overlap, meaning
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that many Knmpq vectors reach the same positions in reciprocal space. The incommensurate
case for a large cut-off (kr = 25 nm−1) is fundamentally different as shown in Fig. 4.13(f).
The structure of all the Knmpq vectors in that case is not that of an ordered lattice, instead
it is a rather complicated structure. Importantly, there are now several difference vectors
Knmpq that are closer to the origin than the Knmpq vectors in Fig. 4.13(d). In the inset of
Fig. 4.13(f) the Knmpq vectors obtained with kr = 5 nm−1 are shown in white and those that
are the closest to origin are indicated in orange. These additional vectors yield λ = 1.69 nm
(about 40% larger than for kr = 5 nm−1), which does not correspond to the real-space period
of the MPs.
Summary In the incommensurate cases it is necessary to keep a small value of kr to model
the MPs correctly. It is always possible to find a pair of arbitrary large reciprocal vectors of
the under- and overlayer that are close enough to yield any arbitrary small Knmpq. In the
case of commensurate layers (not experimentally realised in this thesis), the value of kr
can be set to any arbitrary larger value because the ensemble of difference vectors Knmpq
constitute a lattice where the values closest to k = 0 can be seen as base vectors.
4.5 Analytical solution
During the work on the general model it was realised that the problem of finding the re-
ciprocal coordinates (or wave-vector) of the MPs could be generalised analytically under the
conditions that orders (n,m) and (p, q) of the overlayer and underlayer reciprocal vectors
that lead to the MP of interest are known. It can be demonstrated (using λnmpq = 1|Knmpq|
and equation 4.6) that the period (for any rotation angle θ, any indices n,m, p, q and lattice
parameters and unit cell angles ω1 and ω2) is given by
λnmpq = 1√
κ21 +κ22 +κ′21 +κ′22 −2∆
(4.25)
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where
∆= κ1 κ2 cos(ω)+κ1 κ′1 cos(θ+ω)
+κ2 κ′2 cos(θ)+κ′1 κ′2 cos(ω′)
−κ1 κ′2 cos(θ−ω′)−κ2 κ′1 cos(θ+ω′)
(4.26)
and κ1,κ2,κ′1 and κ
′
2 are given by
κ1 = nK1 = nR1 sinω
(4.27)
κ2 = mK2 = mR2 sinω
(4.28)








The fringe angle (in rad) is given by
δnmpq = tan−1
(
κ1 cosω−κ2 −κ′1 cos(θ+ω′)+κ′2 cosθ





Note that the expression for λnmpq is equivalent to Hermann’s equation (4.1) when ω= 120◦
and n = 1, m = 0, p = 1, q = 0.
Symmetry The real-space lattice definitions in this thesis implies that the overlayer ro-
tated by 180◦ is identical to the non-rotated overlayer (R′1 becomes −R′1 and R′2 becomes
−R′2). This implies that the MPs are invariant upon a half-rotation symmetry, and this is
not visible in equation (4.25) and (4.31), as the two equations are 2π periodic only. It is nec-
essary to consider both the Knmpq and Knmp̄q̄ simultaneously (both existing together in the
reciprocal space) in order to model the MPs as the overlayer rotates.
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Figure 4.14: Half-revolution symmetry. (a) Reciprocal lattices of the underlayer (black) and
overlayer (red) for the twisted bilayer graphene case for θ = 15◦. The two vectors K1̄01̄0 and
K1̄010 are constructed as an example (dark and light blue). (b) Reciprocal lattices of the same
system for θ =−165◦, i.e. for a half rotation of the overlayer. The two difference vectors are
swapped from (a). The cut-off circle is shown in both panels with kr = 5 nm−1. (c) Calculated
λ1̄01̄0 (dark blue) and λ1̄010 (light blue).
Example Figure 4.14 illustrates this idea for the case of bilayer graphene, for two rotation
angles separated by 180◦. Figure 4.14(a) shows the reciprocal lattices displayed for θ = 15◦,
and two vectors K1̄01̄0 and K1̄010 are constructed (arrows) as an example. The difference
vector K1̄01̄0 is one of the three MP vectors, but K1̄010 is not and in fact corresponds to a period
that is smaller than the real-space lattice constants as it extends beyond kr = 5 nm−1. Figure
4.14(b) represents the two reciprocal lattices for θ = −165◦, i.e. after a half-revolution. The
overlayer reciprocal lattice is unchanged because of the symmetry, however the MP vector is
now K1̄010 as it is very close to origin, and K1̄01̄0 extends beyond the cut-off circle. The two
difference vectors are in fact swapped upon a half-revolution of the overlayer, as discussed in
the previous paragraph. The calculated periods that corresponds to the two Knmpq discussed
here are shown as a function of θ for the entire 360◦ rotation in Fig. 4.14(c). As discussed
previously, λnmpq for one set of n,m, p, q indices is not 180◦-periodic. Here, λ1̄01̄0 diverges for
θ = 0 but has a very small value for θ = 180◦. The other period λ1̄010 is equal to λ1̄01̄0 shifted
by 180◦. To obtain the sixfold symmetry of the MP that occurs in bilayer graphene, the other
reciprocal vectors described by O01, O11̄, etc. must be taken into account.
Summary In order model the half-revolution symmetry of the superposition, it is impor-
tant to compute the periods and angles associated with both Knmpq and Knmp̄q̄.
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Figure 4.15: (a) Moiré roses for bilayer graphene for (a) kr = 6 nm−1, (b) kr = 12 nm−1 and
(c) kr = 18 nm−1. Moiré roses for α-Bi on HOPG for (d) kr = 6 nm−1, (e) kr = 12 nm−1 and (f)
kr = 18 nm−1.
4.6 Moiré Rosettes
We conclude by describing curious patterns observed in the reciprocal space by choosing cut-
off values kr that are much larger than those required to model the MPs observed in the
experiments. These structures relate to the reciprocal circles that have been described ear-
lier in section 4.4 for the example of β-Sb on α-Bi. Here, we illustrate a few examples of
such resulting patterns, designated in this thesis as moiré rosettes (for their accidental re-
semblance to Islamic and Christian rosettes). The moiré rosettes are defined as the traces of
all the Knmpq(θ) for kr À k1,k2,k′1,k′2.
The circles generated by all the difference vectors in a 360◦-rotation of the overlayer for
the case of twisted bilayer graphene are displayed in Fig. 4.15(a) using a cut-off value of
kr = 6 nm−1 (i.e. only considering the first order reciprocal vectors) and without the inclusion
of the null vectors. It is made up of 6 circles of radii k = k1 ' 4.69 nm−1 and centred at Knm
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coordinates. The circles cross the origin indicating that λnmpq diverges for several values of
θ. Increasing the value of kr (i.e. using higher order vectors in the calculation of Knmpq)
dramatically increases the level of complexity of these reciprocal structures becoming moiré
rosettes, as shown in Figs. 4.15(b) and 4.15(c), for respectively kr = 12 nm−1 (second orders
included) and kr = 18 nm−1 (third orders included).
Figure 4.15(d) shows the moiré rosette obtained for α-Bi/HOPG (using the first orders of
HOPG only, kr = 6 nm−1). Again, the complexity of the traces increases dramatically with
increasing the cut-off kr as shown for kr = 12 nm−1 and kr = 18 nm−1 in Figs. 4.15(e) and
4.15(f).
It is important to note that the appearance of the moiré rosettes is also dependent upon
the display properties on the screen, in particular the size and opacity of the markers (or
line). However at this stage these mathematical objects and must be treated as a curiosity,
their properties are unknown and extend beyond the scope of this thesis. Studying the moiré
rosettes as a function of the symmetry of the layers considered would be a first focus of
interest, and the study of these objects by varying the lattice constants could also be fruitful
as it was found that the moiré rosettes are very sensitive upon slight variations of the lattice
parameters (not shown). Their potential fractal properties could be investigated as well.
4.7 Discussion and conclusion
4.7.1 Summary of the general model
In this chapter, a general approach was developed to determine the geometry (period λ and
angle of the fringes δ) of the MPs generated by the superposition of any pair of 2D lattices.
The model does not require the layers to be commensurate or incommensurate. The concept
is similar to that developed in previous work for optical gratings [250–252], but was adapted
for the case of 2D lattices. The possible MPs are understood as difference vectors of the
under- and overlayer reciprocal lattices. The MPs that are visible at a given rotation angle
are the difference vectors that are the closest to origin.
An algorithm was developed to yield λ and δ from the lattice constants of both under-
and overlayer, their respective unit cell angles and the cut-off kr for a chosen rotation angle
4.7. DISCUSSION AND CONCLUSION 119
θ. The value of kr is obtained after inspection of the reciprocal lattices and requires critical
assessment to represent the MPs that are visualised via either STM or in ball-and-stick
simulations using VESTA. The algorithm yields the curves λ(θ) and δ(θ), and were tested
against the well-established model developed by Hermann [174]. The results were found
to agree exactly for both hexagonal/hexagonal (in particular twisted bilayer graphene) and
rectangular/rectangular (using the α-Sb/α-Bi and MBi/α-Bi examples) systems within the
range of validation of the Hermann’s model. The algorithm outperforms Hermann’s model
because it does not require a specific pair of lattice symmetry, and no limits on either θ or the
scaling factors were necessary.
The agreement with the previous VESTA simulations (for β-Sb/α-Bi, α-Bi/HOPG and
α-Bi/MoS2) in the case of mixed symmetry stacking (hexagonal/rectangular and vice versa)
was also clear. The improvement from the VESTA simulations is also clear, as the algorithm
is faster and more accurate because no human interpretation of the real-space ball-and-stick
models are required. The modeling methods presented in chapter 3 are clearly superseded
with the universal model discussed in this chapter.
The general model can be expressed in analytical form, which makes it possible for any-
one to predict the geometry of the MPs that may arise from the superposition of any 2D
crystals at a given rotation angle θ. It is required in that case to know which pair of re-
ciprocal vectors may interfere leading to the MP of interest (i.e. the n,m, p, q indices). The
concept of ‘moiré rosettes’ was finally presented, and are today only mere aesthetic curiosi-
ties. Further work may indicate whether these objects can be interesting or functional in any
way.
4.7.2 Discussion
Rotation angle at the periods maxima The MPs observed in this thesis are consistent
across multiple islands and samples indicating preferred orientations of the overlayers with
respect to the underlayer in VDWHs. The observed overlayers seem to be oriented so as to
maximize the period of their MP. Indeed for all cases shown in this chapter (α-Sb/α-Bi in
Fig. 4.7, β-Sb/α-Bi in Fig. 4.8, MBi/α-Bi in Fig. 4.9, α-Bi/HOPG in Fig. 4.10 and lastly
α-Bi/MoS2 in Fig. 4.11), the observed rotation angle is nearly exactly at the position of a
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maximum of λ(θ). Only very rarely a deviation of a few degrees (up to ∼ 4◦) was observed,
either ‘naturally’ (e.g. slightly misaligned α-Sb layer on α-Bi where the MP fringes appeared
slightly rotated, see Fig. 3.11 in section 3.3.4), or via deliberate attempts to test the 2D crystal
stability (rotated MBi by a few degrees after increasing the tip-sample interactions during
STM imaging, see Fig. 3.15 in chapter 3.3.3). To explain this phenomenon it is hypothesised
that the elastic deformation energy of the overlayer is minimised when the period of the MP
is maximised (therefore providing higher stability). This preferred orientation is presumably
determined during the initial growth of the islands, so as to minimise strain. A good example
is the comparison of α-Bi/HOPG and α-Bi/MoS2, where θ in the two cases clearly differs and
α-Bi is in both cases rotated to maximize the period of the MPs.
Second order reciprocal vectors When using the general model, the cut-off kr was al-
ways chosen just above the largest first order reciprocal vector the under- and overlayer
(kr >max{k1,k2,k′1,k′2}). While in most of the cases the MPs were successfully modelled from
the vector difference between the first orders (e.g. K1010 for MBi/α-Bi), in several cases it was
necessary to use higher orders (e.g. K0102 or K11̄11̄ for α-Bi/MoS2). The reason for this is not
fully clear, but a possible explanation is given as follows. When the MPs are modelled from
the first orders of the reciprocal lattices, the MPs can be seen as an interference between two
neighbouring atomic rows, as is the case e.g. for MBi on α-Bi (see real-space images of the
modeling in Fig. 3.15). In the cases where the lattice mismatch is significantly larger it is
hypothesised that the MPs emerge from the interference between every row of atoms with
every second row of the other layer. When this happens, it is necessary to account for the
second orders of the reciprocal lattices (as observed for the simple case of gratings in Fig.
4.2).
Physical corrugation and rigid lattice approximation The question of whether the
observed MPs are the consequence of a physical corrugation in the atomic lattice (i.e. distor-
tion of the overlayer) or arise purely from electronic effects (e.g. modulation of the electron
density of states) still remains, and is not explicitly addressed in this thesis. Preliminary
results (not shown) indicate that the MPs are observed in AFM (and are identical in terms
of period and orientation), which is typically less sensitive to the surface electronic structure
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than STM and more sensitive to the topographic features only. This suggests that the MPs
observed in this thesis are at least partially a physical corrugation. However it is expected
that such a physical deformation must impact the electronic structure of an initially flat, non-
corrugated 2D layer, and so it is not possible to be certain at this point. It is worth clarifying
that the present model assumes perfectly rigid layers and it is expected that in reality the
lattice constants and possibly the unit cell angle depend subtly on θ and on the exact (x, y)
position. Further experimental work could focus on obtaining high-precision lattice constant
determination as a function of the rotation angle. It is also possible that the layers expe-
rience an in-plane strain. Experimental characterisation via STM is however challenging,
with effects that limit the precision of the measurements, e.g. thermal drift and the limited
size of the images.
4.7.3 Future work
A further confirmation of the validity of the general model, applied to a broader set of experi-
mentally observed VDWHs would be desirable. Recent efforts in the UC research group have
focused on what appears to be a new hexagonal allotrope of antimonene with a very large
lattice parameter (∼ 8 Å), which may be the result of a surface reconstruction. A modulation
was observed on the surface of the new allotrope of antimonene, and it may be identified in
the future as a MP, arising from the lattice mismatch with its substrate. Testing the various
MP models (Hermann, VESTA-simulations, and the general model) with such case, where
the lattice mismatch is significantly larger and in which a potential surface reconstruction is
present would certainly stimulate and develop the understanding of the MPs.
More generally, focusing efforts on the MPs observed on a variety of VDWHs would be of a
great interest in order to understand their potential for device engineering. Scanning tunnel-
ing spectroscopy experiments should be undertaken to measure the electronic band structure,
and observe if and how the MP modulates the surface density of states near the Fermi level.
Obtaining 2D materials with larger coherence length (i.e. wider areas) will enable other
methods of characterisation of MPs; one can imagine θ-dependent ARPES or Raman spec-
troscopy experiments. Junctions and devices with different rotational configurations within
the VDWH could be engineered and tested independently. Transport measurements at low
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temperature would certainly be a tool of choice to probe the influence on the electronic (and
topological) structure caused by the MPs.
This general method for prediction of the geometry of the MPs in VDWHs is beneficial
for understanding the symmetry of a under- and overlayer system. The MPs possibly act
as a periodic potential over a range typically of a few nanometres (larger than the lattice
constants of the individual layers). It is clear that such general model could be helpful for
band-structure calculation where boundary conditions play a fundamental role.
Chapter 5
Samarium capping layer for RENs
5.1 Principle
As reviewed in chapter 1, the rare-earth nitrides (RENs) are a class of materials that are
potential candidates for a variety of spintronics applications, due to their coexisting intrinsic
ferromagnetic and semiconducting properties. As pointed out, early investigations of dif-
ferent RENs in the 1960s were hindered by oxygen contamination and by the difficulty of
obtaining stoichiometric samples, problems that were mostly resolved with the continuous
development of high-purity thin film deposition techniques in ultra-high vacuum (UHV) such
as molecular beam epitaxy (MBE) since the late twentieth century [50].
Because of the rapid oxidation that the RENs undergo [50, 67], it is not possible to study
the films properties after exposure to air. Unless analysis techniques are readily available
in the same chamber or without breaking the vacuum, it is necessary to passivate the RENs
films with a capping layer (or simply cap). Typically, III-V nitrides (AlN [54, 58, 59], GaN
[56, 60, 71, 166, 259]) have been chosen in the past due to their chemical stability, relative
uniformity and ease of growth on REN surfaces, high resistivity permitting electrical char-
acterisation, and transparency allowing for optical characterisation of the underlying RENs
[56]. Metallic (W [260], Cr [260], Cu [67], TaN [165] NbN [96, 261]) and Gd [95]) and insulat-
ing (YSZ [88], MgF2 [259], III-V compounds) caps have also been successfully tried.
5.1.1 Removable capping layer
While the use of a capping layer can still permit measurements of the bulk properties (SQUID,
optical and transport measurements), no surface-sensitive technique (e.g. ARPES, XPS,
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Figure 5.1: Schematics of the capping and decapping procedure. (a) REN growth (red: RE,
blue: N) in the MBE growth chamber under a N2 pressure. (b) Capping layer deposition
(grey) via MBE. (c) Transport of the heterostructure in air (Yellow: impurities). (d) Treatment
of the heterostructure in a different chamber for cap removal, using Ar ion bombardment
(hazy blue) and/or heating (glowing element). (e) Successfully decapped sample. (f) Decapped
REN(111) surface under a STM tip (black).
STM, ...) can be applied to study RENs in the presence of a cap. Surface characterisation
is of particular relevance because RENs surfaces are relatively unknown in terms of mor-
phology, surface reconstruction and electronic structure [50], with only a very few reports
focusing on STM [56, 62] and one on XPS [62]. Further surface studies would be desirable.
It is therefore sensible to design a removable capping layer to enable ex-situ surface
studies of RENs. The principle of the capping/decapping procedure is detailed schematically
in Fig. 5.1. First, the REN layer is deposited in the growth chamber by MBE (a). The
removable capping layer is then grown immediately (b). The heterostructure can then be
transported in ambient conditions (c), where impurities from the air may be adsorbed on the
cap surface. In a different analysis chamber (d), the cap is removed through sputtering and/or
thermal desorption. In (e,f), the REN surface is recovered and is ready for surface-senstive
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measurements, e.g. STM.
Removable capping layers using a similar principle have been applied successfully in the
past for a variety of different materials that degrade in ambient air: epitaxial As on GaAs
[262–264] and InAs [264], Se on CuInSe2 [265], on ZnSe(100) [266], on Bi2Se3 [267, 268], P on
InP and GaP [264]. To the best of our knowledge, a successful capping/decapping procedure
has not yet been reported for RENs.
It should be noted that any decapping procedure may induce undesired effects, e.g. alloy-
ing of the cap material with the protected layer, as reported for As capping on GaSb crystals
[269] or Se on Bi2Te3 [267]. The top few nanometres of the recovered surface may be con-
taminated through substitution with the cap material [267]. For As-capped GaSb layer, Sb is
thought to diffuse to the cap surface during the capping deposition [269, 270].
5.1.2 Choice of samarium and samples
The approach considered here is to use samarium (Sm) to cap gadolinium nitride (GdN)
samples. The reasons for focusing on GdN are the following:
• It is the most reported REN in the literature [50, 56, 94] yet suffers from a lack of
surface data.
• It is one of the REN grown epitaxially with remarkable structural quality [50, 56].
• Possesses a high magnetic moment (of 7 µB per Gd3+ ion) [55, 56].
• It the highest reported Curie temperature among the RENs [50] with a report suggest-
ing an increase of TC from ∼50 K to ∼70 K through magnetic polarons [70].
• A series of devices using GdN have already been demonstrated [95, 96, 98] relevant for
potential future applications.
The GdN samples were grown by MBE as detailed in chapter 1 in the UHV lab at Victoria
University of Wellington (VUW). A suitable material for fulfilling the function of a removable
capping layer should ideally possesses the following properties:
• Volatility, the cap must sublimate under moderate applied heat in the analysis cham-
ber.
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Figure 5.2: (a) Temperature dependent vapour pressure of elements that are available in
the growth chamber (empirical data obtained from [271, 272]). (b) Sublimation rate of bulk
Sm for the same temperature range using the Hertz-Knudsen equation. The inset in (b) is a
ball-and-stick representation of dhcp Sm with lattice parameters indicated.
• Low reactivity with the underlying REN layer, the REN properties should not be af-
fected by the capping and decapping procedure.
• Low reactivity with air, the transport of the capped sample in ambient condition should
not interfere significantly with the decapping procedure (e.g. rapid oxidation, delami-
nation).
• Homogeneity of growth when deposited on the REN, the cap should be continuous to
offer effective protection against ambient conditions.
• Compatibility with the analysis vacuum chamber, it is desirable to avoid contamination
of the instruments and/or vacuum environment.
• Availability because the cap source must be present in one of the effusion cell in the
growth chamber.
The temperature-dependent vapour pressure of the various elements typically available
in the growth chamber are displayed in Fig. 5.2(a). Several rare-earth sources (Eu, Sm, and
Gd), Al and Ga are available in either Knudsen cells or electron-beam evaporators. As men-
tioned above, a cap made with an high vapour-pressure element is preferred to minimise the
5.1. PRINCIPLE 127
desorption temperature required for future decapping. While Eu is very volatile it is known
to oxidize very rapidly in air [273]. Sm therefore appears as a valid candidate. Although it is
known to oxidize in presence of moist air [274], the oxidation rate of thin Sm films is typically
a few nanometres per day in normal ambient conditions [275]. All other available elements
have vapour pressures many orders of magnitude below that of Sm.
The desorption rate is determined from the vapour pressure, given by the Hertz-Knudsen








where A is the surface area, dN/dt is the number of sublimated atoms per unit time, m the
mass of the atom, kB the Boltzmann constant and P the equilibrium vapour pressure of the
material at temperature T. Figure 5.2(b) shows the equation (5.1) applied to bulk Sm. The
surface density of atoms Ns = 9.1×1014 cm−2 and volume density Nv = 3.0×10−22 cm−3 used
for the calculation of the desorption rate are calculated based on the crystalline structure
of double hexagonal close-packed (dhcp) Sm [277] shown in the inset of Fig. 5.2(b). The
calculated desorption rate increases by an order of magnitude every 57◦C, indicating that a
temperature of 500◦C for 3 minutes will sublimate 60 nm of Sm. It is important to keep in
mind that these values are derived from bulk Sm properties and the desorption behaviour
of thin films may vary. Nonetheless, these values offer a reasonable estimate and serve as a
reference.
Table 5.1 lists the samples grown and studied for this chapter and for chapter 6. Others
were grown unsuccessfully and were not included in the analysis. Nominally identical tem-
plates consisting of 100 nm-thick AlN(0001) on 2 inch n-doped Si(111) wafers were used to
grow all samples. Two typical sample types are fabricated: (1) cap only, i.e. ∼100 nm-thick
Sm, and (2) ∼100 nm-thick GdN capped with ∼100 nm-thick Sm, with an exception for A520
consisting of a 300 nm Sm capping layer on 100 nm GdN. An uncapped GdN sample (A517)
was made as a reference sample. All samples were grown at VUW using either a Thermion-
ics (A* samples) or Riber (R* samples) UHV system. For more details concerning the GdN
growth itself, refer to chapter 1. A cartoon of the typical heterostructure is represented in
Fig. 5.3.
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Figure 5.3: Schematics representing the thin film
heterostructures grown in this thesis. The layers









Table 5.1: Samples grown in this the-
sis, indicating both the GdN and Sm
cap thicknesses in nm.
This chapter is written as follows: first, section 5.2 will review in detail the growth and
characterisation of the capping layer. Section 5.3 will focus on the thermal desorption of the
Sm cap without exposure to air. Section 5.4 discusses similar experiments except after a brief
exposure of the samples to air. Finally, section 5.5 will summarize and discuss the results.
The growth, RHEED and XRD characterisation were performed conjointly with J. Chan, a
PhD candidate at VUW [178]. A patent on the concept of a removable capping layer on RENs
has been filed [278].
5.2 Epitaxial Sm growth
5.2.1 Stability of GdN
It is important to test the thermal stability of the as-grown GdN. Undesired effects may occur
through annealing, such as recrystallisation or nitrogen vacancies formation as observed
on e.g. GaN [279–281]. A preliminary experiment consisting of heating an as-grown GdN
layer was performed, and RHEED patterns were recorded before and after the annealing
procedure, for a period of 50 minutes at an estimated temperature of 650◦C. The RHEED
patterns before and after annealing are shown in Fig. 5.4(a) and Fig. 5.4(b) respectively. The
two RHEED patterns are identical (see chapter 2 for more details concerning the RHEED
theory, set-up and published GdN results), and no degradation of the sample as a consequence
of the annealing is evidenced.
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Figure 5.4: RHEED pattern recorded (a) before and (b) after annealing at T = 650◦C in UHV
conditions (P = 6×10−9 mbar), along the GdN 〈11̄0〉 direction.
Figure 5.5: (a) RHEED pattern of a (0001)-textured Sm capping layer after deposition on
GdN(111), recorded along the Sm 〈112̄0〉 direction. The satellite streaks related to the (5×5)
reconstruction are indicated. (b) XRD pattern (θ−2θ) of a Sm-capped epitaxial GdN thin film
grown on AlN(0001). The stars indicate Si substrate peaks.
5.2.2 Capping layer growth
The Sm cap is grown in the same deposition chamber, directly on the GdN(111) surface after
the REN deposition (or simply on the AlN(0001) buffer layer for the ‘cap-only’ samples). Sm
is evaporated from high-purity (5N) solid pellets in a Knudsen cell and the sample is kept
at room temperature during deposition as it is preferable to avoid premature desorption of
the cap. The deposition rate, measured previously from cross-sectional SEM on calibration
samples (not shown), is maintained at around 150 nm/h.
Fig. 5.5(a) shows the RHEED pattern of the surface after deposition of ∼100 nm-thick Sm
on a GdN layer. The streaks are continuous, suggesting a long range crystalline order, a 2D
’layer-by-layer’ growth and a low roughness. Satellite streaks are observed and correspond
to a (5×5) reconstruction [282, 283].
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Fig. 5.5(b) is a θ−2θ XRD pattern obtained on a 100 nm-thick Sm cap deposited on a GdN
layer. Besides Si (indicated with ∗) and AlN, the sample consists of only (111)-oriented GdN
and (0001)-oriented Sm. XRD φ−θ scans of the same heterostructure (not shown) exhibit a 6-
fold symmetry. Assymetric φ scans along the Sm [101̄x] direction, compared to the GdN [022]
direction [178] reveal that the Sm is dhcp (ABAC/ABAC...) in agreement with previously
reported epitaxial growth of Sm(0001) on Nd [282] and thermally treated bulk Sm [277]. It
is therefore possible to rule out the existence of its other known phase, the rhombohedral
‘Sm-like’ (stacking following ABABCBCAC/ABA...) [277]. The epitaxial relationships of the
layers are:
Sm(0001) ∥GdN(111) ∥AlN(0001) (5.2)
Sm〈112̄0〉 ∥GdN〈11̄0〉 ∥AlN〈112̄0〉 (5.3)
5.2.3 Capping layer morphology
The surface morphology of the samples was investigated through atomic force microscopy
(AFM) at UC in UHV in non-contact mode. The samples had then been exposed to air be-
fore imaging. Figure 5.6 shows topography images of several samples, after an exposure to
ambient atmosphere for a few minutes to a few hours.
Sm/GdN Fig. 5.6(a) is an AFM image of A464, consisting of a 100 nm-thick cap of Sm grown
on 100 nm-thick GdN. The surface can be described by flat terraces of about ∼300 nm-wide,
separated by trenches up to ∼60 nm deep (covering ∼10% of the surface area). The terraces
are nearly atomically flat, as the root-mean square roughness (RMSR) measured on the ter-
races is smaller than 1 nm. The trench depth is however comparable to the Sm layer thick-
ness, indicating that further measurements are required to test whether the cap protects the
underlying GdN layer from oxidation. Figure 5.6(b) shows an AFM image of A519, grown
under nominally identical conditions as A464 in Fig. 5.6(a). The surface shows areas up to
1×1 µm2 that are very smooth (RMSR < 1.0 nm). Pits, with depths up to ∼30 nm are present
across the surface (∼3% of the surface area, density ∼2×108 cm−2). Close inspection of the
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Figure 5.6: Non-contact AFM images of (a) A464, (b) A519 and (c) R024. For all three sam-
ples, the Sm capping layer is ∼100 nm-thick. The z-scales are indicated on the images. In
(a,b) the cap is deposited on ∼100 nm-thick GdN, and in (c) directly on the AlN/Si template.
The images are recorded in UHV after outgassing the samples for 1 hour above 100◦C. The
insets correspond to the line profiles shown in white in the respective images. The axes units
are in nm.
flat surface reveals the presence of terraces with a step height of about 8 Å, corresponding to
two to four atomic planes of (0001)-textured Sm (see inset in Fig. 5.2(b)).Generally, the mor-
phology of Sm/GdN is typical of a 2D ‘layer-by-layer’ growth, in agreement with the RHEED
pattern of Sm shown in Fig. 5.5(a). Such ‘mosaic’ morphology is reminiscent of AlN(0001) and
GaN(0001) thin films grown by plasma-induced MBE and metal-organic chemical vapour de-
position, explained in terms of coalescence [284]. The morphology differences between A464
and A519 (mainly pit shapes and density) are not fully understood, and it is hypothesised that
subtle differences in the growth conditions are causing this, despite using identical growth
chamber and maintaining growth conditions as consistent as possible (UHV conditions, sub-
strate temperature, Sm growth rate and thickness). A possible reason for the different pit
structure and density could be originating from differences in surface quality of the AlN/Si
templates used as substrates.
Sm/AlN Fig. 5.6(c) is an AFM image of a 100 nm-thick cap of Sm grown this time directly
on the AlN/Si template. Here, the morphology differs strongly from the Sm/GdN samples
(Fig. 5.6(a,b)). The surface is much rougher (RMSR = 19 nm, as opposed to ∼5 nm for the
Sm/GdN samples). The inset in Fig. 5.6(c) shows the line profile (white line in the image),
suggesting a peak-to-peak amplitude of about 120 nm). The surface of the Sm/AlN samples
does not show flat terraces.
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Comparison The morphology differences between Sm/GdN versus Sm/AlN samples is now
discussed. First, the sample R024 shown in Fig. 5.6(c) is grown in a different chamber (Riber)
than the two samples A464 and A519 (Thermionics) displayed in Fig. 5.6(a,b). Despite our
efforts to keep the deposition conditions as consistent as possible, morphology variations are
likely to emerge from many factors related to the differences between the two UHV systems
(distance and angle of the Sm evaporator with respect to the substrate holder, base pressure,
growth temperature, flux, purity of the sources, etc.). Rigorously identical growth conditions
would however likely cause structural differences between Sm/AlN and Sm/GdN. Interfacial
energies γSm/AlN and γSm/GdN are expected to differ, and it is known that γ can have a pro-
found impact on the growth mode [285]. AlN and GdN are also likely to not have the same
dislocation density, affecting the relaxation process and stress in the film [286]. The lattice
mismatch δ between Sm and AlN is significantly larger (δSm/AlN = +12.6 %) than for the
Sm/GdN interface (δSm/GdN =+1.1 %), likely to impact the stress experienced by the growth
of the first few monolayers of Sm. Dislocation density is often correlated with the lattice mis-
match, e.g. for SiGe epilayers on Si substrates [287], however the correlation is not universal
[288].
5.2.4 Electrical characterisation
The temperature-dependent resistivity of a Sm/GdN heterostructure was measured ex-situ
and is shown in Fig. 5.7(a). The measurement, performed using a 4-point probe station
with contacts on the Sm surface of the heterostructure, reflects the low resistivity of the
Sm layer and is not affected by the GdN and the AlN/Si template. At room temperature,
the Sm resistivity is RSm = 48µΩ ·cm, in good agreement with the literature [274]. The
resistivity linearly decreases while lowering the temperature to about T∼100 K, where a
knee is observed, from which the resistivity decreases more rapidly. This is consistent with
previously reported temperature-dependent resistivity of Sm [289], where the anomaly at
T = 106 K is linked with an antiferromagnetic transition [290].
Samarium thin films oxidize in air, forming Sm2O3, at the rate of ∼1 nm per day [275].
Sm2O3 grown by reactive sputtering has a resistivity of the order RSm2O3∼1×107 Ω ·cm [291],
immensely larger than metallic Sm as shown in Fig. 5.7(a). The 11 orders of magnitude dif-
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Figure 5.7: (a) Temperature-dependent resistivity of the Sm/GdN heterostructure. The dash
line indicates the reported anomaly temperature of Sm [289]. (b) Time-dependent resistivity
over a period of 5 days.
ference between the two is used to evaluate the oxidation rate of epitaxial Sm(0001) samples.
The time-dependent resistivity of a Sm film was then measured immediately after growth,
for a period of 5 days in ambient conditions. Again, a 4-point probe method is used in order
to minimize the effect of contact resistance and the results are shown in Fig. 5.7(b). For
the considered duration, no significant variation was observed. Besides several jumps in
the data attributed to mechanical perturbations, the resistivity of the sample is very stable
R = 48±6 µΩ ·cm. The low and constant resistivity of the sample over time is a good indica-
tion that the Sm layer does not degrade too rapidly and can therefore be used as a passivating
layer.
5.2.5 Magnetic characterisation
The magnetisation of a Sm-capped GdN sample was also investigated, to verify the capacity
of the Sm cap to shield the underlying GdN layer from ambient degradation. Figure 5.8(a)
is the normalised temperature-dependent field-cooled magnetisation of a typical Sm/GdN
sample under an applied field of H = 25 Oe. The magnetisation M is null above T = ∼70 K
and rises monotonically as the temperature is decreased down to 5 K. Figure 5.8(b) shows
the field-dependent magnetisation of the same Sm/GdN sample realised at low temperatures.
The magnetic moment saturation is Msat∼7µB/Gd3+ and the sample shows a low coercivity
5.3. IN-SITU SUBLIMATION 134
Figure 5.8: (a) Temperature-dependent field-cooled normalised magnetisation of a ∼100 nm
GdN capped with ∼100 nm Sm, using an applied field of 25 Oe. (b) Field-dependent mag-
netisation of the same sample at different temperatures. The inset in (b) is a zoom of the
hysteresis close to zero field.
of H∼60 Oe at T = 5 K (see inset for magnification near zero field).
The measured M(T) and M(H) are in very good agreement with previous magnetic mea-
surements of GdN [55, 70], reporting a Curie temperature of TC = 70 K, which agree with the
onset of magnetisation in Fig. 5.8(a). The results indicate that the capping layer (1) prevents
the oxidation of GdN and (2) does not interfere significantly with the magnetic behaviour of
the underlying REN.
5.3 In-situ sublimation
The decapping method consists of heating the sample in UHV, in order to sublimate the Sm
cap. In this section, the method is tested in-situ, i.e. immediately after growth to avoid
potential reaction of the Sm with air. For ex-situ tests (after brief exposure to air), refer to
section 5.4.
5.3.1 During sublimation
Fig. 5.9(a) shows the RHEED pattern at the start of the decapping procedure. The (5×5) sur-
face reconstruction characteristic of Sm(0001) is evidenced by the presence of satellite streaks
in agreement with previously on Sm/Nd heterostructures [282]. The plot shows the intensity
profile extracted from the image where the streak spacing in indicated in pixel units. Figure
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Figure 5.9: (a) RHEED pattern of the Sm(0001) along the 〈112̄0〉 direction before applied
heat (t = 0 min). (b) RHEED pattern after 15 min of applied heat (T∼650◦C). The intensity
profiles in (a) and (b) correspond to the purple lines in the RHEED images, the streak-spacing
is indicated (c) Time evolution of the normalised inverse streak spacing during the decapping.
The indicated arrows ‘a’ and ‘b’ correspond to the RHEED patterns in (a) and (b). Ball-and-
stick models of dchp Sm [277] and fcc GdN [292] are indicated in (c), with the Sm(0001) and
GdN(111) planes indicated in yellow. The in-plane lattice constants of the bulk materials are
indicated.
5.9(b) shows the RHEED pattern after 15 min of heating. The surface reconstruction is no
longer visible. As evidenced by the line in the right of the RHEED pattern, the streak spacing
is slightly larger than before sublimation, suggesting a reduction of the lattice constant.
The reciprocal lattice observed in the RHEED images can be used to evaluate the lat-
tice constant, inversely proportional to the streak spacing (for more details on RHEED, see
chapter 2). The inverse of the streak spacing is then systematically calculated for all the
images and normalised to the initial inverse streak spacing. The time evolution is shown in
Fig. 5.9(c). During the first ∼6 minutes of the heating, the surface lattice constant does not
vary significantly. Strikingly, from t∼6 min, the surface undergoes a phase transition for a
few minutes during sublimation, as observed by the change in lattice spacing (∼+22 % of the
initial Sm lattice parameter). Sm top-surface is known to have a mixed valency where the
first atomic layer is divalent while the bulk is trivalent [283, 293] and STM measurements
of Sm(0001) have shown a 22% increase in the interatomic distance [294]. The reason for the
transition here is not understood, yet the striking similarity with the observed mismatch of
+22 % may indicate a temperature-induced valence transition. After t∼10 minutes, the lat-
tice constant drops by 2 % with respect to the initial in-plane lattice parameter of Sm(0001),
corresponding to 3.49 Å if the considered initial value is that of the bulk Sm [295] lattice
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Figure 5.10: (a) XRD θ− 2θ scan of the decapped Sm/GdN sample, recapped with a poly-
crystalline AlN layer. The Si peaks are indicated with ∗. (b) Temperature-dependent sheet
resistance of the sample, measured with a 4-point probe method.
parameter.
The final value of the in-plane lattice parameter is in agreement with the expected atomic
spacing of bulk GdN considering the (111) plane (3.52 Å [292], see ball-and-stick models of
Sm and GdN in Fig. 5.9(c)), indicating removal of the Sm cap. The RHEED pattern however
differs slightly from as-grown GdN, (shown in Fig. 5.4). Instead of the expected RHEED
spots, the diffraction pattern is streaky, suggesting a smoother GdN surface [206]. The origin
of the smoothing is unknown.
5.3.2 Post-sublimation characterisation
The sample was subsequently capped with a polycrystalline layer of AlN in order to allow ex-
situ characterisation without degradation of the REN. AlN capping layers were previously
reported to successfully passivate GdN [54, 58, 59].
XRD Fig. 5.10(a) shows the XRD θ−2θ pattern of the recapped sample. As expected, the
peaks associated with the Si substrate (indicated with a ∗) and the epitaxial AlN buffer layer
are still present. The Sm(0002) peak is no longer visible (compare with the XRD pattern of
a Sm/GdN sample in Fig. 5.5(b)) indicating that most of the crystalline Sm was effectively
sublimated. The peaks associated with GdN(111) are still present, and no difference with
respect to as-grown Sm-capped GdN is observed. Importantly, no other crystalline phase is
detected (e.g. recrystallised GdN).
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Figure 5.11: (a) Time-dependent magnetisation (field-cooled curve) of the decapped Sm/GdN
sample, recapped with a polycrystalline AlN layer. (b) Field-dependent magnetisation of the
sample at different temperatures. The inset is a magnification around the origin.
Electrical characterisation The transport properties of the recapped GdN were also
tested using a 4-point probe method. The AlN capping layer has a high resistivity allowing
for characterisation of the underlying GdN layer. Figure 5.10(b) shows the sheet resistance
of the sample as a function of temperature. The anomaly at T = 67 K is typical of transport
measurement of GdN layers due to the ferromagnetic transition and magnetic scattering
[56, 70, 88].
Magnetic properties For further characterisation, magnetisation measurement of the de-
capped GdN (protected with the AlN layer) were also tested. Figure 5.11(a) displays the
normalised temperature-dependent magnetisation of the sample. The magnetisation follows
the same trend as the Sm-capped GdN sample shown in Fig. 5.8(a). The Curie temper-
ature, estimated from the temperature-dependent magnetisation, is TC = 67 K, in agree-
ment with reported GdN [55, 56, 70, 88] and with the above electrical characterisation in
Fig. 5.10(b). Figure 5.11(b) shows the field-dependent magnetisation of the sample. The de-
pendence is characteristic of a ferromagnetic behaviour where the magnetisation saturates
Msat∼6.5µB/Gd3+. The coercive field at T = 5 K is ∼130 Oe. These properties are comparable
to those obtained from the Sm-capped GdN shown in Fig. 5.8.
Discussion The post-sublimation measurements on the decapped GdN sample (passivated
with AlN) suggest that the Sm cap is removable. The XRD, resistivity and magnetisation
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measurements are in very good agreement with reported previously GdN studies, indicating
that (1) most of the Sm cap has effectively been sublimated (or a knee at T∼106 K would
be observed, as previously shown in Fig. 5.7) and (2) the GdN layer was not significantly
impacted by the decapping procedure. It is worth emphasizing that these techniques are
mostly sensitive to the bulk properties.
5.4 Ex-situ sublimation
The in-situ decapping appears to be effective at removing the entire Sm capping layer, and
is not detrimental for the underlying GdN as shown through RHEED, XRD, electrical and
magnetic measurements. However it is essential to study the sublimation of the Sm cap
after exposure to air in order to test the effectiveness of the cap desorption after transport in
ambient conditions. The tested sample (A372) is now a ∼100 nm-thick Sm grown on ∼100 nm-
thick GdN (grown under nominally identical conditions as previously), and exposed to air for
a few minutes. The sample is cleaved in air in six pieces and the sublimation systematically
studied. The cleaved pieces are loaded individually in the UHV chamber after exposure to
air, then sublimated separately at a different temperature for a constant time of 30 mins.
After each thermal treatment, the samples are characterised by RHEED and subsequently
taken out of the UHV chamber for XRD measurement.
5.4.1 RHEED
Fig. 5.12(a) shows the RHEED pattern of A372 after exposure to air and degassed for about
30 minutes at T∼200◦C to remove of the main physisorbed contaminants (e.g. water). The
diffraction pattern appears extremely diffuse, as opposed to its streaky counterpart, obtained
immediately after growth (see Fig. 5.5(a)). The diffuse RHEED pattern indicates significant
degradation of the top surface, likely through oxidation of the Sm surface. The lack of sharp-
ness in the diffraction pattern indicates the amorphous nature of the oxide [206]. Air-exposed
samples are then systematically loaded in the UHV chamber, heated to varying temperatures
for 30 mins, during which RHEED patterns are recorded along the direction corresponding
to the initial Sm 〈112̄0〉.
At moderate temperatures, the Sm capping layer is not expected to be entirely sublimated
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Figure 5.12: RHEED patterns of A372 (Sm/GdN) after exposure to air. (a) Untreated, (b)
T∼400◦C, (c) T∼500◦C, (d) T∼600◦C, (e) T∼620◦C, (f) T∼650◦C. In (b-f) the samples were
heated for 30 mins at the indicated temperature.
over a period of 30 mins (see estimated desorption rate in Fig. 5.2). However the Sm diffrac-
tion pattern is partially recovered as shown in Fig. 5.12(b) for a temperature of ∼400◦C.
This is an indication that some of the oxide layer has been thermally desorbed, however the
surface is rougher than the pristine, as-grown Sm.
At higher temperatures (T∼500−600◦C) a streaky RHEED pattern is visible as shown
in Fig. 5.12(c,d), indicating that the Sm layer is mostly recovered. The pattern is no longer
diffuse and comparable to a clean Sm(0001) surface, as previously shown in Fig. 5.5. However
the satellite streaks that were visible on the pristine Sm(0001) surface corresponding to a
(5×5) reconstruction are no longer observed for a reason that is not understood.
At even higher temperatures (T∼620− 650◦C, see Fig. 5.12(e) and (f)), the diffraction
spots are in good agreement with the as-grown GdN(111) surface (see Fig. 5.4) which is a
good indication of the Sm sublimation. However polycrystalline arcs appear in the RHEED
patterns in particular for T∼650◦C, indicating a substantial degradation of the GdN surface.
The RHEED pattern shown in Fig. 5.12(f) and in Fig. 5.9(c) both correspond to the same
temperature treatment, to the exception that previously the sample was not in contact with
air. This is a clear indication that the degradation of the top surface of Sm caused by the
exposure to air (attributed to oxidation) has an impact on the quality of the GdN surface upon
sublimation of the Sm layer. Further investigation is required to address this degradation
issue.
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Figure 5.13: XRD θ−2θ patterns of air-exposed Sm-capped GdN samples with varying heat
treatments, indicated above each curve. The known Bragg peaks are identified. An unex-
pected phase is observed for 650◦ (red arrow). The curves are displayed on a log scale and
offset for clarity.
5.4.2 XRD
The samples were removed from the UHV chamber with no further capping layer deposition,
and XRD patterns were recorded shortly (∼1 h after exposure to air). Figure 5.13(a) shows
the XRD θ−2θ patterns of A372 for each thermal treatment. The untreated sample (black)
serves as a reference. All samples show clear Si(111) and AlN(0002) reflections from the
substrate, in agreement with the as-grown Sm/GdN samples, shown in Fig. 5.5(b).
Up to 620◦C No significant difference can be observed in the sample composition for all
temperature treatments below T∼620◦C (see Fig. 5.13(a)). The Sm(0004) reflection is always
present (2θ = 30.82◦). Using Bragg law (eq. 2.7), one finds d(0004) = 2.90 Å, in very good agree-
ment with the literature (for dchp Sm bulk the value is d(0004) = 2.905 Å [277]). GdN(111)
remains unchanged at 2θ = 31.23◦, i.e. d(111) = 2.86 Å, close to bulk GdN (2.88 Å [292]).
Above 620◦C The XRD pattern after the 620◦C-treatment evidences the presence of Sm,
which is in disagreement with the RHEED in Fig. 5.12(e) where a GdN-like pattern was evi-
denced. After T = 650◦C, no clear GdN(111) or Sm(0004) reflections are visible but rather
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appear ‘merged’, forming an unexpected phase. The measured angle is 2θ = 31.13◦, i.e.
d(hkl) = 2.87 Å.
Discussion For any treatment at a temperature below T ≤ 620◦C, the samples show a
strong peak corresponding to Sm(0004). For the highest considered sublimation temperature
(T = 650◦C) an unexpected phase is observed instead of GdN and Sm. The exact nature of this
crystalline phase is unknown. Because the Bragg angle is between that of the expected GdN
and Sm, alloy Gd1−xSmxNy could be hypothesised. The decapping experiments of the air-
exposed Sm/GdN samples are not entirely successful, and the following morphological and
compositional study focuses on further characterisation of the Sm/GdN samples decapped via
thermal desorption.
5.4.3 AFM
A systematic ex-situ non-contact AFM study was performed in UHV at UC, in order to further
understand the sublimation of Sm after exposure to air. A similar sample (A314) was used
here (∼100 nm Sm cap on a ∼100 nm GdN). The sample was exposed to air for a few hours
during transport and cleaved in several pieces for this study. Each piece is heated up for an
hour at the following temperatures 50◦C (treated as a reference), 200◦C, 300◦C, 400◦C and
500◦C. The results of the study are shown in Fig. 5.14. The temperatures are increasing
with the row number, and the magnification are column-wise consistent (Widths are 2.5 µm,
500 nm and 250 nm from left to right). The vertical scales of the AFM images are chosen to
show the details observed on the terraces, and are column-wise consistent as well. The pits
were chosen to be excluded from the colour scale, thus appearing black (see colour scales next
to the images).
Baseline and low temperatures Fig. 5.14(a) shows a large-scale AFM image of the sam-
ple after initial degassing at 50◦C for an hour (to get rid of the main adsorbed contaminants).
The morphology is comparable to that of other Sm/GdN samples shown in Fig. 5.6, where
the surface is characterised with flat terraces, scattered with pits or measured depth up to
30 nm (see line profile extracted from the white line in Fig. 5.14(b)). Occasionally, ∼15 nm-
high particulates with widths up to ∼500 nm (e.g. on the left-hand side and bottom of Fig.
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Figure 5.14: Non-contact AFM images of A314 (Sm/GdN) after heat treatment in UHV con-
ditions: (a-c) 50◦C, (d-f) 200◦C, (g-i) 300◦C, (j-l) 400◦C, (m-o) 500◦C. All samples are heated
for an hour and subsequently imaged at room temperature in the same chamber. The image
sizes are column-wise consistent (2.5 µm, 500 nm and 150 nm from left to right). The vertical
scales are kept constant for a given scale and enhance the contrast, to the exception of (m-o).
The line profiles in (b) and (k) are obtained from the white lines. All scales are in nm.
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5.14(a)) are present on the surface, at an estimated density of 108 cm−2. These features,
clearly distinct from the rest of the cap morphology, are hypothesised as being SmxOy grains.
The roughness measured on the large resolution image is RMSR ∼3 nm. Higher-resolution
images (Fig. 5.14(b) and (c)) show near atomically flat terraces (RMSR ∼0.3 nm) and are
evidences ∼10 nm wide features with heights smaller than 1 nm. Figure 5.14(d-f) shows the
surface morphology of the sample after a T = 200◦C treatment. There is no evidence of a
structural change in comparison with the baseline in Fig. 5.14(a-c). The pits (density, width
and depth) measured from large scale images, as well as the terrace roughness and feature
size observed on higher resolution images are similar.
Intermediate temperatures Fig. 5.14(g-i) show AFM images of A314 obtained after heat-
ing for 1 hour at T = 300◦C. No obvious change is observed at the large scale. However, higher
magnification images in Fig. 5.14(h,i) indicate the presence of significantly rougher terraces
(RMSR ∼1 nm, i.e. three-fold increase from the untreated sample), as the surface appears
less regular and flat. The heat-induced features on the terraces can be as high as 3 nm and
have a characteristic width of ∼30 nm. The measured pit depth, density and width remain
unchanged with respect to the baseline. The AFM images in Fig. 5.14(j-l) are obtained after
a T = 400◦C treatment and there are non substantial differences with Fig. 5.14(g-i).
High temperatures Fig. 5.14(m-o) are AFM images obtained after a T = 500◦C treat-
ment. This time, the imaging is virtually impossible as the tip-sample junction becomes
very rapidly unstable. Despite lengthy experimental efforts (attempts on various areas of
the sample, trials with different tips, scanning speed and set-points), the obtained images at
large scale (as shown in Fig. 5.14(m)) appear consistently streaked along the fast scanning
direction. Rarely, it is possible to find areas as large as ∼500×500 nm2 which can be imaged
in streak-free conditions (Fig. 5.14(n)), however in this case the AFM image always appears
significantly blurred, in turn making higher-resolution imaging impossible (Fig. 5.14(o)). The
reason for blurred appearance is thought to arise from contamination of the AFM tip apex. It
is hypothesised that at elevated temperatures, loosely-bound particulates are present on the
surface. Higher temperatures (T = 600◦C and 650◦C) have been tried, but it was not possible
to obtain better quality images than these in Fig. 5.14.
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5.4.4 SEM
The AFM study did not allow to understand the sample morphology for thermal treatments
above T = 500◦C. For this reason the samples (heated for 1 h) were investigated with scan-
ning electron microscopy (SEM).
GdN sample First, the reference sample (A517) consisting of an uncapped GdN sample is
imaged via SEM, shown in Fig. 5.15(a). The GdN surface was exposed to air (which is pre-
sumed to decompose rapidly to Gd2O3 [67]). The sample serves as a test morphology for the
decapping experiments; in case of ideal sublimation of the cap, the post-sublimation sample
morphology after exposure to air should be very similar. Overall the surface of air-exposed
GdN is nearly featureless, with the exception of very large blisters (the blister present in the
image has a diameter of ∼2 µm) that emerge upon electron beam focusing. This is typical of
insulating materials [296].
Untreated and intermediate temperatures Fig. 5.15(b) shows an SEM image of un-
treated A314. The image agrees with the AFM image shown in Fig. 5.14(a). The inset in
Fig. 5.15(b) shows A314 on a large scale (×5000) after a heating to T = 300◦C for an hour
in UHV conditions. While the presence of the trenches/pits is still visible, the morphology
of the sample is significantly affected by the heat treatment. The surface is indeed strongly
bulged in several places, with a typical blister diameter of a few µm. Interestingly, the large-
scale AFM image corresponding to the same heat-treatment in Fig. 5.14(g) does not show
equivalent large-scale morphology. The bulging is therefore attributed to the reaction of the
sublimated sample to air or due to the SEM imaging. Figure 5.15(d) shows a different sample,
after heating to T = 400◦C. The morphology is significantly different from the untreated and
300◦C-treated samples. The pits are still visible (darker zones), except this time correspond
to the space between clearer particulates (light grey) that are nearly broken down and sepa-
rated. The large-scale AFM image in Fig. 5.14(j) corresponding to the same heat-treatment
did not show significant morphological differences with the untreated sample in Fig. 5.14(a),
which is an indication that the air transport after sublimation is responsible for the most
part of the altered morphology shown in the SEM images.
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Figure 5.15: SEM images (E = 10 keV) of untreated GdN (a) and air-exposed A314 (a-f) after
(b) no treatment, (c) T = 300◦C, (d) T = 400◦C, (e) T = 500◦C and (f) T = 650◦C. Each sample
was heated for one hour in UHV (with the exception of the uncapped GdN and the untreated
sample). All samples were exposed to air between treatment and SEM imaging, leading to
possible oxidation of the GdN layer. All magnifications are kept identical (×20000), to the
exception of the insets in (c) (×5000) and (f) (×80000).
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High temperatures Fig. 5.15(d) shows an SEM image of a piece of A314 previously heated
to T = 500◦C. Again, the morphology differs from lower temperature treatments. This time,
particulates (with diameters varying from ∼100 nm to about ∼1 µm) seem completely sepa-
rated, or clustered together, forming a discontinuous film. Heating to a higher temperature
(T = 650◦C) yields similar morphologies, as shown in Fig. 5.15(e). The inset in Fig. 5.15(e)
shows a higher resolution image of the same zone, clearly resolving the particulates (light
grey).
5.4.5 EDS
Energy dispersive X-ray spectroscopy (EDS) was undertaken to evaluate the elemental com-
position of the sample before and after sublimation. As discussed in chapter 2, the penetra-
tion depth of the X-rays is in the order of a few hundreds of nanometres, so the technique is
likely to be sensitive to the several layers of the heterostructure. EDS spectra are obtained
with E = 15 keV electrons. See chapter 2 for more details on EDS. The inset in Fig. 5.16(a)
shows the entire EDS spectra of the untreated sample (black), after heating to T = 650◦C
(red) and of a pure GdN sample A517 (blue). Two groups of peaks are present, in the 0−2 keV
range and in the 5−8 keV range.
Low-energy EDS First the EDS spectrum of the untreated sample (black line) in the low-
energy range is considered in Fig. 5.16(a). The SiKα peak dominates the EDS spectrum,
which is a confirmation that the penetration depth is at least of the order of ∼300 nm. C,
N, O and Al are also visible, although it is known that the low sensitivity of the technique
to light elements prohibits quantitative analysis [202]. Al and N are expected to be present
in the sample due to the presence of the AlN buffer layer. The detection of C and O is also
not surprising given that the samples have been transported in air and the adsorbed con-
taminants are most likely light molecules e.g. H2O, CO2, O2, etc. Two intense Sm peaks
(SmMζ and SmMα) and one weaker (SmMγ) peaks are visible. The Gd signal is barely visible.
After sublimation at T = 650◦C (red line), the Sm peaks are strongly attenuated. The Gd
peaks (GdMζ and GdMγ) are now visible. The spectrum of A517 (air-exposed GdN) obtained
under the same conditions is shown in blue and serves as a reference spectrum. The compar-
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Figure 5.16: EDS spectra (E = 15 keV) of air-exposed A314, untreated (black line) and after
T = 650◦C (red line). The intensities are in log-scale, and the curves are offset for clarity. A
spectrum obtained on air-exposed pure GdN sample (A517) is also displayed for comparison
(blue line). The two panels are (a) 0 to 2 keV, (b) 5 to 8 keV. Inset in (a) shows the entire
spectra. The energy levels of all the present elements are indicated. Sm and Gd X-ray
energies [297] are highlighted respectively with dashed and solid vertical lines.
ison with the uncapped GdN sample (blue) permits to evaluate the cap sublimation on the
treated sample (only T = 650◦C is shown). The weak shoulder at the SmMα in the sublimated
sample (red curve) is an indication that there is a detectable level of Sm after the decapping
procedure, attributed to the presence of SmxOy particulates present on the surface.
High-energy EDS Fig. 5.16(b) shows the same spectra shown in Fig. 5.16(a) displayed
over a higher-energy range (5−8 keV). Only Gd and Sm peaks are present in this observed
range and do not overlap significantly, which simplifies the analysis. For the untreated sam-
ple (black line), both SmLα and GdLα peaks are observed. The EDS spectrum of A517 (blue)
clearly resolves four Gd peaks, clearly distinct from the Sm peaks. The EDS spectrum ob-
tained on the 650◦C sublimated sample (red) shows a drastically reduced SmLα intensity
comparatively to the untreated sample (relative reduction of ∼95%), indicating incomplete
Sm removal. The rest is attributed to the presence of SmxOy particulates that are remaining
on the surface after heating to high-temperature (T > 500◦C). Interestingly, the Gd peaks
intensities are very similar to the GdN sample which indicates that the GdN layer did not
sublimate at this temperature, in agreement with the GdN stability study shown in Fig. 5.4.
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Figure 5.17: Schematic cross-section model of the air-exposed Sm/GdN heterostructures after
sublimation. (a) After growth in UHV, (b) during exposure to ambient air, (c) after partial
sublimation, (d) after total sublimation. The discontinuities in the Sm layer represent the
pits or trenches.
5.5 Summary and discussion
The recovery of the GdN(111) surface could be achieved via sublimation on the Sm-capped
samples that were not initially exposed to air. The XRD, RHEED, electric and magnetic
measurements on a T = 650◦C-treated sample are a strong evidence for the entire removal of
the cap. The data also suggests that the GdN bulk properties were not impacted significantly
by the procedure.
To verify whether a successful decapping procedure could be achieved in a different UHV
chamber, the heating treatment was tested after transportation of the samples in atmo-
sphere. The Sm surface after exposure to air was significantly degraded by the presence
of a contamination layer (likely SmxOy) as indicated by RHEED. Heating to T = 650◦C could
not yield a clean GdN surface. Instead, RHEED and XRD indicated a degradation of the GdN
surface, and SEM images evidenced the presence of a discontinuous film covering the whole
sample. The particulates present on the surface were detrimental for the tip stability and
AFM could not image correctly the surface. EDS measurements also detected the presence
of Sm after heating to T = 650◦C.
Heating treatments were also tested below T = 650◦C, however XRD data evidenced
metallic Sm for all temperatures considered. AFM was however possible below T = 500◦C
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and a roughening of the flat terraces was observed with increasing temperatures. It seems
clear that the oxide present on the Sm (reported fusion temperature of T f = 2296◦C [272]) is
refractory and can not be desorbed at the tested temperatures but rather forms particulates.
It is clear that it is the exposure of the Sm/GdN sample to air that prevents successful
decapping. Figure 5.17 shows a cartoon model of the layers heated to elevated temperatures.
Figure 5.17(a) is a cross-section of the heterostructure in UHV immediately after growth.
The Sm layer is smooth and pits/trenches are present. In Fig. 5.17(b), the heterostructure
is exposed to air and the oxide SmxOy layer is formed on the top-surface of the cap. During
decapping in Fig. 5.17(c), the top-surface roughens and the metallic Sm is being sublimated.
In Fig. 5.17(d), the entire Sm cap is evaporated, however the SmxOy prevents the surface
characterisation of GdN. The oxidation of the Sm layer has to be overcome in order to achieve
a successful decapping.
Chapter 6
Capping layer removal with
sputtering
The recovery of the GdN surface after heating is prevented by the presence of debris at-
tributed to refractory SmxOy, initially formed on the Sm surface during exposure to air. In
chapter 5 it was shown that the oxide could not be thermally desorbed successfully for the
temperatures considered. A refinement of the procedure is discussed in this chapter. The
Sm surface is first sputtered with argon ions to remove the oxide layer before subsequent
thermal desorption of the metallic Sm cap.
6.1 Principle
Sputtering is a technique used to remove material including oxides and other impurities
from the surface of metals, in general as part of repeated sputtering/annealing cycles [298].
Argon ion (Ar+) bombardment has been used on polycrystalline Sm for surface cleaning [299],
however the sputtering parameters (beam energy E, current density J and time ∆t) were not
specified. In a different work, other RE surfaces (Y, Gd, Pr and Ho single crystals) have been
sputtered with an energy of E = 2−4 keV and current density of 5−20 µA·cm−2 for cleaning
purposes [300]. In the absence of previous literature, “an energy of approximately 1 keV, a
current density of a few µA/cm2 and ambient temperature” are generally recommended [298].
Ion bombardment may lead to ion implantation, which can drastically alter the elec-
tronical properties of the substrate material [301]. Such effects can be ignored here, since
implanted Ar ions in the Sm will be released upon sublimation of the capping layer.
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Figure 6.1: Schematic cross-section model of the air-exposed Sm/GdN heterostructure after
sputtering. (a) Initial air-exposed sample, (b) after optimal sputtering, (c) optimal sputtering
after sublimation of the Sm cap, where the zone indicated by the arrow is crust-free and (d)
after excessive sputtering.
The aim here is to add a sputtering step in the decapping procedure to purify the Sm cap
surface prior to its thermal desorption. This method has previously been applied to capping
layer removal on Se-capped Bi2Se3 crystals [268]. Degradation of the Bi2Se3 after heating
was observed and attributed to initial contamination of the Se surface. Including an ion
bombardment step before thermal desorption successfully recovered the Bi2Se3 layer.
The principle of the improved decapping method is explained for Sm/GdN samples here.
Figure 6.1(a) shows the sample’s cross-section schematics after exposure to ambient air. The
SmxOy layer (thickness of a few nanometres [275]) is present at the surface. Figure 6.1(b)
shows the same sample after optimal sputtering where ∆z is smaller than the Sm thick-
ness and larger than that of the oxide layer. Figure 6.1(c) shows the sputtered heterostruc-
ture after subsequent sublimation, where the debris-free area is indicated, enabling surface-
sensitive measurements of GdN. Finally Fig. 6.1(d) represents the cross-section of a sample
that is excessively sputtered, where ∆z is larger than the Sm thickness, consequently sput-
tering partially the GdN surface. The aim of the ion bombardment is then to sputter approxi-
mately ∼10 nm of the top surface of Sm including the SmxOy layer, avoiding the two extreme
scenarios of insufficient and excessive sputtering.
This chapter discusses the experimental results obtained on sputtered Sm-capped AlN
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and Sm-capped GdN layers, as follows. First, an estimate of the optimum beam energy E
and sputtering current I is obtained from the Sm/AlN samples using AFM, SEM and EDS
in section 6.2. Secondly, section 6.3 is a time-dependent sputtering study on the Sm/GdN
samples for a chosen beam energy and sputtering current. The focus here is on morphology
and composition characterisation, both immediately after sputtering and after desorption of
the cap. Finally, the results are critically discussed and summarised in section 6.5. Future
possible work is also detailed.
6.2 Beam energy and current estimate
A sputtering rate of ∼1 nm·min−1 would be a reasonable target in order to control the sput-
tered thickness (expected sputtering times of the order of ∼10 min, which can later be fine-
tuned if necessary). The sputtering rate can be estimated with equation 2.2 shown in chap-
ter 2. Here, we use the bulk dhcp Sm atomic density of ρ = 3.1× 1021 cm−3 [277]. Typ-
ical reported sputtering yields Y in the literature for E∼1 keV are in the range 0.4− 20
ejected atoms per incident ion [182]. Using a current density of J = 1 µA·cm−2, one finds
0.48 < dzdt < 24 nm·min−1 (for 0.4 < Y < 20). The target of dzdt∼1 nm·min−1 is contained in
this estimate bracket, J = 1 µA·cm−2 is then a good starting value. The estimated sputtered
area is of the order of ∼1 cm2 (for more details on the sputtering principle and set-up refer to
chapter 2)
6.2.1 Initial sputtering
Three cleaved pieces of the same Sm/AlN sample (R024) were sputtered at various energies
E and currents I at a constant Ar pressure (P∼1.1× 10−5 mbar), incident angle (θ = 45◦)
and sputtering time (∆tAr+ = 15 min). After equilibration of the Ar pressure, the energy was
raised to the desired value (the measured current I could not be independently controlled).
After bombardment, the sample morphology was characterised by AFM in non-contact mode
(in UHV conditions) and SEM (after exposure to air for ∼10 min). Elemental composition of
the samples was evaluated via EDS.
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Untreated Figure 6.2(a) shows the AFM image of the untreated sample. The RMSR, ob-
tained from the AFM image is 19 nm. The SEM image of the same sample, shown in the
inset of Fig. 6.2(a) is in agreement with the AFM image. The EDS spectrum is shown in Fig.
6.3. The Si peak is strongly visible, and Al is present from the AlN buffer layer. Distinct Sm
levels (SmMζ, SmMα and SmMγ) are visible.
1 keV The energy was set to E = 1.0 keV. The measured current was then I = 4.5 µA. The
AFM image obtained after sputtering is shown in Fig. 6.2(b) and the inset shows the SEM
image of the sample. No difference with the untreated sample (Fig. 6.2(a)) is evidenced. The
RMSR is unchanged (19 nm). The EDS spectrum of the sample is shown in Fig. 6.3 and does
not differ to that of the untreated sample, indicating that the sputtering procedure did not
remove a substantial amount of Sm, i.e. the sputtering rate in these conditions is too small
( dzdt ¿ 1 nm·min−1)
3 keV The beam energy was set to E = 3.2 keV, leading to a larger sputtering current of I =
15.1 µA. The AFM image recorded after sputtering is shown in Fig. 6.2(c). Clearly, the surface
morphology is now significantly modified, and the RMSR is much larger (= 60 nm, as opposed
to 19 nm for the untreated sample). Increased roughness is commonly observed on sputtered
surfaces [182, 302, 303] but largely depends on the incident ion species, its energy, angle of
incidence θ and on the target structure [304]. The inset shows an SEM image obtained on the
same sample. The morphology is characterised with a certain directionality, as if comprised
of structured ‘scales’ where flat, tilted areas are stacked next to one another. The streaks in
AFM image are artefacts caused by unstable tip-sample junction, likely at the sharp edges
of the tilted areas. This uneven morphology is typical of sputtered layers with incident ions
angle away from the normal incidence, where contaminants with a lower sputter yield are
present [182]. The impurities shadowing the incident ions are almost certainly remaining
SmxOy particulates. The EDS spectrum after the 3.2 keV treatment is comparable to the
previous spectra, with the exception of a significantly reduced intensity (SiKα counts ratio is
1:24 with respect to the untreated sample) leading to a smaller signal-to-noise ratio (SNR).
Previous work [305] attributed the intensity decrease in rougher surfaces measured by EDS
to surface features shadowing the emitted photons, especially for the low-energy X-rays.
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Figure 6.2: Morphology of sputtered R024. AFM images of (a) Untreated sample, (b) after
sputtering with 1.0 keV, I = 4.5 µA, (c) after sputtering with 3.2 keV, I = 15.1 µA and (d) after
sputtering with 5.0 keV, I = 16.5 µA. The insets are SEM images on the same lateral scale
(V = 15 kV). The white arrows indicate the argon bombardment direction. The AFM z-scales
are indicated.
5 keV Lastly, a higher energy was tested. On setting the value of E = 5.0 keV, the current
rose to I = 16.5 µA. Figure 6.2(d) shows the AFM after ∆tAr+ = 15 min of bombardment. The
morphology is different from the untreated and previous (E = 3.2 keV) treatment. The surface
is significantly less rough this time (RMSR is 9 nm). The surface shows the presence of cones
(up to ∼100 nm high) observed previously on various materials including Mo-Cu [306] and
GaN [182]. The cone formation is attributed to the presence of impurities locally increasing
the bond energy [182] and therefore decreasing the sputtering yield Y . The SEM image (in
the inset of Fig. 6.2(d)) is in agreement with the AFM image. Neither Sm nor Al are visible
via EDS (see Fig. 6.3) indicating that the sputtering rate is too large and rids the entire Sm
cap as well as the AlN buffer layer for a bombardment of 15 minutes (∆z > 200 nm). The
layer imaged by SEM and AFM is therefore the Si wafer, where sputtering-induced cones
have also been previously observed [307]. The sputtering rate obtained for E = 5 keV and
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Figure 6.3: EDS spectra (V = 15 kV) of R024 (Sm/AlN) after various sputtering treatments
for ∆tAr+ = 15 min. The spectra are offset for clarity. All peaks are identified, dashed lines
indicate the Sm X-ray emission lines.
I = 16.5 µA is too large ( dzdt > 10 nm·min−1).
6.2.2 Summary
The morphology and composition of R024 (Sm-capped AlN) was investigated via AFM, SEM
and EDS and appeared to be strongly dependent on the beam energy E and current I for a
constant exposure time of ∆tAr+ = 15 min. It was found that sputtering using E = 1.0 keV
(and I = 4.5 µA) was not enough to lead to a change in terms of morphology and composition,
i.e. insufficient sputtering (∆z < 10 nm). The higher energy of E = 5.0 keV (I = 16.5 µA)
led to removal of the entire Sm and AlN layers, and partially sputtered the Si wafer (∆z >
200 nm) . The intermediate energy E = 3.2 keV (I = 15.1 µA) test led to a significant change
in morphology while not sputtering the whole Sm layer. A value close to E = 3.2 keV and
sputtering current near I = 15 µA was therefore used in all subsequent experiments.
6.3 Dependence on sputtering time
The ball-park estimates from the above study of sputtering on Sm/AlN samples suggested
that an Ar+ bombardment using an energy of about E∼3.2 keV, a current near I∼15 µA for
about 15 minutes leads to acceptable sputtering, i.e. partial removal of the Sm layer. A study
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Sample I (µA) ∆tAr+ (min) Tsub / ∆tsub
A519-0 - - -
A519-5 15.4±0.5 5 -
A519-6 14.4±0.5 10 -
A519-7 14.1±0.6 20 -
A519-11 - - 528◦C / 14h
A519-8 14.6±0.6 5 534◦C / 15h
A519-12 15.1±0.4 10 540◦C / 15h
A519-10 14.7±0.4 20 538◦C / 18h
A520-0 - - -
A520-1 13.5±0.5 5 -
A520-2 13.5±0.5 10 -
A520-3 14.5±0.5 20 -
A520-9 15.2±0.4 30 -
A520-7 - - 535◦C / 13h
A520-4 14.8±1.0 5 538◦C / 15h
A520-5 14.9±0.2 10 532◦C / 16h
A520-6 15.4±0.2 20 525◦C / 19h
A520-8 13.4±1.0 30 539◦C / 14h
Table 6.1: Sample names, sputtering currents and times, as well as the sublimation param-
eters (when applicable). The samples A519 and A520 consist of a 100 nm-thick GdN capped
respectively with 100 nm and 300 nm thick Sm. All samples are sputtered with a constant
beam energy E = 3.2 keV.
was then conducted to determine the optimum bombardment time for removal of the Sm
layer by sublimation. The samples were characterised after sputtering, both before and after
thermal treatment via AFM, SEM and EDS.
The sputtering of Sm/GdN samples was first tested on thin Sm caps (∼100 nm, A519)
grown under identical experimental conditions than for the other Sm/GdN samples studied
in chapter 5. In case of a very narrow time window for which the sputtering (1) removes
an acceptable amount of SmxOy and (2) does not removes the entire metallic Sm cap, it is
desirable to try the sputtering/thermal desorption experiments on thicker Sm caps. Another
sample was therefore grown under identical growth conditions but consisting of a thick Sm
cap (∼300 nm, A520) was then tested.
Table 6.1 gathers the sputter current (always near I = 15.0 µA) and duration for each
sample studied. When applicable, the sublimation temperature and times are also indicated.
This section is organised as follows. First in section 6.3.1 the thin Sm cap samples (A519)
are sputtered for different times and their morphology and composition discussed. The ex-
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periments are reproduced in 6.3.2 this time including the thermal desorption step in the
procedure. Secondly, thick Sm samples (A520) are investigated using the same method, fo-
cusing on sputtered surfaces in section 6.3.3 and on thermally desorbed samples in section
6.3.4.
6.3.1 Sputtering of thin Sm layers (A519)
Untreated sample Figure 6.4(a) shows an SEM image of the untreated sample, and Fig.
6.4(b) and (c) show AFM images. The surface of A519 is characterised by flat terraces, occa-
sionally pitted, in agreement with other samples previously shown in Fig. 5.6(b) in chapter
5. The RMSR is 1.5 nm (< 1.0 nm if excluding the pits). Larger features, sticking out of
the terraces, occasionally present on the surface (on top of the SEM image) are attributed to
SmxOy. The AFM image displayed in Fig. 6.4(c) evidences atomic terraces with step heights
of ∼8 Å as evidenced by the line profile (see inset of Fig. 6.4(c)). It is estimated that each step
corresponds to 3 atomic planes of the Sm dhcp structure (see the Sm dhcp model in Fig. 5.2).
Figure 6.5(a) shows the EDS of the untreated A519, and is very similar to A314 (compare
with Fig. 5.16). Both Sm and Gd levels are visible.
5 minutes sputtering Figure 6.4(d) shows an SEM image of the sample after sputtering
for ∆tAr+ = 5 min. The surface is no longer flat, but rather craters are present everywhere
across the surface. Very similar sputter-induced craters have previously been observed on
Ag(001) [302] and Pt(111) [303] for similar sputtering current densities, energy and times.
A large feature (∼50 nm high) is present on the surface (indicated with an asterisk). The
presence of streaks near the object that it leads to tip instabilities. Figure 6.4(f) indicates a
crater diameter of about ∼100 nm and a depth of ∼3 nm (see inset for profile obtained from
the white arrow). The roughness (excluding pits) is about twice larger (RMSR = 2 nm). Small
features (height of about 1 nm) are scattered across the surface. These features are identified
as Sm structural defects or debris from sputtering (density ∼3×108 cm2). The shape of the
EDS spectrum of the sputtered sample, shown in Fig. 6.5(a), does not differ substantially
from that of the untreated sample. A reduction of SmLα intensity (with respect to GdLα) is
however observed as shown in Fig. 6.5(b), indicating partial sputtering of the Sm cap.
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Figure 6.4: Effect of sputtering time on Sm-capped GdN (A519), using E = 3.2 kV Ar ions and
I∼15 µA. (a-c) Untreated sample, (d-f) ∆tAr+ = 5 min, (g-i) ∆tAr+ = 10 min, (j-l) ∆tAr+ = 20 min.
The panels in the first column (a,d,g,j) are SEM images (mag. ×50000, V = 15 kV), others
are AFM images (z-scales indicated on the images). Plots (axis in nm) in (c), (f), (i) are line
profiles extracted from the white arrows. Inset in (i) is a higher resolution of the region
in the black square. SEM images and the first column of AFM images are to scale. Note:
these samples are not sublimated. The blue asterisks indicate minor instabilities caused by
remaining particulates.
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Figure 6.5: (a) EDS (V = 15 kV) of sputtered Sm-capped GdN (A519) using an ion energy
E = 3.2 keV (sputtering current I∼15 µA) displayed on a log-scale. The sputtering time ∆tAr+
is indicated on each curve. The spectrum of A517, uncapped GdN (exposed to air) is also
displayed as a reference. The spectra are offset for clarity. The energy levels of Gd and Sm
are indicated respectively with solid and dashed lines. (b) SmLβ1 /GdLα intensity ratio of as a
function of the sputter time ∆tAr+ displayed with a linear fit.
10 minutes sputtering Figure 6.4(g) shows an SEM image of a sample after sputtering
for ∆tAr+ = 10 min. No significant morphology differences are observed in comparison with
5 min sputtering (Fig. 6.4(a)). The white particulate present in the SEM image is observed
in a slightly deeper crater and is thought to correspond to a pit in the untreated sample. The
AFM image in Fig. 6.4(h) is in agreement with the SEM image. Figure 6.4(i) is a higher
magnification AFM image of the sputter-induced craters. The black rectangle is expanded in
the inset and the extracted profile (arrow) indicates a step-height of about ∼8 Å, in agreement
with the atomic steps of the as-grown sample. The crater step-edges tend to have hexagonal
contours in agreement with the hexagonal structure of Sm. STM studies of Xe+ bombarded
Pt(111) surfaces [303] and Ne+ bombarded Ag(001) surfaces [302] also report craters shapes
in agreement with the crystalline structures (respectively hexagonal and cubic symmetries).
The EDS spectrum of the sample shown in Fig. 6.3(a) is still comparable to the untreated
sample, but a further decrease in the Sm intensity (∼50 %) is clearly evidenced as shown in
Fig. 6.5(b).
20 minutes sputtering Finally, a piece of A519 was sputtered for ∆tAr+ = 20 min. The
SEM and AFM images in Figs. 6.4(j) and (k) show a rather flat surface (RMSR ∼2 nm), and
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no craters are observed. Some features, causing minor tip instabilities (indicated with an
asterisk) are attributed to remaining SmxOy. The higher resolution AFM image in Fig. 6.4(l)
and the inset (expanded from the black box) reveals finer details of the microstructure where
grains tend to have triangular shapes, although this might be the result of a multiple tip.
The grain size here is ∼20 nm in width and about ∼5 nm in height. The EDS Fig. 6.5 shows
no trace of Sm, indicative of excessive sputtering (∆z > 100 nm). The surface is therefore that
of a sputtered GdN(111) surface.
Morphology discussion The morphology and composition of A519 are both strongly im-
pacted by sputtering, which was also observed on Sm/AlN samples in section 6.2. The main
morphological feature associated with sputtering of Sm is the presence of shallow craters
(depth of the order of 10 nm) about 100 nm wide. When the AFM tip is sharp enough,
atomic steps can be resolved in agreement with dhcp Sm(0001) crystalline structure. Similar
sputtering-induced morphologies were observed previously on metals [302, 303] which is a
good indication that SmxOy has effectively been removed with the Ar+ bombardment. How-
ever such craters were not observed on Sm/AlN sample (in section 6.2), despite using similar
beam energy, time and sputtering current - such discrepancy could be the consequence of
intrinsic morphology differences between A519 and R024 (see chapter 5), known to strongly
impact the post-sputtering morphology [182].
Composition discussion The Sm/Gd intensity ratio decreases linearly with sputtering
duration as shown in Fig. 6.5(b). Assuming that the EDS signal is proportional to the number
of Sm atoms, one can determine a rough estimate of the sputtering rate. The linear fit in Fig.
6.5 suggests a sputter rate of dzdt = 5.2±1.1 nm/min. An alternate, more direct measurement
of the sputter rate could be performed using a profilometer to measure the depth of the
sputter cavity on each sample. A bombardment of ∆tAr+ = 20 min sputters the entire cap
thickness in the chosen experimental conditions as shown by EDS and therefore corresponds
to excessive sputtering. Despite being partially bombarded, the surface morphology of GdN
was in good agreement with published [56] STM images of GdN(111) (see Fig. 1.7 in section
1.4.1 or discussion in section 6.4).
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6.3.2 Sublimation of thin Sm layers (A519)
The samples were subsequently thermally treated after sputtering in order to sublimate the
remaining metallic Sm. Refer to Table 6.1 for the exact sputtering current, sublimation
temperature and times for each sample in this study.
The bulk Sm desorption rate (see Fig. 5.2 in section 5.1) at T = 520◦C is of the order of
∼0.3 nm/s, i.e. to sublimate 100 nm of Sm, a heating time of ∆tsub = 5 min should be sufficient
for full desorption. To maximize Sm desorption, the samples were heated to T > 520◦C for
∆tsub > 12 h after sputtering.
Unsputtered From the previous study (see section 5.3), it is known that the native oxide
of Sm (SmxOy) hampers the recovery of a clean, accessible GdN(111) surface. Although it is
expected that heating an unsputtered sample will not successfully remove the cap, A519 was
heated to T = 528◦C for 14 h. Figure 6.6(a) shows the SEM image after heating. The mor-
phology after treatment is characterised with the presence of a discontinuous film appearing
white in the SEM image (occupying about ∼80 % of the surface) covering a darker phase
(thought to be GdN or oxidised GdN). The AFM images in Figs. 6.6(b) and (c) are intensely
streaky as a consequence of a highly unstable tip-sample junction. Multiple attempts using
various set-points, scanning speeds and tips could not yield streak-free imaging conditions.
The EDS spectrum is shown in Fig. 6.7(a). Compared to the untreated sample (spectra
also shown in the same figure), the Sm intensity decreased substantially (about −85% for
SmLα), but is not zero. The SEM, AFM and EDS measurements are in very good agreement
with the experiment on A314 in section 5.4. The presence of Sm in the heated sample is
attributed to SmxOy that could not be desorbed in these experimental conditions.
5 minutes sputtering Figure 6.6(d) shows an SEM image of A519 after 5 min sputtering
treatment followed by heating (Tsub = 534◦C, ∆tsub = 15 h). The surface is comparable to
the unsputtered and heated sample described above, although it differs in relative propor-
tions of SmxOy, now covering ∼50% of the surface. Figure 6.6(e) is an AFM image of the
sample. Despite the significant improvement from the unsputtered and heated sample, tip
instabilities occur and imaging is still difficult. The higher resolution AFM image in Fig.
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Figure 6.6: Effect of sputtering time (using E = 3.2 kV Ar ions and I∼15 µA) on Sm-capped
GdN (A519) subsequently heated (T∼530◦C for ∆tsub > 12 h). (a-c) Unsputtered sample, (d-f)
∆tAr+ = 5 min, (g-i) ∆tAr+ = 10 min, (j-l) ∆tAr+ = 20 min. The panels in the first column (a,d,g,j)
are SEM images (mag. ×50000, V = 15 kV), others are AFM images (z-scales indicated on
the images). SEM images and the first column of AFM images are to scale. The inset in (f) is
a line profile extracted from the white arrow (axes unit in nm).
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Figure 6.7: (a) EDS (V = 15 kV) of sputtered (E = 3.2 keV, I∼15 µA) and heated (T∼530◦,
∆tsub12 h) A519 (Sm-capped GdN). The sputtering time ∆tAr+ is indicated on each curve.
The spectrum of A517, uncapped GdN (exposed to air) is also displayed as a reference. (b)
EDS (linear scale) spectra of 10 min-sputtered and sublimated sample obtained from focusing
the electron beam on the dark areas (grey curve, see black arrow in inset) and on the large
white grains (see red arrow in inset) indicated in the inset SEM image. In (a) and (b), the
spectra are offset for clarity. The energy levels of Gd and Sm are indicated respectively with
solid and dashed lines.
6.6(f) reveals the two phases present on the surface. Particulates present on the surface are
observed, and the inset shows a line profile across the particulate indicating a height of about
∼20 nm-high. These particulates are identified as SmxOy only partially sputtered here. Also,
between the oxide grains a very flat surface is observed and identified as GdN. Qualitatively,
the EDS shown in Fig. 6.7 does differ not from the unsputtered/sublimated sample. A de-
crease of the SmLα intensity is however observed (reduced by about 20% with respect to the
unsputtered and sublimated sample), indicating partial removal of the oxide. The sputtering
step for 5 min prior to thermal desorption of the Sm layer clearly improves the decapping
technique. However the presence of remaining SmxOy on the surface suggests that a longer
bombardment time is required for optimal sputtering.
10 minutes sputtering A519 was sputtered for 10 min and subsequently heated to ther-
mally desorb the metallic Sm. The SEM image of the sample is shown in Fig. 6.6(g). The
surface is very homogeneous, flat, and blisters with beam exposure. The SEM image is also
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strikingly similar to the SEM image of the (air-exposed) GdN sample shown in Fig. 5.15(f).
See section 6.4 for a more detailed comparison with GdN. The AFM images in Figs. 6.6(h)
and (i) acquired in UHV also exhibit a very flat surface (The RMSR is 0.8 nm for both im-
ages). The surface is granular with feature sizes ranging from ∼5 to ∼50 nm and heights up
to ∼5 nm. The EDS shown in Fig. 6.7(a) does not indicate the presence of Sm which confirms
that sputtering removes the SmxOy layer.
Rarely, large grains appearing white in the SEM images are observed, as shown in Fig.
6.6(g). Larger scale SEM indicates that regions that are free of those can be as wide as
5× 5 µm2. EDS was also acquired by focusing the beam on a similar grain (beam cross
section ∼1× 1 µm2) and the data is shown in red in Fig. 6.7(b). It indicates a non-zero
Sm concentration (at the SmLα energy shown with an asterisk) meaning that the grains are
possibly SmxOy. Sputtering for 10 min prior to thermally desorb the Sm allows to obtain
very clean GdN surfaces, only rarely scattered with oxide grains.
20 minutes sputtering Earlier sputtering experiments in section 6.3.1 indicated an ex-
cessive sputtering for 20 min of bombardment (∆z > 100 nm), sputtering partially the GdN
layer. A piece of A519 was nonetheless sputtered for 20 min and then heated for thermal
desorption of the rest of Sm. The SEM image is shown in Fig. 6.6(j). The surface appears
homogeneous and is in general agreement with air-exposed GdN (see Fig. 5.15). The AFM
image in Fig. 6.6(k) shows a flat and homogeneous surface with a RMSR of 1.2 nm. Higher
resolution AFM image in Fig. 6.6(l) indicates a granular surface comprised of ∼10 nm wide
features of about 1−2 nm high. Generally the morphology is comparable to 20 min-sputtered
(excessive sputtering) and 10 min-sputtered and heated A519. The EDS shown in Fig. 6.7(a)
does not show the presence of Sm as expected (the sputtering removed the entire cap before
heating).
Summary Sputtering the Sm cap partially prior to sublimation clearly improves the de-
capping method discussed in chapter 5. Both composition and surface morphology after sub-
limation strongly depend on the initial bombardment duration. When the samples were
not initially sputtered, EDS measurement suggested the presence of Sm (∼15 % of the ini-
tial intensity), corresponding to undesired SmxOy covering the sample, also observed via
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SEM (strongly perturbing AFM measurements). Minimal sputtering (∆tAr+ = 5 min using
E = 3.2 keV and I∼15 µA) before thermal treatment further reduced the amount of Sm after
heating (∼10 % of the initial intensity) and decreased the oxide coverage. AFM of the under-
lying surface was also enabled thanks to partial oxide sputtering. The optimum sputtering
duration for removing the SmxOy in this experiment is around ∆tAr+ = 10 min. After sub-
limation, sizeable areas (up to 5×5 µm2) are free of SmxOy grains and a very smooth GdN
surface were recovered. The observed grains are typically ∼5 to ∼50 nm wide and ∼5 nm
high, in relative agreement with previously published STM study of 20 and 50 nm-thick
GdN(111) layer [56] (more details in section 6.4).
6.3.3 Sputtering of thick Sm layer (A520)
The sputtering is optimal for A519 for a relatively narrow duration range (only ∆tAr+ =
10 min removed the SmxOy without sputtering the GdN layer), therefore the sputtering of
thicker Sm caps was investigated. The same systematic study was undertaken on A520 with
the following aims: (i) reproduce the cap removal results obtained from A519 in the previous
section (‘thin’ Sm capping layer) on a different sample, (ii) improve the understanding of Sm
sputtering (both in terms of morphology and rate) and (iii) obtain AFM imaging of the recov-
ered GdN layer with finer resolution. The results of the sputtering experiments, similar in
many ways to those observed on the thin Sm layers (A519), and are therefore presented more
briefly below.
Morphology Figure 6.8(a) shows an SEM image of the untreated A520 sample. The sur-
face looks very similar to that of other Sm/GdN samples studied in this thesis (A314, A464,
A519), where flat terraces are scattered with pits. AFM images are shown in Figs. 6.8(b)
and (c), and show atomically layered terraces also observed on A519 (step height of ∼8 Å).
The pits (not visible in the present scales to increase the contrast of the terraces) were char-
acterised with AFM and measured as deep as ∼40 nm. Due to possible tip convolution, this
number is possibly underestimated (for more details on imaging artefacts, see [193]). Figure
6.8(d) shows the sample after sputtering during 5 min (in the usual sputtering conditions)
and indicate sputter-induced craters. The pits are still visible (slightly deeper crater) and of-
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Figure 6.8: Effect of sputtering time on Sm-capped GdN (A520), using E = 3.2 kV Ar ions and
I∼15 µA. (a-c) Untreated sample, (d-f) ∆tAr+ = 5 min, (g-i) ∆tAr+ = 10 min, (j-l) ∆tAr+ = 30 min.
The panels in the first column (a,d,g,j) are SEM images (mag. ×50000, V = 15 kV), others
are AFM images (z-scales indicated on the images). SEM images and the first column of
AFM images are to scale. Note: these samples are not heated. Note that ∆tAr+ = 20 min has
been tested and the resulting SEM/AFM images are very consistent with the 10 min- and
30 min-sputtered samples.
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Figure 6.9: EDS (V = 15 kV) of sputtered Sm-capped GdN (A520) using an ion energy E =
3.2 keV (sputtering current I∼15 µA). The sputtering time ∆tAr+ is indicated on each curve.
The spectrum of A517, uncapped GdN (exposed to air) is also displayed as a reference. The
spectra are offset for clarity. The energy levels of Gd and Sm are indicated respectively with
solid and dashed lines.
ten host a particulate (appearing white in the SEM images). The AFM images in Figs. 6.8(e)
and (f) agree with the SEM image, yet here the craters are not clearly resolved, the AFM tip
having likely picked up a SmxOy particulate. Figure 6.8(g) shows an SEM image of a sample
sputtered for 10 min. The surface is still characterised with craters and remaining particu-
lates are observed in deeper depressions. The AFM image in Fig. 6.8(h) is in agreement with
the SEM image. Figure 6.8(i) is a higher resolution AFM image of the bottom of a crater.
Scattered features attributed to Sm structural defects or sputtered debris, are visible in the
high-resolution AFM images as observed on A519 previously (see Fig. 6.4). Since A520 was
grown with a thicker Sm cap, the sample was also sputtered for 30 min. The SEM (Fig. 6.8(j))
and AFM images (Figs. 6.8(k) and (l)) indicate a morphology comparable with the previous
samples, sputtered for shorter durations. The craters also show atomic terraces. Note that a
sample was also sputtered for ∆tAr+ = 20 min (not displayed), however no difference in terms
of morphology with the other sputtering durations were evidenced.
Composition The EDS of the sputtered A520 samples are shown in Fig. 6.9. No signif-
icant difference is observed, for all sputtering times. Notably, the Gd peaks are not visible.
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The possible reason for this is because the thicker Sm (300 nm) prevents penetration of the
electrons in the underlying layers. As opposed to the study on A519 samples (Fig. 6.5), the
sputtering rate can not be estimated here. Longer Ar+ exposure (not tested) should lead to a
decrease of the Sm intensity.
Discussion and summary The surface morphology of A520 (300 nm-thick Sm capping
layer on 100 nm-thick GdN) is very similar to A519 (100 nm-thick Sm on 100 nm-thick
GdN) after sputtering. Craters and occasional grains are observed in the pits, correspond
to remaining SmxOy particulates. This can be explained the material surrounding the pit
shadowing the bottom from the ion beam. High resolution AFM imaging indicated the pres-
ence of features of only ∼1 nm high, thought to correspond to defects in the Sm crystalline
structure or to sputtered debris. The only clear difference with A519 here is the effect of long
sputtering times (more than 20 min). While thin Sm caps are sputtered entirely in ∼20 min,
it is not the case for the thicker layers, simply because of the larger amount of material. For
a sputtering rate of dzdt = 5.2±1.1 nm·min−1 (as estimated for A519), a duration of ∼60 min
would be required to sputter the entire cap. The EDS signal was independent of the sputter-
ing duration, because the electrons have a limited penetration depth of about d15keV∼100 nm
in Sm (see chapter 2 for more details) therefore preventing the observation of Gd.
6.3.4 Sublimation of thick Sm layers (A520)
The sputtered A520 samples were then heated for Tsub > 520◦C for ∆tsub > 12 h. The surface
morphology and elemental composition of the samples are discussed here for the various
initial sputtering times. Again, due to general similarities with the previous A519 sample,
the results are shown more briefly below.
Morphology Figure 6.10(a) is an SEM image of the unsputtered sample after thermal
treatment. Granular SmxOy covers the surface (white in the SEM image) of the sample as
observed on the other samples (see sections 5.4 and 6.3.2). The AFM image in Fig. 6.10(b) is
consequently very streaky. The AFM image in Fig. 6.10(c) shows the underlying layer which
was this time possible to image, thanks to the absence of SmxOy in this particular area. The
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Figure 6.10: Effect of sputtering time (using E = 3.2 kV Ar ions and I∼15 µA) on Sm-capped
GdN (A520) subsequently heated (T∼530◦C for ∆tsub > 12 h). (a-c) Unsputtered sample, (d-f)
∆tAr+ = 5 min, (g-i) ∆tAr+ = 10 min, (j-l) ∆tAr+ = 30 min. The panels in the first column (a,d,g,j)
are SEM images (mag. ×50000, V = 15 kV), others are AFM images (z-scales indicated
on the images). SEM images and the first column of AFM images are to scale. Note that
∆tAr+ = 20 min has been tested and the resulting SEM/AFM images are very consistent with
the 10 min- and 30 min-sputtered samples.
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Figure 6.11: EDS (V = 15 kV) of sputtered/heated Sm-capped GdN (A520) using an ion energy
E = 3.2 keV (sputtering current I∼15 µA) displayed on a log-scale. The sputtering time ∆tAr+
is indicated on each curve. The spectrum of A517, uncapped GdN (exposed to air) is also
displayed as a reference. The spectra are offset for clarity. The energy levels of Gd and Sm
are indicated respectively with solid and dashed lines. Inset: intensity ratio SmLα/GdLα as a
function of the sputtering duration.
surface is very flat (RMSR of 0.8 nm), and is in very good agreement with the morphology of
the 10 min sputtered/thermally treated A519 shown in Fig. 6.6(i). The samples sputtered for
5, 10 min and 30 min here do not show obvious differences. The corresponding SEM images
shown in Figs. 6.10(d) (g) and (j) show significantly less oxide than the unsputtered/heated
sample in (a). Focussed SEM electron beam leads to blistering of the darker layer, as it was
observed for air-exposed GdN (see Fig. 5.15). The AFM images in Figs. 6.10(e,f), (h,i) and
(k,l) and the corresponding SEM images agree. Scanning as wide as ∼1.5×1.5 nm2 without
instabilities is now possible for the 30 min-sputtered/thermally treated sample (Fig. 6.8(k)).
High resolution AFM imaging in Fig. 6.10(f), (i) and (l) reveal the microstructure of the
decapped GdN and is discussed in detail in section 6.4. A sample was sputtered for 20 min
and thermally treated (not shown) and does not differ the samples sputtered initially for
10 min and 30 min.
Composition The EDS spectra of all the sputtered/heated samples are shown in Fig. 6.11.
The EDS of the untreated sample is also displayed. A very weak SmLα intensity after heating
is observed for the samples sputtered for ∆tAr+ ≤ 10 min, due to the presence of SmxOy, not
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entirely removed. Longer sputtering times (20 and 30 min) do not indicate the presence of
Sm, suggesting complete removal of both the metallic cap and the SmxOy layer. No difference
with bare GdN (exposed to air) can be observed by means of EDS. With the exception of the
untreated sample where most of the Sm is metallic, the detected Sm intensity in all the
displayed spectra here arises from SmxOy. The intensity of SmLα normalised to that of GdLα
is displayed in the inset as a function of the argon bombardment time. While for A519 a
sputtering of 10 mins was sufficient for SmxOy removal, it appears to take longer for A520.
This can be explained by the presence of a slightly thicker oxide in A520.
6.4 Characterisation of the decapped samples
6.4.1 GdN morphology
The morphology of the recovered GdN samples is now discussed and compared with the only
previously published STM image [56]. Figure 6.12 shows the STM image from the liter-
ature (in Fig. 6.12(a)) corresponding to a 50 nm-thick GdN(111) oriented layer grown on
AlN(0001)/Si templates. Figure 6.12 also shows several AFM images obtained from the de-
capped samples (containing no Sm as shown by EDS), obtained using the detailed procedure
presented earlier in section 6.3.
Excess sputtering and unheated Figure 6.12(b) is an AFM image of A519 sputtered for
20 minutes and not heated. As a result of sputtering, no Sm was observed in the sample
indicating a possible bombardment of the underlying GdN layer as discussed in section 6.3.1.
The morphology is however very comparable to the published [56] STM image of GdN(111)
reproduced in Fig. 6.12(d). Note the dashed square in the AFM image in Fig. 6.12(a) is of the
same size of the STM image in Fig. 6.12(d), indicated for comparison purpose. The RMSR
in the two images are similar, 0.9 nm for the sputtered Sm/GdN sample in Fig. 6.12(a) and
2.2 nm for the as-grown GdN [56].
Optimum sputtering Figure 6.12(c) shows an AFM image obtained on A519 after 10 min
sputtering and thermal desorption. It is the only example of the thin Sm capped sample
(A519) that (1) was not excessively sputtered and (2) did not evidence the presence of Sm
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Figure 6.12: (a) STM image (V = +2.0 V, I = 0.1 nA) of a 50 nm-thick GdN, from [56]. AFM
images of (b) decapped A519 (sputtered for 20 mins, not heated), (c) decapped A519 (sputtered
for 10 min, heated), (d) decapped A520 (sputtered for 20 min, heated) and (e) decapped A520
(sputtered for 30 min, heated). Note the scale difference in (a). The STM image in (a) and
the dashed square in (b) are the same size, displayed for comparison purpose.
after heat treatment. The surface is very flat (RMSR is 0.7 nm) but the relatively blunt tip
hinders finer characterisation. Generally it is in good agreement with the other AFM im-
ages. Figs. 6.12(d) and Fig. 6.12(e) correspond to A520 sputtered for respectively 20 and 30
minutes, and subsequently thermally treated. The two images are the result of a sharper tip
than in Figs. 6.12(b) and (c). The morphology of both samples can be described with a very
flat surface (RMSR is 0.8 nm in the two images) and agree well with the sputtered/heated
A519 sample shown in Fig. 6.12. The grains are up to ∼50 nm wide, and some of them appear
more or less merged or coalesced and have arbitrary shapes. Smaller grains (∼10 nm-wide,
density ∼ 109 cm−2) appearing more circular are also visible in the image. The reason for
such morphology is unknown. It is possible to hypothesize that the circular grains are the
result of dislocations emerging on the GdN surface, as observed for other nitrides at com-
parable densities [308, 309]. Higher resolution AFM imaging would be required for further
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investigation regarding these morphological features.
Discussion The recovered GdN thin films in our experiments are reproducible and compa-
rable to the unique STM image of GdN in the literature. The RMS roughness is also ∼1 nm
and the samples share a similar grain width (∼10 nm) and height (∼10 nm). However, side-
by-side comparison of the decapped samples with the STM image in Fig. 6.12(d) indicate
some differences, in particular due to the presence of the flat grains appearing merged or
coalesced. A few hypotheses can be made that potentially explain the difference between the
published GdN image with the decapped samples in this thesis:
• (i) Different experimental conditions The growth conditions of A519 and A520
for GdN were maintained as similar as possible and grown only a day apart in the
same system minimizing possible structural differences. Despite using generally sim-
ilar growth conditions and substrate, the sample from the literature in Fig. 6.12(a)
was grown in different vacuum chamber. Moreover it was reported to be 50 nm-thick
[56] which is two times thinner than in A519 and A520. The GdN layers in A519 and
A520 were essentially annealed for ∆t > 12 h at T > 520◦C (which was not the case for
the sample in Fig. 6.12(a)) and despite the absence of structural variation of GdN(111)
upon thermal treatment (see study in section 5.2.1), the effect of the thermal treatment
in real-space is unknown.
• (ii) Remaining oxide The ion bombardment step removes most of the SmxOy as
proven by SEM but may not be 100% effective, leaving behind trace amounts of oxide
particulates below the detection level of EDS. The SmxOy particles if sputtered insuffi-
ciently were always found to hindering AFM imaging as discussed previously, which in
the ‘successfully’ decapped samples in Fig. 6.12 was not observed. It is possible that the
potential remaining particulates of SmxOy in decapped samples have a much smaller
size and adhere more to the GdN layer than in inappropriately treated samples. Ruling
these out would require measurements with higher sensitivity to oxygen (e.g. XPS).
• (iiI) Remaining metallic Sm The EDS detection limit is of the order of ∼0.1−1.0 wt%
[202, 204] i.e a remaining 0.1−1.0 Å equivalent thickness of Sm is possible, assuming
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a probed depth in the range of ∼100 nm. Upon heating at elevated temperatures, it is
be expected that the Sm thin films fully sublimate, but it is unclear if it is the case of
atomic clusters that can have a higher sublimation temperature due to quantum size
effects [310]. This scenario is highly hypothetical and would require high sensitivity
measurements to prove that Sm is still existing on the decapped samples in a nanoscale
form.
• (iv) Alloying of the GdN layer with metallic Sm Intermixing of Sm below the EDS
detection level with GdN during the cap desorption step can not be completely excluded.
Such alloying could be accompanied by a change in morphology of the GdN surface.
• (v) Metallisation of GdN. Lastly, it is known that N2 desorbs off the first few nanome-
tres of the RENs when heated in UHV [68]. Considering an ideal decapping by sput-
tering/sublimation, the GdN top surface in our decapping experiments is likely to be
depleted of nitrogen due to the heat treatment.
These hypotheses can not be tested further using the present AFM images and EDS
data. The morphological differences discussed here are most likely from subtle changes in
the growth conditions and treatment of the samples. Further experiments are required to
characterize the recovered GdN, and are discussed in section 6.5.
6.4.2 Raman spectroscopy
To characterize the surface of the decapped samples, Raman spectroscopy (in air) was briefly
investigated at VUW at the Raman lab. The basic experimental set-up is discussed in chapter
2. Figure 6.13 shows the Raman spectra (obtained with λ = 514 nm) of several samples
including untreated A519, 0, 5 and 10 min-sputtered/heated A519, A517 (uncapped GdN,
exposed in air) and a Si wafer.
The surface of the untreated Sm/GdN sample does not show the presence of phonon modes
using conventional Raman spectrometry due to the very limited penetration depth of visible
light, like most metals [312]. No peaks associated to SmxOy are observed. A silicon wafer
was tested for reference (light blue). All the peaks correspond to well-known phonon modes
previously observed on Si [313]. The Raman spectrum of the air-exposed GdN sample is
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Figure 6.13: Raman spectra (λ= 514 nm) of A519 (0 min, 5 min, 10 min sputtered and heated,
as well as untreated), A517 (GdN exposed to air), and Si wafer. The dashed arrow indicates
AlN (E2) phonon mode [311]. The spectra (displayed on a log-scale) are offset for clarity. No
extra feature is identified on the treated samples with respect to the air-exposed GdN sample.
identical to Si, except for a the peak at σ∼648 cm−1 (dashed arrow), corresponding to a
previously reported AlN phonon mode [311, 313]. No GdN [314] nor Gd2O3 [315] peaks are
observed. Regardless of the treated sample that is considered (unsputtered/sublimated or
sputtered/sublimated) the Raman spectra are identical to that of the oxidised GdN sample,
only the AlN and Si substrate peaks can be observed.
The Raman scattering experiments here do not evidence any phase in the treated sam-
ple, beyond the AlN/Si substrate. Further analysis (see section 6.5) using more sensitive
techniques will be required to characterize the surface of the decapped samples.
6.5 Conclusion and outlook
6.5.1 Summary
The Sm cap removal of air-transported epitaxial Sm/GdN samples was achieved through ar-
gon sputtering and thermal desorption, using both AFM (in UHV) and SEM (after transfer in
air) for morphology characterisation, and EDS (after transfer in air) for elemental composi-
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tion analysis. It was found that using E∼3.2 keV and I∼15 µA led to an acceptable sputtering
for a Sm/AlN sample.
A study was then performed on Sm/GdN samples (A519 and A520, consisting of a 100 nm
and 300 nm-thick Sm cap respectively, grown on a 100 nm-thick GdN) wherein the sputtering
energy and currents were kept identical throughout the experiments (E = 3.2 keV, I∼15 µA,
chosen in agreement with initial testing) and systematically varying the bombardment du-
ration (∆tAr+ = 0, 5, 10, 20 min, plus 30 min for A520) before sublimation. The sputtering
rate was measured as dzdt = 5.2± 1.1 nm/min. The morphology and elemental composition
were characterised both before and after heating (T > 520◦C for ∆t > 12 h). From AFM, SEM
and EDS analyses, it was shown that a SmxOy discontinuous or granular film covers most of
the heated Sm/GdN samples if initially insufficiently sputtered, typically for ∆tAr+ ≤ 5 min.
The oxide particulates also prevent AFM investigations because they are loosely bound and
adhere to AFM tips creating instabilities or significant decrease of sharpness. For longer
sputtering times (∆tAr+ = 10 min for A519 and ∆tAr+ = 20 and 30 min for A520), the heated
samples show very large areas (up to ∼5×5 µm2) that are free of SmxOy as evidenced by SEM
and EDS. The absence of oxide enables AFM characterisation of the uncovered GdN layer.
The uncovered GdN surfaces are typically very flat (RMSR below 1 nm) and agree with
the literature. However further experiment need to address the purity, the crystalline struc-
ture, and stoichiometry of the recovered GdN.
It is clear that the sputtering procedure is beneficial for obtaining large areas free of
Sm and SmxOy, thought to correspond to GdN. The technique presented here is therefore a
significant improvement in contrast to the method reported in chapter 5 using only a thermal
treatment to desorb the Sm from the samples. The reported cap removal technique of Bi2Se3
(using a Se cap [268]) is therefore also valid for Sm-capped GdN samples.
6.5.2 Future work
Further testing is required to assess the purity, stoichiometry and crystalline quality of the
recovered GdN. Comparison with uncapped, unoxidised GdN grown in similar conditions
would be ideal to address the properties of the recovered GdN layer. Also, testing this cap-
ping/decapping technique on other RENs e.g. Sm/SmN or Sm/DyN samples could also gener-
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alize the technique for other RENs, and open up new avenues for REN surface characterisa-
tions.
For future Sm/GdN decapping experiments, the decapping procedure should be performed
in the experimental conditions developed in this thesis. It is however important to note that
the history of the sample plays a crucial role, as it is expected that the oxidation kinetics
are a function of exposure time, humidity, and temperature in particular during the trans-
port phase of the Sm-capped GdN sample. The crystalline quality of Sm may also play an
important role in the oxidation rate. In the case of Sm/GdN samples exposed to air for a
significantly longer time (e.g. 10 days), sputtering times should be longer to remove an ap-
propriate quantity of SmxOy. The Sm cap thickness must be designed accordingly.
A series of experiments can be undertaken to characterize the decapped samples. The
recovered GdN layer must be investigated with surface-sensitive techniques in UHV to test
the electronic properties:
• STM experiments and in particular scanning tunneling spectroscopy (STS) should be
carried on the recovered GdN layers. The obtained results should be compared to ex-
perimental optical measurements [316] and ab-initio calculations of the band structure
of bulk GdN [71, 80, 90]. The absence of literature on the electronic structure of the
GdN(111) surface (both theoretical and experimental investigations are inexistent to
the best of of knowledge) could be addressed with the support of future theoretical work
(e.g. DFT calculations of a relaxed GdN layer). The observation of the energy band-gap
closing below the Curie temperature (TC∼70 K) [71] would be a major landmark in
GdN research. STM and STS have been very briefly tested at room temperature on the
decapped samples, however the images and I(V ) curves were not reproducible, which
was attributed to contaminated STM tips.
• X-ray photoelectron spectrometry (XPS) has a significantly higher surface sensitivity
than EDS, typically probing ∼2−5 nm below the surface [317]. XPS yields the elec-
tronic energy spectrum of the present superficial elements. Comparing an as-grown
GdN spectrum with that of a decapped Sm/GdN sample using XPS could potentially
verify whether Sm-Sm, Sm-O, Sm-Gd or Sm-N bonds are evidenced within the system
at the expected energies. Such experiment would require a combined system where
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GdN growth, argon sputtering, and XPS analysis are all available without breaking
the vacuum.
• Angle-resolved X-ray photoelectron spectroscopy (ARPES) can image the electronic
band-structure of a sample below the Fermi level, as it is possible for a variety of
materials [113, 318, 319]. ARPES data of GdN could verify the validity of the elec-
tronic structure calculations published earlier [71, 80, 90]. Comparing as-grown GdN
and decapped Sm/GdN samples would provide a robust testing for the validity of the
decapping method.
To conclude, the decapping method developed here enables ex-situ surface sensitive tech-
niques of GdN. Future work should focus on testing whether or not the GdN properties are
impacted during the procedure beyond general morphology and elemental composition. If the
GdN appears to be unaltered, the decapping method presented in this thesis could pave the
way for further ex-situ surface characterisation of GdN and other RENs.
Chapter 7
Preliminary study of gadolinium
nitridation
This chapter focuses on room temperature nitridation of Gd thin films. The impetus for ob-
taining a GdN surface via an alternative method (other than conventional REN deposition by
PVD in N2 atmosphere) was stimulated by the challenges discussed in the previous chapter
using the Sm cap desorption technique to recover a pristine GdN surface. In this chapter,
preliminary tests are reported on the nitridation of pure Gd thin films, both in UHV imme-
diately after Gd deposition and after exposure of the Gd films to air. This introductory work
was conducted at VUW in conjunction with J. Chan, another PhD candidate.
This chapter is written as follows. First, section 7.1 reviews the principle nitridation of
RE materials. The nitridation growth model is also presented. Secondly, section 7.2, the
growth of Gd thin films on AlN/Si templates via MBE is presented . Thirdly, the N2 exposure
of a Gd surface is examined in UHV in section 7.3. In section 7.4, nitridation is attempted on
previously air-exposed Gd layers. The structural characterisation via XRD is then performed
in section 7.5. Finally, the results are summarised and future nitridation experiments are
suggested in section 7.6.
7.1 Principle
7.1.1 Catalytic breakdown of N2
As reviewed in chapters 1 and 2, REN deposition using molecular beam epitaxy (MBE) tech-
niques consists of the evaporation of pure solid RE at low flux (∼0.1 Å/s) under a nitro-
179
7.1. PRINCIPLE 180
gen atmosphere. Various nitrogen sources have been reported, including nitrogen plasma
[57, 58, 60, 61, 78, 84, 88, 320, 321], ammonia (NH3) [70, 166] or molecular nitrogen (N2)
[54, 56, 57, 81, 314]. Most of the RE elements can form a REN in a N2 amosphere (e.g.
GdN [54, 56, 57], SmN [57, 81], DyN, ErN and LuN [314]), yet it is not the case for EuN
[57, 61, 78, 320, 321] and YbN [77]. It is worth noting that a numerical diffusion model
has been investigated on bulk Gd crystals [322], however this is not in our direct interest
because it focuses on bulk properties at the millimetre scale. The nitridation of RE poly-
crystalline thin films has been investigated very recently via XRD and time-dependent con-
ductance measurements [68], however no direct surface-sensitive technique has been used to
study this phenomenon so far.
The crystal structure of RENs, fcc for the most part [50] means that each RE atom is
coordinated with 6 nitrogen atoms, and vice versa. This implies dissociation of N2 during
growth (there is no N−N bond in a REN crystal), and REN formation is observed even at room
temperature [50]. A priori, the separation of N2 by pure RE elements at room temperature
is surprising, and despite some effort to understand the RE-N bonding formation [323] no
theoretical investigation has yet been fully successful to explain why this reaction occurs
although the oxidation number and atomic volume have been suggested [68]. It is unclear if
the catalyst is a single RE atom, cluster, surface or even defect. It is important to note that N2
reduction is a common topic in catalysis research [324], and transition-metal mononitrides,
e.g. ZrN and NbN (also crystallizing in fcc rocksalt structures) are under investigation [325,
326].
Novel pathways for dissociation of N2 may have significant technological consequences
as the highly energy-consuming Haber-Bosch process [327] is today the standard industrial
technique used for NH3 production, accountable for more than 1 % of the world’s energy
consumption [328]. Reducing the cost of N2 fixation (the Haber-Bosch process requires tem-
peratures of about 400◦C and pressures of about 200 bar [329]) is therefore highly desirable.
The use of a RE layer as a catalyst for NH3 production has recently been patented [69].
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Figure 7.1: Nitridation schematics: (a) AlN template before RE deposition, (b) during
RE(0001) deposition, (c) during N2 exposure of the RE layer, and (d) completed REN(111)
layer. Grey: Si, green: AlN, red: RE, blue: N/N2. These hypothetical models are idealised
and not to scale.
7.1.2 Nitridation
In this chapter, nitridation tests are undertaken in order to obtain GdN by exposing a Gd film
to molecular N2. The principle of the nitridation is detailed as follows. First, the commer-
cially available AlN/Si templates are loaded in the UHV chamber. Figure 7.1(a) is a cartoon
of the AlN/Si substrate. The substrates in this chapter are identical to those used for sam-
ple growth in chapters 5 and 6. The Gd(0001) layer is then deposited by MBE, as shown
in 7.1(b). In Fig. 7.1(c), molecular nitrogen is introduced into the growth chamber, reacting
with the RE layer, forming a GdN(111) layer as displayed in Fig. 7.1(d). This hypothetical
growth model is tested in this chapter, both with and without initial exposure of the Gd layer
to ambient air.
In this chapter, the N2-exposed Gd layer is labelled as GdNx, where x = 0 for inactive ni-
tridation and x = 1 for complete nitridation. After exposure to N2, the samples are passivated
with an Al capping layer to avoid reaction of the GdNx layer with air.
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Figure 7.2: Bulk crystal structures of wurtzite AlN, hcp Gd, fcc GdN and fcc Al. The lattice
parameters of the corresponding models are indicated. Green: Al, blue: N and red/pink/or-
ange: Gd. The structures are to scale with one another. Only AlN and Gd are represented
in their primitive unit-cells, GdN and Al are chosen to be displayed in hexagonal form. The
c-axis is the preferential growth direction.
7.1.3 Crystal structures
Fig. 7.2 shows the bulk structure of the crystals of interest in this chapter, and literature
lattice constants are indicated next to the models. The samples are grown on AlN(0001)
[330] where the c axis is perpendicular to the (0001) plane. Bulk Gd crystallizes in hexagonal
close-packed [271]. The stacking along the c axis is ABAB...etc. as shown on the figure. GdN
[292] crystallizes in fcc ‘rocksalt’ structure. Here GdN is displayed in hexagonal form, where
the c axis is perpendicular to the (111) planes. The Gd stacking along GdN〈111〉 direction
is ABCABC... etc. The bulk structure of Al is also fcc [331] and here too it is chosen to be
displayed along its preferential 〈111〉 axis (parallel to c).
7.1.4 Aim of this chapter
This study has multiple aims: (i) understand the growth of Gd(0001) on AlN, (see section
7.2) (ii) study the effect of N2 exposure immediately after Gd deposition (see section 7.3),
(iii) test the effect of N2 exposure on air-exposed Gd samples (see section 7.6). In particular,
if nitridation of Gd is possible after exposure to air, this would enable REN fabrication at
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Sample Gd (nm) ∆tair (min) ∆tN2 (min) PN2 (mbar) Template
A412 10 - - - AlN/Si
A415 10 - - - AlN/Si
A416 10 - - - AlN/Si
A413 10 0 40 1.1×10−4 AlN/Si
A418 10 0 40 2.0×10−4 AlN/Si
A414 10 480 40 1.1×10−4 A412
A426 10 5∗ 60 1.1×10−4 A416
Table 7.1: Samples grown for the nitridation experiments. The Gd thickness, intermediate
exposure to air ∆tair, nitrogen pressure PN2 and exposure times ∆tN2 are indicated. Also, the
templates are indicated. All the samples are kept at room temperature during N2 exposure,
except A426 (TN2∼700◦C).∗ A426 was also stored in a vacuum-sealed bag for 10 days before
exposure to N2, 5 min corresponds to the exposure to ambient air.
UC by exposing to N2 Gd thin films previously grown at VUW. The study is at this stage
preliminary, aiming for a general understanding of the nitridation process, paving the way
for further experiments.
The grown samples are tabulated in Table 7.1. Three types of samples are grown here.
A412, A415 and A416 consist of a 10 nm-thick Gd layer grown on AlN. A413 and A418 are
nominally identical Gd samples that are immediately exposed to N2 and then capped with Al.
Finally, A414 and A426 are Gd samples that are exposed to N2 after different air exposure
times, and subsequently capped with Al.
The RHEED patterns during Gd growth, nitridation and Al capping are systematically
recorded and analysed to determine the relative in-plane lattice constant, technique previ-
ously used in chapter 5. The streak spacing s is proportional to the inverse of the in-plane
lattice constant a∗ [206] as discussed in more details in chapter 2. The inverse of the streak
spacing 1s is normalised by its initial value s0 such that a(t) = s0s(t) . To clarify, a∗ is therefore
the absolute in-plane lattice constant (in Å) and a the in-plane lattice constant relative to the
substrate (unit-less). For the nitridation, it is equivalent to consider aGd = 1 and the evolu-
tion of a indicates the evolution of the GdNx lattice constant. The lattice mismatch is often
discussed in this chapter, where δ= a−1 (in %). Further structural characterisation via XRD
is performed after sample growth. The reflection peaks are fitted with Gaussian functions.
For more details on the experimental set-up and elements of theory, refer to chapter 2.
The extracted quantities from the RHEED experiments, i.e. in-plane mismatch δ for
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Gd/AlN and GdNx/Gd (and corresponding absolute in-plane lattice mismatch a∗) are given in
Table 7.2 at the end of section 7.4. The XRD peak positions 2θ, full-width at half-maximum
β and peak areas for Gd(0002) and GdNx(111) are given in Table 7.3 in section 7.5.
7.2 Growth of Gd on AlN
Bulk Gd is a ferromagnet (TC = 293 K [271]) and heterostructures comprised of Gd thin
films have previously been demonstrated, e.g. Gd/W [332]. While bulk Gd crystallizes in hcp
structure [271] (see Fig. 7.2), Gd thin films grown on Ta/Si(100) have been reported to consist
of a mixture of hcp and fcc phases, depending on the growth temperature, thickness and
buffer layer [333]. Here, we focus on the growth of a very thin Gd layer (nominal thickness
of 10 nm) on AlN(0001), which to the best of our knowledge, has never been reported. The
RHEED data presented here was obtained during the growth of A415, but these results were
identical in other samples.
Fig. 7.3(a) (top) shows the RHEED pattern at room temperature of the AlN(0001) tem-
plate, recorded along the AlN 〈112̄0〉 direction after outgassing for 1 h at about T∼200◦C
in UHV. The streaky diffraction pattern confirms the high quality of the AlN/Si substrate
(commercially available, EasyGaN [179]). The Gd evaporator is set to have a flux of ∼0.1 Å/s,
measured with a quartz micro-balance located near the sample holder. The sample is kept
at room temperature during deposition. The Gd shutter is opened (t = 0) and a few seconds
after the RHEED pattern changes to become more diffuse as shown in Fig. 7.3(b) (middle).
The streak spacing then decreases significantly. After about t∼1 min, the RHEED pattern
stabilizes and shows clear streaks, characteristic of a 2D ‘layer-by-layer’ growth as shown in
the RHEED after growth in Fig. 7.3(a) (bottom). The growth was stopped when the micro
balance indicated a deposited thickness of 10 nm (∼4 min).
The time-evolution of the normalised inverse streak spacing a is shown in Fig. 7.3(b).
For the first few seconds near t = 0, the streak spacing is constant. A change in the lattice
constant can be observed from t = 30 s, i.e. after deposition of ∼3 Å (∼1 atomic plane)
of Gd. The in-plane lattice parameter first overshoots to a value about 20% larger than
that of AlN, and decreases as the growth is taking place. The value of a stabilizes after 2
minutes and indicates a Gd/AlN mismatch of δ= 16.4±0.4%. The mismatch corresponds to
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Figure 7.3: Growth of Gd/AlN. (a) RHEED patterns along the AlN〈112̄0〉 direction during Gd
deposition of A415 for t = 0 s (Gd shutter opens), t = 10 s, and after the growth is finished. (b)
Normalised inverse streak spacing of A415 as a function of time. The yellow zone corresponds
to the growth duration. (c) AFM in air (tapping mode) of A412. The z-scale (corresponding to
the maximum topographic amplitude) is indicated.
a∗Gd = 3.62±0.02 Å, in very good agreement with bulk hcp Gd [334] (a∗Gd−bulk = 3.636 Å, [334]).
RHEED patterns are recorded immediately after growth at different sample rotations
(not shown) and indicate that the surface atoms possess a 6-fold rotational symmetry. The
atomic arrangements of the top monolayer of fcc(111) and hcp(0001) structures are identical,
only the stacking along the c-axis differs (respectively ABCABC... and ABAB...). Typically,
distinction of the two structures via RHEED is possible in the presence of finite islands,
where the faceted edges induce different RHEED diffraction spots (as reported for Co fcc/hcp
thin films [335]). However, in this case the streaky nature of the RHEED patterns can not
allow distinction between fcc and hcp. See section 7.5 for further structural characterisation
of the Gd thin films.
A412 (grown under nominally identical conditions) was imaged shortly after deposition
(the sample was in ambient air for less than an hour) with AFM (clean room, VUW) in order
to characterize its surface morphology. The tapping-mode AFM image is shown in Fig. 7.3(c).
The measured roughness is RMS ∼0.2 nm indicative of a nearly atomically-flat surface. The
features on the image are likely the result of adsorption of air-borne contaminants (H2O, O2,
...) on the Gd surface. The very flat morphology of the samples is in agreement with the
high-quality layer-by-layer epitaxial growth of GdN evidenced via RHEED experiments.
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Figure 7.4: Nitridation of Gd(0001). (a) RHEED patterns of A418 along the AlN 〈112̄0〉
direction during (t = 0, 10, 180 s) and after exposure to N2. (b) Normalised inverse streak
spacing a during N2 exposure. The dashed line indicates the final value and the blue area the
exposure time. Initial and final values are indicated with a dashed line. The inset shows the
same data, except on a linear-log scale evidencing an exponential law. The exponential model
(blue solid line) parameters are indicated. (c) Normalised inverse streak spacing a during N2
exposure of A413. The parameters of the exponential model (blue line) are indicated.
7.3 Nitridation results
7.3.1 N2 exposure
We now focus on the exposure to N2 of the Gd layer. In this section we only consider nitri-
dation attempts without exposure of Gd to air. The Gd layer (nominal thickness 10 nm) was
grown in identical conditions to those described previously in section 7.2. RHEED patterns
are recorded during the nitrogen exposure.
Immediately after the Gd deposition, the N2 pressure was set to P = 2.0×10−4 mbar and
maintained constant for ∆tN2 = 40 min. Figure 7.4(a) shows the RHEED patterns recorded
along the initial AlN 〈112̄0〉 direction (the sample was not rotated). During N2 exposure, the
RHEED pattern did not qualitatively change (it remained streaky) and no obvious spacing
variation was observed. However, analysis of the RHEED patterns (using J. Chan’s software
[178]) shows that a small increase in the streak spacing is occurring during N2 exposure.
Figure 7.4(b) shows the normalised inverse streak spacing a. Shortly after the opening of the
N2 valve, a decreases to ∼0.983.
Because the decay at the early stage of nitrogen exposure is relatively fast the same plot
is magnified in the inset (with the uncertainties). The in-plane lattice parameter decreases
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quickly and is stable after about t∼2 min. Despite a significant scatter and uncertainty in
the data, an exponentially decaying model fits the evolution of the normalised inverse streak
spacing relatively well (blue solid line). The associated time constant is τ∼1.3±0.4 min−1.
The in-plane lattice constant of the nitrided Gd(0001), compressed by −1.7±0.1 % with re-
spect to that of epitaxial Gd(0001) thin film (i.e. a∗GdNx = 3.59±0.06 Å) is reached after about
t∼2 min of N2 exposure. RHEED patterns are obtained at various sample rotation angles
(not shown) revealing a 6-fold symmetry of the top surface, in agreement with both bulk
Gd(0001) and GdN(111) (see ball-and-stick models of the structures in Fig. 7.2).
A413 is exposed to N2 following the same procedure, except PN2 = 1.1×10−4 mbar. The
RHEED patterns of A413 are qualitatively similar to those of A418 (not shown) and the
evolution of the normalised inverse streak spacing is displayed in Fig. 7.4(c). The in-plane
lattice parameter is also decreasing exponentially upon N2 exposure and fitting yields a =
0.016×exp(−4· t)+0.984, in good agreement with A418 where the final value for A413 a is
a = 0.984 or δ=−1.6±0.2 % (i.e. a∗GdNx = 3.55±0.03 Å). The decay is faster during A413 than
for A418, however due to the large scatter and uncertainty in the data, it is not possible to
establish clear kinetic comparison, beyond that the in-plane lattice spacing is stable after a
few minutes of N2 exposure. Only the final value of the streak-spacing, indicating whether
or not nitridation occurred, is discussed.
Assuming an ideal nitridation of bulk Gd(0001) to GdN(111), the observed lattice constant
would reduce from 3.636 Å [334] for Gd to 3.517 Å [292] for GdN, i.e. by δbulk =−2.7 %. Here,
the experimentally observed mismatches of δ=−1.7±0.1 % for A418 and δ=−1.6±0.02 for
A413 are in acceptable agreement. Deviation from ideal bulk nitridation may be related to
the strain experienced by the thin films or incomplete yield where x < 1.
7.3.2 Al capping
The GdNx layers were then passivated to avoid potential reaction with air. Al is chosen due to
availability in the chamber, and is preferable over Gd for further structural characterisation
(thus avoiding confusion with potential remaining Gd in the heterostructure). Its param-
agnetic properties are also convenient for further magnetic characterisation of the samples.
The aimed thickness for the Al cap is ∼20 nm, at a growth rate (measured with a quartz
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Figure 7.5: Al capping of GdNx. (a) RHEED patterns along the AlN 〈112̄0〉 direction during
(t = 0, 10, 180 s) and after Al growth (A418 sample) (b) Normalised inverse streak spacing
during Al deposition. The dashed line indicates the final value and the green area the Al
growth. Initial and final values are indicated with a dashed line.
micro-balance located near the substrate) of ∼0.1 Å/s, leading to a deposition time of about
30 minutes. The sample was maintained at room temperature during Al capping for all the
samples.
Al deposition was performed after shutting the N2 valve, when the base pressure is recov-
ered (∼1×10−7 mbar). Figure 7.5(a) shows the RHEED pattern before, during and after the
Al deposition on GdNx. The transition from GdNx to Al is clear and the lattice parameter re-
laxes immediately, as expected for a strongly-mismatched epilayer [287]. The streaky nature
of the RHEED pattern of Al during the growth is suggesting a high quality, 2D ‘layer-by-layer’
growth mode. Figure 7.5(b) shows the normalised inverse streak spacing (normalised to the
averaged value before t = 0) as a function of time. The transition from the GdNx is relatively
sharp, no intermediate phase or surface reconstruction are evidenced during Al growth. The
lattice mismatch measured by RHEED is δ = −20.8±0.2%. The RHEED patterns are ob-
served after rotation of the sample (not shown) revealing a 6-fold rotational symmetry along
the growth axis.
The in-plane lattice parameter is measured to be a∗Al = 2.85±0.03 Å, and the rotational
symmetry of the streaky RHEED pattern are in very good agreement with bulk fcc Al(111)
(inter-atomic distance a∗Al−bulk = 2.863 Å [331]). Overall, the RHEED study of the Al deposi-
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Figure 7.6: N2 exposure of Gd after 8 h in air. RHEED patterns along the AlN 〈112̄0〉 direc-
tion, (a) A412 after growth, (b) after air-exposure, (c) after heating to T∼450◦C for 30 min,
(d) during N2 exposure, (e) after N2 exposure and (f) after Al capping.
tion on the nitrided Gd(0001) surface suggests a high quality epitaxial growth of Al(111).
After capping, the samples are taken out of the vacuum chamber and their XRD patterns
are obtained (see section 7.5). Magnetic characterisation of the samples is planned, and at
the time of writing, no measurement have yet been undertaken.
7.4 Nitridation of air-exposed Gd layers
The aim of this section is to test whether GdN films could be prepared by first growing
Gd(0001) thin films in the UHV lab at VUW and then transported to UC for nitridation
in a different chamber. Two air exposure procedures were investigated: A412 was left for 8 h
in air, and A416 was stored for 10 days in a vacuum-sealed bag, at an estimated pressure
of 1 mbar. The RHEED patterns after exposure to air, after outgassing and during expo-
sure to N2 are discussed here. Because it is not the main focus of this study, the Al capping
deposition will only be briefly discussed.
7.4.1 After 8 h in air
Gd surface after air exposure A412 (∼10 nm Gd(0001) grown on AlN/Si) was loaded in
the UHV after 8 h of exposure in ambient conditions of temperature (T∼295 K) and atmo-
spheric pressure. Figure 7.6(b) shows the RHEED pattern along the AlN 〈112̄0〉 direction of
the sample immediately after insertion in the UHV chamber after exposure. For comparison,
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the RHEED pattern obtained immediately after grown is shown in Fig. 7.6(a). The pattern
(obtained at room temperature) has become very diffuse, indicating a degradation of the Gd
surface, likely through oxide layer formation [336]. Although it is unlikely to succeed (as
discussed for SmxOy desorption on Sm layer in chapters 5 and 6), the sample is heated to
get rid of the oxide layer. The cleaning procedure for this sample here consists of heating to
T∼450◦C for 30 min. Fig. 7.6(c) shows the RHEED pattern after thermal treatment. The
pattern is still diffuse, no clear improvement is evidenced. In fact, the streaks appear slightly
more blurred. The diffraction pattern is not quite comparable to the Gd(0001) obtained im-
mediately after growth, the cleaning procedure is then considered unsatisfactory.
Nitridation attempt The sample is exposed to N2, in similar conditions to that of A413 in
section 7.3 (PN2 = 1.1×10−4 mbar, ∆tN2 = 40 min at room temperature). It is not expected to
work given the degraded/oxidised surface of the Gd thin film, but nitridation is nonetheless
attempted. Figure 7.6(d) shows the diffraction pattern after t = 10 s of exposure to N2, no
significant change is observed. Figure 7.6(e) is the RHEED pattern after t = 40 min, the
first-order streaks almost entirely vanished. The extreme diffusivity of the pattern hinders a
clear streak-spacing estimation, which increases significantly the measurement uncertainty.
The time-dependent normalised inverse streak spacing (not shown) indicates a = 1.02±0.2,
averaged from t > 2 min. The absence of clear variation of in-plane lattice constant (a∗GdNx =
3.78±0.12 Å). It is likely that the nitridation reaction is prevented by the presence of the
oxide layer prevents nitridation.
Capping The layer was then capped with Al in the same growth conditions as previously.
The RHEED pattern after deposition is shown in Fig. 7.6(f). The presence of arcs indicates
a significant degree of polycrystallinity, likely due to the poor surface quality of the interface
before Al deposition. The sample was then taken out of the vacuum chamber and charac-
terised via XRD (see section 7.5). Note that the sample was relabelled to A414 to avoid
confusion with A412 (Gd/AlN which was also characterised via XRD).
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Figure 7.7: RHEED patterns along the AlN 〈112̄0〉 direction, (a) immediately after Gd depo-
sition, (b) after exposure to air for ∆tair = 5 min, (b) after outgassing at T∼700◦C for 4.5 h,
(d) at the start of the N2 exposure, (e) after N2 exposure and (f) after Al deposition.
7.4.2 After 10 days in low vacuum
Gd surface A416 (Gd/AlN) was loaded in the UHV chamber after storage for 10 days in
a vacuum-sealed bag (imitating transport of a Gd thin film). The sample was estimated to
be in contact with ambient air for ∼5 min. Figure 7.7(a) and (b) shows the RHEED patterns
before and after air-exposure. Again, the RHEED pattern was very diffuse due to oxidation
and adsorption of other contaminants in a similar fashion to A412 (Fig. 7.6). An outgassing
procedure was undertaken, this time at a higher temperature and for a longer time (T =
700◦C for ∼4.5 h) than for A414. The RHEED pattern after outgassing treatment shows
some contrast and streak sharpness improvement, but it is still diffuse.
Nitridation attempt The exposure to N2 was undertaken, this time for a slightly longer
time (∆tN2 = 60 min) at an elevated substrate temperature of TN2∼700◦C. The reason for
using an increased thermal energy and exposure time is to maximize the likelihood of nitri-
dation. Figure 7.7(d) and (e) show the RHEED pattern respectively before N2 exposure and
after 60 min. A loss of contrast and sharpness was observed, in agreement with previous N2
exposure of A412/A414. Again, due to the diffusivity of the pattern, it is very challenging to
estimate the streak-spacing. The evolution of the normalised inverse streak spacing a (not
shown) is relatively scattered and no trend can be made. Averaging of the data after t = 2 min
suggests a final in-plane lattice mismatch of δ= 0.0±1.3 % after N2 exposure, indicating no
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Layer Gd GdNx
Sample δ (%) a∗ (Å) δ (%) a∗ (Å)
Bulk +16.8 3.636 [334] −3.3 3.517 [292]
A412 19±2 3.70±0.06 - -
A415 16.4±0.4 3.62±0.01 - -
A416 16.5±0.4 3.62±0.01 - -
A413 17.2±1.3 3.65±0.04 −1.6±0.5 3.59±0.06
A418 16.2±0.8 3.61±0.02 −1.7±0.1 3.55±0.03
A414 c f A412 c f A412 +2±2 3.78±0.12
A426 c f A416 c f A416 +1.1±1.3 3.66±0.05
Table 7.2: RHEED analysis summary for all samples. The mismatch δ is given as well as the
corresponding in-plane lattice parameter a∗ for Gd and GdNx.
variation of the in-plane lattice parameter (a∗GdNx = a∗Gd = 3.66±0.05 Å). It is almost certain
that the nitridation did not occur (x∼0).
Capping An Al cap is deposited in the same growth conditions as previously. Surprisingly,
the deposition of Al follows this time a 2D ‘layer-by-layer’ growth mode indicated by a streaky
RHEED pattern, as shown in Fig. 7.7(f). The lattice mismatch of Al/GdNx is measured to
δ=−7.0±0.5 %, i.e. a∗Al = 3.41±0.07 Å. This is in complete disagreement with both bulk Al
structure (a∗Al−bulk = 2.863 Å, i.e. +20 % expansion of the lattice constant) and previous Al
deposition on A413 and A418 where the structure agreed with bulk Al (see section 7.3.2) The
sample was then relabelled A426 to avoid confusion with A416 (Gd only). The sample is then
taken out of the vacuum chamber for XRD characterisation.
7.5 X-Ray Diffraction
XRD (θ−2θ) patterns were recorded in order to characterize the structural properties of the
samples beyond the surface lattice parameters and surface symmetry given by RHEED. Fig-
ure 7.8(a) shows the XRD patterns of the samples discussed previously, except A415 (Gd/AlN)
which was not measured. As expected, the Si(111) and AlN(0002) reflections from the tem-
plate are visible in every sample. The capped samples also show the Al(222) reflection. The
differences between these patterns are mostly noticeable in the region near 2θ∼31◦, where
both Gd(0002) and GdN(111) are to be expected, and near 2θ∼38.5◦ where the Al(222) reflec-
tion is visible. The key parameters extracted from the XRD patterns (after alignment with
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Figure 7.8: (a) XRD (θ−2θ) of A412 (Gd/AlN), A413 (PN2 = 1.1×10−4 mbar, ∆tN2 = 40 min),
A418 (PN2 = 2.0 × 10−4 mbar, ∆tN2 = 40 min), A414 (Gd exposed for 8 h in air, PN2 =
1.1×10−4 mbar, ∆tN2 = 40 min) and A426 (Gd exposed for 5 min in air, PN2 = 1.1×10−4 mbar,
∆tN2 = 60 min at 700◦C). Asterisks indicate polychromaticity-induced reflections. (b) Mag-
nification near 2θ = 31◦, the hypothetical GdNx(111) reflections are highlighted in red when
applicable.
Si(111), see chapter 2 for more details) are given in Table 7.3. Due to the undesired polychro-
maticity of the X-ray source, several weak sharp peaks can be observed in the diffraction pat-
terns (indicated with asterisks) corresponding to Bragg reflections of Si(111) and AlN(0002)
for other wavelengths than CuKα . These reflections are therefore simply discarded.
Gd(0002) Fig. 7.8(b) magnifies the XRD patterns near 2θ = 31◦. The Gd(0002) reflection is
visible for all samples at 2θ = 31.00±0.02◦. As discussed in section 2.2.5, the evaluation of
the out-of-plane lattice constant of the crystals from XRD patterns uses Bragg law (equation
2.7). The value of d(0002) = 2.88 Å is found for all samples, in close agreement with the bulk
value of Gd (2.911 Å). Previously published Gd thin films grown on Si(100) [333] report hcp
Gd(0002) at 2θ∼30.8◦ and fcc Gd(111) at 2θ∼29.1◦. The XRD data here is therefore a strong
indication of the presence of hcp Gd(0001) as opposed to fcc Gd(111). Further measurements
(e.g. transmission electron microscopy) could further confirm the structural properties of Gd
in real-space.
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Peak Gd (0002) GdNx (111)
Sample 2θ (◦) β (◦) Area 2θ (◦) β (◦) Area
A412 30.99 0.20 106.6 - - -
A413 30.98 0.17 62.2 30.65 1.33 244.4
A418 30.99 0.20 59.7 30.90 1.13 242.8
A414 30.99 0.17 97.9 - - -
A425 31.00 0.19 79.4 - - -
A426 31.02 0.20 41.6 - - -
Table 7.3: Parameters extracted of Gd(0002) and GdNx(111) using Gaussian fitting with
linear background (peak position 2θ, full width at half-maximum β and area) from the XRD
patterns for the different samples.
GdNx(111) The XRD patterns of the samples nitrided with an observed decrease of the in-
plane lattice constant (A413 and A418) contain a wide bulge at respectively 2θ = 30.65◦ and
30.90◦ as observed clearly in Fig. 7.8 (b). Using eq. (2.7) one finds dhkl = 2.92 Å and 2.89 Å, in
good agreement with d111 of bulk GdN(111) (2.875 Å). The breadth of the peak here indicates
a small coherence length within the crystallites [207]. Unfortunately, it is difficult to make
an estimate of the crystallite size as the common standard of the Scherrer equation [207] is
only applicable for powder samples or nano-crystalline bulk materials [337]. The reflection
associated with GdNx is not observed in other samples (A414 and A426) where RHEED did
not evidence a change in the in-plane lattice parameter.
7.6 Discussion and conclusion
Gd(0001) thin films were successfully grown for the first time on AlN substrates. RHEED
and XRD indicate a lattice constant in very close agreement with the bulk value of hcp Gd.
The Gd layers were then either kept in UHV (A413 and A418) for immediate N2 exposure, or
exposed to air (A412 and A416) prior to nitridation attempts. The N2 exposure of Gd(0001)
thin films was investigated using RHEED and XRD.
A relative increase of the RHEED streak spacing was observed during N2 exposure of
the samples unexposed to air (A413 and A418) at room temperature, in agreement with
a Gd(0001) surface incorporating nitrogen to form GdNx. Interestingly, the in-plane lattice
constant tends to decrease exponentially from the Gd value to a value close to bulk GdN(111).
Caution is however required as the streak spacing is relatively scattered and shows some
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discrepancy during N2 exposure. Repeated measurements using an improved RHEED fitting
algorithm could potentially address the N2 dissociation and diffusion into a RE surface with
more acuity (e.g. nitridation kinetics and perhaps the stoichiometry). The XRD patterns of
the two samples suggest the formation of a new phase at a Bragg angle 2θ = 30.8±0.2◦ in
good agreement with bulk GdN(111). The relatively large width of the reflection attributed
to GdNx(111) suggests a small coherent length of the nitrided Gd crystals, however further
tests should be undertaken for grain-size estimation (e.g. AFM and STM). This confirms the
catalytic behaviour of Gd(0001) layers at room temperature to dissociate the otherwise very
robust N2 bond.
The exposure to air of the Gd(0001) thin films inevitably led to surface degradation as
evidenced with the significant loss of contrast in the RHEED images, both after 8 h in air and
10 days in a vacuum sealed bag. The degradation of the Gd surface is attributed to oxidation,
reported previously for Gd(0001) exposed to O2 in UHV [336]. Both thermal treatments
(450◦C for 30 min and 700◦C for 4.5 h) were not satisfactory to clean adequately the Gd
thin films from the oxide, as the RHEED patterns did not show a clear improvement. The
XRD and RHEED patterns of these samples did not evidence the formation of a crystalline
N2 induced phase. The catalytic breakdown behaviour of N2 observed on pristine Gd(0001)
(without exposure to air) is likely inactivated by the presence of a degraded Gd surface.
The Al capping layer is in agreement with the fcc bulk structure for the samples that
indicated nitridation of the Gd layer (A413 and A418). However, results diverge for the
samples initially exposed to air despite maintaining consistent Al deposition conditions. A
degraded/polycrystalline surface was observed for the sample exposed to air initially for 8 h
(A414). The sample that was stored in a vacuum sealed bag for 10 days showed the formation
of a higher-quality Al structure with an expanded in-plane lattice (about +20 % with respect
to bulk via RHEED). Further work will be required to elucidate whether or not it correspond
to a different phase of Al.
The coexistence of Gd(0002) and GdNx(111) reflections in A413 and A418 indicate that
both RE and REN phases are present within the samples. The nitridation reaction is there-
fore only partial: not all the Gd layer has reacted with N2 to form GdN, suggesting that the
room temperature nitridation is partial. Furthermore, the present data does not allow the
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determination of the stoichiometry x within the GdNx phase. The type of stacking in the
GdNx is also unclear, bulk GdN(111) is fcc where the Gd layers follow ABCABC stacking (see
the GdN structure in Fig. 7.2) which implies a stacking reconfiguration of the Gd(0001) layer
upon N2 exposure (hcp Gd(0001) planes follow ABAB stacking, see Fig. 7.2). This effect could
be further investigated using other structural characterisation methods (e.g. XRD φ scans or
TEM) and possibly predicted through DFT calculations.
Finally, a proof relying on other methods beyond structural characterisation techniques
is required in order to indisputably confirm the presence of GdN in the N2 exposed sam-
ples. GdN thin films are known for their ferromagnetic properties below TC∼70 K [56], and
magnetisation measurements (underway) using SQUID should clarify this. Electrical charac-
terisation (e.g. temperature dependent resistivity) of GdNx should also allow the distinction
between metallic Gd from semiconducting GdN. In case of a ferromagnetic transition, the
value of the Curie temperature TC may allow to estimate the stoichiometry x, known to raise
up to Tc∼200 K for N-deficient GdN [55]. Electrical measurements would however require an
insulating cap (e.g. GaN or AlN) instead of a metallic one (Al) for horizontal configurations
(e.g. van der Pauw).
To conclude, nitridation of Gd thin films was performed in UHV. The nitridation was only
be possible without exposing the precursor Gd layer in air. Experimental realisation of a
GdN layer at UC will not be enabled via nitridation of a Gd layer grown in the UHV lab at
VUW due to the degradation the film would undergo during transport. A way to enable the
nitridation of a Gd layer in a separate chamber may be through sputtering and annealing
cycles in order to obtain a clean Gd(0001) surface as reported previously [299]. However it is
not guaranteed that this technique would lead to a ‘good-enough’ Gd surface for nitridation.
Using a removable capping layer (see chapters 5 and 6) is currently the most viable solution
for ex-situ surface characterisation of GdN.
Chapter 8
Conclusion, outlook and further
work
This conclusions chapter aims to give a conceptual overview of the work undertaken in this
thesis. The general ideas are summarised, and their potential benefit to the fields of topotron-
ics and spintronics are discussed. The detailed results and discussions of the methods devel-
oped in this thesis have been addressed in their respective chapters. Two different classes
of materials were investigated in this thesis, the group-V 2D materials (in the context of
VDWHs) and RENs. For this reason the conclusion is naturally separated in two sections
below.
8.1 Topotronics and moiré patterns
Topology in 2D systems has attracted enormous attention in the condensed-matter physics
community over the last few years. Materials including Bi and Sb are particularly investi-
gated due to their non-trivial topologies. Their various 2D allotropes may be combined into
nanostructured VDWHs and are expected to play an important role in future dissipation-less
devices. To that effect we investigated with STM a variety of 2D Bi and Sb crystals grown on
graphite and MoS2. We set out to explore the moiré patterns (MPs) because of their potential
to control the topology and electronic band-structure in other systems studied previously.
Ball-and-stick approach We first explored a simple superposition model based on ball
and stick models. MPs were observed by STM in five VDWHs (α-Sb/α-Bi, β-Sb/α-Bi, MBi/α-
Bi, α-Bi/HOPG and α-Bi/MoS2) and were successfully modelled in terms of geometry (period
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and angles). Only very small corrections of the lattice parameters (within experimental un-
certainties) were necessary to obtain very good agreement with the STM observations. The
simulations, previously demonstrated for hexagonal layers, were shown to be valid for other
symmetries (rectangular/rectangular and mixed symmetry). When it was possible (rectangu-
lar/rectangular cases) the simulations were compared and agreed with Hermann’s model.
General model The ball-and-stick approach is successful for modeling the MPs in all the
VDWHs investigated, however the manual procedure that it requires is a bit cumbersome.
For this reason a more general model based on reciprocal lattices was developed. The model
views MP wave-vectors as a difference of reciprocal vectors; meaning for example that the
MP period is large when the two vectors are close in the reciprocal space. The method was
first tested on the widely studied case of twisted bilayer graphene. To show that it can be
applied to other 2D materials and symmetries, it was tested against the five experimentally
observed cases of this thesis and the agreement with experiments and the VESTA simula-
tions was confirmed (also with Hermann’s method when possible). Finally it was shown that
the general model could be summarised in a simple compact analytical formula for the period
and angle of any given MP emerging from any kind of 2D superposition. Understanding the
MPs in the reciprocal space also gives an insight into their origin. Importantly, in all the
systems studied here the rotation angle between the layers was observed at the value that
generates a maximum of a MP period, presumable because this minimises strain between
the two lattices. Whether this result applies more generally needs to be tested in a wider va-
riety of systems. So far almost all the experimentally reported 2D materials in the literature
crystallize into either hexagonal or rectangular symmetries, and thus the general model can
potentially be applied to all VDWHs.
Prospects It is worth noting than since the start of this work, the condensed-matter physics
field has seen the number of publications on MPs explode with huge interest in the commu-
nity (including the demonstration of the many exotic phases of the twisted bilayer graphene)
and it is possible that other examples of VDWHs will host a variety of new physics in which
the MPs will play a crucial role. Testing the various MP models on other 2D systems would
be necessary in the future, including group-V 2D materials but also others that include large
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lattice mismatches, exotic symmetries and surface reconstructions. The general model is ex-
pected to benefit the field of the VDWHs both because it can model and interpret the MPs
observed via STM experiments, but also because it could be used for prediction of MPs in
arbitrary combinations of 2D materials. The periods and angles of the MPs in systems that
are not yet realised can be predicted as well as the expected rotation angle in the VDWH pair.
The obtained MP ‘superlattice’ dimensions could be integrated into DFT calculation schemes
to predict the band structure of complex VDWHs.
8.2 Spintronics and RENs
Future spin information processing devices will rely on the development of intrinsic fer-
romagnetic semiconductors, among which the RENs are a promising family of materials.
However, very little is known in terms of their surface properties. To that effect this thesis
presents a technique that enables ex-situ surface-sensitive characterisation. A novel tech-
nique to achieve GdN thin films was also investigated, which involves the nitridation of a
pure Gd layer.
Removable capping layer for GdN Epitaxial thin films of Sm acting as removable pas-
sivating layers were grown onto GdN thin films. Their effectiveness to protect the underlying
GdN from degradation in ambient atmosphere was initially demonstrated. The thermal des-
orption of the cap without initial exposure to air was successfully achieved, and the properties
of the recovered GdN layer were unchanged after decapping. However, when the Sm was ex-
posed to air, the decapping procedure was not fully successful due to the formation of a Sm
oxide layer. Debris, present on the surface of the sample after heat treatment, prevented
AFM measurements. We proposed and developed an alternative method by introducing an
argon ion sputtering step, prior to thermal desorption. The method was tested systemati-
cally, firstly by varying the beam energy and sputter current, and secondly by varying the
sputtering time. The method was successful and the recovered underlying GdN was shown
to be debris- and Sm-free for areas as large as 5×5 µm2.
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Capping layer prospects The removable capping layer method using a sequential sput-
tering/thermal desorption procedure has been shown to be very promising. As shown in this
thesis, the technique enables AFM measurements of GdN for relatively large regions, open-
ing avenues for further surface-sensitive measurements. Extending the technique to other
members of the RENs is also a high priority, in the context of the broad REN research. Fu-
ture experimental surface investigations will also possibly tell whether or not RENs possess
topologically non-trivial properties, which have been suggested for LaN and GdN. Experi-
ments such as ARPES and STM could possibly infer this, and these measurements would be
a significant milestone in REN research.
Nitridation of Gd An alternative method to grow GdN was also investigated in this thesis.
The procedure involved the exposure of an epitaxial Gd layer to molecular N2 in a UHV
environment. It was shown that GdN was effectively formed at room temperature with a N2
pressure as low as 10−4 mbar. The procedure was also tested on Gd layers pre-exposed to air,
but the oxide layer on the Gd surface appeared to prevent the nitridation reaction.
Gd nitridation outlook The nitridation of Gd, if confirmed by forthcoming measurements
(magnetic and electrical characterisation mainly), may have significant scientific and techno-
logical potential. First, the growth of GdN at room temperature and at very low N2 pressures
is a simple and highly promising technique for the investigation of RENs in the future. One
can also expect that nitridation might be a method for fabricating REN spintronic devices.
Secondly, the possibility of reacting N2 with Gd to form GdN indicates that the pure RE sur-
face breaks down the nitrogen molecule at room temperature and low pressures, which could
impact the nitrogen chemical industry, and in particular ammonia production [68, 69].
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