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ABSTRACT 
We present a perturbation analysis of the canonical correlations of matrix pairs. 
Absolute perturbation bounds for normwise as well as componentwise perturbations are 
derived. We demonstrate by way of examples that small relative perturbation of a matrix 
pair does not necessarily imply small relative perturbation in its canonical correlations, 
and we identify a class of matrix pairs for which good relative perturbation bounds can 
be derived under certain conditions. 
1. INTRODUCTION 
The concept of canonical correlations was first introduced by Hotelling to 
tackle the problem of identifying and measuring relations between two sets of ran- 
dom variables [ 141. Canonical correlation analysis has a wide variety of applica- 
tions in statistics, econometrics, psychology, educational research, anthropology, 
botany, geography, and ecology [ 1,3, 10, 15,7]. The canonical correlations in the 
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discrete sample case, where A and B are two matrices representing observations 
of two sets of random variables, are defined as follows. 
DEFINITION 1.1. Let A E Rmxn and B E Rmxl, and assume that 
p=rankAzrankB=q. 
The canonical correlations at (A, B), + + , crq (A, B) of the matrix pair (A, B) are 
defined recursively by the following formulae, for k = 1, . . . , q: 
Q(A, B) = max 
yTBTAx yfBTAxk 
(1.1) 
Ar#O,By#O. 
II~~ll2IIA~ll2 = t]BYk]]z]]Axk]]z’ 
AxlIAx,,.~~,Ay_~l, 
BY ilBY].“‘.BYl,_l). 
where we have assumed that the maximum is attained at xk and Yk. 
The vectors of unit length 
in (1.1) are called the canonical vectors or canonical scores of (A, B), and 
are called the canonical weights. The angles 6k E [0, rr/2] satisfying cos& = 
ffk (A, B) are called the principal angles between R(A) and R(B), the range spaces 
of A and B, respectively.’ We denote the minimal element of {ok} by C&,, [3, 141. 
The formulation of the canonical correlations amounts to finding a new coor- 
dinate system in which the correlations between the two sets of random variables 
are unambiguously exhibited. More precisely, the recursive formulae (1.1) admit 
the following statistical interpretation. We seek linear combinations of variables 
in the two sets that have maximal correlation; these linear combinations define the 
first coordinates in the new system. Then a second linear combination in each set 
is found such that their correlation is maximal between those linear combinations 
that are uncorrelated with the first linear combination. We repeat this procedure 
until one set of the variables is fully accounted for [ 11. 
Traditional methods for computing the canonical correlations are based on ma- 
trix inversion and eigendecomposition [3]. A significant improvement came with 
the publication of [4], where numerical algorithms using the QR decomposition 
‘The concept of principal angles between two linear subspaces is much older than that of 
canonical correlations, and can be traced back to C. Jordan [16, p. 129, Equation (60)], as was 
pointed out by G. W. Stewart. 
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and singular value decomposition (SVD) were proposed together with a first order 
perturbation analysis of the canonical correlations. For computing the canonical 
correlations of large sparse or structured matrices, the reader is referred to [ 121. 
It is the purpose of this paper to extend the first order perturbation analysis in [4] 
and derive perturbation bounds of the canonical correlations for normwise as well 
as componentwise perturbations. In response to a question raised by J. Demmel,2 
we also discuss the relative perturbation bounds for the canonical correlations and 
demonstrate that it is generally not true that small relative perturbations in A or B 
will result in small relative perturbations in their canonical correlations. We then 
identify a class of matrix pairs for which good relative perturbation bounds can be 
derived under some conditions. 
Perturbation analysis is known as sensitivity analysis in the statistics literature; 
for example, a comprehensive treatment of the linear regression model is given in 
[8], while in [17] the problem of principal components is analyzed. Perturbation 
analysis of a different flavor is also discussed in [22], where some first order per- 
turbations of the canonical correlations are given when the underlying cumulative 
distribution function is subject to a unit mass perturbation. It will be interesting 
to see how to relate the perturbation bounds derived in the present work to those 
ip [22]. 
The paper is organized as follows. In Section 2, we present a decomposi- 
tion theorem for a matrix pair (A, B) such that their canonical correlations are 
explicitly exhibited; an orthogonal variant of the decomposition theorem is then 
used in the derivation of the perturbation bounds. Section 3 is devoted to deriving 
the perturbation bounds for componentwise as well as normwise perturbations, 
and Section 4 discusses the relative perturbation bounds. In the appendix, we 
discuss the stability of the BjBrck-Golub algorithm for computing the canonical 
correlations. 
2. A DECOMPOSITION THEOREM 
It is readily checked from Definition 1.1 that the canonical correlations are 
invariant under the following group transformation: 
A - QAX,‘, B + QBX,‘, 
where Q is orthogonal and X4 and Xg are nonsingular. The following theorem 
gives the maximum invariants of a matrix pair (A, B) under the above group 
transformation. It also provides information on other structures of the matrix pair. 
It can be considered as a recast of Theorem 5.2 in [23, pp. 40-421 (cf. [4, Equation 
2J. Demmel put forward the question about relative perturbation bounds for the canonical 
correlations at the IMA Workshop 1992. 
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(15); 26, Equation (2.2)]). The reader is referred to [23, 121 for a proof. Another 
proof using some geometric arguments is presented in [29]. 
THEOREM 2.1. Let A E Rmxn and B E Rm x1, and assume that 
p=rankA>_rankB=q. 
Then there exist an orthogonal matrix Q and nonsingular matrices XA and Xg 
such that 
A = Q[CA, O]Xi’, B = Q[EB, 01X;‘, 
where EA E Rmxp and EB E Rmxq are of the following form: 
Ii 
C 
0 
xA= ~ , 
I 1 
0 
ES= 2 
0 
(2.1) 
s 
zk 
with the same row partitioning, and 
C = diag(ai+l . . .ai+j), 1 > cY+t 2 . . . 1 ai+j > 0, 
S = diag(Bi+l, . . . , Bi+j)T 0 < /$+I 5 . . . i /%+i < 1, (2.2) 
ai:,+Bi:1=1,...,ai:j+Bj7tj=1, i.e., C*+S*=Zj, 
and p = i + j + k. The canonical correlations of (A, B) are the diagonal elements 
of C = diag(Zi, C, 0). Zf we write XA = (xl, . . . , x,), Xg = (yl, . . . , yl), then 
Xi,yi, i = l,..., q, are the canonical weights of (A, B), and Axi, Byi, i = 
1 1 , ... q, are the canonical scores of (A, B).3 Moreovel; we have 
i = rank A + rank B - rank [A, B], 
j =rank[A,B]+rankBTA-rankA-rankB, (2.3) 
k=rankA-rankBTA. 
Here is a brief outline of the proof. Using the 
transform A and B to 
QR decomposition, we can 
A = [QA, OIRA, B = [QB, OIRB, 
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where RA and Rg are nonsingular. Expand Qs to an orthogonal matrix Qt = 
( QB, $B), and consider the SVD of Qg QA and Qg QA. Using the orthonormality 
of QA, these can be written as 
ulQ;Q~v = c, U~$~QAV = W. 
Notice that we can use the same orthogonal matrix V on the right. For the details, 
the reader is referred to [23, 12,291. 
We state as a direct corollary a variant of the above theorem where both A and 
B are orthonormal (cf. [23, pp. 40-421). 
COROLLARY 2.2. Let A E R mxp and B E RmXq be orthonormal. Then there 
exist orthogonal matrices Q, UA, and US such that 
A = QE,JU,T, B = QZZeU,T, 
where x,4 and EB satisfy (2.1), (2.2), (2.3). 
COROLLARY 2.3. The dimension of R(A) n R(B) is exactly the number of 
those canonical correlations of (A, B) which are equal to one. 
Proo$ The dimension of R(A) Cl R(B) is 
dim[R(A) n R(B)] = rank A + rank B - rank [A, B] = i, 
the number of those canonical correlations of (A, B) which are equal to one. n 
To proceed, we need the following definition. 
DEFINITION 2.4. For two matrices S E Rmxn and T E Rmxl having the same 
number of rows, define C(S, T) to be the orthogonal complement of R(S) n R(T) 
in R(S) + R(T), i.e., 
c(s, T) 43 [R(S) n R(T)] = R(S) + R(T). 
Notice that if R(S) = R(T), then C(S, T) = IO). 
Some linear subspaces associated with A and B can be expressed as follows. 
COROLLARY 2.5. Let Q = (Ql, Q2, Q3, Q4, Q5, Q6) be compatibly parti- 
tioned with the block rowpartitioning of CA, i.e., Ql E Rmxi, Q2 E Rmxj, and 
so on. Then 
spanIQ1, Q2C + QsS, Qd = W-4, 
spadQ1, Q2, Q3] = R(B), 
8 
Pmc$ We only prove the relation span(Qs} = ‘R(A)I n R(B); the other 
expressions can be established in a similar fashion. It is easy to see that span{ Q3} c 
R(A)l rl R(B). However, since 
000 
G = <Ql, Q2, Q3>=(Q3, -Q2S + Q&. Q4> = 
( ) 
o-so , 
Ik 0 0 
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wnIQ3, -Q2s + QsC, Q41 = R(d)‘, 
spanIQ4, Qs, Qd = Wh', 
van{Qll= W-4nW% 
spanIQ31= W4'nWS 
span{Q4} = R(d)’ n R(B)', 
span{Qd = WA) n W+, 
swIQ1, Q2, Q3, Qs, Qd= WA)+R(B), 
span{Qz9 QL Qs, Qd =W, 9. 
it follows that the number of singular values of G that are equal to one is exactly 
the column dimension of Q3. Therefore the result follows from Corollary 2.3. n 
3. PERTURBATION ANALYSIS 
In this section we derive some perturbation bounds for the canonical correla- 
tions. Some of the techniques used here were first devised by Paige and Sun in 
their analysis of the generalized singular value decomposition [ 19, 241 (see also 
[26]). Before we discuss the general case, let us first consider a simple example.4 
EXAMPLE 3.1. Consider the matrix pair 
A=(;), B=(;;), 
where6 isasmallquantity. Since A = [B(:, 2)--B(:, 1)1/e, wehavec(A, B) = 1. 
4All the examples in this paper are illustrative. How accurately the canonical correlations and 
corresponding vectors should be computed depends on the applications. 
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But if we perturb B to 
B=(p’v’)=B-(I;), 
then A is orthogonal to the columns of B, and we obtain o(A, B) = 0. Therefore 
a small change in the matrix pair (A, B) causes a large change of its canonical 
correlations. We notice that both B and 8 are of full column rank. 
We observe that cond(B) = (1 B 112 11 Bt 112 x l/e. This example tells us that 
the canonical correlations can be sensitive to perturbations if the condition number 
of A or B is large. It can also be interpreted in the following geometric terms. If 
the condition number of A or B is large, then the linear subspace R(A) or R(B) 
is ill defined in the sense that a small change of the columns of A or B will modify 
R(A) or R(B) entirely, which leads to drastic perturbations in their canonical 
correlations. We turn to the discussion of the general case. 
We now introduce some notation and definitions. Unitarily invariant norms 
are discussed at great length for complex matrices in [23, Chapter 2, Section 31. 
Here we need a version for real matrices. 
DEFINITION 3.2. A matrix norm I] . II is orthogonally invariant if 
llUTAVll = IIAII 
for any orthogonal matrices U and V. 
Using for example the QR decomposition with column pivoting (cf. [ 11, 
Section 55.61 ), we can factorize the matrices A and B as 
A = QARA, B = QBRB, 
where QA and QB are orthonormal, and RA and RB are offull row rank. The 
canonical correlations are simply the singular values of Q~QB [4, Theorem 11. 
Write the SVD of Qi QB as 
Q~QB = UXVT. 
Then, from Corollary 2.5, the diagonal elements of C are exactly the canonical 
correlations of (A, B) (except for zero singular values). Hence 
IIQ;C?B~ = G~~(Q~QB) = al(A, B) = COShin(A, B). (3.1) 
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We denote the orthogonal complements of QA and QB by QA and $B, respec- 
tively. We remark that since the canonical correlations of a matrix pair only depend 
on the range space of the matrices, it makes sense to write the canonical correla- 
tions of (A, Qc(~,n)) as at(R(A), C(A, B)), where Qc(A,B) is a basis of C(A, B). 
We can also write 
oi(R(A), C(A, B)) = cos@(R(A),C(A, B)). 
In the following, the perturbed quantities are distinguished by attaching a tilde to 
the corresponding unperturbed ones. We state some properties of the orthogonally 
invariant norms in the following lemmas. 
LEMMA 3.3 [23, Theorem 3.91. For any orthogonally invariant norm 11 . 11, we 
have 
IIABII i IlAll . llBll2, IIABII 5 llAll2ll~ll. 
LEMMA 3.4 [23, Theorem 3.71. Let the sing&r v&es ofA and B be 
Ifajsrj(i=l,... , n), thenfor any orthogonally invariant norm 11 . 11, we have 
IIAII 5 IIBII. 
LEMMA 3.5 [ 18, Theorem 51. Let the singular values of A and B be 
Then for any orthogonally invariant norm II . 11, we have 
]]diag(at - tl, . . . 9 0, - GJII 5 IIA - BII. 
With these preparations, we are ready to prove our theorem.5 
THEOREM 3.6. Let A and A, and B and 3, have the same rank, i.e., 
rank A = rank A = p, rankB =rankB =q. 
For any orthogonally invariant norm II . 11, let the condition numbers of A and B 
be de$ned us follows: 
k(A, II . II) = IIAII . IIA+ll2> K(B, II . II> = IIBII . IIB+ll29 
5A preliminary version of this theorem appeared in [ 121. Later on we discovered the paper by 
Sun [24]. Based on the results in [12,24], we derived improved bounds which are stated in the 
present heorem. 
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where 7 represents the Moore-Penrose inverse. Denote 
C = diag(Zi, C, 0), q = diag(0, S, Zk). 
Notice that they form EA in (2. I). Then we have 
IIA - AlI IIB - Bll 
I,AIl +dB, 11. ll)cosh 
II B II I 
11 
IIA - AlI IIB - Bll 
,lA,l +K(B, 11. 11)cos4’2 
II B II I 
with 
6 = &in(C(A, A), R(B)), 02 = &i,(C(A, A>, R(B)‘>, 
41 = &,i,P(~), W, %I, 42 = eti,W(&‘, W, B)), 
where C(A, A) is the orthogonal complement of%?,(A) II R(A) in 72(A) + R(A), 
and C(B, B) is the orthogonal complement of R(B) II R(B) in R(B) + R(8). 
Moreover, for the spectral norm p = 1, while for arbitrary orthogonally invariant 
norms p = 2/2. 
Proo$ We only prove the case for C; the case for q can be discussed simi- 
larly. For any orthogonal matrices U and V, we have from Lemma 3.5 with QR 
decomposition A = QA RA, B = QB RB that 
IIE - 211 5 IIQ;QB - uTQ;Q~VII 
= IICQA - QAV~QB + U’Q~(QB - Q~v>ll 
5 IIQ~CQA - Q,qWll+ IlQi(Qs - QgVll. (3.2) 
Now consider 
V= IIQ~CQA - QAWII. (3.3) 
Using Corollary 2.2, we can find orthogonal matrices Q, U1, and VI such that 
Q=QAUI = - and Q’QAV~ = (3.4) 
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where i, j, and k have similar expressions to those in (2.3) using the ranks of 
certain matrices involving QA and QA; c and 3 are diagonal, and c* + s2 = Zj. 
Choosing U = VliYT in (3.3) and inserting the above decomposition, we have 
Write 
(3.5) 
and let the columns of Q be partitioned compatibly with the block row partition of 
QTQnV~ in(3.4): Q = (Ql,..., Q6) (cf. Corollary 2.5). Then by Lemma 3.3 
(3.6) 
It follows from Corollary 2.5 that 
spanIQA1 =wanIQl, Q2, Q31, 
spant&Ai) = span{Qs, -Q2S+ QsC, Q4}, 
which gives rise to 
II~~QAII = 
(3.7) 
(3.8) 
Hence we have 
! 
Z-C 
1 IK J(Z - e;)* + s* = 3 0 ) 
(by Lemma 3.4) 
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= ~ll@Qnll. (3.9) 
According to Corollary 2.5, (Ql, Q2, Q3, Qs, Q6) is an orthonormal basis of 
R(A) + R(A), while Ql is an orthonormal basis of R(A) fl R,(A). Therefore 
spadQ2, Q3, Qs, Qd = CM, A>, 
and by (3.1) we have 
IIQi(Q2, Q3, Qs~ Q6)]]2 = cos&in(C(A, A), R(B)). (3.10) 
Now we need to derive a bound for I] Qi QA I]. To this end, let A = A+ AA, i.e., 
QA RA = QA RA + A.. Then multiplying both sides by Qi and &AT respectively, 
we obtain 
&IAA= --$~QARA, $$AA = QiQA~A. (3.11) 
Since RA and RA are of full row rank, 
&,‘QA = -@AAR~, $,‘QA = Q~AAR,~, 
but, for example from Corollary 2.2, where QA and QA have the same number of 
columns, ]I Q$ QA I] = ]I Qi QA I]. Hence 
II~~QAII = lla,‘Q~ll F IIAAII minIllAtl12, Il-4itl121. (3.12) 
Equations (3.6), (3.10) and the above imply that 
rl 5 hII AAll minIllAt 112, llAt 112)cOS&n(C(A, A), R(B)). 
We can prove a similar bound for the second term in (3.2) which, when combined 
with the above, gives the ]I C - I? ]I result for norms other than the spectral norm. 
To prove the result for the spectral norm, we follow the proof in [24]. Let 
PA = QA Q,’ and PB = Qs Qi be the orthogonal projections onto R(A) and 
R(B) respectively. Since x E R(A) if and only if x = PAS for some s, it is 
easy to derive from Definition 1.1 that the canonical correlations of (A, I?) are the 
singular values of PA PB. (A similar result expressing the trace of PA PB as the 
sum of the squared canonical correlations can be found in [21]. See also [24].) 
Hence 
]]c - x1112 5 ilpApB - p~pfjh 
5 ll(pA - p$pB112 + IIpA(pB - 59112. 
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Let n = ]](PA - P,J)PB 112. Using the decomposition in (3.4), we have 
rl = IIQBQ~~QAQ,’ - Q~Qi)ll2 
I IlQ;(Qz, Q39 Qs, Q6)1]2 
I_~2-.~‘s 
-c;s -52 
>II 
2’ 
where c and 3 are defined in (3.5). Let c = diag(Ei) and 3 = diag(ii). Since 
a multiple of an orthogonal matrix, we have 
r~ I cos@nin(C(A, A>, R(B)) llSll2 = cos&nin(C(A, A>, ‘WB)) II~~QAII. 
The result follows easily by observing (3.2), (3.3), (3.12). 
The proof for the ]I \v - $ I] result follows the same pattern. We need to consider 
instead Q,’ $B and Qi &B, where, as before, &B and $B are the orthogonal 
complements of QB and QB, respectively. n 
REMARK 3.7. We notice that the two factors cos0~,(C(A, A), R(B)) and 
cos &in (R(A), C(B, B)) account for the fact that the perturbations of the canonical 
correlations depend on the matrix pair (A, B) instead of A and B as two individual 
matrices. For example, if we perturb A and B to the effect that R(A) and R(B) 
remain the same as R(A) and R(B), respectively, then the canonical correlations 
are unchanged. This claim can be derived from the bounds of the above theorem, 
since now C(A, A) = C(B, fi) = (0); however, the bounds in [12,24] do not lead 
to such a conclusion. 
The above theorem well explains the perturbation result in Example 3.1, but it 
does not tell the whole story, as is demonstrated by the following example. 
EXAMPLE 3.8. Given the matrix pair 
The exact canonical correlation is 0. The computed Q in the QR decomposition 
of B is 
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Q= 
-0.70710678118655 0.00000125385069 
0 -0.99999999999843 
-0.70710678118655 -0.00000125385069 
and the computed canonical correlation is 
1.773212653097254e-06. 
All the computation in this section was carried out on a Sun 3150 workstation 
using MATLAB version 3.5e with machine precision eps x 2.22 x 10-16. Since 
cond(B) M lOlo, this result coincides with the prediction given by the bound in 
Theorem 3.6. However, let us consider another matrix pair. 
EXAMPLE 3.9. Consider the matrix pair 
The exact canonical correlation is again 0. The matrix Q in the QR decomposition 
of Bt is 
Q= 
-0.68041381743977 0.19245008972988 
-0.27216552697591 -0.96225044864938 
-0.68041381743977 0.19245008972987 
We also compute CYJ (A, B) as 
7.654331812476101e-16. 
But since cond(B) x lOto and the machine precision is approximately epsx 
10-m, the bounds in the above theorem will predict a perturbation of size 
cond(B) x eps x 10m6, 
which is much larger than the computed result. However, if we scale the last 
column of B, we get a well-conditioned matrix, and column scaling does not 
change the canonical correlations. The perturbation bound in Theorem 3.6 is not 
invariant under the column scaling of A and B; therefore we need a refined version 
of the perturbation bound. 
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REMARK 3.10. In both the examples, we made the assumption that the com- 
puted canonical correlations achieve the same forward error bounds as those that 
would have resulted from a backward-stable algorithm. This assumption is justi- 
fied if the canonical correlations are computed using the QR decomposition and 
SVD, i.e., the Bjorck-Golub algorithm for computing the canonical correlations 
[4]. For more details, see Appendix A. 
Before we proceed, we introduce some more notation. If A = (aij), then we 
write IAl = (laijl); we denote [A( 5 IBI if ]aij] 5 Ibij], and it is easy to check 
that if A = BC, then I A 1 5 I B ] ]C I. In the following we only consider the spectral 
norm and define the condition number of A with full column rank as 
KS(A) = ~~IWI~-‘I~~, (3.13) 
if the QR decomposition of A is A = Q R. This condition number is introduced 
in [28] and is obviously independent of the column scaling of A, i.e., 
u(AD) = KS(A) 
for any positive definite diagonal matrix D. 
THEOREM 3.11. Let A E RmxP and B E Rmxq be offull column rank, and 
let A = A + AA and fi = B + AB with ]AA] ( EGAIAJ and ]AB] 5 tGslB[ 
be such that ii and B are also offull column rank, where GA and Gg are matrices 
with nonnegative elements. Then 
]Ic - 9112 5 E[Jp(m_p)llG~112cose1~~(A) 
+~IIG~II~COS(P~KS(B)I. 
ll* - 3’112 5 ~[~p(m_p)ll~~~~2cos~2Ks(A) 
+~~llG~ll2cos~z~s(B)1, 
where 9i, 4i, i = 1,2, are dejined in Theorem 3.6. 
Proo$ We only prove it for Xc; the case for * can be proved similarly. From 
(3.1 l), we have 
it follows that 
QzQA = -&XAAR;‘; 
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Hence 
ll&~Q~ll2 5 IIla;Q,lII, 
Then we have 
rl P E~~IIGA 112COS@nin(C(A, A>, WWhW. 
We can prove a similar bound for the second term in (3.2) which, when combined 
with the above, gives the 11 C - 9 112 result. The 11 Q - \?I 112 result can be established 
in a similar fashion. n 
4. RELATIVE PERTURBATION BOUNDS 
In this section, we turn to the problem of deriving relative perturbation bounds 
for the canonical correlations. Unfortunately, it is generally not true that small 
relative perturbations in A and B will result in small relative perturbations in their 
canonical correlations. We illustrate the situation with an example. 
EXAMPLE 4.1. Consider the matrix pair 
where E is a small quantity. If we perturb the matrix pair (A, B) by (AA, AB) 
with 
AA= ;i , 
0 
AB=O 
OE 
then (AA1 5 EIAI and lABI 5 EIBI. However, we have for i = 1,2 
ai(A, B) 
ai(A+AA,B+AB) &. 
M- 
For this particular example, we notice that the columns of A and B are almost 
orthogonal to each other. This means that there are cancellations in forming the 
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inner products in Qi QB. For a general matrix pair, “cancellation” in a wider 
sense might occur. However, in the following, we will ,prove that if no such 
“cancellations” occur in a sense to be made precise later and certain restrictions 
are imposed on the perturbations, then good relative perturbation bounds do exist 
and small relative perturbations in A and B do imply small relative perturbations 
in their canonical correlations. To proceed, we first give a definition. 
DEFINITION 4.2. A matrix pair (A, B) is normally scaled if AT B = Z,. 
REMARK 4.3. It is easily seen that both A and B are of full column rank if 
(A, B) is normally scaled. We also notice that if AT B is nonsingular, then A and 
B can be scaled columnwise so that the resulting matrix pair is normally scaled. 
The canonical correlations of a normally scaled matrix pair (A, B) have the 
following interesting property [25]. 
LEMMA 4.4. If (A, B) is normally scaled with ATB = I,,, then the nonzero 
singular values of A BT are 
l/ai(A, B), i = l,...,n. 
Proo$ From Theorem 2.1, we have the following decomposition for the ma- 
trix pair (A, B): 
A = &I&X,‘, B = Q&X& 
where 
It follows from ATB = I,, that X,‘XiT = diag(Zi, C-t). Hence 
ABT = QEAX,‘X,~E~Q~ = QxAdiag(Zi, C-‘)~~QT, 
and the nonzero singular values of A BT are the diagonal elements of diag(Z; , C-l), 
which are the reciprocals of the canonical correlations of (A, B). n 
With the result of the above lemma, we can concentrate on deriving relative 
perturbations bounds for the singular values of a product of two matrices. To this 
end, we need the following two lemmas. 
LEMMA 4.5. Zf A and B are positive definite, then A - B is positive definite if 
and only if B-l - A-’ is positive de$nite. 
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Proo$ The proof follows from B-‘(B - A)A-’ = A-’ - B-l. W 
LEMMA 4.6. Let H be offull column rank, and suppose that, for any n, we 
have 11 AHx 112 5 qH II Hxjj2 with qH -C 1. Then I? = H + AH is also of full 
column rank, and 
Proofi It is easy to see that A is of full column rank. Actually, if A is rank- 
deficient, then there is a nonzero x such that &x = 0, which implies I] Hx 112 = 
11 A Hx II 2, a contradiction. 
The relation I( A Hx II 2 5 qH (I Hx 112 implies that 
llfixll2 = ll(H + AH)xll2 > IIHxll2 - IIAffxll2 2 (1 - VH)IIHXII~~ 
Hence for any positive 6 -C 1 
fiTl? - 6(1 - ~H)~H=H > 0. 
It follows from Lemma 4.5 and the above that 
(H=H)-’ 
a(1 - vH)2 
-(zFB)-' > 0. 
Hence for any x 
Since 6 can be arbitrarily close to 1, the result follows. We can similarly prove the 
other inequality. w 
The following theorem gives relative perturbation bounds for the singular val- 
ues of a product of two matrices (PSVD). A version of the theorem for the quotient 
of two matrices (QSVD) is proved in [2,9], and our proof for the PSVD is modeled 
after the proof in [2, 91. 
THEOREM 4.7. Let A and B be offull column rank, and suppose for any x we 
have 
IIAAxll2 I tl~I\Axli~ IIABxll2 5 t7~IIBxll2 
with r]A < 1 and qB -C 1. Then A = A + AA and B = B + AB are also of 
full column rank, and ABT and A fiT have the same number of nonzero singular 
values. 
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Furthermore let the i th singular values of A B T and A fi T be oi and 5i, respectively. 
Then 
for all i. 
(1 - vA)(l - r]B) i ; 5 (1 + qA)(l + ‘7B) 
Proo$ That A and B have full column rank follows from Lemma 4.6. It is 
readily checked that rank(ABT) = rank(ABT). Hence the two matrices have the 
same number of nonzero singular values and also the same number of zero singular 
values. 
Since a? = hi(ABTBAT), the ith eigenvalue of ABTBAT, therefore 
a: = &(BTBATA) = &(ATA, (BTB)-‘), 
the ith eigenvalue of the pencil ATAx = h(BTB)-‘x. Similarly 3; is the ith 
eigenvalue of the pencil AT Ax = k (fi T B)- ’ x . Using the Courant-Fisher mini- 
max characterization, we can express of as 
oi2 = min max 
xTATAx 
si o+Esi xT(BTB)-‘x’ 
where the minimum is over all i-dimensional subspaces S’ . Let the spaces SA and 
Si satisfy 
a2 = max 
xTATAx 
s2 = max 
XTATAX 
OfxES; xT(BTB)-‘x’ of&; xT(BTB)-‘x . 
Then, using Lemma 4.6, 
ai 5 max 
xTiiTAx xT(BTB)-‘X xTATAx 
O#XG$ x TATAx ‘XT(@-jj)-‘x ‘xT(BTB)-‘x 
5 (I+ qA)2(1 + r]d2$, 
and similarly 
oi2 5 max 
xTATAx xT(fiT&lx XT AT Ax ei2 
o#XGsi xTdTAx 
1 
’ XT(BT~)-‘X ’ XT(jjT&)-lX ’ 
(1 - ‘IA)2(1 - r]B)2’ 
which completes the proof. a 
Now we are in the position to derive the relative perturbation bounds for nor- 
mally scaled matrix pairs. 
THEOREM 4.8. Let (A, B) be normally scaled, and suppose thatfor any x we 
have 
lIAAxll2 I t7~iiAxh IIABxll2 5 ~~lIB~ll2 
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with VA < 1 and r]B < 1. Then for A = A + AA and 8 = B + A B, we have: 
(1) IfZ + BTAA is nonsingular and6 
span AA c {R(B) 8 [R(A) n R(B)l]L, (4.1) 
then 
l-+-A < o;(A, B) 1 + VA 
1 + I]A - q(A, B) ’ l-‘IA 
for all i. 
(2) Zf Z + AT A B is nonsingular and 
span A.B c W(A) 8 [R(A) n R(B)]}‘, 
then 
1 - VB ai(A, B) 1+ t7B 
1 + VB ‘mB) 1--1]B 
for all i. 
Proo$ We only need to prove case (1); case (2) can be proved similarly. 
That (A, B) is normally scaled implies A and B are of full column rank. We 
notice that the condition (4.1) does not necessarily imply that (A, B) is normally 
scaled. However, if we denote the inverse of Z + BTAA by D, then the matrix 
pair (AD, B) is normally scaled. Hence by Lemma 4.4 
ai (A, B) = Oi(AD, B) = 
1 
q((AD)B=)’ 
We assume that the canonical correlations of the matrix pairs and the singular 
values of the matrix products are arranged in opposite order. To apply Theorem 
4.5, we need to bound IIADxllz in terms of IIAxll2. Let Dx = y, Then 
x = (I + B=AA)y, Ax = Ay + AB=AAy. 
By Lemma 4.4 
ABTAA = QCAdiag(Zi, C-‘)C,TQ=AA. 
Using the condition (4. l), we have 
QTAA = , AAt E nix”. 
6R(B) 8 [R(A) fl R(B)] denotes the orthogonal complement of R(A) n R(B) iti R(B). 
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Hence 
AAl 
Ax = Ay + Q (’ ‘) 0 y 0 
and 
IlA~ll2 5 IlAx + IlAA~ll2 5 IIAxll2 + Il~llAYii2. 
Therefore 
11~~x112 5 (1 + tl~)IIAylh 5 ++4~ll2. 
It can be similarly proved that 
IIADxll2 2 +-3Axll2. 
Then the result follows from Lemma 4.4 and Theorem 4.5. 
REMARK 4.9. As mentioned in [9], suppose G = BD is a general matrix of 
full column rank, and D is diagonal for which the columns of B have unit two-norm. 
Suppose furthermore that the perturbation of G can be written as AG = AB D 
such that IlAB = q < amin( Then 
IIAGxll2 5 rlcllGxll2v with I]G = q/omin(B) < 1. 
In particular, if IAGij/GijI 5 q/A, then IlAB 5 r].7 
In the above we demonstrated that in general small relative perturbations in 
(A, B) do not necessarily imply small relative perturbations in its canonical cor- 
relations, which are essentially the diagonal elements of C. Similar conclusion 
can be drawn regarding the diagonal elements of Q. However, we claim that at 
least one of the ci and si has a small relative perturbation, where ci and si are the 
diagonal elements of I= and \Ir. 
THEOREM 4.10. Let A and B be offull column rank, and let A = A + AA and 
B= B+ABwithIAAI ~~lAland]ABI irlB[besuchthatAandBarealso 
offull column rank. Then for i = 1, . . , q 
+d~maxIcos&, cos42MB)l. (4.2) 
71~ [9], the condtiion IAGij/G;jI 5 q/n was used. However, it is easy to see that this 
condition can be weakened toIAGij/Gij) 5 q/J%. Actually, since IABij) = JAGij/Gij Bij 1 i 
q/filBijI, it follows that IlABllz I IIABIIF 5 ~/JiillBll~ = 7. 
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Proo$ Since cf + 3; = 1, one of them is at least l/2/2. The result then follows 
from Theorem 3.11. n 
5. CONCLUDING REMARKS 
In this paper, we have derived perturbation bounds of the canonical correlations 
for normwise as well as componentwise perturbations. We showed by way of 
examples that small relative perturbations of the matrix pair do not necessarily 
imply small relative perturbations in the canonical correlations. We identified 
a class of so-called normally scaled matrix pairs for which relative perturbation 
bounds can be derived under some conditions. It still remains to be investigated 
what kind of perturbation bounds exist for the canonical scores and canonical 
weights. The results for the relative bounds are not completely satisfactory, and 
much work needs to be done in this direction. 
A. Error Analysis of the Bjorck-Golub Algorithm 
In this appendix, we prove that using the Bjorck-Golub algorithm the canon- 
ical correlations of a general matrix pair can be computed as accurately as those 
predicted by the perturbation bounds in Theorem 3.11. In particular, we show that 
the forward errors in the computed canonical correlations only depend on the con- 
dition numbers KS(A) and KS(B) defined in (3.13) and therefore are independent of 
their column scalings. In the following we assume that A and B are of full column 
rank in the matrix pair (A, B). The Bjorck-Golub algorithm for computing the 
canonical correlations of (A, B) consists of the following two steps [4]. 
(a) Compute the QR decomposition of A and B using Householder transforma- 
tions or the modified Gram-Schmidt (MGS) method: 
A=QARA, B= QBRB, 
where QA and QB are orthonormal, and RA and RA are upper triangular. 
(b) Compute the SVD of Qi QB. Then the singular values of Qi QB give the 
canonical correlations of (A, B). 
To derive the forward errors of the computed canonical correlations when 
Householder transformations are used, we need a basic result due to N. Higham 
concerning the componentwise error analysis of the QR decomposition using 
Householder transformations [13]. In the following we use the notation in the 
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appendix of the paper [ 131. Let u be the machine precision, and denote 
We cite the following result of Higham [ 13].8 
LEMMA A. 1. Consider applying a sequence of Householder transformations 
Pk to the matrix H E Rmxn, 
h-1 = PkHk, k = 1, . . . , n, (A.1) 
with H1 = H. Let the computed versions Of Pk and Hk be 4 and &, respectively. 
Let Pi be the matrix that corresponding to the exact application of the kth step of 
(A.l) to &. (For a more elaborate description, see [27, p. 1241.) Then 
* 
H,+I = (P,: +. . P;fA + A, 64.2) 
where IAl 5 CL~,~GIHL and Pm,n = J&,+bn+c, with a, 6, c small integers. The 
matrix G satisjies 
llGll2 I 2mn(l + h,A 
where 
e ah,nfi(n - 1) 
m’n = 1 - 2pm_nfi(n - 1)’ 
To derive our forward error bounds, we also need a bound for the difference 
K=$-P,:...p;. 
where 0 = f l(p,, . . . @I) is the computed product. The bound can be straightfor- 
wardly derived from the general analysis given by Wilkinson [27, p.1611, and is 
stated in the following lemma. 
LEMMA A.2. With the assumption the same as in the above lemma, we have 
(A.3) 
where p,, = Ya’n+b’, and a’ and b’ are small integers. 
Combining these two results with the bounds in Theorem 3.11, we have the 
following conclusion on the forward error bounds of the computed canonical cor- 
relations, which we present in the form of a theorem. 
8This result appears as Lemma A.7 in an extendedversion of [ 131 with the same title: Numerical 
Analysis Report No. 182, University of Manchester, 1990. 
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THEOREM A.3. Let A and B be offull column rank, and A = A + AA and 
B = B + AB, where AA and AB are the componentwise backward errors for 
computing the QR decomposition of A and B in Lemma A.I. Then fl(ai(A, B)), 
the canonical correlations computed by the Bjiirck-Golub algorithm, satisfy 
loi(At B) - fl(ai(A, B))I 5 2mn(l +&,,)u 
x[mcos@t~(A) + ~cosh~(B)I + @Cm, n, P, q)u, 
where @(m, n, p, q) is a slowly growingfunction of m, n, p, and q. 
Proof Denote the computed Q-factors of A and B by QA and a~, and the 
first p and q columns of the exact orthogonal matrices in (A.2) by PA and PB, 
respectively. Then Lemma A.2 implies that 
Using the result in [ 11, p. 4341, we conclude that the computed canonical correla- 
tionsfl(ai(A, B)) are thesingularvaluesof eioB+ E, where lIEI 5 r](p, q)u 
with r](p, q) a slowly growing function of p and q . Hence by Theorem 3.11, 
Lemma A.l, and Equation (A.4), we have 
Ici(A, B) -fl(ai(At B))l 
5 lDi(PIpB) - fl(ai(A, B))I + l~i(p~pB) -ai(Av B)I 
5WPp 1+ ( 2P.,(P - 2) 1-2PcLp(P-2) > 
%4&l - 2) 
1 -WLq(q -2) > 
+ rl(P,q)U+ I~i(p~pB) -ai(A, B)I 
= +(m, n, p, q)u i- l~i(P~PB) - ai(A, B)I 
5 2mn(l+ ~m,n)u[~P(m-P)cos~~~s(A) 
+~q(m--q)cosh~s(B)l+ tClh n, P, qh. (A.3 
To derive forward bounds when the MGS method is used in step (a) of the 
BjBrck-Golub algorithm, we can use some of the recent results of Bjorck and 
Paige concerning the following interesting observation due to Charles Sheffield: 
the QR decomposition of A E Rmxn using the MGS is numerically equivalent 
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to that arising from Householder transformations applied to (0, AT )r , where A 
is augmented by a zero matrix of order n [5, 61. Results similar to Lemma A.1 
and Theorem A.3 still hold for the MGS case. However, we will not repeat the 
derivation here. For example, we have the following analog to Lemma A.1 (cf. 
(3.7) in [5]). 
LEMMA A.4. If R is the computed R-factor using MGS, then there exists an 
orthonormal matrix Q such that 
A + E = Qri, IEl 5 Pm,nuZ‘IAl, 
where p,,,, and 6 are similar to those in Lemma A.1. 
Another interesting observation is that we can derive the following bound on 
the measure of loss of orthogonality of the computed orthonormal basis & using 
MGS (cf. (5.3) in [5]). 
where cl and c2 are some constants; KS(A) is the condition number defined in 
(3.13) and is independent of the column scalings. 
REMARK A.5. We did not prove that the Bjorck-Golub algorithm is backward 
stable in the strict sense defined by Wilkinson, but we proved something practically 
as good, i.e., the computed canonical correlations achieve the same forward error 
bounds as those that would have resulted from a backward-stable algorithm. 
The authors thank Zlatko Drmac for pointing out an error in an early draft of 
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