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Abstract 
The aerial robots represent an interested and rich area of research because they are very useful 
to perform complex tasks such as image acquisition of unreachable areas, localization and 
tracking targets. To develop blimp system that is appropriate in diversity scenarios, an 
intelligent control with high autonomy degree is required. Thus, the main challenge in context 
of designing and navigation is the combination between intelligent control framework and 
small-light hardware components. Therefore, we design blimp robot based on embedded 
system; then, we present several fuzzy sets models that should deal with autonomous, 
navigation and visual tracking problems. These models are empirically designed by combining 
the possibilities distributions theory with fuzzy logic.  
On the other hand, the use of cooperative robots system dramatically increases since it is 
appropriate solution in relation to performance, efficiency and reliability. The development of 
such cooperation system is one of the most demanding goals in artificial intelligence research 
and the most challenging issues here are the localization and tracking targets. Thus, this 
dissertation addresses the problem of tracking robots in parallel with achieving the cooperative 
behavior based on computer vision system and artificial intelligent control to improve the 
performance and efficiency of such system. Moreover, the thesis considers the use of computer 
vision system that can be applied to navigation and tracking missions. This system has been 
designed to detect and track either ground robots or 3D aerial object. In addition, considering 
use of wireless sensor network for estimation multi-targets locations and the distances 
between them is presented. Finally, the approaches that were developed in the thesis have 
been carried out and evaluated on the blimp robot. The extensive experiments have been done 
to demonstrate, analyze and validate the capabilities of such system as well as the properties of 
the proposed algorithms.  
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Zusammenfassung 
Flugroboter repräsentieren ein interessantes und weites Gebiet für Forschungen, da sie sehr 
vielseitig einsetzbar sind, um komplexe Aufgaben zu erfüllen, wie Bildaufnahmen in schwer 
zugänglichen Gebieten, Lokalisierung und Verfolgung von Zielen. Bei der Entwicklung eines 
Luftschiff-Systems, das in einer Vielzahl von Szenarien eingesetzt werden kann, ist eine 
intelligente Steuerung mit hoher Autonomie von Nöten. Folglich ist die Hauptherausforderung 
im Kontext des Designs und Navigation die Kombination zwischen einem intelligenten 
Steuerungssystem und einer kleinen und leichten Hardware. Deshalb entwickeln wir einen 
Luftschiffroboter basierend auf einem eingebetteten System, dann präsentieren wir 
verschiedene Fuzzy-Modelle die Probleme der autonomen Navigation und Zielverfolgung lösen. 
Diese Modelle sind empirisch durch die Kombination von Wahrscheinlichkeitsverteilungen mit 
Theorien der Fuzzylogik erstellt worden. Andererseits wird durch die Verwendung von 
kooperativen Robotersystemen die Leistung, Effizienz und Zuverlässigkeit drastisch gesteigert. 
Die Entwicklung eines solchen kooperativen Robotersystems ist eines der anspruchsvollsten 
Ziele bei der Erforschung künstlicher Intelligenzen und dabei sind die größten 
Herausforderungen Lokalisierung und Zielverfolgung. Somit adressiert diese Dissertation das 
Problem der parallelen Verfolgung von Robotern durch das Erreichen von kooperativen 
Verhalten basierend auf Bildverarbeitung und Künstlicher Intelligenz, um die Leistung und 
Effizienz eines solchen Systems zu verbessern. Darüber hinaus betrachtet diese Arbeit, ob 
Systeme zur Bildverarbeitung bei der Navigation und Zielverfolgung eingesetzt werden können. 
Dieses System wurde entwickelt um Bodenroboter oder 3D Luftobjekte zu erkennen und zu 
verfolgen. Außerdem wird eine Methode zur Positionsschätzung von multiplen Zielen mit Hilfe 
eines drahtlosen Sensornetzwerkes präsentiert. Schließlich wurden die oben erwähnten 
Ansätze der Arbeit auf ein reales Luftschiff angewendet und getestet. Umfangreiche 
Experimente wurden durchgeführt, analysiert, um die Fähigkeiten und Eigenschaften des 
entwickelten Systems und der entwickelten und verwendeten Algorithmen zu validieren. 
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Chapter 1 Introduction 
The main objective of this thesis is to present contributions in the field of aerial blimp robot to 
state the problems of navigation, path planning, detecting, tracking and localization. More 
precisely, to develop embedded blimp robot system with artificial intelligent control. This 
control based on fuzzy logic and possibilities distribution due to the fact that some decisions 
based on possibilistic rather than probabilistic. Thus, the fuzzy variables are associated with the 
possibility distribution in the same principle as the random variables are associated with a 
probability distribution. In addition, this thesis proposes vision-based guidance and estimation 
for the targets tracking. Then, proposed wireless sensor networks for multi-targets tracking in 
order to estimate the locations and orientation of the blimp robot system and the targets as 
well as the distance between them. Therefore, this chapter firstly presents the motivation, 
then, the main objectives of the research carried out. Finally, the outlines and main 
contributions of the thesis are presented.  
1.1. Motivation 
Clearly and transparently, the technologies for autonomous Unmanned Aerial Vehicles (UAVs) 
have dramatically developed and advanced. Thus, the research on aerial autonomous systems 
has become affordable for many research centers. The UAVs have been mainly used in military 
applications. Nevertheless, it is obvious also that they have been widely used in civil 
applications, for instance, used in disaster and emergency situations. Because UAVs have higher 
mobility and maneuverability respecting to ground robots, they are more ideal and suitable for 
special missions and tasks. More precisely, UAVs could be very useful to perform complicated 
missions for example they can be used to provide images data for exploring areas as well as 
detect, localize and track other targets in the environment.  
The most important challenge in this area is to design aerial robot with high degree of 
autonomy. Despite the small helicopters exploring fast the different environments, 
unfortunately their measurements could not provide a high resolution in the exploration area 
since they fly at high altitude [1, 2]. On the other hand, the blimp robots have recently gained 
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importance, not only in the research studies, but also as a useful means of advertising, climate 
research as well as surveillance and tracking. Therefore, the blimp robot not only presents and 
creates a very important opportunity to explore the environment, but also it increases the 
efficiency of exploration. The blimp robot is known as a special kind of airship that has no rigid 
structure body. It has better performance than small helicopters or drones due to some 
advantages such as low speed, low noise, long time hovering, and much less energy 
consumption [1, 3-5]. It is successful applicable in monitoring and exploring tasks as well as 
tracking other vehicles. Since the blimp robot depends on low density Helium gas to balance 
the envelope weight, it does not need any motor actions to maintain at a certain height 
(altitude). 
In addition, the autonomy system is a system that is capable to drive the most essential 
behaviors without relying on any external control. Moreover, to design a more applicable 
system for different conditions, a high autonomy degree of software system is needed. In 
addition, there are several common requests for any robot such as small size and low weight. 
For instance, let us consider an autonomous blimp that has the mission to track and follow 
ground robot in unknown area. In such scenario, fundamental tasks to be handled by the blimp 
are operating on different areas, interacting with other robots developed for same mission and 
find the exact tracked robot. To construct such system that has the mobility to operate in 
unknown environments and the ability to perform such tasks, common solutions aim to keep 
the blimp’s size and weight a small and light as possible. Furthermore, this system must have 
ability to perform its tasks and missions with high level of communication and powerful 
software platform. The powerful software platform is based on Embedded Linux software 
which is a computer software written to control the Gumstix Overo Air COM (Computer-On-
Module which represents the main core of the blimp system). 
On the other hand, some applications have more complexity and require the cooperation 
between several robots such as the UAV with ground robots or with another UAV. In fact, 
without condoning that the cooperation is not required in some cases, but it really has the 
ability to increase the robustness in these applications. However, this kind of cooperation will 
add more challenges to the research due to the fact that it needs much awareness for some 
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important issues like the communication protocol between the robots and the ground control 
station as well as among the robots themselves. Another challenge is the control system that 
has high priority and it should be robust and intelligent to deal with any changes in the 
environment during the mission. As it is known that the fuzzy logic control is the most widely 
artificial intelligent control used in several applications. We aim to implement different 
approaches to control the main behaviors of the blimp robot. However, the main challenge of 
implementing such control is how to design the fuzzy knowledge base. 
Moreover, the increase of the implemented applications in robot research has made the 
computer vision a decisive and important key factor for them. Thus, several robots have 
capability of carrying professional cameras which have made the research goes beyond the 
classical use of visual system as an “eye”. Let’s be more precise, the visual information can be 
used as an accurate and high performance data that are suitable for control, navigation, 
detection and visual tracking. It is become obvious now that a visual camera sensor provides 
reliable data that are useful for designing different intelligent control systems and applications 
with high capacity, precision and performance.  
The most important question that might come to the mind is how to use the visual information 
collected from the vision sensor in the blimp's control system?. The answer for this question is 
simply solved by using the visual servoing theory which is known as a vision-based robot 
control. In our case, it is defined as the technique that could use the visual feedback 
information which is extracted from the blimp vision sensor (Caspa camera) to control the 
blimp behaviors. The visual servoing information has refined information about blimp position 
and attitude as well as a dynamic and timely data such as the presence of targets within the 
blimp field of view or their relative position with respect to the blimp. However, the target 
tracking is a challenging problem especially for blimp robot that uses only a single vision sensor 
since this kind of sensors could not provide metric distances or the range to the target. Also, 
this challenge becomes more complex and difficult when the targets are dynamic and aerial. 
Nevertheless, the visual sensors could also be used for increasing the capabilities of the blimp 
and exploiting the vast amount of information about the targets and environment. The key 
Development of Cooperation Between Flying Robot, Ground Robot and Ground Station with Fuzzy logic and 
Image Processing 
[2015] 
 
 
C
h
ap
te
r:
 In
tr
o
d
u
ct
io
n
 
4 
 
factors that motivate this thesis are: using visual information, and the integration of blimp 
intelligent control, which is focused on developing novel and practical applications. 
Another important issue for robots system is the localization which is inevitable challenge and it 
is not solved until now. The localization problem takes its essential aware dramatically since it is 
the main task for several applications such as navigation, autonomous robotic movement and 
tracking. One of the most successful solutions for the localization is based on the use of 
Wireless Sensor Networks (WSNs). They consist of a large number of low-cost and low power 
sensors, which are deployed in an environment to collect observations and preprocess them to 
obtain local decisions. They have ability to sense, process and communicate over short 
distance. Therefore, they can localize every target in the environment, localize any new target 
coming close to the area, as well as estimate the distances between the targets. 
Therefore, in this thesis we seek the design of small size and low weight blimp robot, then 
design of visual and artificial intelligent systems and test it on actual experiments. The 
approaches have been tested for the detection and tracking other robots in the environment as 
well as help the blimp in navigation tasks as it will be described in next chapters. In addition, 
the approaches which developed are extendable to other applications or other robots. Finally, 
wireless sensor network will be designed and implemented in order to localize the targets as 
well as the blimp in the environment. 
1.2. Objectives 
Therefore, the main objectives of this research that are described in this thesis are the 
following: 
1. To design a high degree of autonomy, small size and low weight blimp robot system. 
This system has the mobility to operate in unknown environment and the ability to 
perform the tasks with powerful software platform. The powerful software platform is 
based on Embedded Linux software which is a computer software written to control the 
Gumstix Overo Air COM (Computer-On-Module). Even though Gumstix Overo Air COM 
and Summit Expansion board have small size and low weight, but the combination 
between them will present a full-sized Linux computer that might be programmed to 
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carry out and handle several functions in blimp robot. In order to improve the behaviors 
of the blimp robot, empirical experiments will be developed to study the sensors 
characteristics and reduce the drawbacks and uncertainties in these sensors. 
2. To Design artificial intelligent control, more precisely fuzzy sets models to perform the 
navigation tasks and to enable the blimp’s system to autonomously drive the necessary 
actions to fulfill its mission and to maintain its policy during the navigation time. In this 
thesis, we aim to solve the most important problems with fuzzy logic which is how to 
design the fuzzy knowledge base or the membership functions. Therefore, the 
combination between the possibility theory and frequency distribution theory leads to 
design the fuzzy sets model. These models will not only be used for controller purposes, 
but also some of them to deal with the sensors uncertainties, thus, they correct the 
information and reduce the drawbacks. 
3. To study the fuzzy image processing techniques such as fuzzy edge detection and fuzzy 
c-means, then, analyze them in order to implement them on the blimp robot. Moreover, 
propose fuzzy edge detection algorithm and shape-color features techniques for the 
blimp robot to detect the target and the obstacles in the environment, then to generate 
the global optimal path with avoiding obstacles for ground targets by enhanced genetic 
algorithm by modified search A*. 
4. To develop and implement computer vision algorithms, which are suitable running on 
the onboard blimp system and providing accurate information for the control system. 
The research aims to develop accurate and fast algorithms for object tracking and 
identification among others as well as to increase the autonomous control capabilities 
of the blimp robot. This robust visual system will be designed to track targets by 
considering some important criteria such as performance, repeatability, accuracy and 
speed. In addition, we will study different approaches and methods for object detection 
and seek a detection method which allows having good detection with scaled invariant, 
rotation invariants, robust against noise, and most convenient for our demands. Then, 
we will correct the prediction position information from the vision system by using fuzzy 
sets model. 
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5. To define and design Ground Control Center (GCC) which is the main core of the 
cooperative perception framework. This is very necessary to record and map the 
collected data for better decision. Thus, in order to enhance sensing capabilities and to 
record gathers data on the environment, the real time communications protocols will be 
designed. 
6. To state and estimate the 3D aerial or ground target tracking problem when the blimp 
robot uses single vision sensor. This problem is really a challenge as the single vision 
sensor has a common problem which is projecting 3D object into 2D image plane, thus, 
it could not measure the range between the target and the blimp. This problem comes 
more complex when the target is an aerial object. 
7. To solve the multi-targets tracking problem and to estimate the state of the targets. The 
estimation process contains many uncertainties such as noise in the measurements and 
the motion of the target is unknown. The 3D target tracking in WSNs will be considered 
and we will address the problem of estimating locations of different targets in 3D 
environment. After estimation of the locations, the distances between the targets could 
be found especially if the targets are aerial robots. 
1.3. Problem Statement 
Recently, the cooperation of multi-robots systems has become widely used in several 
applications such as search and rescue, military, exploration and surveillance. The main reason 
for using such systems is that they are an appropriate solution in terms of costs, performance, 
efficiency and reliability. Because the complexity of the robots is increasing, this leads to more 
aware and researches in the cooperation between several robots [6]. In regarding with that, the 
design and development of cooperative autonomous robot teams with efficient performance 
and artificial intelligent behaviors has become one of the most challenging goals in the robot 
research area. The target detection, localization, and tracking is very important for these types 
of applications, it can help to localize one robot to another in the environment. The tracking 
algorithm which uses vision sensors must have capability to cope with several variations in the 
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environment such as lighting and illumination, size of targets, the state and pose of targets, as 
well as it must be with low computational complexity. 
In accordance with that, the design of an artificial intelligent aerial blimp robot could help 
dramatically to improve the feasibility and suitability of cooperative robotics. However, there 
are some restrictions to build the blimp system such as the payload, space available for 
attaching hardware and sensor devices on gondola as well as the unstable wireless 
communication. In addition, this system does not base on any external control commands and 
it must display a high degree of autonomy with minimum computational power. The existence 
of intelligent control as well as navigation algorithm are important to take the best to 
accomplish the tasks which means add more challenges to the blimp and more uncertainties. 
Therefore, the blimp must be able to cope with these uncertainties in its location by using 
artificial system that can deal with noises and drawbacks. Also, to perform the autonomous 
navigation and tracking tasks for the blimp, it is required to maintain the blimp at constant 
altitude, ability to avoid obstacles during the missions, and then capable to detect and track the 
complex target robot. In order to fulfill this demand, it is very essential and necessary to 
measure velocities and the pose with an accurate sensor for blimp robot. In addition, find the 
pose of the target related to the blimp. Although the blimp and ground robots have different 
characteristics, it is possible to develop a unique sensing and perception collaborative system 
by merging all of these characteristics together. This system could provide aerial images and 
perception along with the ground robot. Hence, the ground robot could be able to navigate 
from an initial position to a target point without colliding with other obstacles. To perform 
these tasks successfully the blimp sensing should have ability to track the target robot and scan 
the environment to provide ground robots with aerial navigational information. Therefore, in 
this thesis we approach the challenge of setting up the autonomous blimp system. Thereto, we 
will present solutions for the following:  
1. Design a blimp system including appropriate hardware devices and software platform. 
2. Introduce artificial intelligent methods for navigation, tracking and control. 
3. Present artificial algorithms to deal with uncertainties, drawbacks and correct the 
sensors information. 
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4. Introduce a robust approach for detecting and localization other objects based on vision 
system. 
For these strategies and dilemmas, we present, in this thesis, possibilities distributions and 
fuzzy sets models techniques not only to reduce the uncertainties in the blimp sensors data, but 
also to enable the blimp’s system to autonomously drive the necessary actions to fulfill its 
mission and to maintain its policy during the navigation time. These models and strategies 
based on collected data experimentally after studying the sensors behaviors, analyzed these 
data in order to propose intelligent models and, in this way, these models could fit and be 
useful for the current conditions.  
On the other hand, computer vision plays a significant role in the demand for many civil 
applications and it takes much importance and interests because of the optimization of the 
computational power, the reduction of hardware size and weight as well as the development in 
image processing techniques. In fact, many robots have good capability to carry cameras. Then, 
the visual information can be fit and used for our navigation, detection and tracking demands. 
Also, a vision algorithm must fulfill several requirements such as real time and high precision 
performance. The main object for the visual tracking system is the ability to identify the target 
correctly and continuously on the image sequence with respect to some parameters like 
camera rotation and translations. As it was mentioned earlier, the visual servoing theory 
(vision-based robot control) is the most common tracking visual technique used in robotics 
research. The visual servoing information could be used to refine information about blimp 
position and attitude as well as a dynamic and timely data like the presence of target within the 
field of view and its relative position with respect to the blimp. For this purpose, the 
implementation of visual computer algorithms, which is suitable running on the limited 
performance of the onboard blimp system and able to provide accurate and fast information 
for the control, has been developed in this thesis. The research framework aims to develop and 
design fast and accurate algorithms for object tracking and identification among others as well 
as to increase the autonomous control capabilities of the blimp robot. 
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Figure 1. 1    Target tracking scheme using blimp robot. 
The decomposition of the problem is shown in Fig. 1.1. The problem can be decomposed into 
four sub-problems: blimp localization, target tracking, cooperation, and finally the localization 
and tracking of the whole system based on Wireless Sensor Networks (WSNs). The available 
measurements are based on Inertial Measurement Unit (IMU) sensor data for blimp robot 
localization and UltraSonic Range Finder sensors (SRF) which have been used for altitude 
measurement and to avoid obstacles. In addition, the vision sensor Caspa camera is used for 
target detection and tracking.  
The algorithm focuses on the single-blimp-target problem so that the blimp performs robust 
target tracking. Actually, there are four main important factors in order to design robust and 
reliable tracking for such a system. First, if the environment is complicated and complex, the 
tracking system must be capable to recover from lost tracking. Second, the prior knowledge of 
target motion which might be random or unpredictable because tracking solutions may be 
different regarding to the movement of the targets. However, in real- applications, the target 
motion model is often unavailable. Third, the targets we attempt to track are any complex and 
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moving objects like ground robot or aerial object. Finally, since the blimp robot has no control 
over the target motions. Thus, based on the current blimp pose and the current target position, 
the blimp controllers must cope with these issues and provide the blimp an ability to move 
toward the target for the best position. 
Therefore, the target tracking problem has several categories since it has been studied by many 
researchers and communities for various applications. In this dissertation, we will address 
several key challenges for single target-based moving object tracking. First, how to separate the 
target (which could be aerial or ground target) from other motion objects, and then how to 
detect and track moving targets. For this purpose, the computer vision methods algorithms for 
tracking will be described. However, the most popular criterion in this area is the accuracy for 
the tracking algorithm that is able to estimate the state of a target with less noisy 
measurements. The uncertainty of target position estimation could be reduced by using fuzzy 
sets model that are able to correct the prediction position information in the computer vision 
system. For path planning problem, cooperation among the blimp and the target is essential to 
improve tracking performance and accuracy. Hence, the fuzzy edge detection and shape-color 
features technique has been used to separate the target in the environment as well as to detect 
the obstacles in its path. The fuzzy motion planning and genetic algorithm have been used in 
order to find the trajectory and path for the robot in order to navigate from start point to end 
point in unknown environment.  
In fact, the vision system has the ability to detect multi targets in the environment which can be 
globally localized related to the blimp position as it is shown in Fig. 1.2. However, due to the 
possibility to track and follow multi targets on same time it is a challenge to seek another 
technique which can detect and localize multi-targets.  Moreover, the tracking strategy which is 
based on WSNs will provide the information about the whole system and it is sufficient for such 
purposes. Unlike other published work and research, in this work we will address the problem 
of estimating locations of different targets in 3D environment. In order to get local decisions 
each sensor makes several observations. Then, these decisions will be modulated using On-Off 
Keying (OOK). The fusion center has ability to detect, collect and process all decisions to 
estimate the targets locations. This process in the fusion center is using the maximum 
Development of Cooperation Between Flying Robot, Ground Robot and Ground Station with Fuzzy logic and 
Image Processing 
[2015] 
 
 
C
h
ap
te
r:
 In
tr
o
d
u
ct
io
n
 
11 
 
likelihood estimator. It is not only for localization purposes, but also it provides more accurate 
data about the state of the multi robots besides it can estimate the distances between the 
targets and the blimp even though they are aerial. Fig. 1.3 shows one example of two targets 
placed in 3D space to be localized using binary sensor network. The real locations of the 2 
targets are shown as red circles while the estimated locations are shown as black circles. A top 
view of the WSN with the two targets and the estimated locations are shown in Fig. 1.4. 
 
 
Figure 1. 2    Multi-Target detection and localization by vision system. 
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Figure 1. 3    3D view of two targets in WSNs environment. 
 
 
Figure 1. 4    2D view of two targets in WSNs environment. 
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1.4. Outline and main contributions 
With this thesis, we contribute some novel approaches to the field of aerial robotics as well as 
tracking and cooperative system by developing and researching solutions for realizing an 
autonomous blimp system. We design a flexible but still powerful blimp platform and 
demonstrate its capabilities. Furthermore, we investigate several intelligent control approaches 
as well as computer vision for embedded systems. The thesis consists of six chapters 
complemented with four appendixes. The summary of the chapters contents will be presented 
here: 
Chapter One: describes the motivation of the research work and the objectives. It describes 
also the problem statement as well as the contributions. 
Chapter Two: It describes the literature reviews to identify what has been done before 
regarding to our issues. This includes the reason that blimp has taken high priority in our 
research work. Then, it discusses the vision technology regarding to the target detection and 
tracking. In addition, talk about WSN technology and its advantages for localization and 
tracking. Finally, brief information about the classical control system and artificial intelligence 
control regards to advantages and disadvantages. 
Chapter Three: This chapter deals with the cooperative perception issues in multi-robots 
system as well as the target tracking problems. A discussion on its main problem and some 
important definitions are presented. Then, the approaches which have been used to track 
systems are described. Also, it discusses the fuzzy sets models and control approaches which 
have been implemented in this thesis. It provides also a method to solve the most common 
problem in the fuzzy logic and fuzzy control that is how to design the fuzzy knowledge base 
without relies on a human expert or simulation studies. Moreover, the combination between 
the possibility theory with the fuzzy sets leads to model the complex systems experimentally 
and empirically without regard to the present a simulation model study or an expert. Finally, 
the wireless sensor network which can be used for localization of the targets in the 
environment.  
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Chapter Four: This chapter summarizes the most image processing and computer vision 
approaches and methods which have been used during this thesis. First, different approaches 
are introduced in order to find relevant visual features and matching useful for object 
detection, identifying and tracking regions of interest in the image sequences. Then, this 
tracking method is used to estimate a projection model in the camera image space. Finally, the 
robust embedded visual algorithms implemented on on-board blimp to give accurate and fast 
information. This information will feed the blimp's control system based on visual servoing 
theory. It was called here robust due to the ability to detect targets with high robust capability 
against the noise and it was named embedded because it will run on an Embedded Gumstix 
board which runs Embedded full Linux. 
Chapter Five: It discusses the implementation of the computer vision systems as well as the 
servoing fuzzy control models on the real tests by using the blimp robot.  
Chapter Six: End of the thesis and a discussion about the research works and concludes with 
the future work direction. 
However, some parts of this thesis were published at international conferences and 
international journals. The areas of the conferences vary in topics and they are related in the 
fields of: Telematics, Computer vision and Image Processing, Robotics, Mechatronics as well as 
Neural Network and Intelligent Artificial. In more details, the main contributions of this thesis 
are the following: 
 
[1] Rami Al-Jarrah, Aamir Shahzad and Hubert Roth. Path Planning and Motion       
Coordination for Multi-Robots System using Probabilistic Neuro-Fuzzy. 2nd IFAC 
Conference CESCIT 2015. Slovenia 2015.  
[2] Rami Al-Jarrah and Hubert Roth. WSNs and On-board Visual Fuzzy Servoing on Blimp 
Robot for Tracking Purposes. 4th international Conference on Information Computer 
Application, Amsterdam, Netherlands, 12-13 February, 2015. 
[3] Rami Al-Jarrah and Hubert Roth. Multiple 3D Target Tracking in Binary Wireless Sensor 
Network. International Conference on Robotics and Mechatronics (ICROM2014), July 6-
7, 2014, Nottingham, UK, 2014. 
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[4] Rami Al-Jarrah, Bashra Kadhim, Aamir Shahzad and Hubert Roth. Towards a 
Heterogeneous Navigation Team of Aerial-Ground Robots based on Fuzzy Image 
Processing. International Conference on Robotics and Mechatronics(ICROM), July 6-7, 
2014, Nottingham, UK, 2014. 
[5] Rami Al-Jarrah and Hubert Roth. Visual Fuzzy Control for Blimp Robot to Follow 3D 
Aerial Object. The 8th International Conference on Neural Network and Artificial 
Intelligence (ICNNAI 2014), 3-6 June, 2014, Brest State Technical University, Belarus. 
Published in: Communications in Computer and Information Science, Springer 
International Publishing, Vol. 440, pp. 98-111, 2014. 
[6] Rami Al-Jarrah and Hubert Roth. Intelligent Tracking and Trajectory Navigation 
Approach for Blimp Robot. International Journal of Enhanced Research in Science 
Technology and Engineering. Vol. 3 (1), pp. 198-204, 2014. 
[7] Rami Al-Jarrah and Hubert Roth. Visual Fuzzy Logic Path Planning Controller for Mobile 
Robots. International Journal of Enhanced Research in Science Technology and 
Engineering. Vol. 3 (1), pp. 215-221, 2014. 
[8] Rami Al-Jarrah and Hubert Roth. Ground Robot Navigation Relies on Blimp Vision 
Information. 3rd International Conference on Information Computer Application ( 
ICIC2014). February 20-21, 2014, Barcelona, Spain, 2014. 
[9] Rami Al-Jarrah, Radouane Ait Jellal and Hubert Roth. Blimp Based on Embedded 
Computer Vision and Fuzzy Control for Following Ground Vehicles. 3rd IFAC Symposium 
on Telematics Applications (TA 2013). November 11-13, 2013. Seoul, Korea, 2013. 
[10] Rami Al-Jarrah and Hubert Roth. Design Blimp Robot based on Embedded 
System & Software Architecture with High Level Communication and Fuzzy Logic. 9th 
International Symposium on Mechatronics & its Applications (ISMA13), Proceeding in 
IEEE , Amman, Jordan, April 9-11, 2013. 
[11] Rami Al-Jarrah and Hubert Roth. Developed Blimp Robot Based On Ultrasonic 
Sensors Using Possibilities Distributions and Fuzzy Logic. 5th International Conference 
on Computer and Automation Engineering ICCAE, Jan 2013, Bruxelles- Belgium, 2013. 
[12] Bashra Kadhim Oleiwi, Rami Al-Jarrah, Hubert Roth. Multi Objective Optimization of 
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Trajectory Planning of Non-holonomic Mobile Robot in Dynamic Environment Using 
Enhanced GA by Fuzzy Motion Control and A*. Journal of Communications in Computer 
and Information Science, Springer. vol. 440, pp 34-49, 2014.  
[13]  Bashra Kadhim Oleiwi, Rami Al-Jarrah, Hubert Roth. Intelligent Hybrid Approach for 
Multi Robots-Multi Objectives Motion Planning Optimization. International Journal of 
Enhanced Research in Science Technology and Engineering. vol. 3, no. 3, pp. 539-550. 
2014.  
[14] Aamir Shahzad, Rami Al-Jarrah and Hubert Roth. Teleoperation of AutoMerlin by 
Inculcating FIN Algorithm. 3rd International Conference on Control, Robotics and 
Cybernetics ICCRC 2015, well held in Berlin, Germany during August 13-14, 2015. 
[15] Aamir Shahzad, Rami Al-Jarrah and Hubert Roth. Telecontrol of AutoMerlin Robot 
employing Fuzzy Logic. 3rd International Conference on Control, Robotics and 
Cybernetics ICCRC 2015, well held in Berlin, Germany during August 13-14, 2015. 
[16] Bashra Kadhim, Rami Al-Jarrah, Hubert Roth. Integrated Motion Planning and Control 
for Multi Objectives Optimization and Multi Robots Navigation. 2nd IFAC Conference 
CESCIT 2015. Slovenia 2015.  
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Chapter 2 Literature Reviews 
The best start point when we are seeking for any solution is to identify what has been done 
before regarding to that issue, the state of the art and the worldwide trends around the 
problem of interest.  
2.1. Aerial Robots 
Recently, the cooperative of aerial-ground robot systems has become widely used in several 
applications such as search and rescue, exploration and surveillance as well as target detection 
and tracking for either military or civilization. The main reason for using such system is that 
they are an appropriate solution in terms of costs, efficiency, performance, and reliability. In 
this way, the number of robots is actually increasing which makes the system more complex, 
therefore many researchers start designing the cooperation among multi-robots [6, 7]. In 
accordance with that, designing and developing an artificial intelligent team consists of 
cooperative autonomous aerial-ground robots with efficient performance has been one of the 
most challenging goals in robotic research. The cooperation of such system has involved state 
of problems such as efficient navigation, path planning, exploration, localization, target 
tracking, and suitable communications. As a result, the control of single robot such as the blimp 
could help dramatically to improve the feasibility and suitability of cooperative robotics by 
developing inter-robot communication that ensures the autonomy and the individual 
requirements of the involved robots. 
Since the development in new technologies has been dramatically increased as well as several 
applications come to our real life, the UAVs have been taken a higher priority for many 
universities and governments. This interest is due to the wide variety of applications in civil and 
military fields such as search and rescue, surveillance, target detection and tracking. One might 
probably wonder what is the purpose of tracking another robot in the environment?. This is 
simply regarding to the fact that the tracking can help and improve the ability of the aerial 
robot to cooperate with other robots in the system and share information about the target. 
Perhaps the small airplane such as helicopters (drones) can explore the different terrains and 
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areas. Unfortunately, their measures do not give a good resolution for the exploration area 
since they fly fast at high height. In addition, it is not easy to change the direction immediately 
in case they want to track and follow an object which moves at the ground [1]. Drones would 
have to be equipped with highly accurate sensors and provided by vision systems that are able 
to reliably identify intended targets based on very limited and misleading information. 
However, none of the currently operational drone can reliably distinguish between legitimate 
military targets and civilian persons or objects or even take precautions to avoid erroneous 
targeting [8]. 
Therefore, it becomes very essential to look for another solution which has more advantages 
over drones. The airship robot is one of the most important solutions in this field. The 
unmanned airship system not only creates an opportunity to explore the environment, but also 
it increases the efficiency of such exploration. In addition, it gains more interest recently 
because of its advantages such as long time hovering, efficient cost and low noise [1-5]. These 
advantages make the airship reaches anywhere to remote or to access difficult regions. 
Nevertheless all of these advantages, but in order to build an artificial blimp robot system, an 
eye (camera) is also important for this kind of robot. It can provide a high artificial visual system 
that simulates the principle and characteristics of the human eye system. Openly, the blimp 
robot equipped with a vision payload can perform a wide range of these applications. However, 
the single vision sensor has a common problem which is lack of ability to provide the range 
information of the target. Some researchers solved this problem by adding another sensor 
which can measure the distances. Unfortunately, this method will increase the blimp system's 
cost by adding new hardware. Thus, if the robot can measure the range by only single vision 
sensor that could help to reduce the overall cost of the robot. 
2.2. Computer Vision on Robot Applications 
Moreover, the robot vision tracking technology is utilized widely because of its advantages such 
as reliability and low cost. It is applied widely in the fields of security, traffic monitoring, object 
recognition and tracking. Several researches have been presented and devoted to vision flight 
control, navigation, tracking and object identification [9-12]. It is clearly and without doubt that 
Development of Cooperation Between Flying Robot, Ground Robot and Ground Station with Fuzzy logic and 
Image Processing 
[2015] 
 
 
C
h
ap
te
r:
 L
it
er
at
u
re
 R
ev
ie
w
s 
19 
 
the color object recognition, which can adapt any changes in illumination, was most under 
study research topic and most of its aspects were almost solved. Korodi et al. [13] have 
proposed a visual information algorithm for cooperative robotics. Every robot ,which is in a 
dynamic environment, is realizing a cooperative action and has to be able to accomplish its task 
by detecting an object as well as following it in the  environment. Visual information also has 
been proposed on aerial robotics for flying information [14]. They describe a simple and 
straightforward algorithm for multiple UAVs in a formation with no communication between 
the vehicles. It was assumed that relative kinematics parameters are available to each UAV 
from an on-board passive sensor followed by estimation processes and a controller which may 
use visual information. Several approaches also have been proposed for UAV following circular 
paths in order to track a ground moving object [15]. In this project, the problem of following a 
moving target took into account that the target may have higher maneuverability as well as 
they try to keep the autonomous unmanned vehicle as close as possible to the target all the 
time. Fukao et al. [16] presented the motion segmentation to improve the detection and 
tracking of point features on a target object. Then, the inverse optimal tracking control was 
applied on the blimp robot in order to track point features precisely. However, this approach 
has some disadvantages like sensitivity to light and the amount of image data.  
Let us be more specific and transparent in this area of research. In fact, when we review the 
most researches in this area, in particular, we must deep study the vision tracking approaches. 
Numerous treatises and projects have been done on this rich topic in where it gains its 
significance and importance dramatically. So, one might find many studies which have been 
proposed for vision tracking methods such as the target tracking based on relatively simple 
color [17], template matching features [18], background subtraction and object classification 
[19], and feature based approaches tracking  [20, 21] . However, many algorithms could not 
meet the requirements of real time and robustness due to large amount of video data. 
Therefore, it becomes important to improve the accuracy and real time capability of tracking 
algorithms. In order to improve the detection of targets in real time and robustness, Lowe [22] 
has proposed the Scale Invariant Features Transform (SIFT), and then the Speeded Up Robust 
Features (SURF) has been proposed [23]. Because the processing time of SURF algorithm is 
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faster than of SIFT, interest point detection (keypoint detection) of SURF algorithm is used for 
real-time processing especially limited on-board vision system. As a result, the design and 
implementation of a real time embedded vision system for intelligent blimp robot, which 
includes an on-board embedded hardware system and control algorithm, becomes very 
important. This significance not only comes to make the blimp more autonomous , but also to 
provide it with the most new vision techniques to track another robots in the environment. It is 
very important to mention here that SURF is much new, intelligent, fast and accurate algorithm 
among other approaches in where the complex target robot could intelligently distinguish 
among other objects. It's an exciting to have such algorithm that can easily recognize and 
localize any specific target even though it is in size invariant or rotation invariant. 
In fact, the most common way in order to classify the vision system or the computer vision in 
robots depends on the complexity degree of the robot applications as it is illustrating in Fig. 2.1. 
In the first level, image processing technique are employed to process the captured images, 
Then, the visual data can be fused with other sensors and actuators to make specific 
applications. Finally, the visual information is used to control the blimp actuators. The most 
famous process in visual system is called a visual tracking that is analyzing of sequential images 
to identify a reference pattern and to follow the interest point over time. There are many 
tracking methods and approaches in which the algorithms could based on color, shape or 
features [24]. In visual odometry, the images will be analyzed to extrapolate the robot 
movement, estimate the position, and also estimate the robot orientation [25]. If the process 
uses the visual data to determine object position as well as the safe path, it will be called visual 
navigation [26]. In regarding to the visual navigation, many navigation approaches and 
algorithms have been proposed such as in structured environments using white line recognition 
[27], corridor navigation [28], more complicated techniques that combine valid planer with the 
visual localization [29], visual and navigation techniques to perform obstacle avoidance [30].  
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Figure 2. 1    Vision scheme. 
2.3. Tracking and Navigation 
On the next stage, the cooperation between the aerial and ground robots has been studied and 
developed because such system might provide aerial imagery and perception along with ground 
robot inspection capabilities to help in dangerous tasks as well as to explore large unstructured 
environments. Hence, the ground robots may be able to navigate from an initial position to a 
target point without colliding with other vehicles and obstacles. This navigation process might 
be described as the problem of finding a suitable, better and free collision path motion of the 
ground robot, while obstacle mapping includes using the sensing capabilities to gain 
representative of unknown obstacles that is useful for navigation [31]. 
Despite of having different characteristics, it is possible to develop a unique sensing and 
perception collaborative system between blimp and ground robots. In other words, as a typical 
lighter-than-air vehicle, the autonomous blimp robot is a unique platform for several 
applications such as telecommunication, broadcasting relays, and scientific exploration [32]. On 
the other hand, the visual servoing and navigation, especially for humans and vehicles, are 
currently the most active research topics in computer vision. In [33], they study a multi-robots 
system depending on a vision-guide quad-rotor and described some methods to take off, land 
and track over the ground robot. However, the quadrotor does not be able to provide 
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information to the ground robot about the surrounding environment. Also, [34] presents a 
motion-planning and control system based on visual servoing without cameras on board. In 
[35], they integrated and fuse vision data from the aerial and ground robots for best target 
tracking and for allowing leveraging of multi-domain sensing and increase opportunities for 
improving line sight communication. These studies and others have been tested and 
implemented for several purposes such as environment monitoring, fire detection, fighting and 
remote sensing system [36-38]. 
Also, pose-base methods have been employed for some applications like autonomous landing 
on moving objects. These methods are important in order to estimate the 3D object position 
[39]. The image based methods also have been used widely for positioning [40]. In [41] they 
deal with this problem by proposing a measurement model of the vision sensor based on the 
specific image processing technique that is related to the size of the target. However, a 
nonlinear adaptive observer is implemented for the problem and the performance of the 
proposed method has been verified through numerical simulations. For the bearing 
measurement sensor, the maximization of determinant and fisher information matrix has been 
studied to generate the optimal trajectory [42, 43]. However, these approaches are hard to 
implement because of the high computational load. In addition, the tracking problem has been 
studied by using a robust adaptive observer and the intelligent excitation concept [44-46]. Note 
that the observer is only applied to the systems whose relative degree is one, and therefore it 
could not be implemented to higher relative degree systems. The 3D object following method 
has been developed based on visual information to generate a dynamic look and move control 
architecture for UAV [47]. Also, aerial object following using visual fuzzy servoing has been 
presented [48]. However, they approach the problem of the tracking by exploiting the color 
characteristic of the target which means to define a basic color to the target and assuming a 
simple colored mark to track it. This process is not always perfect and might face problems due 
to the changes in color over time. Also, the designs of the fuzzy controllers were made based on 
the excellent results after trials and errors method. 
We are interested in tracking targets using aerial blimp robot as the tracking device because the 
blimp can cover and explore a wide and big area over time, which means the number of sensors 
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required for tracking can be kept small. As it was mentioned earlier the target tracking problem 
has been studied in several research areas with many applications. In the computer vision 
community, the tracking algorithms have been developed to track visual targets by using 
camera sensors [49-55]. In addition, in the wireless sensor network, the problem has utilized 
deployed sensors to monitor moving objects in the environment [56-60]. The most work in the 
single tracker- single target category focuses mainly on signal processing techniques for target 
detection and probabilistic filter to filter out noisy measurements. The Kalman filter and the 
particle filter have been applied to the single target tracking problem successfully [61, 62]. Even 
though the particle filter is a simple, but effective algorithm to estimate the posterior 
probability distribution recursively, which is appropriate for real-time applications. In addition, 
its ability to perform multi-modal tracking is attractive for multiple objects detection and 
tracking [63]. In order to detect and track a visual target (ground robot or object) using a single 
camera, the computer vision was introduced and presented the visual servoing technique of 
many applications and robots systems such as autonomous target capturing and control non-
holonomic mobile robots [64-68]. The mobility of the tracker is extremely important for 
robotics tracking and cooperation; thus, based on the possibility degree of the tracker motions, 
the tracking problem can be classified as the following: stationary, pan/tilt/zoom, planar, and 
unrestricted [69]. The computer vision community has introduced several algorithms and 
methods to stabilize the camera by features [70-72] or optical flow [73-77]. These approaches 
focus on how to estimate the transformation between images even though the target is 
moving. Once the moving object has been identified, then, it needs to be tracked in the scene. 
Finally, in accordance to the vision system, the detection and classification of the  targets will 
be more flexible by using the pan–tilt–zoom cameras [78]. 
2.4. Control System 
One of the most common and important problems is the controller algorithms for the blimp 
robot. In fact, the scientific community is still debating between the classical control system 
(e.g. PD or PID) and artificial intelligence control (such as fuzzy logic or genetic algorithm). The 
preference, advantages or disadvantages between them are still ongoing. Every supporter of a 
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particular opinion from both sides try to highlight the performance and advantages compared 
with the other. The fuzzy control system does not have much better characteristics in time 
domain than PID classical system, but still it can deal with nonlinear system. In [79] the 
comparative results between the fuzzy controller and the PID controller show that both might 
be slightly better than the other for different environments, scenarios and conditions. Whilst a 
better PID requires online adjustment for its parameters, fuzzy controller does not affect the 
system behavior too much and needless for parameters modification [80, 81]. Also, the fuzzy 
controller might perform better with the uncertainties [80, 81]. 
 
Figure 2. 2    The combination between fuzzy and possibilities theories. 
There are two important issues in fuzzy control. First, since there are complex operations like 
fuzzification and defuzzification, the computing time is much longer in fuzzy than in the classical 
control. As a results, it is better to optimize the fuzzy rule base in order to reduce the 
computing time. Second, the most important problems with fuzzy are how to design the fuzzy 
knowledge base or the membership functions. Moreover, the possibility theory could deal with 
the uncertainties in any system and can handle incomplete information. The most important 
characteristic of such theory is the ability to link itself strongly to the fuzzy intervals [82]. 
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Therefore, the combination between the possibility theory, bacterial algorithm and fuzzy logic 
sets will lead to model the complex systems empirically without regard to the presence of the 
expert or even simulation studies as it is shown in Fig. 2.2. This combination is not only essential 
in order to design the fuzzy controllers, but also it can be used to design fuzzy sets models 
which can be used to reduce the noises and drawbacks in the system. 
2.5. Localize Multi Targets 
In the past few decades, WSNs have been studied extensively in the literature. The WSNs have 
wide applications start from military surveillance to security and monitoring environment, 
cognitive radio networks due to their high mobility, flexibility, and cost effectiveness. They 
contain a large number of low-cost and low-power sensors, which are deployed in an 
environment to collect observations and preprocess them to obtain local decisions [83-87]. 
Target localization has been considered as one of the most important aspects in WSNs which 
enables and gives ability to track the target [88]. Because it is not possible to estimate and 
localize the target in 3D plane ( especially if we are looking for the altitude values) with a single 
sensor, there is a need to fuse the multi sensors data. Many algorithms have been proposed in 
the literature to localize the target, i.e., time domain of arrival (TDOA), direction of arrival 
(DOA), received signal strength indicator (RSSI), and energy based methods [89-95]. In [96], 
maximum likelihood estimator has been used to estimate and localize the target where each 
sensor sends a row of quantized decisions to the fusion center. Depending on all rows sent by 
different sensors, the fusion center uses maximum likelihood estimator to estimate the location 
of the target. Moreover, the efficiency of maximum likelihood estimator is compared with the 
weighted average algorithm and the Cramer-Rao lower bound. Further work, channel aware 
target localization is considered in [97] where the estimation process carried out using the 
quantized sensor data in addition to the fading channel statistics. In this thesis, we consider a 
3D multi target localization problem where targets are flying within the range of the sensor 
network. On the other hand, sensors are assumed to be ground sensors where they are 
deployed above the ground surface plane. Moreover, sensors modulate their decisions using 
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OOK technique which has been proposed recently for WSNs because it is a power efficient 
modulation technique and enables sensors to use censoring scheme (send/no send).  
2.6. Conclusion 
In this chapter, the related works from different research areas are discussed. The combination 
between all of these areas lead us to identify what has been done before regarding to our issue 
and to deep understand such problem and find the solutions to reach the objects of such thesis. 
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Chapter 3 Cooperative Perception, Tracking 
and Control System 
 
This chapter deals with the cooperative perception issues in multi-robots systems and the 
target tracking problems as well as the design of the fuzzy sets models. A discussion on the 
main problems and some important definitions are presented. Moreover, the related work on 
robot perception is summarized. Then, the approaches which have been used for the tracking 
system. Then, the fuzzy sets and possibilities theories are introduced. Finally, the wireless 
sensors network which can be used in indoor and/or outdoor environments to track multi 
objects (aerial or ground objects) is presented.  
3.1. Introduction 
Actually, the robot perception system is employed to estimate the static and dynamic 
characteristics of the surrounded environment such as obstacle position, the target position, 
and robot position. This estimation is obtained from the data gathered by the different sensors 
mounted on the robot such as ultrasonic sensors and vision sensors. In the case of the multi 
robots, if the information that each robot obtains about the environment can be shared among 
them, each robot obtains a better picture of the surrounded environment and the perception 
will be increased. Moreover, from the viewpoint of the perception, the robots can collect data, 
then analyze them in order to develop accurate and safe actions as well as to establish a 
cooperation during the missions. Thus, this cooperative behavior between the robots might be 
defined as the collaboration action between multi robots which share individual information to 
estimate the environment state which leads to estimate the state of robots themselves. 
Moreover, the robots use their sensors to update and estimate their local knowledge about 
position and velocity of the surrounding obstacles or targets. If a robot has the ability to 
communicate with another robot in the environment, then the uncertainty knowledge about 
the environment can be reduced. For example, the aerial robot explores the environment to 
detect the ground target robot and other obstacles, and then, provides the ground robot with 
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navigational information. Another good example in this area is considering that we can provide 
the ground robot, which has no prior information about its environment, with the optimal 
trajectory and path by using intelligent system such as fuzzy-genetic algorithm. The aerial map 
images will transfer to the ground control station. Then, the global optimal path avoiding 
obstacles is generated by enhanced genetic algorithm as it is shown in Fig. 3.1 and Fig. 3.2. 
Details about this novel work can be found in [98]. 
 
Figure 3. 1    Fuzzy edge detection and optimal Path trajectory. 
 
Figure 3. 2 The x and y velocity of the mobile robot. 
Another applicable example is the recognition and identification in the rescue situations. The 
process of identifying human victims among other things with impressive results is a challenge 
task because many humans in the images are not the desired targets. By using teleoperated 
robot based on artificial control and computer vision, this challenge can be done and allows the 
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single operator to control the agent robot via internet by considering significant amounts of 
data that are transmitted between the robots and the Ground Control Center (GCC). With the 
availability of these data the operator can scan the environment looking for the victims. The 
artificial control gives the robot ability to navigate avoiding any obstacle, then, the computer 
vision capable of detecting the human, and then send information to GCC or blimp robot.  
The cooperation and sharing information among robots has a variety of challenges that must be 
addressed. These challenges are not only from a robotics perspective, but also from some other 
disciplines such as artificial intelligence and sensor networking communities. As it is shown in 
Fig. 3.3, the main issues are the intersection between control, perception and communication 
in which it is responsible for attaining the adapting, networking and decision making that will 
provide the capabilities for efficient operations [78]. More precisely, the aerial-ground robots 
system can adapt any change in the environment. For example, the teleoperated ground robot 
(AutoMerlin) has artificial control in order to avoid obstacles during the mission even though 
the operator could give a wrong command. This kind of system represents a tool to gather 
more images and data from the environment to display or record them on GCC for further 
investigations and for better decision making and then an efficient search operation as it is 
shown in Fig. 3.4. The AutoMerlin robot navigates in the environment in order to explore it 
based on operator commands (Joystick commands) that have been sent via internet. However, 
the artificial control could detect any moving object in the environment and in this case it will 
not response to the operator command. 
 
Figure 3. 3    Major challenges for robots [78]. 
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Figure 3. 4 AutoMerlin Robot detecting moving object. 
Therefore, in order to understand the situation here we need to state the major addressed 
issues:  
1- Ground Control Center (GCC): it is very important in such task to record and map the data 
collected by the robots for better decision. This interface could be used to receive all flight data 
acquired from blimp onboard system, and then the aerodynamic information will display and 
plot in real time as well as store to provide the information for further flight investigation and 
analysis.  
2- Control: The control system is really a challenging task because of the mechanical 
complexities of the aerial blimp robot and the characteristics of the environments. Therefore, 
the fuzzy logic and fuzzy controllers will be designed and implemented because of several 
reasons such as the simplicity and the powerfulness of the fuzzy methodology to solve and 
control the main behaviors of the system. Also, fuzzy is capable of providing remarkably simple 
ways to draw definite conclusions from the vague information. 
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3- Communications: in order to increase and enhance the sensing capabilities as well as to 
record gathered data of the environment, blimp robot should have ability to communicate in 
real-time with GCC or with a robot team in the environment. Whilst at the lower level the 
communications enable to state feedback of the robot, at higher level the robots have the 
ability to share information for many purposes such as coordination control and planning [98]. 
However, there is typically a destroyed communication infrastructure and ad hoc networks are 
likely to become saturated [99].  
4- Tracking: The target tracking problem is defined as the method or technique which is used to 
estimate the location of a target based on the sensors measurements as well as to estimate the 
state of this target. As it was mentioned in Chapter 2, the target tracking problem has several 
categories and it has been studied by diverse research communities in different applications. 
The target tracking algorithms has widely applications range from surveillance to military 
purposes. In addition, the motion tracking and estimation of moving targets in the environment 
is also a fundamental capability for safe navigation and path planning applications. The tracking 
algorithm in this research focuses on the single-blimp-target problem by using vision system. 
Thus, the blimp robot performs robust target tracking. However, because the sensors 
measurements might be inaccurate due to some factors like uncertainties, noises and the 
unknown motion of the target, it is better first to reduce these noises and uncertainties. Then, 
to realize the autonomous aerial-ground target following, an efficient and accurate vision-based 
object detection and localization algorithms is proposed in this thesis by using visual system and 
servoing system. 
3.2. Blimp Robot System 
This section will give an overview and brief description of the blimp system that we will use in 
the following chapters to demonstrate and evaluate the proposed strategies. A brief technical 
review is provided to describe the small and low-weight hardware components for the blimp 
robot. In more details, our blimp system consists of a processing unit or the core of the system, 
a networking device, several sensors and actuators, as well as an artificial intelligent software 
framework. Then, the key reasons to select the Gumstix-Overo-Air (the core system) that 
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resembles an embedded system will be discussed [100]. In general, the airships without an 
internal supporting framework are called blimps. The envelope of such blimp basically 
maintains its shape by using the higher pressure of the lifting gas inside the envelope, more 
precisely the Helium gas. Fig. 3.5 shows our blimp system consisting of an envelope, a gondola, 
and other electronic devices. 
 
 
Figure 3. 5 The blimp robot. 
The interface among the on-board Linux operating system, microcontroller on-board and the 
devices is providing a simple, easy, and powerful system to handle the blimp main behaviors 
[101]. By empirically tests, we evaluate the performance of the components, and design 
artificial fuzzy sets models in order to deal with noises and uncertainties in the system. 
Therefore, in order to demonstrate the capability of the complete system we are integrating 
the blimp system into navigation issues to enable the system flies in indoor environments at a 
certain altitude and whilst avoiding obstacles as well as tracking targets. 
3.2.1.     Blimp System Component 
The blimp robot is a kind of under-actuated and non-holonomic system. Thus, the control 
degrees of freedom are less than the total degrees of freedom. Hence, blimps are not able to 
control their lateral movements and it is not easy to control them in 3D spaces. Also, blimp’s 
characteristics have some restrictions considering its electronic hardware. For any blimp 
system, if the envelop volume gets higher, the ascending force will be affected and thus 
increased and as a result the possible payload increases. Based on these features, we have 
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several objects to reach during the design such as minimize the weight of the needed hardware 
equipments and develop appropriate, efficient and robust artificial intelligent control 
algorithms for autonomous flight, navigation, localization and tracking tasks. 
The main components of the blimp system are shown in Fig. 3.6 which shows gondola onboard 
unit (GOU) with all the electronic components. One self-imposed goal of the project was the 
design and development of a system with a maximum degree of flexibility and high degree of 
ability to be continuously improved in the future. Thus, the hardware system is separated into 
several main parts. 
 
Figure 3. 6 Gondola onboard unit. 
1. The Main Unit (MU): This unit is the core of the blimp system which is distributed 
among the Gumstix-Overo-Air-COM and Arduino-UNO. Arduino-Uno is a microcontroller 
board based on the ATmega328 as it is shown in Fig. 3.7A. Indeed, this µcontroller will 
be used for low level control and it was chosen due to its ability to interface with other 
components in the system as well as its ability to handle several simple string 
commands in order to control the power of the main motors of propellers and the 
setting of the servo motor for the shaft. On the other hand, the Gumstix computer-on- 
module will be used for high level controller and image processing. It is a tiny and small 
single OMAP3503 based on Texas Instruments OMAP3 systems on chip built on the ARM 
Cortex-A8 architecture as it is illustrating in Fig. 3.7B. It has a weight of 5.6g and 
communicates via 802.11g. Gumstix uses full embedded Linux software framework and 
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in order to have a Linux image for the Gumstix we need to consider some steps. First, 
fetch and track the dependencies, cross-compile packages and build complete images by 
using BitBake (Appendix A). After building, the image and the kernel are transferred to 
the Gumstix through a serial connection or through Ethernet network. However, for 
simplicity a Summit Gumstix expansion board has been used. It forms the interface 
between the MU and other components. This board provides some ports for generic 
devices communicating via UART or SPI, 2 connectors for I2C devices and power supply 
for the complete system. It has a weight of 16.5g and it is illustrating in Fig. 3.7C. 
 
 
  
A. Arduino Uno. B. Gumstix Overo Air.  C. Summit Gumstix Board. 
Figure 3. 7 The core of the blimp system. 
 
2. Actuators and Motors: In order to control the pitch and thrust two motors are mounted 
on each side of the gondola. They are attached to a shaft which can be  rotated up to 
180 degree by a servo. The third motor in the blimp robot system is mounted on the tail 
to control the yaw. However, to control the speed of each motor, a driver based on 
discrete MOSFET H-bridge was used. The motor driver will enable bidirectional control 
of one DC brushed motor and it supports a wide range of voltage from 5.5 to 30 V. 
3. Sensors: the most fundamental requirement for autonomous navigation of any robot is 
the ability to localize itself. In blimp robot, information about the (roll, pitch, and yaw) 
angles are measured by the Inertial Measurement Unit (IMU). The information obtained 
from this IMU are used as input for predictive filters to estimate the current position of 
the blimp robot based on the previous position of the blimp. We should note that GPS-
based localization is not applicable because our blimp system is targeted on indoor 
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environments. In addition, four ultrasonic sensors SRF02 are mounted in front side of 
gondola to be used for obstacles avoidance. A light metal sheet has been designed using 
AutoCAD software, and then it was made in the Siegen University Labs. Actually, many 
experiments have been done to test the characteristics of the SRF02 sensors. It had 
been found that using 18 degree between any two adjacent sensors is the optimal angle 
to mount them. This decision was based on the Ultrasonic sensor characteristics after 
experimental results. These four sensors will be mounted on this arc as shown in Fig. 
3.8. The altitude during the flight and mission was verified and controlled via the fifth 
ultrasonic sensor that is downward-facing mounted at gondola's bottom. These sensor 
modules are attached to the I2C bus and have a weight of 4.6 g each. For tracking 
purposes, a Caspa camera sensor has been mounted in front of the gondola. It has a 
weight of 22.9g. It is using an optical filter to cut out the IR range and receives only 
visible spectrum light. It is based on MT9V032 sensor that has some good features. First, 
it has maximum frame rate 60 fps at full wide-VGA resolution 752x480 with angle of 
view 94.4o. Second, the data output is 10-bit parallel with extended light sensitivity. 
Finally, this sensor is global shutter that can be electronic or mechanical shutter. Whilst 
this shutter system is off, the pixels still could be read because the camera store their 
charges. On the other hand, if the shutter is open, the vision sensor will collect the light 
to read the pixel one by one, and then make the pixels ready for the next frame. The 
main advantage of the global shutter over the rolling one is that the former exposes the 
entire image simultaneously and when moving will not create a distorted picture.  
 
A. Four Ultrasonic Sensors 
 
B. The Arc metal sketch 
Figure 3. 8 The arrangement of the ultrasonic sensors. 
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3.2.2.     Software Architecture 
The Open-Embedded software with reference to the Operating System (OS) and the 
communication has high flexibility and maintainability, and a fast configuration. This software is 
not only building framework software for embedded Linux, but also it offers a cross-compile 
environment which allows developers to create complete Linux distributions for any embedded 
systems. For Gumstix device, the Open-Embedded is used to track and fetch dependencies, 
cross-compile packages, and then build complete images using BitBake. After build the image 
and the kernel by combining the Open Embedded and BitBake, and then they are transferred to 
the Gumstix. This kernel, the core of the OS, is not only playing a significant role as a bridge 
between applications and the actual data processing, but it has also the responsibility to 
manage the systems resources and to facilitate the communication between software 
component and hardware. Despite its small dimensions the Gumstix-Overo-Air board runs a full 
Linux OS that provides several interfaces to access the connected hardware and simplifies the 
configuration of the blimp as a wireless client of the network. Fig. 3.9 shows the overall system 
architecture. Whilst the Atmega328 will handle low level controller system, the Gumstix will 
handle the high level controller such as fuzzy sets models, fuzzy controllers, and image 
processing. The I2C is a common peripheral bus for embedded systems and it was found that it 
is one of the easiest ways to design the communication between the Gumstix and Arduino 
board. The I2C bus in this system is initialized at 400 kHz since the Arduino appears to work 
perfectly without any problems at this speed. However, the logic levels coming from the 
Gumstix expansion board are 1.8V and most I2C devices will require 5V or 3.3V on the I2C (SDA 
and SCL). Therefore, physically in order to connect Gumstix with Arduino a logical level 
converter for the voltage transition had been used as shown in Fig. 3.10. The Gumstix is 
processing and handling the information of the sensors and executing the commands to 
Arduino to generate the Pulse Width Module (PWM) to control the motors and the setting of 
the servo. More information about the Gumstix board and embedded Linux system can be 
found in Appendix A. 
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Figure 3. 9 The overall system architecture. 
 
Figure 3. 10 I2C protocol between Gumstix and Arduino. 
3.3. Ground Control Station 
The main functions integrated into the Ground Control Station (GCS) are starting/stopping the 
motors, controlling the directions of the blimp navigation, monitoring the aerodynamics 
information with an additional function of plotting them into a real time plot. The program is 
designed in a way that can perform our desire as well as to allow controlling other robots in the 
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system and gives the user more opportunities to choose between the desired robots to be 
controlled as it is illustrating in Fig. 3.11.  
The tool used for creating the Graphical User Interface GUI was written by the Python language. 
The Python is high level language which has many advantages and several attractive features 
such as it is more dynamic than compiled languages which means at run-time the user can 
generate the codes and add new variables to classes. The Python is built-in run-time that can 
check and detect any bugs (errors) in the code by examining the structural elements of this 
code to decrease development time. The Python’s modules and packages system makes it well 
suited for large-scale development projects. It is very powerful integration of libraries for 
sending and receiving information to distanced devices. A main role in the program has the 
WxPython, which is a GUI toolkit for the cross-platform application programming interface for 
the Python language.  
In fact, during the design of the GUI, various design considerations have been made and taken 
into account. These considerations and demands could be briefly summarized by Ben 
Shneiderman’s eight Golden Rules of Interface Design (Appendix B. Part A), Jacob Nielsen’s 10 
Usability Heuristics (Appendix B. Part B), Gestalt’s Law of Grouping (Appendix B. Part C). The 
GUI is grouped by functionality in order to provide the user a capability to access the important 
functions as easily and quickly as possible. The command panel in the GUI has the highest 
priority during operational flight because it is required fast response during the mission. In 
addition, the visual GUI's shape and structure achieves the Gestalt laws and it gives a nice 
visually appearance with high qualities of some criteria such as symmetry, unity and 
sequentially. Details about the GCS , GUI frames and wedges could be found in Appendix E. 
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Figure 3. 11 The GCS and GUI. 
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3.4. Fuzzy Sets Model and Possibilities Distributions  
The classical fuzzy semantics are interpretations of fuzzy sets that represent cognitive 
categories and the system measurements based on linguistic variables. However, the most 
common and famous problem in the fuzzy control is how to design the membership functions 
and the rules-base (how to design the fuzzy knowledge base). Therefore, the possibility theory 
which helps to design the fuzzy sets from the possibility histograms will lead to model our 
complex system. In this chapter, we will provide a brief introduction about the fuzzy logic and 
the combination between the possibility theory and the fuzzy intervals. Then, we will develop 
efficient, powerful and intelligent fuzzy sets models for the blimp robot based on possibilities 
theory and frequency distributions. These models can deal with the uncertainties and 
drawbacks from the system sensors to improve the blimp performance during the missions. 
Also, they can be used for the blimp visual control navigation purposes. 
3.4.1.     Introduction to Fuzzy Logic 
Fuzzy sets were originally introduced by Lotfi Zadah [102] to model the uncertainty of the real 
world applications and to represent the imprecise and vague information. Later, he introduced 
fuzzy logic [103] to extend the conventional Boolean or traditional logic in order to handle the 
intermediate values between “true” and “false”.  He presented the process “fuzzification” as a 
methodology to generalize the specific theory from a crisp to fuzzy form by applying the 
“extension principle” [102]. Then, several researchers have applied these fuzzy principles on 
different areas such as control, decision making and pattern recognition. Not only the fuzzy 
logic is used and implemented to model the vague information, but also it can be used to model 
the complex system when they are difficult to be described mathematically. Hence, some 
researchers such as Sugeno [104] and others [105, 106] have expanded the fuzzy logic into 
fuzzy systems model. Moreover, the fuzzy model will describe the system behavior and will 
make the relation between the inputs and the outputs of the system in a form of IF-THEN rules 
which is known as the fuzzy knowledge rule base. In order to design the fuzzy system model 
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there are several approaches for this purpose. The most well-known approaches are based on 
the knowledge of the expert, simulation studies , fuzzy clustering algorithms [107]. 
3.4.2.     Introduction to Fuzzy Sets 
Because the crisp categories of the classical logic could be  1 or 0 { either true or false}, the 
representing of ambiguous or imprecise events are very difficult in the real world applications. 
This is because these crisp values could allow two possible levels of sets: the element belongs 
to the set A or it belongs to another set B {it is not a member A} [102]. In order to solve this 
problem Lotfi Zadah [102] presented Fuzzy sets theory that allows representing values between 
0 and 1. Every engineer knows that the real world is not yes or no, on the contrast, it contains 
infinite number of decisions {in between} for which classical logic is not able to cope with. 
There are several vagueness even in our communication languages which we are using daily to 
share information and knowledge among us. Fuzzy sets theory is really the appropriate theory 
to represent and cope with such knowledge. For example, let us consider that "Blimp velocity is 
fast", the fast is fuzzy in the sense since it could not be sharply defined. How can we define the 
concept of fast ? and how can we quantify that statement?. In the classical set theory and in 
fuzzy sets theory the statement "Blimp velocity is fast" can be equivalent to "Blimp velocity 
belongs to the set of fast speed". However, the difference between the two approaches is how 
someone can define what is the degree of belief for this velocity or how much it belongs to this 
set. In the classical set theory, the mathematical representation of the set of fast speed might 
be done by indicator function. If the definition of fast is : "the speed which is greater than 
10m/s", we can formalize the answer as true or false. Considering the possible speed to be 
[0,∞) and A is subset denotes the fast speed, x is the blimp velocity. Then, 
𝑨 = {𝒙|𝒙 ∈ [𝟎,∞)& 𝑥 > 10}.The indicator functions is χ(x) = {1 if x ∈ A or 0 otherwise }. 
Fig. 3.12 shows the classical set of fast speed for this example. 
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Figure 3. 12 Classical set of fast speed. 
On the other hand, fast could not be defined as ordinary subset of [0, ∞) due to some 
justifications. How we can characterize the blimp velocity , if it is 10.2 m/s or 12 and 15 m/s, as 
a fast with different degrees. Hence, the fuzzy sets should be on 0 to 1 scale; thus, the 
membership should be an element in [0, 1]. In more precisely, if the speed is x then the 
compatibility of x with "is fast" is a matter of degree and it is totally relies on how we 
understand the "fast" concept or our knowledge about it. Fig. 3.13 illustrates the fuzzy set 
theory for the fast speed concept. the membership function µ which is called alternatively the 
characteristic function is defined on the interval [0, 1]; thus we can clearly conclude from the 
this figure that: 
 If the blimp speed is 8 m/s; then µfast(8)=0. 
 If the blimp speed is 10 m/s; then µfast(10)=0.5. 
 If the blimp speed is 12 m/s; then µfast(12)=1. 
 If the blimp speed is 13 m/s; then µfast(13)=1. 
These previous statements are fuzzy sets and they are mathematical expressions which are 
defined the set of fast speed and give the ability to evaluate the expression "Blimp velocity is 
fast". Moreover, the Fuzzy Sets theory have the ability to provide framework in order to 
represent our vague knowledge [102] and the Fuzzy Logic will provide the framework to 
manipulate and to draw the inferences from this vague knowledge [103]. 
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Figure 3. 13 Fuzzy set of fast speed. 
As it is known, the fuzzy logic is a powerful and strong problem-solving methodology for several 
applications in control and information processing; more simplicity, it does resemble decision 
making from approximate data. In addition, it has not only the ability to provide definite 
conclusions from the vague information, but also every application can potentially realize some 
of the fuzzy logic benefits such as performance and lower cost. Therefore, there are some 
important and basic definitions which are important to understand the concept of the fuzzy 
sets, logic and control [108-113]. 
Definition 1 ( Fuzzy Set) [102, 103, 114]: Let us consider X denotes an universal set, A is the 
fuzzy subset of X and it is described by membership function µA: X→ [0, 1]. This means that for 
any element x of X there is a µA(x) in the interval [0, 1] with µA(x) represents the grade of the 
membership function of element x in fuzzy set A.  A can be determined by A= {(x, µA(x))| x ∈
𝑿}. If X={x1, x2, x3, x4, ...., xn } is an finite set and A is a fuzzy set in X then 𝑨 = ∫𝝁𝑨(𝒙)/𝒙. 
 
Definition 2 (Membership Functions) [102, 103, 114]: They are defined as the quantities to 
which linguistic value does belong to a variable. They have many shape and they can be used to 
define the meaning of a linguistic value such as triangular, bell, trapezoidal and Gaussian. 
However, the most well known and used shape is the trapezoidal membership function due to 
fact that it has some good characteristics such as widely used and less consumption time 
comparing to gaussian membership function. 
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Definition 2 ( Height) [102, 103, 114]: The height h(A)= 𝒔𝒖𝒑𝒙∈𝑿𝝁𝑨(𝒙) is the height of the fuzzy 
set A which is the maximum membership value that obtained by any element in that set. 
Definition 3 (Normal) [102, 103, 114]: The fuzzy set A will be normal when h(A)=1 and in case it 
is h(A)<1 it could be called subnormal. 
Definition 4 (Convexity) [102, 103, 114]: Let us consider that 𝑥1, 𝑥2, 𝑥3 ∈ 𝑋, 𝑥3 ≥ 𝑥2 ≥ 𝑥1 →
𝜇𝐴(𝑥2) ≥ min (𝜇𝐴(𝑥1), 𝜇𝐴(𝑥3)) this is called the convex of fuzzy set. 
Definition 5 (Fuzzy Number) [102, 103, 114]: The fuzzy number is a fuzzy set of real line with a 
convex, normal and piecewise continuous membership function of bounded support. 
Definition 6 ( Fuzzy Point) [102, 103, 114]: Let us consider A is a fuzzy number; in case that the 
supp(A)= x0; thus A is called fuzzy point. 
Definition 7 ( Crossover Point) [102, 103, 114]: Let us consider A is a fuzzy number; in case that 
the µA(x)= 0.5; thus x is called crossover point. 
 
Figure 3. 14 The height, core, support, α- cut for fuzzy set A. 
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Definition 8 ( Extension Principle) [102, 103, 114]: We need to mention here that the extension 
principle is very important in fuzzy set theory. It has ability to provide the general method to 
extend the non-fuzzy mathematical concepts to cope with fuzzy quantities; then it may allow 
the extension of a mapping f from points in X to fuzzy subsets of X as the following: 
𝑓(𝐴) = 𝑓 (
𝜇1
𝑥1
+
𝜇2
𝑥2
+⋯+
𝜇𝑛
𝑥𝑛
) =
𝜇1
𝑓(𝑥1)
+
𝜇2
𝑓(𝑥2)
+ ⋯+
𝜇𝑛
𝑓(𝑥𝑛)
    3.1 
  
Definition 9 ( Operations on Fuzzy Sets) [102, 103, 114]: There are three basic operations for 
fuzzy sets [102]. First, the complement operation ?̅? of the fuzzy set A with respect to the 
universal set X as it is shown in Fig. 3.15 , and it is defined as (∀𝑥 ∈ 𝑋)(𝜇?̅?(𝑥)) = 1 − 𝜇𝐴(𝑥). 
The second operation is the intersection {A ∩ B} for fuzzy sets A and B in the universal set X 
and it is defined as  μ(A∩B)(x) = min [μA(x), μB(x)]. The third operation is the union {A ∪ B} for 
fuzzy sets A and B in the universal set X and it is defined as  μ(A∪B)(x) = max [μA(x), μB(x)]. 
The intersection and union operations are shown in Fig. 3.16. 
 
 
Figure 3. 15 Fuzzy complement. 
Development of Cooperation Between Flying Robot, Ground Robot and Ground Station with Fuzzy logic and 
Image Processing 
[2015] 
 
 
C
h
ap
te
r:
 C
o
o
p
er
at
iv
e 
P
er
ce
p
ti
o
n
, T
ra
ck
in
g 
an
d
 C
o
n
tr
o
l S
ys
te
m
 
46 
 
 
Figure 3. 16 The Intersection operation (left) and Union operator (right). 
 
Definition 10 (The concept of Linguistic Variables): The linguistic variables were defined by 
Zadah [114, 115, 116] as the variables in which the values are sentences or words in natural 
language. In our research, the speed of the blimp robot takes some values from the set of terms 
such as Fast, Low, and Medium. In accordance to that, the speed of the blimp is called a 
linguistic variable and the terms {Fast, Low, and Medium} are called linguistic values of the 
linguistic variables. 
Definition 11 (α-cut and strong α -cut) [102, 103, 114]: If the fuzzy set A is defined on X and a 
number α ϵ [0, 1], the α-cut (Aα) and the strong α-cut (Aα+) can be called the crisp sets and they 
are given by: 
𝐴𝛼 = {𝑥|𝐴(𝑥) ≥ 𝛼}    3.2 
𝐴𝛼+ = {𝑥|𝐴(𝑥) > 𝛼}    3.3 
Definition 12 (Support) [102, 103, 114]: If we have set X and A is the fuzzy subset of X, then 
support of A which is denoted as Supp(A) is the crisp subset of X that has all elements with non-
zero membership functions grades in A. The support of A might be same as strong α–cut of A 
for α =0.  
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𝑆𝑢𝑝𝑝(𝐴) = {𝑥 ∈ 𝑋|𝜇𝐴(𝑥) > 0}    3.4 
Definition 13 (Core) [102, 103, 114]: Lets A be a fuzzy subset of X, the core of A{Core(A)} is the 
crisp subset of X whose all elements have one membership grades in A. The support of A is the 
same as the α–cut of A for α =1.  
𝐶𝑜𝑟𝑒(𝐴) = {𝑥 ∈ 𝑋|𝜇𝐴(𝑥) = 1}    3.5 
Definition 14 (Triangular Fuzzy Number) [218]: The fuzzy set could be called triangular fuzzy 
number if its membership function has the following form:  
𝜇𝐴(𝑥) =
{
 
 
 
 
0         , 𝑥 < 𝑎
𝑥 − 𝑎
𝑏 − 𝑎
      , 𝑎 ≤ 𝑥 ≤ 𝑏
𝑐 − 𝑥
𝑐 − 𝑏
      , 𝑏 ≤ 𝑥 ≤ 𝑐
0         , 𝑥 > 𝑐
 
    
  3.6 
 
Figure 3. 17 Triangular fuzzy number. 
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Definition 15 (Trapezoidal Fuzzy Number) [102, 103, 114]: The fuzzy set might be called 
trapezoidal fuzzy, when membership function has following form: 
𝜇𝐴𝑖𝑗(𝑥𝑗) =
{
 
 
 
 
𝑥𝑗 − 𝑎𝑖𝑗
𝑏𝑖𝑗 − 𝑎𝑖𝑗
          , 𝑖𝑓 𝑎𝑖𝑗 ≤ 𝑥𝑗 ≤ 𝑏𝑖𝑗
1                       , 𝑖𝑓 𝑏𝑖𝑗 ≤ 𝑥𝑗 ≤ 𝑐𝑖𝑗
𝑑𝑖𝑗 − 𝑥𝑗
𝑑𝑖𝑗 − 𝑐𝑖𝑗
         , 𝑖𝑓 𝑐𝑖𝑗 ≤ 𝑥𝑗 ≤ 𝑑𝑖𝑗
0                 , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
  
  3.7 
Where ith is the rules and jth is the input variables. aij ≤ bij ≤ cij ≤ dij are known as the 
breakpoints of the membership functions. 
Definition 16 (Multi-dimensional) [102, 103, 114]: In order to define the fuzzy sets with more 
than one variable, we need to extend the fuzzy sets to have higher dimensional membership 
functions. This is called multi-dimensional fuzzy sets or fuzzy relations. If R is multi-dimensional 
fuzzy subsets of X1 × X2 × … .× Xn, it can be defined as: 
𝑅 = ∫ 𝜇𝑅(𝑥1, … , 𝑥𝑛)/(𝑥1, … , 𝑥𝑛)
𝑋1×….×𝑋𝑛
    3.8a 
Where (𝑋1, . . . , 𝑋𝑛) are continuous universes. However, if (𝑋1, . . . , 𝑋𝑛) are discrete universes 
then:  
𝑅 = ∑ 𝜇𝑅(𝑥1, … , 𝑥𝑛)/(𝑥1, … , 𝑥𝑛)
𝑋1×….×𝑋𝑛
    3.8b 
Such a fuzzy relation can represent an association or correlation between elements of the 
product space. For example, 𝜇𝑅(𝑥1, 𝑥2, … , 𝑥𝑛) (𝑥1, 𝑥2, … 𝑥𝑛)⁄  is interpreted as the degree of 
membership of (x1, x2, … . , xn) in R. A simple example of the fuzzy relation on X1 = {2, 3, 4} 
and X2 = {2, 3, 4} is called “approximately equal” and it can be defined as: 
R = 1 (2, 2) + 1 (3, 3) +⁄ 1 (4, 4) +⁄⁄  0.5 (2, 3) +⁄ 0.5 (3, 2) +⁄ 0.5 (3, 4) +⁄  0.5 (4, 3)⁄ + 
0.1 (2, 4)⁄ + 0.1 (4, 2)⁄ . 
The membership function 𝝁𝑹 of this relation can be described by: 
μR(x1, x2) = {
1 x1 = x2
0.5 |x1 − x2| = 1
0.1 |x1 − x2| = 2
} 
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R = (
 
2
3
4
2
1
0.5
0.1
3
0.5
1
0.5
4
0.1
0.5
1
) 
Definition 17 (The Intersection) [102, 103, 114]: The intersection for two fuzzy relations R and S 
on X*Y can be defined by:  
𝜇𝑅∩𝑆(𝑥, 𝑦) = min (𝜇𝑅(𝑥, 𝑦), 𝜇𝑆(𝑥, 𝑦))    3.9 
Definition 18 (The Union) [102, 103, 114]: The Union for two fuzzy relations R and S on X*Y can 
be defined by:  
𝜇𝑅∪𝑆(𝑥, 𝑦) = max (𝜇𝑅(𝑥, 𝑦), 𝜇𝑆(𝑥, 𝑦))    3.10 
For example, let us consider that the speed V of the blimp robot has three linguistic values or 
membership functions { Fast, Medium, Low} with fuzzy subset A1, A2, A3 , respectively. The 
trapezoidal membership functions on interval [0, 10] are the reasonable expression of these 
fuzzy subsets as it is illustrating in Fig. 3.18. 
 
Figure 3. 18 The trapezoidal membership functions for the speed. 
The trapezoidal for the previous fuzzy subsets can be formulated the following: 
𝜇𝐴1(𝑉) = {
0,                                     𝑉 ≤ 6
1,                 8 ≤ 𝑉 ≤ 10
𝑉 − 6
2
,                   6 ≤ 𝑉 ≤ 8      
 
𝜇𝐴2(𝑉) =
{
 
 
 
 
0,                   𝑉 ≤ 2 𝑜𝑟 𝑉 ≥ 8
𝑉 − 2
2
,                    2 < 𝑉 < 4
1,                             4 ≤ 𝑉 ≤ 6
1 −
𝑉 − 6
2
,           6 ≤ 𝑉 ≤ 8
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𝜇𝐴3(𝑉) = {
1,                                     𝑉 ≤ 2
0,                             4 ≤ 𝑉
1 −
𝑉 − 2
2
,                   2 ≤ 𝑉 ≤ 4      
 
Now, we can find that the complement 𝝁𝑨𝟐̅̅ ̅̅  is given by the following: 
𝜇𝐴2̅̅ ̅̅ (𝑉) =
{
 
 
 
 
1,                                  𝑉 ≤ 2 𝑜𝑟 𝑉 ≥ 8
1 −
𝑉 − 2
2
,                         2 < 𝑉 < 4
0,                                          4 ≤ 𝑉 ≤ 6
𝑉 − 6
2
,                               6 ≤ 𝑉 ≤ 8
 
It is clearly that 𝝁𝑨𝟐̅̅ ̅̅ = 𝝁𝑨𝟏 ∪ 𝝁𝑨𝟑  as it is illustrating in Fig. 3.19. Additionally, the Medium is 
means not Fast AND not Low 𝝁𝑨𝟐 = 𝝁𝑨𝟏̅̅ ̅̅ ∩ 𝝁𝑨𝟑̅̅ ̅̅   as it is shown in Fig. 3.20. 
 
Figure 3. 19 The trapezoidal membership functions for 𝛍𝐀𝟐̅̅ ̅̅ = 𝛍𝐀𝟏 ∪ 𝛍𝐀𝟑. 
 
 
Figure 3. 20 The trapezoidal membership functions for  𝛍𝐀𝟐 = 𝛍𝐀𝟏̅̅ ̅̅ ∩ 𝛍𝐀𝟑̅̅ ̅̅  
The question comes to mind now what are the definitions that might be chosen to implement 
the intersection, union or complement in the fuzzy set theory?. Schweizer and Sklar [117] have 
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developed a Triangular norms (T-norms) and Triangular conorms (T-conorms) in statistical 
metric spaces to be used as fuzzy set intersection and union operators [118, 119, 120]. 
Definition 19 (Triangular Norms (T-norms)) [117]: Lets A and B are fuzzy subsets of a universal 
set U; then the truth evaluation of " A and B" is expressed as an element of the interval [0,1]. In 
order to extend this map we might use this expression: 𝜇𝐴∩𝐵(𝑢) = 𝑚𝑖𝑛{𝜇𝐴(𝑢), 𝜇𝐵(𝑢)} where 
𝑢 ∈ 𝑈. Now, if A and B are defined on different universe of discourse U and V; then 
𝜇𝐴∩𝐵(𝑢, 𝑣) = 𝑚𝑖𝑛{𝜇𝐴(𝑢), 𝜇𝐵(𝑣)} and (𝑢, 𝑣) ∈ 𝑈 × 𝑉. If we consider that 𝑇: [0,1] × [0,1] →
[0,1] is a function that transforms the membership functions of two fuzzy sets {A and B} to 
membership function of the intersection between them; then 𝑇[𝜇𝐴(𝑢), 𝜇𝐵(𝑢)] = 𝜇𝐴∩𝐵(𝑢) and 
this T-norms will be used as a possible connectives for fuzzy conjunction "and". The T function 
can be valid for the intersection if it is satisfy some axioms and properties. First, boundary 
condition {𝑇(0,0) = 0; 𝑇(𝑎, 1) = 𝑇(1, 𝑎) = 𝑎}. Second, the value of the conjunction will be 
decreased when the value of at least one proposition increased 𝑇(𝑎, 𝑐) ≤ 𝑇(𝑏, 𝑑) when 
𝑎 ≤ 𝑏, 𝑎𝑛𝑑 𝑐 ≤ 𝑑. Third, associativity which means that the order of the conjunction is not 
important 𝑇(𝑎, 𝑇(𝑏, 𝑐)) = 𝑇(𝑇(𝑎, 𝑏), 𝑐). Finally, the T-Norms should be satisfy the 
commutativity which means the conjunction is not based on the order of a and b 𝑇(𝑎, 𝑏) =
𝑇(𝑏, 𝑎). 
Definition 20 (Triangular Conorms (T-conorms)) [117]: If T is a T-norm; then its n dual t-conorm 
S is given by: 𝑆(𝑎, 𝑏) = 𝑛(𝑇(𝑛(𝑎), 𝑛(𝑏))). S is n-dual of some T-norm with respect to some 
strong negations n. 
3.4.3.     Fuzzy Implication Functions 
Practically, the description of the causal link between the multi domains W, U, and V is not 
always available [121]. However, this description exists in terms of fuzzy linguistic rules of the 
form: IF X is An and Y is Bn THEN Z is Cn. Where “X is An”, “Y is Bn” are the fuzzy propositions and 
they are called the premises, “Z is Cn” is fuzzy proposition and it is called the consequence. The 
fuzzy relation for the rule can be denoted as (Ai ∩ Bi) → Ci, ∀i= 1,… , n. Now, in order to 
combine the fuzzy premise propositions and to combine the fuzzy consequence proposition, 
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the T-norms is the most suitable operator. However, to combine the premise and the 
consequence for the fuzzy rule the implication function I have been used. The modeling of such 
relation is always depending on the use of fuzzy logic implication function. The implication 
function is represented as the following: 
𝜇(𝐴∩𝐵)→𝐶(𝑢, 𝑣, 𝑤) = 𝐼 (𝑇(𝜇𝐴(𝑢), 𝜇𝐵(𝑣)), 𝜇𝐶(𝑤)) = 𝐼(𝑇(𝑎, 𝑏), 𝑐). 
 
   3.11 
One of the well-known implication function is QL-implication which is defined as 𝐼𝑄𝐿(𝑎, 𝑏) =
𝑆(𝑛(𝑎), 𝑇(𝑎, 𝑏)) [122]. In fuzzy set theory, the QL-implication is used to represent the linguistic 
rules IF-THEN-ELSE [122]. For example: IF X is A THEN Y is B ELSE IF X is not A THEN Y is C  this 
should be represented as : 𝐴 → 𝐵 = (𝐴 ∩ 𝐵) ∪ (?̅? ∩ 𝐶). When C is " undefined" then 
𝐴 → 𝐵 = (𝐴 ∩ 𝐵) which is known as Mamdani implication in fuzzy control [123, 124]. 
3.4.4.     Fuzzy Reasoning 
This process is defined as the process in which the new fuzzy facts can be concluded from 
existing facts and causal links between them as it is shown in Fig. 3.21. There are two well-
known fuzzy inference reasoning procedure. First, the Compositional Rule of Inference (CRI) in 
which the fuzzy relation is used to represent explicitly the connection between the fuzzy 
propositions. Therefore, consider that the fuzzy relation R links between two universe discourse 
U and W, then if fuzzy subset A is subset of U it might be conclude that the fuzzy subset C is 
subset of W. 
𝐶 = 𝐴 ∘ 𝑅
𝐼𝐹  𝐴′
𝐶∗ = 𝐴′ ∘ 𝑅
 
The second and important process is the Generalized Modus Ponens (GMP) which uses IF-THEN 
rules which implicitly represents the fuzzy relation when the causal link between the domains U 
and W is not completely known. The single antecedent inference with fuzzy input and fuzzy 
output can be given as the following: 
𝑅𝑢𝑙𝑒: 𝑰𝑭 𝑋 𝑖𝑠 𝐴 𝑻𝑯𝑬𝑵  𝑌 𝑖𝑠 𝐶
𝑂𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛:                 𝑋 𝑖𝑠 𝐴′
𝐶𝑜𝑛𝑐𝑙𝑢𝑠𝑖𝑜𝑛:                    𝑌 𝑖𝑠 𝐶∗
 
Development of Cooperation Between Flying Robot, Ground Robot and Ground Station with Fuzzy logic and 
Image Processing 
[2015] 
 
 
C
h
ap
te
r:
 C
o
o
p
er
at
iv
e 
P
er
ce
p
ti
o
n
, T
ra
ck
in
g 
an
d
 C
o
n
tr
o
l S
ys
te
m
 
53 
 
𝑅𝑢𝑙𝑒:                         𝐴 →  𝐶
𝑂𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛:                  𝐴′
𝐶𝑜𝑛𝑐𝑙𝑢𝑠𝑖𝑜𝑛:                    𝐶∗
 
 
Figure 3. 21 Fuzzy reasoning process. 
There are two types for reasoning: the Mamdani type approach and the Sugeno approach 
[125, 126]. In Mamdani approach [125], the relationship between the fuzzy variables A and C is 
expressed as 𝜇𝐴×𝐶(𝑢, 𝑤) = min {𝜇𝐴(𝑢), 𝜇𝐶(𝑤)}. Now, given A
' then C* can be computed by 
using GMP as the following: 
𝜇𝐶∗(𝑤) =⋁∁(𝜇𝐴′(𝑢), 𝜇𝑅(𝑢, 𝑤))
𝑢
∀𝑤 ∈ 𝑊    3.12 
If C is taken as min in Mamdani approach as it is illustrating in Fig. 3.22, then: 
𝜇𝐶∗(𝑤) =⋁𝑚𝑖𝑛(𝜇𝐴′(𝑢),𝑚𝑖𝑛(𝜇𝐴(𝑢), 𝜇𝐶(𝑤)))
𝑢
∀𝑤 ∈ 𝑊    3.13 
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Figure 3. 22 Fuzzy inference using Mamdani approach. 
In case that there is a singleton observation uo and 𝝁𝑨′(𝒖𝒐) = 𝟏 as it is shown in Fig. 3.23; then: 
𝜇𝐶∗(𝑤) = 𝑚𝑖𝑛(𝜇𝐴(𝑢𝑜), 𝜇𝐶(𝑤)∀𝑤 ∈ 𝑊    3.14 
 
Figure 3. 23 Fuzzy inference using Mamdani approach for singleton observation. 
Now in case there are two antecedent as it is shown in Fig. 3.24, the Mamdani inference is 
obtained as the following: 
𝜇𝐶∗(𝑤) =⋁⋁[(𝜇𝐴(𝑢) ∧ 𝜇𝐴′(𝑢)) ∧ (𝜇𝐵(𝑣) ∧ 𝜇𝐵′(𝑣)) ∧ 𝜇𝐶(𝑤)]
𝑣𝑢
∀𝑤 ∈ 𝑊    3.15 
And if it has singleton observation then it can be rewritten as the following: 
𝜇𝐶∗(𝑤) = 𝑚𝑖𝑛(min(𝜇𝐴(𝑢𝑜), 𝜇𝐵(𝑣𝑜)) , 𝜇𝐶(𝑤))∀𝑤 ∈ 𝑊     3.16 
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Figure 3. 24 Fuzzy inference using Mamdani for singleton observation two antecedent. 
 
3.4.5.     Fuzzy Rule -Based System 
The fuzzy system which is called the fuzzy rule based system is composed to four main stages: 
Fuzzifier, Rule base, Inference Engine, and Defuzzifier as it is shown in Fig. 3.25. 
1. The fuzzification stage is defined as the process to convert the crisp value input u0  to a 
fuzzy point A' which is defined as the following: 
𝜇𝐴′(𝑢) = {
1, 𝑖𝑓 𝑢 = 𝑢𝑜
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
2.  The rule-base: we have shown in the previous section how to represent the single rule 
by using fuzzy relation and how to infer from only one fuzzy rule. Therefore, we will 
show now and discuss the general case when there are more than one rule. Let us 
consider that we have a fuzzy system which is described by the fuzzy rules as the 
following: 
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𝐫𝟏: 𝐈𝐅 𝑋 𝑖𝑠 𝐴1 𝐀𝐍𝐃 𝑌 𝑖𝑠 𝐵1
… . .
𝐓𝐇𝐄𝐍
… .
𝑍 𝑖𝑠 𝐶1
…
𝐫𝐤: 𝐈𝐅 𝑋 𝑖𝑠 𝐴𝑘 𝐀𝐍𝐃 𝑌 𝑖𝑠 𝐵𝑘
… .
𝐓𝐇𝐄𝐍
… .
𝑍 𝑖𝑠 𝐶𝑘
…
𝐫𝐧: 𝐈𝐅 𝑋 𝑖𝑠 𝐴𝑛 𝐀𝐍𝐃 𝑌 𝑖𝑠 𝐵𝑛 𝐓𝐇𝐄𝐍 𝑍 𝑖𝑠 𝐶𝑛
 
Therefore, the translation of this rule base into a fuzzy relation is done by constructing the fuzzy 
relation Rn for each rule rk ; and then combine these relation into single fuzzy relation R. This 
process for combining the fuzzy rules into a fuzzy relation is called aggregation. This 
aggregation relies on the type of the relation used to represent the rule in the rule base system. 
In case of Mamdani approach Rk is represented by using conjunction operator; then the 
aggregation is done by using disjunction operator. 
𝑅 =⋃𝑅𝑘
𝑘
    3.17 
 
Figure 3. 25 Fuzzy rule-based system. 
3. Inference engine: we will cover and discuss the case when the rule is represented by 
Mamdani (conjunction relation). In this case there are two important approaches for the 
inference: 
 Approach 1: Infer and combine which is give by the following 
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𝐶∗ = ⋃ 𝐴′𝑜 (𝐴 → 𝐶)
𝑘=1,…,𝑛
= ⋃ 𝐴′𝑜 𝑅𝑘
𝑘=1,…,𝑛
    3.18 
 
 Approach 2: Combine and Infer:  
𝐶∗ = 𝐴′𝑜 ⋃ (𝐴𝑘 → 𝐶𝑘)
𝑘=1,…,𝑛
= 𝐴′𝑜 𝑅    3.19 
In Mamdani approach the combine and infer is same as infer and combine and this result is true 
with both singleton and fuzzy inputs [127, 128]. 
⋃ 𝐴′°𝑅𝑘
𝑘=1,…,𝑛
= 𝐴′°( ⋃ 𝑅𝑘
𝑘=1,…,𝑛
)    3.20 
4. Defuzzification stage: It is defined as the process which converts the fuzzy set obtained 
from inference mechanism process into crisp value. This process is very important when 
the crisp values are needed instead of fuzzy set in some applications especially in fuzzy 
control. There are many methods for defuzzification as it is described in Fig. 3.26, but 
the most often methods used are the following: 
 Center of Gravity: The crisp value is obtained by the following: 
𝑤∗ =
∑ 𝜇𝐶∗(𝑤𝑖)𝑤𝑖𝑖
∑ 𝜇𝐶∗(𝑤𝑖)𝑖
 
   3.21 
 First of Maxima: the defuzzified value of the fuzzy set is the smallest maximizing 
element: 
𝑤∗ = min {𝑤𝑖|𝜇𝐶∗(𝑤𝑖) = max (𝜇𝐶∗(𝑤𝑖))}    3.22 
 Middle of Maxima: in this method the value set is calculated as the following: 
𝑤∗ =
∑ 𝑤𝑖
𝑁
𝑖=1
𝑁
 
   3.23 
𝜇𝐶∗(𝑤𝑖) = 𝑀𝑎𝑥𝑖(𝜇𝐶∗(𝑤𝑖)) 
   3.24 
where N is the number of the elements of C*, (𝜇𝐶∗(𝑤𝑖) is the maximal. 
There are three important cases are covering in this study about the inference system with 
Mamdani approach: two rules with single antecedent, two rules with singleton observation, 
and two rules with two observations. In Mamdani approach and in case the inference has two 
rules and single antecedent case; then the behavior of the fuzzy system could be described as 
the following: 
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𝐫𝟏: 𝐈𝐅 𝑋 𝑖𝑠 𝐴1 𝐓𝐇𝐄𝐍 𝑍 𝑖𝑠 𝐶1
𝐫𝟐: 𝐈𝐅 𝑋 𝑖𝑠 𝐴2 𝐓𝐇𝐄𝐍 𝑍 𝑖𝑠 𝐶2
 
If we consider that the fuzzy input is 𝐴′ then: 
𝐫𝟏:                                                𝐴1 → 𝐶1
𝐫𝟐:                                                 𝐴2 → 𝐶2
𝑂𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛:                                           𝐴′
𝐶𝑜𝑛𝑐𝑙𝑢𝑠𝑖𝑜𝑛:       𝐶∗ = 𝑐𝑜𝑚𝑏𝑖𝑛𝑒(𝐶1
∗, 𝐶2
∗)
 
 
 
Figure 3. 26 Defuzzification methods. 
The firing strength of the rules 𝜶𝟏 and 𝜶𝟐 are calculated as the following: 
𝛼1 =⋁(𝜇𝐴1(𝑢) ∧ 𝜇𝐴′(𝑢))
𝑢
    3.25 
𝛼2 =⋁(𝜇𝐴2(𝑢) ∧ 𝜇𝐴′(𝑢))
𝑢
    3.26 
For the two rules, each of them has its own output which is given as the following: 
𝜇𝐶1∗(𝑤) = (𝛼1 ∧ 𝜇𝐶1(𝑤)) ∀𝑤    3.27 
 
𝜇𝐶2∗(𝑤) = (𝛼2 ∧ 𝜇𝐶2(𝑤)) ∀𝑤    3.28 
The overall system is obtained by the Max operator as the following: 
𝜇𝐶∗(𝑤) = 𝜇𝐶1∗(𝑤) ∨ 𝜇𝐶2∗(𝑤)    3.29 
Development of Cooperation Between Flying Robot, Ground Robot and Ground Station with Fuzzy logic and 
Image Processing 
[2015] 
 
 
C
h
ap
te
r:
 C
o
o
p
er
at
iv
e 
P
er
ce
p
ti
o
n
, T
ra
ck
in
g 
an
d
 C
o
n
tr
o
l S
ys
te
m
 
59 
 
Additionally, in Mamdani approach and in case the inference has two rules and singleton 
observation as it is illustrating in Fig. 3.27; then the behavior of the fuzzy system might be 
described by max-min composition with Mamdani implication as the following: 
𝐫𝟏:                                                𝐴1 → 𝐶1
𝐫𝟐:                                                 𝐴2 → 𝐶2
𝑂𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛:                                           𝑢𝑜
𝐶𝑜𝑛𝑐𝑙𝑢𝑠𝑖𝑜𝑛:       𝐶∗ = 𝑐𝑜𝑚𝑏𝑖𝑛𝑒(𝐶1
∗, 𝐶2
∗)
 
The firing strength of the rules for crisp input 𝒖𝒐 and the conclusions could be given as: 
𝛼1 = 𝜇𝐴1(𝑢𝑜)    3.30 
𝛼2 = 𝜇𝐴2(𝑢𝑜)    3.31 
𝜇𝐶1∗(𝑤) = (𝛼1 ∧ 𝜇𝐶1(𝑤)) ∀𝑤    3.32 
𝜇𝐶2∗(𝑤) = (𝛼2 ∧ 𝜇𝐶2(𝑤)) ∀𝑤    3.33 
The overall system is obtained by the Max operator as the following: 
𝜇𝐶∗(𝑤) = 𝜇𝐶1∗(𝑤) ∨ 𝜇𝐶2∗(𝑤)    3.34 
 
Figure 3. 27 Fuzzy inference with crisp input using Mamdani approach. 
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Finally, if the inference system describes by two rules and two antecedent with crisp inputs  
𝒖𝒐, 𝒗𝒐  and considers that max-min compose with Mamdani implication; then the behavior of 
the fuzzy system can be described as the following: 
𝐫𝟏 𝐈𝐅 𝑋 𝑖𝑠 𝐴1 𝐀𝐍𝐃 𝑌 𝑖𝑠 𝐵1 𝐓𝐇𝐄𝐍 𝑍 𝑖𝑠 𝐶1
𝐫𝟐 𝐈𝐅 𝑋 𝑖𝑠 𝐴2 𝐀𝐍𝐃 𝑌 𝑖𝑠 𝐵2 𝐓𝐇𝐄𝐍 𝑍 𝑖𝑠 𝐶2
𝑂𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛:  𝑢𝑜, 𝑣𝑜                                                        
𝐶𝑜𝑛𝑐𝑙𝑢𝑠𝑖𝑜𝑛:                            𝐶∗ = 𝑐𝑜𝑚𝑏𝑖𝑛𝑒(𝐶1
∗, 𝐶2
∗)
 
 
The firing strength of the rules for crisp input crisp inputs  𝒖𝒐, 𝒗𝒐  and the conclusions could be 
given as: 
𝛼1 = 𝜇𝐴1(𝑢𝑜) ∧ 𝜇𝐵1(𝑣𝑜)    3.35 
𝛼2 = 𝜇𝐴2(𝑢𝑜) ∧ 𝜇𝐵2(𝑣𝑜)    3.36 
𝜇𝐶1∗(𝑤) = (𝛼1 ∧ 𝜇𝐶1(𝑤)) ∀𝑤    3.37 
𝜇𝐶2∗(𝑤) = (𝛼2 ∧ 𝜇𝐶2(𝑤)) ∀𝑤    3.38 
The overall system is obtained by the Max operator as it is shown in Fig. 3.28, and as the 
following: 
𝜇𝐶∗(𝑤) = 𝜇𝐶1∗(𝑤) ∨ 𝜇𝐶2∗(𝑤)    3.39 
 
Figure 3. 28 Fuzzy inference with two crisp input using Mamdani approach. 
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3.4.6.     A simple example 
After we have introduced the concepts of fuzzy sets, logic and control, we aim to present here 
how the fuzzy control works in blimp system. In order to illustrate this a fuzzy control for blimp 
robot will be discussed in details to control the blimp's altitude. The error in the blimp height is 
the input to the controller whose output is the voltage of the main propellers. The altitude 
error is the difference between the desired height (Zd) and current height (Zc). The change in 
altitude error will be used to indicate if the robot approaches close to the desired height or 
flying away. The controller output here is the propellers voltage. The second input for this 
controller is the current vertical velocity. Therefore, Fig. 3.29 illustrates the fuzzy altitude 
behavior. 
 
Figure 3. 29     Behavior of the fuzzy altitude control. 
 
Figure 3. 30 Fuzzy control for height. 
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The fuzzy control as it is illustrating in Fig. 3.30 will treat the altitude as overlapping ranges. The 
fuzzy knowledge based rules IF-THEN have been used to calculate and then to command the 
microcontroller how much voltage ( pulse width module) it needs to increase or decrease the 
motor speed. As a result, the voltage of the motors will be adjusted continuously to keep the 
blimp altitude at the desired value. The rules and the membership functions could be identified 
by the expert, simulations studies and empirical data.  The membership functions that are 
identifying the two inputs values and the output values is shown in Fig. 3.31. 
 
 
 
Figure 3. 31 Membership Functions. 
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 e 
NH NL Z PL PH 
 
 
Vv 
NH PH PH Z Z NL 
NL PH PL Z Z NL 
Z PH PL Z Z NH 
PL PL Z Z NL NH 
PH Z Z Z NH NH 
Table 3. 1  Fuzzy rules. 
The fuzzy knowledge-rule-base for the altitude for this example is shown in Table 3.1 and it has 
25 rules. For simplicity, we will define in the following five simple rules: 
IF {e is NH} AND {Vv is NH} THEN {Voltage of main propellers is PH}: 𝑨𝟏& 𝑩𝟏 → 𝑪𝟏. 
IF {e is NL} AND {Vv is NL} THEN {Voltage of main propellers is PL}: 𝑨𝟐& 𝑩𝟐 → 𝑪𝟐. 
IF {e is Z} AND {Vv is Z} THEN {Voltage of main propellers is Z}: 𝑨𝟑& 𝑩𝟑 → 𝑪𝟑. 
IF {e is PL} AND {Vv is PL} THEN {Voltage of main propellers is NL}: 𝑨𝟒& 𝑩𝟒 → 𝑪𝟒. 
IF {e is PH} AND {Vv is PH} THEN {Voltage of main propellers is NH}: 𝑨𝟓& 𝑩𝟓 → 𝑪𝟓. 
As it was described previously, the fuzzy control is similar to the classical control. It starts by 
taking an input value; then performs some calculations in order to generate the output value. 
The first step is the fuzzification stage; thus the crisp input will be translated to fuzzy value. Let 
us take the error in the altitude is 0.2. The fuzzy crisp are NL and NH with 0.7 membership value 
for each. The second input is 0.8; then the fuzzy crisp and its membership value are PH with 1. 
The second stage is the Inference in which the entire set of rules is evaluated and fired to 
compute the two antecedent rule conclusion as the following: 
𝑅𝑢𝑙𝑒: (𝐴 ∩ 𝐵) → 𝐶
𝑂𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛: 𝐴′, 𝐵′
𝐶𝑜𝑛𝑐𝑙𝑢𝑠𝑖𝑜𝑛: 𝐶∗
 
We have to notice here that A'  and B' are not necessarily to be the same as A and B. 
In membership domain  𝑪∗ = (𝑨′ ∩ 𝑩′)𝒐((𝑨 ∩ 𝑩) → 𝑪) and the GMP translates into which 
known as Max-min composition with "min" as implication function I, or more precisely as 
Mamdani type fuzzy inference system: 
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𝜇𝐶∗(𝑤) =⋁⋁∁(𝑇(𝜇𝐴′(𝑢), 𝜇𝐵′(𝑣)), 𝐼(𝑇(𝜇𝐴(𝑢), 𝜇𝐵(𝑣)), 𝜇𝐶(𝑤)))
𝑣∈𝑉𝑢∈𝑈
    3.39 
 
The last stage is the defuzzification which combines the crisp values and the membership 
degrees together in a method such as Center of Gravity to produce the crisp value -0.811 volts 
for the motor speed controller as it is shown in Fig. 3.32. 
 
Figure 3. 32 The fuzzy inference process. 
3.4.2.     Fuzzy Measures and Evidence Theory: 
The fuzzy measure theory takes into account several special parameters: the plausibility of 
measures, the belief in these measures, fuzzy membership functions, and classical probability 
measures. In such theory, even though the conditions are precise, but the insufficient 
information about an element alone makes it difficult to determine which special measure 
should be used. Thus, Dempster–Shafer introduced a theory which allows a combination from 
several sources to reach a degree of belief by taking all the available evidence [129, 130]. For 
instance, given a universal set Ω and set of all its crisp subsets or power set P(Ω), then the fuzzy 
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measure f(A) , which indicates the certainty degree that an element of Ω belongs to a certain 
crisp set A, is given by: 
f(A): P(Ω) → [0,1], 𝑤ℎ𝑒𝑟𝑒 f(ϕ) = 0 & f(Ω) = 1    3.40 
In addition, the evidence theory based on two dual non additive measures: belief measures 
(Bel) and plausibility measures (Pl). Given a finite universal set Ω and a subset A ∈ P(Ω) then: 
Bel: P(Ω) → [0,1]    3.41 
Bel(ϕ) = 0    3.42 
Bel(Ω) = 1    3.43 
Bel(A) + Bel(A̅) ≤ 1    3.44 
Pl(A) = 1 − Bel(A̅)    3.45 
Bel(A) = 1 − Pl(A̅)    3.46 
Therefore, these Belief and Plausibility measures can conveniently be defined by a basic 
probability assignment function m:P(Ω) → [0,1]. 
∑ m(A) = 1,m(ϕ) = 0  
A∈P(Ω)
    3.47 
The basic probability assignment is not required that m(Ω) = 1 and there is no required 
relationship between m(A) and m(A̅) [129]. However, the belief and plausibility measures are 
uniquely determined for all set A ∈ P(Ω) by the following formulas [129, 130]: 
Bel(A) = ∑ m(B) 
B|B⊆A
    3.48 
Pl(A) = ∑ m(B) 
B|A∩B≠ϕ
    3.49 
Pl(A) ≥ Bel(A)    3.50 
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where m(B) is the evidence degree or the belief that there is an element belongs to the set A 
alone, and Bel(A) is the belief that an element belongs to A and also to the various special 
subsets A. However, the Pl(A) is the belief that an element belongs to set A or to any various 
special subsets A. Also, it is an extra evidence related to sets that overlap with A. Moreover, 
every set of A ∈ P(Ω) in which m(A) ≥ 0 is usually called a focal element 𝓕 on which the 
available evidence is focused. The total ignorance is expressed in terms of the basic assignment 
by m(Ω) = 1 and m(A) = 0 for all A ≠ Ω. Thus, although we know that the element is in the 
universal set, but we have no evidence about its location in any subset of 𝛀. 
3.4.3.     Possibilities Theory: 
Recently, the fuzzy sets theory has been developed in several directions and applications 
including the linguistics, logic, pattern recognition, decision-making as well as the system 
theory. In fact, the common relation between all of these applications depends on the fuzzy 
restrictions in which the fuzzy relation plays as an elastic constraint on the values that might be 
assigned to a variable [131]. On the other hand, the possibility theory, which is a mathematical 
notion and an alternative to probability theory, can deal with the uncertainties in any system 
and handle of incomplete information. Even though it has much similarity to probability theory 
since it is based on set-functions, but still the difference between them is that the possibility 
theory presented to use possibility and necessity measures [132]. For example, the expression 
It is not probable that “I am not student” is parallel to say It is probable that I am student, 
whilst the statement It is not possible that “I am not student” is not parallel to say It is 
possible that I am student. Indeed, it has a stronger and more powerful meaning, namely: It is 
necessary that I am student. Therefore, the theory is not only strongly linked to fuzzy systems 
in its mathematics, but also in its semantics [52] and it describes the degrees of possibility as 
numbers which generally stand for upper probability bounds. These possibility degrees were 
introduced in terms of ease of attainment, uncertainty notion and flexible constraints [133, 
134]. Therefore, by developing frequents view of possibility and a bridge between possibility 
theory and statistical science, then, possibility degrees can offer a simple approach to imprecise 
these statistics, in terms of upper bounds of frequency [135-142]. 
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For simplicity, assume there is a set U, and then the possibility distribution is the characteristic 
function of a subset E of U. It will model the situation in which all is known about x is that it 
cannot be exist outside E, thus, (x(u) = 1 if x ϵ E or x(u) = 0 otherwise). The conclusion here is 
that this type of possibility distribution stats that x is in between values a and b, and then E = 
[a, b]. The possibility distribution is capable of modeling several kinds of imprecise and vague 
information. Therefore, it can describe the imprecise information by several intervals with 
degree of confidence or many levels of confidence. The possibility distribution can generally 
represent a finite family of confidence subsets { A1, A2, ..., Am} in which each confidence subset 
A is attached a positive confidence level 𝛌𝐢, then, the possibilities distribution 𝛑𝐱(𝐱) is given by: 
πx(x) = {
1,                      if u ∈ A1
min(1 − λi) , otherwise
    
   3.51 
From a mathematical viewpoint, the information which is modeled by 𝛑𝐱(𝐱) can be nested as 
random set, and thus; 𝝅𝒙(𝒙) is the function of a random set which might be described as belief 
function and viewed as random interval I where 𝛑𝐱(𝐱) = 𝐏(𝐮 ∈ 𝐈) [143-146]. In fact, the 
importance of such theory appeared clearly due to the fact that there are some decisions based 
on possibilistic rather than probabilistic. Therefore, the fuzzy restrictions could be explained 
and designed as a possibility distribution if and only if the fuzzy membership functions play 
such role in possibility distribution histograms. Thus, fuzzy variables link with the possibility 
distribution in the same way as a random variable do with a probability distribution. Hence, the 
possibilities histograms might be transferred to fuzzy logic membership functions without any 
change since both of them have the same mathematical descriptions. As the possibilities theory 
deals only with evidence in where the focal elements are overlapping, it is always better to 
collect the possibilities data empirically, and then analyze them in order to design the 
possibilities histograms. The use of the interval statistics sets with their empirical random sets 
could be lead to develop an approach that might be used to construct the possibility 
distribution histogram [147]. The most important concepts in this approach are the possibility 
(Pos) which is a special belief measures and the necessity (Nec) which is a special plausibility 
measures. For all subsets 𝐀, 𝐁 ∈ P(Ω), then [147]: 
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Nec(A) = 1 − Pos(A̅)    3.52 
Nec(A) + Nec(A̅) ≤ 1    3.53 
Pos(A) + Pos(A̅) ≥ 1    3.54 
Pos(A) ≥ Nec(A)    3.55 
Nec(A ∩ B) = min [Nec(A), Nec(B)]    3.56 
Pos(A ∪ B) = max[Pos(A), Pos(B)]    3.57 
Furthermore, from (3.30 and 3.31) as a special case: 
min[Nec(A), Nec(A̅)] = 0    3.58 
max[Pos(A), Pos(A̅)] = 1    3.59 
3.4.4.     Possibility Approach 
In such procedure, the empirical measurement needs a consistency data with semantic aspects 
of possibility theory and the concept of set statistics requires non-disjoints data. Thus, the 
frequency data generated from the empirical observations will lead to design the possibilities 
histograms which will be transferred to fuzzy membership functions. The general steps in order 
to design the possibilities histograms are shown in Fig. 3.33. Therefore, there are some 
important definitions to model the fuzzy sets based on possibility distributions theory [147-
150]. 
 
Figure 3. 33 Overview process to design possibilities histograms. 
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Definition 1 [147-150]: In order to derive a possibility distribution from an empirical data, it is 
indispensable to demonstrate the general measuring record subsets 𝐔𝐬 ⊆ 𝛀 as defined below: 
〈𝑈𝑠〉 =  〈𝑈1, 𝑈2, …… . , 𝑈𝑖〉, 𝑤ℎ𝑒𝑟𝑒 1 ≤ 𝑠 ≤ 𝑖    3.60 
These subsets will be collected for several times and recorded.  Where s is counter and i is the 
number of the element subsets. 
Definition 2 [147-150]: Because the aforementioned data are empirical data and they are 
unknown, we could not know what and/or how they should be, it is always necessary to 
eliminate the duplicates from this general measurement record 𝐔𝐬 , then derived the Empirical 
Focal Set  𝓕𝐄 which is given by: 
ℱ𝐸 = {𝑈1, 𝑈2, …… . , 𝑈𝑗}    3.61 
where 1 ≤ 𝑠 ≤ 𝑗, 𝑗 ≤ 𝑖, ∀𝑈𝑠 ∈ ℱ
𝐸 . 
Definition 3 [147-150]: As many empirical data there are a weight value or number of 
occurrences of 𝐔𝐬 in the general measurement record, this is given by the following: 
𝐶𝑠 = 𝐶(𝑈𝑠)    3.62 
Definition 4 [147-150]: The set frequency distributions for the data are a function 𝐦𝐄: 𝓕𝐄 ⟶
[𝟎, 𝟏] which means the number of occurrence for the subset over the total number of the 
occurrences and it is given by:  
𝑚𝐸(𝑈𝑠) =
𝐶𝑠
∑ 𝐶𝑠𝑈𝑠∈ ℱ𝐸
 
   3.63 
Definition 5 [147-150]: It is known that the mathematical form of the random sets is very 
complicated. However, in this case of study, we assume them as a finite set, then they will take 
simply values on subsets of  . As a result, the finite random set S is given by: 
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𝑆 =  {〈𝑈𝑠, 𝜁𝑠〉: 𝜁𝑠 > 0}    3.64 
Where 𝛇𝐬 is the evidence function ζs = ζ(Us). 
Definition 6 [147-150]: The possibility distribution can be described as possibility histogram 
which can be obtained as follows: 
𝜋(𝜔) = ∑ 𝑚𝑠
𝐸
𝑈𝑠∋𝜔
=
∑ 𝐶𝑠𝑈𝑠∋𝜔
𝑀
 
   3.65 
Where M is the number of the subsets. 
Definition 7 [147-150]: By assuming each observed subset 𝐔𝐬 ∈ 𝓕
𝐄 is closed interval and 
symbolized by its statistics left endpoints 𝐥𝐬 and right endpoints rs. Thus, the 𝐔𝐬 = [𝐥𝐬, 𝐫𝐬]  and 
the vectors of endpoints are given by:  
𝐸𝑙⃗⃗  ⃗ = 〈𝑙1, 𝑙2, … , 𝑙𝑁〉    3.66 
𝐸𝑟⃗⃗ ⃗⃗ = 〈𝑟1, 𝑟2, … , 𝑟𝑁〉    3.67 
?⃗? = 〈𝑙1, 𝑙2, … , 𝑙𝑁 , 𝑟𝑁 , 𝑟𝑁−1, … , 𝑟1〉    3.68 
The linear order for the vectors of endpoints E⃗  is 
𝑙1 ≤ 𝑙2 ≤ ⋯ ≤ 𝑙𝑁 ≤ 𝑟𝑁 ≤ 𝑟𝑁−1 ≤ ⋯ ≤ 𝑟1    3.69 
Definition 8 [147-150]: Assume a random interval 𝐔𝐬 ∈ 𝓕(𝐔) and  𝐄
𝐥 ≔ {𝐞
𝐤𝐥
𝐥 },𝐄𝐫 ≔ {𝐞𝐤𝐫
𝐫 }, 
𝐄 ≔ {𝐞𝐤} are the sets of left endpoints, right endpoints, and total endpoints 𝐄𝐥
⃗⃗  ⃗, 𝐄𝐫⃗⃗⃗⃗  and ?⃗?  
respectively, where ∀𝐞
𝐤𝐥
𝐥 ∈ 𝐄𝐥, ∀𝐞𝐤𝐫
𝐫 ∈ 𝐄𝐫, ∀𝐞𝐤 ∈ 𝐄, 𝟏 ≤ 𝐤
𝐥 ≤ 𝐐𝐥 ≔ |𝐄𝐥|, 𝟏 ≤ 𝐤𝐫 ≤ 𝐐𝐫 ≔ |𝐄𝐫|, 
𝟏 ≤ 𝐤 ≤ 𝐐 ≔ |𝐄|, 𝐆𝐤 = {𝐞𝐤, 𝐞𝐤+𝟏} for 𝟏 ≤ 𝐤 ≤ 𝐐 − 𝟏, Thus, 𝐄
𝐥 ∪ 𝐄𝐫 = 𝐄 and 𝐐𝐥 + 𝐐𝐫 ≥ 𝐐. 
Where k is the counter of E onto Q. Q is the number of elements. Note when we use r or l it 
means for left or right side. 
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Definition 9 [147-150]: Even though the possibilistic histograms are similar to ordinary 
stochastic histograms, but they are really performed from overlapping interval observations; 
thus they are ruled by the mathematics of random sets. If π is a possibilistic histogram, which 
means fuzzy intervals, then definitely the form of this possibilities histogram relies on both: the 
support and the core of the measurement record sets. Moreover, 𝐂(𝛑) = [𝐞
𝐐𝐥
𝐥 , 𝐞𝐪𝐫
𝐫 ] is the core 
of the possibility distribution and 𝐬𝐮𝐩𝐩(𝛑) = [𝐞𝐥
𝐥, 𝐞𝐥
𝐫] = ⋃ 𝐆𝐤
𝐐−𝐥
𝐤=𝟏  is the support of the 
possibility distribution and the π is given by: 
π([−∞, el
l)) = π((el
r, −∞]) = 0    3.70 
Definitions 10 [147-150]: Although the formers of possibilistic histograms are collections of 
closed segments Tk of different length, but they are not discrete points in stochastic histograms. 
Thus, instead of the normal interpolation, it is better to represent set of candidate point from 
the segments and then a continuous curve π will fit them. Assume the possibilistic histogram 
as: 
𝜋 = {𝑇𝑘} = {[𝑒𝑘, 𝜋(𝑒𝑘)]}    3.71 
The right r and left l endpoints of each of the Tk given by 
𝑡𝑘
𝑙 ≔ 〈𝑒𝑘, 𝜋(𝑒𝑘)〉    3.72 
𝑡𝑘
𝑟 ≔ 〈𝑒𝑘+1, 𝜋(𝑒𝑘)〉    3.73 
Moreover, the following formula is using for the midpoints of each of the Tk: 
ℎ𝑘 ≔ 〈
𝑒𝑘 + 𝑒𝑘+1
2
, 𝜋(𝑒𝑘)〉 
   3.74 
The midpoints of the core: 
𝑐 ≔ 〈
𝑙𝑁 + 𝑟𝑁
2
, 1〉 
   3.75 
The endpoints of the support are  𝑙 ≔ 〈𝑙1, 0〉 and 𝑟 ≔ 〈𝑟1, 0〉. 
The set of all interval mid and end points to which a continuous curve may be fitted is 
𝑲′ ≔ {𝒕𝒌
𝒍 , 𝒕𝒌
𝒓 , 𝒉𝒌}. In addition, the set of all interval mid and end points to which a continuous 
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curve actually will be fitted is any subset 𝑲 ∈ 𝑲′. Finally, the set of all the points to which the 
curve will be fitted is {𝒄, 𝒍, 𝒓} ∪ 𝑲 ⊆ 𝝅. More details could be found in Appendix D. 
For example let us consider that we have done an experiment and collect the observed data. 
These data categorized into two main intervals A1 = {a, b} and A2= {c, d}. If each intervals 
observed once that means m(A1)=m(A2)=0.5. The interval 𝑲′ = {𝒔𝟏, 𝒕𝟏
𝒍 , 𝒕𝟐
𝒓 , 𝒕𝟑
𝒓 , 𝒔𝟐}. There are 
three ways to find the triangular histograms parameters are shown in Fig. 3.34. First, 
𝑯𝟏 = {𝒔𝟏, 𝒄𝟐, 𝒔𝟐} ∪ {𝒔𝟏, 𝒕𝟏
𝒍 , 𝒕𝟐
𝒍 , 𝒕𝟐
𝒓 , 𝒕𝟑
𝒓 , 𝒔𝟐} that is the gray line. Second, 𝑯𝟐 = {𝒔𝟏, 𝒄𝟐, 𝒔𝟐} ∪
{𝒔𝟏, 𝒕𝟏
𝒓 , 𝒄𝟐, 𝒔𝟐} which is the yellow line. Finally,  𝑯𝟑 = {𝒔𝟏, 𝒄𝟐, 𝒔𝟐} that is the green color. We 
should note that the possibilities histograms are similar to the fuzzy membership functions. 
Both of them have the core, support and the outputs take values between 0 and 1. In addition, 
both of them have the same mathematical descriptions, and then, someone can convert the 
histograms to fuzzy membership functions without any changes as it is shown in Fig. 3.35. 
 
 
Figure 3. 34 Triangular possibilities histograms. 
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Figure 3. 35 Triangular fuzzy membership functions. 
Moreover, in case of designing the trapezoidal histograms, which is better than triangular and 
can be optimized by using bacterial algorithm, the empirical data should be grouped into four 
main categories {S1, S2, S3, S4}. Then, the interval 𝑲′ = {𝒔𝟏, 𝒕𝟏
𝒍 , 𝒔𝟑, 𝒔𝟒, 𝒕𝟐
𝒓 , 𝒔𝟐}. There are three 
ways also to find the triangular histograms parameters are shown in Fig. 3.36. 𝑯𝟏 =
{𝒔𝟏, 𝒔𝟑, 𝒔𝟒, 𝒔𝟐} ∪ {𝒔𝟏, 𝒕𝟏
𝒓 , 𝒔𝟑, 𝒔𝟒, 𝒕𝟐
𝒍 , 𝒔𝟐} 𝑯𝟐 = {𝒔𝟏, 𝒔𝟑, 𝒔𝟒, 𝒔𝟐} ∪ {𝒔𝟏, 𝒕𝟏
𝒍 , 𝒔𝟑, 𝒔𝟒, 𝒄𝟐, 𝒔𝟐},  𝑯𝟑 =
{𝒔𝟏, 𝒕𝟏
𝒍 , 𝒔𝟑, 𝒔𝟒, 𝒕𝟐
𝒓 , 𝒔𝟐}. The final fuzzy membership function is illustrating in Fig. 3.37. 
 
 
Figure 3. 36 Trapezoidal possibilities histograms. 
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Figure 3. 37 Trapezoidal fuzzy membership functions. 
As it was mentioned previously that the membership functions are trapezoidal and could be 
designed by possibilities histograms. These kinds of membership functions are general enough 
and widely used besides they need less computational time compare to others functions like 
Gaussian membership functions. The bacterial algorithm [151] could be implemented in order 
to optimize these membership functions and to extract the rules based knowledge. This 
algorithm capable of changing and tuning more than one membership functions 
simultaneously. In addition, it can eliminate ineffective rules. It can tune the breakpoints of the 
membership functions as the following [151]: 
𝑚𝑖𝑗 = 2𝑑𝑖𝑗 − 2𝑎𝑖𝑗 + 𝑐𝑖𝑗 − 𝑏𝑖𝑗 
𝑛𝑖𝑗 = 𝑐𝑖𝑗
2 + 2𝑐𝑖𝑗𝑑𝑖𝑗 + 2𝑑𝑖𝑗
2 − 2𝑎𝑖𝑗
2 − 2𝑎𝑖𝑗𝑏𝑖𝑗 − 𝑏𝑖𝑗
2  
𝐹𝑖𝑗 = (𝑛𝑖𝑗 −𝑚𝑖𝑗
2 − 𝑐𝑖𝑗𝑚𝑖𝑗) (2𝑚𝑖𝑗 + 𝑐𝑖𝑗 − 𝑏𝑖𝑗)⁄  
𝐻𝑖𝑗 = 𝐹𝑖𝑗 +𝑚𝑖𝑗 3 
  
  3.76 
Where 𝑎𝑖𝑗 , 𝑏𝑖𝑗, 𝑐𝑖𝑗, 𝑑𝑖𝑗  are the breakpoints of the trapezoidal membership functions and 𝐹𝑖𝑗 and 
𝐻𝑖𝑗 are the new breakpoints for left and right sides for i
th rule and jth input variables. An 
example for bacterial algorithm to optimize the trapezoidal membership functions is illustrating 
in Fig. 3.38a and fig.3.38b. As it is shown in Fig. b that breakpoints of the membership functions 
could be shifted to right or to the left depend on the δ which is the shifted values for both left 
and right side and it describes as: δL=F-a, δR=H-d. 
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Figure 3. 38a  Optimized the trapezoidal fuzzy membership functions. 
 
Figure 3.38b Optimized the trapezoidal fuzzy membership functions. 
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Regarding to Eq. 3.7 which describes the trapezoidal membership functions for jth input 
variables and ith rules, if we assume that the fuzzy controller has two inputs and one output  
with number of rules m, then the encoded chromosome for the fuzzy rules is shown in Fig. 3.39. 
The rule here is : IF x is 𝝁𝑨𝒋𝒊 AND y is 𝝁𝑨𝒋𝒊 THEN z is 𝝁𝑨𝒋. In this example the rule was R2 (j = 2) 
and (i= 1, 2 are input  linguistic variables). Hence, the R2 is : IF x is 𝛍𝐀𝟐𝟏 AND y is 𝛍𝐀𝟐𝟐 THEN z is 
𝛍𝐀𝟐. The antecedents are IF x is 𝛍𝐀𝟐𝟏 and y is 𝛍𝐀𝟐𝟐 and the consequent is z is 𝛍𝐀𝟐. 
 
Figure 3. 39 Fuzzy rules chromosome. 
The algorithm starts by selecting random bacterium. In this work, the encoded chromosome of 
the membership functions was not randomly initialized as it was describe in [151] because they 
were already build by possibilities histograms. Then, the mutation process starts by changing 
the parameters of the chromosome parts. Thus, the mutation process will not only optimize the 
membership functions, but also the structure of the rule base will be optimized and the 
ineffective rules will be deleted. Therefore, several conditions should take into account in order 
to delete the ineffective rules. First, if the membership functions are narrow; then the rule will 
be deleted. Second, if membership functions belong to same variable; the rule will be deleted 
for one of them. As a result, the new membership function will be recalculated as it was 
describe in Eq. 3.76. Details could be found in Appendix D. 
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3.5. Communications 
In this section, the choice for a suitable communication method between the blimp and the 
ground control station is made. In order to come to this decision, various communication 
methods are discussed. The Institute of Electrical and Electronics Engineers (IEEE) has designed 
and developed several standards which are responsible for ensuring compliance with legislation 
and compatibility between several products manufacturers. The mobile communication 
methods which are known as the cellular networks have experienced a fast and dramatic 
growth in both number of users and the extent of services [152, 153]. In fact, the range of 2G 
and 3G networks is unlimited due to the fact that they consist of countless linked smaller 
networks. However, these networks practically are not covering the remote areas. In regarding 
to the data rate, 2G is designed for speech purposes; and thus the data rate is slightly 
insufficient to support image transmission [154]. Even though the 3G is better suited for such 
purpose, but the costs are high. Besides that, the commercial satellite constellations apply a 
similar approach and the satellite communication is very applicable in remote areas. However, 
one of the most drawbacks of satellite communication is also the high cost [155]. One of the 
most widely standards introduced by IEEE is known as the Wireless Local Area Network (WLAN). 
WLAN is often used to create wireless networks which are suitable and applicable for robots 
researches. Despite the high data rates, the WLAN range is limited to 100m [156, 157]. In 
addition, the Bluetooth standard operates in the unlicensed 2.4 GHz frequency band [158]. It 
was designed for low power and short range connection between two computers or portable 
devices [159]. Actually, at this short range, it is capable of offering data rate up to 1 Mbps [160] 
which is suitable for small ad-hoc networks in swarm applications [161]. 
Using a WiFi (IEEE 802.11g/b) wireless network system, the GCS will communicate with the 
blimp robot via the internet protocol TCP/IP. There are two protocol types within TCP/IP, 
namely the Transmission Control Program (TCP) and the User Datagram Protocol (UDP). TCP 
does not only guarantee the reliable and in-order delivery of sender to receiver data, but also it 
distinguishes data for multiple applications that run on the same host. On the other hand, UDP 
does not provide a guarantee for the reliability and ordering because datagram might arrive out 
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of order. Therefore, UDP is more efficient for time-sensitive purposes [162]. Despite TCP being 
more robust, but it can be optimized in wired networks. In addition, one of the most common 
problems in TCP is the lost packet. Because in this case the application can get at the next 
coming packets if and only if the retransmitted copy of the lost packet is received. This is really 
a problem in robot application since the robot needs to work at real time [163]. Therefore, the 
most suitable protocol for this application is UDP. 
The hybrid Peer to Peer has been adopted and used as it is illustrating in Fig. 3.40. This is 
because we have small clients and we have used Wireless-G Router in this project. It was found 
that the port numbers 6110 and 6111 are not use. Consequently, there are not any conflicts to 
use them in this kind of application [164, 165]. The choice of the IP addresses was based on 
Internet Engineering Task Force (IETF) and Address Allocation for Private Internets (AAPI), IP 
address range 192.168.0.0 to 192.168.255.255 is for private-use within a Local Area Network 
(LAN) )[166]. 
 
Figure 3. 40 The hybrid P2P model. 
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3.6. Wireless Sensor Networks Tracking 
The WSNs consists several number of low-cost and low-power sensors which deployed in an 
environment monitor this region. Fig. 3.41 shows an example of WSNs where sensors are 
deployed to monitor some region and detect an intruder (ground and/or aerial target) if it 
passes through this region. Target localization in WSNs could be considered as one of the most 
important aspects in this kind of sensors because they can provide efficient information which 
enables to track the target. As it was mentioned previously, it is difficult to estimate target 
altitude with only single sensor, so there is a need to fuse the information from two or more 
wireless sensor sources. To fuse these data the maximum likelihood estimator combined with 
particle swarm optimization could be used to estimate the location of the target. Depending on 
all rows sent by different sensors, the fusion center use maximum likelihood estimator to 
estimate the location of the target. Moreover, the efficiency of maximum likelihood estimator 
is compared with the weighted average algorithm and the Cramer-Rao lower Bound (CRLB). In 
this thesis, we consider a 3D multi target localization problem where targets are flying within 
the range of the sensor network [167]. On the other hand, sensors are assumed to be ground 
sensors where they are deployed above the ground surface plane. Moreover, sensors modulate 
their decisions using OOK technique which has been proposed recently for WSNs because it is a 
power efficient modulation technique and enables sensors to use censoring scheme (send/no 
send).   
3.6.1.     System Model and Problem Formulation 
A number of K sensors are deployed in 2D region to collect observations and get local decisions. 
Sensors keep taking observations for T time intervals and process it to get a local binary 
decision about the existence of targets. Then, this decision is transmitted to the fusion center. 
The fusion center receives all decisions sent from all sensors, and estimates the targets location 
based on maximum likelihood estimation theory. The observation for a local sensor k due to 
the i-th target, 𝐒𝐤,𝐢, depends on the received power emitted by (or reflected from) the target 
corrupted by additive white Gaussian noise. 𝐒𝐤,𝐢 can be formulated as: 
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𝑆𝑘,𝑖 = (∑𝑎𝑘,𝑖
𝑁
𝑖=1
) + 𝑛𝑘,𝑡 
   3.77 
 
Figure 3. 41 Vehicles cross area under WSNs surveillance. 
Where 𝒂𝒌,𝒊 is a constant depending on the amount of received power at k
-th sensor due to i-th 
target, and 𝐧𝐤,𝐭 is the noise at k
-th sensor during the t-th time frame, and N is the total number of 
targets with in the area and needed to be localized. 𝐧𝐤,𝐭 is assumed to be identical independent 
distribution (i.i.d) with respect to time and sensor and follows standard Gaussian distribution N 
(0, 𝛔𝐧
𝟐). According to the isotropic signal intensity attenuation model, 𝐚𝐤,𝐢 can be written as: 
𝑎𝑘,𝑖 = √𝑃0 (
𝑑0
𝑑𝑘,𝑖
)
𝑛
 
   3.78 
Where 𝐏𝟎 is the signal power and it can be measured or obtained at a certain distance or 
reference 𝒅𝟎 (we set d0 = 1m), dk,i is the distance between the k
-th sensor and the i-th target, 
and n is the path loss exponent which depends on the environment. 
𝑑𝑘,𝑖 = √(𝑥𝑘 − 𝑥𝑖)2 + (𝑦𝑘 − 𝑦𝑖)2 + (𝑧𝑘 − 𝑧𝑖)2    3.79 
While (𝐱𝐢, 𝐲𝐢, 𝐳𝐢) are the Cartesian coordinate of the i
-th target and (xk, yk, zk = 0) are the 
Cartesian coordinate of the k-th sensor. The sensors are deployed on the ground surface (zK=0). 
Sending a decision in each time interval (number of T decisions as a total) consumes a lot of 
power from the sensors. Since the WSN is subject to power constraint, we will assume that the 
sensor process the T observations to get one reliable decision to be sent at the end of the time 
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observation window. Considering this algorithm a considerable amount of power is saved. The 
target is assumed to be stationary during the T time intervals.  
3.6.2.     Processing at Sensors  
After taking T observations, each sensor sends 1 or 0 (no send) based on the average of the T 
observations. Assuming i.i.d observations with respect to time, the local decision rule can be 
formulated as: 
𝑆𝑘,𝑖 =
1
𝑇
∑[(∑𝑎𝑘,𝑖
𝑁
𝑖=1
) + 𝑛𝑘,𝑡]
𝑇
𝑡=1
𝑢𝑘 = 0
≤
>
𝑢𝑘 = 1
 𝜏𝑘 
   3.80 
𝑃𝑘(𝑢𝑘 = 1|𝑆𝑘) = 𝑄 (
 𝜏𝑘 − (∑ 𝑎𝑘,𝑖
𝑁
𝑖=1 )
𝜎𝑘
) 
   3.81 
𝑃𝑘(𝑢𝑘 = 0|𝑆𝑘) = 1 − 𝑄 (
 𝜏𝑘 − (∑ 𝑎𝑘,𝑖
𝑁
𝑖=1 )
𝜎𝑘
) 
   3.82 
where  τk is a quantization threshold, uk is the local decision of the k-th sensor, σk is the 
variance of Sk, and  Q(. ) is the Q-function which is the complementary cumulative distribution 
function (CDF) of the Gaussian distribution. For example, assume we have number of sensors 
k=1, and target i=1 and observations has done for T=3 times. The signal 𝒂𝟏,𝟏 is received from 
the target are: 4, 5, 7, then: 
𝑆1,1 =
1
3
∑[(∑𝑎1,1
1
𝑖=1
) + 𝑛1,𝑡]
3
𝑡=1
=
1
3
∑[(4 + 5 + 7) + 𝑛1,𝑡]
3
𝑡=1
 
if 𝑛1,𝑡= 0.5, 0.5, 0.3 for t=1,2,3 then: 
𝑆1,1 =
1
3
[(16) + 0.5 + 0.5 + 0.3] = 5.77. This observation value will be compared to  τk in 
order to decide if the local decision is 1 or 0. 
3.6.3.     Processing at the Fusion Center  
The channel between sensors and the fusion center is assumed to be error free channel. Once 
the fusion center receives all sent decisions, the estimation process of the parameter: 
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𝛉 = [𝐱𝟏, 𝐲𝟏, 𝐱𝟐, 𝐲𝟐, … , 𝐱𝐍, 𝐲𝐍]
𝐓 is carried out. Other parameters, i.e., 𝛕𝐤, 𝛔𝐤, N, are assumed 
to be known at fusion center. However, efficient algorithms and estimators can be used to 
estimate the targets number. The likelihood estimator can be written as: 
𝑝(𝑼|𝜽) =∏([𝑃𝑘(𝑢𝑘 = 1|𝑆𝑘)]
(𝑢𝑘)[𝑃(𝑢𝑘 = 0|𝑆𝑘)]
(1−𝑢𝑘))
𝐾
𝑘=1
 
   3.83 
Taking the ln for both sides, the log likelihood estimator is obtained as: 
   ln(𝑝(𝑼|𝜽)) =  ∑𝑢𝑘  𝑙𝑛(𝑃𝑘(𝑢𝑘 = 1|𝑆𝑘)) + (1 − 𝑢𝑘) 𝑙𝑛(𝑃𝑘(𝑢𝑘 = 0|𝑆𝑘))
𝐾
𝑘=1
 
   3.84 
Assume 
ℒ(𝜽) = ln(𝑝(𝑼|𝜽))
= ∑𝑢𝑘𝑙𝑛 (𝑄 (
 𝜏𝑘 − 𝐴𝑘(𝜽)
𝜎𝑘
))  
𝐾
𝑘=1
+ (1 − 𝑢𝑘) 𝑙𝑛 (1 − 𝑄 (
 𝜏𝑘 − 𝐴𝑘(𝜽)
𝜎𝑘
)) 
 
   3.85 
Where 𝐴𝑘(𝜽) = ∑ 𝑎𝑘,𝑖
𝑁
𝑖=1 . 
The maximum likelihood estimator is given as: 
?̂? = argmax
𝜽
 𝑙𝑛(𝑝(𝑼|𝜽))    3.86 
Any efficient optimization method can be used to find θ that maximizes ℒ(θ), i.e., particle 
swarm optimization. 
3.6.4.     Cramer-Rao Lower Bound (CRLB) 
The variance of unbiased estimator θ̂ of parameter θ can be bounded as the reciprocal of the 
Fisher information matrix [168, 169]. The mean square error might be compared to the Cramer 
value in order to measure the efficiency of the estimator. 
𝐸 [(?̂?(𝑼) − 𝜽)(?̂?(𝑼) − 𝜽)
𝐻
] ≥
1
𝑱
    3.87 
The Fisher information matrix can be formulated as (3N × 3N) matrix [168, 169]: 
𝑱 = 𝑬{[−𝛁𝞱𝛁𝞱
𝑻 𝑙𝑛(𝑝(𝑼|𝜽))]}    3.88 
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For simplicity, we choose the number of targets to be 2 (N=2) in the later examples. Hence, J 
becomes 6X6 matrix. For this case, 𝐉 can be formulated as:  
[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝝏𝟐𝓛(𝜽)
𝝏𝒙𝟏
𝟐 
𝜕2ℒ(𝜽)
𝜕𝑥1𝜕𝑦1 
𝜕2ℒ(𝜽)
𝜕𝑥1𝜕𝑧1 
𝜕2ℒ(𝜽)
𝜕𝑥1𝜕𝑥2 
𝜕2ℒ(𝜽)
𝜕𝑥1𝜕𝑦2 
𝜕2ℒ(𝜽)
𝜕𝑥1𝜕𝑧2 
𝜕2ℒ(𝜽)
𝜕𝑦
1
𝜕𝑥1 
𝝏𝟐𝓛(𝜽)
𝝏𝒚
𝟏
𝟐 
𝜕2ℒ(𝜽)
𝜕𝑦
1
𝜕𝑧1 
𝜕2ℒ(𝜽)
𝜕𝑦
1
𝜕𝑥2 
𝜕2ℒ(𝜽)
𝜕𝑦
1
𝜕𝑦
2
 
𝜕2ℒ(𝜽)
𝜕𝑦
1
𝜕𝑧2 
𝜕2ℒ(𝜽)
𝜕𝑧1𝜕𝑥1 
𝜕2ℒ(𝜽)
𝜕𝑧1𝜕𝑦1 
𝝏𝟐𝓛(𝜽)
𝝏𝒛𝟏
𝟐 
𝜕2ℒ(𝜽)
𝜕𝑧1𝜕𝑥2 
𝜕2ℒ(𝜽)
𝜕𝑧1𝜕𝑦2 
𝜕2ℒ(𝜽)
𝜕𝑧1𝜕𝑧2 
𝜕2ℒ(𝜽)
𝜕𝑥2𝜕𝑥1 
𝜕2ℒ(𝜽)
𝜕𝑥2𝜕𝑦1 
𝜕2ℒ(𝜽)
𝜕𝑥2𝜕𝑧1 
𝝏𝟐𝓛(𝜽)
𝝏𝒙𝟐
𝟐 
𝜕2ℒ(𝜽)
𝜕𝑥2𝜕𝑦2 
𝜕2ℒ(𝜽)
𝜕𝑥2𝜕𝑧2 
𝜕2ℒ(𝜽)
𝜕𝑦
2
𝜕𝑥1 
𝜕2ℒ(𝜽)
𝜕𝑦𝑧
2
𝜕𝑦
1
 
𝜕2ℒ(𝜽)
𝜕𝑦
2
𝜕𝑧1 
𝜕2ℒ(𝜽)
𝜕𝑦
2
𝜕𝑥2 
𝝏𝟐𝓛(𝜽)
𝝏𝒚
𝟐
𝟐 
𝜕2ℒ(𝜽)
𝜕𝑦
2
𝜕𝑧2 
𝜕2ℒ(𝜽)
𝜕𝑧2𝜕𝑥1 
𝜕2ℒ(𝜽)
𝜕𝑧2𝜕𝑦1 
𝜕2ℒ(𝜽)
𝜕𝑧2𝜕𝑧1 
𝜕2ℒ(𝜽)
𝜕𝑧2𝜕𝑥2 
𝜕2ℒ(𝜽)
𝜕𝑧2𝜕𝑦2 
𝝏𝟐𝓛(𝜽)
𝝏𝒛𝟐
𝟐 ]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The main diagonal entries of J are: 
−𝐸 [
𝜕2ℒ(𝜽)
𝜕𝑥𝑖
2 ] = ∑{(
𝔙𝑘,𝑖𝒜𝑘(𝑥𝑘 − 𝑥𝑖)
2
𝑄 (
 𝜏𝑘 − 𝐴𝑘(𝜽)
𝜎𝑘
)
) +(
𝔙𝑘,𝑖𝒜𝑘(𝑥𝑘 − 𝑥𝑖)
2
[1 − 𝑄 (
 𝜏𝑘 − 𝐴𝑘(𝜽)
𝜎𝑘
)]
)}
𝐾
𝑘=1
 
   
 3.89 
−𝐸 [
𝜕2ℒ(𝜽)
𝜕𝑥𝑖
2 ] = ∑𝔙𝑘,𝑖𝒜𝑘(𝑥𝑘 − 𝑥𝑖)
2𝑞𝑘
𝐾
𝑘=1
 
 
where 𝔙𝑘,𝑖 =
𝑃0𝑑0
𝑛 𝑛2
8𝜋𝜎𝑘
2 
(𝑑𝑘,𝑖)
−(𝑛+4)
, 𝒜𝑘 = 𝑒
−( 𝜏𝑘−𝐴𝑘(𝜽))
2
𝜎𝑘
2  and 𝑞𝑘 = (
1
𝑄(
 𝜏𝑘−𝐴𝑘(𝜽)
𝜎𝑘
)
+
1
[1−𝑄(
 𝜏𝑘−𝐴𝑘(𝜽)
𝜎𝑘
)]
). 
By symmetry: 
−𝐸 [
𝜕2ℒ(𝜽)
𝜕𝑦𝑖
2 ] = ∑𝔙𝑘,𝑖𝒜𝑘(𝑦𝑘 − 𝑦𝑖)
2𝑞𝑘
𝐾
𝑘=1
 
   3.90 
−𝐸 [
𝜕2ℒ(𝜽)
𝜕𝑧𝑖
2 ] = ∑𝔙𝑘,𝑖𝒜𝑘(𝑧𝑘 − 𝑧𝑖)
2𝑞𝑘
𝐾
𝑘=1
 
   3.91 
The off diagonal entries of J are: 
−𝐸 [
𝜕2𝑙𝑛(𝑝(𝑼|𝜽))
𝜕𝑥𝑖𝜕𝑦𝑗  
] = ∑√𝔙𝑘,𝑖𝔙𝑘,𝑗 𝒜𝑘(𝑥𝑘 − 𝑥𝑖)(𝑦𝑘 − 𝑦𝑗) 𝑞𝑘
𝐾
𝑘=1
 
   3.92 
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−𝐸 [
𝜕2𝑙𝑛(𝑝(𝑼|𝜽))
𝜕𝑥𝑖𝜕𝑧𝑗 
] = ∑√𝔙𝑘,𝑖𝔙𝑘,𝑗 𝒜𝑘(𝑥𝑘 − 𝑥𝑖)(𝑧𝑘 − 𝑧𝑗) 𝑞𝑘
𝐾
𝑘=1
 
   3.93 
−𝐸 [
𝜕2𝑙𝑛(𝑝(𝑼|𝜽))
𝜕𝑦𝑖𝜕𝑧𝑗  
] = ∑√𝔙𝑘,𝑖𝔙𝑘,𝑗𝒜𝑘(𝑦𝑘 − 𝑦𝑖)(𝑧𝑘 − 𝑧𝑗) 𝑞𝑘
𝐾
𝑘=1
 
   3.94 
After evaluating 𝐽, the inverse of the matrix can be directly obtained using the MatLab 
command; inv(J). However, the main diagonal entries of the inverse matrix K are of our interest 
since they act the main square errors (MSEs).  
𝑲 = 𝑖𝑛𝑣(𝑱) =
[
 
 
 
 
 
 
𝐌𝐒𝐄𝐱𝟏 𝐾(1,2) 𝐾(1,3) 𝐾(1,4) 𝐾(1,5) 𝐾(1,6)
𝐾(2,1) 𝐌𝐒𝐄𝐲𝟏 𝐾(2,3) 𝐾(2,4) 𝐾(2,5) 𝐾(2,6)
𝐾(3,1) 𝐾(3,2) 𝐌𝐒𝐄𝐳𝟏 𝐾(3,4) 𝐾(3,5) 𝐾(3,6)
𝐾(4,1) 𝐾(4,2) 𝐾(4,3) 𝐌𝐒𝐄𝐱𝟐 𝐾(4,5) 𝐾(4,6)
𝐾(5,1) 𝐾(5,2) 𝐾(5,3) 𝐾(5,4) 𝐌𝐒𝐄𝐲𝟐 𝐾(5,6)
𝐾(6,1) 𝐾(6,2) 𝐾(6,3) 𝐾(6,4) 𝐾(6,5) 𝐌𝐒𝐄𝐳𝟐]
 
 
 
 
 
 
 
For example the following MSEs are obtained when the number of sensors is 625. 
𝑱 =
[
 
 
 
 
 
𝟎. 𝟐𝟗𝟕𝟗    0.0047 0.0181 −0.0091   −0.0764  −0.1002
0.0047 𝟎. 𝟐𝟗𝟕𝟗 0.0181 −0.0764 −0.0091 −0.1002
 0.0181 0.0181 𝟎. 𝟕𝟓𝟖𝟑 −0.1002 −0.1002 −0.0751
−0.0091 −0.0764 −0.1002 𝟎. 𝟐𝟗𝟕𝟗 0.0047 0.0181
−0.0764 −0.0091 −0.1002 0.0047  𝟎. 𝟐𝟗𝟕𝟗 0.0181
 −0.1002 −0.1002 −0.0751 0.0181 0.0181 𝟎. 𝟕𝟓𝟖𝟑 ]
 
 
 
 
 
 
 
 
𝑲 = 𝑖𝑛𝑣(𝑱) =
[
 
 
 
 
 
𝟑. 𝟕𝟕𝟐𝟐 0.1713 0.1039 0.1477 0.9744    0.5043
0.1713 𝟑. 𝟕𝟕𝟐𝟐  0.1039 0.9744 0.1477 0.5043
 0.1039  0.1039 𝟏. 𝟒𝟔𝟏𝟔 0.5043 0.5043 0.1481
0.1477 0.9744 0.5043 𝟑. 𝟕𝟕𝟐𝟐 0.1713 0.1039
0.9744 0.1477 0.5043 0.1713 𝟑. 𝟕𝟕𝟐𝟐 0.1039
 0.5043  0.5043 0.1481 0.1039 0.1039 𝟏. 𝟒𝟔𝟏𝟔]
 
 
 
 
 
 
 
𝐌𝐒𝐄𝐱𝟏 = 3.7722, 𝐌𝐒𝐄𝐲𝟏 = 3.7722, 𝐌𝐒𝐄𝐳𝟏 = 1.4616, 𝐌𝐒𝐄𝐱𝟐 = 3.7722, 𝐌𝐒𝐄𝐲𝟐 = 3.7722 
and 𝐌𝐒𝐄𝐳𝟐 = 1.4616. 
After estimating the location of the targets, the distances between them can be found. For 
example, a top view and 3D view of the WSNs with the two targets and the estimated locations 
are shown in Fig. 3.42 and Fig. 3.43, respectively. The real locations of the two targets are 
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shown as red circles while the estimated locations are shown as black circles. The obtained 
estimated locations of target 1 and 2 are, respectively; (36.2553, 38.4682, 3.3205) and (-
37.0593, -37.9490, 1.5082). Thus, after estimating the locations of the two targets, the 
estimated distance between them in 3D space can be calculated. For the last example the real 
distance was 113.1415 meters while the estimated distance is 105.9146 meters. 
 
Figure 3. 42 2D top view show of the two targets and the WSNs. 
 
Figure 3. 43 3D show of the 2 targets and the WSNs. 
The Fig. 3.44 shows the two targets (blimp robot and the helicopter) when they are moving 
from position to another in the environment. The objective here is to estimate the locations of 
the targets and to estimate the distances between them. The three real and known locations of 
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the two targets are shown in Table 3.2. In addition, group one, group two, and group three 
represent the three locations for the two targets {(L1, M1), (L2, M2), (L3, M3)}. In order to 
estimate the locations and to study the effect of increasing the number of the sensors we have 
used different number of sensors which are deployed in the environment. For each location L 
and M, we changed the number of the sensors. The number of the sensors are 5, 8, 11, 14, and 
17 square sensors (25, 64, 121, 196, and 289). Because there are random noises and the 
practical swarm optimization method is an iteration process, there are 50 different estimations 
for each location as it is shown in Fig. 3. 45. 
 
Figure 3. 44 Blimp robot and helicopter robots targets. 
 
 Group One Group Two Group Three 
Target 1 Locations L1 (25,25) L2 (10,15) L3 (5,- 5) 
Target 2 Locations M1 (-25,-25) M2 (-5,5) M3 (5,-0) 
Table 3. 2     The real locations of the two targets. 
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Figure 3. 45 2D top view describes the important points. 
A top view of the WSNs with the two targets and the 50 estimated locations are shown in the 
Fig. 3.46 to Fig. 3.60. The big black and red points are the real locations for the blimp and 
helicopter target, respectively. The small dots (points) resemble the estimated positions 
obtained from the estimator. The process in order to estimate both of them done with different 
number of sensors. It is obviously clear that when the number of the sensors increases, the 
estimation of the locations will increase. However, comparing the Cramer Rao Lower Bound 
(CRLB) with the Mean Square Error (MSE) leads to measure the efficiency of the maximum 
likelihood estimator. Then, find the minimum number of sensors that are needed in order to 
get accurate locations when the MSE achieves or approaches the CRLB. 
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Figure 3. 46 2D top view shows the 2 targets and 5 sensors for location 1. 
 
Figure 3. 47 2D top view shows the 2 targets and 8 sensors for location 1. 
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Figure 3. 48 2D top view shows the 2 targets and 11 sensors for location 1. 
 
Figure 3. 49 2D top view shows the 2 targets and 14 sensors for location 1. 
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Figure 3. 50 2D top view shows the 2 targets and 17 sensors for location 1. 
 
Figure 3. 51 2D top view shows the 2 targets and 5 sensors for location 2. 
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Figure 3. 52 2D top view shows the 2 targets and 8 sensors for location 2. 
 
Figure 3. 53 2D top view shows the 2 targets and 11 sensors for location 2. 
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Figure 3. 54 2D top view shows the 2 targets and 14 sensors for location 2. 
 
Figure 3. 55 2D top view shows the 2 targets and 17 sensors for location 2. 
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Figure 3. 56 2D top view shows the 2 targets and 5 sensors for location 3. 
 
Figure 3. 57 2D top view shows the 2 targets and 8 sensors for location 3. 
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Figure 3. 58 2D top view shows the 2 targets and 11 sensors for location 3. 
 
Figure 3. 59 2D top view shows the 2 targets and 14 sensors for location 3. 
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Figure 3. 60 2D top view shows the 2 targets and 17 sensors for location 3. 
 
3.7 Conclusion 
In this chapter, we introduced the cooperative perception issues in the robot system and the 
target tracking problems; then, discussed the fuzzy sets models based on the combination 
between the possibilities distributions and fuzzy logic. The process to design and optimize the 
fuzzy knowledge base was presented. Then, the communication protocols between the blimp 
robot and other robots in the system was discussed. Finally, the wireless sensor network which 
can be used in indoor or outdoor environments to track and localize the multi objects (aerial or 
ground). 
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Chapter 4 Computer Vision for Blimp Robot 
4.1. Introduction 
This chapter summarizes the most image processing and computer vision approaches and 
methods which have been used during this thesis. First, different approaches and methods are 
introduced and studied in order to find relevant visual features and matching useful for object 
detection, identifying and tracking in the image sequences. Then, the tracking method is used 
to estimate a projection model in the camera image space. Finally, implement the robust 
embedded visual algorithms on-board the blimp to give accurate and fast information for the 
blimp control system which can be used in some applications like visual object tracking as well 
as navigation. Indeed, the dramatic increases in the robots applications have made the 
computer vision an important key in several applications such as control systems. The computer 
vision recently proved being more powerful in robot applications since it uses non-intrusive and 
low cost sensors which makes the robot more intelligent. Nowadays, many designers or 
developers start using light-weight cameras mounted on the robot for several purposes such as 
stream the image sequences to the ground station, use the obtained images in autonomous 
and navigation tasks, and use images for servoing system applications. 
Perhaps the complexity degree of the robots applications plays a significant role to classify the 
computer vision. The computer vision could be classified as a visual tracking if the robot 
analyzes the visual data in order to identify and follow interest points on the images. On the 
other hand, the visual navigation uses the visual data to determine objects or obstacles 
positions; thus, the suitable and safe path could be found. Needless to mention the map-
building application that makes the visual navigation a very common way especially for 
cooperative systems in unstructured environment. The visual servoing technique uses the data 
that are extracted from visual sensor to feedback the control system in order to increase the 
capabilities of the blimp system. 
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4.2. Image Based Visual Tracking 
Image processing is widely used to find the image characteristics and to recognize interest 
points (keypoints) for any objects in the environment. These features could be points, edges or 
even more complex objects such as ground robots or obstacles. Such features might be used as 
references for several applications like visual servoing tasks and visual navigation applications. 
The most features used as reference are interest points that have the most important 
characteristics for any objects. The most and well known detector used in order to extract 
robustness corners very quickly based on the eigenvalues of the autocorrelation matrix is the 
Harris corner detector [170]. The Harris corner detector is very famous and known as a most 
popular interest point detector because its ability to be strong invariance for both rotation and 
scale as well as it is robust against noise and illumination [171]. However, because the features 
and interests points are going to be tracked and found in image sequences for real applications; 
the robustness of this detector (Harris corner) is not enough and sufficient for this kind of 
purposes. Hence, the good features to track have to be selected to ensure the stability of the 
tracking process [172]. Therefore, the tracking features issue might be solved with several 
approaches or methods and the most popular technique for that is the Lucas Kanade Technique 
(LKT) which has demonstrated a good speed performance and good stability for any small 
changes [173]. Despite LKT technique successfully applying and showing good robustness for 
image scaling, rotation and illumination changes, it is expensive time computing [173]. 
4.2.1.     Optical Flow and Appearance Tracking 
The optical flow means to track the specific features in an image across multiple frames, and 
then determine the speed and direction of movement of objects. Therefore, we need to 
calculate the motion between two frames that take time t and t+ ∆t. Given a point P = (x, y, t) 
in the image at time 𝐭 with intensity I(x, y, t) which moves by ∆x, ∆y, ∆t . Then, the following 
image constraint can be given as[173, 174]: 
I(x, y, t) = I(x + ∆x, y + ∆y, t + ∆t)    4. 1 
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Considering small movement, the image constraint with Taylor series expansion can be 
calculated as the following: 
I(x + ∆x, y + ∆y, t + ∆t) = I(x, y, t) +
∂I
∂x
∆x +
∂I
∂y
∆y +
∂I
∂t
∆t + 𝐻𝑂𝑇 
   4.2 
where 
∂I
∂x
, 
∂I
∂y
,
∂I
∂t
  are considered to be the image derivatives at this point 𝐏, HOT is the Higher 
Order Terms which are ignored: 
∂I
∂x
∆x +
∂I
∂y
∆y +
∂I
∂t
∆t = 0 
   4.3 
Then 
∂I
∂x
vx +
∂I
∂y
vy +
∂I
∂t
= 0 
   4.4 
Ixvx + Iyvy = −It    4.5 
Where 𝐯𝐱, 𝐯𝐲 are the x and y velocities component, respectively. The Eq. 4.5 is called the 
aperture problem of the optical flow and it couldn’t be solved directly. Therefore, in order to 
find the optical flow and resolve the optical flow, the LKT might be applied on small windows  
m×m around the P = (x, y). 
Ix1vx + Iy1vy = −It1 
Ix2vx + Iy2vy = −It2 
⋮ 
Ixn−1vx + Iyn−1vy = −Itn−1 
Ixnvx + Iynvy = −Itn 
    
4.6 
The above formula is over determined since it has more n equations for the two unknowns. It 
could be rewritten in a form of matrix Ax=b.  
A = [
Ix1 Iy1
⋮ ⋮
Ixn Iyn
] , x = [
vx
vy
] , b = [
−It1
⋮
−Itn
] 
   4.7 
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Now to solve the optical flow system the least square method could be implemented. 
ATAx = ATb 𝐎𝐑  x = (ATA)−1ATb    4.8 
The sequence of images for the implemented optical flow and LKT is illustrating in Fig. 4.1a and 
Fig. 4.1b. In these figures we can recognize that the LKT can detect the moving object during 
the mission. In Fig. 4.1a it can detect the blimp robot as well as the person because this 
algorithm has ability to detect any moving object. Fig. 4.1b shows the algorithm detects and 
recognizes the ground robot. One advantage of this algorithm is its ability to detect the moving 
object and to predict the direction and velocity of the moving object. However, in order to 
detect only a certain target we need to improve the algorithm to distinguish and to separate 
the moving target from others. This can be done by implementing another technique based on 
color or shape which will add more time and makes it hard for real time applications. 
 
Figure 4. 1a The optical flow sequence of images to detect blimp robot. 
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Figure 4.1b The optical flow sequence of images to detect ground robot. 
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4.2.2.     Feature Descriptors and Tracking 
Feature description defines as a computer vision process that can compute and identify the 
interest points in the image. The performance of the overall algorithm depends on the feature 
detector and the descriptors. One of the most desirable property for a detector is the 
repeatability which is the ability to detect same features in two different images of the same 
scene. This structure has to be rich enough in terms of local information contents which have to 
be robust under local and/or global perturbations and have to be a reliable recognition. 
Consequently, it is important for the features that are extracted from the training images 
(reference images) to be detectable even under changes in scale, rotations and translations as 
well as illumination variations. There are several feature descriptors suitable for visual matching 
and tracking. The most widely used descriptors are Scale Invariant Feature Transform (SIFT) and 
Speeded UP Robust Feature algorithm (SURF) [175, 176]. The SIFT detector is considered to be 
one of the most used algorithms for interest point detection and matching and it was 
developed to be used for object recognition. The SIFT could identify targets under partial 
occlusion and among clutter because it is ability to work and identify targets with scaling, 
orientation and illumination changes [175]. To ensure scale invariance it extracts features 
invariant to scale and rotation using Gaussian Difference (GD) of the images in different scales. 
In addition, in order to fulfill and realize invariance to rotation each feature is assigned by more 
orientations relies on the image gradient directions. The result of this process will be a 
descriptor which provides an efficient tool to represent an interest point. The calculation of the 
feature is considerable a computational cost and the feature depends on the nature of the task 
(whether this task needs to be done fast or accurate). On other hand, the SURF detector is 
based on the Hessian matrix which has a good performance in computation time and high 
accuracy. Given a point 𝐬(𝐱, 𝐲) in an integral image I, the Hessian matrix 𝚮(𝐬, 𝛔) in s at scale 𝛔 
is defined as the follows [176]: 
Η(𝑠, 𝜎) = [
𝐿𝑥𝑥(𝑠, 𝜎) 𝐿𝑥𝑦(𝑠, 𝜎)
𝐿𝑥𝑦(𝑠, 𝜎) 𝐿𝑦𝑦(𝑠, 𝜎)
] 
   4.9 
Where 𝐋(𝐬, 𝛔) is the convolution of the Gaussian second order derivative with the image 𝐈 in 
point s. This second-order derivatives matrix used for the image intensities in order to define 
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the corner and to delete the offset of the gradient images. Moreover, the SURF algorithm 
extracts features from an image which can be tracked over multiple views and it can be used 
for object recognition. It has two advantages over SIFT as the author claim [176]. First, since the 
processing and computational time of SURF algorithm is less than that of SIFT( SURF is 3 time 
faster than SIFT), interest point detection of SURF algorithm could be used for real time 
processing. Second, SURF has been found more robust than SIFT if we consider the different 
image transformations [176]. The comparison between SIFT and SURF in order to detect one 
object (blimp robot and ground robot) in single image are shown in Fig. 4.2 a, b, c and Fig. 4.3 a, 
b, c. It is clearly seen that the time for computing features in SURF is about 2.6 times faster than 
SIFT. Also, the number of keypoints or interests points (red dots) in SURF is more than in SIFT 
for same image. The captured video from the blimp robot is shown in Fig. 4.4. This figure is 
shown the comparison between the SIFT and SURF algorithm for detecting the moving ground 
robot target. The number of the keypoints ( interest points) for SURF is higher than for SIFT 
algorithm as it is illustrating in Fig. 4.6. In addition, the comparison time for detect keypoints 
between SIFT and SURF is shown in Fig. 4.5 which indicates that the SURF is much faster than 
the SIFT to detect the same object in the sequence of images. 
 
Figure 4. 2a      The object test pictures1. 
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Figure 4. 2b        The SURF keypoints results1. 
 
 
Figure 4. 2c        The SIFT keypoints results1. 
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Figure 4. 3a The object test pictures2. 
 
Figure 4. 3b        The SURF keypoints results 2. 
 
Figure 4. 3c         The SIFT keypoints results2. 
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Figure 4. 4 The Comparison sequence of images between SIFT and SURF. 
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Figure 4. 5 Comparison time for detect keypoints between SIFT and SURF. 
 
Figure 4. 6 Comparison the Keypoints number between SIFT and SURF. 
 
The SURF algorithm has three main steps. The first step is to select the interest points or the 
keypoints that characterize distinctive regions in the image. Then, to build feature vectors for 
each interest point based on the window or neighboring pixels. Theses interest points and 
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feature vectors are found and computed for both the captured sequences and reference 
images. Next and last step is the matching operation with homography which are conducted 
and implemented to retrieve the interest points. The algorithm make a distance comparison for 
the feature vectors in both images ( reference and captured images). Fig. 4.7 and Fig. 4.8 show 
the results of SURF feature points matching. These points are SURF points which were detected 
by the algorithm and the lines are the connected between any two matched points in the 
figure. If the ratio of the corresponding points in the area has a certain threshold, the set of 
transformation can be acceptable. Then, the movement parameters could be re-solved through 
the least square method by using all the corresponding points that were determined by the 
transformation. If the ratio of corresponding points could not meet the requirements, it is 
necessary to re-select another set of points and calculate their corresponding motion 
parameters. In a case that the ratios of the corresponding points are lower than the threshold 
for all the movement parameters then the two frames cannot match. The SURF algorithm, as it 
was described before, is summarized in Table 4.1. 
 
Figure 4. 7 A result of SURF feature points matching. 
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Figure 4. 8 A result of SURF feature points matching. 
 
4.2.3.     Robust Matching and Homography 
The homography is defined as the relation between any two images of the same plane surface 
and it is the computation of the camera rotation and transition motion between these two 
images. A set of matched interest points between two images are frequently used to calculate 
geometrical transformation models like allowing for transformations and homographies. These 
points have several errors like the measurement of point position that occurs due to the 
Gaussian distribution and the outliers to the Gaussian error distribution that are mismatched 
points. 
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Inputs: Reference and captured images 
 Determine the interest points: 
1. Based on the determinant value of the Hessian Matrix and use of Haar-wavelet. 
2. Use of integral images for computation the convolution response of the Haar-wavelet 
with the image. 
3. Integral images speed up the computational time. 
4. Compute convolution responses on x and y directions to achieve rotation invariance. 
 Construct a distinctive features vector for each interesting point: 
1. The components of the features vector are extracted using a sliding orientation 
window around the interesting point.  
2. Examine different scale for the sliding window to achieve scale invariance. 
3. Determine the dominant orientation. 
 Match the features vectors of the image against those of the reference image: 
1. Use the metric to compute and find the distance between these feature vectors. 
(Euclidean distance is used). 
2.  We consider that two feature vectors matches if the distance is less than 0.7 times 
compare to the second nearest neighbor. 
3. Store interest points of the target images that have been found a match in the 
reference image. 
 Localize the robot: 
1. Based on the locations of the store interest points that were matched. 
Output: The location of the target robot 
Table 4. 1     SURF algorithm. 
 
In statistics, the outliers are defined as the observations that are numerically differ and distant 
from the data [177]. These errors should occur randomly in any distribution, but they are often 
indicative either of measurement error. Then, it is needed a robust estimator that can be able 
to cope with these outliers and capable to filter the total set of matched points to find, detect 
and then delete the uncorrected matches. The Random Sample Consensus RANSAC algorithm 
might be used and implemented on SURF to discard and eliminate the outliers from the 
matched points [178]. It has ability to deal with large proportion of outliers. The algorithm 
starts by selecting a random subset of the original data points to obtain the model. This could 
be done by using a closed form solution according to the desired projective transformation. The 
previous step is repeated for fixed number of times, in each time will produce a homography 
model. When the maximum trials is reached, the robust estimation algorithm returns the 
projection model with largest number of inliers. This method is employed by the robust 
homography estimation matrix H. Assume a 2D projective transformation with set points xi 
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that is the features in the reference image and a matches set points xi
′ in the target image, 
compute the 3 × 3 homography estimation matrix 𝐇 as given by: 
[
x′
y′
1
] = [
h11 h12 h31
h21 h22 h32
h31 h32 h33
] [
x
y
1
] 
   4.10 
xi
′ = H. xi    4.11 
where (x, y, 1)T are the homogenous coordinates of the features in the reference image, 
(x′, y′, 1)T are the homogenous coordinates of the features for the target image, and H is 
robust homography estimation matrix. Since each point to point correspondences give cause to 
independent equations in H, the minimal solution needs four correspondences. The RANSAC 
algorithm is described in Table 4.2 and it shows the general steps to obtain a robust 
transformation. 
Giving: matched points set 𝐱𝐢 = (𝐱𝐢, 𝐲𝐢) ↔ 𝐱𝐢
′ = (𝐱𝐢
′ , 𝐲𝐢
′)𝐟𝐨𝐫 𝐢 = 𝟏…𝐧 
    Define s = minimum points set. 
    Define p = probability of free outliers. 
    Define t = distance threshold. 
    Define 𝜺 = initial probability. 
    Define Consensus = number of minimum inliers. 
    maximum number of samples 𝑵 = 𝒍𝒐𝒈(𝟏 − 𝒑)/𝒍𝒐𝒈 (𝟏 − (𝟏 − 𝜺)𝒔) 
While 𝐍 > 𝑻𝒓𝒊𝒂𝒍𝒔  do 
   Randomly select s pairs of matched points. 
   Calculate the minimal solution for the model. 
   Inliers =0 
   for i=0 to n do 
         𝒅𝒕
𝟐 = 𝒅(𝒙𝒊
′ , 𝑯𝒙𝒊)
𝟐 + 𝒅(𝒙𝒊, 𝑯
−𝟏𝒙𝒊
′ )𝟐 
         if  𝐝𝐭 < 𝒕 then 
        inliers = inliers+1 
        end if 
  end for 
  if   inliers > Consensus then 
        calculate final projective transformation  
        Consensus = inliers 
  end if 
  recalculate 𝛆 = 𝟏 − (𝐢𝐧𝐥𝐢𝐞𝐫𝐬/𝐧) 
  recalculate N 
  Trials = Trials +1 
end while 
Table 4. 2     RANSAC algorithm [178]. 
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4.2.4.     Inverse Perspective Mapping 
In fact, the perspective effect must be taken into account when processing images in order to 
weight each pixel according to its information content. Because of this perspective effect, the 
captured images have some distortion. In order to deal with such problem the Inverse 
Perspective Mapping (IPM) has been introduced [179].  It can help to eliminate the perspective 
effects from the image, then remap the image into new 2D domain in which the data among all 
pixels are distributed in homogeneously manner. This technique gives ability to an undistorted 
top-down view which is known as the bird’s eye view as it is shown in Fig. 4.9. The top-left side 
shows the SURF algorithm detects a ground robot, whilst the top right side illustrates the 
SURF+IPM. The down-left side and down right side show the SURF and SURF+IPM detects 3 
DOF Helicopter system, respectively. 
 
Figure 4. 9 IPM wrap results. 
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Figure 4. 10 Camera Coordinate with respect to target. 
To better understanding this technique, let us consider the world frame (X, Y, Z) and the 
projection on the image plane is (u, v). Then, the rotation will be around the x-axes and the 
translation on the z-axes as it is shown in Fig. 4.10. Thus, the mapping can be expressed as the 
following. 
[𝑢, 𝑣, 1]𝑇 = 𝐾𝑇𝑅(𝑥, 𝑦, 𝑧, 1)𝑇    4.12 
𝑅𝑥 = [
1 0
0 cos 𝜃
0   0
− sin 𝜃   0
0 sin 𝜃
0 0
      
cos 𝜃  0
0  1
] 
   4.13 
𝑇𝑧 = [
1 0
0 1
0   0
0    0
0 0
0 0
             
1  −ℎ/ sin 𝜃
0  1
] 
   4.14 
𝐾 = [
𝑎𝑥 𝑠
0 𝑎𝑦
0 0
𝑢𝑜 0
𝑣𝑜 0
1 0
] 
4.15 
where R, T, K are the rotation, translation, and camera parameters matrices, respectively. h is 
the height of the camera, αx= f*mx, αy= f*my, Here f is the camera focal length, mx, my are the 
scale factors, s is skew coefficient between the x and y axis (often it is zero), uo, vo are the 
principal points. According to [180], the projection Matrix P is given by: 
Development of Cooperation Between Flying Robot, Ground Robot and Ground Station with Fuzzy logic and 
Image Processing 
[2015] 
 
 
C
h
ap
te
r:
 C
o
m
p
u
te
r 
V
is
io
n
 f
o
r 
B
lim
p
 R
o
b
o
t 
113 
 
𝑃 = 𝐾𝑇𝑅 = [
𝑞11 𝑞12
𝑞21 𝑞22
𝑞31 𝑞32
𝑞13 𝑞14
𝑞23 𝑞24
𝑞33 𝑞34
] 
 
 4.16 
So the Eq. 4.12 which used to map each pixel on the image plane to a top-down view can be re-
written as: 
[
𝑢𝑖
𝑣𝑖
1
] = [
𝑞11 𝑞12
𝑞21 𝑞22
𝑞31 𝑞32
𝑞13 𝑞14
𝑞23 𝑞24
𝑞33 𝑞34
] [
𝑋𝑊
𝑌𝑊
𝑍𝑊
1
] 
    
4.17 
In order to solve Eq. 4.17 the OpenCV provides GetTransformationMatrix() function which can 
be used to find the transformation matrix and to save the results in a lookup table as it is 
described in Appendix F. We now have a position of the object in the transformed image in 
pixels. In order to convert it into meters, the automatic calibration of the bird's eye view 
projection system can be used [181]. We need our camera intrinsics and extrinsic matrices 
which can be obtained from the calibration method. The chessboard or any object can be 
placed on the ground floor to obtain a ground plane projection image. Then, remap the image 
into new domain which is called the bird or top eye view. The algorithm and procedure of the 
automatic calibration is shown in the Table 4.3. Moreover, this estimation is valid because of 
the linearity strength of the IPM algorithm. Hence, the value changes linearity as the real world 
distance changes, e.g. if r = 70 pixels and D= 1m, thus, when r becomes = 35 pixels leads that D= 
50cm. This algorithms and its steps in details can be found in Appendix F. 
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Algorithm 3 : bird’s eye view 
A. Place the camera in front of object in a fixed distance a long flat floor. 
B. Read the intrinsic and distortion models for the camera. 
C. Find a known object on the image by 4 points. 
D. Enter the found points into cvWarpPerspective(), perspective_matrix,  
GetPerspectiveTransform() to compute the homography matrix H. 
E. This method will give us the r (distance in pixels) and we already know that the 
objectis far for fixed distance D. 
F. Then we can find {every x number of pixels is = number in meters). 
G. Do (A-F) many times and different distances and make average for the scale 
Factor M. 
H. Since the homography matrix, the height parameter set and M have been 
found, we draw line from center of the object to the  projection point of the 
camera. This line has float value changing as the program is running.  
I. Find r in pixels, then, convert it to D= M*r in metric. 
Table 4. 3     Bird's eye view algorithm. 
 
Finally, the sequence of images for detecting an object by implemented SURF and IPM are 
shown in Fig. 4.11 and Fig. 4.12. Fig. 4.11 shows the algorithm detects a moving object and 
converts the image to bird's eye view in order to estimate the distances between the vision 
sensor and the target. In addition, Fig. 4.12 shows the algorithm detects the ground robot 
target and it has the ability to distinguish between the target and any other ground robot in the 
environment. The algorithm could detect the target for different distances and angles with high 
performance. 
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Figure 4. 11 IPM sequence of images 1. 
 
Development of Cooperation Between Flying Robot, Ground Robot and Ground Station with Fuzzy logic and 
Image Processing 
[2015] 
 
 
C
h
ap
te
r:
 C
o
m
p
u
te
r 
V
is
io
n
 f
o
r 
B
lim
p
 R
o
b
o
t 
116 
 
 
Figure 4. 12 IPM sequence of images 2. 
4.2.5.     Fuzzy Image Processing 
The Fuzzy Image Processing (FIP) is defined as the collection of all approaches that can process 
the images with their segments values as fuzzy sets based on Integral Images [182]. This 
technique has three main steps: fuzzification, fuzzy inference system {that contains the 
membership values and rules}, and defuzzification as it is illustrating in Fig. 4. 13.  
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Moreover, this process ( fuzzy image processing) is based on image analysis rather than on the 
input values as it is in the normal fuzzy logic. More precisely, before applying the fuzzy logic on 
any image we need to convert it or transformed it to another domain which is called perception 
domain [182]. The characteristics of the images will be described as linguistic variables and map 
them to membership functions. Thus; the images will be transferred from gray level plane to 
membership plane in the fuzzification process. Then, the fuzzy inference system will map the 
input to fuzzy output by using fuzzy rules based knowledge that is expressed through fuzzy 
operators. It is important to mention here that this step is very important if we are seeking to 
modify the membership values as it has been described in details in Chapter three. In addition, 
some fuzzy techniques can do the modification process such as fuzzy clustering, fuzzy rule-
based approach and fuzzy integration approach. Finally, the last step is the defuzzification in 
which the crisp output will be calculated based on center of gravity method. Hence, the fuzzy 
operator generates the useful data and maps the fuzzy values to visualize them. 
 
Figure 4. 13 The general structure of fuzzy image processing. 
 
4.2.5.1.     Applications of Fuzzy Image Processing 
Because the fuzzy logic represents a good mathematical framework regards to deal with 
uncertainty in any information, it becomes widely used in image processing to manipulate 
uncertainty in image brightness, edges and other features. There are many applications that 
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can gain the benefits from using fuzzy image processing such as agriculture, medicine and 
robotics. The combination between fuzzy image processing with genetic algorithm or neural 
networks can produce more robust results. Additionally, they can be used widely in path 
planning purposes and navigation for autonomous ground robots. In addition, it could be 
implemented in object recognition in soccer robots applications in order to detect the ball and 
determine the its location with respect to the robot position. 
4.2.5.2.     Fuzzy Edge Detection 
Edge detection is one of the most important algorithms in vision system and image processing 
and plays an important role in the higher level processing [183]. The edge is usually defined as 
the object border [184]. There are several algorithms for edge detection that are implemented 
to find and to detect this edge such as Sobel, Prewitt and Robert [185]. Because threshold value 
is usually empirically found, the algorithm has a certain possibility to lose few edges. The Canny 
algorithm which successfully solves and optimizes the edge detection problem [186] also has 
some limitations such as the  detection of edge pixels might be inaccurate. On other words, the 
changes in the threshold values might increase the edge detection rate, but unfortunately the 
accuracy might decrease. Therefore, because of these limitation beside the noise, the Canny 
method that might be not able to give an efficient and satisfactory results [187]. Therefore, 
several studies and researches have been implemented to use fuzzy logic in edge detection, but 
all of them as it comes to our knowledge are simulations algorithms [188-195]. However, in this 
research, the fuzzy image processing was implemented on on-baord blimp for real time 
applications. The task starts detecting the edge points of the image by taking every pixel with 
its eight neighbors as it is shown in Fig. 4.14. This whole structure is tuned to function as a 
contrast enhancing filter to segment the taken images. The filter slides over the image row by 
row (i is the row and j is the column indices) as it is shown in Fig. 4.15. Then, each pixel is 
processed with fuzzy rules base in order to consider the pixel as edge or not (under 
consideration as black B, white W or edge E) as it is illustrating in Fig. 4.16. The collections of all 
these edges points are taken as the final edges of the image. The whole image processing 
algorithm is shown in Fig. 4.17a, Fig 4.17b, and Fig. 4.17c. These figures show the main steps of 
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the fuzzy edge detection. It starts by converting the taken image to gray scale level. Then, it 
finds the edges on the image. Finally, there are two sub-steps in order to accomplish the whole 
process. First step defines a set of contours to address the target robot based on the shape and 
color. Then, the similar procedure has been done to define the obstacle which is depending 
only on the square features. We defined a set of contours to address the obstacle based on 
square features as it is shown in Fig. 4.17c. The fuzzy edge detection algorithm has nine inputs 
with two linguistic variables for each (W: White, B: Black) and one output which has three 
linguistic variables (W: White , B: Black, E: Edge) as it is illustrating in Fig. 4.18 and Fig. 4.19. 
Detailed information about this work could be found in [98]. 
 
Figure 4. 14 The 3*3 fuzzy filter mask. 
 
Figure 4. 15 Slide the mask on each pixel row by row. 
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Figure 4. 16 Fuzzy Rules Matrix. 
 
Figure 4. 17a Image processing algorithm steps. 
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Figure 4. 18b The result of Image processing algorithm . 
 
Figure 4. 19c The result of Image processing algorithm. 
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Figure 4. 20 The membership functions for Inputs. 
 
 
Figure 4. 21 Output Membership functions. 
4.2.5.3.     Fuzzy Clustering 
The clustering in general is defined as a method of grouping objects into clusters where objects 
in same cluster are similar to each other. This method might be achieved by different 
algorithms and could be used widely in several applications such as pattern recognition and 
image analysis [197-200]. There are two types of clustering methods; namely a soft clustering 
and hard clustering. However, choosing of the clustering method and preferring one cluster 
over another is somehow difficult or unpredictable since these methods are basically based on 
imperial results or mathematical reasons. In hard clustering each of these objects belong to a 
certain cluster or not (1 or 0), but in the soft clustering or which is known as fuzzy clustering 
[201] each object has a certain degree of membership function which means that objects might 
belong to another cluster with a certain value belongs to interval [0,1]. Therefore, the 
segmentation which might be obtained by implementing the clustering will play a significant 
role for the robot vision system to partition the image into set of disjoint regions with uniform 
and homogeneous attributes. The fuzzy clustering method is one of the key factors for image 
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segmentation and it has been successfully implemented [202,203]. Among all of them, the fuzzy 
c-means algorithm is the most popular one that is used in image segmentation [204]. It is not 
only more robust for ambiguity, but also able to identify the objects effectively [204]. The 
algorithm starts producing optimal partition c by minimizing the weighted within group sum of 
squared error objective function JFCM [205]: 
𝐽𝐹𝐶𝑀 =∑∑(𝑢𝑖𝑘)
𝑞𝑑2(𝑥𝑘, 𝑣𝑖)                                    
𝑐
𝑖=1
𝑛
𝑘=1
 
    
4.18 
where  X= {x1, x2, x3,...,xn} ⊆  Rp is the data set in the p vector, q is a weighting exponent, uik is 
the degree of membership of xk in the i
th cluster, n is items number, c is the clusters, d is the 
distance between object xk and cluster vi , vi is the prototype cluster center i. The algorithm to 
solve the J is shown in Table 4.4. The results for implemented fuzzy c-means onto images are 
illustrating in Fig. 4.20 and Fig. 4.21. In these figures it is clear that the algorithm could make 
the segmentation and edges on the images easily with pretty good results. However, the main 
problem we have found with fuzzy-c means is that it tends to run slow since it's actually doing 
more work. Each point is evaluated with more operations as it needs to do a full inverse-
distance weighting. 
 
Start 
Set Values for 𝛅, c and q . 
Initialize fuzzy matrix U = [uik]. 
Set loop counter m=0. 
Calculate the c cluster center {𝐯𝐢
𝐦} with Um 
𝐯𝐢
𝐦 =
∑ (𝐮𝐢𝐤
𝐦)𝐪𝐱𝐤
𝐧
𝐤=𝟏
∑ (𝐮𝐢𝐤
𝐦)𝐪𝐧𝐤=𝟏
 
Calculate 𝐈𝐤 = {𝐢|𝟏 ≤ 𝐢 ≤ 𝐜, 𝐝𝐢𝐤 = ‖𝐱𝐤 − 𝐯𝐢‖ = 𝟎} 
Calculate the membership function U
b+1
. 
IF  𝐈𝐤 = 𝚽 
𝐮𝐢𝐤
𝐦+𝟏 =
𝟏
∑ (
𝐝𝐢𝐤
𝐝𝐣𝐤
)
𝟐
𝐪−𝟏𝐜
𝐣=𝟏
 
ELSE    𝐮𝐢𝐤
𝐦+𝟏 = 𝟎 
K=k+1 
END 
 
 
 
END 
    IF ‖𝐔𝐦 − 𝐔𝐦+𝟏‖ < 𝛅 
            Stop 
  Else m=m+1 
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Table 4. 4     Fuzzy c-means algorithm [181]. 
 
Figure 4. 22 Results for the Fuzzy C-Means algorithm. 
 
Figure 4. 23 Results for the Fuzzy C-Means algorithm. 
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4.3. Blimp's Embedded Computer Vision 
In this section, we present the computer vision methods which have been used in order to 
make the blimp robot able to follow a ground robot, help the ground robot to navigate and 
explore an unknown environment and give the blimp ability to follow 3D aerial objects [206-
209]. 
4.3.1.     Detect and Follow Ground Robot 
In order to develop a robust embedded visual system to follow a ground robot target by the 
indoor blimp robot, the previous approaches have been studied by considering some important 
criteria such as performance, repeatability, accuracy and speed. It is known that a higher 
resolution of the image should therefore only be wasted, since the image would have to be 
downscaled anyway. Thus, after many experiments it has been found that the execution or 
running time depends on the size of the image. Therefore, it was found that 168x264 pixels is 
the best choice because it is more accurate and fast as shown in Fig. 4.22. Then, the algorithm 
localize the target and find the position of the target center projection point in (x, y) axis. The 
position could be normalized to inputs (xn, yn) and given as the following: 
𝑥𝑛 = {
𝑥 − 132
131
, 𝑥 ≥ 132
−
132 − 𝑥
132
, 𝑥 < 132
} 
    
4.19 
𝑦𝑛 = {
𝑦 − 84
83
, 𝑦 ≥ 84
−
84 − 𝑦
84
, 𝑦 < 84
} 
    
4.20 
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Figure 4. 24 The image size. 
 
 
Figure 4. 25 Coordinate of the ground robot related to Camera 
The coordinate of the ground robot related to the camera position is shown in Fig. 4.23. As it is 
shown, the target robot projection point in the image plane and the projection of the camera 
point are determined in order to find the related position of the target with respect to the 
blimp. After the SURF algorithm detects the target, a corresponding box was drawn around the 
keypoints (interest points). Then, a red circle was drawn on the center of the target object. The 
target position is defined related to the blimp position in the image plane and this is not a 
global localization. Then, target distance and orientation are converted to polar coordinate (r, 
φ) as it is shown in Fig. 4.24, the polar coordinate between the blimp projection point and the 
center of the target is defined as the following: 
𝜑 = tan−1 (
𝑥𝑛
𝑦𝑛
)    4.21 
𝑟 = √𝑥2 + 𝑦2 4.22 
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Where r is the distance between the target centre projection point and blimp. φ  is the 
normalized angle between the target centre and blimp’s path projection. d is the distance 
obtained by implemented IPM algorithm. 
 
 
Figure 4. 26 Target location Information. 
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Figure 4. 27 The Servoing algorithm. 
 
Figure 4. 28 The overall visual fuzzy Servoing algorithm. 
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The visual fuzzy servoing algorithm is illustrating in Fig. 4.25 and Fig. 4.26. The object 
recognition, detection and tracking engine will detect and localize the target with respect to 
blimp position; then a fuzzy sets model will correct the prediction vision information (Dt, ɸ). 
Then the final information (Df, ɸf) will feedback the blimp controllers in order to control the 
vectorization and yaw angles. Note that we can use D which obtained from IPM or r that is 
obtained from SURF directly. The rules and fuzzy sets for this servoing control could be found in 
Appendix D. 
In order to verify the proposed vision system, some experiments of the complete system were 
conducted. During all of these tests and experiments the blimp robot was flying at an known 
and a certain height and altitude. We assume that the target is already in the view of the on-
board camera. The target could be detected, identified and tracked by the vision system. Based 
on the vision data, the vectorization angle for the main propellers and the yaw angle were 
controlled to follow the target and keep it in a certain position in the image. Fig. 4.28 and Fig. 
4.30 show the estimated distances between target projection point and blimp in two 
experiments. We observe that blimp can track target and keep it at a certain distance. The 
estimated angle between target projection point and image’s centre results are shown in Fig. 
4.27 and Fig. 4.29. 
 
Figure 4. 29 Angle between target, blimp and image’s centre. 
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Figure 4. 30 Estimated distance between target and blimp. 
 
Figure 4. 31 Angle between target, blimp and image’s centre. 
 
Figure 4. 32 Estimated distance between target and blimp. 
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4.3.2.     Ground Robot Navigation 
As we described before, the blimp and ground robots have received and gained more attention 
in the robot research due to the fact that they are strong and powerful potential in the 
explorations and surveillance missions . There are many applications in where the ground robot 
might navigate and explore an area without any previous knowledge of the surrounded 
environment. In this section, a system composed by a blimp and ground robots is presented to 
cooperate and share visual information to address the mission requirements. Additionally, the 
projections and coordinate system have been introduced and they are very important to use 
the camera obtained images in order to identify, detect and localize the mission ground robot 
and the obstacles in the environment. The objective here is to obtain the relative distance or 
position between the ground robot and obstacles in the environment. The coordinate frame for 
this system is illustrating in Fig. 4.31. For this purpose, the pinhole camera model has been 
used. It is defined as the relationship between a 3D point in real frame world with respect to its 
2D corresponding projection point on the image plane. There are two sets of parameters are 
required and recovered to reconstruct the pinhole model. First, the parameters that the locate 
and orientate the camera reference frame respecting to the world frame and they are called 
extrinsic camera parameters. Then, the intrinsic parameters that can link the coordination in 
pixels in the image frame with coordination in camera frame. 
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Figure 4. 33 Coordinate frame of the system. 
The ideal pinhole camera model as it was illustrating have capability to link between a 3D point 
(X, Y, Z)T and the corresponding 2D projection point (u, v) as it is illustrating in Fig. 4.32. The 
projection of a 3D (X, Y, Z)T at (u, v)T can be given as: 
𝑥 = −(𝑥𝑝𝑓 − 𝑜𝑥) ∗ 𝑠𝑥    4.23 
𝑦 = −(𝑦𝑝𝑓 − 𝑜𝑦) ∗ 𝑠𝑦    4.24 
Where sx, sy are considered to be the effective size of the pixels and (ox, oy) are the coordinate 
of the principal point. 
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Figure 4. 34 The perspective projection model. 
The most right-top coordinates here is the (xpf, ypf). Then, considering the use of the following 
matrix to transfer between the image plane coordinates to pixel coordinates: 
[
𝑥𝑝𝑓
𝑦𝑝𝑓
1
] =
[
 
 
 
 
−1
𝑠𝑥
0 𝑜𝑥
0
−1
𝑠𝑦
𝑜𝑦
0 0 1 ]
 
 
 
 
[
𝑥
𝑦
1
] 
    
4.25 
Now, the intrinsic camera parameters can be given by this matrix: 
𝑀𝑖𝑛 =
[
 
 
 
 
 
−𝑓
𝑠𝑥
0 𝑜𝑥
0
−𝑓
𝑠𝑦
𝑜𝑦
0 0 1 ]
 
 
 
 
 
 
 
4.26 
Where f is the focal length. The extrinsic camera parameters matrix is given by the following: 
𝑀𝑒𝑥 = [
𝑟11 𝑟12
𝑟21 𝑟22
𝑟31 𝑟32
𝑟13 −𝑅1
𝑇𝑇
𝑟23 −𝑅2
𝑇𝑇
𝑟33 −𝑅3
𝑇𝑇
] 
 
4.27 
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Where f is the focal length of the camera , R and T are the that identify the rotation matrix and 
translation vector between the camera reference frame (known) and the world reference 
frame (known). 𝑹𝒊
𝑻 is the ith row of the rotation matrix. 
𝑅 = [
𝑟11 𝑟12 𝑟13
𝑟21 𝑟22 𝑟23
𝑟31 𝑟32 𝑟33
] 
 
4.28 
By implementing and using homogeneous coordinates, the projection matrix can be given as: 
[
𝑥ℎ
𝑦ℎ
𝑤
] = 𝑀𝑖𝑛𝑀𝑒𝑥 [
𝑋𝑤
𝑌𝑤
𝑍𝑤
1
] = 𝑀𝑃 [
𝑋𝑤
𝑌𝑤
𝑍𝑤
1
] = [
𝑚11 𝑚12
𝑚21 𝑚22
𝑚31 𝑚32
𝑚13 𝑚14
𝑚23 𝑚24
𝑚33 𝑚34
] [
𝑋𝑤
𝑌𝑤
𝑍𝑤
1
] 
 
4.29 
Note that Mp is final matrix that comes from combining the intrinsic matrix and the extrinsic 
matrix and it is well known as the projection matrix. The relationship between 3D point and its 
2D projection point are linear transformation from space (Xw,Yw, Zw,1)
T to the plane (xh, yh, w)
T. 
Therefore, in the pixel coordinates we can conclude that (xpf, ypf) are (xh/w, yh/h). Therefore, by 
implementing the homogenization the pixel coordinates are given in the following: 
𝑥𝑝𝑓 =
𝑥ℎ
𝑤
=
𝑚11𝑋𝑊 +𝑚12𝑌𝑊 +𝑚13𝑍𝑊 +𝑚14
𝑚31𝑋𝑊 +𝑚32𝑌𝑊 +𝑚33𝑍𝑊 +𝑚34
 
 
4.30 
𝑦𝑝𝑓 =
𝑦ℎ
𝑤
=
𝑚21𝑋𝑊 +𝑚22𝑌𝑊 +𝑚23𝑍𝑊 +𝑚24
𝑚31𝑋𝑊 +𝑚32𝑌𝑊 +𝑚33𝑍𝑊 +𝑚34
 
 
4.31 
Now, seeking to find the perspective camera model we need simply to assume that ox= oy =0 
and sx=sy=1: 
𝑀𝑝 = [
−𝑓𝑟11 −𝑓𝑟12
−𝑓𝑟21 −𝑓𝑟22
𝑟31 𝑟32
−𝑓𝑟13 𝑓𝑅1
𝑇𝑇
−𝑓𝑟23 𝑓𝑅2
𝑇𝑇
𝑟33 −𝑅3
𝑇𝑇
] 
  
  4.32 
where 𝑅𝑖
𝑇 = [𝑟𝑖1, 𝑟𝑖2, 𝑟𝑖3], in order to check and verify the validity and correctness of the 
previous matrix: 
𝑀𝑝𝑃𝑤 = [
−𝑓𝑅1
𝑇 𝑓𝑅1
𝑇𝑇
−𝑓𝑅2
𝑇 𝑓𝑅2
𝑇𝑇
𝑅3
𝑇 −𝑅3
𝑇𝑇
] [
𝑃𝑤
1
] = [
−𝑓𝑅1
𝑇(𝑃𝑤 − 𝑇)
−𝑓𝑅2
𝑇(𝑃𝑤 − 𝑇)
𝑅3
𝑇(𝑃𝑤 − 𝑇)
] 
    
4.33 
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Where 𝑹𝒊
𝑻 is the ith row of the rotation matrix. 
After homogenization that (u, v) are point on image plane with any value of (xpf, ypf), and based 
on the relation between the coordinates of point P in real world (Pw) and camera coordinates 
(Pc) we get: 
𝑢 = −𝑓
𝑅1
𝑇(𝑃𝑤 − 𝑇)
𝑅3
𝑇(𝑃𝑤 − 𝑇)
= −𝑓
𝑋𝑐
𝑍𝑐
 
   4.34 
𝑣 = −𝑓
𝑅2
𝑇(𝑃𝑤 − 𝑇)
𝑅3
𝑇(𝑃𝑤 − 𝑇)
= −𝑓
𝑌𝑐
𝑍𝑐
 
   4.35 
Let us now consider and define that I(x, y) is the image plane frame. The coordinates of most 
left-bottom and most right-top points are (0, 0) to (263,167), respectively. The pose which is 
known as the (location and orientation) for the target ground robot is Pg = (xg, yg, θg) and the 
obstacle position is Po = (xo, yo, θo) in the image plane. Both the locations and the orientations 
are related to the projection point of blimp camera in the image plane as shown in Fig. 4.26 and 
Fig. 4.27 and they are given by the following: 
𝜃𝑔 = tan
−1 (
𝑥𝑔
𝑦𝑔
) 
 
4.36 
  
𝜃𝑜 = tan
−1 (
𝑥𝑜
𝑦𝑜
)       
4.37 
  
𝑑𝑔 = √𝑥𝑔2 + 𝑦𝑔2 
 
4.38 
 
  
𝑑𝑜 = √𝑥𝑜2 + 𝑦𝑜2 4.39 
 
  
𝑑𝑔
𝑜 = √(𝑥𝑜 − 𝑥𝑔)
2
+ (𝑦𝑜 − 𝑦𝑔)
2
        
 
4.40 
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𝜃𝑔
𝑜 = tan−1 (
𝑥𝑜 − 𝑥𝑔
𝑦𝑜 − 𝑦𝑔
) 
 
4.41 
Where dg is the distance of the ground robot center projection point with respect to blimp's 
camera projection point, do is the distance of obstacle projection point with respect to the 
blimp's camera projection point. Also, θg is the angle between the robot projection and blimp’s 
path projection, θo considers to be the angle between the obstacle projection point and blimp's 
path projection. 𝒅𝒈
𝒐  and 𝜽𝒈
𝒐  are the position and orientation of the robot with respect to the 
obstacle, respectively, in the image frame as shown in Fig. 4. 33. 
 
Figure 4. 35 Position of obstacle related to ground robot. 
Based on Eq. 4.34 and Eq. 4.35, the metric distance D between the ground robot and the 
obstacle is obtained as the following: 
𝐷 = |−
𝐻𝑏 . 𝑑𝑔
𝑜
𝑓
| 
   
 4.42 
Where Hb is the blimp altitude. Note that the operation here is mathematical multiplication. 
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4.3.3.     Blimp Robot Follows 3-D Aerial Object 
In this section, we present a visual servoing system in order to follow a 3-Dimentional (3D) 
aerial object by blimp robot. The proposed vision is designed by using SURF on the on-board 
navigation system to localize the 3D aerial target. In addition, the IPM has been used to allow to 
remove the perspective effect from the image and to remap the image into a new 2-D domain 
where the information content is homogeneously distributed among all pixels. Finally, we have 
made the correspondence relation between the location on the image plane and the location 
on real work field as it is shown in Fig. 4.34.  
 
Figure 4. 36 Coordinate of the flying object  related to Camera. 
Considering a flying object at a certain altitude Ho on the world space. The blimp robot has a 
certain known altitude Hb and far from the flying object with a distance D in ground plane as 
shown in Fig 4. 35. The 3D object projection on the image plane defined by its center point in     
(xo, yo) plane with polar coordinate ( r, ɸ ). 
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Figure 4. 37 IPM transformation between the two objects 
In fact, the perspective view of the captured image has some distortions than the actual shape 
of the space in ( Xw, Yw, Zw) world coordinate. The angle of view and the distances of the object 
from the camera contribute to associate different information to each pixel of the image. 
Hence, this image needs to go through a pre-processing step to remedy this distortion by using 
the transformation technique IPM. The distance between the blimp robot and the object on the 
ground plane is D which is very important here to feedback to the controller system. By 
assuming that the two object fly in parallel planes, the projection of D line has the same length 
on the 3D object plane which is also D. As it is shown in Fig. 4.35, the difference between the 
two planes is H and the rotation value which is the translation along the camera optical axis is 
θ. However, the use of single camera which is mounted on the gondola does not provide the 
depth information about this object because the non linearity between the object position in 
the image plane and its position in the 3D object plane as well as in the real world plane. The 
transforming of the image could remove the non linearity of these distances which can be 
obtained by implemented IPM.  
To verify the proposed vision system, several experiments of the complete system were 
conducted. During these experiments the blimp robot was flying at a certain altitude as well as 
the 3D objects move in the 3D object plane with constant altitude. In addition, the 3D object is 
static at a certain altitude and fixed distance from the blimp in some tests. The target would be 
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localized, detected and identified and tracked by the blimp vision system. Based on the vision 
data, the vectorization angle for the main propellers and the yaw angle were controlled to 
follow the target and kept it in a certain position in the image as well as in a certain distance 
from the blimp. Fig. 4.36 is illustrating the angle between the blimp and the target obtained 
from 2 tests ( data 1 and data 2). When the blimp detects the target, the control will change the 
yaw angle for the blimp robot in order to get the target at the center line of the image. In test 1 
the target was fixed and the blimp robot changes the orientation to get the target at the center 
of the image. However, in test 2 the target was moving and changing the direction over time 
that is explaining why the angle between the target and the center line of the image was zero 
at 97 seconds then when the target moves away the controller succeeds to make it at the 
center line of the image at approximately 190 seconds. 
 
Figure 4. 38 Angle between target, blimp and image’s centre. 
Fig. 4.37 and Fig. 4.38 show the blimp behavior in order to control the yaw angle and the 
vectorization angle to detect the target, follow, and get it at the center line of the image. Fig. 
4.37 shows the angle between the blimp and target. It is obvious that when the blimp robot 
detects the target, it will change the orientation in order to put the target at the center line of 
the image (zero angle). The distance between the blimp and the object is illustrating in Fig. 
4.38. It is clearly that when the blimp robot detects that target, it will fly toward the target in 
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order to keep it at a certain distance. We assume in this experiment that the target is static at a 
certain position from the blimp. The blimp vision system detects and flies toward the target, 
then, the engine will stop and the blimp stop moving at a certain distance which is here 130 cm.  
 
Figure 4. 39 Angle between target, blimp and image’s centre. 
 
Figure 4. 40 Distance between target and  blimp. 
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4.4 Conclusions 
This chapter has presented the visual processing techniques and algorithms used on the 
development of the thesis. These techniques include visual algorithms for features detection, 
tracking and localizing based on images features based on SURF algorithm by considering some 
criteria such as speed, robust against noise and good detection in scale or rotation invariants. 
These features might be used for blimp robot control (servoing visual control) as well as to 
guide a ground robot to navigate safety in the unknown environments. By implementing IPM 
algorithm we could obtain the distances between the blimp robot and the target and these 
information will provide the servoing control with inputs in order to control the behavior of the 
blimp robot during the missions. 
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Chapter 5 Experiments and Results 
 
In this chapter, the results of designing the blimp robot, computer vision approaches, intelligent 
fuzzy sets model, fuzzy controllers as well as the multi-target tracking results are discussed. The 
experiments are performed to test the capability of the approaches that have been described in 
the previous chapters. The stability issues for the visual control (servoing control) has been 
studied well and could be considered as solved in this thesis. This is due to the fact that the 
prediction vision information has been corrected by fuzzy sets and the embedded vision system 
plays a significant role in order to obtain these data to feed the visual control. In addition, the 
vision algorithm has been designed by using new features descriptors (SURF and IPM). In 
addition, in order to increase the robustness of this vision algorithm the RANSAC algorithm was 
implemented. 
Because the performance, high robustness and reliability are generally required in high level 
controls, it thereby requires new developments on computer vision techniques and control 
algorithms to fulfill several specifications such as to improve the blimp robot capabilities during 
missions. The blimp overall control system architecture is shown in Fig. 5.1. The flight control of 
the blimp robot divided into three main parts to control the main behaviors of the blimp robot 
(altitude, avoid obstacles as well as detect and follow target in the environment). More details 
about the fuzzy controllers including the initial membership functions, the optimized 
membership functions, and the optimized rules for each controller could be found in Appendix 
D. 
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Figure 5. 1 Overall blimp control system architecture. 
5.1 Fuzzy Set Model for Blimp's Navigation 
The control system for the autonomous blimp was designed basically to keep the blimp 
navigating with maintaining the desired horizontal speed, avoid obstacles with reference 
altitude. During the navigation if the blimp detects an obstacle the control system attempts to 
change the angle of the propellers main motors [210].  
5.1.1     Fuzzy Sets Model for the Ultrasonic Sensors 
Due to its operation in three dimensions and non-linearity of propellers action, the navigation 
blimp software provided limited autonomous operation of the blimp. The whole blimp 
structure is demonstrated in Fig. 5.2. Indeed, if the blimp navigates from position A forward to 
position B, the distance between the blimp and the objects is not accurate since the SRF02 
sensors have some limitations and drawbacks. In addition, the blimp navigates with view angle, 
so for more accurate distances between the blimp and any obstacle an optimization process is 
needed. Even though such sensors are able to give required information with fast response 
time, but they have some limitations due to some characteristics that might affect their 
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performance such as angular uncertainty β, false reflection, and radial error Ԑ. While the β may 
happen due to the view angle between the sensor and the obstacle, the radial error comes 
from the beam width of the sensor. 
 
Figure 5. 2 Blimp structure and coordinate. 
 
Several experiments had been done to test the behaviors and the characteristics of SRF02 
sensors. Fig. 5.3 A, B and C show the effect of the radial error and the range of view with 
different distances. The study aims to find the effect of the blimp's view angle and the distance 
between the blimp and object. First, the experiments are designed and implemented in the RST 
department to collect the sensors information and data for several distances and angles; then 
analyzed these data to find and design possibility histograms and then transferred them to 
propose a fuzzy knowledge base for the system ( fuzzy membership function). Four ultrasonic 
sensors have been mounted on the metal-light arc on front of the gondola. The front sensors 
S1, S2, S3, S4 provide the distance readings D1, D2, D3, D4. By studying the relation between 
[{S1,S2}, {S2,S3}, {S3,S4}] and the view angle β=[0o, 22.5o], it is clearly obvious that the smallest 
distance reading is the one with the smallest angle view. For simplicity, we will study the 
relation between S1 and S2 to obtain the possibilities histograms. Then, the possibilities 
distributions results can be generalized for any two adjacent sensors {(S2, S3), (S3, S4)}. Fig. 5.4 
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shows the three possibilities between the two sensors. The three possibilities of view angel are 
summarized in Table 5.1. 
 
Figure 5. 3a Radial imprecision obtained from various view angle and distances A. 
 
 
Figure 5.3B    Radial imprecision obtained from various view angle and distances B. 
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Figure 5.3C   Radial imprecision obtained from various view angle and distances C. 
 
 
Figure 5. 4 The possibility cases between any adjacent two sensors. 
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Possibilities Shortest Distance View Angle 
1 D1 Β=β1-6.75 
2 D1=D2 Β=β1-9, Β=β2+9 
3 D2 Β=β2+6.75 
Table  5.1    Possibilities between two sensors. 
Now, based on the collected data and then the possibilities cases analysis, we might easy 
represent β by possibility distributions πD(β) as they given and summarized in Table 5.2. Table 
5.3 demonstrated the support and core parameters for the new possibilities histograms or 
more precisely the trapezoidal membership functions. Then, three membership functions were 
modeled as shown in Fig. 5.5, Fig. 5.6 and Fig. 5.7. 
Case ΠD=0 ΠD=1 ΠD=]0, 1[ 
1 (β1,∞) ᴗ (β1-11.25, -∞) (β1-6.75, β1-9) (β1, β1-6.75) ᴗ (β1-9, β1-11.25) 
2 (β1-6.75,+∞) ᴗ (β1-11.25, -∞) (β1-9) or (β2+9) (β1-9, β1-11.25) ᴗ (β1-6.75, β1-9) 
3 (β2,-∞) ᴗ (β2+11.25, ∞) (β2+6.75, β2+9) (β2, β2+6.75) ᴗ (β2+9, β2+11.25) 
Table  5.2    The possibilities distribution of uncertainty in the view angle. 
Support A Core A µβ 
(β1, β1-11.25) (β1-6.75, β1-9) {0, -6.75, -9, -11.25} 
(β1-6.75, β1-11.25) (β1-9, β1-9) {-6.75, -9, -9, -11.25} 
(β2, β2+11.25) (β2+6.75, β2+9) {11.25, 9, 6.75, 0} 
Table  5.3    Support, Core and membership function for the three cases. 
 
 
Figure 5. 5 Fuzzy membership functions case 1 
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Figure 5. 6 Fuzzy membership functions case 2. 
 
Figure 5. 7 Fuzzy membership functions case 3. 
Therefore, to find the shortest distance (SD) we should take into account two points. First, we 
must rotate the reading distance (RD) from sensors to the original axis coordinate (x, y, and z). 
Second, depend on the range of view the final shortest distance must take into account the 
radial error  . However, the real distance belongs to an interval within a known possibility by 
using 𝑆𝐷𝑥 = [𝜀 ± 𝑅𝐷] cos(|𝛽|) and 𝑆𝐷𝑦 = [𝜀 ± 𝑅𝐷] sin(|𝛽|). However, the experiments data 
shows the values of these errors related to the range of view. As a result, these errors can be 
reduced and modeled by fuzzy sets and possibility distributions as it is shown in Table 5.4. The 
vectors of endpoints, cores and support for possibilities distribution are shown in Table 5.5. 
Ai Si 
𝑨𝟏 = 〈[𝟎, 𝟏], [𝟏, 𝟑], [−𝟏, 𝟒]〉 𝑺𝟏 = {[𝟎, 𝟏] = 𝟎. 𝟐𝟓, [𝟏, 𝟑] = 𝟎. 𝟐𝟓, [𝟎, 𝟑] = 𝟎. 𝟐𝟓, [−𝟏, 𝟒] = 𝟎. 𝟐𝟓} 
𝑨𝟐 = 〈[−𝟏, 𝟒], [𝟎, 𝟓], [𝟐, 𝟕], [𝟑, 𝟏𝟎]〉 𝑺𝟐 = {[−𝟏, 𝟒] = 𝟎. 𝟐𝟓, [𝟎, 𝟓] = 𝟎. 𝟐𝟓, [𝟐, 𝟕] = 𝟎. 𝟐𝟓, [𝟑, 𝟏𝟎] = 𝟎. 𝟐𝟓} 
𝑨𝟑 = 〈[𝟑, 𝟏𝟎], [𝟒, 𝟏𝟏], [𝟓, 𝟏𝟏]〉 𝑺𝟑 = {[𝟑, 𝟏𝟎] = 𝟏/𝟑, [𝟒, 𝟏𝟏] = 𝟏/𝟑, [𝟓, 𝟏𝟏] = 𝟏/𝟑} 
Table  5.4     Frequency data analysis. 
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𝑬𝒊
𝑳 𝑬𝒊
𝑹 𝑪𝒊(𝝅) 𝑺𝒖𝒑𝒑𝒊(π) 
{−𝟏, 𝟎, 𝟎, 𝟏} {𝟏, 𝟑, 𝟑, 𝟒} [𝟏, 𝟏] [{−𝟏, 𝟎}, {𝟎, 𝟏}, {𝟏, 𝟏}, {𝟏, 𝟑}, {𝟑, 𝟒}] 
{−𝟏, 𝟎, 𝟐, 𝟑} {𝟒, 𝟓, 𝟕, 𝟏𝟎} [𝟑, 𝟒] [{−𝟏, 𝟎}, {𝟎, 𝟐}, {𝟐, 𝟑}, {𝟑, 𝟒}, {𝟒, 𝟓}, {𝟓, 𝟕}, {𝟕, 𝟏𝟎}] 
{𝟑, 𝟒, 𝟓} {𝟏𝟎, 𝟏𝟏, 𝟏𝟏} [𝟓, 𝟏𝟎] [{𝟑, 𝟒}, {𝟒, 𝟓}, {𝟓, 𝟏𝟎}, {𝟏𝟎, 𝟏}] 
Table  5.5    Possibilities information analysis. 
The histograms are shown in Fig. 5.8a which can be converted to fuzzy membership functions 
as it is shown in Fig. 5.8b. Therefore, the fuzzy sets model can correct and optimize the sensors 
reading as it is shown in Fig. 5.9. 
 
Figure 5. 8 Membership functions for redial imprecision. 
 
Figure 5. 9 Fuzzy Set model Outputs. 
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5.1.2     Fuzzy Logic Navigation Controller 
For this blimp system, a second-layer fuzzy logic controller has been designed and 
implemented. The first layer fuzzy controls are using the fuzzy sets model to find the shortest 
distances between the blimp robot and any objects in the space as it was described in the 
previous section. The second layer actually uses the outputs of the sub-controllers as the inputs 
of the combined controllers which generate the main behaviors to ensure safe autonomous 
navigation of the blimp. The most important behavior of a robot is the obstacle avoidance. The 
object of such controller is to keep the blimp navigates with a safe distance from any frontal 
obstacles or targets. The collision avoidance control have ability and capable to control main 
propellers motors and then the blimp actions to change the direction when the blimp sensors 
detects an obstacle at a critical known distance. The controller has two inputs and one output 
as it is illustrating in Fig. 5.10. The first input is the error (the difference between the required 
avoidance distance Xref and the shortest distance Xshortest), the second input is the horizontal 
velocity Vx and the output is the angle of the main propellers.  
 
Figure 5. 10 Fuzzy control for avoid obstacles. 
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Figure 5. 11 Behavior of the fuzzy collision avoidance controller. 
Fig. 5.11 shows the behavior of the blimp with constant horizontal velocity in two different 
tests using the fuzzy sets model or without fuzzy sets model. We need to mention here that the 
conditions for both tests were the same. The blimp was flying toward the wall in the RST Lab. 
When the blimp robot obtains or reaches to close and small distance ( point A and C) from the 
wall which is here 18 cm (the green line), the horizontal velocity or horizontal speed will be 
reduced by the fuzzy control. The fuzzy control aims to change the vectorization angle so the 
blimp flies backward (point B and D) to stay away from the obstacle (wall) and so on. The 
altitude fuzzy controller in the blimp had two inputs: altitude error and current vertical velocity 
VZ as it is shown in Fig. 5.12. For any amount of changes in the height or altitude errors that 
leads to be an indicator that whether the blimp is approaching the reference height or it is 
flying (or landing) away. The fuzzy controller output here is the voltage of main two propellers 
that is mounted on gondola.  
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Figure 5. 12 The fuzzy altitude controller. 
Therefore, several tests and experiments were carried out in the RST Labs to check the altitude 
fuzzy controller. Whilst the blimp robot starts flying from 0m (the ground) to the reference 
altitude which varies depending on the designer's choice, the results of these tests led to good 
results and performance with different circumstances. Fig. 5.13, Fig. 5.14 and Fig 5.15 show the 
fuzzy altitude control behaviors for the blimp in three experiments with slight oscillations and 
deviations from the required altitude 100cm. In test 1 and test 2 the blimp was flying from the 
ground to reach 100cm then it detected the target and flew toward the target which explains 
the deviation and the oscillations in these figures. In addition, it reached the desired height for 
both tests at 9 seconds and 17 seconds, respectively. However, in test 3 the blimp robot detects 
the target before it reaches 100cm and it starts flying toward the target and during the mission 
it reached the desired altitude after 37 seconds. 
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Figure 5. 13 Behavior of fuzzy altitude controller Test1. 
 
Figure 5. 14 Behavior of fuzzy altitude controller Test2. 
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Figure 5. 15 Behavior of fuzzy altitude controller Test3. 
5.2 Visual Servoing Controller 
The visual references on the image plane to directly command the blimp robot to continuously 
follow aerial object moving target or ground robot target. These controllers use the principles 
of visual servoing theory. The visual servoing was divided into four main parts. The first one is 
the SURF detection and localization algorithm which is presented in chapter 4. The second, is 
the fuzzy sets model to correct the prediction visual information of the SURF outputs, then, 
provide them to low level control inputs. Finally, visual control which was employed by fuzzy 
control in order to control the vectorization angle of main propellers and the yaw angle for the 
blimp robot. 
5.2.1     Fuzzy sets model for following Ground Robot. 
As it was described in the chapter four, vision system had been designed to follow ground robot 
target by the blimp. The control strategy here are depending on the visual data which were 
obtained from the vision sensor to achieve high performance behaviors and to approach the 
main goals of the blimp by finishing the navigation tasks and missions successfully. The vision 
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feedback was optimized also by the fuzzy sets model to correct the prediction position 
information, then it is integrated with the blimp's flight control system to guide it to follow the 
ground robot as it is shown in Fig. 5.16. 
 
Figure 5. 16 Fuzzy visual servoing controller. 
Therefore, in order to correct the prediction position information from SURF algorithm, a fuzzy 
sets model was needed. Eight tastes and experiments were carried out on the RST Labs to study 
the effect of the distance between target and the camera as well as the angle between both of 
them as it is shown in Fig. 5.17. Therefore, we collected the general measuring data obtained 
from the camera for different distances and angles (r, φ). Then, these information was analyzed 
to propose possibilities histograms. These histograms will be transferred to fuzzy membership 
functions and fuzzy sets model. The distance takes range [20,168] in pixels and the angle [-
1.571, 1.571] in radians. In each case the polar coordinate information were recorded. A 
summary of these experiments and the errors are given in Table 5.6. Each reading denotes by 
(r, φ). For simplicity, if we assume that the r value is 120 pixels, then we can observe that the 
target has a distance between (r+0) and (r+2) or (r-2) and (r+1). As we have described 
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previously, the frequency distributions of these data were categorized into four main groups as 
it is summarized in Table 5.7. The data were categorized based on the range of the errors in 
pixels. For example, the distances range within [20-40] and [40-60] have approximately the 
same intervals errors [-5,0] and [-4,0], respectively .Hence, the measurement record set  𝑨 and 
random set S have been found. Because these data are fuzzy intervals, we could find the core 
and support of them as it is summarized in Table 5.8. 
 
Figure 5. 17 Experiment to study the camera behaviors. 
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r (Pixels) φ Error ξ ( Pixels) 
[20-40] [-1.571, 1.571] [-5,0] 
[40-60] [-1.571, 1.571] [-4,0] 
[60-80] [-1.571, 1.571] [-3,1] 
[80-100] [-1.571, 1.571] [-3,1] 
[100-120] [-1.571, 1.571] [-2,1] 
[120-140] [-1.571, 1.571] [0,2] 
[140-160] [-1.571, 1.571] [1,3] 
[160-168] [-1.571, 1.571] [1,4] 
Table  5.6    Error analysis. 
Data  Ai Si 
[20-60] <[-5,0],[-4,0]> {[-5,0]=0.5, [-4,0]=0.5} 
[60-100] <[-3,1],[-3,1]> {[-3,1]=0.5, [-3,1]=0.5} 
[100-140] <[-2,1],[0,2]> {[-2,1]=0.5, [0,2]=0.5} 
[140-168] <[1,3],[1,4]> {[1,3]=0.5, [1,4]=0.5} 
Table  5.7     Frequency data analysis 
Ei L EiR Ci(π) Suppi(π) 
{-5,-4} {0,0} {-4,0} {(-5,-4), (-4,0)} 
{-3,-3} {1,1} {-3,1} {(-3,1)} 
{-2,0} {1,2} {0,1} {(-2,0), (0,1), (1,2)} 
{1,1} {3,4} {1,3} {(1,3), (3,4)} 
Table  5.8    Possibilities data analysis 
 
The possibilities histograms for the data as shown in Fig. 5.18-top can be transferred to fuzzy 
membership functions as shown in Fig. 5.18-down without any changes. 
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Figure 5. 18 Possibilities distribution and membership functions. 
 
The experimental results in Fig. 5.19 to Fig. 5.22 indicate that the fuzzy sets model could correct 
the prediction position information for the SURF algorithm slightly. However, the model is 
pretty good in optimization when the values of prediction are outliers and have no sense. Fig. 
5.19 was obtained from 500 frames ( images) to find 500 readings for the distance r (in pixels). 
The distance here was fixed distance which is the mean value. Fig. 5.20 and Fig. 5.21 indicate 
that the fuzzy sets model could correct the predicted values of the distance r while the target 
was moving away from the vision sensor. Range 1 is the minimum value in pixels that the vision 
sensor can read and Range 2 is the maximum value. Fig. 5.22 is illustrating the difference 
between SURF algorithm output and the SURF optimized output by fuzzy sets model that aims 
to correct the distance and angle values which are obtained from the SURF. It is clearly obvious 
that the fuzzy sets model could correct the information especially when they are outliers as it is 
shown in point A, B, and C in this figure. 
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Figure 5. 19 Test results for fuzzy set model for fixed distance. 
 
Figure 5. 20 Test 1 results for fuzzy set model for different distances (r). 
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Figure 5. 21 Test 2 results for fuzzy set model for different distances (r). 
 
Figure 5. 22 Test results for fuzzy set model for different angles. 
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In order to verify the proposed vision system, several experiments of the complete system were 
conducted. Some examples of the target tracking are shown in Fig. 5.23, Fig. 5.24, and Fig. 5.25. 
After the vision algorithm detects the target and estimates the inputs for the control, the 
controller could change the vectorization angle depending on the distance between the target 
projection point and the blimp projection point on the image plane. In Fig. 5.23 and Fig. 5.24 
when the blimp detects and identifies the target which is away from the blimp 100 pixels 
(approximately 200cm) on the image coordinate, the blimp will change the vectorization angle 
and moves toward the target to reduce the distance between both of them. When the distance 
becomes 50 pixels ( approximately 100cm), the blimp robot will stop and the vectorization 
angle will get 90 degree. Fig. 5.25 is illustrating the test when the blimp flies to the target which 
is away 200 pixels (400cm) and stops when it reaches a distance about 200cm. The green lines 
in these figures show the desired distance that we want the blimp to achieve when it gets close 
to the target and the red lines are the distance measured by the vision sensor. The angle 
between the target projection point, blimp and the image’s centre is shown in Fig. 5.26. The 
target was moving in the environment and the blimp robot tries keeping the target at the 
center of the image which have been done approximately after 15 seconds from the starting of 
the mission. 
 
Figure 5. 23 Distance between target and blimp. 
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Figure 5. 24 Distance between target and blimp. 
 
Figure 5. 25 Distance between target and blimp. 
 
Figure 5. 26 Angle between target, blimp and image’s centre 
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Figure 5. 27 The sequence of images to detect ground robot. 
The sequence of images is taken from multi videos while the blimp robot detects, follows or 
lands on the ground robot are shown in Fig. 5 .27- Fig. 5. 31. Fig. 5. 27 shows the behavior of 
the SURF algorithm in order to identify, detect the ground robot target. Then, it uses 
homography to draw a box on the target object in order to find the center of the ground robot 
and the projection point of the camera on image plane then find the distances. It is clear 
obvious that the algorithm is stable and robust even the target distance and orientation are 
changing.  
In Fig. 5. 28 and Fig. 5. 29 the sequence of images is taken during the mission for the blimp 
robot to identify and track the target. When the blimp detects the target, it will change the 
orientation (Yaw angle) to keep the ground target at the center of the image plane then the 
controller will change the vectorization angle in order to fly toward the target. It is clear from 
this  sequence of images that the blimp succeeds reaching the target and keeps it in a certain 
distance.  
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Figure 5. 28 Blimp move to the detected target image sequences. 
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Figure 5. 29 Blimp robot detect ground robot. 
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Figure 5. 30 Blimp robot lands on the ground robot. 
 
In addition, Fig. 5.30 shows the behavior of the blimp robot for the landing mission. When the 
blimp robot controllers guide it to follow and reach the target, the landing will start and the 
blimp robot lands over the target as it is obvious shown in this figure. In Fig. 5. 31, the sequence 
of images is taken during the mission for the blimp robot to identify and track the target. When 
the blimp detects the target, it will change the orientation (Yaw angle) to make the ground 
target at the center of the image plane by using the visual Yaw fuzzy servoing controller. It is 
clear from the sequence of images that the blimp succeeds to change the orientation ( Yaw 
angle) after it reaches its desired altitude. 
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Figure 5. 31 Sequences image for changing Yaw angle for the blimp. 
5.2.2     Visual Fuzzy Control for Blimp to Follow 3D Aerial Object 
The visual servoing system in order to follow a 3-D aerial object by blimp robot was presented. 
First, the fuzzy Yaw controller has been presented to the blimp robot with two inputs and one 
output. The first input for this control is the angle computed value that is the differed between 
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the image center and the object center in the projection plane. The second input is the 
difference between the last two computed value (last two frames or last 2 images). The output 
of this controller is the voltage command for the rear motor for changing the heading position 
of the blimp. Six experiments were done to study the effect of the estimated angles on the rear 
voltage. The angle here is between the center of the image and the center of the projection 
point of the object on the image. The general measuring data were collected for different 
angles, then we analyzed these data to propose fuzzy sets model by using frequency and 
possibilities distribution. In each case the voltage information was recorded as well as the angle 
values. A summary of these experiments are given in Table 5.9. Then, the mathematical study 
and analyzing have been done on the obtained data  based on the frequency distributions of 
these information, then they are categorized into five main groups as it is summarized in Table 
5.10.  
Angle Rear Voltage  The Vector The Sets 
[-90,-80] [-1000, -820] <-1000, -820> {[-1000, -820]} 
[-80,-55] [-814, -451] <-814, -451> {[-814, -451]} 
[-55,-30] [-495, -257] <-495, -257> {[-495, -257]} 
[-30,-5] [-281, -15] <-281, -15> {[-281, -15]} 
[-5,5] [-10, 6] <-10, 6> {[-10, 6]} 
[5,30] [10, 246] <10, 246> {[10, 246]} 
[30,55] [257, 478] <257, 478> {[257, 478]} 
[55,80] [575, 772] <575, 772> {[575, 772]} 
[80,90] [880, 1000] <880, 1000> {[880, 1000]} 
Table  5.9     The empirical data. 
Data Ai Si 
[-90,-55] <[-1000, -820], [-814, -451]> {[-1000, -820] = 0.5, [-814, -451]= 0.5} 
[-55,-5] <[-495, -257], [-281, -15]> {[-495, -257] = 0.5, [-281, -15]= 0.5} 
[-5, 5] <[-10, 6]> {[-10, 6]=1} 
[5, 55] <[10, 246], [257, 478] > {[10, 246] = 0.5, [257, 478]= 0.5 } 
[55, 90] < [575, 772], [880, 1000]> { [575, 772] = 0.5, [880, 1000] = 0.5} 
Table  5.10     Frequency Distribution of the data. 
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E
L
 E
R
 Core Support 
[-1000, -814] [-820, -451] [-814, -820] {(-1000, -814), (-814, -820), (-820, -451)} 
[ -495, -281] [-257, -15] [-257, -281] {(-495, -281), (-281, -257), (-257, -15)} 
[ -10, 6] [-10, 6] [-10, 6] {(-10,6)} 
[10, 257] [246, 478] [ 246, 257] {(10, 257), (246,257), (246, 478)} 
[575, 880] [772, 1000] [ 772,880] {(575, 880), (772,880), (772, 1000)} 
Table  5.11     Histograms parameters. 
The possibilities histograms for the data as given in Table 5.11 and shown in Fig. 5.32 can be 
transferred to fuzzy membership functions as shown in Fig. 5.33. 
 
Figure 5. 32 The possibilities histograms for the yaw output. 
 
Figure 5. 33 Fuzzy membership Functions. 
The optimized and final membership functions are shown in Fig. 5.34. The optimization was 
done by using bacterial algorithm which will change the breakpoints for the left and right side 
of the trapezoidal membership functions. For example, the red membership function in Fig. 
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5.33 has four breakpoints [-1000, -820, -814, -451] and in Fig. 5.34 they became [-1000, -820, -
814, -185]. 
 
Figure 5. 34 Optimized membership functions for the output. 
Second controller is the vectorization fuzzy controller. For this controller, the first input is the 
estimated distances between the blimp and the 3D object target. The second input is the 
difference between the last 2 computed values or last two measures. Then, the output is the 
vectorization angle for the main propellers. Same procedures were done here in order to design 
the fuzzy membership functions for the vectorization angle by studying the effect of the 
distances. The empirical data, the analysis as well as the histograms parameters are given in 
Tables 5.12, 5.13, and 5.14. The possibilities histograms, fuzzy membership functions as well as 
the optimized membership are shown in Fig. 5.35, 5.36 and 5.37, respectively. 
First input 
( Distance) 
Vectorization 
Voltage 
The  
Vector 
The  
Sets 
[120,160] [-232,-98] <-232,-98> {[-232,-98]} 
[160,200] [-114,5] <-114,5> {[-114,5]} 
[200,240] [-17, 30] <-17, 30> {[-17, 30]} 
[240,280] [0, 123] <0, 123> {[0, 123]} 
[280,320] [100, 204] <100, 204> {[100, 204]} 
[320,360] [228, 317] <228, 317> {[228, 317]} 
[360,400] [325, 435] <325, 435> {[325, 435]} 
[400,440] [474, 552] <474, 552> {[474, 552]} 
[440,480] [664, 720] <664, 720> {[664, 720]} 
Table  5.12    The empirical data. 
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Data Ai Si 
[120,200] <[-232,-98], [-114,5]> {[-232,-98] = 0.5, [-114,5]=0.5} 
[200,240] <[-17, 30]> {[-17, 30] = 1} 
[240,320] <[0, 123], [100, 204] > {[0, 123] = 0.5, [100, 204]= 0.5} 
[320, 400] <[228, 317], [325, 435]> {[228, 317]= 0.5, [325, 435] = 0.5} 
[400, 480] <[474, 552], [664, 720]> {[474, 552] = 0.5, [664, 720] = 0.5} 
Table  5.13      Frequency distribution of the data. 
EL ER Core Support 
[-232, -114] [-98, 5] [-98,-114] {(-232, -114), (-98,-114), (-98, 5)} 
[-17, 30] [-17, 30] [-17, 30] {(-17, 30), (-17, 30), (-17, 30)} 
[0, 100] [123, 204] [123, 100] {(0, 100), (123, 100), (123, 204)} 
[228, 325] [317, 435] [317,325] {(228, 325), (317,325), (317, 435)} 
[474, 664] [552, 720] [552, 664] {(474, 664), (552, 664), (552, 720)} 
Table  5.14     Histograms parameters. 
 
 
Figure 5. 35 The possibilities histograms for the vectorization output. 
 
Figure 5. 36 The membership functions for output. 
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Figure 5. 37 The Final output membership functions. 
The blimp vision system detects and flies following the target. Then, the engine will stop and 
the blimp stop moving at a certain distance. The distance between the blimp and the target is 
shown in Fig. 5.38 and Fig. 5.40. When the blimp detects the target it will fly toward the target 
to reduce the distance from 450cm to 100cm and 120cm as it is shown in Fig. 5.38 and Fig. 5.40, 
respectively. Fig. 5.39 and Fig. 5.41 show the blimp behavior in order to control the yaw angle 
and keep the object at the center of the image. Also, the sequence of images for the 
experiments is shown in Fig. 5.42. During this sequence of images the blimp robot could 
identify and detect the 3D object which is here another gondola fixed at a certain distance 
(Right side). When the blimp detects the target, it will change the orientation (Yaw angle) to 
keep the 3D object target at the center of the image plane then the controller will change the 
vectorization angle in order to fly toward the target. It is clear from this figure that the blimp 
succeeds to reach the target and to keep it in a certain distance. On the Top-Left side, 3D aerial 
object (Gondola) was moving from place to another while the blimp robot keeps to detect and 
to fly toward this object during the mission. Fig. 5.43 is illustrating the Gondola ( 3D aerial 
object) in case it is mounted and fixed at a known height and certain distance or in case it is 
carrying by hands to check the validity of the algorithm and the controller when the object is 
moving. 
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Figure 5. 38 Estimated distances between the blimp and the target. 
 
Figure 5. 39 Angle between target, blimp and image’s centre. 
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Figure 5. 40 Estimated distances between the blimp and the target. 
. 
Figure 5. 41 Angle between target, blimp and image’s centre. 
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Figure 5. 42 Sequences images of the experiment. 
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Figure 5. 43 3D aerial object ( fixed in right side, moves in left side). 
5.3 Localize the multi targets 
Target localization is one of the most important aspects in robot researches. Since it is not 
possible to estimate target height (in case the targets are aerial robots) with single sensor due 
to observability problem, we combined the information from two or more sensors. In order to 
study the effect of number of sensors and minimize the number to localize the robots targets in 
the environment, the number of sensors was changed from 5 to 17 square sensors as it was 
described in Chapter 3. As it is shown in Fig. 5.44- Fig. 5.48, whilst the number of sensors 
increased, the estimated locations are increased. In Fig. 5.44 the two targets have real locations 
that are plotted by red color for 3 different locations. In this estimation process the number of 
sensors was 25 sensors ( 5 square sensors). For target 1 the locations are {(25, 25),(5, 5),(10, 
15)} whilst the estimated locations are the green lines which are {(26.07, 27.74),( 4.631, 
12.23),(6.997, 12.93)}. For target 2 the locations are {(-25, -25),(-5, 0),(-5, 5)} whilst the 
estimated locations are the green lines which are {(-26.47, -25.82),( -3.407, 1.327),(-2.891, 
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4.507)}. It is clear that with this number of sensors the estimations are pretty good but have the 
problem to estimate the locations with high performance. 
 
Figure 5. 44 Track two targets by 5 sensors. 
In Fig. 5.45 the two targets have real locations that are plotted by red color for 3 different 
locations. In this estimation process the number of sensors was 64 sensors ( 8 square sensors). 
For target 1 the locations are {(25, 25),(5, 5),(10, 15)} whilst the estimated locations are the 
green lines which are {(25.39, 29.54),( 6.598, 4.715),(11.5, 13.42)}. For example, the error in 
target 1 location is {0.39, 0.54} for location one. For target 2, the locations are {(-25, -25),(-5, 
0),(-5, 5)} whilst the estimated locations are pretty good. It is clear that with this number of 
sensors the estimations are pretty good and better than using 5 square sensors but still there 
are some errors in the estimations as it could be seen from the figure. 
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Figure 5. 45 Track two targets by 8 sensors. 
In Fig. 5.46 the estimation process has been done on the same 3 different locations for each 
target. The difference here is that the Likelihood estimation has been processed by using 11 
square sensors ( 121 sensors were deployed on the ground). It is clear from this figure that the 
estimation is pretty good especially in finding the locations for each target in location 1. 
However, the estimator still has some slight errors in estimating all locations with high 
performance and efficiency. It can obviously notice that the location 3 for the target 2 supposed 
to be at (-5, 5), but the estimator has found that the location is (-7.27, 4.6). Moreover, Fig. 5.47 
is illustrating the estimated locations when we increased the number of sensors to 14 square 
sensors (196 sensors). The estimated locations were pretty better than before and the 
efficiency of the maximum likelihood estimator is increased. However, the third location for 
target 1 (10, 15) has been estimated to be (5.792, 15.18). In addition, in order to increase the 
efficiency for estimating the two targets the number of sensors that have been deployed on the 
ground have been increased to 17 square sensors (289 sensors) as it is shown in Fig. 5.48. It has 
been found that the estimated locations are pretty much better with this number of sensors 
and we can achieve pretty good locations.  
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Figure 5. 46 Track two targets by 11 sensors. 
 
Figure 5. 47 Track two targets by 14 sensors. 
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Figure 5. 48 Track two targets by 17 sensors. 
Moreover, Increasing the number of sensors will increase the efficiency of the estimator as it 
has been found in the previous figures. Hence, it is better to look for another process that can 
help us to measure the efficiency of the estimator and to find the optimal number of the 
sensors that can be deployed on the ground in order to find the locations for these targets. 
Therefore, the mean square error (MSE) of the Cartesian coordinates of each target location for 
different number of sensors has been calculated and compared to the CRLB. The mean square 
error in x, y, and z coordinates of target 1 has been plotted vs. the square root of total number 
of sensors in Fig.5.49, Fig.5.50, and Fig.5.51, respectively. On the other hand, the MSE in x, y, 
and z coordinates of target 2 has been plotted vs. the square root of total number of sensors in 
Fig.5.52, Fig.5.53, and Fig.5.54, respectively. From these figures, one can observe that the 
performance of the likelihood estimator approaches the CRLB for large WSNs. The locations of 
the 2 targets are assumed to be known T1 (40, 40, 4) and T2 (-40, -40, 3). To maximize the 
maximum likelihood function, particle swarm optimization (PSO) method is used. The obtained 
estimated locations of target 1 and 2 are, respectively; (36.2553, 38.4682, 3.3205) and (-
37.0593, -37.9490, 1.5082). Since the estimated distance between the two targets is a matter 
Development of Cooperation Between Flying Robot, Ground Robot and Ground Station with Fuzzy logic and 
Image Processing 
[2015] 
 
 
C
h
ap
te
r:
 E
xp
er
im
en
ts
 a
n
d
 R
es
u
lt
s 
181 
 
of interest in some applications, thus, after estimating the locations of the 2 targets, the 
estimated distance can be easily found. For the last example the real distance is 113.1415 
meters while the estimated distance is 105.9146 meters. Moreover, the Maximum Likelihood 
(ML) is a method used to estimate the location of target. As it is known that any estimating 
method like ML has certain precision, so there is some error in determining the locations. This 
error can be characterized by MSE. The MSE for ML and CRBL have been compared and it was 
found that they are approximately equal at 30 square root sensors (900 sensors) which indicate 
that adding more than this number of sensors to the environment will not increase the 
performance of the ML estimator. 
 
Figure 5. 49 Mean square error of x-Cartesian of target 1. 
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Figure 5. 50 Mean square error of y-Cartesian of target 1. 
 
Figure 5. 51 Mean square error of z-Cartesian of target 1. 
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Figure 5. 52 Mean square error of x-Cartesian of target 2. 
 
Figure 5. 53 Mean square error of y-Cartesian of target 2. 
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Figure 5. 54 Mean square error of z-Cartesian of target 2. 
 
5.4 Conclusion 
In this chapter, the design of fuzzy sets models in order to control the main behaviors of the 
blimp robot such as avoid obstacles, navigate in a certain altitude and also detect, localize and 
track targets are discussed. We have designed several fuzzy sets models in order to reduce the 
noise and drawbacks in the system's sensors. Then, multi- fuzzy controllers have been designed 
and implemented on the blimp robot to improve its ability to navigate in the environment and 
to finish the missions. Therefore, the combination between possibilities theory and fuzzy logic 
theory has been presented in order to design such models. They help us to solve the most 
important problem in the fuzzy methodology which is how to design the fuzzy knowledge base. 
Then, the bacterial algorithm was implemented on the fuzzy rules base in order to tune the 
membership functions and also to tune the rules. Many tests have been carried out to check 
the validity of the proposed controller and they show that the controller is robust and 
successful in all missions. On the other hand, the behavior of the SURF algorithm in order to 
identify, detect the target have been shown that it is robust and fast. Then, to validate the 
vision tracking as well as the intelligent control systems many experiments are done using 
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blimp robot and ground robot in the indoor environment in our department Labs. The 
experiment results show the robustly, validity and applicability of the presented algorithms for 
the system. In addition, tracking 3D object aerial also success and show good results. Finally, in 
order to detect and localize multi-targets WSNs has been presented. The maximum likelihood 
estimator has shown good results and performance in order to detect the targets in the 
environment. 
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Chapter 6 Discussion and Future Work 
 
In this last chapter, we present a summary of the accomplished work, highlighting its more 
relevant contributions of this dissertation. Then, we finish the chapter presenting a discussion 
towards the future directions and possibilities for this dissertation project. In this thesis, we 
decomposed the problem into four sub-problems: blimp localization, target tracking, 
cooperation, and finally the localization and tracking of the whole system based on WSNs. We 
addressed several key challenges for single target-based moving object tracking. First, how to 
separate the target (which can be aerial or ground target) from the motions of external objects, 
and how to detect and track complex moving objects. For this purpose, the computer vision 
methods algorithms for tracking is described, and the design of a fuzzy sets model and 
possibilities distribution filters to handle the noise and uncertainty of sensor inputs is 
presented. The uncertainty of target position estimation has been reduced using fuzzy sets 
model that are able to correct the prediction position information in the computer vision 
system. Then, the tracking strategy which is based on WSNs is presented to provide the 
information about the whole system and it is sufficient for such purposes. Unlike other works 
and researches, in this work we addressed the problem of estimating locations of different 
targets in 3D environment using maximum likelihood estimator. 
In chapter one, the motivation and research work scope regarding to the problem and its 
solutions are discussed. In chapter two, the literature reviews to identify what has been done 
before was presented. Then, it discussed the vision technology regarding to the target 
detection and tracking. In addition, the WSNs technology and its advantages for localization and 
tracking had been presented. Moreover, development of a cooperation between blimp and 
ground robots based on fuzzy logic and image processing is formulized in chapter three. 
Furthermore, intelligent control as well as navigation algorithms are designed to take the best 
to accomplish the tasks and added more challenges to the blimp. Therefore, the blimp system 
coped with these challenges and uncertainties in its location by using artificial system which 
could deal with noises and drawbacks. Then, we approached the challenge of setting up the 
autonomous blimp system. Thereto, we presented solutions for multi-problems: designed a 
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blimp system including appropriate hardware devices based on embedded system, introduced 
artificial intelligent methods for navigation and control, and presented artificial algorithms to 
deal with uncertainties, drawbacks and correct the sensors information. We would like to 
mention that we solved the most important problem in fuzzy control which is how to design the 
membership functions and the fuzzy base rules. We combined possibilities distribution theory, 
fuzzy sets and bacterial algorithm, then, designed the membership functions and the 
generalized modus ponens (Fuzzy rules base) as well as tuning the rules and delete ineffective 
rule. 
Moreover, we presented a solution for single robot-based tracking problem using flying robot 
(Blimp Robot). For this purpose, we presented the tracking, localization and object detection 
method using Speeded Up Robust Features SURF algorithm, then, the fuzzy sets models was 
implemented to handle the noise and uncertainty of the vision sensor. The Inverse Perspective 
Mapping IPM is also implemented in the blimp vision system in order to obtain the top down 
bird’s eye view. This helped to find the linearity relation between the metric distances in real 
world and pixels distances in the image plane. Then, this tracking method is used to estimate a 
projection model in the camera image space. The proposed methods have been implemented 
and tested in various indoor environments at RST Labs. 
6.1 Future Works 
Having stated what has been accomplished in this thesis, it is time to refer the future steps for 
this work. Perhaps the best starting point is to refer the possibilities for scalability and 
extendibility. About scalability, it was interesting to design blimp robot, then, design the 
navigation algorithms and fuzzy controllers systems. Furthermore, develop, implement and test 
the vision tracking and localization algorithms by using a team architecture using real robots 
(blimp and ground robot). The combination between possibilities distribution and fuzzy sets 
makes the system more robust and reliable.  
However, about extendibility, despite of many researches in the tracking, navigations and 
localization, the problem is not fully solved yet. The main problems and issues are solved for 
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indoor environment. For outdoor environment is still poses many challenges, furthermore the 
problem of illumination is still required more research works.  
There is also a need for a high performance and storage memory (SDRAM and NAND flash 
memory). This could be done by mounting another core device which could be used for large 
maps in case of study the simultaneous localization and mapping SLAM. Another camera  with  
higher field of view and resolution can also be used for further investigation. Therefore, the 
SURF algorithm could be used in SLAM. Then, the targets can be localized based on matching 
between images which are obtained from aerial and from the target. As a result, we can 
reconstruct the 3D map for the surrounded environment. 
Another important step towards the future is implementing another approach for WSNs. For 
localization multi targets based on WSNs, rather than using OOK to modulate the decisions, it 
might use another approach based on probability of the detecting sensors between [0, 1]. It 
could be used fuzzy logic to give each sensor's decision a degree of membership functions. This 
could increase the computational time, but it deserves a try as the estimations might be 
increased. The clustering and degrees of membership functions obtained from fuzzy might be 
used to find if the target are closing or going far from the fusion center. 
 
After stated the discussion and the future work, the last thing worth to include here is a quote 
from Lotfi Zadeh, the “Creator of Fuzzy Logic”. 
" I never dreamed that Fuzzy Logic would become a worldwide phenomenon. My expectations 
were much more modest." 
 
- Interview with Lotfi Zadeh, Creator of Fuzzy Logic, 1994 
 
 
 
 
 
 
 
 
Development of Cooperation Between Flying Robot, Ground Robot and Ground Station with Fuzzy logic and 
Image Processing 
[2015] 
 
 
C
h
ap
te
r:
 A
p
p
en
d
ix
 A
 
189 
 
Appendix A 
OpenEmbedded and Gumstix Boards 
The products in the Gumstix Overo are divided into two parts. First, the computer-on-module 
(Gumstix Overo Air COM) which is a tiny and small size similar to the small battery. Second, 
Summit Overo Board which provides the connectors needed for I/O functions. Despite the small 
size, the combination between them will perform like a full Linux computer and can be re-
programmed to perform and to obtain several and variety functions in any applications area 
such as access control, location tracking, and robotics. There is a 27-pins cable connector 
mounted on the top side of Gumstix to mount Caspa camera board [211, 212]. 
 
Figure A-A1    Summit board, Gumstix Overo, Caspa Camera ( left-right). 
 
Figure A-A2    Caspa camera mounted to Gumstix Overo Air. 
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The main features of an Overo Air includes the following [211, 212]: 
 
Figure A-A3    The specifications of the Gumstix Overo Air. 
Test the reliability using US MIL-STD-810F Testing  
The MIL-STD-810F tests series have been done on Overo which are approved that it could be 
used by all departments and agencies of the United States Department of Defense (DoD). These 
tests results proved the robustness of the dual { 70-pins and the 27-pins connectors} of the 
Overo COM mechanical design [212]. The Gumstix tests performed by simulated vibration for 
the equivalent of 1,642,500 kilometers. This test is simulated on a “Diesel Engine Road Vehicle” 
that moved on an assortment of road surfaces [212]. 
 
Development of Cooperation Between Flying Robot, Ground Robot and Ground Station with Fuzzy logic and 
Image Processing 
[2015] 
 
 
C
h
ap
te
r:
 A
p
p
en
d
ix
 A
 
191 
 
OpenEmbedded Development Environment 
It is better to give the brief description about OpenEmbedded and BitBake [213, 214]. 
OpenEmbedded is the build framework for embedded Linux and it offers a cross-compile 
environment which can allow designers to create a complete Linux distributions for embedded 
systems. Indeed, the Gumstix Company had implemented the OpenEmbedded build 
environment for developers to program in Linux or to develop their embedded applications. 
Without any charge or license fee, we can use the OpenEmbedded packages management tools 
to prebuilt hundreds binaries of open-source software packages. However, in order to modify 
the kernel, we need to access to an OpenEmbedded build environment. Therefore, to start our 
own environment we need to follow the steps and the instructions in the BitBake tutorial using 
these OpenEmbedded instructions. However, the Gumstix produces pre-built images for several 
Linux distributions systems for users to run on their systems. These can be downloaded for the 
Gumstix hardware includes Yocto project, Angstrom, Ubuntu and Android [211, 212]. Fig. A-A4 
shows the process to build the recent Linux distribution for Gumstix Overo Air. It starts by 
installing the necessary packages on a host PC computer which has the most recent Linux 
distributions. Then, following the tutorials from the OpenEmbedded and BitBake to create the 
root files system images [213, 214]. 
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Figure A-A4    The process to build recent Linux to Gumstix Overo Air. 
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Figure A-A5    The open Embedded System. 
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Figure A-A6    The Sketch diagram for Hardware. 
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Figure A-A7    The Arduino pins. 
 
 
Development of Cooperation Between Flying Robot, Ground Robot and Ground Station with Fuzzy logic and 
Image Processing 
[2015] 
 
 
C
h
ap
te
r:
 A
p
p
en
d
ix
 B
 
196 
 
Appendix B 
 
A.  Shneiderman Eight Golden Rules of Interface Design [215]. 
These are the eight rules which were obtained from the text designing the Graphical User 
Interface by Ben Shneiderman. These principles are derived from experience and applicable in 
most interactive systems. 
1.  Strive for consistency  
The consistent sequences of action are required in similar situations; identical terminology is 
used in menus, and help screens; and consistent commands could be employed throughout.  
2.  Enable frequent users to use shortcuts. 
Because the frequency of use increases, we might need to obtain some desires and objects for 
users such decreasing interactions number and increasing the interaction pace. Therefore, the 
function keys and the hidden commands are very helpful to any expert user. 
3.  Offer informative feedback. 
In frequent and minor actions, the response should be modest; whilst for infrequent and major 
actions, the response is more substantial. 
4.  Design dialog to yield closure. 
The actions sequences should be organized into groups for some essential purposes such as 
giving the operators the satisfaction of accomplishment, a sense of relief, and a clear indication 
to prepare for the next group of actions. 
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5.  Offer simple error handling. 
Because the user shall have serious errors, the designer of the system should take into account 
these errors so the system could have ability to be able to detect the errors and mistakes, and 
then offer method to handle these errors.  
6.  Permit easy reversal of actions. 
This step is done to encourage the exploration of unfamiliar options. The units of reversibility 
may be a single action or a complete group of actions.  
7.  Support internal locus of control. 
Because the operators always prefer the desire to be in charge with the system they work with 
and then that the system could easily respond to actions. Thus, we design a system that makes 
operators the initiators of actions rather than the responders. 
8.  Reduce short-term memory load. 
displays must be kept simple with multiple page displays. 
B.  Jacob Nielsen 10 Usability Heuristics [216]  
These are ten general principles for user interface design. 
1.  Visibility of system status 
The system should always keep operator informed about what is going on. 
2.  Match between system and the real world 
The system should show the information in familiar phrases to the user and make information 
appear in logical order.  
3.  User control and freedom 
Development of Cooperation Between Flying Robot, Ground Robot and Ground Station with Fuzzy logic and 
Image Processing 
[2015] 
 
 
C
h
ap
te
r:
 A
p
p
en
d
ix
 B
 
198 
 
Since the operator might choose some functions by mistake, the designer should take into 
account an emergency exit during the design. 
4.  Consistency and standards 
Operators might be not have to wonder if there is different words, or actions. Thus, follow 
platform conventions will help to do this.  
5.  Error prevention 
Check the error then present then to the users. 
6.  Recognition rather than recall 
The operator should not have to remember all information from one part to another. So 
instructions of the system should be visible or easily retrievable whenever appropriate.  
7.  Flexibility and efficiency 
The system should be easy and available to use for both inexperienced and experienced 
operators. 
8.  Aesthetic and minimalist design 
Dialogues don’t contain information that is irrelevant or rarely needed.  
9.  Help users recognize, diagnose, and recover from errors 
Error messages must be expressed in plain language to indicate the problem, and suggest a 
solution. 
10. Help and documentation 
It is very necessary to provide a help and documentation that is easy to search and not be too 
large. 
C.  The Gestalt Laws of Grouping [217] 
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The Gestalt laws includes several laws such as proximity, similarity, good continuation, closure, , 
common fate, symmetry, figure-ground, and periodicity. 
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Appendix C 
𝑱 = 𝑬{[−𝛁𝞱𝛁𝞱
𝑻 𝑙𝑛(𝑝(𝑼|𝜽))]} [168, 169] 
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2 
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𝜕𝑥𝑖
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×
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= 𝔙𝑘,𝑖𝒜𝑘(𝑥𝑘 − 𝑥𝑡,𝑖)
2
 
[
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𝜕𝑥𝑖
]
2
= −𝔙𝑘,𝑖𝒜𝑘(𝑥𝑘 − 𝑥𝑖)
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𝑛 𝑛2
8𝜋𝜎𝑘
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) − (
𝔙𝑘,𝑖𝒜𝑘(𝑥𝑘 − 𝑥𝑖)
2
[1 − 𝑄 (
 𝜏𝑘 − 𝐴𝑘(𝜽)
𝜎𝑘
)]
)}
𝑲
𝒌=𝟏
 
= −∑𝔙𝑘,𝑖𝒜𝑘(𝑥𝑘 − 𝑥𝑖)
2(
1
𝑄 (
 𝜏𝑘 − 𝐴𝑘(𝜽)
𝜎𝑘
)
+
1
[1 − 𝑄 (
 𝜏𝑘 − 𝐴𝑘(𝜽)
𝜎𝑘
)]
)
𝐾
𝑘=1
 
By symmetry: 
−𝑬 [
𝜕2ℒ(𝜽)
𝜕𝑦𝑖
2 ] = ∑𝔙𝑘,𝑖𝒜𝑘(𝑦𝑘 − 𝑦𝑖)
2(
1
𝑄 (
 𝜏𝑘 − 𝐴𝑘(𝜽)
𝜎𝑘
)
+
1
[1 − 𝑄 (
 𝜏𝑘 − 𝐴𝑘(𝜽)
𝜎𝑘
)]
)
𝐾
𝑘=1
 
−𝑬 [
𝜕2ℒ(𝜽)
𝜕𝑧𝑖
2 ] = ∑𝔙𝑘,𝑖𝒜𝑘(𝑧𝑘 − 𝑧𝑖)
2(
1
𝑄 (
 𝜏𝑘 − 𝐴𝑘(𝜽)
𝜎𝑘
)
+
1
[1 − 𝑄 (
 𝜏𝑘 − 𝐴𝑘(𝜽)
𝜎𝑘
)]
)
𝐾
𝑘=1
 
 
Elements (1, 2) and (2, 1) are the same. 
𝑬 [
𝜕2𝑙𝑛(𝑝(𝑼|𝜽))
𝜕𝑥𝑖𝜕𝑦𝑖  
] = ∑ ∑
−𝟏
𝑃(𝑢𝑘|𝑆𝑘)
𝑢𝑘={0,1}
𝑲
𝒌=𝟏
(
𝜕𝑃(𝑢𝑘|𝑆𝑘)
𝜕𝑥𝑖
𝜕𝑃(𝑢𝑘|𝑆𝑘)
𝜕𝑦𝑖
) +
𝜕2𝑃(𝑢𝑘|𝑆𝑘)
𝜕𝑥𝑖𝜕𝑦𝑖  
 
 
∑
𝜕2𝑃(𝑢𝑘|𝑆𝑘)
𝜕𝑥𝑖𝜕𝑦𝑖  
=
𝑢𝑘={0,1}
𝜕2
𝜕𝑥𝑖𝜕𝑦𝑖  
( ∑ 𝑃(𝑢𝑘|𝑆𝑘)
𝑢𝑘={0,1}
) =
𝜕2
𝜕𝑥𝑖𝜕𝑦𝑖  
(1) = 0 
  
𝑬 [
𝜕2𝑙𝑛(𝑝(𝑼|𝜽))
𝜕𝑥𝑖𝜕𝑦𝑖  
] = ∑ ∑
−𝟏
𝑃(𝑢𝑘|𝑆𝑘)
𝑢𝑘={0,1}
𝑲
𝒌=𝟏
(
𝜕𝑃(𝑢𝑘|𝑆𝑘)
𝜕𝑥𝑖
𝜕𝑃(𝑢𝑘|𝑆𝑘)
𝜕𝑦𝑖
) 
=∑
−1
𝑃(𝑢𝑘 = 0|𝑆𝑘)
(
𝜕𝑃(𝑢𝑘 = 0|𝑆𝑘)
𝜕𝑥𝑖
𝜕𝑃(𝑢𝑘 = 0|𝑆𝑘)
𝜕𝑦𝑖
) +
−1
𝑃(𝑢𝑘 = 1|𝑆𝑘)
(
𝜕𝑃(𝑢𝑘 = 1|𝑆𝑘)
𝜕𝑥𝑖
𝜕𝑃(𝑢𝑘 = 1|𝑆𝑘)
𝜕𝑦𝑖
)
𝐾
𝑘=1
 
= −∑𝔙𝑘,𝑖𝒜𝑘(𝑥𝑘 − 𝑥𝑖)(𝑦𝑘 − 𝑦𝑖) (
1
𝑄 (
 𝜏𝑘 − 𝐴𝑘(𝜽)
𝜎𝑘
)
+
1
[1 − 𝑄 (
 𝜏𝑘 − 𝐴𝑘(𝜽)
𝜎𝑘
)]
)
𝐾
𝑘=1
 
By symmetry 
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𝐸 [
𝜕2𝑙𝑛(𝑝(𝑼|𝜽))
𝜕𝑥𝑖𝜕𝑧𝑖  
] = −∑𝔙𝑘,𝑖𝒜𝑘(𝑥𝑘 − 𝑥𝑖)(𝑧𝑘 − 𝑧𝑖) (
1
𝑄 (
 𝜏𝑘 − 𝐴𝑘(𝜽)
𝜎𝑘
)
+
1
[1 − 𝑄 (
 𝜏𝑘 − 𝐴𝑘(𝜽)
𝜎𝑘
)]
)
𝐾
𝑘=1
 
𝐸 [
𝜕2𝑙𝑛(𝑝(𝑼|𝜽))
𝜕𝑦𝑖𝜕𝑧𝑖  
] = −∑𝔙𝑘,𝑖𝒜𝑘(𝑦𝑘 − 𝑦𝑖)(𝑧𝑘 − 𝑧𝑖) (
1
𝑄 (
 𝜏𝑘 − 𝐴𝑘(𝜽)
𝜎𝑘
)
+
1
[1 − 𝑄 (
 𝜏𝑘 − 𝐴𝑘(𝜽)
𝜎𝑘
)]
)
𝐾
𝑘=1
 
𝐸 [
𝜕2𝑙𝑛(𝑝(𝑼|𝜽))
𝜕𝑥𝑖𝜕𝑧𝑖  
] = −∑𝔙𝑘,𝑖𝒜𝑘(𝑥𝑘 − 𝑥𝑖)(𝑧𝑘 − 𝑧𝑖) (
1
𝑄 (
 𝜏𝑘 − 𝐴𝑘(𝜽)
𝜎𝑘
)
+
1
[1 − 𝑄 (
 𝜏𝑘 − 𝐴𝑘(𝜽)
𝜎𝑘
)]
)
𝐾
𝑘=1
 
𝐸 [
𝜕2𝑙𝑛(𝑝(𝑼|𝜽))
𝜕𝑦𝑖𝜕𝑧𝑖  
] = −∑𝔙𝑘,𝑖𝒜𝑘(𝑦𝑘 − 𝑦𝑖)(𝑧𝑘 − 𝑧𝑖) (
1
𝑄 (
 𝜏𝑘 − 𝐴𝑘(𝜽)
𝜎𝑘
)
−
1
[1 − 𝑄 (
 𝜏𝑘 − 𝐴𝑘(𝜽)
𝜎𝑘
)]
)
𝐾
𝑘=1
 
Other elements can be easily determined from these elements by exploiting the symmetry of 
the matrix. 
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Appendix D 
 
D1: Servoing Fuzzy Control 
A1- Follow Target Fuzzy Control :  
This controller has two inputs and one output. The membership functions for inputs and output 
for the vectorization angle controller are shown in Fig. W-1, Fig. W-2 and Fig. W-3, respectively. 
The first input is the distance between the blimp and the target projection point. It has seven 
linguistic variables (Nor: Normal, VS: very small, S: small, VM: very medium, M: medium, B: Big, 
VB: very big). The second input is the difference between the last two distances with five 
linguistic variables (VS: very small, S: small, Equ: equal, B: big, VB: very big). The output is the 
vectorization angle command with seven linguistic variables (Z: zero, VS: very small, S: small, M: 
Medium, VM: very medium, B: big, VB: very big). The initial rules were 35 rules as they are 
shown in the Table W.1. 
 
Fig. W-1.  The membership functions for input1. 
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Fig. W-2. The membership functions for input2. 
 
Fig. W-3. The membership functions for Output. 
Table. W-1. The Initial Fuzzy Rule Base. 
  In1 
 
 
 
In2 
 Nor VS S VM M B VB 
VS Z Z Z VS VM M B 
S Z Z VS VS VM B B 
Equal Z Z VS VS VM B VB 
B Z VS VS S VM B VB 
VB Z VS S S VM VB VB 
 
A2- Optimized Follow Target Fuzzy Control :  
The optimized membership functions for inputs and output for the vectorization angle 
controller are shown in Fig. W-4, Fig. W-5 and Fig. W-6, respectively. The optimized rules were 
25 rules as they are shown in the Table W-2. 
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Fig. W-4. The membership functions for input1  
 
Fig. W-5. The membership functions for input2.  
 
 
Fig. W-6. The membership functions for Output. 
Table. W-2. The Optimized Fuzzy Rule Base. 
  In1 
 
 
 
In2 
 Nor VS S VM M B VB 
VS Z Z VS X VM B X 
S Z Z VS X B B X 
Equal Z VS VS X B VB X 
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B Z VS VS X B VB X 
VB Z VS VM X B VB X 
 
It was found that the best fitness function value for 1000 generations =  0.5206. The fitness 
function is the absolute errors. 
 
Fig. W-7  Fitness function value. 
B1- Yaw Target Fuzzy Control :  
The membership functions for inputs and output for the yaw angle controller are shown in Fig. 
W-8, Fig. W-9 and Fig. W-10, respectively.. The first input is the angle between the target and 
the centre line of the image. It has seven linguistic variables (VL: very left, L: left, SL: small left, 
Z: zero, SR small right, R: right, VR: very right). The second input is the difference between the 
last two measurements with seven linguistic variables (VN: very negative, N: negative, SN: small 
negative, Z: zero, SP: small positive, P: positive, VP: very positive). The output is the yaw 
command with nine linguistic variables (VVL: very very left, VL: very left, L: left, SL: small left, Z: 
zero, SR: small right, R: right, VR: very right, VVR: very very right). The initial rules were 49 rules 
as they are shown in the Table W-3. 
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Fig. W-8. The membership functions for input1. 
 
Fig. W-9.  The membership functions for input2.  
 
Fig. W-10. The membership functions for Output.  
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Table. W-3. The Initial Fuzzy Rule Base. 
  In1 
 
 
 
In2 
 VL L SL Z SR   R VR 
VN VVL VVL L Z SR R VVR 
N VVL VL SL Z SR R VVR 
SN VVL VL SL Z SR R VVR 
Z VVL VL SL Z SR R VVR 
SP VVL VL SL Z SR R VVR 
 P VVL L SL Z R VR VVR 
 VP VVL L SL Z R VR VVR 
 
B2- Optimized Yaw Target Fuzzy Control :  
The optimized membership functions for inputs and output for the yaw  angle controller are 
shown in Fig. W-11, Fig. W-12 and Fig. W-13, respectively. The optimized rules were 35 rules as 
they are shown in the Table W-4. 
 
Fig. W-11. The optimized membership functions for Input1.  
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Fig. W-12. The optimized membership functions for Input2.  
 
Fig. W-13. The optimized membership functions for Output.  
Table. W-4. The Optimized Fuzzy Rule Base. 
  In1 
 
 
 
In2 
 VL L SL Z SR   R VR 
VN VVL X L Z SR X VVR 
N VVL X SL Z SR X VVR 
SN VVL X SL Z SR X VVR 
Z VVL X SL Z SR X VVR 
SP VVL X SL Z SR X VVR 
 P VVL X SL Z SR X VVR 
 VP VVL X SL Z SR X VVR 
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Fig. W-14    Fitness function value. 
The fitness function is the absolute error and it was found that the best fitness function value 
for 1000 generations =  1.4742. 
C1- Follow 3D Aerial Target Fuzzy Control :  
This controller has two inputs and one output. The membership functions for inputs and output 
for the vectorization angle controller are shown in Fig. W-15, Fig. W-16 and Fig. W-17, 
respectively. The first input is the distance between the blimp and the target in metric after we 
obtain the distances based on IPM. It has 6 linguistic variables (Z: Zero, VC: very close, C: close, 
M: medium, F: far, VF: very far). The second input is the difference between the last two 
distances with 5 linguistic variables (VL: very low, L: low, M: medium, H: high, VH: very high). 
The output is the vectorization angle command with four linguistic variables (Z: zero, NOR: 
normal, PH: positive high, PHH: positive high high). The rules were 30 rules as they are shown in 
the Table W-5.  
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Fig. W-15. The membership functions for Input1.  
 
Fig. W-16. The membership functions for Input2.  
 
Fig. W-17. The membership functions for Output.  
Table. W-5. The Fuzzy Rule Base 
  In1 
 
 
 
In2 
 Z VC C M F  VF 
VL Z Z NOR PH PH PHH 
L Z Z NOR PH PH PHH 
M Z NOR NOR PH PH PHH 
H Z NOR NOR PH PH PHH 
VH Z NOR NOR PH PHH PHH 
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D1- Yaw 3D Aerial Target Fuzzy Control:  
The membership functions for inputs and output for the yaw angle controller are shown in Fig. 
W-18, Fig. W-19 and Fig. W-20, respectively. The first input is the angle between the target, 
centre line of the image. It has five linguistic variables (NH: negative high, N: negative, Z: zero, 
P: positive, PH: positive high). The second input is the difference between the last two 
measures angles with five linguistic variables (NH: negative high, NL: negative low, Z: zero, PL: 
positive low, PH: positive high). The output is the yaw command with 5 linguistic variables (NH: 
negative high, NL: negative low, Z: zero, PL: positive low, PH: positive high). The rules were 25 
rules as they are shown in the Table W-6. 
 
Fig. W-18. The optimized membership functions for Input1.  
 
Fig. W-19. The membership functions for Input2.  
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Fig. W-20. The optimized membership functions for Output.  
Table. W-6. The Fuzzy Rule Base 
  In1 
 
 
 
In2 
 NH N Z P PH 
NH NH NL Z PL PH 
NL NH NL Z PL PH 
Z NH NL Z PL PH 
PL NL NL Z PL PH 
PH NL NL Z PL PH 
 
D2: Fuzzy Control for the main behaviors 
A1- Collision Avoidance Controller:  
The control has two inputs. First, the error which describes the difference between the required  
avoidance distance and the shortest distance and it has 5 linguistic variables (NH: negative high, 
NL: negative low, Z: zero, PL: positive low, PH: positive high). The second input is the horizontal 
velocity with 5 linguistic variables (NH: negative high, NL: negative low, Z: zero, PL: positive low, 
PH: positive high). Also, it has one output which is the vectorization angle with 5 linguistic 
variables (NH: negative high, NL: negative low, Z: zero, PL: positive low, PH: positive high). The 
membership functions for inputs and output for the controller are shown in Fig. W-21, Fig. W-
22 and Fig. W-23, respectively. The initial rules were 25 rules as they are shown in the Table W-
7. 
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Fig. W-21. The membership functions for Input 1.  
 
Fig. W-22. The membership functions for Input 2.  
 
Fig. W-23. The membership functions for Output.  
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Table. W-7. The Initial Fuzzy Rule Base. 
 In 1 
NH NL Z PL PH 
 
 
In 2 
NH PH PL PH PH PH 
NL PH PL P PH PH 
Z PL Z Z PL PH 
PL PL Z NL Z PL 
PH Z Z NH N Z 
 
A2- Optimized Collision avoidance Controller:  
The Optimized membership functions for inputs and output for the controller are shown in Fig. 
W-24, Fig. W-25 and Fig. W-26, respectively. The optimized rules were 25 rules as they are 
shown in the Table W-8. 
 
Fig. W-24. The optimized membership functions for Input1.  
 
Fig. W-25. The optimized membership functions for Input2.  
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Fig. W-26. The optimized membership functions for Output.  
Table. W-8. The Optimized Fuzzy Rule Base. 
 In 1 
NH NL Z PL PH 
 
 
In 2 
NH PH PL PH PH PH 
NL PH PL P PH PH 
Z PL Z Z PL PH 
PL PL Z NL Z PL 
PH Z Z NH N Z 
 
 
Fig. W-27  Fitness function value. 
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The fitness function is the absolute errors. It was found that the best fitness function value for 
2000 generations =  0.4569. 
 
B1- Altitude Controller:  
The altitude controller which has two inputs: Input 1 is the altitude error with 5 linguistic 
variables (NH: negative high, NL: negative low, Z: zero, PL: positive low, PH: positive high) and 
the Input 2 is the current vertical velocity with 5 linguistic variables (NH: negative high, NL: 
negative low, Z: zero, PL: positive low, PH: positive high). The altitude error is the difference 
between the desired altitude and the current shortest altitude. The controller output is the 
voltage of main propellers with 5 linguistic variables NH: negative high, NL: negative low, Z: 
zero, PL: positive low, PH: positive high. We should note that few rules have zeros values to 
avoid the continuous motor action. The membership functions for inputs and output for the 
vectorization angle controller are shown in Fig. W-28, Fig. W-29 and Fig. W-30, respectively. The 
initial rules were 25 rules as they are shown in the Table W-9. 
 
Fig. W-28. The membership functions for Input 1.  
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Fig. W-29. The membership functions for Input 2.  
 
Fig. W-30. The membership functions for Output.  
Table. W-9. The Initial Fuzzy Rule Base. 
 In 1 
NH NL Z PL PH 
 
 
In 2 
NH PH PH Z Z Z 
NL PH PL Z Z NL 
Z PH Z Z Z NH 
PL PL Z Z NL NH 
PH Z Z Z NH NH 
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B2- Optimized Altitude Controller:  
The Optimized membership functions for inputs and output for the vectorization angle 
controller are shown in Fig. W-31, Fig. W-32 and Fig. W-33, respectively. The optimized rules 
were 25 rules as they are shown in the Table W-10. 
 
Fig. W-31. The optimized membership functions for Input 1.  
 
Fig. W-32. The optimized membership functions for Input 2.  
 
Fig. W-33. The optimized membership functions for Output.  
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Table. W-10. The Optimized Fuzzy Rule Base. 
 In 1 
NH NL Z PL PH 
 
 
In 2 
NH PH PH Z Z Z 
NL PH PL Z Z NL 
Z PH Z Z Z NH 
PL PL Z Z NL NH 
PH Z Z Z NH NH 
 
 
Fig. W-34    Fitness function value. 
The fitness function is the absolute errors. It was found that the best fitness function value for 
2000 generations =  0.9102. 
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D3: Possibilities Histograms Design: 
Example 
Data Intervals 
10 [1,12] 
20 [3,14] 
30 [0,20] 
40 [7,8] 
 
By assuming that we have the previous data table which have been collected experimentally. 
Thus, the measurement data record can be obtained as the following: 
𝑨?̂?=<[1,12],[3,14],[0,20],[7,8]>, M=4, and F={[1,12],[3,14],[0,20],[7,8]}, N=4. The Set of 
frequency distribution: m(A1)= m(A2)= m(A3)= m(A4)= 0.25. S= {<[1,12],025>, <[3,14],025>, 
<[0,20],025>, <[7,8],025>}. Then, we need to do a reverse order statistics of left and right 
points. Thus, 1, 3, 0, 7 becomes 0< 1< 3< 7 and 12, 14, 20, 8 becomes 8< 12< 14< 20. In 
addition, the vector of end points are: 
𝑬𝑳⃗⃗ ⃗⃗ < 0,1,3,7 > 
𝑬𝑹⃗⃗⃗⃗  ⃗ < 8, 12, 14, 20 > 
There are two important conditions to check if the possibilities distribution of these data are 
fuzzy intervals: 
1- 𝑳𝑵 = 𝒎𝒂𝒙(𝑳𝑱) ≤ 𝑹𝑵 = 𝒎𝒊𝒏(𝑹𝑱). This condition is valid because 7 ≤ 8. 
2- The joint linear order on ?̂? and its focal is consistent? on other words does 0 ≤ 1 ≤ 3 ≤ 7 ≤
8 ≤ 12 ≤ 14 ≤ 20? this condition is valid too. Thus, it is consistent. 
Then, the possibilities distributions are fuzzy intervals. Therefore, the core of the possibilities is 
[7, 8] and the support = [0, 20]. 𝑡𝑘
𝐿 = {< 0, 0.25 >,< 1, 0.25 >,< 3, 0.25 >,< 7, 1 >}. 
𝑡𝑘
𝑅 = {< 8, 1 >,< 12, 0.25 >,< 14, 0.25 >,< 20, 0.25 >}.  
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𝐶𝑚𝑖𝑑 = {< 7.5, 1 >}, 𝑆1 =< 0, 0 > , 𝑆2 =< 20, 0 >. 
The Measurement records from an interval measuring device for this example are shown in Fig. 
D3-1 (Top) and the random interval and order statistics are shown in same figure in the bottom. 
However, the possibilistic histograms is shown in Fig. D3-23. The main steps in order to 
optimize the fuzzy rule base by bacterial algorithm are shown in Fig. D3-3. 
 
Fig. D3-1 Measurement record and random interval and order statistics. 
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Fig.D3-2 The possibilities Histogram for the previous example. 
 
Fig. D3-3    Flow chart for main bacterial algorithm steps. 
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In order to optimize the structure of the rule base there are two important operations help to 
do this step [151]. First, Annihilation: If the membership functions are too narrow, the rule 
must be deleted. The evaluation criterion is [151]: 
 
 
Fig. D3-4 The Annihilation. 
Where li, lj, β are two medians of two membership functions as well as the Annihilation 
parameter, respectively. Second, Fusion : If the difference between the medians of two 
membership functions is too small, the rule and the membership function will be removed 
[151] based on the following formula [151]: 
 
Where f is the fusion value which is the difference between the center of the medians and ϒ is 
the fusion parameter. 
 
Fig. D3-5 The Fusion. 
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Appendix E: 
 
Ground Station for Blimp and Robots 
The Graphical User Interface (GUI) programming deals with graphical objects called widgets. 
Looking at the window in the GUI of the system as it is shown in Fig. E-1 it consists of menu, 
buttons, labels, text fields, and sliders. Each of them is referred to as a widget. All of these 
elements are precisely arranged and ordered into elements (panels). The panels are ordered 
into the main elements called Frames. Every new window that the user is able to open is 
actually a frame that consists of all other elements inside it.  
 
Fig. E-1. The complete Ground Station. 
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The program consists of 26 Python files ( source codes) which are related to each other as it is 
shown in Fig. E-2. The Images of the buttons and the backgrounds of the different frames are 
organized in folders, whose paths are described in the source code of the files for proper 
functioning. 
 
Fig. E-2  Complete Ground Station source files. 
The main file for starting the GUI is menuFrame. The packages that have to be installed for the 
proper running of the program are: 
- python-2.7.3 Windows, Linux, Mac etc. Python installer  
- wxPython2.8-win32-unicode-2.8.12.1-py27. The wx library 
- pyserial 2.6 /Python Serial Port Extension/ - access for the serial port. 
- PIL – 1.1.7 - Python Imaging Library 
- matplotlib-1.2.0.win32-py2.7 - python 2D plotting library 
- numpy-1.6.2.win32-py2.7 - array-processing package 
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- PyQt-Py2.7-x86-gpl-4.9.4-1 – GUI classes 
The following source code taken from the file “dataFilePanel.py” presents the real 
implementation of the GridSizer as it is shown in Fig. E-3. 
 
 
Fig. E-3  The grid sizer. 
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On the top side, under the menu section of the GUI are placed several choices that the user can 
select for specific task such as to control either blimp robot or another robot in the system. The 
GUI comprises of multiple panels – each driven by a separate Python script running in the 
background – that provide the user ability to switch back. Notebooks are an effective GUI 
approach, as they allow the user to select the desired view from several options at any time 
with an instinctive button click. wxPython supports this feature by supplying a wxNotebook 
widget. 
 
Fig. E-4  Visualization of the Notebook method. 
We note here that the events parts are essential section of the GUI application as it is 
shown in Fig. E-5. 
 
Fig. E-5 Events Application. 
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To ensure the fast communication between the blimp client (Gumstix Overo Air) and the 
Ground Station a UDP protocol was chosen. 
 
 
Fig. E-6  The communication between blimp robot and GUI. 
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The port numbers 6110 and 6111 are chosen for sending and receiving data between the blimp 
client and GUI, therefore should not exist any conflicts. In addition, the IP address are 
192.168.0.0 and 192.168.0.33 within a Local Area Network. When the operator clicks on the 
button representing the desired device to be controlled (blimp or ground robot), the GUI 
connects with the corresponding IP-address. After the connection between the ground station 
and the target robot is established, the chosen robot will wait for the operator commands such 
as navigation, landing, and stop as it is shown in Fig. E-7 and Fig. E-8.  
 
Fig. E-7 The Events Diagram. 
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Fig. E-8  The panel to select the target robot. 
The Blimp client on its side must send the desired information or commands through the UDP 
sockets to the GUI. The program contains two threads. The first one is the I2C_thread to 
interface through I2C with the slave Arduino. This is in case that the user requires the 
aerodynamic data from the sensors that are read by Arduino microcontroller. The I2C is 
initialized at 400kH. 
 
Fig. E-9  The I2C protocol. 
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Second, the receive_rcv thread which is responsible to receive strings through sockets from the 
GCS and send data back. After receiving the desired command, depending on the user’s choice, 
different integer values are send to the blimp client. The blimp client then sends back to the 
GUI  the data corresponding to that value. For instance integer 1 means the GUI will display the 
altitude information and integer 3 is the velocity information.  
 
Fig. E-10  Blimp client checks the integer value. 
The sample code that represents the Fig. E-10 is the following switch loop where the variable i 
has the integer values of the desired data. 
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Fig. E-11 The GUI server. 
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Appendix F: 
 
Sample of Vision Algorithms 
F.1. IPM algorithm 
The main processes for the IPM are: 
1- Generate the IPM characteristics matrix which is developed from the height of the camera 
from the ground and angle of the camera that is mounted on Gondola. 
2- Change the transform image to IPM transform view. 
3- Find the distances between the camera and a certain object, then find the linear relation 
between the pixel in image plane and the real world frame. 
The overall system flow chat for the IPM is shown in Fig. F-1. The right side of the flow chat 
which is responsible for the first frame operations will be done only once time on the first 
frame. 
 
Fig. F-1 The system flow chat for IPM. 
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The process starts by capturing frames by using the Caspa camera that mounted on the blimp 
robot. When the blimp starts the missions, the algorithm will check the first frame from the 
video and will start generating many values for the transformation matrix. The process in right 
side starts by finding 4 points from the source image and stores them in an array. Therefore, 
these values could be used in order to find the transformation matrix (RKT) which is very 
essential for IPM. Since the mathematical for the IPM are complex and need manually solved, 
the OpenCV provides us with a function that deals with this matrix 
{cvGetPerspectiveTransform() or cvGeneratePerspectiveTransform() }. This function uses the 
array from previous step to find and generate the desired matrix which is here the 
transformation matrix in a form of lookup table. The transformation matrix is 3*3 homography 
matrix and could translate the points from the image plane to world real plane. On other word, 
this matrix shall map any point (u, v) in the image plane to its corresponding point in real word 
(XW, YW, ZW). On the left side, when the blimp robot detects the target robot based on SURF 
algorithm, the wrap of the images starts by using the function cvWrapPerspective(). This 
function will allow the points to map from perspective form to another and it will use the 
transform matrix in order to generate the destination image with bird's eye view. 
 
Fig. F-2 The bird's eye view. 
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In order to calculate the distance between the camera position (Blimp) and the ground robot 
target, we need to find the linear relation between the metric and pixels by finding a linear 
relation between them or a scale factor that could convert the pixel to metric distances. This 
factor could be estimated for a Caspa camera by placing an object in front of the blimp robot ( 
which is here static) or we can mounted the camera on a known position with respect to the 
object. Thus, measuring the distances in pixels for many tests to find the scale factor for each. 
Then, taking the average of these factor as it is described in Fig. F-2. The sample code which 
shows how we can obtain bird's eye view by using OpenCV cab ne found in[181]. 
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