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Abstract
Enhancement of heat transfer in pool boil-
ing can be achieved by employing a structured
surface. So called reentrant type surfaces, con-
sisting of subsurface tunnels connected through
pores with the pool, were found to strongly im-
prove the performance of heat exchanger tubes.
Although employed since decades, several of the
processes within the tunnel are not understood
and the presented models are not able to predict
the different boiling modes. With the rapid
development of numerical methods in the last
years, the simulation of boiling is possible by
today, allowing to study the processes with high
temporal and spatial resolution.
In the presented thesis, numerical simula-
tions of boiling from reentrant type structured
surfaces are performed. Processes are studied
at single reentrant cavities and at a piece of
subsurface tunnel with two pores. The dimen-
sions and shapes of the cavity, tunnel, and pore
are varied to obtain the influence of geometric
properties on the process. Furthermore, a sim-
plified model is created to calculate flow into the
subsurface tunnel with reduced computational
effort, in order to study a wider parameter range.
The employed numerical model is based on the
VOF method and was validated in earlier works.
In this work, the solver is adapted to work with
capillary flows at low contact angles. The simpli-
fied model is based on solving the Young-Laplace
equation to obtain the pressure jump at the bub-
ble and the liquid film inside the structure. With
the pressure differences the evolution of the liq-
uid film during bubble growth and departure can
be predicted. The results for the amount of liq-
uid in the tunnel obtained from the numerical
simulation and the simplified model are in good
agreement.
Kurzzusammenfassung
Durch die Verwendung von strukturierten
Oberflächen ist es möglich, den Wärmeübergang
beim Blasensieden zu verbessern. Hinterschnit-
tene Oberflächen, bestehend aus Kanälen, die
über Poren mit dem Flüssigkeitsbehälter ver-
bunden sind, haben sich dabei im Einsatz auf
Wärmeübertragerrohren bewährt. Obwohl sich
diese Strukturen seit Jahrzehnten im Einsatz
befinden, sind einige Zusammenhänge noch
nicht verstanden und vorhandene Modelle nicht
in der Lage den Siedeprozess vorherzusagen.
Durch die schnelle Entwicklung numerischer
Methoden ist es heute möglich, Siedeprozesse zu
simulieren und diese damit mit hoher zeitlicher
und räumlicher Auflösung zu untersuchen.
In der vorliegenden Arbeit werden nu-
merische Simulationen des Siedens an
hinterschnittenen Oberflächen durchgeführt.
Es werden die Prozesse in einzelnen Kavitäten
sowie in einem Kanalausschnitt betrachtet. Die
Form und Größe der Kavität, des Kanals und
der Pore werden variiert, um den Einfluss der
Geometrie auf den Prozess zu untersuchen. Wei-
terhin wird ein vereinfachtes Modell entwickelt,
um die Strömung in den Kanal mit reduziertem
Aufwand berechnen und eine größere Anzahl an
Parameterkombinationen betrachten zu können.
Der verwendete Strömungslöser wurde
bereits in vorangegangenen Arbeiten validiert
und hier angepasst zur Berechnung kapillarer
Strömungen bei kleinen Kontaktwinkeln. Das
vereinfachte Modell basiert auf der Lösung der
Young-Laplace Gleichung, um den Drucksprung
an den Phasengrenzen zu erhalten. Mithilfe
der Druckdifferenzen kann der Zusammenhang
zwischen Blasenwachstum und Entwicklung
des Filmvolumens berechnet werden. Bei der
Vorhersage des Filmvolumens im Kanal zeigen
die numerische Simulation und das vereinfachte
Modell eine gute Übereinstimmung.
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The results of the simulations show that
with single reentrant cavities obtaining thin
film evaporation inside the cavity is difficult
if only one pore exists at each cavity. Intro-
ducing an additional channel next to the pore,
connecting the liquid pool with the liquid film,
similar processes can be observed inside the
cavity as observed with subsurface tunnels.
Simulations with the section of the subsurface
tunnel indicate a strong dependence of the
processes on pore size but also pore shape.
With the given geometry, very high heat transfer
coefficients are obtained, caused by the evapo-
ration of the thin liquid films inside the structure.
From the parameter study with the simplified
model, the influence of geometric properties
on the operation range of the surface can be
deduced. Furthermore, the model gives char-
acteristic dimensionless parameters governing
the process. Small bubble diameters as well as
wide and deep tunnels are beneficial to prevent
flooding of the structures. The point of dryout
is delayed with a large open pore area. The
introduction of two additional sub-stages of the
boiling modes is suggested, namely the vapor
expansion stage and the partial dryout stage,
which should be considered in future modeling
approaches.
In summary, numerical simulations and analy-
sis of the boiling process from structured surfaces
performed in this work, improve the understand-
ing of the interrelations of important parameters
and lead to suggestions regarding the design of
the surfaces and modeling of the heat transfer.
Die Ergebnisse der Simulationen zeigen, dass
es schwierig ist, mit isolierten Kavitäten mit ei-
ner einzigen Pore stabile Flüssigkeitsfilme in der
Kavität zu erhalten. Mit einer zusätzlichen Ver-
bindung zwischen Flüssigkeitsfilm und Flüssig-
keitsbehälter ist es dagegen möglich, ähnliche
Siedeprozesse in der Kavität zu beobachten, wie
sie auch in Kanälen mit Poren auftreten. Die Er-
gebnisse der Simulation mit dem Kanalausschnitt
deuten auf einen großen Einfluss der Poren-
größe und Porenform auf den Betriebszustand
hin. Durch die Verdampfung dünner Flüssig-
keitsfilme in der Struktur erhält man sehr hohe
Wärmeübergangskoeffizienten für die eingesetz-
ten Geometrien.
Die Parameterstudie unter Verwendung des
vereinfachten Modells erlaubt die Untersuchung
des Einflusses geometrischer Größen auf den Be-
triebsbereich. Basierend auf dem Modell kön-
nen außerdem charakteristische dimensionslose
Größen abgeleitet werden, die den Siedeprozess
bestimmen. Kleine Blasen zusammen mit tiefen
und breiten Kanälen verhindern ein Fluten der
Struktur. Das Austrocknen der Struktur kann mit
großen offenen Porenflächen vermieden werden.
Es wird vorgeschlagen zwei zusätzliche Betriebs-
zustände in zukünftigen Modellierungsansätzen
zu berücksichtigen, welche das partielle Fluten
und das partielle Austrocknen der Struktur ab-
bilden.
In dieser Arbeit wurden numerische Simula-
tionen und eine Analyse des Siedeprozesses an
strukturierten Oberflächen durchgeführt. Bei-
des fördert das Verständnis der Zusammenhänge
zwischen den Parametern und führt zu Empfeh-
lungen in Bezug auf die Gestaltung der Struktur
und der Modellierung des Wärmetransportes.
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1 Introduction
Phase change and boiling are employed in many devices requiring the transfer of heat. Applications can
be found basically in every branch of industry as well as the private sector. To increase efficiency and
reduce size and costs of heat exchangers, enhancement techniques were developed. In pool boiling heat
transfer, enhanced surfaces are commonly employed, where the heat transfer surface is structured on
the scale of single bubbles.
Boiling is a complex, seemingly chaotic process, which leads to difficulties in predicting characteristic
properties. With the prediction of boiling heat transfer on plane surfaces already being challenging,
models for predicting heat transfer with enhanced surfaces are rare. With the lack of accurate models,
development of boiling surfaces is in large parts based on empirical work. Therefore, increasing the
understanding of the different processes occurring at enhanced surfaces and the influence of geometric
parameters is the goal of ongoing research.
Experiments have been the backbone of the research on boiling processes with enhanced surfaces.
Thermal measurements and visualization studies were performed on the scale of heat exchangers, single
tubes as well as single nucleations sites with bubble interaction and isolated bubbles. With sophisticated
experimental techniques, the location of liquid films inside micro-structures and temperature gradients
within the wall can be determined.
In the last decade, numerical studies of the boiling process were frequently performed accompanying
experimental works to obtain additional information about properties and gain insight into details. On
the larger scales Euler-Euler methods are employed, which are not resolving the processes occurring at
single bubbles. At the scale of single bubbles, interface resolving techniques are state of the art. As
numerical simulations theoretically have no limitations in resolving time and space, they provide an
excellent method for studying processes on this scale in boiling heat transfer.
With several numerical codes for simulating phase change and boiling being well tested and validated
by today, numerical simulations are performed which are uncoupled from experimental works. Without
the limitations of experimental boundary conditions, the influence of single parameters and the inter-
relation of processes can be investigated. The rapid development of computing power and numerical
methods is constantly pushing the boundaries of what is feasible.
In this work, processes occurring with a certain kind of enhanced boiling surfaces are studied with
the help of numerical methods. In Chapter 2 these surfaces are described and the current knowledge
about the processes is presented. The numerical method is introduced in Chapter 3. Chapter 4 and
Chapter 5 are devoted to the simulation setup and results, which are obtained with the presented model.
From the simulation results important processes are identified and modeled in Chapter 6. By this it is
possible to extend the parameter range examined in this work and obtain additional information about
interrelations of surface and heat transfer properties. The findings are discussed with regard to the
application in Chapter 7. Finally, Chapter 8 gives the summary and conclusion of this work.
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2 State of the Art
The boiling process has been scientifically investigated for more than a century. Descriptions of the
fundamentals of phase change and boiling processes can be found in various textbooks such as Carey [19]
or Baehr and Stephan [9]. In this chapter, a short overview of boiling enhancement methods is given,
followed by an extensive literature review concerning boiling from reentrant type surfaces and numerical
simulations of nucleate boiling. But first, some of the terms commonly employed when describing boiling
processes and repeatedly appearing in this work are given.
Each boiling process can be characterized by an individual boiling curve. The boiling curve relates the
heat flux q at the surface with the superheat∆T = Tw−Tsat(p) of the surface. The concept of the boiling
curve was introduced by Nukiyama [97] and is given for a typical pool boiling process qualitatively in
Figure 2.1.
H
ea
tfl
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Leidenfrost point
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B
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Wall superheat∆T
Figure 2.1: Pool boiling curve according to Nukiyama [97]
In technical applications, the heat transfer coefficient given by h = q/∆T is often the parameter of
interest. Therefore, instead of plotting q versus ∆T , the heat transfer coefficient h versus ∆T or versus
q is often given in heat transfer studies.
Starting with a fluid at saturation temperature and a wall superheat of∆T = 0, increasing the heat flux
leads to an increase in wall superheat without bubbles to appear, first. At the wall, a thermal boundary
layer develops with the fluid temperature locally exceeding saturation temperature. Heat is transferred
from the wall to the fluid by natural convection. In order for bubbles to appear, nucleation is required.
In Figure 2.1, the point where the first nucleation site is activated is given by the letter B.
It is distinguished between homogeneous nucleation and heterogeneous nucleation. With homoge-
neous nucleation, the superheat of the fluid needs to be high enough to drop out of the metastable
regime of a superheated liquid. In technical applications, typically heterogeneous nucleation occurs at
small amounts of entrapped gas or vapor at small surface defects or discontinuities. Once the first bub-
ble grows, the heat transfer coefficient suddenly increases and the surface temperature decreases from
point B to the point ONB, which is the onset of nucleate boiling. This is where the nucleate boiling
regime is located.
In the nucleate boiling regime, first, isolated bubbles grow on the surface at active nucleation sites and
depart. With increasing heat flux, the number of active nucleation sites and the bubble density increase.
3
The heat transfer coefficient typically increases with heat flux due to the increase in active nucleation
sites. Once the bubble density is high enough, bubbles start to interact and bubble merger can occur.
With more and more vapor being created with rising heat flux, the departure from nucleate boiling
DNB is reached eventually. At this point, phase change is fast enough at the wall for no more liquid being
able to wet the surface. Therefore, the heat transfer coefficient drastically decreases which can lead to a
sudden increase in wall superheat, indicated by the arrow between point DNB and point D in Figure 2.1.
The heat flux at this point is often referred to as the critical heat flux.
Point D lies in the film boiling regime, which starts at the Leidenfrost point. If the heat flux is decreased,
the wall superheat is not decreasing back to the point DNB. Instead, the heat flux needs to be decreased
below the heat flux at the Leidenfrost point to reach the nucleate boiling regime again. In this case, due
to the sudden increase of the heat transfer coefficient, the wall superheat decreases and jumps to point C
in Figure 2.1.
If the heat flux is decreased further, the nucleation sites can stay active below the heat flux which
was required to activate them. Finally, at point A, the nucleate boiling regime is left again and natural
convection occurs only.
The effect that the required superheat to activate the nucleation sites at point B can be higher than
the wall superheat at which the nucleate boiling regime is left at point A is called boiling hysteresis. De-
pending on wall roughness and purity of the fluid the boiling hysteresis can be less or more pronounced.
The boiling hysteresis can be reduced or completely avoided if boiling occurred at the surface before.
Even though extensively studied, predicting the boiling curve for a certain set of parameters is very
difficult and associated with a high level of uncertainty.
2.1 Enhancement of boiling heat transfer
Boiling is a highly efficient method of heat transfer and employed in many industrial applications.
Consequently, there is a strong urge to control and improve the process. Well known reviews about
enhancement of boiling heat transfer were published by Thome [121] or Webb and Kim [127].
Methods for enhancing boiling heat transfer can be separated in active methods, such as vibration or
jet impingement, and passive methods. Active systems require some sort of power supply and control
system while passive systems are driven by the boiling process itself. Therefore, it is beneficial to try to
fulfill the heat transfer task with passive systems before employing active methods.
The performance of a heat transfer surface with phase change occurring is characterized by an individ-
ual boiling curve. Next to the heat transfer coefficient at the design point, the onset of nucleate boiling,
dryout and boiling hysteresis are of special interest. In technical applications, also the influence of foul-
ing and aging of the surface is of importance. Onset of nucleate boiling and dryout typically limit the
range that the surface can be operated in with a high heat transfer coefficient. Going beyond the point of
dryout can have drastic consequences as the surface temperature strongly increases and can exceed the
melting point of the employed wall material. In most cases the boiling hysteresis is undesired. A strong
hysteresis requires the surface to be considerably superheated before the nucleate boiling regime and
consequently the operation range is obtained. Aging of the surface is one of the aspects often preventing
the transfer of seemingly promising surface technology from academic research to industrial application.
Passive methods to increase the heat transfer in boiling often aim at
• increasing the heat transfer area,
• increasing the nucleation site density,
• creating thin liquid films at the surface.
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To do so, the wetting characteristics can be adapted by coatings of the surface or supplements in the
fluid, or the surface can be structured. In many industrial applications, good results are obtained with
surface structuring. Surfaces can be roughened, porous, nano structured, or micro structured on the
scale of the bubble. Also composite surfaces combining two or more of those properties are possible. All
of those surface structures show an improvement of the heat transfer coefficient in certain parts of the
boiling curve compared to a plain surface.
Nano structured surfaces are mostly created by some kind of coating. Therefore, they suffer like other
coatings rather strongly from aging. Furthermore, with nano structures, the manufacturing processes are
still in the development. The effect of roughness mainly is due to an increase in nucleation site density.
The enhancement of the heat transfer is limited as no thin films are created. Porous surfaces as well
as micro structured surfaces typically combine an increase in area, increase in nucleation site density,
and creation of thin liquid films if designed correctly. Porous surfaces show a strong increase of the heat
transfer coefficient at rather low heat fluxes, but dryout is observed earlier. Micro structured surfaces
often require a higher wall superheat than porous surfaces to be activated but show extremely high heat
transfer coefficients over a wide range of heat fluxes. As the openings in the surface are larger than with
porous surfaces, fouling is less critical. Due to these properties, micro structured surfaces are widely
employed in evaporators and condensers.
For flooded evaporators, micro structured surfaces are employed on the outer side of the heat ex-
changer tubes, located in the refrigerant. A review on flooded evaporators is given by Browne [17]. For
those tubes, reentrant type structures were developed which are the topic of the next section.
Currently, there is no complete model describing the evaporation from reentrant type surfaces and
many effects are not understood. Therefore, the development of structured boiling surfaces is still mainly
based on empirical methods.
2.2 Pool boiling from reentrant type surfaces
This section gives an overview of the open literature dealing with reentrant type surfaces for enhancing
nucleate pool boiling. Reentrant type surfaces considered here are single reentrant cavities and surfaces
consisting of subsurface tunnels which are connected through pores with the liquid pool. Typically, a
cavity is referred to as reentrant cavity if it is connected through a pore of smaller dimensions to the
liquid pool, as illustrated in Figure 2.2. In pool boiling, such a reentrant cavity is on the scale of a single
bubble departing at the pore.
Pore
Cavity
Pool
Figure 2.2: Illustration of reentrant cavity
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2.2.1 Boiling from single reentrant cavities
Experimental studies of boiling at single reentrant cavities with clearly defined geometry are rare. In
boiling experiments some authors employ cavities on the surface to obtain stable nucleation sites or
to control the spacing and number of nucleation sites. These cavities often either have an undefined
geometry (see e.g. [109]) or are of cylindrical or conical shape.
Fabricating single reentrant cavities on a heater is difficult and to the knowledge of the author, no
studies were performed aiming at observing processes occurring inside the cavities up to now. Ragi [101]
introduced a method to form single reentrant cavities by brazing a shaped foil onto a structured base
surface, with the pores being pierced into the foil. Boiling from those surfaces showed an increase
compared to a plain surface and an increase of the heat transfer coefficient with cavity density.
Marto and Rohsenow [84] performed boiling experiments with sodium at single reentrant cavities
with a pore diameter of 100µm without giving a comment on the fabrication procedure. They showed
that the cavities act as stable nucleation sites and required the lowest wall superheat for activation of all
surfaces tested.
The group of Bhavnani and Jaeger (Phadke et al. [98], Goyal et al. [42], Bhavnani et al. [13], Nimkar
et al. [96]) tested surfaces with equally spaced reentrant cavities made of silicon for chip cooling with
different refrigerants. The cavities had a pyramidal shape with a square pore. The edge length of the pore
was in a range between 12µm and 500µm. The distance between the cavities was varied. The surfaces
were mounted vertically on a heater such that the cavities interact through rising bubbles. Comparing
the studies, considerable differences in the heat transfer coefficient can be observed for different surface.
Kubo et al. [66] performed experiments on a horizontal heater with circular reentrant cavities and
FC-72 as working fluid. The cavities were manufactured in silicon with very small pore diameters ranging
from 1.6µm to 3.1µm. The pore diameter as well as number of cavities on the heater were varied. The
influence of degassing and subcooling on nucleate boiling from such a surface was studied. It was
observed that with a degassed fluid the boiling hysteresis increases and the heat transfer coefficient
decreases.
Shoji and Takagi [108] manufactured a single reentrant cavity with a micro-electrical discharge ma-
chine in copper and took measurements with water as working fluid. The cavity had a diameter of about
100µm , the pore diameter is not given. The experiments demonstrated that the cavity worked as stable
nucleation site and wall superheat was lower compared to a conical cavity.
2.2.2 Boiling from subsurface tunnels
Subsurface tunnels with pores can be found on the outside of tubes for heat exchangers. These tubes
are used for example in shell and tube type heat exchangers and flooded evaporators in refrigeration,
process, and petrol industry. By employing enhanced surfaces, the size of the heat exchanger or the
driving temperature differences can be decreased. Figure 2.3 shows a cut through such a tubular surface
with subsurface tunnels.
Figure 2.3: Tubular surface with subsurface tunnels
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The structure is fabricated by a rolling process. First, fins are created forming the tunnel and after-
wards the tips of the fins are split or bent and further deformed to close the tunnel and form the pores.
By this, a continuous tunnel is formed reaching from end to end of the tube. Typical depths of the
subsurface tunnels are 0.6mm to 1mm. Pore diameters can be found between 0.06 mm to 0.5 mm.
Kim and Choi [59] divided such subsurface structures found on tubes into three categories, shown in
Figure 2.4.
Pores Gaps Pores with gaps
Figure 2.4: Characterization of subsurface tunnels according to Kim and Choi [59]
They suggested distinguishing the surfaces by the way the tunnel is connected to the liquid pool. Due to
the complex manufacturing process and small sizes, it is often difficult to characterize the real surfaces in
terms of clearly defined geometric shapes. Instead, pores can be somewhere in-between circular, square,
or rectangular and in the tunnel there might be ledges and corners with variations in opening angle and
base radii.
There are several different tubes available with reentrant type structures. Well known manufacturers
include Wieland-Werke AG, Wolverine Tube Inc. and Hitachi Ltd. Experiments with their tubes can be
found in literature. The evaporator tubes employed in experiments and developed by these companies
include
Wieland-Werke AG: GEWA-T, GEWA-TX, GEWA-SE, GEWA-YX, GEWA-B, and GEWA-PB,
Wolverine Tube Inc.: Turbo-B, Turbo-BII HP, and Turbo-BII LP,
Hitachi Ltd.: Thermoexcel-E and Thermoexcel-HE.
GEWA-T is a tube with subsurface tunnels connected through a gap to the liquid pool. GEWA-TX, GEWA-
SE, and GEWA-YX are modified versions of this tube. With GEWA-B and GEWA-PB tubes the subsurface
tunnels are connected through pores to the liquid pool. For comparisons, measurements are also some-
times performed with a GEWA-K tube, which is a standard low fin tube. Figure 2.5 shows a cut through
a GEWA-PB boiling surface.
Side view Top view
Figure 2.5: GEWA-PB tube, from Chen et al. [23]
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The Turbo-B tube was the first tube with subsurface tunnels manufactured by Wolverine Tube Inc.,
appearing in the open literature. The Turbo-BII tube was introduced later and there exist versions for
high pressure refrigerants (HP) and low pressure refrigerants (LP). Here, the tunnel is connected by
pores with the pool. Figure 2.6 shows the Turbo-BII HP tube.
Side view Top view
Figure 2.6: Turbo-BII HP tube, from Kedzierski [57]
Tubes with porous coatings are sometimes referred to as reentrant tubes as well. They tend to have
high heat transfer coefficients at lower heat fluxes, but can be more prone to fouling and the critical heat
flux is reached earlier. The cavities in porous coatings usually have no defined geometry. Therefore, such
surfaces are not further considered in this section. It shall be noted that some authors use porous coated
surfaces (e.g. Linde High Flux) to compare their results obtained with other structured surfaces.
Boiling characteristics
In order to gain a better understanding of the processes and phenomena occurring inside the subsur-
face tunnels and at the pores of the reentrant surfaces, several authors performed visualization studies.
Nakayama [95] proposed three boiling modes, illustrated in Figure 2.7.
Liquid films
Liquid pool
Vapor
Suction-evaporation mode Dried-up modeFlooded mode
Figure 2.7: Boiling modes according to Nakayama [95]
Flooded mode: In the flooded mode, the subsurface tunnels are mainly filled with liquid and evaporation
occurs only from single nucleation sites located inside the tunnel or on the outer surface.
Suction-evaporation mode: During the suction evaporation mode, which is the most effective boiling
mode, evaporation occurs from liquid menisci in the corners of the subsurface tunnels. Ayub and
Bergles [7] stated that all of the wall surface in the tunnel is covered with a thin liquid film.
According to Chien and Webb [28], evaporation occurs mainly at liquid menisci in the corners and
a small portion at a liquid film on the side walls. As an increase in heat transfer has been observed
for a tunnel with rectangular shaped tunnel base compared to a tunnel with circular base, the
theory of evaporating liquid menisci is generally widely accepted.
Dried-up mode: At high heat fluxes the dried-up mode can occur. Liquid menisci are completely evap-
orated and no more liquid can enter the tunnel. Consequently, evaporation can only occur on the
outer surface of the tubes and the heat transfer coefficient typically decreases.
8 2 State of the Art
The boiling modes are widely accepted to be an adequate characterization of the physical processes and
several authors were able to observe these boiling modes [7][28][29][133]. Still, some details of the
processes and the influence of the different parameters are a subject under discussion.
Wondra et al. [133] observed further rising heat transfer coefficients for q > 100kW/m2 and suggested
an additional boiling mode after the dried up regime, which is also able to transfer heat very effectively.
They assumed a kind of flow-boiling in the reentrant tunnel as because of pressure fluctuations liquid
might be able to enter the tunnels from time to time.
While Luke and Kruck [79] assumed that vapor flows around the tube inside the tunnel, others ob-
served bubbles leaving the tunnel not only at the top, but also at the bottom [7][87]. It is also possible
that nucleation occurs at the outer surface if the reduced pressure is high enough [41]. In general, it can
be observed that the number of active pores is increasing with heat flux [22][25].
By counting bubbles and estimating bubble diameters, some authors evaluated the heat which is re-
moved as latent heat with the vapor from the surface [22][25][93]. Figure 2.8 shows the latent heat
ratio from some of their measurements. The latent heat ratio is the latent heat related to the total heat
transferred.
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Figure 2.8: Ratio of the latent heat to total heat transfer
From their data it can be concluded that the latent heat ratio is decreasing with increasing heat flux. With
increasing heat flux, more vapor is produced and consequently convective heat transfer on the outer
surface increases. Chien and Webb [25] reported that surfaces with higher heat transfer coefficients
show higher latent heat ratios. They concluded that evaporation from the subsurface tunnel is the most
effective and important heat transfer mechanism.
Heat transfer performance
Many experiments were conducted to determine the heat transfer performance of tubes with various
fluids. Especially in many older studies, chlorofluorocarbons (CFC) like R11 or R22 were used as work-
ing fluids, which have a high ozone-depleting potential and are banned today. Figure 2.9 shows heat
transfer coefficients from experiments with fluid R134a and different surfaces. R134a is widely used in
refrigeration processes and thus one of the fluids frequently employed in measurements. Comparing the
results, a large variation in heat transfer coefficients can be observed even though the fluid is the same
and all of the employed structures consist of subsurface tunnels with pores. Obviously, small changes in
geometry and pressure can lead to a significant performance increase or decrease.
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Figure 2.9: Boiling curves from literature with fluid R134a
Similar to plain surfaces, the heat transfer coefficient mostly increases with heat flux [23][53][54][76]
[79][120][128][134]. In some cases, the wall superheat even decreases with rising heat flux [133]. A
surface at which the wall superheat is constant and thus independent from the heat flux is considered an
ideal boiling surface. For GEWA-B and Turbo-BII HP with R134a, Ribatski and Thome [104] observed a
reduction in heat transfer coefficient with rising heat flux, which is opposed to the results of Tatara and
Payvar [120] for the same fluid and tube and could not be explained.
The heat transfer coefficient is also increasing with reduced pressure [23][41][53][59][65]
[79][80][89]. Jung et al. [54] showed that this is not only true for halogenated refrigerants but
also hydrocarbons such as isobutane (R600a), butane (R600), propane (R290), propylene (R1270) and
dimethylether (RE170). No explanation can be given for the results of Mertz [87] which show no de-
pendence of the heat transfer coefficient on pressure for some surfaces. Nakayama et al. [95] found an
improvement of heat transfer with rising pressure only at low heat fluxes. Ribatski and Thome [104]
found only little influence of pressure and no clear trend.
The experiments show that for most parameters, reentrant type surfaces generally have a much better
performance than finned tubes. While it is likely that the improvement of the heat transfer with standard
low-fin tubes is mainly based on the increased surface area, different boiling phenomena occur with
reentrant cavities, increasing the heat transfer far beyond an improvement which could be obtained with
an increased surface area. This was concluded by Ayub and Bergles [7], who conducted measurements
with water and R113 on plain, GEWA-T, and standard low fin GEWA-K tubes. They found that the fin
density of the GEWA-K tubes had little effect on the performance and if one evaluated the data on basis
of the total surface area, there was virtually no difference. Similar observations were made by Memory
et al. [86] as well as Ribatski and Thome [104] at a lower heat flux.
In order to evaluate the performance of reentrant tubes, an enhancement factor was defined which
relates the heat transfer coefficient of the structured surface to that of a plain surface. It is important to
note which surface area is chosen to define the heat transfer coefficient, as the area can be calculated
with the inner diameter, the outer diameter or the wetted area. Ribatski and Thome [104] also point out
that for plain tubes the roughness has a strong influence on the heat transfer and show that enhancement
factors are quite different if calculated with a rough tube instead of an industrial manufactured tube.
Figure 2.10 shows some of the measured enhancement factors found in literature. For the cases where
heat transfer data for the plain tube was evaluated at different heat fluxes than the data for the enhanced
tube, the heat transfer coefficients of the enhanced tube is interpolated to the heat flux values of the plain
tube.
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Figure 2.10: Heat transfer enhancement from literature with fluid R134a
Enhancement factors usually are highest at low heat fluxes and the performance gets similar to plain
tubes with rising heat fluxes [41][79][104][123]. Some authors even reported worse heat transfer
coefficients than with plain tubes for high heat fluxes [23][87]. The same applies for rising reduced
pressure [41][65][79][87][89]. Therefore, fluids having a low vapor pressure take longer advantage
of an enhanced boiling surface with rising heat flux [54]. Jung et al. [53] and Luke and Müller [80]
argued that the relative advantage of using boiling surfaces is less if already many nucleation sites are
activated, which is the case for both of these conditions. Opposed to that, Rajalu et al. [102] found a
slight increase of the enhancement factor with heat flux for a heat flux in the range between 11kW/m2
and 42kW/m2. No explanation was given. Also the boiling data of Wondra at al. [133] show an increase
of the enhancement factor with heat transfer .
Several authors noted that the boiling hysteresis can be significantly reduced when using reentrant
type surfaces [8][23][24]. Small pores seem to have a positive effect on the temperature overshoot
[123]. Chen et al. [23] argued that the best performing tubes also have the lowest temperature over-
shoot and vice versa. This is not in agreement with the results of Kedzierski [56]. In his experiments,
temperature overshoots were considerably lower with GEWA-K tubes, which is a standard finned tube,
than with Turbo-BII-LP tubes. Apparently the boiling hysteresis is strongly influenced by the surface-fluid
combination.
Crossover characteristic and influence of geometry
The gap width or the pore diameter connecting the subsurface tunnel with the liquid pool have a strong
influence on the boiling performance [7][8][93]. In general, there seems to exist an optimal gap width or
pore size, which is different for each fluid and working condition [24][27][28][59][86][94][95][128].
Chien and Webb [28] observed a “crossover characteristic” illustrated in Figure 2.11, which was con-
firmed by other authors also for other surface-fluid combinations. According to the concept of the
crossover characteristic, a surface having small pores has a high performance at a low heat flux but
dries out early, while bigger pores perform better at higher heat fluxes but are flooded more easily at
lower ones. The pore pitch has a similar effect as the pore diameter in this case as the total area connect-
ing the tunnels with the pool is affected by both parameters. In this context, comparing GEWA-T and
Thermoexcel-E tubes, Marto and Lepere [83] noticed that GEWA-T is usable at higher heat fluxes be-
cause of larger openings but that the necessary superheat for activation of the nucleation sites is higher,
too.
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Figure 2.11: Illustration of the “crossover characteristic”, from Kim and Choi [59]
It can be observed that the factor ρv∆hv has a similar influence on the boiling mode as the pore size.
For the same heat flux, a low value of ρv∆hv leads to more created vapor volume than a high value of
ρv∆hv. Is the factor high, tunnels are more easily flooded but the dryout occurs later [24][133]. Wondra
et al. [133] explained the better performance of R134a compared to FC-72 with the two times higher
value of ρv∆hv with R134a.
Some authors state that the size of the tunnel is less important than gap width or pore diameter. But
it seems like a rectangular fin base leads to a higher heat transfer than a circular fin base. Wondra et
al. [133] observed a strong dependence of the heat transfer on the tunnel height. They argued that at
lower heat fluxes a smaller tunnel allows an earlier shift into the suction evaporation mode, which is
consistent with the observations for different values of ρv∆hv.
Analyzing the heat transfer data, it can be concluded that heat transfer coefficients are much higher
when using surfaces with pores instead of a circumferential gap, connecting the subsurface tunnel with
the pool of fluid. Typical enhancement factors for GEWA-T tubes are about 3 to 5, while for GEWA-B,
Thermoexcel-E, or Turbo-BII tubes factors between 7 and 15 were observed.
Further effects relevant for application
In industrial applications, tubes with structured surfaces are usually employed in bundles and with fluids
which can show oil contamination from pumps. The influence of those conditions were addressed in
several experimental setups.
For plain tubes it has been reported that lower tubes in a pool increase the heat transfer of upper tubes
within a tube bundle because of the increased convection at the upper tubes. Two parameters were
defined to quantify this effect.
Bundle effect: Ratio between the heat transfer coefficient of the upper tube with lower tubes activated
and the heat transfer coefficient of the same tube if activated alone.
Bundle factor: Ratio between the average heat transfer coefficient of a whole tube bundle and the heat
transfer coefficient of a single, isolated tube.
With tubes having reentrant type surfaces, the bundle effect is less pronounced than with plain tubes.
This leads to the conclusion that the heat transfer in the subsurface tunnels is hardly affected by the
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fluid flow outside and heat transfer is dominated by nucleate boiling [123]. Memory et al. [85] found
a positive bundle effect for Thermoexcel-HE and Turbo-B tubes with R114, which decreases with rising
heat flux. Opposed to that, Trewin et al. [123] reported that with GEWA-T tubes the heat transfer
coefficient is the same or even lower when used in bundles. They said, suppression of nucleate boiling
is the reason for this behavior. Robinson and Thome [105][122] reported a significant bundle effect
for Turbo-BII HP tubes with various refrigerants. It was observed that the bundle effect decreases with
increasing reduced pressure and there is an optimal void fraction for an increase in the heat transfer
coefficient.
If oil lubricated compressors are used in refrigeration plants, the refrigerant can show an oil contam-
ination. The oil can strongly affect the boiling performance of the tubes. According to Mohrlock et
al. [89], following effects might occur when dealing with refrigerant-oil mixtures.
Blocking: Close to the surface, the more volatile component of the mixture, which is the refrigerant,
evaporates and the mass fraction of the oil increases. Thus, the wall superheat and the fluid
viscosity increase. In reentrant cavities, the oil might lead to clogging of the pores.
Decreasing bubble size: Because of the smaller departure diameter, the area influenced by a nucleation
site can be reduced and a higher nucleation site density is possible. With smaller bubbles the
convective heat transfer might be reduced.
Foaming: Close to the surface, many small bubbles separated by a thin layer of liquid from the surface
can exist. Thin film evaporation can increase the heat transfer in this case but oil might accumulate
in the film and with an inhibited flow of fluid towards the wall the heat transfer can also be reduced.
Oil contamination usually deteriorates the performance of a boiling surface and also reduces the im-
provement factor of an enhanced surface [23][60][61][62][123]. Spindler and Hahne [114] reported
a strong decrease of the heat transfer with a GEWA-B tube and R134a-oil mixtures. In their study, the
heat transfer can get as low as 20 % of the heat transfer with pure R134a. Kim and Min [62] and Kim
and Kim [60] reported a degradation of up to 67 % for a surface similar to Turbo-B and R123a with 5 %
oil. When using mixtures, the boiling hysteresis might also get stronger [23][123].
Some authors reported that the degradation gets stronger with rising heat flux [23][61][89]. Mohrlok
et al. [89] even observed a decrease of the heat transfer coefficient with rising heat flux. Chen et al. [23]
found heat transfer coefficients for enhanced surfaces being lower than heat transfer coefficients for plain
surfaces at high heat fluxes. The strong decrease of the heat transfer coefficient at higher heat fluxes is
attributed to the immiscibility of the oil once a certain concentration is reached at the surface. Opposed
to that, Spindler and Hahne [114] reported that the influence of the oil decreases with rising heat flux.
Kim and Min [62] and Kim and Kim [60] reported a decrease of the degradation with rising heat flux
and R123a-oil mixtures. They argued that more oil is removed from the subsurface tunnel with rising
heat flux.
The degradation increases with pressure [23][60][62][89]. According to Chen et al. [23], the reduc-
tion of the heat transfer coefficient with rising heat flux and rising pressure might be due to a decrease
in diffusion area because of the larger active nucleation site density, or a decrease in turbulent motion
because of the smaller bubbles.
The degradation factor has been reported to be different for different surfaces. It is assumed that
bigger openings are better to drive out the less volatile component accumulating at the surface and in
the subsurface tunnels [24][60][62][123]. Opposed to that, Zarnescu et al. [142] reported an increase
in degradation with decreasing tunnel size but found only little influence of the pore size of a Turbo-B
surface with a R134a-oil mixture. They observed that the improvement of heat transfer obtained with
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a rectangular tunnel base compared to a circular tunnel base is eliminated with the oil mixture. They
assume that the reason for this is that the oil in the lower menisci is not removed.
Some authors reported an improvement of the performance with small amounts of oil at high heat
fluxes [86][89]. This is attributed to foaming at the boiling surface. Kedzierski [57] found such an
improvement also at low heat fluxes and a Turbo-BII HP surface. He explained the results with an
increase in active nucleation site density.
In general, boiling of mixtures from enhanced surfaces is currently not sufficiently understood. It
should be noted that even if the enhancement factor decreases with refrigerant-oil mixtures, enhanced
tubes can still outperform plain tubes significantly.
2.2.3 Modeling of evaporation from subsurface tunnels
With the large number of parameters being present, modeling of evaporation from subsurface tunnels is
very challenging. So far, no model is available which comes without the use of empirical parameters.
Webb [127] proposes that there are six main geometrical dimensions describing a boiling surface
having pores. These are
• tunnel pitch,
• tunnel height,
• tunnel width,
• tunnel base radius,
• pore diameter,
• pore pitch.
Pores without a circular shape are supposed to be described by the largest circle which can be drawn
within the pore [127].
Most effort was put into modeling the suction-evaporation mode, as this is the most effective mode of
boiling and tubes with reentrant type structures are usually operated in this regime.
For this mode, Nakayama et al. [94] suggested modeling the heat flux as a sum of the latent heat flux
and the sensible heat flux.
q = qin+ qex (2.1)
The latent heat flux qin is dominated by the evaporation from liquid menisci inside the tunnels and the
sensible heat flux qex is caused by convection on the outer surface of the tube. This approach was also
used by other authors.
External heat flux
To model the external heat flux qex, several approaches can be found in literature. Nakayama et al. [94]
employed correlation (2.2), which was adapted from a correlation for natural convection published by
Zuber [146].
qex =

∆T
Cq
1/C2 Na
Aout
−C1/C2
(2.2)
The empirical constant Cq depends on fluid and pressure. Aout is the projected area and ∆T = Tw − Tsat
the wall superheat. Ayub and Bergles [7] followed the approach of Nakayama and employed equa-
tion (2.2) with the constants Cq = 3K(cm2/W)3/5(1/cm2)1/5, C1 = −1/5, C2 = 3/5. Na, which is the
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number of active pores, was taken from experiments. For the tubes used by Ayub and Bergles the number
of active pores was curve fitted by Equation (2.3).
Na =−42.94+ 40.96∆T − 2.53∆T 2 for water
Na =−32.13+ 20.25∆T + 0.85∆T 2 for R113 (2.3)
Chien and Webb [26] took the model for the external heat flux from Haider and Webb [43]. This model
uses the correlation of Mikic and Rohsenow [88] with a correction for the transient convection. The heat
flux given by the model of Mikic and Rohsenow considers transient conduction as it occurs when the
departing bubble removes the thermal boundary layer in a circular area having twice the diameter of
the departing bubble and is replaced by fluid with the temperature Tsat flowing to the wall. Knowing
the bubble departure diameter db,dep, bubble frequency f , and active pore density na together with the
liquid thermal conductivity kl, density ρl, and specific heat capacity cl, the time averaged heat flux is
then given by Equation (2.4).
qex(MR) = 2
p
piklρlcl f d
2
b,depna∆T (2.4)
This heat flux is corrected to account for transient convection, which is considered to be the more im-
portant mechanism of external heat transfer by most authors [43], and is given by Equation (2.5)
qex = qex(MR)
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2!1/2
(2.5)
The empirical constant Cex = 6.42 was curve fitted and the correlation predicts data of Nakayama et
al. [94] and Chien and Webb [25] for boiling from plain surfaces with an error of ±25 %. With the
assumptions that the departing bubbles are spherical and that the bubble departure is governed by a
force balance between buoyancy and surface tension forces, the bubble departure diameter is given by
Equation (2.6).
db,dep =
Bo+pBo2+ 2304 (96/Bo− 3)
192− 6Bo
1/2 dp (2.6)
In there, Bo = d2p/a
2 is the Bond-number based on the pore diameter dp and the capillary length
a =
p
σ/(g(ρl−ρv)). The active pore density, which is needed for the calculation of the external heat
flux, can be calculated from Equation (2.7), which is derived from an energy and mass balance.
na =
qin
ρv∆hv f pid3b,dep/6
(2.7)
A different approach to calculate the required bubble departure diameter was employed by Ra-
maswamy et al. [103]. They analyzed the forces acting on the bubble, which are an unsteady growth
force Fdrag, buoyancy force Fbuoy, surface tension force Fσ, lift force (lift produced by the departing bub-
ble on the next bubble) Flift, bubble inertia force Fb,i, and liquid inertia forces Fl,i. For inertia driven
growth, the velocity of the bubble front is assumed to be constant and thus the liquid inertia forces are
zero. The bubble departs when Equation (2.8) is fulfilled.
Fdrag+ Fσ + Fb,i = Fbuoy+ Flift (2.8)
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The growth force is the drag of the bubble in the liquid caused by the asymmetrical growth away from the
wall. It is calculated according to Zeng et al. [143] using Equation (2.9) with the constant CS = 20/3.
Fdrag = ρlpiR
2

3
2
CSR˙
2+ RR¨

(2.9)
Buoyancy force is given by Equation (2.10).
Fbuoy =
 
ρl−ρv gVb (2.10)
Surface tension force is taken from [26] and calculated with Equation (2.11).
Fσ = σpidp sinΘ (2.11)
According to Kolev [64], the lift force can be written as in Equation (2.12) with the rise velocity of the
flow induced by the bubble ul and the empirical coefficient Clift.
Flift =
pi
2
ρl(dbul)
2Clift (2.12)
Equation (2.13) gives the bubble inertia force as suggested by Sharma [107].
Fb,i = mb
dub
dτ
+ ub
dmb
dRb
dRb
dτ
(2.13)
In there, mass mb, velocity ub, and radius Rb of the bubble are employed. Ramaswamy et al. argued that
constant Cex in Equation (2.5) is not universal as proposed by Chien and Webb but is a function of wall
superheat. It is emphasized that the model is only valid for the isolated bubble regime.
Internal heat flux
Models for calculating the internal heat flux presented in literature can roughly be classified in three
categories.
Type 1: Empirical modeling of heat transfer, no or empirical modeling of liquid flow into the tunnel.
Type 2: Analysis of heat transfer and evaporation at liquid films, empirical modeling of liquid flow.
Type 3: Analysis of heat transfer and evaporation at liquid films, analysis of liquid flow.
So far, no model is available which is capable of a fully predictive calculation of heat transfer performance
of tubes with reentrant type structures. Modeling of Type 1 was presented by Ayub and Bergles [7],
Nakayama et al. [94], and Chen et al. [21]. Ayub and Bergles assumed thin film evaporation at the
tunnel wall with heat flux being given by Equation (2.14).
qin = m˙∆hv =
klAδ
δ
∆T (2.14)
Aδ/δ is the ratio of liquid film area and film thickness. As it cannot be measured directly, the value was
used as fitting parameter and assumed to be constant for one test fluid. The ratio is assumed to depend
strongly on surface tension. Therefore, the value Aδ/δ was extended to other fluids by multiplying it with
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the ratio of the surface tension of the fluid it was originally determined for and the fluid it is supposed
to be extended to.
Nakayama et al. suggested dividing the suction evaporation mode into three phases, which are the
pressure build-up, pressure reduction, and liquid intake phase. General relations for pressure of the
vapor and the liquid, bubble growth, and evaporation of the liquid in the tunnel were given for the three
phases and fitted with several empirical parameters to experimental results. The split into three phases
as suggested by Nakayama et al. was adopted by other authors. Chen et al. [21] introduced a statistical
distribution of the pore size. By applying the mass conservation law to liquid and vapor in the tunnel,
bubble diameter, bubble frequency, and active pore density are calculated. The assumption of bubbles
growing with constant departure diameter and one growth velocity simultaneously at several pores, as
it was used by Nakayama et al. [94] and Chien and Webb [26], is not required. Chen et al. employ a
semi-empirical correlation to model heat transfer.
Chien and Webb [26], Ramaswamy et al. [103], and Das et al. [31] presented models of Type 2. Chien
and Webb were the first to relate heat transfer at the liquid meniscus to the size of the meniscus depicted
in Figure 2.12 and calculated the growth and shrinking of the liquid film in the tunnel with time.
δne
Rm
ϕ
liquid
vapor
Figure 2.12: Meniscus in tunnel corner according to Chien and Webb [26]
Heat transfer is calculated by a step wise integration over the liquid film and time, leading to Equa-
tion (2.15).
Qtun =
1/ f∫
0
∆T
2 LNm
pi/4∫
0
kl
Rm(τ) +δne(τ)

1/ cos(ϕ)− Rm(τ)Rm(τ)dϕ
 dτ (2.15)
L represents the tunnel length and Nm the number of menisci in each tunnel. The temperature difference
can only be evaluated outside of the integral if the wall superheat is rather small. If the radius becomes
small, the increase in required superheat because of disjoining and capillary pressure has to be consid-
ered. With the dispersion constant A the temperature difference in this case is given by Equation (2.16).
∆T = Tw− Tsat(pv)

1+
σ/Rm+ A/δ3
∆hvρl

(2.16)
The non-evaporating film thickness δne is given by Equation (2.17).
δne =

ATsat
ρl∆hv(Tw− Tsat)
1/3
(2.17)
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The amount of liquid flowing into the tunnel during the liquid intake phase is calculated with an em-
pirical correlation. Das et al. [31] argued that the duration of the liquid intake phase should not be
neglected for the sake of completeness of the model. The liquid intake time is modeled for active as well
as inactive pores and the larger time is supposed to be considered for calculating the bubble frequency.
The results showed that with fluid R11 the liquid intake time is at least two orders of magnitude smaller
than growth or waiting time. Consequently, the intake time might only be significant for low gravity
conditions or depressurized systems.
Jiang et al. [52] presented a sophisticated model of Type 3, in which the tunnel and the liquid film is
discretized in several elements. A simplified set of conservation equations is derived for the elements.
They model the mass flow of vapor and liquid from inactive pores towards active pores, assuming one
dimensional flow in direction of the tunnel and heat transfer from liquid menisci in the tunnel corners.
The set of equations is solved numerically with a finite difference method. The model predicts the
number of active pores and bubble frequency.
The presented models show a strong dependence on bubble departure diameter. In the formulation
of Mikic and Rohsenow, the external heat flux is proportional to the bubble diameter squared and for
internal heat flux the bubble departure diameter limits the duration of the bubble growth period. There-
fore, modeling of bubble departure limits the accuracy of the models. Chen and Groll [20] pointed
out that the assumption of a spherical bubble can lead to wrong dynamic forces. Even if the bubble is
spherical, dynamic forces can not always be neglected. Only very small spherical bubbles are governed
by surface tension only. The influence of buoyancy depends on the growth stage. Generally, there are
many publications on the dynamics of bubble growth and detachment and the results are diverging quite
a bit. For example Buyevich and Webbon [18] stated that surface tension is not necessarily responsible
for impeding bubble detachment, which was assumed by most authors.
Ramaswamy et al. showed that the heat transfer model of Chien and Webb is sensitive to the dispersion
constant, which is also difficult to determine. For all models, calculation of liquid flow through the pores
to the film is empirical, which reflects the lack of knowledge of the details of this process.
Up to now, there is no full model being able to predict which boiling mode is obtained.
2.3 Numerical simulations of boiling phenomena
As time scales as well as length scales are very small in boiling processes, the possibilities to gain insight
by measurements are limited. Numerical simulations theoretically do not have limitations in resolving
time and space and offer a promising method for studying boiling phenomena. In practice, simulations
are limited by the availability of computational power, solution procedures, and models for complicated
physical phenomena like nucleation or the influence of surfactants. Computational power and solution
procedures have developed rapidly in the last decade. Comparisons with analytical solutions and exper-
imental results show that bubble dynamics, phase change at the liquid-vapor interface, and evaporation
at the three phase contact line can be depicted quite well. Nevertheless, the accuracy of numerical re-
sults always depends on the knowledge of the boundary conditions and fluid properties, which have to
be determined by measurements. A comprehensive review on suitable methods for simulating multi-
phase flows in microfluidics was given by Wörner [139]. Reviews on numerical simulations of boiling
processes and phase change were given by Dhir et al. [32] or Stephan et al. [116].
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2.3.1 Methods
First, some of the numerical methods which were developed in the last decades and are used today are
introduced. The focus is on procedures which aim at simulations on the scale of single bubbles. In
there, the liquid-vapor interface is resolved and its movement is part of the solution unlike in Euler-Euler
or Euler-Lagrange methods. For most problems, Mach numbers are small such that the flow can be
treated as incompressible, while the Reynolds numbers are too high for inertia to be neglected. Further-
more, even if the scales can become very small in some problems, the fluid can typically be treated as a
continuum.
Capturing of the liquid-vapor interface used to be one of the challenging features in multiphase numer-
ical codes. For this task front capturing methods are most commonly used today. In the Volume-of-fluid
method VOF of Hirt and Nichols [47], an additional variable is introduced indicating the phase of the
fluid, which is transported by convection with the flow. For a divergence free flow field, the transport
equation for the field indicator variable F is consequently given by Equation (2.18).
∂ F
∂ τ
+∇ · (uF) = 0 (2.18)
Field values of F = 1 indicate phase one, field values of F = 0 phase two. A cell with a value between
0< F < 1 contains a piece of interface. In VOF methods with interface reconstruction, a geometrical rep-
resentation of the interface is calculated, which can be piecewise constant (e.g. SLIC), piecewise linear
(PLIC) or piecewise parabolic (PPIC). For those methods, the convection of the interface is performed
with a geometrical advection scheme.
The reconstruction of the interface, especially in 3D and on unstructured grids, can be very chal-
lenging. Therefore, in many codes the VOF method is employed without geometrical advection, but the
convection equation is solved with differencing schemes. Here, the challenge is finding a scheme which is
stable, bounded, and prevents diffusion of the interface. VOF methods are inherently mass conservative
if employed with a finite volume discretization.
An approach to capture the interface which is commonly employed with finite difference or finite ele-
ment discretization, is the Level-set method LS of Sussman et al. [119]. In there, a signed distance scalar
function, which becomes zero at the interface, is employed to indicate the interface. Reinitialization of
the distance field and additional correction steps are required to enforce mass conservation.
Among the front tracking methods, the Marker-and-cell method MAC was employed by Welch et
al. [129] to simulate multiphase flows. Here, a Lagrangian formulation is used to follow markers which
define a certain phase.
The Front-tracking method FT of Unverdi and Tryggvason [124] employs surface markers at the inter-
face. In order to be able to simulate bubble or droplet merger, special methods are required.
It is also possible to use a moving mesh to indicate the location of the interface. The ALE formulation
of Hirt [46] with a finite element discretization is most common in this context.
Lattice Boltzmann methods LB, which do not solve the Navier-Stokes equations, are also employed
to simulate multiphase flows on small scales. In there, the interaction of fluid particles is calculated.
Compared to the Navier-Stokes equations, the Lattice Boltzmann equations are easier to implement and
to solve, but assigning macroscopic fluid properties like viscosity or density is not straight forward.
Similar to the VOF method an indicator variable is employed with the Phase-field method PF, resulting
in an interface spanning across several cells. But opposed to VOF, the finite interface thickness here is
physically motivated and calculated with the chemical potential of the fluid. As a consequence, an
extremely fine mesh is required in the vicinity of the interface.
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In addition to the methods mentioned above, there exist numerous hybrid methods such as HPLS [36]
or CLSVOF [118] for which the reader is referred to the literature.
In order to be able to simulate multiphase flows, the effect of surface tension needs to be incorporated
in the Navier-Stokes equation. Widely spread is the continuous surface force method CSF of Brackbill et
al. [15]. The curvature is calculated by the divergence of the normal vectors of the interface. Alternative
approaches are the continuous surface stress method CSS of Lafaurie at al. [72] or an adaption of a ghost
fluid method by Liu et al. [78]. Any method to incorporate the effect of surface tension has to deal with
spurious currents. These are artificial flows in the vicinity of the interface which are created if surface
tension forces and pressure forces are not completely balanced or curvature is calculated inaccurately.
In the case of phase change, the parasitic currents can increase the heat transfer towards the interface.
There exist numerous methods to reduce spurious currents for different discretization methods and
interface representations. For an evaluation of some of the methods see Fuster et al. [37].
Numerical simulations of phase change require the mass and momentum equation to account for the
change in normal velocity at the liquid-vapor interface. Consequently, the flow field is not divergence
free in this case. The energy equation needs to be solved to obtain the evaporation rate. Several au-
thors presented evaporation models working with different representations of the liquid-vapor interface.
Welch [130] presented an evaporation model for a moving mesh method and Welch and Wilson [131]
for a VOF method with interface reconstruction. Son and Dhir [111] employed the Level-set method to
simulate phase change. The Level-set method was combined with a ghost fluid method by Gibou [40] to
accurately determine phase change rates. Juric and Tryggvason [55] introduced an evaporation model
for the Front-tracking method with a finite difference discretization. Jamet et al. [51] combined the
Phase-field method with an evaporation model to simulate phase change. Yoon et al. [141] used a mesh
free method to simulate nucleate boiling. Hardt and Wondra [44] introduced a relaxation model to
calculate phase change, which works independently of the employed interface capturing method.
Processes on the scale of single bubbles or droplets can strongly be influenced by effects occurring on
much smaller scales, which typically cannot be incorporated in the numerical simulation. In order to deal
with this problem, subgrid scale models are introduced which model the processes on the small scales
and couple them with the flow simulation. As examples for such subgrid models, Wörner [139] names
thin film models or models for the species-concentration in the boundary layer in mass transfer [6]. In
heat transfer, so called contact line or microlayer models based on the work of Wayner et al. [126] or
Cooper and Lloyd [30] are of special interest. Stephan and Busse [115] were among the first to combine
Wayners model of evaporation at the three phase contact line with the simulation of macroscopic fluid
flow and phase change. The modeling of the microlayer of Cooper and Lloyd was applied by Lee and
Nydahl [73] for the simulation of bubble growth. More details on modeling of evaporation in the vicinity
of the three phase contact line is given in Section 3.4.
Multiphase flows including a liquid-vapor interface interacting with a solid wall require the specifica-
tion of a contact angle. As the prediction of contact angles is difficult, the value often has to be taken
from experiments. With moving contact lines, dynamic contact angles can be observed which depend
on the speed and direction of the movement. While it is generally advised to employ dynamic contact
angles in simulations, the laws describing the dependence of contact angle on the movement are under
discussion. The numerical representation of contact angles is straight forward with the CSF method of
Brackbill et al., as only the direction of the interface normal at the boundary needs to be adjusted. In
VOF methods, the movement of the three phase contact line poses no special difficulties, while in other
interface representations, slip or diffusion have to be applied to overcome the apparent singularity at the
three phase contact line at a wall with no-slip boundary condition. A review on numerical simulations
with moving contact lines was given by Sui et al. [117].
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2.3.2 Numerical simulations of boiling from plain surfaces
Numerous studies have been performed to investigate fluid flow and heat transfer of bubbles growing at
a plane wall. The physical effects which have to be considered for boiling of a pure fluid from a plain
surface, include nucleation, heat and fluid flow in liquid and vapor, phase change at the liquid-vapor
interface, evaporation of thin films at the bubble foot, thermal response of the heating surface, and
interface dynamics like contact line motion, bubble departure and interaction. By today it is possible
to incorporate most of those effects in a boiling simulation. Unfortunately, one of the key elements
of many boiling processes is heterogeneous nucleation, for which only very basic modeling approaches
were employed so far.
Most authors initially set a bubble nucleus into a superheated thermal boundary layer and thus avoid
the stage of nucleation. In this case, for a fixed wall superheat the thickness and temperature profile of
the thermal boundary layer needs to be specified. If the heat flux at the wall is provided, additionally the
wall temperature is required. Son et al. [112] determined the initial thickness of the thermal boundary
layer from a correlation for turbulent natural convective heat transfer, resulting in Equation (2.19).
δth = 7.14

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(2.19)
Kunkelmann and Stephan [70] simulated subsequent bubble cycles to obtain the temperature and thick-
ness of the thermal boundary layer. The waiting time between the bubbles was taken from experimental
observations. Aktinol and Dhir [4] coupled the setting of a new bubble nucleus to the local wall su-
perheat. Once a certain wall superheat was exceeded, a new bubble nucleus was set. The required
superheat was chosen based on the studies of Wang and Dhir [125]. A similar approach was chosen
by Li et al. [77]. Dietl and Stephan [35] performed boiling simulations from single reentrant cavities.
As the reentrant cavities are holding vapor also after bubble departure, subsequent bubble cycles were
simulated to obtain the thermal boundary layer without the need of supplying a waiting period.
With numerical simulations it has been possible to confirm experimental observations and obtain
additional information about the boiling process. The strong influence of thin film evaporation at the
foot of the bubble was observed by several authors. Son and Dhir [112] reported that 20 % of the
wall heat transfer was transferred through the contact line region during a bubble cycle with water at
atmospheric pressure. They employed a Level-set method to capture the interface. The wall was taken
to be isothermal with various wall superheats being simulated. Kunkelmann et al. [68] studied the
influence of contact line speed on the evaporation in the vicinity of the three phase contact line. They
employed the VOF method in OPENFOAM. Fluid properties were those of FC-72 and the gravity level was
reduced to allow a comparison with experiments performed at parabolic flight campaigns. They found
the heat transfer at the three phase contact line being much higher with advancing contact line than with
receding contact line. With the wall underneath the bubble being isolated by vapor, it is heating up until
the bubble foot starts to shrink. Furthermore, with an advancing contact line, next to the contact line a
vortex carries cold fluid from the bulk towards the wall. Therefore, temperature differences are higher
with an advancing contact line than with a receding one during nucleate boiling and the heat transfer
rate is increased. The amount of the heat transferred through the contact line in relation to the total heat
transfer was found to be approximately constant during all phases of bubble growth and independent of
contact line speed.
Other effects studied with the help of numerical simulations include the influence of subcooling
[10][137][138], gravity [10][99][145], contact angle [1][91], or properties of the wall [4][81][144].
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With rising heat flux, bubbles start to interact during nucleate boiling. To study the effects of bubble
interaction, simulations were performed with bubbles merging vertically and laterally. Vertical bubble
merger were studied by Son et al. [113]. They could not observe any influence of the bubble merger on
heat flux.
Simulations of lateral bubble merger require the full three dimensional simulation of at least one half of
one bubble and are computationally demanding. Kunkelmann and Stephan [69] performed simulations
of a lateral bubble merger. They were able to demonstrate the development of a residual droplet during
the merging process, which was also observed experimentally for HFE-7100. Studies of lateral bubble
merger were also conducted by Abarajith et al. [2] and Mukherjee and Dhir [90]. Bubble merger
with two and three bubbles were performed with the model introduced by Son and Dhir [112]. The
arrangement of the bubbles was varied and asymmetrical merger were simulated as well to investigate
temperatures and bubble dynamics.
2.3.3 Numerical simulations of boiling from structured surfaces
First simulations for boiling from a reenrant cavity were performed by Wondra and Stephan [135]. They
employed the VOF method in FLUENT together with the evaporation model of Hardt and Wondra [44].
Simulations were performed with a 2D translational domain and without model for evaporation at the
three phase contact line, allowing only qualitative observations of the bubble detachment and film evap-
oration process.
Numerical simulations of boiling from cavities with different shapes were performed by Lee and
Son [74]. A Level-set method was used to convect the liquid-vapor interface, as well as to identify
the solid-fluid interface. The cavities studied include a cylindrical cavity, a cylindrical cavity with two
steps and a cylindrical cavity surrounded by a ring shaped cavity. In an additional paper Lee et al. [75]
also studied a circular cavity surrounded by a fin. The geometries are illustrated in Figure 2.13. The
common characteristic of the surface structures is that they can be calculated with an axisymmetric
computational domain.
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Figure 2.13: Cavity shapes employed by Lee and Son [74] and Lee et al. [75], dimensions in 10–3m
It was shown that heat transfer increases with the cylindrical cavities because the contact line length
increases. Additional steps in the cavity lead to further enhancement of the heat transfer. Surrounding
the cavity with a ring shaped groove reduces the heat transfer because the contact line pins at the
boundary of the groove and the bubble foot is not growing further. For the cavity surrounded by a fin,
gravity was increased to obtain smaller bubbles. The optimal fin spacing was found to be about 0.6 times
the bubble departure diameter and heat transfer could be increased by 40 % to 60 % compared to a plain
surface.
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2.4 Summary of the state of the art and scope of this work
Reentrant type structured surfaces are state of the art in enhancing pool boiling heat transfer. Through
thermal measurements and visualization studies several processes occurring at reentrant cavities could
be identified and models were created to describe the effects. Up to now, processes occurring inside
single reentrant cavities could not be observed and their effect on heat transfer thus not determined.
At subsurface tunnels connected through pores with the pool, boiling modes could be identified on
which current modeling approaches and developments are based. The knowledge about the processes
inside the tunnel originate from visualization studies, as local measurements are extremely difficult due
to the small time and length scales. Therefore, the characteristics of the liquid flow into the tunnel and
the influence of single geometric properties on the process are under discussion.
In the last years, numerical methods became powerful enough to simulate the boiling process on
the scale of a single bubble qualitatively and quantitatively correctly. Computational cluster allow the
simulation of bubble interaction and boiling processes in 3D. Hence, direct numerical simulations were
identified as promising method to gain insight into processes in pool boiling in a level of detail which is
beyond the capabilities of measurement techniques.
In this work, a state of the art numerical CFD code is applied to study the processes occurring within
the cavities of reentrant type surfaces. Different designs of single reentrant cavities are considered and
the sensitivity of the results on single numerical and process parameters is investigated. In order to study
the processes occurring with subsurface tunnels, boiling from a tunnel section containing two pores is
simulated on the “Lichtenberg” high performance computer at TU Darmstadt. Fluid properties were
selected to be those of R134a at Tsat = 20 ◦C, as a large number of studies have been performed with this
refrigerant. With the CFD simulations, the following key questions are addressed:
• is it possible to have evaporating liquid films inside single cavities as observed with subsurface
tunnels,
• which parameters govern liquid flow inside and into the subsurface tunnel,
• which conditions are leading to dryout and flooding of the subsurface tunnel.
The processes at the pores are analyzed and the transfer of the results to realistic surface structures
is discussed. Thus, the transition between the boiling modes introduced by Nakayama et al. can be
described in further detail. As current models lack the prediction of the boiling mode, a novel modeling
approach is suggested in this work and the effects that are required to be accounted for in an exhaustive
heat transfer model are given.
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3 Numerical Model
The numerical model is based on the work of Kunkelmann and Stephan [70] and Herbert et al. [45].
Most parts of the model are comprehensively described in the theses of Kunkelmann [67] and Batz-
dorf [11]. Minor modifications are performed to improve stability and convergence and an additional
anti-diffusion method is introduced. The model is implemented into the open source toolbox OPEN-
FOAM, established by Weller et al. [132], employing the finite volume method. The solver is based on
the Volume-of-fluid method of Hirt and Nichols [47] to capture the liquid-vapor interface and is coupled
to a subgrid scale model for heat transfer in the vicinity of the three phase contact line. An interface
reconstruction method allows determining the position of the contact line and the temperature gradient
at the interface. Calculation of conjugate heat transfer is possible. The model employs the dynamic mesh
capabilities of OPENFOAM and is fully parallelized.
3.1 Conservation laws in continuum mechanics
The fluid flow can be described with the balance equations for mass, momentum, and energy. With the
assumptions that
• the fluid properties are continuous,
• the fluid flow is incompressible,
• the fluid is Newtonian,
• the work of the pressure and the viscous dissipation can be neglected,
the conservation laws are given in their differential form by Equations (3.1) to (3.3).
∇ · u= ρ˙
ρ
(3.1)
ρ

∂ u
∂ τ
+ (u · ∇)u

= f−∇p+∇

−2
3
µ∇ · u

+∇ · µ∇u+ (∇u)T (3.2)
ρc

∂ T
∂ τ
+ u · ∇T

−∇ · (k∇T ) = h˙ (3.3)
The right hand side in Equation (3.1) and (3.3) account for mass and energy sources due to evaporation,
which are modeled as described in Section 3.3. The force f in Equation (3.2) accounts for gravity and
surface tension. Surface tension and contact angle treatment is discussed in Section 3.2. In the solid
region, the energy equation simplifies to Equation (3.4).
∂
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For multiphase flow, conservation of mass has to be fulfilled for each phase. The VOF method of Hirt
and Nichols [47] uses an indicator variable F to identify liquid and vapor regions. In OPENFOAM,
Equation (3.5) is solved with the MULES scheme for the transport of the VOF variable.
∂ F
∂ τ
+∇ · (uF) +∇ ·  urF (1− F)= ρ˙ρ F (3.5)
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The VOF variable F is bounded between zero and one, giving the volume fraction of liquid in a numerical
cell. In order to prevent numerical diffusion of the field, a compression term acting at the interface is em-
ployed in OPENFOAM. The compression parameter ur in Equation (3.5) scales with the flow velocity and
an user set parameter and points normal towards the interface. On the right hand side of Equation (3.5),
the source term accounts for phase change.
The physical properties of the fluid are given by linear averaging of the liquid property χl and the
vapor property χv as shown in Equation (3.6).
χ = Fχl+ (1− F)χv (3.6)
The fluid properties are assumed to be constant and independent of the local fluid temperature.
The conservation equations are discretized with the finite volume method employing the libraries of
OPENFOAM. As the flow is assumed to be incompressible, energy and momentum equation are solved
separately. The momentum equation is solved with the PISO algorithm [50].
3.2 Capturing of the interface
As mentioned before, the liquid-vapor interface is captured by the Volume-of-fluid (VOF) method. In
OPENFOAM, the VOF Equation (3.5) is solved explicitly with a flux limiter, to keep the field bounded.
With the VOF method in OPENFOAM, there is no sharp interface but the interface is located within
the cells with 0 < F < 1. In order to be able to obtain an exact position of the contact line and the
interface, Kunkelmann and Stephan [70] implemented a geometric interface reconstruction, which is
also employed in this work. Figure 3.1 illustrates the steps of the reconstruction.
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Figure 3.1: Interface reconstruction method
To reconstruct the interface
• the VOF variable F is interpolated from the cell centers to the cell points (Figure 3.1 (b)),
• the point with the value F = 0.5 is located on the edges of the cells by interpolation,
• the interface is piecewise approximated with planes through those points,
• the interface normal n and interface area Aint are calculated within each cell,
• the interface normal and area of the interface in the cell are distributed away from the interface
and the distance field Φ is calculated (Figure 3.1 (c) and (d)),
• the normal n on the boundaries is corrected to account for the contact angle boundary condition,
• the curvature of the interface is calculated and smoothed.
The reconstructed interface is continuous, but opposed to interface reconstruction methods like SLIC
or PLIC not mass conserving. Therefore, it cannot be used to reset the VOF field and prevent numerical
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diffusion. It has turned out to be beneficial to employ the interface normal from the reconstruction
instead of the gradient of the VOF field for the orientation of the compression vector ur in Equation (3.5)
and for curvature calculation. In order to do so, the information needs to be distributed from the cells
containing the reconstructed interface to all cells with field values 0< F < 1.
To be able to calculate the gradient of the temperature field close to the interface, the distance of the
neighboring cell centers in normal direction to the reconstructed interface is required. The calculation is
performed together with the distribution of the interface normal, as illustrated in Figure 3.1 (d). First,
the normal distance of the interface to the face centers of the cell is determined. From there the distance
of the next cell center is calculated with the interface normal that was distributed to the face center.
At the boundary the interface normal needs to be corrected to account for contact angle or symmetry
boundary conditions. On wall boundaries, the boundary value of the VOF variable is adjusted such that
the gradient of the VOF field matches the contact angle at the boundary. This requires the VOF variable
to be unbounded on the wall, which is without consequence as long as the flux caused by the product of
curvature with the gradient of the VOF field is enforced to be zero on the wall.
To make sure that the capillary pressure is influenced correctly by the applied contact angle at the
wall, it is beneficial to delete the normal of the interface in the first cell layer next to the boundary before
the normal is distributed to neighboring cells. This can lead to problems if the contact angle is very
small or only a thin layer of liquid exists at the wall. In this case, the interface normal is not pointing
in normal direction of the interface anymore, which can lead to strong diffusion of the VOF field and an
inaccurate calculation of the distance field. Therefore, close to contact angle boundary conditions, two
sets of interface normals are created and employed for different purposes as illustrated in Figure 3.2.
delete unless “thin film” cells
Delete normals
- interface normal
- interface area
- distance field
- interface normal
Distribute interface information
90 deg−Θ
Interface reconstruction
For compression and evaporation
distribute:
For curvature calculation
distribute:
Figure 3.2: Boundary treatment with interface reconstruction
The interface normals are distributed and employed without alterations for the compression of the liquid-
vapor interface and for calculation of the distance field, which is required to determine the evaporation
rate. For calculation of curvature, the interface normals in the first cell layer at the wall are deleted before
the interface normals are distributed. In order to calculate the curvature, the normals are interpolated
to the cell faces. On the wall faces, the interface normals are corrected according to the contact angle
boundary condition. The curvature of the interface is then calculated by taking the divergence κ=∇ ·n
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of the interface normal vector field n. To reduce spurious currents at the interface, the curvature is
smoothed first, then spread, and then smoothed again. With the curvature κ, the surface tension force
is calculated according to the method of Brackbill et al. [15].
If the liquid-vapor interface lies within the first cell layer at the wall for several cells, as illustrated in
Figure 3.3, and the interface normal is deleted, the information of the interface orientation is lost.
“thin film” cell
normal obtained with thin film method
normal obtained without thin film method
Figure 3.3: Thin film correction
Instead, the cells obtain the interface normal from a piece of interface which can be several cells away
and can have quite a different orientation. In this case, the curvature is calculated based on the difference
between contact angle and interface normal of the cell further away from the contact line. In order to
be able to include the interface orientation of such cells while keeping the influence of contact angle on
the capillary pressure high, so called “thin film” cells are defined. Within a “thin film” cell, the interface
normal is not deleted. A cell is defined as “thin film” cell if all the following conditions apply:
• one face of the cell lies on a wall boundary
• the cell contains a piece of interface
• no contact line is detected on the wall face of the cell
• all neighboring boundary cells contain a piece of reconstructed interface
With this method it is possible to perform calculations with small contact angles and a strongly curved
interface on rather coarse grids.
3.3 Modeling of evaporation
To account for phase change, modeling of the source terms in the conservation equations is required.
Based on the work of Hardt and Wondra [44] and Kunkelmann and Stephan [70], Batzdorf et al. [12]
presented the implicit formulation of the phase change model which employed in this work. With the
implicit formulation, temperature undershots below saturation temperature can be prevented, which the
explicit method of Kunkelmann and Stephan suffers from.
In the evaporation model, the liquid-vapor interface is assumed to be at saturation temperature and the
heat flow towards the interface is taken from the local temperature gradient. For an accurate calculation
of the temperature gradient, the distance and the temperature value from the cells adjacent to the
interface cells are employed. The source terms are then calculated in the cells the temperature for
calculating the gradient is taken from. In summary, the following steps are performed:
• distribution of the interface area to the cells on the liquid and the vapor side
• calculation of the temperature gradient based on the distance field
• calculation of mass and enthalpy sources and sinks with the distributed interface area
• smearing of the mass source term field
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• rescaling the source field to obtain the correct evaporation rate
The interface area is required to be transferred to neighboring cells until a cell without liquid-vapor
interface is reached. The area Aint of the interface in each cell is copied to both, the liquid region and the
vapor region to obtain Aint,l and Aint,v while assuring that for the integral over the computational domain
Ω the relation
∫∫∫
Aint dΩ =
∫∫∫
Aint,l dΩ =
∫∫∫
Aint,v dΩ holds true. To prevent conductive heat transfer
across the interface, the conductivity at the cell faces of the cells containing the original interface is set
to zero.
The source terms for mass ρ˙ and enthalpy h˙ are given by Equation (3.7) and Equation (3.8) respec-
tively. The mass source ρ˙cl, originating from evaporation at the three phase contact line, is added directly
to the mass source term in the cell containing the contact line.
ρ˙ =

Aint,l+ Aint,v
 k  Tcell− Tsat
Vcell|Φ|∆hv + ρ˙cl (3.7)
h˙= ρ˙∆hv (3.8)
The smearing of the mass sources is performed according to the method of Hardt and Wondra [44], as
large local mass sources can lead to problems when solving the conservation equations. To distribute the
source term field, the diffusion equation (3.9) is solved, where an appropriate length scale ∆Ψ is usually
on the order of a couple cell sizes and ψ0 = ρ˙. The local error caused by the smearing of the source field
was given by Hardt and Wondra to be on the order of ∆Ψκ/2.
∇2ψ= 1
(∆Ψ)2
 
ψ−ψ0 (3.9)
The field ψ is rescaled such that the integral over ψ in the liquid region equals the integral over ψ in
the vapor region and the integral over ψ0. For the evaporating case, mass sinks are set in the liquid
region and sources in the vapor region according to the distribution of ψ. Hardt and Wondra show that
with this method it is also possible to depict the pressure recoil at the interface, which is caused by the
required acceleration of the molecules when they move from the region of high density on the liquid side
to the region of low density on the vapor side of the interface.
If the local density ρ = Fρl + (1− F)ρv is employed on the right hand side of the continuity equa-
tion (3.1) for ρ˙/ρ, no mass sources can be set in the interface region without changing the evaporating
mass. This can be avoided by employing either the liquid density ρl or the vapor density ρv, depending
on which side of the interface the sources are located. The same applies to Equation (3.5), where addi-
tionally the value of F in the term F ρ˙/ρ has to be set to one or zero depending on the location of the
source.
3.4 Evaporation in the vicinity of the three phase contact line
In pool boiling, processes occurring at the foot of the bubble can have a strong influence on the heat
transfer and bubble dynamics. Two major effects are discussed in literature, which are the evaporation
in the vicinity of the apparent three phase contact line and the formation of a liquid microlayer with a
thickness of several micrometers below the bubble [58]. Sielaff and Stephan [110] observed that a liquid
microlayer is more likely to form with a receding contact line and a large spreading rate of the vapor,
while evaporation in the vicinity of the three phase contact line occurs with low contact line velocities
or an advancing contact line. Within this work, contact lines are either pinned or the velocities are
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very small. Therefore, it is assumed that an apparent three phase contact line forms where the liquid-
vapor interface approaches the wall. Close to the contact line, a thin liquid film results in a low thermal
resistance leading to a high heat flux. The concept of evaporating thin films in the vicinity of the three
phase contact line was introduced by Wayner et al. [126]. During pool boiling up to 30 % of the heat
can be transferred in this region [116].
The processes occurring in the vicinity of the three phase contact line typically cannot be resolved in a
boiling simulation. In the following, the region in which the apparent contact angle is formed is named
the microzone. Figure 3.4 shows a sketch of the microzone.
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Figure 3.4: Microzone region with control volume
Below the vapor, an adsorbed layer of fluid molecules is located, which is hindered from evaporation
by Van-der-Waals forces acting between solid and fluid molecules. From there on, at the apparent three
phase contact line, the slope of the liquid-vapor interface rapidly increases and attains the macroscopic
contact angle Θ.
The model employed for evaporation in the microzone was derived by Stephan and Busse [115] and
extended by Herbert et al. [45] for a moving contact line.
To simplify the governing equations in the microzone, first, a dimensional analysis of the processes is
performed, leading to the conclusions that
• the liquid layer is thin and Reynolds number is small (lubrication approximation),
• the wall temperature within the microzone is uniform,
• heat transfer is one-dimensional.
Furthermore, due to the small thermal inertia of the system, the microzone is taken to be at steady state.
Pressure difference at the liquid-vapor interface
The difference between the pressure of the vapor pv and the pressure of the liquid pl in the microzone
can be calculated as in Equation (3.10). The difference is caused by the curvature of the interface κ and
the difference in momentum resulting from the different molecule velocities un,l and un,v normal to the
interface.
∆pv,l = pv− pl  η= δ= σκ+ρlu2n,l−ρvu2n,v (3.10)
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For two dimensions, the curvature κ can be expressed as a function of the first and second derivative of
the film thickness δ as shown in Equation (3.11).
κ=
δ′′ 
1+δ′2
1.5 (3.11)
Molecularkinetic thermal resistance at the interface
On molecular level, the temperature of the liquid-vapor interface Tint needs to be above the local equilib-
rium temperature Tsat for phase change to occur. The required temperature difference can be calculated
with a thermal resistance Rint, defined in Equation (3.12).
Rint =
Tint− Tsat
qint
(3.12)
This thermal resistance is very small and can be neglected with the thermal boundary layer that is
typically obtained at the liquid-vapor interface in the bulk fluid. But with the thickness of the liquid
film in the microzone approaching the thickness of the adsorbed layer, the molecularkinetic thermal
resistance can be of the same order as the thermal resistance of the liquid film. Under the assumptions
that
• the vapor is at saturation temperature,
• the vapor can be treated as ideal gas,
• the vapor density is much lower than the liquid density,
• the vapor consists of a single component,
• the velocity of the vapor molecules is much lower than the local speed of sound,
Schrage [106] analyzed the net mass flux at the liquid-vapor interface from which Equation (3.13) can
be deduced.
Rint =
2− f
2 f
Tsat
p
2piRgasTsat
∆h2vρv
(3.13)
The evaporation coefficient f is in the range of 0 to 1. The influence of f on the results is discussed in
Section 3.4. In this work, the ideal gas constant is obtained from the ideal gas law Rgas = psat/(ρvTsat).
Balance study
Within the microzone, conservation of mass, momentum, and energy applies. One of the major assump-
tions for the microzone region is that the liquid film thickness is small compared to the length of the
microzone δ  L. With the thickness of the liquid film being small, the flow can be assumed to be
creeping with Re→ 0. Furthermore, the mechanical and thermal inertia within the microzone are very
small compared to the inertia of the surroundings so the equations can be solved for a system in steady
state. Heat and fluid flow is modeled in a reference frame moving with the velocity of the contact line
ucl. Consequently, the momentum equation in ξ-direction is given by Equation (3.14)
∂ pl
∂ ξ
= ρlνl
∂ 2uξ
∂ η2
(3.14)
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and the momentum equation in η-direction by Equation (3.15).
∂ pl
∂ η
=
∂
∂ η

A
η3

(3.15)
Applying a mass balance for the control volume shown in Figure 3.4, Equation (3.16) is obtained.
0= m˙(ξ) +
Q˙cl
∆hv
−ρluclδad (3.16)
In there, the assumption is employed that the change in kinetic energy is small compared to the enthalpy
of evaporation and that the vapor temperature is constant [19]. Q˙cl is the integrated heat flow from
ξ= 0 to ξ. The mass flow m˙(ξ) is given by Equation (3.17).
m˙(ξ) =
δ∫
0
ρluξ dη (3.17)
Integration of the momentum equation (3.15) in η leads to Equation (3.18) for the liquid pressure.
pl
 
ξ,η

=
A
η3
+ C(ξ,η) (3.18)
With the boundary condition pl(η= δ) given by Equation (3.10), this results in Equation (3.19).
pl
 
ξ,η

= pv (ξ)−∆pv,l− A
δ3
+
A
η3
(3.19)
The definition of an augmented capillary pressure pcap, given by Equation (3.20), simplifies the equations
in the following.
pcap =∆pv,l+
A
δ3
(3.20)
A is the so-called dispersion constant. Technically, assuming a constant value for the dispersion constant
is only valid up to a distance of about 5nm of the molecules to the wall. For larger distances, the term
predicts an adhesion pressure which is too large, but with rising film thickness δ the value of term
σκ becomes much larger than the value of A/δ3. Therefore, this modeling error is insignificant. The
dispersion constant for a fluid interacting through vacuum with a solid was given by Israelachvili [49]
as in Equation (3.21).
A=
p
AssAff (3.21)
In there, Ass is the dispersion constant of the solid interacting with solid molecules and Aff the dispersion
constant of the fluid interacting with fluid molecules. In this work, the dispersion constants are selected
to be Aff = 4/(6pi) · 10−20 and Ass = 40/(6pi) · 10−20, resulting in A≈ 13/(6pi) · 10−20. The influence of
the dispersion constant on the results is discussed in Section 3.4.
Taking the derivative in ξ of Equation (3.19) one obtains Equation (3.22), where the term dpv/dξ can
be neglected, as it is much smaller than the variation of the augmented capillary pressure in ξ-direction.
∂ pl
∂ ξ
=
dpv
dξ
− dpcap
dξ
(3.22)
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Integrating the momentum equation (3.14) in ξ-direction twice leads to Equation (3.23) for the velocity.
uξ =
1
νlρl
∂ pl
∂ ξ
η2
2
+ C1η+ C2 (3.23)
With the boundary conditions uξ(η = 0) = ucl and (∂ uξ/∂ η)

η=δ = 0, the constants C1 and C2 can be
eliminated and Equation (3.24) is obtained.
uξ =− 1νlρl

dpcap
dξ

η2
2
−ηδ

+ ucl (3.24)
The formulation for the velocity uξ can be integrated in Equation (3.17) and together with Equa-
tion (3.16) Equation (3.25) is obtained for the augmented capillary pressure.
dpcap
dξ
=− 3νl
δ3∆hv

Q˙cl+ρl∆hvucl(δ−δad)

(3.25)
With heat transfer being one-dimensional, the heat flux at the wall is given by Equation (3.26).
qcl =
kl
δ
 
Tw− Tint (3.26)
The heat flux at the liquid-vapor interface can be calculated with the interfacial thermal resistance as
shown in Equation (3.27). The term in brackets accounts for the increase of equilibrium temperature
due to the pressure jump across the interface and the adhesion pressure.
qint =
Tint− Tsat

1+
pcap
∆hvρl

Rint
(3.27)
The energy balance in the microzone gives Q˙cl = Q˙int and with the difference between wall and interface
area this results in Equation (3.28).
qcl = qint
p
1+δ′2 (3.28)
Combining Equations (3.26), (3.27), and (3.28), the temperature at the interface Tint and the heat flux
at the interface qint can be eliminated and Equation (3.29) for the heat flux at the wall is obtained.
qcl =
dQ˙cl
dξ
=
Tw− Tsat

1+
pcap
∆hvρl

δ
kl
+ Rintp
1+δ′2
(3.29)
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System of equations and solution procedure
The full rearranged system of equations (3.30) is given below.
dδ
dξ
= δ′
dδ′
dξ
=

1+δ′2
1.5
σ
pcap− Aδ3 + 1∆h2v
Tw− Tsat

1+
pcap
∆hvρl

p
1+δ′2 δ
kl
+ Rint
2 1
ρv
− 1
ρl

dpcap
dξ
=− 3νl
δ3∆hv

Q˙cl+ρl∆hvucl(δ−δad)

dQ˙cl
dξ
=
Tw− Tsat

1+
pcap
∆hvρl

δ
kl
+ Rintp
1+δ′2
(3.30)
The boundaries of the contact line region are the adsorbed film at ξ = 0 and the macro region at
ξ= ξend. At the adsorbed film, the thickness of the liquid film is given by δad =

A/pcap(ξ= 0)
1/3
. The
augmented capillary pressure can be calculated with the condition qcl = 0 from Equation (3.29) to be
pcap(ξ= 0) =
 
Tw/Tsat− 1∆hvρl.
The system of equations is solved employing a shooting method. Technically, both, the gradient of the
film thickness δ′ and the integrated heat flow Q˙cl, are zero at the adsorbed film. In order to not obtain
the trivial solution, the film thickness as well as the integrated heat flow are perturbed at the beginning
of the microzone. As the magnitude of the variables in SI units is spanning over several orders, the
system of equations is solved in non-dimensional form to reduce errors.
The integration of the equations is performed along ξ until the curvature of the liquid-vapor interface
is small and the thermal resistance of the liquid film determines the evaporation rate. In order to be able
to couple the solution of the equations with the flow solver, the integration is performed up to a fixed
value of ξend = 0.5µm, where this is the case for all parameter combinations employed in this work.
The system of equations is solved for a set of wall superheats and contact line velocities. The resulting
heat flow, contact angle, and liquid film thickness are curve fitted to be employed in the CFD simulation.
Sensitivity of the solution on input parameters
The microzone model requires the input of fluid properties which are difficult to obtain or can only be
estimated. Furthermore, the artificial perturbation at the beginning of the microzone to not obtain the
trivial solution can have an effect on the overall solution as well. To evaluate the potential error intro-
duced by the uncertainty of the input parameters, a small sensitivity study is performed. The reference
solution is given by the solution of the microzone model for a steady contact line with a wall superheat
of ∆T = 1 K and fluid properties of R134a at Tsat = 20 ◦C. Fluid properties are given in Appendix A.
The results for a variation of the dispersion constant A and the evaporation coefficient f are given in
Table 3.1. As the microzone region is taken to be 2D, the heat flow Q˙cl is given in W/m(contact line)
here. The influence of the evaporation coefficient on the heat transfer in the microzone region and con-
tact angle is rather strong. Marek and Straub [82] point out that generally the coefficient is higher for
dynamically renewing surfaces, as they appear for example in a jet, than for a quasi-static surface like
that of a meniscus. Furthermore, values are lower for water than for non-polar substances. For most
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Table 3.1: Sensitivity of model results on evaporation coefficient f and dispersion constant A
f A in 10–21 J Q˙cl in W/m δ
 
ξend

in 10–7 m Θ in deg
0.2 6.9 0.54 0.89 13.47
0.4 6.9 0.76 1.14 16.01
0.6 6.9 0.89 1.29 17.40
0.8 6.9 0.98 1.41 18.51
1 6.9 1.05 1.51 19.43
1 0.69 0.86 1.88 22.01
1 3.45 0.98 1.64 20.32
1 6.9 1.05 1.51 19.43
1 13.8 1.14 1.35 18.42
1 69 1.47 0.89 14.79
systems, the exact evaporation coefficient is unknown. If contact angle and surface temperature data is
available from the experiment, f can be adjusted such that the experimentally determined contact angle
is obtained. In this work, the value is set to f = 0.8. The sensitivity of the overall results of the CFD
simulation on the evaporation coefficient is studied in Section 4.1.5.
The sensitivity of the model results on the dispersion constant is considerably lower than on the evapo-
ration coefficient. Dividing the value for A in half has about the same effect as decreasing the evaporation
coefficient by 0.2. As long as the order of magnitude of A is predicted correctly, the error should be below
the error introduced through the uncertainty of f .
The initial film thickness for the integration needs to be larger than the thickness of the adsorbed film
δ(ξ= 0)> δad. The influence of the initial film thickness is given in Table 3.2.
Table 3.2: Sensitivity of model results on initial film thickness δ (ξ= 0)
δ (ξ= 0) Q˙cl in W/m δ
 
ξend

in 10–7 m Θ in deg
1.0001δad 1.01 1.26 19.08
1.001δad 1.03 1.38 19.16
1.01δad 1.05 1.51 19.43
1.1δad 1.10 1.74 20.46
2δad 2.99 3.30 34.01
As long as the initial film thickness is well below 1.1δad, the influence on the results is small. In this
work an initial film thickness of 1.01δad is employed.
3.5 Conjugate heat transfer and coupling of the subgrid scale model
Conjugate heat transfer is simulated by looping over the solution of the temperature equation in the
liquid and the solid region and adapting the boundary conditions for each loop. If a three phase contact
line exists at the fluid-solid interface, the microzone model is coupled to the flow solver by adjusting the
boundary conditions in the temperature equation in the fluid and the solid for each loop. The procedure
is illustrated in Figure 3.5.
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Figure 3.5: Calculation of conjugate heat transfer with three phase contact line
The position, length, and velocity of the contact line can be taken from the reconstructed interface. First,
the temperature in the fluid region is solved for with a fixed temperature boundary condition at the fluid-
solid interface. Additionally, the cell containing the contact line is taken to be adiabatic towards the wall.
The wall superheat at this adiabatic face together with the contact line velocity are employed to obtain
the heat transfer calculated by the microzone model. To solve for the temperature in the solid region,
the temperature gradient at the boundary in the fluid region is calculated. With this, the heat flux can be
calculated and set as boundary condition on the solid side. For the face in the solid region matching the
face with the contact line in the fluid region, the heat flux is taken directly from the contact line model.
The solution of the temperature equation in the solid gives the wall superheat at the fluid-solid interface,
which is used to update the boundary condition in the fluid region.
For the cell with the contact line in the fluid region, several heat flows across the faces have to be
considered. The cell and the treatment of the heat flow is depicted in Figure 3.6.
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Figure 3.6: Heat transfer towards the interface in the cell containing the contact line
Heat which is transferred parallel to the wall towards the interface from neighboring cells is accounted
for by the evaporation model. The heat transferred to the interface normal to wall is calculated in the
microzone model, but only up to a distance of 0.5µm from the reconstructed contact line. This leaves
an area depicted in Figure 3.6 as “intermediate region”, from which heat transfer towards the interface
needs to be calculated as well and added to the heat transfer through the microzone region.
As the thermal conductivity in the vapor is low compared to the conductivity in the liquid, heat transfer
on the vapor side of the liquid-vapor interface is neglected in this cell. In the intermediate region, the
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interface is assumed to be a plane starting at the end of the microzone region. The plane is calculated
with the height of the liquid film at the end of the microzone region and an inclination angle given by
the contact angle. For this plane, heat flux is given by Equation (3.31), where the thermal resistance of
the interface Rint is usually much smaller than δ/kl. In the intermediate region, influence of recoil and
adhesion pressure as well as curvature on the equilibrium temperature are neglected.
q =
Tw− Tsat
δ
kl
+ Rint
cosΘ
(3.31)
In the flow solver, the integrated heat flux given by the integral of Equation (3.31) over the intermediate
region is required. By splitting the integral, an analytical solution for each linear segment of the boundary
of the intermediate region can be calculated and the summation gives the required heat flow value. For
the case that the interface passes through an additional cell at the boundary before extending further
into the domain, the “intermediate region” calculation is extended to the cell next to the cell containing
the contact line. Details on this procedure are given in [11].
3.6 Treatment of numerical diffusion
Under some circumstances, flow patterns together with small contact angles and capillary driven flows
can lead to an increase in numerical diffusion, which cannot be handled by the compression term in
the VOF equation. Especially at sharp corners, when a pinned contact line is supposed to move around
the corner in order to satisfy the contact angle boundary condition, pieces of the VOF field making up
the liquid can detach from the liquid and move with the vapor stream. Figure 3.7 shows the undesired
movement of liquid at the corner on a coarse grid.
F Interface normals n Diffusion of field F
undesired F > 0interface
Figure 3.7: Diffusion of the VOF field at a corner of the wall boundary
Due to the interface position at the corner, the interface normals point in normal direction to the wall and
the compression cannot push the liquid back towards the fluid region. Usually the flow is not affected
much by such detachments as the removed liquid mass is very small. But if such a detached liquid field
hits a wall, calculation of heat transfer can be strongly altered as an additional contact line might be
created leading to a high local heat transfer coefficient. Therefore, a new method is implemented moving
the detached liquid field back to the original liquid-vapor interface, without affecting the movement of
the interface. The method is robust, fast, and global mass and energy conserving. The interface region
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is discretized in small overlapping volumes, in which the algorithm is applied. Within these operation
ranges, fluid mass and enthalpy is conserved. The procedure is illustrated for a two-dimensional problem
in Figure 3.8, the extension to three dimensions is straight forward. In the illustration, the removal of
liquid from vapor cells is depicted. In the numerical model, the algorithm is applied in the same manner
to also remove vapor from liquid cells.
liquid volume
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Figure 3.8: Illustration of anti-diffusion method
The algorithm starts at a random interface cell. From this cell, neighboring cells up to a distance of ten
cells are selected to form the operation range. In the vapor region, cells up to a distance of four times
the cell size from the interface are protected, which means that no liquid mass is removed from those
cells. For cells being in the vapor region and not protected, the liquid volume and the removed enthalpy
is integrated according to Equation (3.32) and Equation (3.33).
Vl =
∑
donor cells
VcellF (3.32)
Hl =
∑
donor cells
VcellF
 
ρlcl−ρvcv T (3.33)
Starting with the cell being the furthest away from the liquid-vapor interface, the liquid volume is then
moved to the liquid side. Cell by cell, the volume fraction of the cells at the liquid side is increased to
F = 1 and the added liquid volume subtracted from Vl until the vapor volume of the next cell exceeds
the remaining liquid volume Vl,res. In this case, the increase of F is given by Equation (3.34).
Fnew = Fold+
Vl,res
Vcell
(3.34)
By removing liquid volume fraction F from vapor cells, additional vapor volume is created. The same
amount of vapor is removed from liquid cells, once F is increased there. The same procedure is repeated,
detecting vapor in liquid cells outside a protected band of cells and moving the vapor to the vapor side.
In order to conserve enthalpy, the temperature of the cells with liquid being added is altered as given
in Equation (3.35).
Tnew =
Fnew− Fold
Fnew
 
ρlcl−ρvcv+ρvcv HlVl + Fold
 
ρlcl−ρvcv+ρvcv
Fnew
 
ρlcl−ρvcv+ρvcv Told (3.35)
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The temperature of the cells on the vapor side is kept constant. Correcting the temperature in those cells
to conserve enthalpy could drastically increase the temperature there, as the thermal capacity strongly
decreases with the removal of liquid volume fraction.
Every third cell of the liquid-vapor interface is selected as start cell to form an operation range. By
this, the operation ranges overlap, ensuring that the liquid from the vapor cells is moved as far into the
liquid range as possible.
Due to the protected area, which is introduced to allow a sufficiently smooth transition of F from liquid
to vapor cells, it is possible that small droplets are created, which detach from the bulk fluid. This is the
case if the diffusing fields carry enough volume fraction to actually create a reconstructed liquid-vapor
interface. Nevertheless, the occurrence of such droplets is strongly reduced.
3.7 Validation
The original solver by Kunkelmann and Stephan was validated with the sucking interface problem, spher-
ical bubble growth, and an evaporating meniscus in a capillary groove. Furthermore, experiments with
single bubbles were compared with numerical simulations and the data are in good agreement. Her-
bert et al. [45] compared numerical simulations of droplet impingement with experiments and found
an excellent agreement concerning heat transfer and droplet dynamics. The implicit formulation of the
evaporation model is validated in [11].
In this work, the solver is applied to evaporating capillary flows in subsurface tunnels and cavities.
Therefore, the ability of the solver to capture capillary driven flows in principle is validated with the
experimental results for a capillary rise of Yamamoto et al. [140]. The properties of the fluid and of the
tube are given in Table 3.3.
Table 3.3: Properties of fluids and capillary tube
Fluid Liquid Gas Tube
Density ρ 1115 kg/m3 1.205 kg/m3 Radius Rt 0.57 ·10–3 m
Dynamic viscosity µ 2.081 ·10–2 Pa s 1.822 ·10–5 Pa s Initial height 5 ·10–3 m
Surface tension σ 4.86 ·10–2 N/m Contact angle Θ 72.3 deg
The initial height of the liquid column in the tube is the height of the fluid reservoir surrounding the
tube. This value is required to correctly incorporate viscous flow in the tube. Simulations are performed
on an axisymmetric grid with two mesh resolutions, as well as a three dimensional grid with half a tube
modeled. With the coarse mesh, cell sizes are approximately ∆x ≈ 59µm. With the fine mesh, the
resolution is doubled. Table 3.4 gives the final height of the liquid column for the different meshes.
Table 3.4: Mesh convergence in 2D and 3D
Mesh 2D coarse 2D fine 3D coarse 3D fine
Final height 3.612 ·10–3 m 3.635 ·10–3 m 3.725 ·10–3 m 3.717 ·10–3 m
In two dimensions as well as in three dimensions, the difference in rising height for the two meshes is
below the size of one cell. With the 3D mesh, the liquid rises slightly higher than with the 2D mesh at
the same mesh resolution.
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The static contact angle provided in Table 3.3 is employed in the simulation. In the experiment a
dynamic contact angle is observed during the capillary rise such that differences in the dynamics can
be expected. Therefore, the solution of the analytical description of a capillary rise with static contact
angle by Bosanquet [14] is given as well. The evolution of the height yl of the liquid column is given by
Bosanquet as in Equation (3.36).
piR2tρl

yl y¨l+ y˙
2
l + g yl

+ 8piµl yl y˙l = 2piRtσ cosΘ (3.36)
The equation is solved taking into account the gas column located above the liquid column in the tube
as well. Figure 3.9 shows the evolution of the height of the liquid column with the CFD results of the
fine meshes.
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Figure 3.9: Capillary rise in circular tube
Compared to the solution of Equation (3.36), the rise of the liquid column is slightly slower and the final
rising height is lower with the CFD. The simulation in three dimensions performs slightly better than the
simulation in two dimensions. In the experiment, the capillary rise is much slower due to the dynamic
contact angle. Evidently, for a dynamic movement of the liquid driven by capillary forces, the largest
error comes from not considering the dynamic contact angle and not from numerical difficulties.
In the numerical simulations of boiling from subsurface tunnels, contact angles and solid structures are
smaller than in the reference case of Yamamoto et al. [140]. How well the solver is able to predict the
pressure jump with a small contact angle in a complex capillary structure is discussed in Section 5.1.3.
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4 Numerical Simulations of Boiling from Single
Reentrant Cavities
In this chapter, setup, procedure, and results of numerical simulations at single reentrant cavities are
presented. The common characteristic of those geometries is a single cavity in a horizontal boiling
surface, which is connected with the liquid pool through a pore of smaller dimension than the cavity.
Such surfaces were tested as boiling surfaces for chip cooling and are also in use for creating specific
nucleation sites for single bubble experiments. The aim of the simulations is to study processes occurring
within the cavities and their effect on bubble dynamics and heat transfer. Especially, it is of interest if
similar processes occurring with subsurface tunnels can be observed with single reentrant cavities.
4.1 Setup and procedure
Setup and procedure together with some of the results presented below were published earlier in [34]
and [35]. The studies are extended here and evaluated combining the earlier presented with the recently
obtained results.
4.1.1 Geometries
Simulations are performed with three main classes of geometries depicted in Figure 4.1.
Lh
Lw
Rc
Rp
Lc
Lp,,z
Lp,x Lch
Geometry A Geometry B Geometry C
Figure 4.1: Classes of geometries
The dimensions are chosen such that they are similar to those that can be found for subsurface tunnels.
Table 4.1 gives the combinations of geometric parameters for the cavities.
Geometry A is a basic 2D axisymmetric reentrant cavity with a circular pore and circular cavity. The
pore radius and cavity radius are varied, wall thickness and cavity depth are fixed. Geometry B consists
of a square cavity with a square or rectangular pore. Only the shape of the pore and the depth of
the cavity was varied for this case. With the experiences from the simulations with Geometry A and B,
Geometry C is created, which is a circular reentrant cavity with an additional thin channel connecting the
liquid pool with the inside of the cavity. As the geometry is 2D axisymmetric, a piece of wall is hanging
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Table 4.1: Geometric parameters, all dimensions given in 10–6 m
Identifier Pore size Cavity size Lh Lw Lch
Geometry A R100Rc150 Rp = 100 Rc = 150 500 30 -
R500Rc550 Rp = 500 Rc = 550 500 30 -
Geometry B L71H600 Lp,x = Lp,z = 71 Lc = 140 600 30 -
L130H200 Lp,x = 130 Lp,z = 38.67 Lc = 140 200 30 -
L130H400 Lp,x = 130 Lp,z = 38.67 Lc = 140 400 30 -
L130H600 Lp,x = 130 Lp,z = 38.67 Lc = 140 600 30 -
Geometry C R25Rc150Lch10 Rp = 25 Rc = 150 500 30 10
R50Rc150Lch10 Rp = 50 Rc = 150 500 30 10
R75Rc150Lch10 Rp = 75 Rc = 150 500 30 10
R100Rc150Lch5 Rp = 100 Rc = 150 500 30 5
R100Rc150Lch10 Rp = 100 Rc = 150 500 30 10
R100Rc150Lch40 Rp = 100 Rc = 150 500 30 40
R100Rc150H300 Rp = 100 Rc = 150 300 30 10
R125Rc150Lch10 Rp = 125 Rc = 150 500 30 10
R100Rc200Lch10 Rp = 100 Rc = 200 500 30 10
R100Rc300Lch10 Rp = 100 Rc = 300 500 30 10
freely implying that such a geometry cannot exist in reality. Nevertheless, boiling at this surface shows
some interesting characteristics enhancing the understanding of boiling processes occurring at reentrant
surfaces and it is possible to imagine very similar surfaces which actually could be build in theory. As the
effects observed with this geometry are similar to the effects observed with 3D geometries, the influence
of geometric properties and sensitivity of the simulation on input parameters can be studied with reduced
computational effort. In addition to the pore radius, cavity radius and depth, the channel width Lch is
varied in this case. With this geometry, conjugate heat transfer is calculated. The fluid and the solid
domain are not perfectly matching. In order for heat transfer to the corner of the pore being possible,
the thin channel in the fluid region is not considered in the solid region (see Figure 4.2).
4.1.2 Computational domain and boundary conditions
The computational domain together with the boundary conditions is shown in Figure 4.2. The wall at
the circular cavity as well as the square cavity is set to an uniform fixed temperature. For the case of the
circular cavity with the channel and the coupled solid region, a heat flux boundary condition is applied
at the bottom of the solid. In order to keep the heat flow to the domain constant with changing cavity
radius, the size of the patch with the heat flux boundary condition is kept constant for all cavity sizes.
For the case of the square cavity, next to the section with the fixed temperature an adiabatic wall is set
to increase the size of the fluid domain without increasing the heat input. As the size of the patches with
heat flowing into the domain is rather arbitrarily set, a quantitative comparison with experimental data
is difficult concerning heat transfer coefficient or bubble frequency.
During the simulations, before the bubble reaches the upper boundary, it is removed from the flow
field to prevent large spurious velocities and a disturbance of the growth of the next bubble.
In the simulations, fluid properties are those of saturated R134a as given in Appendix A. Solid proper-
ties are those of pure copper. All properties are taken from VDI Heat atlas [38][39].
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Figure 4.2: Computational domain and boundary conditions, dimensions given in 10–3 m
4.1.3 Discretization of the computational domain
The computational domain is discretized with a varying mesh resolution and hexahedral cells only. Fig-
ure 4.3 shows the computational domain together with the approximate cell size at different locations.
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Figure 4.3: Discretization of computational do-
main, approximate cell sizes in 10–6 m
Figure 4.4: Medium mesh resolution at the corner
of the pore in 3D
High mesh quality is important for the VOF solver and for curvature calculation. Special care needs to
be taken about the mesh at the corners of the pore. In Figure 4.3, the mesh at the corner for the 2D
axisymmetric and in Figure 4.4 for the 3D mesh (medium resolution) is shown. A small chamfer allows a
smooth movement of the three phase contact line around the corner and assures that all the cells having
a point on the wall also have a face on the wall. A grid convergence study was performed for the case
R100Rc150Lch10 at q = 120 kW/m2. Table 4.2 shows the wall superheat and bubble departure diameter
for three meshes with “medium mesh” having the resolution employed for all the simulations on 2D
axisymmetric grids, “coarse mesh” having approximately double the cell sizes, and “fine mesh” having
half the cell sizes. Due to the complex interrelation between wall temperature, heat transfer, and contact
angle, which is mainly caused by the microzone model and the coupling between solid and fluid region,
no clear trend can be observed, neither for wall superheat nor for bubble departure diameter. But in fact,
even the simulation on the coarse mesh is able to depict all the characteristics in heat transfer and fluid
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Table 4.2: Grid convergence for case R100Rc150Lch10 at q = 120kW/m2
Resolution Mesh size Average wall superheat in K Bubble departure diameter in 10–3 m
coarse 11 771 7.16 0.921
medium 43 154 7.23 0.945
fine 151 769 7.22 0.983
flow that can be observed on the fine mesh. Wall superheat is changing by 0.14% between the medium
and the fine mesh. This is less than the criteria for having reached steady state, which is introduced in
the next section. Bubble departure diameter is the most sensitive parameter observed and is changing
by 4%, which is considerably more than the wall superheat but acceptable. It should be noted that
the presented bubble diameter is an average value, the individual values vary by 0.003 · 10−3 m in the
simulation.
For the square cavity, an extremely thin liquid film develops in the corner of the pore, which is very
difficult to resolve. Consequently, differences between the fine mesh and the medium mesh are larger
than in the 2D case. Therefore, simulations are performed on the fine mesh. Figure 4.5 shows the liquid
volume fraction inside the cavity as a function of time for the case L130H200 with 2 K wall superheat with
three mesh resolutions and Figure 4.6 the liquid volume fraction for case L130H400.
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Figure 4.5: Mesh convergence with case L130H200
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Figure 4.6: Mesh convergence with case L130H400
The mesh study shows that with increasing resolution the flow into the cavity decreases. Because of the
dependence of liquid flow to the cavity on mesh resolution, only a more qualitative analysis of the results
is given for the 3D single cavity cases.
4.1.4 Initial conditions and simulation procedure
Initially, a bubble nucleus is set into the cavity and a thermal boundary layer is set at the wall. The
initial thermal boundary layer has a thickness of 300µm and a linear temperature profile. The circular
cavity cases as well as the square cavity with square pore are initialized with vapor filling the cavity up
to 200µm below the outer surface. Square cavities with rectangular pores initially are filled with vapor
up to 100µm below the outer surface.
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For all simulations with the circular cavity with additional channel, simulation time is chosen such
that a quasi-steady state is reached and consequently results being independent of the initial conditions.
Figure 4.7 shows a typical evolution of the average wall superheat.
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Figure 4.7: Evolution of wall superheat with time and averaging time span
Quantities for evaluation of the results are always averaged over the last bubble cycle, with wall super-
heat changing less than 0.5% between the two temperature peaks.
4.1.5 Influence of selected setup properties on the results
The heat flux boundary condition allows the temperature at the fluid-solid interface to be nonuniform
and vary with time. The influence of this effect on the flow field and overall simulation results compared
to a fixed temperature boundary condition depends on fluid properties, solid properties, and heat flow.
In order to determine the influence of the boundary condition on the results of the numerical simulations
in this work, the average wall temperature is taken from the simulation with a heat flux of 120kW/m2
and set as fixed temperature boundary condition for a simulation with the same geometry. The resulting
evaporation rates for a full bubble and cavity (360deg) are given in Table 4.3, showing a deviation of
less than 0.5 %.
Table 4.3: Evaporation rates for geometry R100Rc150Lch10
Boundary condition Heat flux in kW/m2 Wall superheat in K Evaporation rate in 10–7 kg/s
Fixed heat flux 120 7.23 (average) 1.267
Fixed temperature - 7.23 1.273
In this work, wall superheats are rather low due to the general working conditions of such kind of
surfaces and the solid has a high thermal conductivity. As the influence of the boundary condition in this
case is negligible, computational expensive calculations with 3D geometries are performed with fixed
temperature boundary conditions.
As was presented in Section 3.4 the movement of the three phase contact line can be considered in
the microzone model and has an influence on contact angle and heat transfer. For the simulations in this
work, large portions of the three phase contact line are pinned at corners of the geometry or are moving
rather slow. For the case presented in Table 4.3, the difference in average wall superheat between a case
considering the movement of the contact line in the modeling equations and a case neglecting it, is about
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0.3%. As including the movement of the contact line introduces an additional source of error, e.g. due
to small jumps in the contact line position at a corner due to spurious currents, it is neglected in all the
simulations presented in the following.
The area treated in the microzone model is set up to 0.5µm away from the three phase contact line.
The remaining part of the fluid-solid interface in the cell is treated with the transition model as discussed
in Section 3.5. Increasing the size of the area treated by the microzone model up to 1µm away from the
three phase contact line and thus decreasing the size of the area treated by the transition model results
in a change in average wall superheat by 0.004 %, which is absolutely insignificant considering that the
temperature values are obtained with an averaging procedure.
The evaporation coefficient f has a strong influence on the contact angle and evaporation rate in the
microzone, as shown in Section 3.4. For low surface tension fluids such as R134a, f is usually much
larger than for high surface tension fluids such as water. The effect on the overall simulation is depicted
in Table 4.4.
Table 4.4: Influence of evaporation coefficient f for geometry R100Rc150Lch10 at q = 120kW/m2
Evaporation coefficient f Average wall superheat in K Contact angle in deg Q˙cl/Q˙
0.6 7.34 32.3 0.393
0.8 7.23 34.2 0.420
1 7.11 35.8 0.440
It is obvious that the choice of f affects the final results, especially for cases with a large portion of heat
Q˙cl/Q˙ going through the microzone region. For the simulations in this work, the evaporation coefficient
is set to f = 0.8. Even though f strongly influences the results of the microzone model, increasing the
value to unity results in a decrease of the wall superheat of only 1.7 % in the simulation. The evaporation
coefficient in a generic experiment or industrial application depends on the purity of the fluid and thus
care has to be taken when transferring results from numerical simulations to real systems.
The size of the domain can influence bubble growth, departure, and rise. As this work aims at studying
the processes inside and close to the cavity, the domain is chosen to be rather small in order to decrease
computational effort. The effect on the overall results is tested for the geometry R100Rc150Lch10, by
doubling the size of the domain and adding an adiabatic wall section. The results are presented in
Table 4.5.
Table 4.5: Influence of domain size for R100Rc150Lch10 at q = 120 kW/m2
Radius of domain in 10–3 m Average wall superheat in K Bubble departure diameter in 10–3 m
0.7 7.23 0.945
1.4 6.82 0.937
As can be taken from the results, the wall superheat is approximately 6 % lower for the larger domain
size. By adding an adiabatic wall section it is easier for cold liquid to disturb the thermal boundary
layer and flow to the wall. Due to the high temperature of the thermal boundary layer in the selected
simulation case, this results in a distinct change in wall superheat. Like the size of the diabatic wall
section, the adiabatic wall section and the size of the heat flux boundary in the solid are chosen arbitrarily,
comparisons can only be drawn between CFD simulations with the same setup and care has to be taken
when comparing results with experiments.
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4.2 Results for circular cavity
From the initialization, every simulation starts with a liquid film in the corner of the cavity. Simulations
with circular reentrant cavities always lead to dryout or flooding of the cavity in this work. Figure 4.8
shows the bubble departure process for a dry cavity and a cavity with a liquid film in the upper corner.
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Figure 4.8: Bubble departure without (left) and with (right) liquid film for R100Rc150
With the dry cavity, the three phase contact line moves into the pore, where it pins at the lower corner
of the pore. Necking occurs above the pore and the bubble is released. For a circular reentrant cavity
having two corners with right angles at the pore, the three phase contact line cannot run across the
second corner, meaning that if the cavity is dry it will stay dry. If a liquid film is located inside the cavity
which extends to the pore, the three phase contact line of the bubble foot can connect with the three
phase contact line of the liquid film and flow from the pool to the liquid film is possible. In practice,
for most conditions the liquid film evaporates during bubble growth to some extend and the three phase
contact line moves away from the pore.
For a large pore radius or shallow cavity, the initial conditions determine whether there is flooding or
dryout of the cavity. Figure 4.9 shows flooding of the cavity right after initialization, flooding at the first
bubble departure, and dryout of the cavity. The horizontal line is the initial liquid-vapor interface with
liquid above and vapor below the line. The only difference in the numerical simulations is the initial
amount of liquid inside the cavity.
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Figure 4.9: Influence of initial conditions for geometry R500Rc550
Once the three phase contact line reaches the bottom of the cavity, it rapidly moves towards the symmetry
axis. In this case, the bubble either leaves the cavity without vapor staying inside or, if the bubble touches
the pore during its rise, some part of the bubble stays inside. If not all of the vapor leaves the cavity
right at the beginning, it is very likely that this happens at the first bubble departure. For the case that
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the amount of liquid in the cavity for initialization is small enough or the cavity is deep enough, dryout
occurs as observed for the geometry R100Rc150.
In order to determine the influence of liquid films inside the cavity on heat transfer, simulations are
performed with geometry R100Rc150 with a dry cavity, with a liquid film artificially set into the upper
corner of the cavity, and with a liquid film set into the upper and the lower corner of the cavity. Table 4.6
shows the influence of the liquid films on heat transfer for those three cases.
Table 4.6: Heat transfer for single circular cavity at 2 K wall superheat
Heat flow in 10–3 W Q˙cl/Q˙
Dry cavity 3.28 0.395
Liquid in upper corner of cavity 7.87 0.473
Liquid in upper and lower corner 12.8 0.482
It is apparent that liquid film evaporation inside the cavity strongly enhances heat transfer. The heat
transferred through each liquid film is larger than the total heat transfer with a dry cavity. With two
liquid films, almost half of the total heat is transferred within a distance of 0.5µm from the contact line.
In several models, the removal of the thermal boundary layer with bubble departure is considered to
account for transient conduction in this region. Mikic and Rohsenow [88] state that for a circular area
twice the size of the bubble departure diameter, the thermal boundary layer is affected. Figure 4.10
shows the isothermal lines in steps of 0.2K shortly before and after bubble departure for geometry
R100Rc150 with extended domain.
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Figure 4.10: Thermal boundary layer before and after bubble departure
As can be taken from the isothermal lines, the thermal boundary layer is hardly affected by bubble
departure for the parameters given. As the bubble foot is pinned at the pore, liquid flow is reduced
close to the wall compared to bubble growth on a plain surface. Figure 4.11 shows the thermal energy
in the superheated thermal boundary layer in terms of the latent heat removed by one departing bub-
ble
∫
ρlcl
 
T − Tsat dVth/∆hvρvVb,dep. The energy is calculated up to a thickness of 0.5mm and
between a radius of the departure radius and twice the departure radius. The thermal energy in the
boundary layer is hardly fluctuating during bubble departure. For boiling from a single pore with the
given parameters, the assumption of Mikic and Rohsenow is obviously not applying. It should be noted
that for boiling from several pores arranged closely together, a convective flow is created due to the rising
bubbles which can lead to a considerable removal of sensible heat. For single cavities, free convection
also removes heat outside the area influenced by the bubble.
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Figure 4.11: Variation of thermal energy in the thermal boundary layer
4.3 Results for square cavity
Having an additional corner in the pore and in the cavity, liquid can spread also in vertical direction.
Figure 4.12 shows the liquid-vapor interface for geometry L71H600.
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Figure 4.12: Liquid film in square cavity, flooding, and dryout of cavity
A thin liquid film is located in the corners of the geometry and also connects the liquid in the cavity with
the liquid pool, allowing liquid flow into the cavity. Furthermore, the additional thin film area inside
the cavity strongly increases heat transfer. At 2K wall superheat, 0.0128W of heat are transferred with
geometry R100Rc150 (for full 360 degrees) and two liquid films placed inside, while 0.0243W of heat are
transferred with geometry L71H600 before dryout.
During bubble growth, liquid is flowing into the cavity through the thin film in the corner of the
pore. The amount of liquid flowing into the cavity depends on the driving pressure difference and flow
resistance. For a given fluid, the pressure difference between liquid pool and film is determined by the
geometry, the amount of liquid in the cavity, contact angle, and the size of the bubble. The flow resistance
in this case is a function of the thickness of the thin film in the corner of the pore. During bubble growth
more liquid evaporates inside the cavity than is flowing into the cavity, while during bubble departure a
large amount of liquid can flow into the cavity.
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For most of the tested geometries, either dryout or flooding of the cavity occurred after a few bubble
cycles. In Figure 4.12 the flooding of geometry L130H200 and dryout of geometry L130H600 is depicted.
Due to the strong dependence of the flow resistance on the thickness of the liquid film, almost no more
liquid is flowing into the cavity once it is dry. If the cavity is already filled to a large fraction with
liquid, the flow resistance is low and larger amounts of liquid can flow to into the cavity. The pressure
jump across the liquid-vapor interface of the liquid film in the cavity first decreases with increasing film
volume, but then increases again once the liquid film completely covers the side walls of the cavity.
For the simulated geometries, Figure 4.13 gives the evolution of the liquid volume fraction inside the
cavity.
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Figure 4.13: Liquid volume fraction inside square cavity
During bubble departure, liquid film thickness increases and consequently flow resistance decreases.
Therefore, the flow rate of liquid flowing into the cavity is largest during departure. A shallow cavity
leads to flooding while a deep cavity leads to dryout. This is caused by the stronger curvature of the
liquid-vapor interface in the shallow cavity, which results in a larger driving pressure difference for the
flow between pool and film. Geometry L130H200 is filled with liquid during the first bubble cycle. For
the time simulated, geometry L130H400 is neither flooded nor dries out, but the slight increase in volume
fraction with time suggests that flooding might occur with more time given. For geometry L130H600 it
takes two bubble cycles for dryout, while the cavity with geometry L71H600 immediately becomes dry.
With the square pore, the flow resistance between liquid pool and liquid film is larger than with the
rectangular pore and dryout occurs earlier.
The simulations show that with a single square cavity, obtaining a stable suction evaporation mode is
extremely difficult due to the strong dependence of flow resistance between liquid pool and liquid film
on the liquid volume fraction in the cavity.
4.4 Results for circular cavity with additional connection to the pool
The additional channel connecting the cavity with the pool allows liquid flow to or from the cavity to be
substantial not only during bubble departure but also during bubble growth. Furthermore, the cavity is
not prone to flooding as long as the liquid film is not reaching the bottom of the cavity. Consequently,
the liquid film volume in the upper corner is pulsating with the frequency of bubble departure. The
pressure inside the liquid film is determined by the pressure of the vapor in the cavity and the pressure
jump across the liquid-vapor interface of the film. Bubble size determines the pressure of the vapor and
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liquid volume in the cavity determines the pressure jump across the liquid-vapor interface. Shortly after
bubble departure with the next bubble being small, the pressure inside the vapor phase is high and liquid
is pushed out of the film into the pool until curvature of bubble and liquid film are approximately equal.
With the bubble growing, pressure of the vapor decreases and liquid flows from the pool into the film.
Shortly before bubble departure, pressure is lowest and the liquid film reaches its maximal size. As the
channel is located right in the corner of the cavity, a complete dryout can only occur if the evaporation
rate is larger than liquid flow through the channel, which is not observed for the heat fluxes studied.
Figure 4.14 shows two different bubble departure mechanisms which are observed, as well as the
condition leading to flooding of the cavity. The given times match the time axis in Figure 4.15 which is
not starting at initialization.
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Figure 4.14: Bubble departure with geometry R100Rc150Lch10 (left and center) and R100Rc150H300 (right)
If the liquid film has not reached the corner of the pore yet, departure of the bubble is almost the same
as observed for a dry cavity. The three phase contact line moves into the pore, pins at the lower corner of
the pore and the liquid-vapor interface contracts until the bubble is released. If liquid is flowing into the
liquid film during bubble growth and departure, this process can proceed very fast as vapor is pushed
into the bubble not only because of evaporation but also because of the increase of liquid volume inside
the cavity.
With liquid flowing into the film during bubble growth, the film can reach a point where it cannot
hold the liquid anymore with the given cavity dimensions. In this case, the liquid film extends upwards
through the pore towards the bubble foot and the rotational axis, or reaches the bottom of the cavity.
Figure 4.14 illustrates this behavior with geometry R100Rc150Lch10 and a heat flux of q = 40kW/m2. If
the cavity is not deep enough and the liquid film reaches the bottom of the cavity, flooding is observed
as for the cavity without channel in Figure 4.9. With the bubble departure being induced by the liquid
film growing through the pore to the bubble foot, the bubble frequency increases.
The amplitude of the fluctuations of the liquid volume inside the cavity as well as the average volume
of liquid is influenced by the geometry and the heat flux. Figure 4.15 shows the fraction of liquid inside
the cavity for a variation of heat flux and a variation of channel width. An increase of heat flux leads
to a decrease of liquid volume inside the cavity and a decrease in the amplitude of the liquid volume
fluctuations. With increasing heat flux, the surface temperature increases and consequently the contact
angle increases. Furthermore, as evaporation rates are higher in this case, more liquid has to flow
through the thin channel, increasing the pressure drop. Bubble frequency increases with the evaporation
rate.
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Figure 4.15: Liquid volume fraction in cavity
Increasing the channel width also increases the amplitude of the fluctuations and the amount of liquid
inside the cavity, as flow resistance between pool and liquid film decreases. While the frequency is the
same for geometry R100Rc150Lch5 and R100Rc150Lch10, geometry R100Rc150Lch40 shows a slight increase.
The reason for this behavior is the induced bubble departure by the liquid film extending upwards
through the pore as described before.
Obvious is the striking similarity between the influence of the channel width and the heat flux. The
effect of increasing the channel width is the same as decreasing the heat flux except for the change
in bubble cycle time with changing heat flux. In fact, as shown in [34], heat flux and flow resistance
through the channel can be combined in one characteristic parameter determining the amount of liquid
located inside the cavity.
The effect of pore radius on liquid flow into the cavity is shown in Figure 4.16 for a low and a high
heat flux.
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Figure 4.16: Liquid volume fraction in cavity for different pore sizes
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With the low heat flux, liquid volume increases inside the cavity with pore radius. This is the expected
result, as bubble departure diameter increases with pore radius. With larger bubbles, the pressure of the
vapor is lower and consequently the driving pressure difference between liquid pool and film increases.
For the high heat flux, liquid films stay very small for geometries R25Rc150Lch10 and R125Rc150Lch10,
while the average amount of liquid in the cavity only slightly decreases for geometry R75Rc150Lch10 com-
pared with the low heat flux. With geometry R25Rc150Lch10, bubbles are smallest and wall superheat is
highest and the resulting large contact angle keeps the liquid film in the corner. For both, R125Rc150Lch10
and R75Rc150Lch10, the liquid film pins at the pore as depicted in Figure 4.17 and only the lower contact
line moves up and down. As the volume between the corner of the pore and wall of the cavity is much
larger for the smaller pore size, liquid film volume and volume fluctuations are larger in this case, too.
R75Rc150W10 R125Rc150W10
Figure 4.17: Minimal and maximal size of liquid film at q = 120 kW/m2
In order to evaluate the heat transfer performance, a heat transfer coefficient is calculated based on the
average temperature of the solid-fluid interface and the area of the patch with the heat flux boundary
condition of the solid region. Figure 4.18 shows the heat transfer coefficient as a function of heat
flux. It should be kept in mind that the absolute value of the heat transfer depends on the size of the
computational domain.
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Figure 4.18: Heat transfer coefficient versus heat flux for geometry R100Rc150Lch10
The heat transfer coefficient is decreasing with increasing heat flux. The reason for this behavior can
be found in the characteristic of the heat transfer in the microzone region. As can already be taken
from Table 4.6 the three phase contact line plays an important role in heat transfer for boiling from
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reentrant cavities. The liquid film inside the cavity as well as the mostly pinned contact line at the
bubble foot increase the total length of the contact line drastically compared to boiling processes at plain
surfaces. The thermal resistance of the microzone region increases with wall superheat, as the contact
angle increases. With heat transfer being dominated by the heat flowing through this area, the heat
transfer coefficient consequently decreases with increasing heat flux.
The strong influence of the microzone region also becomes evident when looking at the heat transfer
coefficient as a function of total contact line length, shown in Figure 4.19.
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Figure 4.19: Heat transfer coefficient versus length of contact line at q = 40kW/m2
For a fixed heat flux of q = 40 kW/m2, there is an almost linear relation between heat transfer coefficient
and total contact line length. The difference in heat transfer coefficient for the two cases R125Rc150Lch10
and R100Rc200Lch10 is due to a difference in wetted area. As the pore is smaller and the cavity width is
larger, the liquid film is larger for the case R100Rc200Lch10. With increasing heat flux, convective heat
transfer at the bubble foot and inside the channel increases and the dependence of heat transfer coeffi-
cient on contact line length decreases.
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5 Numerical Simulations of Boiling from
Subsurface Tunnels with Two Pores
In this chapter, setup, procedure, and results of numerical simulations of boiling from a subsurface tunnel
connected through two pores to a liquid pool are presented. The geometry is similar to structures that
can be found on tubes with subsurface tunnels but the assumption of symmetry limits the comparability
with real structures. Interaction between fluid flow at the two pores and influence of pore and tunnel
geometry on the boiling mode is studied and heat transfer characteristics are evaluated.
5.1 Setup and procedure
In the following, the setup of the simulations with geometries with two pores is described and the simu-
lation procedure is discussed. Two pores allow the simulation of bubble growth and flow into the tunnel
at the same time, while symmetry planes can be employed to keep the number of cells manageable. In
general, the cases are designed to keep the number of parameters small in order to be able to identify
the influence of process parameters on heat and fluid flow.
5.1.1 Geometries
Figure 5.1 shows the geometry of the surfaces studied, dimensions are given in Table 5.1.
Rectangular pore Circular pore
Lh
Lw
Lp,dist
Ltun/2
Lle
Rp
Lp,x
Lp,z
Subsurface tunnel
Liquid pool
Ledge
x
y
z
Figure 5.1: Geometry of subsurface tunnel and pores
A reference geometry is defined and the changes in dimensions with other geometries are highlighted
in the table. The geometry consists of a short piece of subsurface tunnel connected through two pores
with the liquid pool. Inside the tunnel, a solid ledge is introduced allowing the liquid film to spread from
the upper to the lower corner inside the tunnel. Experimental observations show that with some high
performance structures liquid films also are present in the lower corners. The pore shape and size are
varied as well as the depth of the tunnel and the size of the ledge. For one geometry, pores with different
sizes are employed, while otherwise pore shapes and sizes of the two pores are identical.
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Table 5.1: Geometric parameters, all dimensions given in 10–6 m
Identifier Pore size 1 Pore size 2 Lh Lle
L39L39 (reference case) Lp,x = 130, Lp,z = 38.67 Lp,x = 130, Lp,z = 38.67 600 60
L39L39H400 Lp,x = 130, Lp,z = 38.67 Lp,x = 130, Lp,z = 38.67 400 60
L39L39S30 Lp,x = 130, Lp,z = 38.67 Lp,x = 130, Lp,z = 38.67 600 30
L39L19 Lp,x = 130, Lp,z = 38.67 Lp,x = 130, Lp,z = 19.335 600 60
L19L19 Lp,x = 130, Lp,z = 19.335 Lp,x = 130, Lp,z = 19.335 600 60
L130L130 Lp,x = 38.67, Lp,z = 130 Lp,x = 38.67, Lp,z = 130 600 60
R80R80 Rp = 80 Rp = 80 600 60
The dimensions are chosen based on the values found in literature for subsurface tunnels and are adapted
such that the suction evaporation mode is obtained with the selected geometry and wall superheat.
Circular and rectangular pore geometries are studied. The open area of a pore with Lp,x = 130µm and
Lp,z = 38.67µm is equal to the area of a pore with radius Rp = 80µm. The pore distance is always
set to Lp,dist = 500µm, the thickness of the solid walls to Lw = 30µm, and the width of the tunnel to
Ltun = 280µm. The depth of the tunnel is varied until the suction evaporation mode is obtained for the
rectangular pore shapes and finally set to Lh = 600µm, except for geometry L39L39H400.
5.1.2 Computational domain and boundary conditions
The computational domain and boundary conditions are similar to those employed for the single square
cavity. The computational domain is depicted in Figure 5.2.
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Figure 5.2: Computational domain and boundary conditions, dimensions given in 10–3 m
Each of the two pores is cut by two symmetry planes. The symmetry planes at the pores limit the maximal
bubble radius that can be simulated to approximately Lp,dist. Consequently, the computational domain
also extends 500µm in x-direction normal to the symmetry plane of the subsurface tunnel. Another
symmetry plane is set at the boundary limiting the domain in x-direction. From the outer surface of
the geometry, the computational domain extends 1 500µm upwards, giving enough space for bubble
departure and a short rise period before it is deleted from the domain. At the top end of the domain
a fixed pressure boundary condition is set. With the symmetry planes being this close to the departing
bubble, it is likely that bubble rise is affected by the boundary conditions. As mostly the processes
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occurring inside the tunnel and at the pores are of interest, this is accepted in favor of a decrease in
computational effort.
The simulations with single reentrant cavities only show minimal differences between calculations
with fixed wall temperature and those with the conjugate heat transfer being simulated. Therefore, in
order to reduce the computational effort, a fixed temperature boundary condition is selected at the solid
wall in the tunnel and on half of the outer solid wall. The solid wall on the outside with a distance
of more than 250µm from the symmetry plane of the tunnel is set adiabatic. This split of the wall
boundary condition is performed to reproduce a distance of 500µm between neighboring subsurface
tunnels in terms of heat transfer.
With a fixed wall temperature, the contact angle of the liquid-vapor interface with the solid wall is fixed
to the value given by the microzone model for the given wall superheat. Simulations are performed with
a wall superheat of 1K and 2K, leading to the contact angles given in Table 5.2.
Table 5.2: Wall superheat and contact angle
Wall superheat in K Contact angle in deg Calculated geometries
1 18.52 L39L39, L39L39S30, L39L19, L19L19 R80R80, L39L39H400
2 23.05 L39L39, L39L39S30, L39L19, L19L19 L130L130
Fluid properties are those of saturated R134a at a saturation temperature of 20 ◦C and given in Ap-
pendix A.
5.1.3 Discretization of the computational domain
The computational domain is discretized in hexahedral cells, with varying resolution at different lo-
cations of the domain. Simulations are performed with three different mesh resolutions, “coarse”,
“medium”, “fine”, to assess the influence of the mesh on the solution. For the highest resolution, only a
local adaptive mesh refinement is performed in the vicinity of the liquid-vapor interface. The medium
mesh has double the resolution of the coarse mesh. The mesh at the pore together with liquid-vapor
interface and the refined cells of the finest mesh is shown in Figure 5.3.
30µm
liquid-vapor interface
Figure 5.3: Dynamic mesh refinement at the liquid-vapor interface
The refinement of the mesh is performed up to a distance of 20µm from the reconstructed liquid-vapor
interface. The mesh is updated every 20 time steps to follow the interface. At all sharp corners of the
geometry a chamfer is modeled to allow the contact line to move across the corner.
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The size of the meshes is given in Table 5.3. Due to the dynamic mesh, the size of the fine mesh varies
strongly. For the coarse and the medium mesh, the size varies with pore dimension and tunnel geometry.
Table 5.3: Size of meshes
Resolution coarse medium fine
Mesh Size 400 000 – 500 000 2.15 ·106 – 2.33 ·106 2.8 ·106 – 4.0 ·106
Like with the single cavities, a grading is employed to allow a smooth transition between the different
cell sizes. The spatial resolution of the mesh is increased where the highest gradients are expected. In
wall normal direction, the size of the cells at the pore is approximately 3µm, 1.5µm, and 0.75µm for
the coarse, medium, and fine mesh. In the middle of the tunnel at the symmetry plane, the cells can be
up to three times the size of the cells at the pore.
For all geometries and wall temperatures, simulations are performed on the coarse, medium, and fine
mesh. This simulation procedure is described in the next section. Consequently, mesh convergence can
be evaluated for each case individually. Obtaining mesh convergence is difficult for the given problems.
There is capillary driven liquid flow through thin films in the corners of the pores, strongly curved liquid-
vapor interfaces inside and outside of the tunnel, and high vapor flow velocities from the tunnel to the
bubble. At the highest resolution, cells locally are already very small reaching the length scale of the
subgrid scale model and leading to timesteps around 1 ·10−7 s. With further refinement, calculation time
of one bubble cycle would be several months, even on a high performance computer, and the size of
the mesh would rule out pre- and postprocessing on a typical desktop machine. Furthermore, it would
be questionable if the solution actually would improve as the curvature calculation is not necessarily
mesh converging as was shown by Raessi et al. [100] and will also be shown below. On the other
side, simulations on the coarse and also on the medium mesh suffer from numerical diffusion of the
VOF field in some locations (see Section 3.6 for the treatment). If due to diffusion the three phase
contact line on the coarse and medium mesh extends and additional liquid drops appear inside the
tunnel on the solid wall, the heat transfer increases. Therefore, no clear trend of the heat transfer with
mesh refinement might be observed and it might appear that the heat transfer is changing significantly
with mesh resolution, even though the rather small temperature gradients can easily be resolved on
the medium and fine mesh. Actually, at the chosen wall superheat, a much finer mesh is required for
capturing the hydrodynamic effects than for calculating heat transfer correctly. Table 5.4 shows the mesh
convergence of heat transfer and the amount of liquid located inside the tunnel.
The change in the average heat flow between the fine and the medium mesh is between 1.1 % and
6.7 %. The bubble departure diameter only shows minor differences. The relative difference in liquid
volume fraction increases with decreasing film volume. With decreasing volume, fewer cells are located
inside the liquid film. Therefore, the accuracy of the calculation of flow and pressure gradients inside the
film decreases. For the case with the smallest liquid films here, the difference in liquid volume fraction
between the medium and fine mesh is about 7 %. The minimal amount of liquid in the tunnel during
one bubble cycle first increases with mesh resolution and then decreases again. This behavior can be
explained by the characteristic of curvature calculation as explained in the following.
As was mentioned earlier, curvature calculation is not necessarily mesh converging, and it has been
shown that VOF methods can have difficulties to correctly incorporate the effect of contact angle [140].
In order to estimate the size of the error in pressure jump across the liquid-vapor interface, a case with
a steady liquid film in the tunnel is simulated and compared with the solution of SURFACE EVOLVER [16].
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Table 5.4: Grid convergence for different cases
Geometry, Resolution Average heat Bubble departure Minimal liquid volume
wall superheat flow in 10–3 W diameter in 10–3 m fraction in tunnel
L39L39, 1 K coarse 6.84 0.763 0.127
medium 6.68 0.791 0.133
fine 6.26 0.796 0.131
L39L39, 2 K coarse 13.0 0.793 0.107
medium 11.9 0.853 0.128
fine 11.6 0.866 0.123
L19L19, 1 K coarse 7.77 0.587 0.038
medium 7.64 0.611 0.043
fine 7.55 0.612 0.046
The program SURFACE EVOLVER and the solution procedure in there is explained in more detail in Sec-
tion 6.1.3. Figure 5.4 shows the shape of the liquid-vapor interface and the wall geometry of the case
L39L39 from the CFD simulation and from SURFACE EVOLVER. The surface colored in light gray results from
the simulation while the mesh is calculated by SURFACE EVOLVER.
CFD (surface)
SURFACE EVOLVER (mesh)
Figure 5.4: Shape of liquid-vapor interface calculated from CFD simulation and from SURFACE EVOLVER
The shape of the liquid-vapor interface from the CFD simulation and from SURFACE EVOLVER show virtually
no difference. The pressure jump calculated from simulation for three different mesh resolutions and
calculated from SURFACE EVOLVER is given in Table 5.5. As can be taken from the table, the pressure jump
is underestimated by up to 9 % by the simulation compared to SURFACE EVOLVER. An underestimation
of the pressure jump is also observed for the simulation of the capillary rise presented in Section 3.7.
Furthermore, the fine mesh is not performing better than the medium mesh or even the coarse mesh.
For the volume fraction of 0.34, the liquid film reaches the symmetry plane of the tunnel, which is why
the pressure jump increases compared to the smaller liquid volume.
With the results from the grid study, it is believed that the fine mesh resolution potentially is sufficient
to resolve the effects governing the process. Considering the sensitivity of the results to geometric prop-
erties, as will be shown later, and the restrictions caused by the introduction of symmetry planes, it can
be assumed that numerical errors are much smaller than modeling errors resulting from the limitations
in representing realistic surface structures or properties.
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Table 5.5: Pressure jump at liquid-vapor interface
Contact angle Liquid volume Pressure jump in Pa from CFD Pressure jump in Pa from
in deg fraction coarse medium fine SURFACE EVOLVER
23.05 0.08 84.4 84.7 82.9 89.5
0.17 53.3 54.1 53.0 58.2
0.34 67.3 68.0 67.9 71.3
18.52 0.07 104 104 103 112
5.1.4 Initial conditions and simulation procedure
As with the single cavity, initially a bubble nucleus is set into the tunnel. On the outer surface, a tem-
perature boundary layer is initiated in the fluid. The timestep is adapted during the simulations based
on the CFL number. Simulations are performed on the “Lichtenberg” high performance computer at
TU Darmstadt. For the highest mesh resolution, 96 processor cores are employed with the calculation of
one bubble cycle taking 10 to 20 days. Due to the high computational costs, the procedure depicted in
Figure 5.5 is applied to obtain a quasi-steady solution.
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Figure 5.5: Evolution of liquid volume fraction inside tunnel
First, simulations are performed on the coarse mesh until the liquid volume in the tunnel reached a
quasi-steady state. By then, the changes in the temperature boundary layer are usually small as well,
as it carries only little energy for the selected wall temperatures. The solution on the coarse mesh is
used as initial condition for the simulation on the medium mesh, and again a quasi-steady solution is
obtained. Finally, approximately two bubble cycles are simulated with the finest mesh. Figure 5.5 shows
the development of the liquid volume fraction with this procedure for the case L39L39S30 with 1K wall
superheat. In this case, the time intervals of the simulations on the fine mesh and on the medium mesh
overlap to illustrate mesh convergence. Again, averaging is performed over the last bubble cycle for the
quantities being of interest.
For the cases with flooding of the tunnel being observed, simulations are started with the same initial
conditions for all three mesh resolutions. Figure 5.6 shows the evolution of the liquid volume fraction
for the case R80R80 with 1K wall superheat, in which flooding occurs.
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Figure 5.6: Evolution of liquid volume fraction inside tunnel for case with flooding
5.2 Results
In this section, first a description of the hydrodynamics is given. The observed influence of and sensitivity
to the geometric properties is described. Afterwards the heat transfer properties are analyzed. In the
following the term “active pore” will be used for a pore with a bubble growing at and the term “inactive
pore” for a pore without a bubble growing at. The system consisting of liquid pool, liquid film, vapor in
the tunnel, and bubble can be regarded as a hydraulic circuit as illustrated in Figure 5.7.
pl liquid pool
pf liquid film in tunnelvapor in tunnel pv
bubble pb
∆pl,f∆pv,b
∆pb,l
∆pf,v
Figure 5.7: Hydraulic circuit
The mesh rule for the pressure differences is given by 0 = ∆pl,f +∆pf,v +∆pv,b +∆pb,l. Several effects
occurring with the subsurface tunnel will be explained referring to the pressure differences in Figure 5.7.
Figure 5.8 shows the evolution of the liquid-vapor interface inside the tunnel during bubble growth
and departure at one pore for the reference case. During bubble growth at the active pore, liquid
is flowing through the inactive pore into the tunnel. With increasing bubble volume, pressure of the
vapor in the bubble pb and of the vapor in the tunnel pv decreases and consequently liquid film volume
increases. The rate of increase depends on the flow resistance at the pore, the pressure of the vapor pv,
and the pressure jump across the liquid-vapor interface in the tunnel ∆pf,v. The pressure of the vapor is
determined by curvature of the bubble and consequently by the bubble volume but also by vapor flow
from the tunnel into the bubble. The pressure jump across the liquid-vapor interface ∆pf,v is determined
by the curvature of the liquid-vapor interface in the tunnel, which depends on contact angle and volume
of the liquid film. After departure, the pressure of the vapor suddenly increases because of the smaller
bubble size and liquid is flowing from the liquid film located inside the tunnel to the liquid pool until the
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Figure 5.8: Evolution of liquid-vapor interface, case L39L39 at 2 K wall superheat
curvature of the liquid-vapor interface in the tunnel balances the pressure difference between vapor in
the tunnel and liquid pool ∆pl,f.
Shortly before bubble departure, the bubble starts to contract at the bubble foot and flow velocity
increases. The pore itself acts like a throttle such that the dynamic pressure is dissipated. Consequently,
the pressure inside the tunnel is increased compared to the pressure inside the bubble. Figure 5.9 shows
the pressure difference between vapor in the tunnel and bubble ∆pv,b for the reference case L39L39 at
1K and 2 K wall superheat.
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Figure 5.9: Pressure difference between vapor in tunnel and bubble
During bubble growth, the pressure difference is for the lower wall superheat ∆pv,b ≈ 2 Pa and for the
higher wall superheat ∆pv,b ≈ 7 Pa. Right at bubble departure it increases up to ∆pv,b ≈ 300 Pa for
both cases. Due to the pressure increase at bubble departure, flow of liquid through the inactive pore
actually starts to reverse before bubble departure. Figure 5.9 also gives the dynamic pressure of the
flow inside the pore calculated with the maximal flow velocity pdyn = 0.5ρvu2max. By comparing the
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dynamic pressure and the pressure difference, it becomes obvious that the pressure difference is due to
the throttle effect of the pore and not a viscous effect of the vapor flow through the pore. If the pressure
loss would be caused by viscous effects, the pressure difference between vapor in the tunnel and bubble
∆pv,b would be increased over the dynamic pressure pdyn.
Flow from the pool to the liquid film occurs at the inactive pore through a thin liquid film depicted in
Figure 5.10.
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Figure 5.10: Flow through liquid film at inactive pore
The flow resistance depends on the thickness and width of this liquid film. With increasing liquid volume
inside the tunnel, the flow resistance consequently decreases because the liquid film thickness increases.
The flow resistance is also strongly affected by the shape of the pore. A rectangular pore extending
almost completely to the side of the tunnel allows a connection between film and pool also for small
amounts of liquid in the tunnel. With corners in the pore, liquid films are also present in the active
pore. For the cases studied, liquid flow through the active pore can be neglected during bubble growth
compared to the liquid flow at the inactive pore.
As mentioned before, the liquid flow to the tunnel is driven by the pressure difference between liquid
pool and film ∆pl,f. The pressure inside the liquid film is determined by the pressure of the vapor pv and
the pressure jump across the liquid-vapor interface ∆pf,v in the tunnel. With growing liquid film, the
curvature decreases and consequently the pressure difference decreases as well. As shown in Figure 5.8,
after reaching a certain volume, the liquid film can reach the symmetry plane of the tunnel. In this
case, the curvature of the liquid-vapor interface suddenly increases and is not depending on the film
volume anymore. Furthermore, the flow resistance between pool and liquid film is smallest as the pore
is completely filled with liquid. Consequently, flow to the liquid film increases until bubble departure or
even flooding occurs. If in a case the liquid film is always short from reaching the symmetry plane, a
small disturbance might lead to a strong qualitative difference of the boiling process.
In the performed simulations, the pressure difference between vapor inside the bubble and vapor in
the tunnel ∆pv,b is never high enough to initiate bubble growth at both pores. For pores being of equal
shape and size, dynamics after bubble departure determined whether the active pore stayed the same
or changed. If the upper part of the tunnel is flooded and the liquid-vapor interface approaches both
pores, it is a stochastic process that determines which pore is activated. But also for the case of a small
bubble nucleus remaining at the pore, liquid might be flowing fast enough from the liquid film to the
pool through the inactive pore such that the bubble is shrinking until the condition is the same at both
pores. For the case of the pores being of different size, the bubble always started to grow at the larger
pore.
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Through the vertical connection of the liquid films, liquid is fed to the lower part of the tunnel. Fig-
ure 5.11 shows the evolution of the liquid volume fraction of the upper part of the liquid film and the
lower part of the liquid film for the reference case L39L39 at 1K and 2 K wall superheat.
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Figure 5.11: Volume fraction of upper and lower part of the liquid film, geometry L39L39
The fluctuations of the liquid mass inside the tunnel almost exclusively appear in the upper part of the
liquid film. Only slight fluctuations can be observed for the liquid volume fraction in the lower part of
the tunnel. Furthermore, the amount of liquid in the lower part is reduced compared to the amount of
liquid in the upper part.
The larger wall superheat leads to a lower volume of the liquid film compared to the smaller superheat.
Increasing the wall superheat leads to an increase of
• contact angle,
• velocity of vapor flowing into the bubble due to an increase in evaporation,
• velocity of liquid flowing from the pool to the tunnel to compensate the evaporative mass flow.
The increasing contact angle decreases the pressure jump across the liquid-vapor interface in the tunnel
∆pf,v. With vapor velocity, the pressure difference between vapor in the tunnel and the bubble ∆pv,b
increases. An increase in liquid flow increases the pressure drop between liquid film and pool ∆pl,f.
As a consequence, smaller liquid films are required to increase ∆pf,v to counteract these effects in the
quasi-steady state. The influence of each of these effects on the process is exemplarily analyzed for the
reference case L39L39. With a change in tunnel geometry, fluid, heat flux, or pore size, the influence of
the single effects will certainly change. The impact of the effects is evaluated through their effect on the
pressure.
The reduction of the pressure jump with increasing contact angle is calculated with the help
of SURFACE EVOLVER. At a fixed volume fraction of 0.081 the reduction of the pressure jump is
∆pf,v(2K) −∆pf,v(1K) ≈ 10 Pa. At a volume fraction of 0.168 the reduction of the pressure jump is
∆pf,v(2K)−∆pf,v(1 K) ≈ 5 Pa. The increase of the pressure difference between bubble and vapor in the
tunnel due to the increase in vapor flow velocity can be taken directly from the CFD simulation. During
bubble growth the pressure difference lies at ∆pv,b(2K)−∆pv,b(1K) ≈ 5Pa. For the case L39L39, liquid
flow to the tunnel is much larger than the evaporating mass flow. As a consequence, an impact of the
increase in evaporation of liquid cannot be determined.
For this geometry and wall superheat, the effects of contact angle decrease and vapor velocity increase
are about equal. It should be noted that the pressure difference between bubble and vapor in the tunnel
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scales with the velocity squared such that for smaller pores or larger evaporation rates the influence of
this effect will strongly increase. Not accounted for in this analysis is the effect of bubble departure
diameter, which will also change with an increase in wall superheat.
In the simulations, it can be observed that the bubble departure diameters not only depend on pore
size, shape, and evaporation rate, but also on the volume of the liquid film below the active pore.
Bubbles growing above a completely dry tunnel showed significantly larger departure diameters than
bubbles growing at a pore, where the pool can connect with the liquid film below the pore. Figure 5.12
shows the bubble departure for the case L19L19 at 2 K wall superheat from the left and from the right
pore.
Figure 5.12: Bubble departure at pore with film (left) and at dry pore (right), geometry L19L19
At the left pore, some liquid is located inside the tunnel and the bubble departs at a diameter of
0.59 · 10−3 m. The right half of the tunnel is dry and the bubble departs at a diameter of 0.69 · 10−3 m.
As with the single cavity, it is also possible that the liquid film becomes large enough to induce bubble
departure.
As was mentioned before, bubble growth has a strong impact on the liquid flow into the tunnel as it
determines the pressure of the vapor in the tunnel. If the bubble grows larger, pressure is lower at the
end of the bubble cycle than with bubbles departing at small diameters. As a consequence, small bubble
departure diameter lead to smaller liquid films in the tunnel. The effect of bubble departure diameter
on film growth can be observed by comparing the case R80R80 with the reference case L39L39 at 1K wall
superheat. Both cases have the same open area between tunnel and pool, but the departure diameter is
larger with the circular pore than with the rectangular pore. The evolution of the liquid volume fraction
inside the tunnel together with the equivalent diameter of the bubble growing at the pore is depicted in
Figure 5.13. For both cases, the liquid film grows with the bubble and after bubble departure about the
same amount of liquid is pushed out of the tunnel until the next bubble starts to grow. With the circular
pore, the bubble grows larger than with the rectangular pore and consequently the growth phase of the
liquid film is longer. After the first bubble cycle the amount of liquid remaining inside the tunnel is so
large that during the second bubble cycle the tunnel is flooded.
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Figure 5.13: Liquid volume fraction and bubble diameter
Of course, changing the pore shape also influences the flow resistance for the liquid flowing from the
pool to the tunnel, but for the change from the rectangular pore to the circular pore, the flow resistance
is assumed to rather increase than decrease for most film volumes.
5.2.1 Influence of geometric properties
As described in the literature review section in Chapter 2, small changes in the geometry of reentrant
structured surfaces can have a substantial effect on the heat transfer performance. The size and shape of
the tunnel affect the pressure jump across the liquid-vapor interface and the distribution of liquid films
inside the tunnel. The pore size and shape influence the flow resistance between the liquid pool and the
liquid films in the tunnel, the pressure difference between vapor in the tunnel and bubble, and the bubble
departure diameter. In order to study some of the effects potentially leading to the performance change
and determine the sensitivity to geometrical changes, slight variations of the geometry are introduced
and simulations performed. The geometry changes are visualized in Figure 5.14.
smaller ledge
L39L39
L39L39S30
L19L19L39L19
pore shape
smaller inactive
pore
smaller active pore
L130L130
Figure 5.14: Visualization of change of geometries
For the cases studied, the bubble departure diameter together with the minimal and maximal liquid
volume fraction during one bubble cycle are given in Table 5.6.
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Table 5.6: Liquid volume fraction and bubble departure diameter with changing geometry
Geometry Wall superheat Volume fraction Departure diameter
in K Minimal Maximal in 10–3 m
L39L39 1 0.131 0.426 0.80
L39L39S30 (smaller ledge) 1 0.068 0.311 0.82
L39L19 (smaller inactive pore) 1 0.129 0.311 0.83
L19L19 (both pores smaller) 1 0.045 0.060 0.61
L39L39 2 0.123 0.278 0.87
L39L39S30 2 0.042 0.075 0.85
L39L19 2 0.076 0.110 0.85
L19L19 2 0.006 0.020 0.59 / 0.69
L130L130 (different pore shape) 2 0 0 0.84
The variations in the bubble departure diameter are small except for the cases with a smaller active pore
L19L19. For the case L39L39 at 1K wall superheat, bubble departure is induced by the liquid film growing
towards the bubble through the pore. Consequently, the bubble departure diameter is somewhat smaller
than for the other two cases with the same active pore size at 1 K wall superheat.
The influence of the shape and size of the inactive pore can be studied by comparing the cases L39L39,
L39L19, and L130L130. With L39L19 the active pore has the same pore size as L39L39, but the inactive
pore only has half the open area between pool and tunnel. For L130L130, the inactive pore has the same
open area and shape, but is not extending towards the wall of the tunnel. Even though the open area
is the same for L39L39 and L130L130, dryout is observed for L130L130. Due to the shape of the pore, the
connection between liquid film and pool is cut after the liquid film falls below a certain volume and liquid
flow into the tunnel during bubble departure is not sufficient to compensate the evaporating liquid mass.
With geometry L39L19, the liquid film volume is reduced by up to 60 % compared to L39L39 for both wall
temperatures.
The effect of changing the size of the active pore can be studied by comparing the cases L39L19 and
L19L19. For those two geometries, the inactive pore has the same shape and size. With a smaller active
pore size, the liquid film volume strongly decreases inside the tunnel. During bubble growth, it is not
reaching the symmetry plane, which explains the even more pronounced difference between the maximal
film volumes. The decrease in liquid volume is caused by the decrease of the bubble departure diameter
as well as the increase in pressure difference between bubble and vapor in the tunnel due to the smaller
vapor flow cross section.
The influence of the size of the solid ledge is evaluated with geometry L39L39S30. With decreasing
length of the solid ledge, the flow resistance between the upper and the lower liquid film increases and
the pressure jump across the liquid-vapor interface decreases. As a consequence, the liquid volume in
the tunnel decreases.
The film volume shows the highest sensitivity to the size of the active pore. The effect of changing the
size of the inactive pore is smaller than the effect of changing the size of the solid ledge in the tunnel. If
the opening to the pool is located only in the middle of the tunnel, the flow resistance changes drastically
and dryout occurs. The results show that even rather small changes in geometry can have a substantial
effect on the liquid flow into the tunnel.
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An additional parameter which is investigated with the case L39L39H400, is the depth of the tunnel. By
reducing the depth, the curvature of the liquid-vapor interface inside the tunnel increases and the tunnel
can hold less liquid. In the simulation, this leads to immediate flooding of the tunnel even at 2K wall
superheat as depicted in Figure 5.15.
0.151 s
0.161 s
0.171 s
0.181 s
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0.2435 s
0.2335 s
0.2635 s
Figure 5.15: First bubble departure and second bubble departure for case with flooding
During bubble growth, the upper and the lower liquid film connect and a vapor tube develops inside
the tunnel, which pushes the vapor into the bubble. During the first bubble cycle depicted on the left in
Figure 5.15, the bubble exceeds the departure diameter shortly before all of the vapor is removed from
the tunnel. Consequently, a vapor nucleus remains inside the tunnel, which starts to grow again. At
the second bubble cycle the amount of liquid in the lower part of the film is already increased. During
bubble departure the vapor is completely pushed out of the tunnel.
5.2.2 Heat transfer characteristics
With thin liquid films evaporating inside the tunnel, an extremely large heat transfer is observed. The
heat transfer coefficients obtained in the suction evaporation mode are given in Table 5.7. Results are
presented with two different reference areas for calculating the heat transfer coefficient, the projected or
outer area Aout = 500µm · 250µm= 0.125 mm2, which is also usually employed in experiments, as well
as the actual area of the wall with the fixed wall temperature boundary condition. For comparison, the
heat transfer coefficient for the case with complete dryout is given, too. The observed heat transfer co-
efficients are on the upper end of the experimentally observed values for tubes with structured surfaces.
An interpretation of this observation is given in Chapter 7. By comparing the heat transfer coefficients of
the cases L39L39, L39L19, and L19L19, the conclusion can be drawn that thinner films lead to an increase
of the heat transfer coefficient.
Unless with geometry L39L19, the heat transfer coefficient is slightly decreasing with increasing wall
superheat. With an increase in wall superheat, the thickness of the liquid films decreases but the thermal
resistance in the vicinity of the three phase contact line increases. Depending on how pronounced the
decrease in film volume is, the heat transfer coefficient can increase or decrease. As with the single cavity,
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Table 5.7: Heat transfer coefficients
Geometry Wall superheat h in kW/m2K h∆T in kW/m
2K Notes
in K Aref = Aout Aref = A∆T
L39L39 1 50 10
L39L39S30 1 53 12
L39L19 1 53 11
L19L19 1 60 12 very thin films
L39L39 2 47 10
L39L39S30 2 50 11
L39L19 2 54 11
L19L19 2 38 8 local dryout
L130L130 2 5.5 1.1 complete dryout
heat transfer at the three phase contact line plays an important role. The amount of heat transferred
within the microzone is between 45 % and 55 % of the total heat transfer.
The heat transfer coefficient with a liquid film being present is about ten times the heat transfer
coefficient of the geometry with the dry tunnel. This indicates that evaporation from films inside the
tunnel is the most important heat transfer mechanism for the cases studied. The heat transfer coefficient
h∆T with the actual solid-fluid interface taken as reference area is about five times smaller than the heat
transfer coefficient with the projected area taken as reference area. Comparing h∆T of the cases with
liquid films with h of the geometry with the dry tunnel shows that the increase in heat transfer with a
surface with subsurface tunnels is not solely based on an increase in heat transfer area.
For the cases with liquid films located inside the tunnel, sensible heat transfer in the wake of the
bubble can be neglected. The heat transfer from the outer wall to the fluid is between 3 % and 7 % of
the total heat transfer. It shall be noted that with increasing number of pores, liquid flow velocities on
the outer surface will increase and consequently the convective heat transfer as well.
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6 Modeling and Analysis of the Interrelation of
Important Parameters
From the CFD simulations, the parameters governing the boiling process at the pores can be identified.
Due to the immense computational effort, which is required to simulate flow and heat transfer in the
subsurface tunnel, the number of parameter combinations that can be investigated is limited. In order
to be able to examine a wider parameter range and to improve the understanding of the interrelation of
some of the parameters involved, a strongly simplified model is created. Especially conditions leading
to dryout and flooding are of interest. The basic idea of the model was presented earlier by the author
in [34] and is expanded here further. While in [34] circular cavities with additional channel were
studied, the model is applied to subsurface tunnels here.
6.1 Modeling of evaporation and liquid flow
Flow to the tunnel is driven by the pressure difference between the liquid film in the tunnel and the
liquid pool. The created model is based on the solution of the Young-Laplace equation to obtain bubble
and film shapes and pressures in the vapor and the liquid to calculate the evolution of the film. The
model setup is shown in Figure 6.1.
pb
vapor in tunnel
Vb
Vup
pv
liquid pool
pl = 0
liquid films
pup
Vlo
plo
bubble
Figure 6.1: Setup for model
The liquid film is split into an upper part and a lower part. Vapor is flowing through the active pore
into the growing bubble. Liquid flow to the tunnel through the inactive pore is modeled with a flow
resistance ζl,up.
Heat transfer is not modeled. On real surfaces, the exact heat transfer coefficient is affected by several
parameters, while it is generally accepted that it is a requirement to operate in the suction evaporation
mode to obtain the highest values for the heat transfer coefficient. As heat transfer is not modeled, the
interrelation between contact angle and wall superheat is not incorporated but the contact angle is a free
parameter. Furthermore, simplifications regarding flow and bubble growth are introduced.
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The main modeling assumptions are that
• liquid inertia can be neglected,
• sensible heat transfer can be neglected,
• all processes are quasi-steady state.
In how far these assumptions apply is discussed in Section 6.1.6.
6.1.1 Bubble growth and liquid flow into the tunnel
Liquid flow into the tunnel is driven by the pressure difference ∆pl,up between the liquid pool and the
upper liquid film, which is given by Equation (6.1).
∆pl,up = pl− pup = −

(pb− pl) + (pup− pv) + (pv− pb)

= −∆pb,l+∆pup,v+∆pv,b (6.1)
The pressure difference between the upper liquid film and the lower liquid film is given by Equation (6.2)
∆pup,lo =∆pup,v−∆plo,v (6.2)
For each bubble and film volume, the pressure differences ∆pup,v,∆plo,v, and ∆pb,l can be taken from
the solution of the Young-Laplace equation. The pressure difference caused by Carnot’s shock loss of the
dynamic pressure of the vapor flowing at high velocity through the pore, is given by Equation (6.3).
∆pv,b = 0.5ρvu
2
max = 2ρvu¯
2 = 2ρv

V˙b
Ap
2
(6.3)
In there, the assumption of laminar flow with umax = 2 u¯ is employed. V˙b is the vapor flow rate to the
bubble, Ap the open area of the pore, and u¯ the average vapor velocity.
The liquid flow through the pore V˙p is related to the pressure difference through the flow resistance
ζl,up = ∆pl,up/V˙p, with V˙p being positive in direction of the liquid pool. Inside the subsurface tunnel,
the liquid film is split into two parts, the upper film volume Vup connected to the pore and the lower
film volume Vlo connected only to the upper film volume. Therefore, a flow resistance ζup,lo between the
upper and the lower film is required as well. The change in liquid volume of the films can be obtained
from the mass balance and is given by Equation (6.4) and (6.5).
V˙up =− Q˙f2∆hvρl +
∆pl,up
ζl,up
− ∆pup,lo
ζup,lo
(6.4)
V˙lo =− Q˙f2∆hvρl +
∆pup,lo
ζup,lo
(6.5)
As given in the simplifying assumptions, the evaporative heat transfer Q˙f is the only heat flow considered
in the model. The amount of heat transferred at the film is much larger compared to the amount of
heat transferred at the bubble foot. Therefore, Q˙f is assumed to be approximately equal to the overall
evaporation rate. Q˙f is split equally between the upper and the lower film. The split of the liquid film
into an upper part and a lower part gives a significant improvement over the consideration of only one
single liquid film. The introduction of four liquid films by separating the upper and the lower part into a
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part closer to the active pore and a part closer to the inactive pore gives no further improvement of the
results for the calculated geometries.
Assuming the flow into the tunnel is taking place through a thin film at low Reynolds number, the flow
resistance ζ can be calculated with the lubrication approximation from the Navier-Stokes equation as
given in Equation (6.6) with Cζ = 3 for a flow with a free surface, film length L, width W , and thickness
δ.
ζ= Cζµl
L
δ3W
(6.6)
Consequently, ζl,up is a function of the liquid volume in the tunnel and its treatment is discussed in
Section 6.1.5. The flow resistance between upper and lower liquid film ζup,lo is approximated with
Equation (6.6) and the dimension of the liquid film in the tunnel as given in Equation (6.7).
ζup,lo = 3µl
Lh/2
Af,up,lo

Af,up,lo
Lf,up,lo
2 (6.7)
In there, the height of the tunnel Lh, the cross section area of liquid between the upper and the lower
film Af,up,lo, and the length of the line the wetted wall creates at the cross section Lf,up,lo are employed.
Figure 6.2 illustrates Af,up,lo as well as Lf,up,lo.
Lf,up,lo
Af,up,lo
Figure 6.2: Dimensions required for calculating ζup,lo
The volume flow of vapor to the bubble is given by the volume conservation inside the tunnel (6.8).
V˙b =
Q˙f
∆hvρv
+ V˙up+ V˙lo (6.8)
Once the bubble reaches the maximal volume, its size is reset to the size of the bubble nucleus.
The pressure jump across the liquid-vapor interface at the bubble and at the film is given by the Young-
Laplace equation (6.9) for a non-moving interface being in equilibrium. κ1 and κ2 are the principal
curvatures of the interface.
∆p = σ
 
κ1+κ2

(6.9)
6.1.2 Pressure inside the bubble
To obtain the shape of and pressure inside the bubble, Equation (6.9) is parameterized following the
approach of Myers and Charpin [92]. The employed coordinate system is given in Figure 6.3. Here, the
height h is positive in the direction from the bubble top towards the bubble bottom.
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rh
s
ϕ
Figure 6.3: Coordinate system for calculation of bubble shape
For an axisymmetric interface, the principal curvatures of a surface can be written as shown in Equa-
tion (6.10) (see e.g. Kühnel [71]).
κ1 =
1
r ′2+ h′2
3/2  −r ′′h′+ r ′h′′
κ2 =
1
r ′2+ h′2
1/2 h′r
 (6.10)
r ′ =
dr
ds
= cosϕ r ′′ =
d2r
ds2
=−ϕ′ sinϕ
h′ =
dh
ds
= sinϕ h′′ =
d2h
ds2
= ϕ′ cosϕ ϕ′ =
dϕ
ds
The pressure difference∆p(h) is given by the initial pressure difference∆p0 at the top of the bubble and
the difference in hydrostatic head as shown in Equation (6.11).
∆p =∆p0− hg  ρl−ρv (6.11)
Equation (6.9) together with Equation (6.10) and (6.11) leads to the ordinary differential equa-
tion (6.12) describing the bubble shape.
∆p0− hg  ρl−ρv
σ
= ϕ′+
1
r
sinϕ (6.12)
The system can be non-dimensionalized with the capillary length a =
p
σ/
  
ρl−ρv g, leading to
Equation (6.13).
∆p∗0− h∗ =
dϕ
ds∗ +
sinϕ
r∗
with ∆p∗0 =∆p0
a
σ
, h∗ =
h
a
, s∗ =
s
a
, r∗ =
r
a
(6.13)
The differential equation is solved using a multi-step Adams–Bashford–Moulton method (ode113 in
MATLAB). In order to obtain different bubble shapes, the initial value for ∆p∗0 is varied. A small value
leads to large bubbles and a large value to small bubbles. Bubble growth is calculated individually for
each dimensionless pore radius R∗p. The procedure is illustrated in Figure 6.4. The value for ∆p∗0 is
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Θ
Solutions taken from one∆p0 Obtained bubble growth
R∗p
Variation of∆p0
Minimal∆p0
Maximal∆p0
Equal volumes
R∗p
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Figure 6.4: Calculation of bubble growth
decreased from the maximal to the minimal ∆p∗0 (6.4 (a)). For each solution, the locations where the
interface reaches the pore radius, or the contact angle a certain value Θ, are identified (6.4 (b)). From
the bubble top to these locations, the bubble volume is saved together with the pressure jump. Afterwards
the bubbles are sorted in ascending volume order. Valid solutions are bubbles with the bubble foot having
the pore radius and the contact angle being larger than the assigned value Θ, or the bubble foot being
larger than the pore radius and the contact angle being equal to Θ. There can exist two solutions of the
Young-Laplace equation leading to the same bubble volume (6.4 (c)). For this case, the solution with
the smaller surface area is selected, leading to a bubble growth with the interface approaching a contact
angle of Θ = 90 deg at the pore from smaller contact angles (6.4 (d)). During bubble departure, some
vapor Vb,res remains at the pore. The volume of the remaining bubble is arbitrarily set to the volume of
the bubble with the largest pressure difference ∆p0.
With this solution procedure, the departure volume Vb,dep for bubbles growing at a circular pore with
radius R∗p = Rp/a is obtained. The calculated dimensionless volumes are compared with the experimen-
tally determined correlation of Di Bari and Robinson [33]. Figure 6.5 shows the correlation together
with the calculated values.
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Figure 6.5: Dimensionless bubble departure volumes at circular pores
6.1 Modeling of evaporation and liquid flow 75
The resulting departure volumes show a good agreement with the experimental values. It should be
noted that the shown correlation is valid for quasi-steady growth only. Bubble growth and pressure
differences are calculated for a set of pore radii and contact angles. During calculation of the evolution
of the liquid films in the model, the pressure jump at the bubble is calculated for each bubble volume
and contact angle, based on an interpolation of the bubble growth results.
With increasing bubble volume, the pressure inside the bubble first increases until the maximal cur-
vature of the liquid-vapor interface is obtained with ∆p0,max and afterwards the pressure decreases.
Figure 6.6 shows the dimensionless pressure difference ∆p∗b,l = ∆pb,l a/σ between bubble and liquid
pool over the dimensionless bubble volume for a contact angle of Θ = 4 deg and a contact angle of
Θ = 46 deg.
0 0.05 0.01 0.015 0.02 0.03
0
4
Θ = 4deg
Θ = 46deg
0.025
20
16
12
8
Bubble volume V ∗b
Pr
es
su
re
ju
m
p
∆
p∗ b
,l
Figure 6.6: Pressure inside bubble with varying contact angle
There is almost no difference in the curves for those two contact angles. The same applies for the bubble
departure diameter. This is in agreement with the data of Albadawi et al. [5], which show no difference
in bubble departure diameter for contact angles below 60deg at circular pores.
Figure 6.7 shows the dimensionless pressure difference for three different pore radii.
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Figure 6.7: Pressure inside bubble with varying pore radius
Once the bubble volume exceeds a certain value, which is approximately given by V ∗b > 4/3pi(R∗p)3, the
pressure curve is very similar to the pressure curves obtained with smaller pore radii and only differ in
the bubble departure diameter.
76 6 Modeling and Analysis of the Interrelation of Important Parameters
6.1.3 Pressure inside the liquid film
Solving the Young-Laplace equation for the pressure difference across the liquid-vapor interface of the
liquid film is not as trivial as for the bubble due to the complex tunnel geometry. In order to find a
solution, the software SURFACE EVOLVER developed by Brakke [16] is employed. In this software the
energy of a surface is minimized. By supplying according formulations for the energy of the liquid-
vapor interface, liquid-solid interface, and vapor-solid interface together with boundary and volume
constraints, the equilibrium state for a liquid film with given contact angle inside a structure can be
calculated. Figure 6.8 shows the different steps in calculating the liquid-vapor interface of a liquid film
in the tunnel in SURFACE EVOLVER.
Figure 6.8: Evolution of the liquid film in SURFACE EVOLVER
The code that needs to be supplied to the program to obtain this shape is given in Appendix D. From
the solution, the liquid volume, pressure difference, as well as geometric properties are known. Again,
results are calculated for a set of parameters and an interpolation is performed in the model to obtain
the pressure difference with the given film volume.
In the calculation of the film shapes, gravity is neglected due to the assumption of the tunnel being of
capillary scale and to be able to employ the results for the upper as well as the lower film. By utilizing the
properties of the nondimensional form of the Young-Laplace equation, the liquid properties can be varied
without the need to recalculate the dependence of pressure jump on liquid volume and contact angle
within SURFACE EVOLVER. A recalculation is only necessary if the geometry is not scaled in all dimensions
but only single geometric properties are varied.
With growing liquid film inside the structure, the film eventually reaches the symmetry plane in the
middle of the tunnel. For this case, a new geometry inside SURFACE EVOLVER is required. The growing
liquid film reaches the symmetry plane at a certain volume, but due to the change in shape, the shrinking
liquid film detaches from the symmetry plane at a smaller volume. This results in a kind of hysteresis
of the film pressure within this volume range. For small contact angles, the hysteresis is small or almost
vanishing, which is why in the model this hysteresis is not considered. In order to reduce the number of
parameters, also the influence of the pore on the film shape is not considered.
6.1.4 Nondimensionalization and full model
The nondimensionalization of the system reduces the number of independent parameters and gives
characteristic numbers governing the process. Here, the equations are given for only one liquid film with
volume change rate V˙f and pressure pf being modeled such that characteristics of the system are more
distinct. The dimensionless form of pressure and the volume change rate is calculated by
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p∗ = p a
σ
,
V˙ ∗f = V˙f
∆hvρv
Q˙f
.
The full nondimensional model with two liquid films, as it is employed in the calculations, is given in
Appendix B.
The dimensionless pressure difference between liquid film and liquid pool∆p∗l,f can be calculated from
Equation (6.14).
∆p∗l,f =−

∆p∗b,l+∆p∗f,v+∆p∗v,b

(6.14)
The pressure differences ∆p∗b,l and ∆p∗f,v are given by Equation (6.15) and (6.16) with the functions
f (Θ,V ∗, geometry) being given by the solution of the Young-Laplace equation.
∆p∗b,l = f (Θ,V ∗b , pore geometry) (6.15)
∆p∗f,v = f (Θ,V ∗f , tunnel geometry) (6.16)
The dimensionless volume change rates, given by Equation (6.4) and (6.5), are written in dimensionless
form as in Equation (6.17) and (6.18).
V˙ ∗b = 1+ V˙ ∗f (6.17)
V˙ ∗f =−ρ∗+
∆p∗l,f
Q˙∗ζ∗
(6.18)
The dimensionless pressure difference between bubble and vapor in the tunnel is given by Equa-
tion (6.19), which results from Equation (6.3).
∆p∗v,b = 2
 
V˙ ∗b
A∗p
!2 
Q˙∗
2
N ∗ (6.19)
The characteristic dimensionless time for one bubble cycle is given by Equation (6.20).
∆τ∗ =
V ∗b,dep− V ∗b,res
Q˙∗
(6.20)
From the equations, the dimensionless parameters governing the system can be extracted and are the
Θ contact angle,
N ∗ = µ
2
l
ρvaσ
“viscosity number”,
ρ∗ = ρv
ρl
density ratio,
L∗ = L
a
each length of the pore and tunnel geometry,
A∗p =
Ap
a2
open pore area,
ζ∗ = ζl,up a
3
µl
flow resistance,
Q˙∗ = Q˙fµl
∆hvρva2σ
heat flow.
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The first three parameters represent fluid properties, L∗, A∗p, and ζ∗ depend on geometric properties and
Q˙∗ is a process parameter. The bubble departure volume V ∗b,dep can either be taken from the solution of
the Young-Laplace equation or be explicitly provided to the system. As at high bubble growth rates, the
determination of the bubble departure volume with the Young-Laplace equation is not a valid approach,
the bubble departure volume is supplied as a parameter in this work. With the system of equations
above, the number of dimensionless parameters could be further reduced by combining Q˙∗ and ζ∗ and
redefining N ∗, but for the full system with two films defining Q˙∗ and ζ∗ separately is more reasonable.
The crossover characteristic observed with reentrant structures is evident in the nondimensional sys-
tem of equations. Growth of the liquid film is governed by the product of Q˙∗ and ζ∗. Consequently,
increasing the heat flow has the same effect as increasing the flow resistance in this equation. The
pressure difference between vapor in the tunnel and bubble is related to (Q˙∗/A∗p)2. Furthermore, in the
dimensionless heat flow Q˙∗, the product ρv∆hv appears, confirming its influence on the boiling mode
observed in literature.
The flow chart in Figure 6.9 shows the solution procedure for the full model. The model is run until a
quasi-steady state condition or flooding or dryout is reached.
Time loop
Adjust pressures loop
Calculate dynamic pressure
Solve for volume flow rates
Start
Load data
Adjust time step
Calculate volumes Volumes
Pressures
Geometry, Contact angle
StopQuasi-steady state
Solutions of
Young-Laplace equation
(SURFACE EVOLVER / MATLAB)
Figure 6.9: Flow chart of full model
6.1.5 Comparison with CFD simulation
The simplified model is compared with the CFD simulations for the reference case L39L39 in order to
verify the implementation and evaluate its accuracy and applicability. From the simulation results, the
heat flow, the bubble departure diameter, and the flow resistance between pool and liquid film are
provided as input into the model to allow a comparison.
• The average heat flow is required as it cannot be calculated from the wall superheat in the model.
• The bubble departure volume is adapted to the value observe in the CFD simulation, as no de-
parture volume is calculated in MATLAB for bubbles growing at a rectangular pore. As mentioned
before, the pressure plots show a high similarity of the characteristics of the development of the
pressure with the bubble volume for different pore radii. The development of the pressure with vol-
ume is taken from bubbles growing at a circular pore with radius Rp = 75µm, which is the smallest
pore with the bubble reaching the departure volume observed in the CFD simulation. Varying the
size of the pore up to Rp = 150µm for the pressure data showed no influence on the evolution
of the liquid film inside the tunnel. Apparently the influence of the pressure inside the bubble at
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the very beginning of bubble growth is small compared to the influence of the bubble departure
diameter.
• The flow resistance is adapted until the results fitted best the CFD simulation, which is at a value
of ζl,up = 1 · 1010 Pas/m3. Afterwards, the influence of ζl,up on the results is studied.
Figure 6.10 shows the evolution of the liquid volume fraction of the lower part of the film Vlo/Vtun and
the upper part of the film Vup/Vtun in comparison with the results of the CFD simulation. The sensitivity
of the overall liquid volume fraction in the tunnel on the flow resistance ζl,up is presented in Figure 6.11.
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Figure 6.10: Comparison CFD with model
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Figure 6.11: Influence of flow resistance ζl,up
The comparison shows that the model can capture the steadiness of the lower film, while the amount
of liquid in the lower film part is somewhat smaller than in the CFD simulation. During bubble growth
and departure, the evolution of the upper liquid film is equal for the model and the simulation, but more
liquid is pushed out of the tunnel with the model at the beginning of bubble growth. The explanation
for this behavior is a change in flow resistance with the decrease in liquid volume, which is not captured
by the model.
Figure 6.11 shows that taking double or half the value for ζl,up changes the maximal film volume
inside the tunnel, but hardly affects the minimal film volume during one bubble cycle. As can be
taken from Figure 6.10, the minimal film volume is determined by the amount of liquid in the lower
part of the tunnel, as the liquid in the upper part is almost completely pushed out of the tunnel. At
a value of ζl,up = 8 · 1010 Pa s/m3, the upper part of the liquid film is not completely pushed out any-
more. Comparing the results with the CFD simulation, it becomes obvious how the flow resistance
changes in the simulation. While the inflow of liquid at the higher volume fraction is best modeled with
ζl,up = 1 · 1010 Pas/m3, a value of ζl,up = 8 ·1010 Pas/m3 at the low volume fractions is more appropriate.
By estimating the flow resistance ζl,up from liquid volume and geometric properties, this effect could
be incorporated, but the model would lose much of its generality and additional parameters would be
required to be studied. For each pore shape and size, individual functions ζl,up = f (Vup)would have to be
obtained. As will be shown in the parametric study, the fluctuations of the liquid volume are much lower
for most parameters than for the case for which the comparison with the CFD simulation is drawn. For
surfaces with more than one active pore they probably vanish almost completely. Therefore, a constant
value for ζl,up is employed in the parameter variations.
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6.1.6 Evaluation of the assumptions and limits of the model
Modeling of liquid flow and bubble growth is based on assumptions that limit the application range of
the model. The pressure jump across the liquid-vapor interface at the bubble is solely determined based
on the Young-Laplace equation, sensible heat transfer is neglected, and an uniform heat flux is assumed.
From analysis of the results of the CFD simulations it is known that these are valid assumptions for
the parameter range examined in the simulations. It is obvious that these assumptions become more
inaccurate with increasing heat flux.
By neglecting liquid inertia, additional forces at the bubble like the drag of the bubble in the liquid,
inertia of the liquid surrounding the bubble, or lift forces of bubbles departing beforehand and in the
surrounding are not included in calculating the pressure jump across the liquid-vapor interface. Klausner
et al. [63], Zeng et al. [143], as well as Ramaswamy et al. [103] analyzed forces acting on a growing
bubble. From their approach, the dynamic effects of bubble growth on the pressure of the surrounding
liquid can be summarized as shown in Equation (6.21).
∆pdyn = ρl

C1R˙
2+ C2R¨R

(6.21)
∆pdyn is the pressure difference between the liquid at the liquid-vapor interface of the bubble and the
liquid at rest in the pool. Just like ∆pv,b, ∆pdyn would be added to the pressure difference ∆pl,f between
liquid film and pool. R is the bubble radius at an instance of time. Following the reasoning presented in
Appendix C, Equation (6.21) can be rewritten in nondimensional form as given in Equation (6.22).
∆p∗dyn = C∗

V˙ ∗b
pi(R∗)2
2 Q˙∗2
ρ∗N ∗ (6.22)
The factor C∗ depends on bubble shape, empirical factors introduced in the force models, and the relation
between growth velocity and acceleration. Depending on which effects are considered and which bubble
shape is provided, the obtained value ranges from C∗ = −0.125 to C∗ = 2, assuming a constant bubble
growth rate V˙ ∗b . Dividing ∆p∗dyn by ∆p∗v,b, which the model accounts for, gives relation (6.23).
∆p∗dyn
∆p∗v,b
=
C∗
2ρ∗

A∗p
pi(R∗)2
2
(6.23)
It is apparent that ∆p∗dyn is of the same form as ∆p∗v,b and increases or decreases with heat flow just as
∆p∗v,b does. With pi(R∗)2 being the projected area of the bubble, Equation (6.23) shows that the influence
of the dynamic forces is highest at the beginning of bubble growth. Due to the constant vapor flow rate,
the time the bubble has a small radius is much shorter than the time the bubble has a large radius, but
still, ∆p∗dyn can be as large as or even larger than ∆p∗v,b depending on the value of ρ∗ and C∗.
Therefore, it should be reasonable to conclude that once ∆p∗v,b starts to dominate the pressure dif-
ference between liquid film and pool (compare Equation (6.14)), ∆p∗dyn has a substantial effect on the
pressure difference as well. As the pressure differences ∆p∗dyn and ∆p∗v,b are of the same form, the pa-
rameter A∗p can be taken to control the influence of dynamic forces in general. Under the assumption
that∆p∗dyn can be treated as an average additional pressure difference between liquid and bubble and C∗
is constant, the qualitative change of the behavior of the system should not be altered by the additional
forces. Instead, A∗p can only be converted back to the dimensioned cross section of the pore if C∗ is
known.
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Liquid inertia is also neglected for the flow of the liquid through the pore and inside the tunnel. The
highest liquid flow velocity is obtained in the pore between the liquid pool and the tunnel. The Reynolds
number for the liquid flow through the pore can be approximated as shown in Equation (6.24). The
derivation is shown in Appendix C.
Rep =
Q˙∗
N ∗R∗p
(6.24)
As long as the Reynolds number is well below unity, inertia effects are small. This is the case for all
parameter combinations studied in this work.
In the model, sensible heat transfer from the outer surface is assumed to be negligible. The numer-
ical simulations show that this holds true as long as only a single bubble grows in the computational
domain. On tubular surfaces, several bubbles depart and rise along the surface. In the study of Chien
and Webb [25], the ratio of sensible heat transfer to total heat transfer was estimated to range from
0.38 to 0.65 at low heat fluxes and 0.8 to 0.9 at the highest heat flux. Nakayama et al. [93] observed
ratios of 0.1 at low heat flux and a ratio of 0.75 at a high heat flux. Chen et al. [22] calculated the
ratio of sensible heat transfer to lie between 0.35 and 0.65. From the data found in literature it can be
concluded that sensible heat transfer cannot be neglected when calculating heat transfer coefficients on
real surfaces. In order to compare the results of the model calculated with the dimensionless heat flux
Q˙∗ with experimental results at the same heat flux, the external heat flux needs to be calculated.
To determine the evaporation rate of the liquid film in the tunnel, the heat transfer rate is split equally
between the lower part of the tunnel and the upper part of the tunnel. This implies the assumption that
the wall superheat is approximately constant and the heat transfer coefficient of the upper film is equal
to the coefficient of the lower film. Depending on heat transfer coefficient h and thermal conductivity
of the wall ks, the temperature difference in the wall ∆Th in relation to the wall superheat ∆T can be
estimated. Given the most conservative assumption that all the heat needs to be conducted through
the wall of the tunnel to the outer surface, the relation of temperature differences can be approximated
according to Equation (6.25).
∆Th
∆T
=
hLh
ks
Aout
Ah
(6.25)
The area Aout is the outer (projected) surface area of the structure, Ah is the cross section area of the
solid connecting the bottom of the tunnel with the top of the tunnel. Table 6.1 gives some estimated wall
temperature differences calculated with values found in literature.
Table 6.1: Approximated temperature difference in the solid
Reference Wall material h in kW/m2K Ah
Aout
LH in 10
–6 m ∆Th
∆T
Chien and Webb [28] copper ks = 401W/mK [39] 15 0.48 600 0.047
Chen et al. [23] steel ks ≈ 55 W/mK [39] 30 0.41 700 0.93
From the table it can be concluded that for a steel tube the temperature difference across the tunnel
height can be as large as the wall superheat. For a copper surface, the temperature difference is negligible
for the heat transfer coefficients obtained.
Considering the error introduced through neglecting the sensible heat transfer and the rather rough
modeling of the flow resistance between upper and lower liquid film, the error resulting from the as-
sumption of a constant wall superheat is probably insignificant if a copper wall is presumed.
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The assumption of the processes being quasi-steady state should be fulfilled if the fluctuation of the
wall superheat is small during one bubble cycle. In the numerical simulation, the heat flux is steady
except during bubble departure where it fluctuates by about 7 % for geometry L39L39 at 2K wall super-
heat. The time slot for this fluctuation is ∆τ ≈ 5 ms. From Equation (6.26) the temperature fluctuation
∆(∆T ) resulting from this heat flux fluctuation can be estimated.
∆qAout∆τ= AhLhρscs∆(∆T ) (6.26)
For solid properties of copper, the resulting temperature fluctuation is ∆(∆T ) ≈ 0.03 K, which is small
compared to the wall superheat.
Even though the model is not able to capture all the dynamic effects observed in the CFD and in exper-
iments, comparing the model results with the numerical simulations gives valuable hints on important
processes. The model can be used to extract general interrelations between geometric properties and the
flow from and to the tunnel for low heat fluxes, with a much lower computational effort.
6.2 Parametric study for subsurface tunnel with two pores
The results of the parametric study are presented in nondimensional form. Variations of single parame-
ters are performed based on the setup of the case L39L39. Figure 6.12 shows the minimal and maximal
film volume observed during one bubble cycle for varying heat flux with the geometry and settings of
the CFD simulation with L39L39. The dimensionless numbers for this case are given in Table 6.2.
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Figure 6.12: Liquid film volume, settings of L39L39
Table 6.2: Dimensionless numbers for reference case
N ∗ref ρ∗ref Θref A∗p,ref ζ∗ref V ∗b,dep,ref L∗h,ref L∗tun,ref
2.00 ·10–4 2.27 ·10–2 18.51 deg 2.65 ·10–2 3.18 ·104 4.0 ·10–1 6.54 ·10–1 3.21 ·10–1
In the graph the dimensionless heat flow obtained in the CFD at 1K wall superheat as well as at 2K
wall superheat are marked. Furthermore, the point of flooding and dryout of the tunnel are given. At
approximately Q˙∗ = 1.6 · 10−4 the pressure difference ∆p∗v,b between vapor in the bubble and vapor in
the tunnel becomes larger than the average pressure jump at the liquid-vapor interface of the bubble
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¯∆p∗b,l. From there on, dynamic forces most likely prevail and, as was demonstrated in Section 6.1.6, the
uncertainty in the model increases. To illustrate this, the area beyond this point is shaded. At a heat flow
of Q˙∗ = 3.2 · 10−4 the pressure difference ∆p∗v,b is larger than the difference between the maximal value
for the pressure jump across the liquid-vapor interface at the bubble and the pressure jump at bubble
departure ∆p∗b,l,max −∆p∗b,l,dep. Therefore, at this point the second pore is activated at latest. With a
geometry with only two pores this certainly leads to dryout, as ζ∗ increases drastically. The dryout based
on the assumption that the flow resistance is constant appears only shortly after the activation of the
second pore.
As observed in the CFD simulation, the volume fluctuations are large at low heat flow and become
small at a large heat flow. With small Q˙∗ the timescale for bubble growth is much larger than the time
scale for flow to the liquid film. Therefore, the liquid film curvature follows closely the bubble curvature
and large amounts of liquid get sucked in or pushed out. For the case that the tunnel is large enough for
the curvature of the liquid film to obtain the curvature of the bubble at departure, no flooding can occur
even at low heat flows.
Figure 6.12 is the result for a flow resistance of ζ∗ = ζ∗ref = 3.18 · 104, which is the equivalent value of
ζl,up = 1 ·1010 Pas/m3 in dimensioned form. Figure 6.13 shows the results for varying ζ∗ and Figure 6.14
for varying Θ. According to the microzone model for R134a at Tsat = 20 ◦C the contact angle Θ = 10deg
is obtained with a wall superheat of ∆T = 0.2K and the contact angle Θ = 30 deg with a wall superheat
of ∆T = 4.7K.
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Figure 6.13: Variation of ζ∗
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Figure 6.14: Variation of Θ
As shown before, the fluctuation of the liquid volume of the film in the tunnel decreases with increasing
flow resistance. At low heat flows the maximal film volume decreases and the minimal film volume
increases. Furthermore, dryout occurs earlier with larger flow resistance. For ζ∗ = 8ζ∗ref dryout occurs
before the second pore would be activated, as observed in the CFD simulation for L130L130 or partially
for L19L19.
Increasing the contact angle Θ also decreases the fluctuations and leads to an earlier dryout. Opposed
to increasing ζ∗, both, the maximal and the minimal film volume decreases with an increase in Θ. For
the larger contact angle, flooding of the tunnel is not possible as the liquid-vapor interface inside the
tunnel can obtain the same curvature as the bubble during departure. It shall be noted that, depending
on the heat transfer characteristics of the surface, changing the heat flow would also change the contact
angle. But as the heat transfer coefficient can increase strongly at low heat fluxes, the change in contact
angle might be small, justifying the separation of the influence of contact angle and heat flow here.
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Increasing or decreasing the size of the active pore A∗p increases or decreases the influence of dynamic
effects and can change the bubble departure diameter. Figure 6.15 and Figure 6.16 show the influence
of those effects on the evolution of the liquid volume separately. In Figure 6.15, the shaded area needs
to be adapted according to the value of A∗p.
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Figure 6.15: Variation of A∗p
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Figure 6.16: Variation of V ∗b,dep
Figure 6.15 shows a strong dependence of the point of dryout on the size of the active pore. Flooding
is not affected by this parameter. It appears like the graph is compressed to smaller values of Q˙∗ with
smaller active pore area A∗p. Increasing the bubble departure volume V ∗b,dep leads to flooding of the tunnel
at larger values of Q˙∗, while the point of dryout is only slightly affected. A decrease of V ∗b,dep reduces the
fluctuations of the liquid mass at low values of Q˙∗ and prevents flooding.
The height and width of the tunnel affect the maximal liquid volume the tunnel can hold as well as
the pressure inside the liquid film. Results for a variation of tunnel height L∗h and tunnel width L∗tun are
shown in Figure 6.17 and Figure 6.18, respectively.
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Figure 6.17: Variation of tunnel height L∗h
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Figure 6.18: Variation of tunnel width L∗tun
The tunnel height only affects the point of flooding and dryout, while the minimal and maximal film vol-
ume stay almost the same in-between. Apparently, the effect of changing the amount of liquid that can
be hold by the tunnel is larger than the effect on the pressure jump across the liquid-vapor interface in
this parameter range. Opposed to that, decreasing the width of the tunnel strongly increases the pressure
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jump and consequently more liquid is flowing into the tunnel. This effect, combined with the smaller
tunnel volume, leads to early flooding and slightly later dryout.
Based on the parametric study, a “good” and a “bad” setup are created to demonstrate how the combi-
nation of properties can lead to cases with the suction evaporation mode existing for a wide range or for
an extremely short range of heat flows. The dimensionless numbers for the cases are given in Table 6.3.
The numbers not given in the table are the same as in the reference case. Figure 6.19 gives the film
volume for those two cases.
Table 6.3: Dimensionless numbers for “good” and “bad” setup
Θ A∗p ζ∗ V ∗b,dep L∗h
“good” setup 10 deg 2A∗p,ref 0.5ζ∗ref 0.5V ∗b,dep,ref 2 L∗h,ref
“bad” setup 30 deg 0.5A∗p,ref 8ζ∗ref 2V ∗b,dep,ref 0.5 L∗h,ref
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Figure 6.19: Combination of parameters leading to short and large range of suction evaporation mode
The suction evaporation mode for the “bad” setup is extremely small. The shallow tunnel together with
the large bubble departure diameter leads to early flooding. The small cross section area of the pore and
the large contact angle to early dryout. Opposed to that, the suction evaporation mode extends to large
values of Q˙∗ and flooding is prevented with the “good” setup.
It should be noted that the dimensionless numbers showed here are no suggestion for designing a reen-
trant structure on a tube as the model only applies to the setup shown in the CFD simulation. Additional
effects that need to be considered with a tubular surface are discussed in Chapter 7. Furthermore, by
changing one geometric property, several dimensionless parameters can be affected. For example, chang-
ing the pore size affects the bubble departure diameter and the flow resistance as well. The influence of
the dimensionless parameters on the boiling process is further discussed in Chapter 7.
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7 Conclusions Regarding Reentrant Type
Structured Surfaces
In this chapter, the findings of the numerical simulations and analysis are discussed with regard to
realistic structures and subsurface tunnels employed with tubular surfaces. The observed processes
within the structures are interpreted and the implications for the design of a boiling surface given.
Finally, suggestions are given concerning modeling approaches aiming at optimization and prediction of
heat transfer with reentrant type structured surfaces.
7.1 Processes within reentrant cavities and subsurface tunnels
The numerical simulations presented in Chapter 4 show that with perfect circular reentrant cavities,
processes occurring within an activated cavity during boiling probably do not affect heat transfer if
the pore diameter is significant smaller than the bubble departure diameter. Hutter et al. [48] came
to the same conclusion for cylindrical cavities. If the pore diameter approaches the scale of the bubble
departure diameter, additional effects can occur inside the cavity influencing heat transfer and the boiling
process. Due to repeated flooding of the cavity, boiling might not be very stable. After flooding, with a
new bubble growing inside the structure, heat transfer can be increased as thin films evaporate inside
the structure. Such a process was also observed in the numerical simulations of Lee and Son [75] for
multi step cavities.
With square cavities connected through square or rectangular pores to the liquid pool, liquid can flow
into the cavity during bubble growth and bubble departure. This should be considered if such a kind
of cavity is employed to create nucleation sites. The simulations with single cavities show that in order
to obtain the suction evaporation mode for a larger range of heat fluxes, separate openings for bubble
growth and liquid flow from the pool to the cavity are required. Therefore, structures consisting of
an array of single reentrant cavities are probably less suitable as structures with connected cavities or
subsurface tunnels to enhance boiling heat transfer. Furthermore, corners located within the cavity are
beneficial to obtain a large area covered by thin films and a long three phase contact line, as was also
observed experimentally with subsurface tunnels.
For the subsurface tunnels, numerical simulations, just as experiments, suggest that thin film evapo-
ration during the suction evaporation mode is the most effective heat transfer mechanism. A high heat
transfer coefficient is obtained if thin liquid films exist in the corners of the tunnel and the three phase
contact line is elongated. If vertical structures are present in the tunnel, liquid can be fed from the upper
to the lower liquid corner.
From visualization studies, Chien and Webb [29] concluded that within the subsurface tunnel there can
exist parts that are flooded and parts that are operated in the suction evaporation mode at the same time.
Nakayama et al. [93] observed in the initial stage of boiling a vapor bubble expanding inside the tunnel.
The numerical simulations show that partial dryout can occur decreasing the heat transfer coefficient but
not immediately leading to a complete dryout of the tunnel. From this, the concept of the boiling modes
can be extended by dividing the suction evaporation mode into sub-stages as illustrated in Figure 7.1. In
the vapor expansion stage, parts of the tunnel are operated in the suction evaporation mode with thin
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Figure 7.1: Additional stages in the suction evaporation mode
film evaporation in the corners, while other parts of the tunnel are flooded. With increasing heat flux,
the fraction of the tunnel being flooded decreases. In the partial dryout stage, liquid supply to some parts
of the thin films located in the corners of the structure is not sufficient to balance evaporation. Partial
dryout can occur also with the vapor region expanding inside the tunnel such that the two stages appear
simultaneous.
Surfaces showing a decreasing heat transfer coefficient with increasing heat flux, as observed for
example by Ribatsky and Thome [104], are probably affected by partial dryout. The increasing heat
transfer coefficient with heat flux observed with other surfaces can be caused by the increase in forced
convection on the outer surface as well as an increase in area operated in the suction evaporation mode
in the vapor expansion stage. In the numerical simulations, heat transfer coefficients are obtained which
are at the upper end of the experimentally observed values. As in experiments a larger portion of the heat
is furthermore transferred by convection on the outer boundaries of the structure, there are two possible
explanations for this observation. First, there are less vertical connections in the tunnels increasing the
film area with industrial tubes than in the CFD geometry. Second, the full subsurface tunnel is never
completely operated in a perfect suction evaporation mode, but partial dryout or partial flooding always
are present in some parts of the tunnel.
The numerical simulations show that in the suction evaporation mode the pressure of the vapor in
the channel can be considerably increased over the pressure inside the bubble due to Carnot’s shock loss
at the pore. With a subsurface tunnel connecting several pores, the importance of this dynamic effect
further increases as the number of inactive pores at low heat fluxes is much higher than the number of
active pores. Additional pores can only be activated permanently if the pressure inside the tunnel exceeds
the highest pressure observed inside the bubble. With the vapor produced in a longer piece of tunnel
flowing to an active pore, bubble growth velocity can become very high and, as was demonstrated by
dimensional analysis of the model in Chapter 6, inertia of the liquid surrounding the bubble can further
increase the pressure of the vapor in the tunnel.
7.2 Considerations regarding the design of subsurface tunnels
From the remarks above, in order to obtain a high heat transfer coefficient, the design of the subsurface
tunnel should promote
• a large area covered by thin liquid films inside the tunnel,
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• an efficient vapor expansion inside the tunnel,
• sufficient liquid flow to all parts of the liquid film.
Assuming liquid films being located in the corners of the tunnel as well as in vertical connections in
the tunnel, a deep and thin tunnel leads to a large surface area covered by thin films. With a thin tunnel,
the total length of the tunnel per unit area can be increased and thus the area of liquid films. A deep
tunnel increases the total surface area and the size of the liquid films in the vertical connections. Any
kind of surface roughness in the tunnel can potentially increase the liquid film area and thus the heat
transfer coefficient as well.
In order to find measures suitable to obtain an efficient vapor expansion, the results from the param-
eter study in Section 6.2 can be employed. Due to the model setup, the behavior of the system can be
expected to rather reproduce the boiling process in the suction evaporation mode at a low heat flux. In
this case, vapor is only locally present in the tunnel and only one pore is active within each vapor region.
The evaporation rate is low enough for dynamic effects playing a minor role. In order to expand the
vapor region inside the tunnel, the curvature of the vapor front in the tunnel should be low and pressure
of the vapor high. The curvature of the vapor front is small if the tunnel is deep and wide. A large con-
tact angle would be beneficial as well, but is usually related to the wall superheat. The pressure of the
vapor is high if the bubble departs at small diameters. Opposed to the parametric study in Section 6.2,
the effect of flow resistance through the pore should be small in the expansion stage as liquid is fed to
the films from the flooded parts of the tunnel. Consequently, for the case of the bubble curvature being
higher than the curvature of the liquid-vapor front in the tunnel, vapor should spread inside the tunnel.
The setup is illustrated in Figure 7.2.
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Figure 7.2: Important dimensions for vapor spreading
From the pressure data calculated in Section 6.1.2 it can be taken that the curvature of the bubble at
50 % of the departure volume is approximately given by κb = 1.8 a−0.61R−0.39p . For the curvature of the
liquid-vapor interface κv in the rectangular tunnel, a solution can be obtained with the help of SURFACE
EVOLVER for different contact angles. For a perfectly wetting fluid and Ltun < Lh, Ajaev and Homsy [3]
gave the relation κv = Cκ 2/Ltun with the values for Cκ given in Table 7.1, which they took from the
solution of the Young-Laplace equation by Wong et al. [136].
Table 7.1: Values for Cκ from Ajaev and Homsy [3]
Lh/Ltun 1 1.2 1.5 2.0
Cκ 1.8862 1.7300 1.5759 1.4247
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With κb > κv the vapor should expand most of the time also with dynamic effects at the bubble neglected.
By curve fitting the values in Table 7.1 with the function Cκ = 0.87 Ltun/Lh+1 this leads to the geometric
guideline (7.1).
Rp <
 1.8 a−0.611.74
Lh
+ 2
Ltun
1/0.39 (7.1)
It should be considered that constrictions in the tunnel (like the ledge employed in the CFD simulation)
can act as obstacles to the spreading of the vapor and decrease the effective tunnel width. Calculating the
required pore radius for a circular pore with typical tunnel dimensions found in literature, it becomes
clear that a rather small pore would be required. From this it can be concluded that typical tubes
employed
• require dynamic effects to expand the vapor,
• are probably operated in the vapor expansion stage.
Liquid flow to the tunnel is dominated by flow through inactive pores as can be taken from the nu-
merical simulations presented in Chapter 5. Different flow paths are possible depending on whether the
system is operated in the vapor expansion stage or the partial dryout stage. The flow paths are illustrated
in Figure 7.3.
Vapor expansion Partial dryout
Figure 7.3: Flow to the liquid films in the suction evaporation mode
With parts of the tunnel being flooded during the vapor expansion stage, liquid can effectively enter the
tunnel at the flooded pores and from there flow to the upper and lower corners. If the vapor expands
completely along the tunnel, liquid needs to flow from the pool through a thin film into the tunnel and
spread from there on inside the tunnel. Liquid flow from the upper to the lower corner is only possible
if vertical structures exist.
To assess the effect of parameter changes on the boiling process in a subsurface channel with several
pores being activated, the model presented in Chapter 6 can be modified. In this case, the pressure inside
the tunnel should be approximately equal to the pressure required to activate a pore. If the heat flow
increases, more pores are activated but the pressure approximately stays the same. The flow resistance
between the pool and the tunnel is given by the flow resistance of a single inactive pore divided by the
number of inactive pores. The flow resistance of the single pore is set to ζ∗0 = 100ζ∗ref as the liquid films
are very small already at low heat flows with this setup. All other settings are those of the reference
case in Section 6.2. With the pressure inside the tunnel being constant, the size of the liquid films can be
calculated directly for each heat flow. Figure 7.4 shows the liquid volume fraction of the upper and lower
film for 20 pores being calculated. If a much longer piece of the tunnel is considered, the resistance for
the flow of liquid along the tunnel from inactive to active pores starts to play a more dominant role. The
dimensionless heat flow Q˙∗ is provided to each section of the tunnel having the same dimensions as in
the reference case. Therefore, the total heat flow depends on the number of pores.
Interestingly, in this stage the bubble departure diameter has almost no effect on the point of dryout.
The flow resistance of the individual pores affects the liquid volume in the film. With a smaller contact
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Figure 7.4: Liquid volume fraction with 20 pores calculated
angle, more liquid is located in the upper and the lower liquid film at low heat fluxes, but the point of
dryout is hardly affected. The graph shows that the lower film dries out early, suggesting that for this
geometry liquid in the lower corner is only present during the vapor expansion stage. This also explains
why it might be beneficial to operate in the vapor expansion stage as in this case liquid is fed to the lower
corners as well.
With the liquid films being this small but still connected to the pool, dryout is induced by the increasing
number of active pores. Consequently, the point of dryout can be delayed by delaying the activation of
additional pores. To do so in the model, the size of the active pore A∗p needs to be increased. Figure 7.5
shows qualitatively the point of dryout and the point of flooding as a function of the pore size and heat
flow. Dryout is assumed to occur if the film volume falls below 0.1 % of the tunnel volume. The point of
flooding is calculated with the setup of Section 6.2 and the bubble departure diameter being predicted
by the calculation of bubble growth with the according pore size. As the model is not accounting for
vapor expansion inside the tunnel and flow of liquid in the films along the tunnel, it can only give the
principle behavior.
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Figure 7.5: Flooding and dryout as a function of heat flow and pore size
For calculating flooding it is assumed that only the heat flow at the active pore is contributing to evapora-
tion and the heat flow to the other pores is transmitted by free convection. If heat from the neighboring
pores is conducted through the wall to the evaporation zone, the lower line limiting the range of the
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suction evaporation mode drops. This shows that the conductivity of the wall influences the operation
range. If liquid flow is possible from pores being further away than ten pores in each direction of the
active pore, the upper curve becomes steeper and the range for operating in the suction evaporation
mode expands as well. In order to quantify this effect, liquid flow in direction of the tunnel needs to be
modeled, which is not performed in this work.
In the following the effect of individual geometric properties on heat transfer area, vapor expansion,
and flow to the films is summarized.
Pores: At active pores, small bubbles are desired for vapor expansion but a large pore area to prevent
dryout. At inactive pores, flow to the liquid films should be possible also for very small films
to prevent early dryout. Therefore, the pores should expand to the corner of the tunnel. As a
consequence, rectangular pores are beneficial as they allow a larger pore area with small bubble
departure diameter and extend over the tunnel width to connect the film with the pool.
Vertical structures: A vertical ledge increases the thin film area and liquid flow to the lower corner. On
the downside, it can promote flooding and hinder vapor expansion.
Tunnel height: A deep tunnel also increases thin film area and promotes vapor expansion but flow to the
lower corners through vertical structures is impeded.
Tunnel width: A wide tunnel decreases thin film area but promotes vapor expansion. A thin tunnel
impedes vapor expansion.
Pore distance: The pore distance was not investigated explicitly in this work, but from the understanding
of the boiling modes it should mainly affect the flow resistance between liquid pool and tunnel.
7.3 Modeling of the boiling process and prediction of heat transfer
In literature, several models were presented to predict the heat transfer during the suction evaporation
mode. As parameter variations with an interface resolving CFD simulation of a tube section containing
several hundred pores will not be feasibly in near future, simplified models are required to reduce em-
piricism. With the experiences from modeling and CFD simulations in this work, requirements can be
formulated for a model truly being able to predict the heat transfer. The listed requirements can be taken
to be necessary but might not be sufficient.
To predict the boiling process, fluid flow and heat transfer need to be modeled. Figure 7.6 gives the
required contents of a model based on calculating heat and fluid flow. Modeling of heat transfer can be
separated in modeling of internal heat transfer and external heat transfer as suggested by Nakayama et
al. [94]. Models for external heat transfer typically require bubble departure diameter and frequency,
which can be obtained from the flow model. The model should account for forced convection induced
by bubbles and bundle effects if several tubes are employed. Internal heat transfer can be approximated
if the geometry of the liquid films is known. Inside the film, an approximation of 2D conduction can give
reasonable accurate results. For evaporation in the vicinity of the three phase contact line, models are
readily available. From the heat transfer model, the contact angle as well as the evaporation rate are
required for the flow model.
In the flow model, the pore shape of the individual pores needs to be considered and active and inactive
pores have to be identified. With bubbles growing at active pores, inertia of the surrounding liquid and
the acceleration of vapor through the pore need to be considered. The flow resistance at inactive pores
needs to be calculated based on pore geometry and liquid film volume in the tunnel below the pore.
92 7 Conclusions Regarding Reentrant Type Structured Surfaces
Heat transfer model Flow model
Contact angle
Distribution of thin films and contact line
at active pores
Evaporation rate
External heat transfer
- Forced convection
- Bundle effects
Internal heat transfer
- Microzone model
- Conduction in liquid films
+
Discretization of the tunnel
for each segment
Determination of active and inactive pores
- Pressure difference tunnel / bubble
- Dynamic forces at the bubble
- Vapor flow to the bubble
at inactive pores
- Flow resistance to tunnel
- Liquid flow through pore
- Liquid flow to and from liquid film
- Vapor flow to and from segment
- Pressure inside liquid film
Bubble volume
Figure 7.6: Contents of a model for predicting heat transfer
The tunnel can be discretized into several elements in two dimensions as presented in Chapter 6. As
proposed by Jiang et al. [52], conservation equations can be formulated for liquid and vapor. From
the liquid volume and the tunnel geometry, the film shape and pressure can be calculated assuming
equilibrium conditions with a program like SURFACE EVOLVER. The front of the vapor bubble expanding
inside the tunnel during the expansion stage requires special treatment. Both, vapor expansion and
partial dryout need to be accounted for in the model. Concerning the models presented in literature, all
of them neglect some of the effects mentioned above.
A model as suggested in Figure 7.6 requires iterations and a discretization in time and space, but
simpler models neglect many significant processes. Submodels like the microzone model or the relation
between film volume and pressure jump need to be solved beforehand and parameterized to reduce
the computational effort. Some parts of the suggested model were already presented in this work or in
literature. Calculation of external heat transfer and dynamic forces at the bubble are challenging and so
far only approaches based on empirical correlations were presented.
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8 Summary and Outlook
In this work, numerical simulations and modeling were performed to study liquid flow into and inside
single cavities and subsurface tunnels during pool boiling. For CFD simulations, a well tested solver
implemented in OPENFOAM was employed. In there, the full incompressible Navier-Stokes equations
are solved with a finite volume discretization. The liquid-vapor interface is captured with the help
of the VOF method and reconstructed to allow an accurate calculation of the evaporation rate and
determination of the position of the three phase contact line. Evaporation in the vicinity of the three
phase contact line is accounted for through a subgrid scale model. To reduce spurious currents, the
curvature is smoothed. The wall boundary treatment was adjusted from the original formulation to
allow the accurate simulation of capillary flows. An anti-diffusion method is implemented enabling
modeling of complex geometries with contact lines being pinned at corners of the geometry. With an
implicit formulation of the evaporation model, simulations of boiling flows are possible on rather coarse
grids. The CFD model is fully parallelized with dynamic mesh refinement available.
In the following, the results from CFD simulation and modeling are summarized and suggestions for
the extension of this work given.
8.1 Numerical simulations with single cavities and subsurface tunnels
Three principal geometries of single reentrant cavities were created. These are a circular cavity with
circular pore, a square cavity with square or rectangular pore, and a circular cavity with an additional
channel next to the pore connecting the liquid pool with the cavity. After setting an initial bubble nucleus
into the cavity, simulations were performed until a quasi-steady state was obtained or flooding occurred.
For the first two principal geometries a fixed wall superheat was set at the fluid-solid interface and for
the cavity with additional channel conjugate heat transfer was calculated with a fixed heat flux at the
lower boundary of the solid domain. The dimensions of the cavities, size and shape of the pores, and
the heat flow were varied in the study. Fluid properties were set to those of R134a at Tsat = 20 ◦C. The
sensitivity of the simulation results on selected input parameters was tested to be able to interpret the
results.
The results show that with single circular reentrant cavities, either dryout or flooding of the cavity
occurs depending on the size of the pore and the initial conditions. Furthermore, the thermal boundary
layer on the outer surface is only slightly disturbed with a single bubble growing and departing at the
pore. With a square cavity, liquid films were observed in the corners strongly enhancing heat transfer.
A liquid film is located within the square or rectangular pore, connecting the liquid in the cavity with
the liquid pool during bubble growth. Even though liquid can flow to the cavity this way during bubble
growth and departure, dryout or flooding was observed for most settings. If a parameter range exists
in which liquid flow to the cavity is in equilibrium with evaporation, it probably is small. Connecting
the cavity through an additional thin channel with the pool resulted in a liquid film in the cavity and a
process less prone to dryout or flooding. The liquid film is growing and shrinking with bubble growth
and departure. If the liquid film reaches the bottom of the cavity during one bubble cycle, flooding oc-
curs. For the case of the liquid film extending through the pore upwards, bubble departure is induced. A
larger bubble departure diameter leads to a lower pressure inside the cavity and a longer growth period,
95
increasing the volume of the liquid film. Increasing the width of the channel reduces the flow resis-
tance between liquid pool and cavity, also leading to larger film volumes. The heat transfer coefficient
decreases with increasing heat flux due to the characteristics of evaporation in the vicinity of the three
phase contact line.
To study the processes occurring at the pores of subsurface tunnels, a piece of subsurface tunnel was
simulated with two pores. Inside the tunnel, a vertical ledge was introduced to enable the spreading of
the liquid film from the upper to the lower corner of the tunnel. A fixed wall superheat was applied and
simulations performed until the liquid film volume was quasi-steady. With this setup, the depth of the
tunnel, shape and size of the pores, size of the ledge, and wall superheat were varied.
In the simulations with two pores, the bubble was growing at one pore while liquid was flowing into
the tunnel at the other pore. Again, liquid flow to the tunnel is related with bubble growth. The pressure
of the vapor in the tunnel was found to be increased over the pressure inside the bubble due to large
velocities of vapor flowing through the pore and Carnot’s shock loss at the point of expansion into the
bubble after the pore. It was shown that pore size and shape have a strong influence on the flow into
the tunnel through their effect on bubble departure diameter and flow resistance between liquid pool
and liquid film. With small or unfavorable shaped pores, partial or complete dryout of the tunnel were
observed, while with a large circular pore or a shallow tunnel, flooding occurred. The heat transfer
coefficient was found to be related to the area covered by liquid films and the thickness of the liquid
films. The analysis of the heat transfer shows that the increase in heat transfer coefficient with such
surfaces is based not solely on an increase in surface area.
8.2 Analysis of the influence of parameters and application to realistic structures
It was found that liquid flow into the tunnel can accurately be calculated if the pressure jump across the
liquid-vapor interfaces, between bubble and vapor in the tunnel, and the flow resistance between liquid
pool and liquid film is known. Employing this, a simple model was created to study a wider range of
parameters. The pressure jump across the liquid-vapor interface of the bubble is calculated by solving
the Young-Laplace equation in MATLAB for a bubble growing at a circular pore. The pressure jump at
the liquid-vapor interface of the liquid film is solved for with the help of the software SURFACE EVOLVER,
which is based on the minimization of surface energies. The model is validated by a comparison with
the results of the CFD simulation and the limits of the model are discussed.
The model gives characteristic dimensionless numbers, which can be employed to analyze the boiling
process. Based on the setup of the CFD simulation, a parametric study was performed giving the influ-
ence of parameters on the point of flooding and the point of dryout. Flooding occurs at larger heat flows
if the bubble departure diameter is large, the tunnel is shallow or thin. Early dryout is obtained with a
large flow resistance between pool and tunnel, a small active pore area or a large contact angle.
If the influence of the dimensionless parameters on the boiling process with a realistic surface is inves-
tigated, additional effects have to be considered. Next to the experimentally observed partial flooding
of the subsurface tunnel during the suction evaporation mode, the numerical simulations show that also
partial dryout of the tunnel is possible. Based on this, two additional sub-stages of the suction evapora-
tion mode are suggested, which are the vapor expansion stage and the partial dryout stage. Therefore,
in order to obtain a large heat transfer coefficient, the area covered by thin liquid films should be large,
the vapor efficiently expand inside the tunnel, and liquid flow to all parts of the liquid film should be suf-
ficient. To obtain a large area of thin liquid films, deep and thin tunnels are beneficial. Vapor expansion
is influenced by bubble departure diameter and tunnel geometry. A requirement is formulated for the
dimensions of tunnel and pore if vapor expansion without dynamic effects is desired. The point of dryout
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is significantly influenced by how fast additional pores are activated. Therefore, to delay dryout, large
active pores are required. The opposing requirements for vapor expansion and preventing dryout can be
fulfilled if the pore shape is adapted from circular to rectangular. In order to allow sufficient liquid flow
to the lower corners, an operation of the surface in the vapor expansion stage might be beneficial.
In order to be able to model the boiling process in the future, a high level of detail is required. Oth-
erwise, important processes influencing heat transfer and the point of flooding or dryout are neglected.
The shape and dimensions of the pores and the tunnel have to be considered. Dynamic effects resulting
from the inertia of liquid surrounding the bubble and the flow of the vapor through the pore have to be
implemented. Furthermore, the model requires a discretization of the tunnel in two dimensions. To save
computational time, submodels like the model for evaporation in the vicinity of the three phase contact
line and the calculation of the pressure jump have to be solved in advance for a set of parameters and
the results provided to the full model.
8.3 Outlook
In future studies, extending the CFD simulations to the vapor expansion stage would be of interest, as it
is the dominating boiling mode at low heat flows. To do this, the existing CFD method and geometries
can be employed and the initial and boundary conditions be adapted to find the interrelation between
process parameters and the vapor expansion. If one additional pore is added to the computational
domain, the processes occurring at high heat flows can be studied up to the activation of a second pore.
To investigate a large parameter range and improve the understanding of the interrelations, a full
model based on the suggestions in Chapter 7 can be created. Even if several parts of the model re-
quire semi-empiric correlations, the development of structured surfaces with subsurface tunnels could
be facilitated.
As was described in Chapter 2, boiling of mixtures is of interest in many technical applications but
not well understood. Especially with structured surfaces, additional effects can appear influencing the
boiling process, which are still under discussion. In order to study the effect of mixtures, the flow solver
can be extended to account for a non-evaporating component. With this, accumulation of the less volatile
component inside the structure and conditions leading to its effective removal can be investigated.
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A Material Properties
Table A.1: Fluid properties of R134a at saturation from VDI heat atlas [38]
Property Unit Value
Tsat
◦C 20
psat 10
5 Pa 5.717
σ 10−3 N/m 8.78
∆hv J/kg 182200
ρl kg/m
3 1225.3
ρv kg/m
3 27.78
cl J/kgK 1405
cv J/kgK 1001
νl 10
−7 m2/s 1.692
νv 10
−7 m2/s 4.135
kl W/mK 0.08328
kv W/mK 0.01333
Table A.2: Properties of copper from VDI heat atlas [39]
Property Unit Value
ρ kg/m3 8900
c J/kgK 381
k W/mK 401
A-1

B Full Nondimensional Model
The nondimensional numbers employed are
N ∗ = µ
2
l
ρvaσ
“viscosity number”,
ρ∗ = ρv
ρl
density ratio,
Θ contact angle,
ζ∗ = ζl,up a
3
µl
flow resistance,
Q˙∗ = Q˙fµl
∆hvρva2σ
heat flow,
∆p∗ =∆p a
σ
pressure difference,
L∗ = L
a
length,
A∗ = A
a2
area,
V ∗ = V
a3
volume,
V˙ ∗ = V˙∆hvρv
Q˙
volume change rate,
∆τ∗ = ∆τσ
µla
bubble departure time.
The pressure difference between the upper liquid film and the liquid pool is given given by Equa-
tion (B.1), the pressure difference between the upper and the lower liquid film by Equation (B.2).
∆p∗l,up =−

∆p∗b,l+∆p∗up,v+∆p∗v,b

(B.1)
∆p∗up,lo =∆p∗up,v−∆p∗lo,v (B.2)
The pressure differences ∆p∗b,l, ∆p∗up,v, and ∆p∗lo,v are given by Equation (B.3) with f (Θ,V ∗, geometry)
being given by the solution of the Young-Laplace equation.
∆p∗ = f (Θ,V ∗, geometry) (B.3)
The volume change rates can be calculated from Equations (B.4) to (B.6).
V˙ ∗b = 1+ V˙ ∗lo+ V˙ ∗up (B.4)
V˙ ∗up =−0.5ρ∗+
∆p∗l,up
Q˙∗ζ∗
− ∆p
∗
up,lo
Q˙∗ζ∗up,lo
(B.5)
V˙ ∗lo =−0.5ρ∗+
∆p∗up,lo
Q˙∗ζ∗up,lo
(B.6)
The pressure difference between vapor in the tunnel and bubble is given by Equation (B.7).
∆p∗v,b = 2
 
V˙ ∗b
A∗p
!2 
Q˙∗
2
N ∗ (B.7)
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The time for one bubble cycle is given by Equation (B.8).
∆τ∗ =
V ∗b,dep− V ∗b,res
Q˙∗
(B.8)
The flow resistance between the upper and the lower liquid film is given by Equation (B.9).
ζ∗up,lo = 3
L∗H/2
A∗f,up,lo

A∗f,up,lo
L∗f,up,lo
2 (B.9)
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C Dynamic Forces at the Bubble and in the Film
Klausner et al. [63] introduced the pressured due to the drag of the bubble in the liquid as given in
Equation (C.1).
∆pdyn = ρl

RR¨+
3
2
R˙2

(C.1)
Zeng et al. [143] extended Equation (C.1) by introducing the empirical parameter Cs = 20/3 to Equa-
tion (C.2)
∆pdyn = ρl

RR¨+
3
2
CsR˙
2

(C.2)
Ramaswamy et al. [103] modeled the lift force, caused by other bubbles as given in Equation (C.3)
Flift =
pi
2
Cliftρl

4RR˙
2
(C.3)
with the empirical constant Clift = 1.2. The liquid inertia force is given by Equation (C.4).
Fl,i = VbρlR¨ (C.4)
The forces can be transformed into an additional pressure acting at the liquid-vapor interface with the
surface area of the bubble Ab as given in Equation (C.5) and (C.6).
∆plift =−8piρlAb Clift

RR˙
2
(C.5)
∆pl,i =−VbρlAb R¨ (C.6)
The pressure increase in the surrounding of the bubble can be given in a general form (C.7).
∆pdyn = ρl

CARR¨+ CBR˙
2

(C.7)
For a hemispherical bubble the area of the bubble is given by Ab = 2piR2 and the volume by Vb = 2/3piR3.
Assuming a constant volume flow rate V˙b to the bubble, the radial velocity and acceleration are given by
Equation (C.8).
R˙=
V˙b
2piR2
R¨=−2 R˙
2
R
(C.8)
For a bubble with a spherical shape, the surface area is given by Ab = 4piR2 and the volume by
Vb = 4/3piR3, resulting in a radial velocity and acceleration as given in Equation (C.9).
R˙=
V˙b
4piR2
R¨=−2 R˙
2
R
(C.9)
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It shall be noted that the constant bubble growth rate is valid for the domain studied in the CFD simula-
tion, but for several pores, the vapor flow is distributed to several bubbles, with the ratio of the flow rates
depending on the pressure inside the bubble. Assuming a hemispherical bubble shape, Equation (C.7)
can be written in nondimensional form as given in Equation (C.10).
∆p∗dyn =
1
4
 
CB− 2CA V˙ ∗b
pi (R∗)2
2 
Q˙∗
2 1
ρ∗N ∗ (C.10)
The term 1/4
 
CB− 2CA can be summarized into a new constant C∗. For the case of a spherical bubble,
the constant is given by C∗ = 1/16
 
CB− 2CA. The values for C∗ considering the different models are
given in Table C.1
Table C.1: Constant C∗ for different models
hemispherical bubble spherical bubble
Klausner et al. [63] CA = 1, CB = 3/2, C∗ =−0.125 CA = 1, CB = 3/2, C∗ ≈−1/32
Zeng et al. [143] CA = 1, CB = 10, C∗ = 2 CA = 1, CB = 10, C∗ = 0.5
Ramaswamy et al. [103] CA = 4/3, CB = 5.2, C∗ ≈ 2/3 CA = 4/3, CB = 7.6, C∗ ≈ 1/3
The Reynolds number of the liquid film in the pore can be approximated as given in Equation (C.11).
Ref =
ρluLchar
µl
(C.11)
The average velocity of the film is given by Equation (C.12).
u=
Q˙f
∆hvρlAp
=
Q˙∗σρv
µlA∗pρl
(C.12)
Replacing A∗p/L∗char by R∗p, Equation (C.13) is obtained.
Ref =
Q˙∗
N ∗R∗p
(C.13)
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D Source Code for Generating Liquid Film in
SURFACE EVOLVER
// Input Parameters
PARAMETER angle = 20 // contact angle
PARAMETER TLENGTH =0.24 // width of ledge
PARAMETER BSTEG=0.06 // half thickness of ledge
PARAMETER BLENGTH =0.94 // half pore distance - half thickness of ledge
PARAMETER HLENGTH =1.14 // half tunnel height
PARAMETER VOL= 0.1 // film volume
PARAMETER tens = 1 // surface tension
PARAMETER startFac=sqrt(2*VOL/(TLENGTH+BLENGTH+HLENGTH));
gravity_ constant 0 // gravity
#define WALLT (-cos(angle*pi/180)*tens) // virtual tension of facet on plane
//Contraints for boundaries
constraint 1
formula: x1 = 0
constraint 2
formula: x2 = 0
constraint 3
formula: x3 = 0
constraint 4
formula: x1 = TLENGTH
constraint 5
formula: x2 = BLENGTH
constraint 6
formula: x3 = HLENGTH
constraint 10
formula: x2 = -BSTEG
constraint 7
formula x3 = 0
energy: e1: -(WALLT*y) e2: 0 e3: 0
constraint 8
formula x1 = 0
energy: e1: 0 e2: -(WALLT*z) e3: 0
constraint 9
formula x2 = 0
energy: e1: (WALLT*z) e2: 0 e3: 0
constraint 11
formula x1 = TLENGTH
energy: e1: 0 e2: -(WALLT*z) e3:0
constraint 12
formula x3 = 0
energy: e1: 0 e2: (WALLT*x-WALLT*TLENGTH) e3: 0
constraint 13 nonpositive
formula x1-TLENGTH
constraint 14 nonpositive
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formula x3-HLENGTH
constraint 15 nonnegative
formula x1
constraint 16 nonnegative
formula x2
constraint 17 nonnegative
formula x3
// building the initial geometry
vertices
1 TLENGTH startFac 0.0 constraint 3
2 startFac startFac 0 constraint 3
3 startFac BLENGTH 0.0 constraint 3,5
4 0.0 BLENGTH startFac constraint 1,5,14
5 0 startFac startFac constraint 1,14
6 0.0 startFac HLENGTH constraint 1,6
7 startFac 0.0 HLENGTH constraint 2,6,13
8 startFac 0 startFac constraint 2,13
9 TLENGTH 0.0 startFac constraint 2,4,17
10 TLENGTH 0.0 0.0 fixed
11 0.0 BLENGTH 0.0 fixed
12 0.0 0.0 HLENGTH fixed
13 TLENGTH+startFac 0.0 0.0 constraint 2,3
14 TLENGTH+startFac -BSTEG 0.0 constraint 10,3
15 TLENGTH -BSTEG startFac constraint 10,4
16 TLENGTH -BSTEG 0.0 fixed
edges // given by endpoints of vertices
1 1 2 constraint 7
2 2 3 constraint 7
3 3 4 constraint 5
4 4 5 constraint 8,14
5 5 6 constraint 8,14
6 6 7 constraint 6
7 7 8 constraint 9,13
8 8 9 constraint 9,13
9 9 1
10 8 2 constraint 16
11 2 5
12 5 8 constraint 16
13 10 16 fixed no_refine
14 3 11 constraint 5,7 no_refine
15 11 4 constraint 1,5 no_refine
16 6 12 constraint 8,6 no_refine
17 12 7 constraint 9,6 no_refine
18 9 10 constraint 2 no_refine
19 9 13
20 13 1 constraint 7
21 9 15 constraint 11
22 15 14 constraint 10
23 14 13 constraint 12
24 16 15 constraint 10,4 no_refine
25 16 14 constraint 10,3 no_refine
26 9 16 constraint 4, no_refine
27 9 14
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faces // given by oriented edge loop
1 1 -10 8 9 tension tens constraint 15,16,17
2 2 3 4 -11 tension tens constraint 15,16,17
3 5 6 7 -12 tension tens constraint 15,16,17
4 10 11 12 tension tens constraint 15,16,17
5 13 -26 18 no_refine tension 0
6 14 15 -3 no_refine tension 0
7 16 17 -6 no_refine tension 0
8 19 20 -9 tension tens constraint 15,16,17
9 25 -22 -24 no_refine tension 0
10 22 -27 21 tension tens constraint 17
11 27 23 -19 tension tens constraint 17
12 24 -21 26 no_refine tension 0
bodies // one body, defined by its oriented faces
1 1 2 3 4 5 6 7 8 9 10 11 12 volume VOL density 0
// methods
read
// Local refinement
groom := { refine edges where length > 0.1 and not fixed and not no_refine; u; V; u; V; };
// Iterate until convergence with refinement
gogo:=
{
change:=100; olden:=total_energy; countr:=0;
for (countr:=0; countr<=3;countr+=1)
{
countiter:=0; change:=100;
while change>1e-7 and countiter<1000 do
{
g 100;
change:=abs(olden-total_energy);
olden:=total_energy;
countiter+=1;
if countiter==1000 then {printf"Warning, not converged"};
if change<=1e-7 then
{
foreach facet ff do
{
if ff.area ==0 then {V 5; u 2; V 5; change:=1};
};
}
};
if countr<2 then { groom 2; };
if countr==2 then { r; u; V; }
}
}
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