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ABSTRACT
Techniques are described for dynamically allocating different Long Term
Evolution (LTE) User Equipment (UE) variants (e.g., Cat-M1 and Narrowband Internet of
Things (NB-IOT) UEs) to the correct Network Slice. This may be accomplished by using
a Machine Learning (ML) based software component running on 4G LTE evolved Node B
(eNB) or in 5G next generation NodeB (gNB).
DETAILED DESCRIPTION
Per the existing Network Slicing architecture for 5G, depending on the Access Point
Name (APN) to which the User Equipment (UE) is associated and depending on the
Network Slice Selection Function (NSSF), the UE is matched using its Quality of Service
(QoS) requirements to cause itself to be allocated to a Network Slice. This Network Slice
is typically one of Enhanced Mobile Broadband (eMBB) or handsets, Ultra-Reliable LowLatency Communications (URLLC), which includes industrial applications and
autonomous vehicles, and Massive Machine Type Communications (MMTC) or Internet
of Things (IoT) sensors.
The UE in 5G networks varies greatly. For example, it can range from traditional
smart phones to IoT Sensors to LTE-Broadcast UE, which is mostly used for public safety
requirements. Naturally, the QoS requirements between all of the various types of UEs will
vary as well and there are scenarios where these UEs are associated to the same base station
and the same APN. Existing techniques in such scenarios will allocate the UE to a Network
Slice where the system capacity from a slicing perspective is not optimized. This happens
because the slicing decision is happening using static attributes like Type of Service (ToS),
Class of Service (CoS), Bandwidth (BW), jitter, delay requirements, etc. Often, the mission
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critical UE is assigned to a Network Slice which is under full load. This may be optimized
using the techniques described herein. For example:
LTE UE_1 - Consumer Smartphone
LTE UE_2 - Machine to Machine (M2M) based Narrowband (NB)-IoT Sensor
(Mission Critical)
LTE UE_3 - LTE - Broadcast Public Safety based use case.
This mandates the need to have a dynamic mapping ML-based technique which can
learn the heuristics pattern for various UEs to create the appropriate sub-slice within a
Network Slice. The UE can then be allocated to this sub-slice, ensuring that it will have the
necessary QoS. This is the focus of the techniques described herein.
Network Slice are the basis for the 5G network to support multiple application
scenarios for IoT/MMTC, URLCC, and eMBB.
Network slicing enables the (concurrent) deployment of multiple logical, selfcontained networks on a common infrastructure platform. 5G Next Generation Mobile
Networks (NGMN) defines slicing as an end-to-end concept, including a core network
(with specific functionality or by partitioning or sharing it) as well as an access network
(partitioned). From a business viewpoint, a 5G slice is a combination of all relevant
Network Resources / Functions / Assets required to fulfill a specific business case,
including Operation Support Systems (OSS) and Business Support Systems (BSS)
processes. The establishment of a 5G Network Slice is supposed to be a combination of a
technology and a business driven decision. Presented herein is a dynamic technique to
allocate sub-slices within a Network Slice (either URLCC, eMBB, or IoT).
In 5G networks, one slice type is known as URLLC and is specifically targeted for
ultra-low latency and high reliability (e.g., self-driving vehicles). Another slice type is
MMTC and is focused on devices that do not have large batteries and need efficiency (e.g.,
IoT sensors). Finally, another slice type is eMBB and is allocated for ultra-high speed
devices that may require 4K or immersive three-dimensional video (e.g., handsets, tablets,
laptops, etc.).
Software Defined Networking (SDN)-based 5G network slicing architecture
enables a common infrastructure to efficiently support multiple client network instances

2
https://www.tdcommons.org/dpubs_series/1774

5771
3

Sheriff et al.: MACHINE LEARNING BASED TECHNIQUE TO DYNAMICALLY ALLOCATE A NETWOR

(tailored and optimized for services / applications with diverse requirements). Common
abstractions enable the presentation of all relevant resources to be included in a slice for
fulfilling a business purpose. Open and programmable interfaces allow dynamic control
and automation of their creation and operation. The SDN architecture is wireless or Internet
Protocol (IP) Multiprotocol Label Switching (MPLS) technology independent and hence
able to support wireline, wireless and mobile technologies and related abstractions.
Through its main functions of virtualizing underlying resources and orchestrating resources
to be used by services, SDN enables dynamic resource control.
There are two distinct perspectives on the 5G Network Architecture. The resourceoriented perspective takes the bottom-up view of a provider allocating resources to clients,
and focuses on the service provider’s administrative needs. The Service-Oriented
Architecture (SOA) perspective is the top-down view of a customer who invokes and
manages services received from the provider. Provided herein are techniques for dynamic
creation of a sub-slice within a Network Slice depending on the SOA needs.
As used herein, the term “S-NSSAI” refers to a Single Network Slice Selection
Assistance Information. The term “NSSAI” refers to a collection of S-NSSAIs. Based on
the IoT network operator’s operational, deployment, performance, or scalability needs, a
Network Slice Instance (NSI) may be associated with one or more S-NSSAI’s.
Figure 1 below illustrates problems with the existing technique of mapping LTE
UEs to different Network Slices.
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Figure 1

The solution described herein may be an ML model based. Client context represents
the necessary and sufficient information in the 5G SDN Controller to support a given
client/UE, where a client may be an end customer, partner, or even another entity within
the same administration that owns the 5G SDN Controller. It includes all of the attributes
of a 5G service as requested by the client, and may contain service-specific information /
Slice/Service Type (SST) values necessary to map service attributes into the realization of
the service.
NSSF is the establishment of a connection request and a new session request for
the UE. The appropriate Network Slices are selected based on UE subscription information,
UE usage type, service type, and UE capability. The NSSF stores the mapping information/
Information Element (IE) between the NSI / NSI Identifier (ID) and the Network Function
ID (or Network Function address). The NSSF is connected to the Subscriber Repository to
obtain the slice instance ID subscribed by the UE corresponding to the current PLMN. The
NSSF may respond a specific control plane function ID or address corresponding to the
slice instance ID to the Radio Access Network (RAN).
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This ML model may be used with 5G standard specific parameters in a workflow
as described below. The term network orchestration in the 5G context is used to describe
the responsibility of the 5G cloud based Controller to dispatch resources in a way that
simultaneously satisfies service demands from all of its clients as cost-effectively as
possible. This includes dynamic and highly granular sharing of resources when appropriate,
while preserving policy commitments to isolate each client’s traffic from that of all others.
This is an important touch point of SDN with the needs of 5G slicing. It is important to
recognize that orchestration is a continuing real-time process for different kind of UE’s, as
network resources, traffic load, and service demands change dynamically. Both because of
scale and information hiding between trust domains, Network Orchestration is performed
at every level of the network stack (SDN, cloud and centralized enterprise platforms, etc.).
One focus is to apply this ML model at the LTE eNB for all types of RAN and assign the
correct Network Slice running the cloud based 5G Network Function Virtualization (NFV)
/ Virtual Network Function (VNF) Entity.
Since static network parameters cannot allocate a resource efficient Network Slice
in the 5G context from an orchestration perspective, packet capture (.pcap) traffic hitting
the LTE eNB may be leveraged. The inputs described below in this workflow ML model
which can run on the LTE eNB / Public Data Network (PDN) side may be leveraged to
automatically map the UEs to the correct NSI.
Though there are many ML Models which may comprise of Convolutional Neural
Network (CNN), Random Forest, and other supervised learning techniques, a multinomial
Logistic Classifier may solve this dynamic Network Slice allocation problem in an
optimized manner.
Input parameters to be passed to the ML model may include (a) NSSF, NSSAI,
Slice Differentiator (SD), Standard SST, etc. and/or (b) packet captures at the edge, from
an LTE eNB of a RAN agnostic 5G network. The ML model to use input (b) to analyze
the trend of past packets from different types of UE to allocate the resources to the Network
Slice. This approach may help in improving the capacity of the 5G network. The output of
the ML model running on LTE eNB may include the NSI and NS-ID for every LTE UE.
Figure 2 below illustrates a solution for resolving the problem of selecting the
correct Network Slice in a 5G cloud based network architecture mathematically. This is
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modeled as a multinomial logistic classifier problem. The mathematical model shown
below may be implemented in the form of an ML agent running on a 4G LTE eNB or a 5G
gNB in a PDN for optimal classification of the LTE UEs to the correct Network Slice in a
5G 3GPP based Control and User Plane Separation of Evolved Packet Core (EPC) nodes
(CUPS) architecture with a NFV solution.
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Figure 3 below illustrates an example ML solution model for the dynamic
allocation of an LTE UE within a sub-slice of a Network Slice. Figure 3 shows how the
ML based NSSF can be implemented in software in the 5G Network Management
Orchestration Layer.

Figure 3

Techniques described herein leverage the existing ML model to create a new
execution workflow with two sets of input data to provide an optimum value for the 5G
standard defined outputs. These techniques enable better utilization of Network Slices from
a resource allocation perspective and increased network system capacity from a 5G
perspective. Moreover, granular variations of LTE UEs may be assigned relevantly to
different Network Slices. In addition, RAN agnostic and scalable ML solutions may be
applied to different kinds of wireless access mediums.
In summary, techniques are described for dynamically allocating different LTE UE
variants to the correct Network Slice. This may be accomplished by using a ML based
software component running on 4G LTE eNB or in 5G gNB.

8
https://www.tdcommons.org/dpubs_series/1774

5771
9

