On the study of stochastic fractional-order differential equation
  systems by Zou, Guang-an & Wang, Bo
ar
X
iv
:1
61
1.
07
61
8v
1 
 [m
ath
.N
A]
  2
3 N
ov
 20
16
On the study of stochastic fractional-order differential
equation systems
Guang-an Zoua,∗, Bo Wanga
aSchool of Mathematics and Statistics, Henan University, Kaifeng 475004, China
Abstract
In this article, the existence and uniqueness about the solution for a class of
stochastic fractional-order differential equation systems are investigated, where
the fractional derivative is described in Caputo sense. The fractional calcu-
lus, stochastic analysis techniques and the standard Picard’s iteration are used
to obtain the required results, the nonlinear term is satisfied with some non-
Lipschitz conditions (where the classical Lipschitz conditions are special cases).
The stochastic fractional-order Newton-Leipnik and Lorenz systems are pro-
vided to illustrate the obtained theory, and numerical simulation results are
also given by the modified Adams predictor-corrector scheme.
Keywords: Fractional-order differential equations, stochastic Newton-Leipnik
system, stochastic Lorenz system, numerical simulations.
1. Introduction
Fractional calculus and fractional-order differential equations have been widely
applied in many fields of science and engineering, such as physics [1-2], chemical
[3-5], mechanics [6-8], biological [9-10], medical [11-13], economics and finance
[14-15], materials [16-17], control theory [18-19], etc. Actually, the concepts of
fractional derivatives are not only generalization of the ordinary derivatives, but
also it has been found that they can efficiently and properly describe the behav-
ior of many physical systems (real-life phenomena) more accurately than integer
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order derivatives. The advantages of fractional derivatives are that they have a
greater degree of flexibility in the model and provide an excellent instrument for
the description of the “memory” and “hereditary” properties of various practi-
cal processes and dynamical systems, which take into account the fact that the
future state depend not just upon the present states but also upon all of the
history of its previous states [20]. In particular, the chaotic dynamical systems
described by fractional differential equations have gained more considerable and
attentions. Some examples of the chaotic systems include the fractional-order
Lorenz system, Chen system, Chua system, Lu¨ system, Liu system, financial
system and Newton-Leipnik system have been studied in the literature [15,21-
24]. Furthermore, theories on the existence, uniqueness and stability of solutions
of initial-value problems for fractional-order differential equations have been es-
tablished [25-28].
As the stochastic disturbances are unavoidable, in recent years, stochastic
differential equations have become more and more important and interesting to
researchers due to their successful and potential applications in various fields
[29-31], and the basic theories and results of stochastic differential equations
can be found in [29]. Studying of stochastic dynamical systems has been carried
out by various researchers. For examples, the random attractor and stochastic
bifurcation behavior of the stochastic Lorenz system have studied in [32-33].
Anishchenko et al. have investigated the phenomenon of stochastic resonance
for chaotic systems perturbed by white noise and a harmonic force [34]. In Ref
[35], it has been shown that the chaotic transitions in stochastic dynamical sys-
tems. In addition, the analytic and numerical methods for stochastic dynamical
systems also have been constructed by some authors [36-37]. However, there are
relatively few studies of stochastic differential equations with fractional deriva-
tives. The existence and uniqueness for a class of stochastic fractional-order
differential equations were obtained in [38-39]. The approximate controllability
of fractional stochastic dynamic systems has been proved in [40]. But there has
been little mention of the dynamic systems described by stochastic fractional-
order differential equation systems. Motivated by the above facts, in this paper,
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we establish the existence and uniqueness of the solution for a class of stochastic
fractional-order differential equation systems, and give the numerical results of
stochastic fractional-order dynamic systems.
The paper is organized as follows: In Section 2, we present some essential
facts in fractional calculus and stochastic analysis that will be used to obtain
our main results. In Section 3, the existence and uniqueness of the solution
for stochastic fractional-order differential equation systems are proved by Pi-
card’s iteration. In Section 4, the stochastic fractional-order Newton-Leipnik
and Lorenz systems are presented to illustrate the obtained theory, and nu-
merical simulation results are also given. Finally, the conclusions are drawn in
Section 5.
2. Notations and preliminaries
In this section, we give some basic definitions, notations and lemmas which
will be used throughout the paper, in order to establish our main results.
First of all, we define the infinite-dimensional space ℓ2 = {x = (xi)i∈Z , xi ∈
R :
∑
i∈Z
x2i < +∞} with the inner product and norm:
(x,y) =
∑
i∈Z
xiyi, ‖x‖
2 =
∑
i∈Z
x2i , ∀ x = (xi)i∈Z ,y = (yi)i∈Z ∈ ℓ
2. (2.1)
which is a Hilbert space.
Let (Ω,F ,P) be a complete probability space, for a separable Hilbert space
H with inner product (·, ·) and norm ‖ ·‖. Then L2(Ω, H) is Hilbert space of H-
valued random variables with the inner product E(·, ·) and the norm (E‖·‖2)1/2,
in which E denotes the expectation.
For v ∈ L2(Ω, H), there holds the following Itoˆ isometry property:
E‖
∫ t
0
v(s)dW (s)‖2 =
∫ t
0
E‖v(s)‖2ds. (2.2)
where W (t)t≥0 is a Wiener process.
Secondly, let us introduce three common notation for the fractional-order dif-
ferential operator: the Riemann-Liouville, the Caputo-type, and the Gru¨nwald-
Letnikov fractional derivative. For more details see [1,28].
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Definition 1. The Riemann-Liouville fractional derivative of f is defined
as
RDαt f(t) =
1
Γ(n− α)
dn
dtn
∫ t
0
f(s)
(t− s)α+1−n
ds, t > 0, n− 1 < α < n, (2.3)
where Γ(·) stands for the gamma function Γ(x) =
∫∞
0
tx−1e−tdt, and n = [α]+1
with [α] denotes the integer part of α.
Definition 2. The Caputo-type derivative of order α for a function f can
be written as
CDαt f(t) =
1
Γ(n− α)
∫ t
0
fn(s)
(t− s)α+1−n
ds, t > 0, n− 1 < α < n. (2.4)
Definition 3. The Gru¨nwald-Letnikov fractional derivative of f is given by
GDαt f(t) = lim
h→0
1
hα
[ t−α
h
]
Σ
j=0
(−1)j
(
α
j
)
f(t− jh), α > 0. (2.5)
Remark 2.1.(1) The relationship between the Riemann-Liouville derivative
and the Caputo-type derivative can be written as
CDαt f(t) =
R Dαt [f(t)−
n−1
Σ
k=0
tk
k!
f (k)(0)]. (2.6)
(2) The Riemann-Liouville derivatives is often approximated by using the
Gru¨nwald-Letnikov definition based on finite differences [41].
(3) The Caputo-type derivative of a constant is equal to zero.
In this study, we consider the Caputo-type fractional derivative of order α
for a vector-valued function y(t), and the initial value problem of stochastic
fractional-order differential equation is given as following:


CDαt y(t) = f(t,y(t)) + σ(t,y(t))W˙ (t), 0 ≤ t ≤ T,
y(k)(0) = y
(k)
0 , k = 0, 1, 2, . . . ,m− 1,
(2.7)
where the functions f(t,y(t)) and σ(t,y(t)): [0, T ]× Rd → Rd are vector field,
and the dimension d ≥ 1. The term W˙ (t) = dWdt describes a state dependent ran-
dom noise, W (t)t≥0 is a a standard scalar Brownian motion or Wiener process
defined on a given filtered probability space (Ω,F , {Ft}t≥0,P) with a normal
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filtration {Ft}t≥0, which is an increasing and continuous family of σ-algebras of
F , contains all of P-null sets, and W (t) is Ft-measurable for each t ≥ 0.
Here, let us recall the definitions of fractional calculus [28], the fractional
integral operator of order α is given as following
Iαg(t) =
1
Γ(α)
∫ t
0
(t− s)α−1g(s)ds, t > 0. (2.8)
Applying the integral operator (2.8) to the both sides of initial value problem
(2.7), we can obtain the Volterra integral equation
y(t) =
[α]−1
Σ
k=0
tk
k!
y(k)(0) +
1
Γ(α)
∫ t
0
(t− s)α−1f(s,y(s))ds
+
1
Γ(α)
∫ t
0
(t− s)α−1σ(s,y(s))dW (s), (2.9)
where n− 1 < α < n and t ≥ 0. Conversely, substituting the fractional deriva-
tive (2.4) into the equation (2.9), its leads to initial value problem (2.7). Con-
sequently, we have the following Lemma.
Lemma 2.1. Every solution of the Volterra integral equation (2.9) is also
a solution of the original initial value problem (2.7), and vice versa.
Therefore, we may focus our attention on equation (2.9), in other words,
this allows us only discuss the properties of the solution of the equation (2.9)
instead of the initial value problem (2.7). However, when the fractional order
α ∈ (0, 1), the equation (2.9) is singular but regular when α ≥ 1. In the situation
of singular, the Volterra equation (2.9) can be written as
y(t) =y0 +
1
Γ(α)
∫ t
0
(t− s)α−1f(s,y(s))ds
+
1
Γ(α)
∫ t
0
(t− s)α−1σ(s,y(s))dW (s), (2.10)
in which α ∈ (0, 1) and t ≥ 0.
3. Existence and uniqueness result
In this section, we will study the existence and uniqueness of solution to
equation (2.10). Throughout the paper the following non-Lipschitz conditions
are assumed and imposed:
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(A1) The functions f and σ are measurable and continuous in H for each
fixed t ∈ [0, T ] and there exists a bounded function L: [0, T ] × [0,+∞] →
[0,+∞], (t, u)→ L(t, u) such that
E(‖f(t,x)‖2) +E(‖σ(t,x)‖2) ≤ L(t,E(‖x‖2)), (3.1)
for all t ∈ R and all x ∈ L2(Ω, H).
(A2) There exists a bounded function K: [0, T ] × [0,+∞] → [0,+∞] such
that
E(‖f(t,x)− f(t,y)‖2) +E(‖σ(t,x)− σ(t,y)‖2)
≤ K(t,E(‖x− y‖2)), (3.2)
for all t ∈ R and all x,y ∈ L2(Ω, H).
Remark 3.1. (1) If the function K(t, u) = Mu, u ≥ 0, and M > 0 is a
constant, then the condition (A2) implies global Lipschitz condition.
(2) If K(t, u) is concave for each fixed t ≥ 0, and
‖f(t,x)− f(t,y)‖2 + ‖σ(t,x)− σ(t,y)‖2 ≤ K(t, ‖x− y‖2), (3.3)
for all x,y ∈ H and t ≥ 0, the condition (A2) is still satisfied by Jensen’s
inequality.
(3) If K(t, u) = m(t)ρ(u) with u ≥ 0 and m(t) ≥ 0 is locally integrable, and
ρ is continuous, monotone non-decreasing and concave function with ρ(0) = 0,
ρ(u) > 0 for u > 0 and
∫
1/ρ(u)du = ∞, then the ρ(u) satisfies the condition
(A2).
Obviously, the classical Lipschitz conditions are only special cases in the
above descriptions.
Lemma 3.1. If the function L(t, u) is locally integrable in t for each fixed
u ∈ [0,+∞) and is continuous non-decreasing in u for each fixed t ∈ [0, T ], for
all λ > 0, u0 ≥ 0, then the integral equation
u(t) = u0 + λ
∫ t
0
L(s, u(s))ds, (3.4)
has a global solution on [0, T ].
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Lemma 3.2. The function K(t, u) is locally integrable in t for each fixed
u ∈ [0,+∞) and is continuous non-decreasing in u for each fixed t ∈ [0, T ], for
K(t, 0) = 0 and γ > 0, if a non-negative continuous function z(t) satisfies


z(t) ≤ γ
∫ t
0 K(s, z(s))ds, t ∈ R,
z(0) = 0,
(3.5)
then z(t) = 0 for all t ∈ [0, T ].
In order to consider the existence and uniqueness of the solution of equa-
tion (2.10), we attempt to use the following approximate technique, known as
Picard’s iteration. The sequence of stochastic process {yn}n≥0 is constructed
as follows:


y0(t) = y0,
yn+1(t) = y0 +G1(yn)(t) +G2(yn)(t), n ≥ 1,
(3.6)
in which


G1(yn)(t) =
1
Γ(α)
∫ t
0 (t− s)
α−1f(s,yn(s))ds,
G2(yn)(t) =
1
Γ(α)
∫ t
0
(t− s)α−1σ(s,yn(s))dW (s).
(3.7)
Take into account the proof of the existence and uniqueness result, we need
the following two lemmas.
Lemma 3.3. The sequence of stochastic process {yn}n≥0 in (3.6) is bounded
in L2(Ω, H), i.e., supn≥0‖yn‖L2(Ω,H) ≤ C, where C is a constant.
Proof. Via the inequality
(a+ b+ c)n ≤ 3n−1(an + bn + cn), a, b, c ≥ 0, n ≥ 1, (3.8)
we have
E‖yn+1(t)‖
2 ≤ 3E‖y0‖
2 + 3E‖G1(yn)(t)‖
2 + 3E‖G2(yn)(t)‖
2. (3.9)
Using the Ho¨lder’s inequality and the assumptions (3.1) and α > 1/2 for the
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right hand side of the above inequality, we can obtain
E‖G1(yn)(t)‖
2 ≤
1
Γ2(α)
E‖
∫ t
0
(t− s)α−1f(s,yn(s))ds‖
2
≤
t2α−1
Γ2(α)(2α − 1)
∫ t
0
E(‖f(s,yn(s))‖
2)ds
≤ k1
∫ t
0
L(s, ‖yn(s)‖
2
L2(Ω,H)
)ds, (3.10)
where k1 =
T 2α−1
Γ2(α)(2α−1) .
Applying the Itoˆ isometry property (2.2), the Ho¨lder’s inequality and the
assumptions (3.1) and α > 1/2 to the right hand side of the inequality (3.9), we
have
E‖G2(yn)(t)‖
2 ≤
1
Γ2(α)
∫ t
0
E‖(t− s)α−1σ(s,y(s))‖2ds
≤
t2α−1
Γ2(α)(2α − 1)
∫ t
0
E(‖σ(s,yn(s))‖
2)ds
≤ k1
∫ t
0
L(s, ‖yn(s)‖
2
L2(Ω,H)
)ds. (3.11)
Therefore, using the above relations (3.10) and (3.11) into the estimate (3.9),
we have
‖yn+1(t)‖
2
L2(Ω,H)
≤ C1 + C2
∫ t
0
L(s, ‖yn(s)‖
2
L2(Ω,H)
)ds, (3.12)
in which C1 = 3E‖y0‖
2 and C2 = 6k1 =
6T 2α−1
Γ2(α)(2α−1) .
Then, we consider the following integral equation:
x(t) = C1 + C2
∫ t
0
L(s, x(s))ds, (3.13)
This equation has a globe solution via the Lemma 3.1.
Now we use the mathematical induction to prove ‖yn(s)‖
2
L2(Ω,H)
≤ x(t), ∀ t ∈
[0, T ]. Firstly, we have
‖y0(t)‖
2
L2(Ω,H)
= E‖y0‖
2 ≤ C1 ≤ x(t), (3.14)
Suppose that ‖yn(s)‖
2
L2(Ω,H)
≤ x(t), ∀t ∈ [0, T ], by using (3.12) and (3.13)
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and the no-decreasing property of L, we obtain
x(t) − ‖yn+1(t)‖
2
L2(Ω,H)
≥ C2
∫ t
0
(L(s, x(s))− L(s, ‖yn(s)‖
2
L2(Ω,H)
))ds
≥ 0. (3.15)
Particularly, we have supn≥0‖yn‖L2(Ω,H) ≤ [x(T )]
1/2, the Lemma 3.3 is
proved.
Lemma 3.4. The sequence of stochastic process {yn}n≥0 is a Cauchy se-
quence.
Proof. Using the same argument in Lemma 3.3, we can obtain
‖ym(t)− yn(t)‖
2
L2(Ω,H)
≤ C3
∫ t
0
K(s, ‖ym−1(s)− yn−1(s)‖
2
L2(Ω,H)
)ds,
(3.16)
in which C3 =
4T 2α−1
Γ2(α)(2α−1) . Let ρn(t) = supm≥n(‖ym − yn‖
2
L2(Ω,H)
), we imply
that
ρn(t) ≤ C3
∫ t
0
K(s, ρn−1(t))ds. (3.17)
It is obvious that the function ρn(t), n ≥ 0 is well defined and bounded
by lemma 3.3 and also monotone non-decreasing. So there exist a monotone
non-decreasing function ρ(t) such that limn→∞ρn(t) = ρ(t).
Using the Lebesgue convergence theorem and taking n → +∞ in above
inequality, we get
ρ(t) ≤ γ
∫ t
0
K(s, ρ(t))ds. (3.18)
It means that ρ(t) = 0 follows from Lemma 3.1, for all t ∈ [0, T ]. However,
we can see that 0 ≤ ‖ym − yn‖
2
L2(Ω,H)
≤ ρn(T ) and ρn(T ) → ρ(T ) = 0 when
n→ +∞. So {yn}n≥0 is a Cauchy sequence.
Theorem 3.1. Under the conditions (3.1),(3.2),(3.4) and (3.5), there exists
a unique solution of equation (2.9).
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Proof.(1) Existence: If we denote y(t) by the limit of the sequence {yn}n≥0,
repeating the proof of Lemma 3.4, then we know that the right side of second
Picard’s iteration (2.14) tends to
y0 +
1
Γ(α)
∫ t
0
(t− s)α−1f(s,y(s))ds
+
1
Γ(α)
∫ t
0
(t− s)α−1σ(s,y(s))dW (s), (3.19)
which is just a solution of equation (2.10).
(2) Uniqueness: Suppose x(t) and y(t) are two solutions of equation (2.10),
using the same argument as in Lemma 3.3, we have
‖y(t) − x(t)‖2L2(Ω,H)
≤ C3
∫ t
0
K(s, ‖y(s)− x(s)‖2L2(Ω,H))ds, (3.20)
Using the Lemma 3.1 again, we can obtain ‖y(t) − x(t)‖2L2(Ω,H) = 0 for all
t ∈ [0, T ], which implies that y(t) = x(t). The proof is completed.
4. The chaotic systems and numerical simulations
For the interval [0, T ], the discretization and equidistant grid is chosen as
following:
0 = t0 < t1 < t2 < · · · < tN+1 = T, tj+1 − tj = h. (4.1)
The Adams predictor-corrector scheme [20,42] is modified and used to solve
the stochastic fractional order differential equation (2.1), then it can be dis-
cretized as follows:
yh(tn+1) =
[α]−1
Σ
k=0
tkn+1
k!
y(k)(0) +
hα
Γ(α+ 2)
f(tn+1, y
p
h(tn+1))
+
hα
Γ(α+ 2)
n
Σ
j=0
aj,n+1f(tj , yh(tj))
+
hα−1
Γ(α+ 2)
σ(tn+1, y
p
h(tn+1))∆Wn
+
hα−1
Γ(α+ 2)
n
Σ
j=0
aj,n+1σ(tj , yh(tj))∆Wn, (4.2)
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where ∆Wn =W (tn+1)−W (tn) denotes the Wiener increments, and
aj,n+1 =


nα+1 − (n− α)(n+ 1)α, j = 0,
(n− j + 2)α+1 − (n− j)α+1 − 2(n− j + 1)α+1, 1 ≤ j ≤ n,
1, j = n+ 1,
(4.3)
and the predicted value yh(tn+1) is determined by the fractional Adams-Bashforth
method
yph(tn+1) =
[α]−1
Σ
k=0
tkn+1
k!
y(k)(0) +
1
Γ(α)
n
Σ
j=0
bj,n+1f(tj , yh(tj))
+
1
Γ(α)h
n
Σ
j=0
bj,n+1σ(tj , yh(tj))∆Wn, (4.4)
in which bj,n+1 =
hα
α [(n+ 1− j)
α − (n− j)α].
The following stochastic fractional-order Newton-Leipnik and Lorenz system
are considered, because we often make their analytical solutions impossible, so
these two stochastic fractional-order chaotic systems are solved by using the
above mentioned method.
4.1. The stochastic fractional-order Newton-Leipnik system
In 1981, Leipnik and Newton [43] found two strange attractors in rigid body
motion, which is a very interesting chaotic phenomenon. Here, the stochastic
fractional-order Newton-Leipnik system is considered, and the governing equa-
tion is given as follows:


CDαt x = −βx+ y + 10yz + σ(x)w˙1,
CDαt y = −x− 0.4y + 5xz + σ(y)w˙2,
CDαt z = ρz − 5xy + σ(z)w˙3,
(4.5)
where β and ρ are positive parameters, and usually the interval of parameter ρ
is taken in [0, 8.0]. The function σ(t) = µt, µ is constant, and w˙i =
dWi
dt , i =
1, 2, 3 describes a state dependent random noise. The parameters are taken as
β = 0.4, ρ = 0.175, the initial conditions are chosen as [0.19 0 − 0.18].
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The differential equation systems (4.5) and the initial conditions can be
written as


CDαt x(t) = F (x(t)) + σ(x(t))W˙ (t),
x(0) = x0,
(4.6)
in which
x(t) = (x1(t), x2(t), x3(t))
T ∈ R3,
x0 = (x10, x20, x30)
T ;
F (x(t)) = Ax(t) + x2(t)Bx(t) + x3(t)Cx(t),
where
A =


−β 1 0
−1 −0.4 0
0 0 ρ

 , B =


0 0 0
0 0 0
5 0 0

 , C =


0 10 0
5 0 0
0 0 0

 ;
σ(x(t)) = (µ, 0, 0)x(t)D1 + (0, µ, 0)x(t)D2 + (0, 0, µ)x(t)D3,
where
D1 =


1 0 0
0 0 0
0 0 0

 , D2 =


0 0 0
0 1 0
0 0 0

 , D3 =


0 0 0
0 0 0
0 0 1

 ;
W˙ (t) = (w˙1, w˙2, w˙3)
T .
Obviously, F (x(t)) and σ(x(t)) are continuous and bounded on the interval
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[x0 − δ,x0 + δ] for any δ > 0, furthermore, we have
E(‖F (x(t)) − F (y(t))‖2) +E(‖σ(x(t)) − σ(y(t))‖2)
= E(‖A(x(t)− y(t)) + (x2(t)Bx(t) − y2(t)By(t))
+ (x3(t)Cx(t) − y3(t)Cy(t))‖
2) +E(‖(µ, 0, 0)(x(t)− y(t))D1
+ (0, µ, 0)(x(t)− y(t))D2 + (0, 0, µ)(x(t)− y(t))D3‖
2)
≤ E((‖A‖2 + ‖B‖2(‖x(t)‖2 + |y2(t)|
2)
+ ‖C‖2(‖x(t)‖2 + |y3(t)|
2))‖x(t)− y(t)‖2)
+E(µ(‖D1‖
2 + ‖D2‖
2 + ‖D3‖
2)‖x(t)− y(t)‖2)
≤ K1E(‖x(t)− y(t)‖
2), (4.7)
where K1 = ‖A‖
2 + (‖B‖2 + ‖C‖2)(2‖x0‖
2 + δ) + 3µ.
The above inequality manifests that F (x(t)) and σ(x(t)) satisfies some non-
Lipschitz conditions (A1) and (A2). Based on the results lemma 1 and lemma
2, we can conclude that the stochastic fractional-order Newton-Leipnik system
has a unique solution.
In numerical simulations, the time step is taken h = 0.005. Fig.1 and Fig.2
give the phase portraits of stochastic fractional-order Newton-Leipnik system
in x− y− z space and x− y, y− z, x− z planes, where the orders are taken as
α = 0.93 and α = 0.99, respectively.
Fig.1
Fig.2
4.2. The stochastic fractional-order Lorenz system
The Lorenz system is a system of ordinary differential equations first stud-
ied by Edward Lorenz [44]. In this study, the stochastic fractional-order Lorenz
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system is considered and described by the following non-linear differential equa-
tions:


CDαt x = a(y − x) + σ(x)w˙1,
CDαt y = cx− y − xz + σ(y)w˙2,
CDαt z = xy − bz + σ(z)w˙3,
(4.8)
where the parameters a is the Prandtl number, c is the Rayleigh number, and
b is the size of the region, which is approximated by the system. The function
σ(t) = µt2, µ is constant, and w˙i =
dWi
dt , i = 1, 2, 3 describes a state dependent
random noise.
Here, the parameters are taken as a = 10, b = 8/3, c = 28, the initial condi-
tions are given as [0.1 0.1 0.1], Eq.(4.8) represents the fractional order Lorenz
chaotic equation and the chaotic attractors of fractional order system also can
be described.
The differential equation systems (4.8) and the initial conditions can be
written as

CDαt x(t) = F (x(t)) + σ(x(t))W˙ (t),
x(0) = x0,
(4.9)
in which
x(t) = (x1(t), x2(t), x3(t))
T ∈ R3,
x0 = (x10, x20, x30)
T ;
F (x(t)) = Ax(t) + x1(t)Bx(t),
where
A =


−a a 0
c −1 0
0 0 −b

 , B =


0 0 0
0 0 −1
0 1 0

 ;
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σ(x(t)) = (µx1(t), 0, 0)x(t)D1 + (0, µx2(t), 0)x(t)D2 + (0, 0, µx3(t))x(t)D3,
where
D1 =


1 0 0
0 0 0
0 0 0

 , D2 =


0 0 0
0 1 0
0 0 0

 , D3 =


0 0 0
0 0 0
0 0 1

 ;
W˙ (t) = (w˙1, w˙2, w˙3)
T .
Similarly, F (x(t)) and σ(x(t)) are continuous and bounded on the interval
[x0 − δ,x0 + δ] for any δ > 0, and we can obtain
E(‖F (x(t)) − F (y(t))‖2) +E(‖σ(x(t)) − σ(y(t))‖2)
= E(‖A(x(t)− y(t)) + (x1(t)Bx(t) − y1(t)By(t))‖
2)
+E(‖((µx1(t), 0, 0)x(t)− (µy1(t), 0, 0)y(t))D1
+ ((0, µx2(t), 0)x(t) − (0, µy2(t), 0)y(t))D2
+ ((0, 0, µx3(t))x(t) − (0, 0, µy3(t)y(t))D3‖
2)
≤ E((‖A‖2 + ‖B‖2(‖x(t)‖2 + |y1(t)|
2))‖x(t)− y(t)‖2)
+E(µ(‖D1‖
2(‖x(t)‖2 + |y1(t)|
2) + ‖D2‖
2(‖x(t)‖2 + |y2(t)|
2)
+ ‖D3‖
2(‖x(t)‖2 + |y3(t)|
2))‖x(t) − y(t)‖2)
≤ K2E(‖x(t)− y(t)‖
2), (4.10)
where K2 = ‖A‖
2 + (‖B‖2 + 3µ)(2‖x0‖
2 + δ).
Therefore, The above inequality also indicates that F (x(t)) and σ(x(t)) sat-
isfies some non-Lipschitz conditions (A1) and (A2). On the basis of the results
lemma 1 and lemma 2, it can be seen that the stochastic fractional-order Lorenz
system has a unique solution.
We take the time step h = 0.005, numerical results are illustrated in Fig. 3
and Fig. 4 for fractional order α = 0.88 and α = 0.99, respectively. The phase
portraits of stochastic fractional-order Lorenz system in x − y − z space and
x− y, y − z, x− z planes are shown.
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Fig.3
Fig.4
Numerical simulation results of these two examples show that they can il-
lustrate chaotic behaviors and stochastic attractors, and also with chaotic res-
onance. The performed simulations also clearly exhibit the stochastic effects in
the chaotic system. With the increase of fractional orders while approaching
towards standard order system, a pair of stochastic attractors are more stable.
5. Conclusions
In this paper, the existence and uniqueness of solution for the stochastic
fractional-order differential equation systems are discussed. In particular, the
nonlinear term is satisfied with the non-Lipschitz and linear growth conditions.
The stochastic fractional-order Newton-Leipnik and Lorenz system are provided
to show the application of our theory result. Finally, numerical simulation of
these two examples are presented to illustrate the validity and feasibility of
the modified Adams predictor-corrector scheme. It is worth to mention that
chaos control and synchronization of this stochastic dynamic system are still
interesting and significance problems, which should also be considered in the
near future.
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Fig.1. Phase portraits of stochastic fractional-order Newton-Leipnik system in
x− y− z space and x− y, y− z, x− z planes. All the parameters in system are
taken as α = 0.93, β = 0.4, ρ = 0.175.
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Fig.2. Phase portraits of stochastic fractional-order Newton-Leipnik system in
x− y− z space and x− y, y− z, x− z planes. All the parameters in system are
taken as α = 0.99, β = 0.4, ρ = 0.175.
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Fig.3. Phase portraits of stochastic fractional-order Lorenz system in x− y− z
space and x− y, y− z, x− z planes. All the parameters in system are taken as
α = 0.88, a = 10, b = 8/3, c = 28.
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Fig.4. Phase portraits of stochastic fractional-order Lorenz system in x− y− z
space and x− y, y− z, x− z planes. All the parameters in system are taken as
α = 0.99, a = 10, b = 8/3, c = 28.
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