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With its large decay width and huge non-resonant background, the lowest-mass strangeness-zero
pipi resonance f0(500) is rather strange. Since the lightest piN resonance ∆(1232) has an unusually
large background too, we analyze these two and a few other meson and baryon resonances, as well
as the Z boson, to show that the background is generally smaller the farther the resonance is from
the threshold. This result indicates that the f0(500) has a very large residue phase, a substantially
larger Breit-Wigner mass, and that it is a simple Breit-Wigner resonance after all.
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A resonance is defined as a simple pole of the scat-
tering amplitude in the specific complex-energy region
known as the non-physical Riemann sheet [1]. The real
and the imaginary part of the pole’s position are directly
related to resonant mass and width, while the magnitude
of the pole’s residue gives the branching fraction [2]. The
physical meaning of the fourth parameter, the residue’s
phase, is still not clear. For some nucleon resonances this
phase seem to depend on the geometric relation between
the resonant pole and zeros of the amplitude [3].
The scattering amplitude is dominated by a resonant
pole close to the physical region, i.e., the real-axis of the
complex-energy plane above the threshold. It is common
to divide such amplitude into two parts: a large resonant
term, and a non-resonant background. The resonant part
of the amplitude may have resonant parameters in a sim-
ple Breit-Wigner [4–11] or in some more advanced form.
Those more advanced forms go from energy-dependent
resonant widths [12–14] to highly intricate models that
incorporate analyticity and unitarity of the scattering
matrix [15–17]. The resonant parameters are then ex-
tracted from the amplitude using analytic continuation
and other advanced mathematical methods [18–20].
Regarding the background, the quantum theory of po-
tential scattering suggests that it stems from the long-
range interaction [7]. In excited-nucleon physics [8], the
background amplitude includes various analytic features
of the scattering model such as the left-hand cut and the
tails of more distant resonances. It is sometimes assumed
that the background will be small for a resonance suffi-
ciently close to the threshold (see, e.g., Ref. [9]).
In this Letter we use the formalism from Ref. [3] on the
f0(500) meson and few other nearly-elastic resonances to
show exactly the opposite is the case: the closer the reso-
nance is to the threshold, the larger the background. We
show that due to the unitarity of scattering amplitude,
this large background means the residue’s phase will also
be large. Finally, we show that this strange non-Breit-
Wigner resonance [2] is in fact a Breit-Wigner resonance
with a somewhat larger Breit-Wigner mass.
We begin by separating the scattering phase shift into
a resonant and a background part
δ = δR + δB. (1)
Near the resonance, the background δB is expected to be
constant. The resonant part is given by
tan δR =
Γ/2
M − E , (2)
where M is the resonance mass, Γ its decay width, while
E is the center-of-mass energy.
To better understand the intricate interplay between
the resonant and background parameters, we study an
advanced amplitude for resonant scattering from Ref. [3]
A = x ei(δR+δB) sin (δR + δ0) . (3)
Here x is the branching fraction, and δ0 is defined as
tan δ0 =
Γ/2
E0 −M , (4)
where E0 is the elastic threshold energy. This choice of
δ0 ensures that the amplitude is zero at the threshold and
the residue’s phase is given by δB + δ0.
Here we focus on elastic resonances, those decaying
exclusively to one channel, because f0(500) is such res-
onance. In that case, the scattering matrix becomes a
scalar function, namely 1 + 2iA, and the scattering ma-
trix unitarity condition becomes simply
ImA = |A|2. (5)
This will be satisfied if x = 0, or if x = 1 and δB = δ0.
The last relation is crucial. For elastic resonances close
to the threshold, δB will be large and negative. The same
will be the case for the residue’s phase, which is in this
model equal to 2δB . Since f0(500) is not too far from the
pipi threshold, we would expect that its residue phase is
quite large. But before drawing any firm conclusions, we
need to test this simple model against the data.
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FIG. 1: Fits of our model to the data. [Upper left graph] The pipi elastic spin-zero isospin-zero phase shifts from Protopopescu
[23] (gray squares) and Ishida [24] (black disks). [Upper right graph] The pipi spin-one isospin-one elastic phase shifts from
Protopopescu [23] (gray squares) and Estabrooks [25] (black disks). [Lower graphs] The phase shifts calculated from the GWU
partial-wave single-energy solutions for the piN elastic scattering [21, 22]
To see whether δB is indeed equal to δ0 for elastic res-
onances, we fit Eq. (1) to the available data. The key
assumption of this model, that δB is constant, will be sat-
isfied in the close neighbourhood of the resonance only.
But if we are too close, the extracted resonance param-
eters will be unreliable. We devise the following fitting
strategy to bring us to this Goldilocks region. A broad
range is chosen around every resonance and all the data
points in it are fitted. Then we drop the end-point data
that can be identified as belonging to the nearby reso-
nances or in other way drastically depart from the fitted
curve. We also demand that the fitted masses and widths
are close to the Particle Data Group (PDG) estimates [2].
We are allowed to do all of this because we are not
proposing a novel method for the extraction of resonant
masses and widths, but trying to get the estimate of a sin-
gle model parameter, the background phase δB, as good
as possible.
The goodness of the fit is estimated by visual inspec-
tion, but also by getting a reasonable value for the re-
duced chi-squared, χ2R. This value was seldom in the
region expected for the experimental data, slightly above
1, because the phase shifts are not experimental observ-
ables. They are not measured directly and their error
bars are often no more than rather crude estimates.
First we fit our model to the pipi elastic S1 wave phase
shifts from Protopopescu [23] and to a data compilation
by Ishida [24]. These are the data where f0(500) lurks.
Since Ishida does not report any errors, we varied error
values in the range from 2◦ to 12◦, yet all the fit results
turned out to be roughly the same. We have chosen 4◦ for
all data points, since this value is used in Protopopescu
paper. The fit results are shown in the upper-left part
of Fig. 1. It illustrates nicely why it has been extremely
difficult even to infer the existence of f0(500), let alone
to determine its properties.
The solid black line is our full fit. The dashed line
(red online) shows the resonant part only. The distance
between the two is the background δB. Clearly, the
background is really huge for f0(500). Its fitted value
is −42◦. We compare it to δ0 calculated using Eq. (4)
from the fitted values of M , Γ, and the threshold energy
E0 = 279 MeV, which gives very close result of −47◦.
Our mass of 578 MeV is a bit larger than the PDG esti-
mate (400-550 MeV), but both Ishida and Protopopescu
report even larger masses. Our width is 636 MeV, which
falls into the PDG region of 400-700 MeV.
To test our hypothesis against a heavier resonance, we
fit the P1 phase shift of the same, pipi elastic scatter-
ing amplitude. There we find another elastic resonance,
the ρ(770). Results are shown on the right-hand-side of
Fig. 1. We see that the background of this resonance,
which is situated farther from the threshold, is much
smaller than the one for f0(500). Moreover, its value
3of −7◦ is almost the same as δ0’s value of −8◦.
These were the meson resonances; what about the
baryons? To study them, we start with the lowest-
mass excited nucleon, the elastic pion-nucleon resonance
∆(1232). We calculate the phase shifts from the single-
energy solutions for the piN elastic partial-wave ampli-
tudes done by the George Washington University (GWU)
group [21, 22]. The background turns out to be rather
large. The value of δB is −22◦ and the calculated δ0 dif-
fers from the background by just 2◦. The fit is shown in
the lower-left part of Fig. 1.
There are no other elastic resonances in piN scatter-
ing, but there are some that decay strongly to the elastic
channel. The two most prominent ones are N(1520) and
N(1680) with the piN branching fractions in the range of
55-65% and 60-70% respectively. We tested them against
our model as well, and the results make sense. The back-
grounds are equal to calculated δ0s, and become smaller
as the resonances are farther from the threshold. The
fits are shown in the lower-middle and lower-right parts
of Fig. 1.
These results corroborated our main assumption: the
background is smaller the farther we are from the thresh-
old. The reason is that the resonant phase shift goes
through 90◦ at the resonance mass and the full phase
shift is zero at the threshold. It would be interesting
to test this finding on similar elastic resonances in other
fields of study. But here, we focus on another resonant
property that seems to be closely connected to the back-
ground phase–the elastic residue’s phase θ–which, in our
model, is equal to two times the background.
In that sense, we would predict that the elastic residue
phase of f0(500) is rather large and that it has a value
of roughly −84◦ ± 4◦, keeping in mind that the error
analysis is done on the non experimental data. Another
prediction within the same model is that the θ of ρ(770)
is −15◦ ± 1◦. These and all other results are gathered in
Table I and compared to PDG estimates, where available.
To make the comparison easier, we show results for 2δB
and 2δ0.
TABLE I: Fit results. Phase δ0 is calculated using Eq. (4).
The elastic residue phase θ is compared to the 2δB
Resonance M Γ 2δB 2δ0
(MeV) (MeV) (◦) (◦)
f0(500) 0
+ [pipi S0] 578± 15 636± 12 −84± 4 −93± 4
PDG 400-550 400-700 N/A
ρ(770) 1− [pipi P1] 762± 1 144± 2 −15± 1 −17± 1
PDG 763± 1 150± 1 N/A
∆(1232) 3
2
+
[piN P33] 1212± 1 97± 1 −44± 1 −40± 1
PDG 1210± 1 100± 2 −46±12
N(1520) 3
2
−
[piN D13] 1508± 1 110± 2 −15± 2 −15± 2
PDG 1510± 5 110±105 −10± 5
N(1680) 5
2
+
[piN F15] 1676± 3 117± 4 −12± 4 −11± 4
PDG 1675±510 120±1510 −5± 15
We must note here that the PDG estimates of θ may be
tricky, because the residue phase is notoriously hard to
extract properly. To make more sense out of it, we explic-
itly write the phases from the most important analyses
here. For N(1520), the values of θ that PDG uses for the
average are −12◦±5◦ [15], −15◦±2◦ [19], and −14◦±3◦
[17]. We see that our result of −15◦±2 fits perfectly. For
N(1680), the PDG values are widely scattered: −25◦±5◦
[15], −16◦±2◦ [19], and +5◦±10◦ [17]. Our model could
be of help in such situations, since our result of −12◦±4◦
points towards exactly one of those phases.
We find useful to show a combined plot of all our re-
sults to illustrate the main finding of this Letter: the ge-
ometrical relation between the background, and resonant
masses and widths. The x-axis of this plot shows how far
the resonant mass M is from the threshold. In this way
we can show both meson and baryon resonances on the
same plot. The y-axis shows the resonance half-width
Γ/2. For each resonance we put ”*” at the position of its
fitted values. To check the self-consistency of our model,
we use the fitted mass and background phase and calcu-
late what would be the half-width value assuming fitted
δB is δ0. For this, we use the inverse of Eq. (4). Then we
plot ”+” at the position of the fitted mass and the newly
calculated half-width. If our model makes sense, the plus
sign and the asterisk should be reasonably close.
As can be seen from Fig. 2, that is true even for
f0(500), while for all other resonances the two symbols
are almost indistinguishable.
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FIG. 2: The self-consistency plot. Each “*” is at the position
of the fitted M and Γ, while for each “+” we calculate Γ using
Eq. (4) from fitted values of δB and M (with δ0 = δB).
Before we conclude, one more thing needs to be clar-
ified. The formula given in Eq. (1) is often used in the
literature [7–9]. However, some researchers use a some-
what different version [5]
tan δ˜ = tan δ˜R + tan δ˜B, (6)
with the resonant phase given by
tan δ˜R =
Γ˜/2
M˜ − E
. (7)
4If we assume that the background phase δ˜B is constant,
the δ˜ and δ from Eq. (1) will have exactly the same math-
ematical form. The mathematical equivalence between
the two phase shifts means that there is no need for new
fits. Moreover, it turns out that δ˜B = δB. Yet, since
the sum of tangents is not equal to the tangent of the
sum, resonant parameters extracted with this formula
will have different values from those obtained by Eq. (2).
These alternative parameters are given by
M˜ = M − (Γ/2) tan δB, (8)
Γ˜ = Γ/ cos2 δB. (9)
One does not simply compare these parameters to the
PDG resonant parameter from Table I. There, we com-
pared masses and widths to the real and imaginary parts
of the resonant pole. However, in addition to the PDG
tables with pole parameters, some resonances have also
tables with the so called Breit-Wigner parameters, MBW
and ΓBW. Moreover, Eqs. (8) and (9) are given exactly
as the formulas for the Breit-Wigner mass and width in
Ref. [3]. Therefore, we calculate the values of these alter-
native (tilde) parameters using the results of our previ-
ous fit and compare them to the PDG estimates for their
Breit-Wigner parameters, where available.
The big question here is, do we really need the Breit-
Wigner mass and width at all. We could simply stop
here to avoid producing further confusion with all these
additional parameters. We would have agreed that it is
extremely reasonable to choose one set of resonant pa-
rameters and stick to it, had we not studied the Z boson.
In the case of the Z boson, PDG reports the Breit-
Wigner parameters only. These parameters are then
used to build the scattering amplitude in PDG [2] as
Aif = xif AZ , where xif is the geometrical average of
the branching fractions for the Z boson decaying to ini-
tial and final channels of this scattering, and
AZ =
ΓBW E
2/MBW
M2BW − E2 − iΓBW E2/MBW
. (10)
Eq. (10) appears to be quite different from our simple
model; these BW parameters should not have anything
to do with our alternative parameters. Yet, since AZ
satisfies the unitarity constraint in Eq. (5), we apply our
formalism to it.
The Breit-Wigner mass of the Z boson is 91 188 MeV
and the width is 2495 MeV [2]. We calculate the pole po-
sition using Eq. (10). The real part of the pole, the mass
M , is 91 165 MeV. The imaginary part multiplied by
−2 gives the width Γ, which turns out to be 2494 MeV.
Since the width of the Z boson is several times larger
than the width of f0(500), one might in light of this Let-
ter conclude that the residue phase would be very large.
However, the distance to the threshold is numerous times
larger then the width, and therefore the residue phase
should, in fact, be tiny. And indeed, by calculating the
residue we obtain the phase of −2.4◦ ± 0.2◦.
Assuming that this residue phase is twice the back-
ground phase δB, as it is in our model, we calculate the
alternative parameters M˜ and Γ˜ for the Z boson. With
known M , Γ, and δB, we simply use Eqs. (8) and (9).
For M˜ we get 91 188 MeV, while Γ˜ is 2495 MeV. Our
alternative parameters turn out to be exactly the Breit-
Wigner parameters we began with. And that is why we
choose to show here the Breit-Wigner parameters as well.
All the parameters in this Letter seem to be different
parts of the same story. The story about the unitary
scattering matrix which can, close to the resonance, be
approximated by a simple pole plus constant background.
Because of the simplicity, there will be just a few param-
eters, and because of the unitarity, all of them cannot be
independent. And that is what we have found.
We calculate the alternative parameters for all of the
resonances we have considered here and show them in
Table II, where we compare them to the known PDG
Breit-Wigner parameters [2]. Since for the ρ meson there
is no PDG estimate, we use the Breit-Wigner mass and
width from Ref. [26].
TABLE II: Alternative vs. the Breit-Wigner parameters
(PDG estimates [2], and Ref. [26] for the ρ meson)
Resonance M˜ MBW Γ˜ ΓBW
(MeV) (MeV) (MeV) (MeV)
f0(500) 866± 8 400-550 1156± 78 400-700
ρ(770) 772± 1 771± 4 147± 2 150± 5
∆(1232) 1231± 1 1232± 2 113± 1 117± 3
N(1520) 1515± 1 1515± 5 112± 3 110± 10
N(1680) 1682± 1 1685± 5 119± 4 120±105
Z boson 91 188± 2 91 188± 2 2495± 2 2495± 2
In the table, everything fits almost perfectly, apart
from the f0(500). That is not unexpected because it
is often stated that f0(500) certainly cannot be modeled
as a naive Breit-Wigner resonance [2]. Most of those ad-
vanced models try to put the value of the Breit-Wigner
mass close to the real part of the pole. Yet, we show here
that if f0(500) is allowed to have a larger Breit-Wigner
mass due to the larger background phase, which is large
because the real part of the pole is close and imaginary
part far from the threshold, f0(500) would not be differ-
ent from other Breit-Wigner resonances at all.
S.C. would like to thank Lothar Tiator, Hedim Osman-
ovic´, Jovana Nikolov, and Kresˇimir Jakovcˇic´ for invalu-
able discussions, comments, and suggestions.
∗ Electronic address: sasa.ceci@irb.hr
[1] R. H. Dalitz and R. G. Moorhouse, Proceedings of the
Royal Society of London, Series A 318, 279 (1970).
5[2] M. Tanabashi et al. (Particle Data Group), Phys. Rev. D
98, 030001 (2018), and 2019 update.
[3] S. Ceci, M. Hadzˇimehmedovic´, H. Osmanovic´, A. Percan,
and B. Zauner, Sci. Rep. 7, 45246 (2017).
[4] G. Breit and E. Wigner, Phys. Rev. 49, 519 (1936).
[5] B. H. Bransden and R. G. Moorhouse, The Pion-Nucleon
System, pg. 52 (Princeton University Press, 1973).
[6] J. M. Blatt and V. F. Weisskopf, Theoretical Nuclear
Physics, pg. 408 (Springer-Verlag, 1979).
[7] A. Bo¨hem, Quantum Mechanics, pg. 447 (Springer-
Verlag, 1979).
[8] G. Ho¨hler, Landolt-Bo¨rnstein: Numerical Data and Func-
tional Relationships in Science and Technology Group 1,
Volume 9, Subvolume b, Part 2, pg. 202, (Springer-
Verlag, 1983).
[9] J. R. Taylor, Scattering Theory: The Quantum Theory
of Nonrelativistic Collisions, pgs. 240-244 (John Wiley
& Sons, Inc., 1973).
[10] M. Maggiore, A Modern Introduction to Quantum Field
Theory, pg. 165 (Oxford University Press, 2005).
[11] P. Atkins and R. Friedman, Molecular quantum mechan-
ics, pg. 495 (Oxford University Press, 2005).
[12] G. S. Gounaris and J. J. Sakurai Phys. Rev. Lett.21, 244
(1968).
[13] S. M. Flatte´, Phys. Lett. B63, 224 (1976).
[14] D. M. Manley and E. M. Saleski, Phys. Rev. D 45, 4002
(1992).
[15] R. E. Cutkosky, C. P. Forsyth, R. E. Hendrick, and
R. L. Kelly, Phys. Rev. D 20, 2839 (1979).
[16] M. Batinic´, I. Sˇlaus, A. Sˇvarc, and B. M. K. Nefkens,
Phys. Rev. C 51, 2310 (1995); M. Batinic´, S. Ceci,
A. Sˇvarc, and B. Zauner, Phys. Rev. C 82, 038203
(2010).
[17] V. Sokhoyan et al., Eur. Phys. J. A 51, 95 (2015).
[18] S. Ceci, J. Stahov, A. Sˇvarc, S. Watson, and B. Zauner,
Phys. Rev. D 77, 116007 (2008).
[19] A. Sˇvarc, M. Hadzˇimehmedovic´, R. Omerovic´, H. Osman-
ovic´, and J. Stahov, Phys. Rev. C 89, 045205 (2014).
[20] J. R. Pelaez, Phys. Reports 658 1 (2016).
[21] R. A. Arndt, W. J. Briscoe, I. I. Strakovsky, and
R. L. Workman, Phys. Rev. C 74 045205 (2006).
[22] SES for piN elastic partial waves and pi photoproduction;
SAID database: http://gwdac.phys.gwu.edu/
[23] S. D. Protopopescu et al., Phys. Rev. D 7, 1279 (1973).
[24] S. Ishida et al., Prog. Theor. Phys. 98 (4), 1005 (1997).
[25] P. Estabrooks and A. D. Martin, Nucl. Phys. B79, 301
(1974).
[26] J. Huston, D. Berg, C. Chandlee, S. Cihangir, T. Ferbel,
T. Jensen et al., Phys. Rev. D33 3199 (1986).
