We consider kernel estimation of population density based on size and distance data in line and point transect sampling . Asymptotic normality of the estimators is established in each setting, with very weak assumptions imposed on the random sample size. It is pointed out that the kernel approach does not require specifying a horizon, a severe shortcoming in the Fourier series method. Some numerical examples based on simulated and real data are presented. The results suggest that the kernel method is a viable alternative to other existing estimators.
Introduction
Line and point transect sampling techniques are used to estimate the population density D of objects in a given region. These objects are typically animals or groups of animals, or they may be trees or plants. In line transect sampling, the observer moves along a straight path and records the objects seen; in point transect sampling, also called variable circular plot surveys in ornithology, objects are recorded from a number of fixed stations.
It is allowed that some objects will elude observation. Objects may be missed for various reasons (tall grass, dense growth, fog, animal camouflage, speed of travel, etc). The observer uses ancillary data to estimate the number of missed objects. In line transect sampling, the data are the perpendicular distances from the travel path to the detected objects; in point transect sampling, the data are the recorded distances from the stations to the detected objects.
The estimation process assumes that with each object is associated a detection probability g which may depend on the distance x from the object to either the travel path or the station. Since it seems that a bigger or taller object may be more easily detected than a smaller or shorter one located at the same distance, we allow g to also depend on a numerical attribute s of the object called "size," which may be the volume or height of the object, or if the object is a group of animals, the number of individuals.
Thus the sampling unit is an object, and detectability of an object is a bivariate function g(x, s).
In this context, the density D is the mean aggregate size per unit area. If objects are groups of animals, then D is the mean number of individuals per unit area. We will also be concerned with estimating the object density ∆, i.e., the mean number of objects per unit area, and the mean size µ of an object.
The mathematical basis for line transect sampling based on perpendicular distances was developed by Seber (1973) and Burnham and Anderson (1976) . The book "Distance Sampling" by Buckland et al. (1993) gives a comprehensive treatment of the theory and applications of point and line transect samplings. Techniques used include parametric modeling of the detection function g(x) or g(x, s), a nonparametric approach through the estimation of probability density functions by trigonometric Fourier series, and estimation of effective distances or radii by regression.
The kernel smoothing technique has been the subject of intensive reseach in the last four decades since it was first used by Rosenblatt (1956) to estimate a probability density function f (x). Two notable books describing the technique are by Silverman (1986) and Härdle (1990) . Our objective here is to provide a rigorous theoretical foundation of the kernel method applied to transect sampling schemes.
Earlier works in that direction include Buckland (1992) who implemented Silverman's algorithm based on the Gaussian kernel (Silverman, 1986) , Quang (1993) who applied the kernel method to point transect sampling and derived asymptotic confidence intervals for the estimates, and more recently, Chen (1996) , who applied the kernel technique to study the effects of school size of fish.
Like Chen, we include the size covariate as well as distance variate, but unlike Chen who makes use of a bivariate kernel, we will use a simple kernel. We will derive asymptotic confidence intervals that are to a large extent independent of the distribution of n, the random sample size, and we extend the theory to point transect sampling.
Our use of the kernel technique is limited to the estimation of the functionals
ds of a bivariate probability density function f (x, s). Since we do not directly estimate f (x, s), we do not have to deal with estimating the entire f, as opposed to estimating the functionals at x = 0 only. In particular, the fact that x = 0 is a boundary point does not pose a problem if we employ a symmetrization device.
Several advantages are perceived: (i) There are few decisions the practitioner needs to make regarding modeling and computation (he will need only to enter the transect length and the distance and size data) because little is assumed about the function g(x, s), (ii) He will not be required to choose a value for the horizon w, which is never sharply defined in practice, (iii) Computations of estimates and standard errors are straightforward, in contrast with numerical iterative schemes necessary in parametric approaches based on maximum likelihood estimation, so that programming effort is minimal, (iv) A more thorough analysis is possible in the kernel framework, providing, in particular, explicit confidence limits for D, ∆ and µ, without the need to hypothesize about the distribution of n, or about the distribution of the size S of the object. In particular, we do not need to obtain estimates of the first or second moments of n, as did Chen (1996) .
Framework and assumptions.
First we discuss line transect sampling. The region to be surveyed (the transect strip) can be visualized as a rectangular domain of length L and width 2w. It contains N objects available for observation, n of which will be detected and N − n missed. The travel path of the observer (the transect line) bisects the transect strip in the L-direction. For the ith detected object, the perpendicular distance X i and the size S i are recorded. The observer detects objects both on the left and the right, so that values of X i are unsigned. The data n, X 1 , ..., X n , S 1 , ..., S n will be used to estimate the object density ∆ = N/2Lw, the mean aggregate size per unit area D, and the mean size of an object before detection, µ.
In point transect sampling, the observer visits t stations. At each station, he records the distance X i from the station to the ith detected object and its size S i . Assume that the circles of radius w centered at the different stations (the circular plots) do not overlap. There are N objects available for observation, n of which will be detected and N − n missed. The distance and size data pooled from all stations are X 1 , ..., X n , S 1 , ..., S n .
We make the following assumptions.
(1) Objects are uniformly distributed in the transect strip or uniformly distributed with the same density in the circular plots.
(2) Before detection, the size of an object has no influence on its location.
(3) Detections of different objects are independent events.
(4) Distance and size measurements are without errors.
(5) No objects are recorded more than once.
(6) Detectability (i.e., probability of detection) g of each object depends only on the distance x to the travel path or the station and on the size s of the object.
(7) Detectability conditions are the same along all lines perpendicular to the travel path, or at all stations and in all directions.
(8) Detectability is perfect at distance 0 whatever the size: g(0, s) = 1 for all s.
(9) No objects located beyond a distance w are ever detected: g(x, s) = 0 for x > w.
(10) Sizes of objects do not exceed a value M.
(11) For each s, g(x, s) has 3 continuous and bounded partial derivatives with respect to x, and g (0, s) = 0, where g (0, s) denotes the partial derivative of g(x, s) with respect to x, and evaluated at
Remarks.
Often the researcher is interested in the density of objects in a region too large to be completely surveyed. He then randomly selects several transect strips (or circular plots) in the region and surveys them. The densities D and ∆ calculated with data collected in the transect strips are then considered to be applicable to the whole region. If objects have a Poisson distribution in the region, as is often assumed, then their distribution within the transect strip, conditional on their number N, is uniform (see e.g., Cressie, 1991) . Thus assumption (1) seems reasonable.
In surveys of animal populations, assumption (5) requires that the animals be motionless, or at the very least, be slow-moving. Strategies to alleviate this problem are discussed in Burnham et al. (1980) and Ramsey and Scott (1979) .
Regarding assumption (6), note that detectability may depend on features other than distance and size, e.g., color brightness, movements, elevation, time of day. Quang and Becker (1996) have modeled these covariates for aerial line transect surveys, using parametric detection functions.
Regarding assumption (8), perfect detectability at distance 0 cannot be achieved in many cases. A referee notes that a violation of this assumption can cause severe biases in the estimates. Modifications of the technique to deal with this problem include Zahl (1989) who considers variable sampling intensities, Schweder (1990) , and Buckland and Turnock (1992) , who use observers placed on two platforms. More recently, parametric models using line transect and double count data obtained by two observers sharing the same platform are proposed by Manly et al. (1996) , Alpizár-Jara and Pollock (1996), Quang and Becker (1997, in press ).
Assumptions (9) and (10) are innocuous provided all detected objects are recorded, and moreover in point transect sampling, that stations be selected far apart from each other so that no object is detected from two different stations. Indeed w and M do not appear in the formulas giving D, ∆, µ, and their respective confidence limits. In mathematical arguments, one chooses w larger than the distance of the farthest detected object. This is to be contrasted with the trigonometric Fourier approach which is sensitive to the choice of w.
The requirement g (0, s) = 0 in assumption (11) ensures that g(x, s) as a function of x for each s does not end in a cusp at 0 (it must have a "shoulder" in the terminology of Burnham et al., 1980) . It may be invalid if detectability decreases very fast as perpendicular distance increases, e.g., in a dense forest. The estimators D, ∆, and µ are asymptotically unbiased when g (0, s) = 0, but estimation of standard errors is problematic. The number of partial derivatives and their smoothness requirements are strictly of a mathematical nature and should be of no inconvenience to the practitioner.
Three assumptions that are not required are worthy of mention: (i) The shape of the detection function g(x, s) need not be hypothesized except for the requirement g (0, s) = 0, (ii) The distribution of the size of an object in the population need not be hypothesized, and the estimation of µ need not be a preparatory step to the estimation of D and ∆, and (iii) Moments of the sample size n need not be estimated to obtain confidence limits for D and ∆. Indeed in the context of the kernel method, the Anscombe-Doeblin theorem (Anscombe, 1952) or a version of the Lindeberg theorem for random sample sizes (Quang, 1993) can be applied to get confidence limits for D and ∆ without having to calculate the moments of n.
3. Population and group densities in line transect sampling.
There are N objects in the transect strip. We view N as a fixed parameter. Before observation the objects are associated with the distance-size values (X * N , S * N ). By assumptions (3) and (4), 1 , ... S * N have the same pdf φ(s) which need not be specified. Let E(S * 1 ) = µ.
Let δ i , be the detection index of the ith object, i.e., δ i = 1 or 0 according as the ith object is detected or missed. The bivariate detection function is
The average detection probability is
The joint pdf of the distance and size of a detected object is:
These formulas can be found in Drummer and McDonald (1987) , or can be derived as in Quang (1993) .
Using assumption (8):
Collecting all the previous results:
giving the expression for D :
Next we derive formulas for object density ∆ and average object size µ. Notice that
and that
It follows that
and
In view of the definitions of B 0 and B 1 , µ = E(S 1 | X 1 = 0). The kernel method will provide estimators B 0 and B 1 , and then formulas (3.1-3.3) yield the following estimators:
Next we introduce the kernel method. It is convenient to first describe the method in the case where detectability does not depend on size. Then f (x, s) is a function of x only, say f (x), and we have
The kernel method to estimate f (0) essentially entails a local averaging or smoothing, the amount of which is controlled by a smoothing parameter called the bandwidth. The kernel approach for density estimation is first introduced by Rosenblatt (1956) , while for estimating µ, the kernel method we follow is based on the regression estimation of Nadaraya (1964) and Watson (1964) .
Suppose for the moment we have a sample of the detected signed distances Y i from the transect path to the ith object detected (Y i is negative or positive according as the object is on the left or right side of the path) so that
In particular, f (0) = 2f Y (0), and x = 0 is an interior point. The kernel estimator of f Y (0) is given by the local average
where K is a kernel function and h n is a bandwidth sequence. If we take K to be symmetric about zero,
Hence the kernel estimator of f (0) can be constructed using the X i :
This symmetrization technique was employed, e.g., by Cline and Hart (1991) , among earlier works. As it is widely acknowledged that the choice of kernel is less sensitive than the choice of the bandwidth, for the present discussion, we employ the Gaussian kernel K throughout.
We believe that while cross-validation is a powerful data-adaptive method for choosing the bandwidth, it may be more appropriate when the goal is to estimate the entire density function, rather than estimating the density at the origin, for which a local bandwidth choice along the line of Mack and Müller (1987) might be more appropriate. Nevertheless, our asymptotic normality results (Theorems 1-6) are, with minor modifications, potentially applicable to any data-adaptive bandwidth choice.
Another important point to note at the outset is that x = 0 can be treated as an interior point of f Y . Thus we do not have to deal with the boundary effect, as is usually the case with boundary points.
Finally, because of space, we have chosen not to discuss the practical question of bandwidth choice in detail here, although we touch on various related aspects throughout the paper. This important issue will be the subject of a later study.
It turns out that (3.7) is a good estimator of B 0 . Pursuing the idea further, and returning to the general case where there might be size bias, we propose to estimate B j , j = 0, 1, 2 by
Then estimators for D, ∆, and µ are
Note that B 0 does not utilize the size data S i . The reason is that we assume perfect detection at distance zero, whatever the size.
We choose the bandwidth:
where σ and γ are positive constants, and γ is chosen slightly larger than There is a sizable literature on the choice of a bandwidth for specific purposes. The bandwidth (3.10) has the advantage that subsequent results hold. We do not know whether it is optimal in any sense for the purpose of estimating B 0 , B 1 , B 2 .
To do the asymptotics, we let the length L of the transect strip increase indefinitely, while maintaining a constant group density ∆. More precisely, consider the transect strip of length L as composed of t sub-strips, each of constant length L 1 , put end to end, so that L = tL 1 . The observer successively detects m 1 , ..., m t groups in these sub-strips. We assume m 1 , ..., m t are independent and identically distributed with E(m 1 ) = ν > 0, and n = m 1 + ... + m t . Then E(n) = tν. Let t → ∞ (since E(n) = N p also, this is equivalent to assuming N → ∞.) Thus n → ∞ in probability, and n/t → ν almost surely, satisfying the requirements of Anscombe-Doeblin theorem.
Lemma 1. As t → ∞, each B j tends in probability to B j , and moreover, with d → indicating convergence in distribution:
14)
The proof of Lemma 1 is presented in the Appendix, with particular care given to the randomness of the sample size. The proof of Theorem 1 is almost identical to the proof of (3.5) in Quang (1993) and is therefore omitted. Equations (3.13-3.14) serve to establish asymptotic confidence intervals for D, ∆ in an obvious way. One may want to choose a kernel different from the Gaussian. Our results require a kernel K(x) (i.e., a probability density function) that is symmetric, unimodal, continuously differentiable, and which has an exponentially decreasing tail. Use of a kernel K other than the Gaussian requires replacing 1/ √ π in (3.11-3.14) with 2
Confidence limits can also be determined by bootstrap techniques (see e.g., Quang, 1991) .
The following result is proved in the Appendix:
Theorem 2. Under the assumptions in Lemma 1 and Theorem 1, and with h n = σn −γ ,
Furthermore, if we set
In practice, we use the sample variance σ 2 instead of σ 2 in defining the bandwidths. Fortunately, the preceding results remain valid:
Theorem 3. Let B j , j = 0, 1, 2 be defined by (3.8) with h n given by h n = σn −γ where σ is the sample standard deviation of X 1 , ... X n , and γ is a constant with 1 5 < γ < 1, then the results (3.13), (3.14), (3.16) hold.
Population and group densities in point transect sampling.
Formulas for the case of detectability not influenced by size have been derived in Quang (1993) . We now extend these results to the size-biased case. The joint pdf of X i and S i is obtained as in the line transect setting:
where p = 2w
It is convenient to extend the functions g(x, s) and f (x, s) to negative values of x by g(−x, s) = g(x, s) and f (−x, s) = −f (x, s). We deduce f (0, s) = 2φ(s)/pw 2 . Further manipulations yield, with B 1 = M 0 sf (0, s) ds :
and with
Formula (3.3) is also valid, with D and ∆ given by (4.1) and (4.2) respectively.
We will need to estimate B j with j = 0, 1, 2. The bandwidth h is again chosen according to (3.10) and γ is a constant chosen larger than 1 6 in order to have zero asymptotic bias for D and ∆.
Consider the estimators:
where j = 0, 1, 2. Then estimators for D, ∆, and µ are
The following results are proven in the Appendix.
Lemma 2. As t → ∞, each B j tends to B j in probability, and moreover:
Theorem 5. As t → ∞ :
If we set
as t → ∞.
Theorem 6. Let B j be defined by (4.3) with h n given by h n = σn −γ , and 1 6 < γ < 1, then (4.7), (4.8) and (4.9) hold.
Some computational illustrations.
A. A Monte Carlo study of the line transect estimators.
We report some small-sample results through simulation. We address only the line transect case, since Quang (1991) has addressed the point transect case, albeit with no size-bias. We simulate N (N = 50, 100, 200, 500, 1000) objects that are uniformly distributed over a transect strip with half-width w = 1 and length L = 100. We simulate the sizes S of the objects as discrete uniforms over {1, 2, 3, 4, 5}, independently of the locations of the objects. We sample the objects according to each of the following detection probabilities: half-normal, g(x) = exp[− 
and similar RRMSE of D and µ, and the observed relative frequencies of coverages of the asymptotic confidence intervals derived from (3.13), (3.14) and (3.16), at 95% nominal coverage. Results are reported in Table 1 .
[ Table 1 about here]
It appears that coverage for D and ∆ is slightly lower than nominal in the cases of half-normal and generalized exponential detection models, but is seriously lower in the case of exponential detection.
Note however that coverage of µ is very close to the 95%, even under exponential detection.
Estimation of µ appears to be good (RRMSE less than 12%) for sample sizes of 70 or more, even under exponential detection. Estimation of ∆ and D requires an average sample size of 350 or more to achieve a RRMSE less than 15%.
B. Guthery's bobwhite data.
A survey of several species of animals, amomg them the bobwhite (Colinus virginiamus) was carried out during January-July of 1975 and 1976 in Zavala County, Texas. This large (n = 337) line transect dataset that includes size observations has been analyzed by Gates et al. (1985) who, using Fourier series without bias correction, gave estimates of D ranging from 82.9 to 88.0 animals per sq. km. We C. Knopf 's brown-headed cowbirds data. Knopf et al. (1988) surveyed avian communities in pastures on the Arapaho Wildlife refuge. Four observers visited a total of t = 400 nonoverlapping plots located in 4 pastures. This point transect dataset was analyzed by Knopf et al. (1988) using Fourier series and modified line transect methods, and by Quang (1993) using the kernel methods, assuming no detection bias due to the sizes of the flocks.
There were n = 143 flocks detected. There were S = 1.67 birds per detected flock on average. Detected radial distances were pooled for analysis by all authors. Now we reanalyze these data assuming detection biased by size. We do not expect much difference from Quang (1993) Quang (1993) found D = 1.21 (s.e. ≈ 0.15), using the kernel method without size bias correction, and Knopf et al. (1988) found D = 0.92 (s.e.=0.11) using Fourier series.
Concluding remarks
In this paper, we explored the nonparametric kernel approach in the estimation of wildlife density according to the line transect and point transect sampling schemes. On the practical side, a wildlife biologist should have no trouble calculating the point and interval estimates of D, ∆ and µ presented in Theorems 1-4. All the data he will need are the distance and size measurements and the total length L of the transect (in line transect sampling), or the number t of stations (in point transect sampling).
On the theoretical side, we have presented the asymptotic normality results, and discussed in some detail the implementation of the kernel method for numerical data. While the kernel and Fourier series methods are both nonparametric in nature and share many similarities in their properties (see Azari, Mack and Müller, (1992) ) the advantages in practice of the kernel method versus the Fourier series method (as outlined in the introduction) suggest the former should be regarded as a viable method with good promise in wildlife sampling situations. A few issues remain, some for clarification, others might point to further research.
It should be noted that the rate of shrinkage of the bandwidth is different between asymptotic normality and mean square error considerations. We still recommend the simple choice h = σn − 1 5 (for the line transect case) and h = σn −1/6 (for the point transect case) even though the choices may not be optimal. They do have the nice feature of rendering the kernel estimate scale-invariant. As our computer simulation shows, using this method, the performance of the kernel estimator for most situations will be comparable to the Fourier series method. However, for confidence interval considerations, we might need to address the bias issue. This will be the focus of a later study.
Finally a lesson from our limited numerical study is that the kernel estimator tends to have a Proof of Lemma 1.
First we need to calculate the moments of B j , j = 0, 1, 2 when the sample size is non-random. Since n is the sum of the iid random variables m j with mean ν > 0, λ = E(n) = tν. We have n/k → 1 in probability as k → ∞, where k = [λ]. The proof is based on the idea that sums of k terms are not too different from sums of n terms. First do calculations, pretending that k is the (non-random) sample size. Let h k = σk −γ , and
Compare (3.8). We calculate
where:
by bounded convergence. It follows, as k → ∞ :
We Taylor-expand v(s) :
where −1 ≤ θ ≤ 1. It follows that
Next we calculate variances.
and the last term tends to 0. For the first term:
with:
and hence:
where r = 2j. For a Gaussian kernel K :
It results from (A2) that, as k → ∞ :
provided that γ > 0.20. The version of Lindeberg Central Limit Theorem involving a random number of summands (Quang, 1993) yields in conjunction with (A3) and (A4):
Lemma 1 is proven.
Proof of Theorem 1.
We proceed as in the proof of Lemma 3 of Quang (1993) .
Proof of Theorem 2.
Recall that our estimators are constructed with the observations (X 1 , S 1 ), ... (X n , S n ) which are iid with joint density f (x, s) and that B j = M 0 s j f (x, s) ds, j = 0, 1, 2. As remarked earlier, µ = B 1 /B 0 = E(S 1 |X 1 = 0). Thus the estimation of µ can be cast in the setting of estimating the regression r(x) = E(S 1 |X 1 = x) at x = 0. Thus µ = B 1 / B 0 defined by (3.9) is precisely the Nadaraya-Watson estimator of r(0) using one-sided kernel with support on [0, ∞). With minor adjustments, Theorem 2 can be seen as essentially the same as the result in Schuster (1972). We omit the details here.
Proof of Theorem 3.
We will only demonstrate (3.13) and (3.14).
In view of (A5), (3.13) and (3.14) are proved if (in obvious notations):
and √ n( √ σ n − √ σ) has a limiting distribution, (7.6) is proved if:
, then the left side of (A7) is:
The second term on the right of (7.8) tends to 0 in probability because it can be decomposed as σn −1/2 ( σ −1/2 n − σ −1/2 ) B jn (σ). To prove that the first term on the right of (7.8) tends to 0 in probability also, we use the mean value theorem:
where θ is between σ n and σ. Since σ n − σ → 0 in probability, it suffices to prove that H 1 is bounded in probability, where
2θ 2 ).
Given ε 1 and ε 2 > 0, there exists λ 0 such that λ > λ 0 implies that σ − ε 1 < s n < σ + ε 1 , and a < n < b each with probability larger than 1 − ε 2 . Pr(H 1 > ε 3 ) ≤ P r(H 1 > ε 3 , σ − ε 1 < s n < σ + ε 1 , a < n < b) + 2ε 2 ≤ Pr(H 2 > ε 3 ) + 2ε 2 ≤ E(H 2 ) ε 3 + 2ε 2 . Now let λ → ∞ then ε 2 → 0 to finish the proof of Lemma 1.
The proof was carried out using the Gaussian kernel. However, any symmetric kernel function K(x) with derivative monotonically and exponentially decreasing to 0 on 0 < x < +∞ will do.
Proof of Lemma 2.
Let h k = σk −γ and
Calculations analoguous to those leading to (A2) and ( Now the Lindeberg theorem for random sample sizes (Quang, 1993) can be used to prove Lemma 2.
Proof of Theorems 4, 5 and 6
These proofs folow the same lines as those of Theorems 1, 2 and 3. Note that B jk , j = 0, 1, 2, results in the choice of 1 6 < γ < 1 (note that This also explains the appearance of the factor Var(S 1 |X 1 = 0) in (4.9).
