In this paper we examine the importance of the choice of metric in path coupling, and the relationship of this to stopping time analysis. We give strong evidence that stopping time analysis is no more powerful than standard path coupling. In particular, we prove a stronger theorem for path coupling with stopping times, using a metric which allows us to restrict analysis to standard one-step path coupling. This approach provides insight for the design of nonstandard metrics giving improvements in the analysis of specific problems.
Introduction
Path coupling [5] has proved to be a useful technique for analysing Markov chains. Analysis is carried out relative to a chosen metric on the state space, for example the Hamming distance on the independent sets in a graph or hypergraph. The limitations of the analysis are always caused by certain "bad" configurations. But these configurations may be unlikely in a typical realisation of the chain. Consequently, path coupling has been augmented by other techniques, such as stopping time analysis. See [2, 10, 15, 18] for some applications of this technique. A general theorem for applying stopping times was proved in [15] , and improved somewhat in [2] .
The stopping time approach is applicable when the bad configurations have a reasonable probability of becoming less bad as time passes. For example, the bad configurations for the Glauber dynamics on hypergraph independent sets involve almost full edges containing the change vertex. (See [2] for details.) However, it seems likely that the number of occupied vertices in these edges will have been reduced before we must either increase or decrease the distance between the coupled chains. This observation allows a greatly improved analysis [2] .
The stopping time approach is a multistep analysis, and appears to give a powerful extension of path coupling. However, in this paper we provide strong evidence that the stopping time approach is no more powerful than single-step path coupling. We observe that, in cases where stopping times can be employed to advantage, equally good or better results can be achieved by using a suitably tailored metric in the one-step analysis. The intuition behind the choice of metric will be illustrated with several examples.
In fact, our first example is a proof of a theorem for path coupling using stopping times, relying on a particular choice of metric which enables us to work with the standard one-step path coupling. The resulting theorem is stronger than those in [2, 15] . The proof implies that all results obtained using stopping times can just as well be obtained using standard path coupling and the right choice of metric. This does not immediately imply that we can abandon the analysis of stopping times. Determining the metric used in our proof involves bounding the expected distance at a stopping time. However the proof does suggest that it may be better to carry out one-step analysis using a metric indicated directly by the stopping time intuition.
With this insight, we revisit the Glauber dynamics for hypergraph independent sets (or equivalently, satisfying assignments of monotone SAT formulas), and hypergraph colourings, analysed in [2] using stopping times. We find that we are able to obtain considerably stronger results than those obtained in [2] , using metrics inspired by the stopping times considerations but then optimised to give the best results. The technical advantage arises from the possibility of using linearity of expectation where stopping time analysis must use concentration inequalities and union bounds.
We note that this paper does not contain the first uses of "clever" metrics with path coupling. See [6, 17] for examples. But we do give the first widely applicable rationale for choosing a good metric. While there have been instances in the literature of optimising the chain [12, 22] , the only previous analysis of which we are aware which uses optimisation of the metric appeared in [17] .
The organisation of the paper is as follows. In section 2 we prove a better stopping time theorem than previously known, using only standard path coupling. In section 3 we give our improved results for sampling independent sets in hypergraphs, and in section 4, applications to counting the number of satisfying assignments in monotone SAT formulas. In section 5 we give improved results for sampling colourings of 3-uniform hypergraphs. Finally, in section 6 we give a completely new application, to the "scan" chain for sampling colourings of bipartite graphs. For even relatively small values of ∆, our results improve Vigoda's [22] celebrated 11∆/6 bound on the number of colours required for rapid mixing.
Path coupling and stopping times
We first deal with the most useful and applicable case, in which the stopping time for a pair of coupled chains is the first time that the distance between the two chains changes. This simplifies the proofs and makes the thrust of the argument clearer. In Section 2.2 we do deal with more general stopping times, however it should be noted that so far all applications of stopping times results in path coupling have only used this simple form of stopping time.
Distance-change stopping time
Let M be a Markov chain on state space Ω. Let d be an integer valued metric on Ω × Ω, and let (X t , Y t ) be a path coupling for M. We define T t , a stopping time for the pair (X t , Y t ) ∈ S, to be the smallest t ′ > t such that d(X t ′ , Y t ′ ) = d(X t , Y t ). We will define a new metric d ′ such that if we have contraction in the metric d at the stopping times, then we have contraction in the metric d ′ at every step which has a positive probability of being a stopping time.
Let α > 0 be a constant such that
The metric is extended in the usual way to pairs (X t , Y t ) / ∈ S, using shortest paths. See, for example, [11] . We will apply path coupling with the metric d ′ and the original coupling. First we show a contraction property for this metric.
Proof. We prove this by induction on k. It obviously holds for k = 0, since T 0 > 0. Using ½ A to denote the 0/1 indicator of any event A, we may write (1) as
Subtracting (2) from (3), we have
this follows by linearity). Hence we have
The conclusion follows, since
We may now prove the first version of our main result. 
Then the mixing time τ (ε) of M satisfies
.
Proof. ¿From Lemma 2.1, d ′ contracts by a factor 1
It follows that, at time τ (ε), we have
from which the theorem follows.
If 1 − α is small compared to ε, it is possible to do better than this. We will need the technical Lemma 2.3 below, which says that we will not have to wait too long for a stopping time to occur. 
Proof. We prove this by induction on t ′ . It clearly holds for all t and t ′ < k since ⌊t ′ /k⌋ = 0. Suppose inductively that Pr[T t > s + t] ≤ (1 − p) ⌊s/k⌋ for all t and s < t ′ . Then, if t ′ ≥ k,
Since the process is Markovian, and by condition (i),
By the inductive hypothesis this gives
Theorem 2.4. Let M be a Markov chain on state space Ω. Let d be an integer valued metric on Ω × Ω, and let (X t , Y t ) be a path coupling for M. Let T t be the above stopping time. Suppose for all (X 0 , Y 0 ) ∈ S and for some integer k and p > 0, that
where
The statement of the theorem now follows easily.
General stopping times
We now extend the results proved in this section to incorporate stopping times other than the first time at which the distance changes. In order to make sense in the context of path coupling, the stopping times must satisfy the following conditions.
Stopping time conditions:
1. There must be a stopping time
3. The coupling should be Markovian. We may assume that for
Since the future evolution of (X t , Y t ) does not depend on the evolution up to time t, by 1 and 3 it follows that for all t ≥ 0 there is a stopping time
Moreover, from 2 and 3, it follows that Pr[
When dealing with the first change in distance we had the benefit that for all (X t , Y t ) ∈ S and
. This no longer necessarily holds. We must therefore be more careful about exactly which stopping time we are referring to at any time and regarding any pair of states.
Let (X t , Y t ) be a coupled evolution of the chain, and let P t = (X t = Z 0
where F t is the σ-algebra generated by {(X t ′ , Y t ′ ) : t ′ ≤ t}. Thus {F t : t ′ ≥ 0} is the filtration generated by the coupling. The distance at times not in the given range is zero. This is analogous to the definition of the new metric in equation (1) . At a time t we are interested in the set SP t of starting pairs (Z
We define the distance between X t and Y t to be
. We now prove a contraction lemma analagous to Lemma 2.1.
Lemma 2.5. Given the stopping times conditions, then for all (X 0 , Y 0 ) and all t ≥ 0
where γ is the maximum value of
Proof. The set SP t+k is the union of the starting pairs from SP t which did not reach their stopping time by time t + k, and those starting pairs arising from a pair in SP t which did stop by time t + k. Hence, writing
where the second sum is over starting pairs arising from the stopping of pair (Z
So subtracting (5) from (6) we get
The final inequality follows since, by (4), we have
The γ term arises because although we have contraction in inequality (7), we need to express this as a proportion of D(X t , Y t ). The expected value at the stopping time is only guaranteed to be at most αd at the outset. If we have already evolved, possibly adversely, the expected value at the stopping time could be larger than this, and the proportional changes correspondingly smaller. However γ is bounded by the maximum distance (in the original metric) that can occur at the stopping time; in practice this is very likely to be a small constant.
By following the same arguments as in Section 2.1, with this contraction lemma we obtain the following theorem. Theorem 2.6. Let M be a Markov chain on state space Ω. Let d be an integer valued metric on Ω, and let (X t , Y t ) be a path coupling for M. Let T (X 0 , Y 0 ) be stopping times satisfying the stopping times conditions. Then the mixing time τ (ε) of M satisfies
Remark 2.7. One of the most interesting features of Theorems 2.4 and 2.6 is that their proofs employ only standard path coupling (applied to the k-step chain), but with a metric which has some useful properties. Thus, for any problem to which stopping times might be applied, there exists a metric from which the same result could be obtained using one-step path coupling.
Remark 2.8. Stopping times condition 2 may appear a restriction, but appears to be naturally satisfied in most applications, even with k = 1. The alternative, though less natural, assumption of uniformly bounded stopping times [15] is also included. (See Remark 2.9.)
Remark 2.9. We may compare this stopping time theorem with those in [2, 15] . The main result of [15, Theorem 3] concerns bounded stopping times, where Remark 2.10. Further improvements to Theorem 2.4 seem unlikely, other than in constants. The term k/p must be present, since it bounds a single stopping time. A term 1/(1 − α) log(D/ε) = Θ(log α (D/ε)) also seems essential, since it bounds the number of stopping times required. Likewise improvements to Theorem 2.6 are likely restricted to changing the dependence on γ, although it seems plausible that some dependence is required.
Hypergraph independent sets
We now turn our attention to hypergraph independent sets. These were previously studied in [2] . Let H = (V, E) be a hypergraph of maximum degree ∆ and minimum edge size m. A subset S ⊆ V of the vertices is independent if no edge is a subset of S. Let Ω(H) be the set of all independent sets of H. We define the Markov chain M(H) with state space Ω(H) by the following transition process (Glauber dynamics). If the state of M at time t is X t , the state at t + 1 is determined by the following procedure.
1. Select a vertex v ∈ V uniformly at random, 2. (i) if v ∈ X t let X t+1 = X t \{v} with probability 1/2, (ii) if v ∈ X t and X t ∪ {v} is independent, let X t+1 = X t ∪ {v} with probability 1/2,
This chain is easily shown to be ergodic with uniform stationary distribution. The natural coupling for this chain is the "identity" coupling, the same transition is attempted in both copies of the chain. If we try to apply standard path coupling to this chain, we immediately run into difficulties. Consider a state of the coupled chain at a time t, (X t , Y t ), such that Y t = X t ∪ {w}, where w / ∈ X t (the change vertex ) is of degree ∆. An edge e ∈ E is critical in Y t if it has only one vertex z ∈ V which is not in Y t , and we call z critical for e. If each of the edges through w is critical for Y t , then there are ∆ choices of v in the transition which can be added in X t but not in Y t . Thus the change in the expected Hamming distance between X t and Y t after one step could be as high as ∆ 2n − 1 n , and we obtain rapid mixing only in the case ∆ = 2.
For (σ, σ ∪{w}) ∈ S, let E i (w, σ) be the set of edges containing w which have i occupied vertices in σ. Using a result like Theorem 2.2 above, it is shown in [3] that, for the stopping time T given by the first epoch at which the Hamming distance between the coupled chains changes,
where the p i is the probability that d(X T , Y T ) = 2 if w is in a single edge with i occupied vertices. Since p 1 < 1/(m − 1), we obtain rapid mixing when 2∆/(m − 1) ≤ 1, i.e. when m ≥ 2∆ + 1. See [3] for details.
The approach of Section 2 would lead us to define a metric for which the distance between σ and σ ∪ {w} is (1 − 2p 1 ∆) + 2 m−2 i=0 p i |E i |. By Lemma 2.1, we know that this metric contracts in expectation. However, prompted by the form of this metric, but retaining the freedom to optimise constants, we will instead define the new metric d to be
where 0 < c i ≤ 1 (0 ≤ i ≤ m − 2) are a nondecreasing sequence of constants to be determined. Using this metric, we obtain the following theorem. 
If we delete a vertex v in an edge containing w, then we decrease the distance by (c i − c i−1 ) for each edge in E i containing v. This holds for i = 0, . . . , m − 2, by the choice of c −1 . Let O be the set of occupied neighbours of w, and ν i (v) be the number of edges with i occupants containing w and v. Then the contribution is
since, as for U above,
, and let d 1 be the distance between the evolved states after one step of the chain. The change in expected distance 
Substitute u i = 
Using the boundary condition u −1 = 0, these give
The boundary condition u m−2 = m − 1 now implies In order to satisfy the conditions of (8), we need to establish that 0 < c i ≤ c i+1 (i = 0, . . . , m − 3). + γκ,
which holds for all ∆ > 0. Finally, g i is strictly increasing, since The new case here is ∆ = 3, m ≥ 4. In any case for which f (m) > ∆, standard path coupling arguments yield the mixing times claimed since we have contraction in the metric and the minimum distance is at least c 0 . Since we can show mixing for ∆ = 3, m ≤ 3 by other means (see [12] ), we have mixing for ∆ = 3 and every m.
Remark 3.2. The independent set problem here has a natural dual, that of sampling an edge cover from a hypergraph with edge size ∆ and degree m. An edge cover is a subset of E whose union contains V . For the graph case of this sampling problem, with arbitrary m, see [4] . By duality this gives the case ∆ = 2 of the independent set problem here.
Satisfying assignments of SAT instances
The set of independent sets in a hypergraph with edge size m and degree ∆ corresponds in a natural way to the set of satisfying assignments in a SAT instance with clause size equal to m and number of each variable occurrences bounded by ∆, cf. [12] . The optimisation problems connected to small (variable) occurrence number instances of SAT were studied recently in [1] (see [1] also for additional references). Given a hypergraph H = (V, E) with n vertices, k hyperedges, and edge size m and degree ∆. We construct an mSAT formula f , over n variables X = {x 1 , . . . , x n } corresponding to vertices of H as follows. If e = {v 1 , . . . , v m } is an hyperedge of H, we associate with e a clause C e = m i=1x i , and furthermore we set f = e∈E C e . Notice that the number of satisfying assignments of f is precisely the same as a number of all independent sets of H, and a number of occurrences of variables in f is less than or equal to the degree of H. We can moreover replace the literalsx i by x i , to obtain a monotone mSAT formula f ′ with the same number of variable occurrences as f and with the same number of satisfying assignments. The above construction is reversable, showing the equivalence of corresponding counting problems of hypergraph independent sets and monotone SAT formulas.
Let us denote by #(m, ∆)µSAT the problem of counting number of satisfying assignments in monotone mSAT instances with at most ∆ variable occurrences. Theorem 3.1. yields the first FPRASs (Fully Polynomial Randomized Approximation Schemes) for a large class of monotone mSAT formulas. The above result improves vastly the hitherto known results for approximate counting the number of satisfying assignments of general monotone SAT formulas.
Colouring 3-uniform hypergraphs
In our second application, also from [2] , we consider proper colourings of 3-uniform hypergraphs. We again use Glauber dynamics. Our hypergraph H will have maximum degree ∆, uniform edge size 3, and we will have a set of q colours. For a discussion of the easier problem of colouring hypergraphs with larger edge size see [3] . A colouring of the vertices of H is proper if no edge is monochromatic. Let Ω ′ (H) be the set of all proper q-colourings of H. We define the Markov chain C(H) with state space Ω ′ (H) by the following transition process. If the state of C at time t is X t , the state at t + 1 is determined by This chain is easily shown to be ergodic with the uniform stationary distribution. For some large enough constant ∆ 0 , it was shown in [3] to be rapidly mixing for q > 1.65∆ and ∆ > ∆ 0 , using a stopping times analysis. Here we improve this result, and simplify the proof, by using a carefully chosen metric which is prompted by the new insight into stopping times analyses. If w is the change vertex, the intuition in [3] was that edges which contain both colours of w are initially "dangerous" but tend to become less so after a time. Thus our metric will be a function of the numbers of edges containing w with various relevant colourings.
Theorem 5.1. Let ∆ be fixed, and let H be a 3-uniform hypergraph of maximum degree ∆. Then if q ≥ 3 2 ∆ + 1 , the Markov chain C(H) has mixing time O(n log n). Proof. Consider two proper colourings X and Y differing in a single vertex w. Without loss of generality let the change vertex w be coloured 1 in X and 2 in Y . We will partition the edges e ∈ E containing w into four classes E 1 , E 2 , E 3 , E 4 , determined by the colouring of e \ {w}, as follows:
Instead of using Hamming distance, we will take a new metric defined by 
If, in (10), we set
where γ ≥ 0, we have
Note, that if we put q ′ = q − |E 3 |, ∆ ′ = ∆ − |E 3 | in (11), we have
This corresponds to a system like (11) with degree ∆ ′ , q ′ colours and |E 3 | = 0. But, since q ′ /∆ ′ = (q − |E 3 |)/(∆ − |E 3 |) ≥ q/∆, the smallest ratio for q/∆ is given by setting |E 3 | = 0 in (11) . Also, putting c 3 = c 4 makes the third and fourth equations in (13) identical, so c 3 = c 4 must be a solution. With these simplifications, and putting c 0 = ∆ + 1, c 1 = 1, we have
Now the linear equations (11) may be solved for c 2 , c 4 and γ, giving
The condition γ ≥ 0 is equivalent to
Note that we have c i > 0 (i = 1, . . . , 4) under this condition. Note also that γ > 0 and hence, using (12) , the mixing time satisfies
n ln ∆n ε .
Colouring bipartite graphs
Our final application is to colouring bipartite graphs. Several recent papers have used a stopping times or "burn in" analysis to prove rapid mixing for Glauber dynamics of graph colouring, starting with [8] . These are largely based upon the idea that although a vertex can have only q − ∆ colours with which to be properly recoloured, it is very unlikely for any vertex to have so few colours available after a period of "burn in". Subject to more stringent girth and degree restrictions than used here, rapid mixing has been proved for fewer colours [9, 14, 19] . Here we capture this intuition by using a metric which directly incorporates the number of colours available to a vertex. In order to simplify the analysis, we do not consider Glauber dynamics here. Instead we prove that a Markov chain Scan which uses the same method for recolouring a vertex as Glauber dynamics, but recolours the vertices in a deterministic order, mixes rapidly. In order to show this we first prove results for a closely related Markov chain, Multicolour, which is of interest in its own right. Let G = (V, E) be a bipartite graph with bipartition V 1 , V 2 , and maximum degree ∆. For v ∈ V , let N (v) = {w : {v, w} ∈ E} denote the neighbourhood of v. Let Q = [q] be a colour set, and X : V → Q be a colouring of G, not necessarily proper. Let C(v) = {X(w) : w ∈ N (v)} be the set of colours occurring in the neighbourhood of v, and c(v) = |C(v)|. We consider the Markov chain Multicolour on colourings of G, which in each step picks one side of the bipartition at random, and then recolours every vertex on that side, followed by recolouring every vertex in the other half of the bipartition. If the state of Multicolour at time t is X t , the state at time t + 1 is given by However if we are given that s 1 = q 1 , then
Where the final inequality follows because (1 − 1/m i ) m i in increasing with m i and m i ≥ q − ∆ for all i.
Let s i be selected uniformly at random from S i , independently for each i. Finally let C = {s i : 1 ≤ i ≤ ∆} and c = |C|. Then
Proof. We will writec for E[c | s
Note that (1
We now turn our attention to bounding Var(c | s 1 = q 1 ). Let c = j∈(Q−q 0 ) I j , where I j indicates that colour j is in C. Now, conditional on s 1 = q 1 , we have Var(
Var(I j ), since I j and I k are negatively correlated for all j and k. Let p j = Pr(I j = 1), then I j has variance p j (1 − p j ) and j∈(Q−q 0 ) p j =c. Also note that p q 1 = 1, hence Var(I q 1 ) = 0. By convexity, the maximum of j∈(Q−q 0 −q 1 ) p j (1 − p j ) such that j∈(Q−q 0 −q 1 ) p j =c − 1 is given by setting p j = (c − 1)/(q − 2). Hence, usingc = q − α,
since we may take q 0 = X(z) and q 1 as above. For v, there is no colour q 0 which is necessarily unavailable for all its neighbours, since some are coloured as in X ′ and some as in Y ′ . Hence we use a slightly weaker bound on α and α ′ , given by
and α
have not yet been recoloured. Now we consider the vertices in V 1 . We apply the same analysis as above to each path segment W i−1 , W i , but augment the analysis using the fact that at the time a vertex z ∈ V 1 is recoloured, its neighbours (in V 2 ) will already have been randomly recoloured. Let the neighbours of w i be z 1 , z 2 , . . . z l , and consider the path Z 0 , Z 1 , . . . Z l+1 , where for 1 ≤ j ≤ l, Z j agrees with W i−1 on all vertices except z 1 , . . . , z j which are coloured as in W i , and Z 0 = W i−1 and Z l+1 = W i . Arguing as above, for j ≤ l we have
. Finally note that W k and W k+1 differ only in V 1 , so after recolouring V 1 they have coupled. Hence
This gives contraction as long as ((∆ − 1)α ′ + α ′ v ) is less than 1. For large ∆, we see that α ′ and α ′ v both approach 1 q e ∆/q . Hence we have contraction when ∆ q e ∆/q < 1. For small values of ∆ it is possible to compute the smallest integral value of q for which there is contraction. These values are shown in Table 1 . When there is contraction, standard path coupling arguments give the mixing time bounds claimed.
We now argue that Scan mixes as rapidly as Multicolour. The Markov chain Scan recolours the two sides of the bipartition in order, (V 1 , V 2 ), (V 1 , V 2 ) . . .. The Markov chain Multicolour recolours a random side first in each step. However, recolouring the same side twice in a row has exactly the same effect as recolouring it once, since vertices in the same side of the bipartition are independent. The recolouring given by a run of multicolour with order (V 1 , V 2 ), (V 2 , V 1 ), (V 1 , V 2 ) has exactly the same result as if the reversed pair was omitted. Hence any randomly chosen sequence can be replaced with a purely alternating sequence. Should the purely alternating sequence corresponding to the random choices of Multicolour start with V 2 or finish with V 1 , we can augment the sequence with a recolouring of V 1 at the beginning or V 2 at the end respectively. The result follows, since the former is equivalent to taking a different starting position in Multicolour, and the latter cannot increase the total variation distance from stationarity.
Remark 6.4. Our analysis shows that one-step analysis of a single-site chain on graph colourings need not break down at q = 2∆ [16, 21] . This apparent "boundary" seems merely to be an artefact of using Hamming distance.
Remark 6.5. Our scan chain can be used to prove polynomial mixing time for the Glauber dynamics (with the same values of q and ∆) by comparison techniques [7, 20] . However, the proof is not completely straightforward and will appear elsewhere.
Remark 6.6. We note that many of the infinite graphs studied in statistical physics are bipartite, for example cubic grids and trees. Therefore our results imply, for example, absence of phase transition in the antiferromagnetic Potts model in the cubic grid with q colours and dimension d = ∆/2. A proof follows the lines of that given by Vigoda [22, §5] with obvious modifications. Since results with similar q, d have been proved by different arguments in [13] , we omit the details.
