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Abstract
Large-scale distributed training of neural networks is often limited by network band-
width, wherein the communication time overwhelms the local computation time.
Motivated by the success of sketching methods in sub-linear/streaming algorithms,
we introduce SKETCHED-SGD4, an algorithm for carrying out distributed SGD by
communicating sketches instead of full gradients. We show that SKETCHED-SGD
has favorable convergence rates on several classes of functions. When considering
all communication – both of gradients and of updated model weights – SKETCHED-
SGD reduces the amount of communication required compared to other gradient
compression methods from O(d) or O(W ) to O(log d), where d is the number
of model parameters and W is the number of workers participating in training.
We run experiments on a transformer model, an LSTM, and a residual network,
demonstrating up to a 40x reduction in total communication cost with no loss in
final model performance. We also show experimentally that SKETCHED-SGD
scales to at least 256 workers without increasing communication cost or degrading
model performance.
1 Introduction
Modern machine learning training workloads are commonly distributed across many machines using
data-parallel synchronous stochastic gradient descent. At each iteration, W worker nodes split a
mini-batch of sizeB; each worker computes the gradient of the loss on its portion of the data, and then
a parameter server sums each worker’s gradient to yield the full mini-batch gradient. After using this
gradient to update the model parameters, the parameter server must send back the updated weights to
each worker. We emphasize that our method can naturally be extended to other topologies as well
(e.g. ring, complete, etc.) – in particular we would then communicate sketches over a minimum
spanning tree of the communication graph. However, for ease of exposition, in this work we focus
exclusively on the star topology. For a fixed batch size B, the amount of data each worker processes
– and therefore the amount of computation required – is inversely proportional to W . On the other
hand, the amount of communication required per worker is independent of W . Even with optimal
interleaving of the communication and computation, the total training time is at least the maximum
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of the per-worker communication time and per-worker computation time. Increasing the number of
workers W therefore yields an increasingly marginal reduction in the training time, despite increasing
the overall training cost (number of machines times training time) linearly in W .
Several approaches address this issue by using a large batch size to increase the per-worker computa-
tion time [You et al., 2017, Goyal et al., 2017]. However, theoretical and empirical evidence both
suggest that there is a maximum mini-batch size beyond which the number of iterations required
to converge stops decreasing, and generalization error begins to increase [Ma et al., 2017, Li et al.,
2014, Golmant et al., 2018, Shallue et al., 2018, Keskar et al., 2016, Hoffer et al., 2017]. In this
paper, we aim instead to decrease the communication cost per worker. We use a technique from
streaming algorithms called sketching, which allows us to recover favorable convergence guarantees
of vanilla SGD. In short, our algorithm has workers send gradient sketches of size O(log d) instead
of the gradients themselves. Although other methods for reducing the communication cost exist, to
our knowledge ours is the only one that gives a per-worker communication cost that is sub-linear in d
and constant in W . In practice, we show that our method achieves high compression for large d with
no loss in model accuracy, and that it scales as expected to large W .
2 Related Work
Most existing methods for reducing communication cost in synchronous data-parallel distributed
SGD either quantize or sparsify gradients. A number of quantization methods have been proposed.
These methods either achieve only a constant reduction in the communication cost per iteration
[Wen et al., 2017, Bernstein et al., 2018], or achieve an asymptotic reduction in communication cost
per iteration at the expense of an equal (or greater) asymptotic increase in the number of iterations
required [Alistarh et al., 2017]. Even in the latter case, the total communication required for all of
training sees no asymptotic improvement.
Other methods sparsify the gradients instead of quantizing each gradient element [Stich et al., 2018,
Alistarh et al., 2018, Lin et al., 2017]. A popular heuristic is to send the top-k coordinates of the
local worker gradients and then average them to obtain an approximate mini-batch gradient. These
methods can achieve good performance in practice, but they suffer from a few drawbacks. They
currently have no convergence guarantees, since the estimated mini-batch gradient can be very far
from the true mini-batch gradient (unless explicitly assumed, as in e.g. Alistarh et al. [2018]), which
precludes appealing to any known convergence result. Another drawback is that, although these
methods achieve high compression rates when the workers transmit gradients to the parameter server,
the return communication of the updated model parameters grows as O(W ): the local top-k of each
worker may be disjoint, so there can be as many as kW parameters updated each iteration. This
O(W ) communication cost is not just a technicality, since reducing the back-communication to O(k)
would require sparsifying the sum of the local top-k, which could hinder convergence. Because of
this scaling, local top-k methods suffer from poor compression in settings with large W .
From another standpoint, all gradient compression techniques yield either biased or unbiased gradient
estimates. A number of quantization methods are crafted specifically to yield unbiased estimates,
such that the theoretical guarantees of SGD continue to apply [Alistarh et al., 2017, Wen et al., 2017].
However, even without these guarantees, a number of methods using biased gradient estimates were
also found to work well in practice [Bernstein et al., 2018, Seide et al., 2014, Strom, 2015]. Recently,
Stich et al. [2018], Karimireddy et al. [2019] gave convergence guarantees for this kind of biased
compression algorithm, showing that accumulating compression error locally in the workers can
overcome the bias in the weight updates as long as the compression algorithm obeys certain properties.
Our method falls into this category, and we prove that compressing gradients with sketches obeys
these properties and therefore enjoys the convergence guarantees in Stich et al. [2018]. In effect, we
introduce a method that extends the theoretical results of Stich et al. [2018] from a single machine
to the distributed setting. Concurrently with this work, Koloskova et al. [2019] also introduce a
distributed learning algorithm with favorable convergence guarantees, in which workers communicate
compressed gradients over an arbitrary network topology.
Prior work has proposed applying sketching to address the communication bottleneck in distributed
and Federated Learning [Konecˇny` et al., 2016, Jiang et al., 2018]. However, these methods either do
not have provable guarantees, or they apply sketches only to portions of the data, failing to alleviate
the Ω(Wd) communication overhead. In particular, Konecˇny` et al. [2016] propose “sketched updates"
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in Federated Learning for structured problems, and Jiang et al. [2018] introduce a range of hashing
and quantization techniques to improve the constant in O (Wd).
Another line of work that we draw from applies sketching techniques to learning tasks where the
model itself cannot fit in memory [Aghazadeh et al., 2018, Tai et al., 2018]. In our setting, we can
afford to keep a dense version of the model in memory, and we only make use of the memory-saving
properties of sketches to reduce communication between nodes participating in distributed learning.
3 Preliminaries
SGD. Let w ∈ Rd be the parameters of the model to be trained and fi(w) be the loss incurred
by w at the ith data point (xi, yi) ∼ D. The objective is to minimize the generalization error
f(w) = E
(xi,yi)∼D
[fi(w)]. In large-scale machine learning, this objective is typically minimized
using mini-batch stochastic gradient descent: given a step size ηt, at each iteration, w is updated
as wt+1 = wt − ηtgt, where gt = ∇w
∑
i∈M fi(w) is the gradient of the loss computed on
a minibatch M. If M is randomly selected, then the gradient estimates gt are unbiased: i.e.
E
[
gt|{wi}t−1i=0
]
= ∇f(wt−1). As is standard, we further assume that the gt have bounded moment
and variance: E
[
‖gt‖22 |{wi}t−1i=0
]
≤ G2 and E
[
‖gt −∇f(wt)‖22 |{wi}t−1i=0
]
≤ σ2 for constants G
and σ. We adopt the usual definitions for smooth and strongly convex functions:
Definition 1 (Smooth strongly convex function). f : Rd → R is a L-smooth and µ-strongly convex
if the following hold ∀ w1,w2 ∈ Rd,
1. ‖∇f(w2)−∇f(w2)‖ ≤ L ‖w2 − w1‖ (Smoothness)
2. f(w2) ≥ f(w1) + 〈∇f(w1),w2 − w1〉+ µ2 ‖w2 − w1‖2 (Strong convexity)
For smooth strongly convex functions, SGD converges at a rate of O
(
G2L
µT
)
[Rakhlin et al., 2012].
Count Sketch. Our primary interest is in finding large coordinates (or “heavy hitters”) of a gradient
vector g ∈ Rd. Heavy hitter sketches originated in the streaming model, where the vector g is defined
by a sequence of updates {(ij , wj)}nj=1, such that the j-th update modifies the ij-th coordinate of g
as gij += wj [Charikar et al., 2002, Cormode and Muthukrishnan, 2005, Braverman et al., 2017]. In
the streaming model, sketches must use memory sublinear in both d and n.
In this work we compress a gradient vector g into a sketch S(g) of size O( 1ε log d) using a Count
Sketch [Charikar et al., 2002]. A Count Sketch S(g) approximates every coordinate of g with an `2
guarantee: it is always possible to recover gˆi from S(g) such that g2i − ε‖g‖22 ≤ gˆ2i ≤ g2i + ε‖g‖22. In
addition, S(g) can approximate the `2 norm of the entire gradient. These two properties let a sketch
find every `2 heavy hitter, i.e. every coordinate i such that g2i > ε‖g‖22. With a small enough ε, the
set of heavy hitters can be used as approximation of top-k largest coordinates of gradient vector g.
Due to its linearity, the Count Sketch is widely adopted in distributed systems. Consider the case
of a parameter server and two workers hosting vectors g1 and g2. To reduce communication, both
workers can send the parameter server sketches S(g1) and S(g2) instead of the vectors themselves.
The parameter server can then merge these sketches as S(g) = S(g1 + g2) = S(g1) + S(g2). This
lets the parameter server find the approximate top-k largest coordinates in a vector distributed among
many workers. We defer a more detailed discussion of the Count Sketch to Appendix C.
4 Sketched SGD
In SKETCHED-SGD, each worker transmits a sketch of its gradient instead of the gradient itself, as
described above. The parameter server sums the workers’ sketches, and then recovers the largest
gradient elements by magnitude from the summed sketch. To improve the compression properties of
sketching, we then perform a second round of communication, in which the parameter server requests
the exact values of the top-k, and uses the sum of those in the weight update. This algorithm for
recovering top-k elements from a sketch is summarized in Algorithm 1.
Every iteration, only k values of each worker’s gradient are included in the final weight update.
Instead of discarding the remaining d− k gradient elements, it is important both theoretically and
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empirically to accumulate these elements in local error accumulation vectors, which are then added to
the next iteration’s gradient [Karimireddy et al., 2019, Stich et al., 2018]. This process is summarized
in Algorithm 2.
Algorithm 1 HEAVYMIX
Input: S - sketch of gradient g; k - parameter
1: Query ˆ`22 = (1± 0.5)‖g‖22 from sketch S
2: ∀i query gˆ2i = g2i ± 12k‖g‖22 from sketch S
3: H ←
{
i|gˆi ≥ ˆ`22/k
}
and NH ←
{
i| gˆi < ˆ`22/k
}
4: Topk = H ∪ randl(NH), where l = k − |H|
5: second round of communication to get exact values of Topk
Output: g˜: ∀i ∈ Topk : g˜i = gi and ∀i /∈ Topk : g˜i = 0
Algorithm 2 SKETCHED-SGD
Input: k, ξ, T,W
1: ηt ← 1t+ξ , qt ← (ξ + t)2, QT =
∑T
t=1 qt, a0 = 0
2: for t = 1, 2, · · ·T do
3: Compute stochastic gradient git Workeri
4: Error correction: g¯it = ηtgit + ait−1 Workeri
5: Compute sketches Sit of g¯it and send to Parameter Server Workeri
6: Aggregate sketches St = 1W
∑W
i=1 S
i
t Parameter Server
7: g˜t = HEAVYMIX(St, k) Parameter Server
8: Update wt+1 = wt − g˜t and send g˜t (which is k-sparse) to Workers Parameter Server
9: Error accumulation: ait = g¯it − g˜t Workeri
10: end for
Output: wˆT = 1QT
∑T
t=1 qtwt
We now state convergence results for SKETCHED-SGD. Proofs are deferred to Appendix A.
Theorem 1 (strongly convex, smooth). Let f : Rd → R be a L-smooth µ-strongly convex function,
and let the data be shared among W workers. Given 0 < k ≤ d, 0 < α, andδ < 1, Algorithm 2
SKETCHED-SGD run with sketch size = O (k log(dT/δ), step size ηt = 1t+ξ , with ξ > 2 + d(1+β)k(1+ρ) ,
with β > 4 and ρ = 4β(β−4)(β+1)2 after T steps outputs wˆT such that the following holds,
1. With probability at least 1− δ, E [f(wˆT )]− f(w∗) ≤ O
(
σ2
µT +
d2G2L
k2µ2T 2 +
d3G3
k3µT 3
)
2. The total communication per update is Θ(k log(dT/δ)W ) bits.
Remarks
1. The convergence rate for vanilla SGD is O(1/T ). Therefore, our error is larger the SGD error
when T = o((d/k)2), and approaches the SGD error for T = Ω((d/k)2).
2. Although not stated in this theorem, Stich et al. [2018] show that using the top-k coordinates of the
true mini-batch gradient as the SGD update step yields a convergence rate equivalent to that of
SKETCHED-SGD. We therefore use this “true top-k” method as a baseline for our results.
3. Note that the leading term in the error is O(σ2/T ) (as opposed to O(G2/T ) in [Stich et al., 2018]);
this implies that in setting where the largest minibatch size allowed is too large to fit in one machine,
and going distributed allows us to use larger mini-batches, the variance reduces by a factor W .
This reduces the number of iterations required (asymptotically) linearly with W .
4. As is standard, the above high probability bound can be converted to an expectation (over random-
ness in sketching) bound; this is stated as Theorem 6 in the Appendix A.
5. The result of [Karimireddy et al., 2019] allows us to extend our theorems to smooth nonconvex
and non-smooth convex functions; these are presented as Theorems 4 and 5 in the Appendix B..
Proof Sketch. The proof consists of two parts. First, we show that SKETCHED-SGD satisfies the
criteria in Stich et al. [2018], from which we obtain a convergence result when running SKETCHED-
SGD on a single machine. We then use properties of the Count Sketch to extend this result to the
distributed setting.
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For the first part, the key idea is to show that our heavy hitter recovery routine HEAVYMIX satisfies a
contraction property, defined below.
Definition 2 (τ -contraction [Stich et al., 2018]). A τ -contraction operator is a possibly randomized
operator comp : Rd → Rd that satisfies: ∀x ∈ Rd, E
[
‖x− comp(x)‖2
]
≤ (1− τ) ‖x‖2
Given a contraction operator with τ = k/d, and assuming that the stochastic gradients g are unbiased
and bounded as E
[
‖g‖2
]
≤ G2, choosing the step-size appropriately, Stich et al. [2018] give a
convergence rate of O
(
G2
µT +
d2G2L
k2µ2T 2 +
d3G3
k3µT 3
)
for sparsified SGD with error accumulation. As
stated in Lemma 1, HEAVYMIX satisfies this contraction property, and therefore inherits this
(single-machine) convergence result:
Lemma 1. HEAVYMIX, with sketch size Θ(k log(d/δ)) is a k/d-contraction with probability≥ 1−δ.
This completes the first part of the proof. To extend SKETCHED-SGD to the distributed setting,
we exploit the fact that Count Sketches are linear, and can approximate `2 norms. The full proof is
deferred to Appendix A.
5 Empirical Results
5.1 Training Algorithm
In practice, we modify SKETCHED-SGD in the following ways
• We employ momentum when training. Following Lin et al. [2017], we use momentum correc-
tion and momentum factor masking. Momentum factor masking mitigates the effects of stale
momentum, and momentum correction is a way to do error feedback on SGD with momentum
[Karimireddy et al., 2019].
• We use the Count Sketch to identify heavy coordinates, however we perform an additional round
of communication to collect the exact values of those coordinates. In addition, to identify the top
k heavy coordinates, we query the Count Sketch, and then each of the workers, for the top Pk
elements instead; this is a common technique used with sketching to improve stability. The total
resulting communication cost is Pk + |S|+ k per worker, where |S| is the size of the sketch, and
the last k corresponds to the the updated model parameters the parameter server must send back to
the workers.
• We transmit gradients of the bias terms uncompressed. The number of bias terms in our models is
< 1% of the total number of parameters.
Our emperical training procedure is summarized in Algorithm 3.
Algorithm 3 EMPIRICAL TRAINING
Input: k, ηt,m, T
1: ∀i : ui, vi ← 0
2: Initialize wi0 from the same random seed on each Worker.
3: for t = 1, 2, . . . T do
4: Compute stochastic gradient git Workeri
5: Momentum: ui ← mui + git Workeri
6: Error accumulation: vi ← vi + ui Workeri
7: Compute sketch Sit of vi and send to Parameter Server Workeri
8: Aggregate sketches St = 1W
∑W
i=1 S
i
t Parameter Server
9: Recover the top-Pk coordinates from St: g˜t = topPk(St) Parameter Server
10: Query all workers for exact values of nonzero elements in g˜t; store the sum in g˜t Parameter Server
11: Send the k-sparse g˜t to Workers Parameter Server
12: update wit+1 = wit − ηtg˜t on each worker Workeri
13: ui, vi ← 0, for all i s.t. g˜it 6= 0 Workeri
14: end for
5.2 Sketching Implementation
We implement a parallelized Count Sketch with PyTorch [Paszke et al., 2017]. The Count Sketch
data structure supports a query method, which returns a provable ±ε‖g‖2 approximation to each
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Figure 1: Learning curves for a transformer model trained on the WMT 2014 English to German
translation task. All models included here achieve comparable BLEU scores after 60,000 iterations
(see Table 1). Each run used 4 workers.
coordinate value. However, to the best of our knowledge, there is no efficient way to find heavy
coordinates in the presence of negative inputs. Fortunately, in our application, it is computationally
efficient on the GPU to simply query the sketch for every gradient coordinate, and then choose the
largest elements.
5.3 Large d
First, we show that SKETCHED-SGD achieves high compression with no loss in accuracy. Because
the sketch size grows as O(log d), we expect to see the greatest compression rates for large d.
Accordingly, we test on a transformer model with 90M parameters, and on a stacked LSTM model
with 73M parameters. We train both models on the WMT 2014 English to German translation task,
and we use code from the OpenNMT project [Klein et al., 2017]. In all cases, the compression factor
for SKETCHED-SGD is computed as 2d/(|S| + Pk + k), where 2d is the cost to send a (dense)
gradient and receive a new (dense) parameter vector, |S| is the sketch size, Pk is the number of
elements sent in the second round of communication, and the last k represents the number of modified
parameter values that must be sent back to each worker.
SKETCHED-SGD achieves the same theoretical convergence rate as top-k SGD, in which the
weight update consists of the top-k elements of the full mini-batch gradient. We therefore perform
experiments with SKETCHED-SGD using a value of k that yields good performance for top-k SGD.
Figure 2 shows top-k results over a range of values of k. Curiously, performance starts to degrade for
large k. Although performance on the training data should in principle strictly improve for larger k,
sparsifying gradients regularizes the model, so k < d may yield optimal performance on the test set.
In addition, we expect performance to degrade on both the training and test sets for large k due to
momentum factor masking. To mitigate stale momentum updates, momentum factor masking zeros
the velocity vector at the k coordinates that were updated in each iteration. In the limit k = d, this
completely negates the momentum, hindering convergence. For all SKETCHED-SGD experiments
on these two models, we use k = 100, 000, for which top-k SGD yields a BLEU score of 26.65
for the transformer and 22.2 for the LSTM. For reference, uncompressed distributed SGD with the
same hyperparameters achieves a BLEU of 26.29 for the transformer and 20.87 for the LSTM. Using
SKETCHED-SGD, we can obtain, with no loss in BLEU, a 40x reduction in the total communication
cost during training, including the cost to disseminate updated model parameters. See Table 1 for a
summary of BLEU results. Compression numbers include both the communication required to send
gradients as well as the cost to send back the new model parameters. We do not include the cost to
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Figure 2: True top-k results for a range of k. Left: two models (transformer and LSTM) on the WMT
2014 English to German translation task. Right: a residual network on the CIFAR-10 classification
task. For the larger models (left), true top-k slightly outperforms the baseline for a range of k. We
suspect this is because k-sparsifying gradients serves to regularize the model.
BLEU (transformer) BLEU (LSTM)
Uncompressed Distributed SGD 26.29 20.87
Top-100, 000 SGD 26.65 22.2
SKETCHED-SGD, 20x compression 26.875 –
SKETCHED-SGD, 40x compression 26.796 20.95 7
Table 1: BLEU scores on the test data achieved for uncompressed distributed SGD, top-k SGD, and
SKETCHED-SGD with 20x and 40x compression. Compression rates represent the total reduction
in communication, including the cost to transmit the updated model parameters. Larger BLEU
score is better. For both models, top-k SGD with k = 100, 000 achieves a higher BLEU score than
uncompressed distributed SGD. This difference may be within the error bars, but if not, it may be
that stepping in only the direction of the top-k is serving as a regularizer on the optimizer. Our
main experiments are on the transformer model, for which we run additional experiments using 20x
compression that we did not complete for the LSTM model.
request the Pk coordinates, nor to specify which k model parameters have been updated, since these
quantities can be efficiently coded, and contribute little to the overall communication.
Given that our algorithm involves a second round of communication in which Pk gradient elements
are transmitted, we investigate the tradeoff between a large sketch size and a large value of P .
Approaching a sketch size of zero corresponds to using a weight update that is the top-k of a
randomly chosen set of Pk gradient coordinates. Experiments with extremely small sketch size |S|
or extremely small values of P tended to diverge or achieve very low BLEU score. For values of
|S|/Pk closer to 1, we plot learning curves in Figure 1. As expected, uncompressed SGD trains
fastest, followed by top-k SGD, then 20x compression SKETCHED-SGD, then 40x compression
SKETCHED-SGD. For the two 20x compression runs, the ratio of the sketch size to the number
of exact gradient values computed has little effect on convergence speed. However, the higher
compression runs prefer a relatively larger value of P .
5.4 Large W
To re-iterate, the per-worker communication cost for SKETCHED-SGD is not only sub-linear in d,
but also independent of W . To demonstrate the power of this experimentally, we train a residual
5Sketch size: 5 rows by 1M columns; P = 36.
6Sketch size: 15 rows by 180,000 columns; P = 16.
7Sketch size: 5 rows by 180,000 columns, P = 26
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Figure 3: Tradeoff between compression and model accuracy for a residual network trained on
CIFAR-10. We show results for k = 50, 000 as well as k = 100, 000, and color code each trained
model based on the ratio of sketch size to the cost of the second round of communication. The (nearly
overlapping) solid orange and dashed blue lines show the accuracy achieved by top−k SGD for the
two values of k, and the black line shows the accuracy achieved by uncompressed distributed SGD.
All models in this plot were trained with 4 workers.
network on the CIFAR-10 dataset with SKETCHED-SGD, using up to 256 workers [Krizhevsky and
Hinton, 2009]. We compare to local top-k, a method where each worker computes and transmits
only the top-k elements of its gradient. The version of local top-k SGD we compare to is similar
to Deep Gradient Compression, except we do not clip gradients, and we warm up the learning rate
instead of the sparsity [Lin et al., 2017]. Results are shown in Figure 4. Neither algorithm sees an
appreciable drop in accuracy with more workers, up toW = 256. However, while the communication
cost of SKETCHED-SGD is constant in W , the communication cost for local top-k scales with W
until reaching Θ(d). This scaling occurs because the local top-k of each worker might be disjoint,
leading to as many as kW parameters being updated. In practice, we do in fact observe nearly linear
scaling of the number of parameters updated each iteration, until saturating at d (dashed orange line
in Figure 4). For W = 256, the communication of the updated model parameters back to each worker
is nearly dense (d ≈ 6.5× 106), reducing the overall compression of local top-k to at best ∼ 2×.
For a fixed small number of workers (W = 4), we also investigate the tradeoff between compression
rate and final test accuracy. Figure 3 shows this tradeoff for two values of k and a wide range of
sketch sizes and values of P . As expected, increasing the compression rate leads to decreasing test
accuracy. In addition, as evidenced by the color coding, using a very large sketch size compared to
Pk tends to yield poor results. Although high compression rates decrease accuracy, in our experience,
it is possible to make up for this accuracy drop by training longer. For example, choosing one of the
points in Figure 3, training with 17x compression for the usual number of iterations gives 92.5% test
accuracy. Training with 50% more iterations (reducing to 11x overall compression) restores accuracy
to 94%. In Figure 3, every model is trained for the same number of iterations.
6 Discussion
In this work we introduce SKETCHED-SGD, an algorithm for reducing the communication cost in
distributed SGD using sketching. We provide theoretical and experimental evidence that our method
can help alleviate the difficulties of scaling SGD to many workers. While uncompressed distributed
SGD requires communication of size 2d, and other gradient compressions improve this to O(d)
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Figure 4: Comparison between SKETCHED-SGD and local top-k SGD on CIFAR10. Neither
algorithm sees an appreciable drop in performance for up to 256 workers, but the amount of com-
munication required for local top-k grows quickly to ≈ d = 6.5 × 106 as the number of workers
increases. As a result, the best overall compression that local top-k can achieve for many workers is
2x.
or O(W ), SKETCHED-SGD further reduces the necessary communication to O(log d). Besides
reducing communication, our method provably converges at the same rate as SGD, and in practice
we are able to reduce the total communication needed by up to 40x without experiencing a loss in
model quality.
A number of other techniques for efficient training could be combined with SKETCHED-SGD, includ-
ing gradient quantization and asynchronous updates. We expect that the advantages asynchronous
updates bring to regular SGD will carry over to SKETCHED-SGD. And given that elements of gradi-
ent sketches are sums of gradient elements, we expect that quantizing sketches will lead to similar
tradeoffs as quantizing the gradients themselves. Preliminary experiments show that quantizing
sketches to 16 bits when training our ResNets on CIFAR-10 leads to no drop in accuracy, but we leave
a full evaluation of combining quantization, as well as asynchronous updates, with SKETCHED-SGD
to future work.
Machine learning models are constantly growing in size (e.g. OpenAI’s GPT-2, a transformer with
1.5 billion parameters [Radford et al., 2019]), and training is being carried out on a larger and larger
number of compute nodes. As communication increasingly becomes a bottleneck for large-scale
training, we argue that a method that requires only O(log d) communication has the potential to
enable a wide range of machine learning workloads that are currently infeasible, from highly parallel
training in the cloud, to Federated Learning at the edge [McMahan et al., 2016].
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Supplementary
A Proofs
Proof of Lemma 1. Given g ∈ R, the HEAVYMIX algorithm extracts all (1/k, `22)-heavy elements
from a Count Sketch S of g. Let gˆ be the values of all elements recovered from its sketch. For a
fixed k, we create two sets H (heavy), and NH (not-heavy). All coordinates of gˆ with values at least
1
k
ˆ`2
2 are put in H , and all others in NH , where ˆ`2 is the estimate of ‖g‖2 from the Count Sketch.
Note that the number of elements in H can be at most k. Then, we sample uniformly at random
l = k − |H| elements from NH , and finally output its union with H . We then do a second round of
communication to get exact values of these k elements.
Note that, because of the second round of communication in HEAVYMIX and the properties of the
Count Sketch, with probability at least 1− δ we get the exact values of all elements in H . Call this
the “heavy hitters recovery” event. Let gH be a vector equal to g at the coordinates in H , and zero
otherwise. Define gNH analogously. Conditioning on the heavy hitters recovery event, and taking
expectation over the random sampling, we have
E
[
‖g − g˜‖2
]
= ‖gH − g¯H‖2 + E
[
‖gNH − randl (gNH)‖2
]
≤
(
1− k − |H|
d− |H|
)
‖gNH‖2 ≤
(
1− k − |H|
d− |H|
)(
1− |H|
2k
)
‖g‖2
Note that, because we condition on the heavy hitter recovery event, g¯H = gH due to the second
round communication (line 9 of Algorithm 3). The first inequality follows using Lemma 1 from Stich
et al. [2018]. The second inequality follows from the fact that the heavy elements have values at least
1
k
ˆ`2
2 ≥ 12k ‖g‖2, and therefore ‖gNH‖2 = ‖g‖2 − ‖gH‖2 ≤
(
1− |H|2k
)
‖g‖2 .
Simplifying the expression, we get
E
[
‖g − g˜‖2
]
≤
(
2k − |H|
2k
)(
d− k
d− |H|
)
‖g‖2 =
(
2k − |H|
2k
)(
d
d− |H|
)(
1− k
d
)
‖g‖2 .
Note that the first two terms can be bounded as follows:(
2k − |H|
2k
)(
d
d− |H|
)
≤ 1 ⇐⇒ kd− |H| d ≤ kd− 2k |H| ⇐⇒ |H| (d− 2k) ≥ 0
which holds when k ≤ d/2 thereby completing the proof.
A.1 Proof of the main theorem
Proof of Theorem 1. First note that, from linearity of sketches), the top-k (or heavy) elements from
the merged sketch St =
∑W
i=1 S
i
t are the top-k of the sum of vectors that were sketched. We have
already shown in Lemma 1 that that extracting the top-k elements from S−T using HEAVYMIX gives
us a k-contraction on the sum of gradients. Moreover since the guarantee is relative and norms are
positive homogeneous, the same holds for the average, i.e. when dividing by W . Now since the
average of stochastic gradients is still an unbiased estimate, this reduces to SKETCHED-SGD on one
machine, and the convergence therefore follows from Theorem 2.
A key ingredient is the result in the one machine setting, stated below.
Theorem 2. Let f : Rd → R be a L-smooth µ-strongly convex function. Given T > 0 and
0 < k ≤ d, 0 < δ < 1, and a τk-contraction, Algorithm 2 SKETCHED-SGD with sketch size
O (k log(dT/δ)) and step size ηt = 1t+ξ , with ξ > 1 + 1+βτk(1+ρ) , with β > 4 and ρ =
4β
(β−4)(β+1)2 ,
after T steps outputs wˆT such that with probability at least 1− δ
E [f(wˆT )]− f(w∗) ≤ O
(
σ2
µT
+
G2L
τ2kµ
2T 2
+
G3
τ3kµT
3
)
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Proof of Theorem 2. The proof, as in Stich et al. [2018], just follows using convexity and Lemmas
3,2 and fact 3. The lemmas which are exactly same as Stich et al. [2018], are stated as facts. However,
the proofs of lemmas, which change are stated in full for completeness, with the changes highlighted.
From convexity we have that
f
(
1
QT
T∑
i=1
qtwt
)
− f(w∗) ≤ 1
QT
T∑
t=1
qtf(wt)− f(w∗) = 1
QT
T∑
t=1
qt (f(wt)− f(w∗))
Define t = f(wt)− f(w∗), the excess error of iterate t. From Lemma 2 we have,
E
[
‖w˜t+1 − w∗‖2
]
≤
(
1− ηtµ
2
)
E
[
‖w˜t − w∗‖2
]
+ σ2η2t −
(
1− 2
ξ
)
tηt + (µ+ 2L)E
[
‖at‖2
]
ηt
Bounding the last term using Lemma 3, with probability at least 1− δ, we get,
E
[
‖w˜t+1 − w∗‖2
]
≤
(
1− ηtµ
2
)
E
[
‖w˜t − w∗‖2
]
+ σ2η2t −
(
1− 2
ξ
)
tηt +
(µ+ 2L)4βG2
τ2k (β − 4)
η3t
where τk is the contraction we get from HEAVYMIX. We have alreay show that τk ≤ kd .
Now using Lemma 3 and the fist equation, we get,
f
(
1
QT
T∑
i=1
qtwt
)
− f(w∗) ≤
µξ4E
[
‖w0 − w∗‖2
]
8(ξ − 2)QT +
4T (T + 2ξ)ξσ2
µ(ξ − 2)QT +
256(µ+ 2L)βξG2T
µ2(β − 4)τ2k (ξ − 2)QT
Note that ξ > 2 + 1+βτk(1+ρ) . Moreover QT =
∑T
t=1 qt =
∑T
t=1(ξ + t)
2 ≥ 13T 3 upon expanding and
using the conditions on ξ. Also ξ/(ξ − 2) = O (1 + 1/τk).
Finally using σ2 ≤ G2 and Fact 1 to bound E
[
‖w0 − w∗‖2
]
≤ 4G2/µ2 completes the proof.
Lemma 2. Let f : Rd → R be a L-smooth µ-strongly convex function, and w∗ be its minima. Let
{wt}t be a sequence of iterates generated by Algorithm 2.
Define error t := E [f(wt)− f(w∗)] and w˜t+1 = w˜t − ηtgt be a stochastic gradient update step at
time t, with E
[
‖gt −∇f(wt)‖2
]
≤ σ2, E
[
‖gt‖2
]
≤ G2 and ηt = 1µ(t+ξ) , ξ > 2 then we have,
E
[
‖w˜t+1 − w∗‖2
]
≤
(
1− ηtµ
2
)
E
[
‖w˜t − w∗‖2
]
+ σ2ηt −
(
1− 2
ξ
)
tηt + (µ+ 2L)E
[
‖at‖2
]
ηt
Proof. This is the first step of the perturbed iterate analysis framework Mania et al. [2015]. We
follow the steps as in Stich et al. [2018]. The only change is that the proof of Stich et al. [2018] works
with bounded gradients i.e. E
[
‖g‖2
]
≤ G2. This assumption alone, doesn’t provide the variance
reduction effect in the distributed setting. We therefore adapt the analysis with the the variance bound
E
[
‖g −∇f(w)‖2
]
≤ σ2.
‖w˜t+1 − w∗‖2 = ‖w˜t+1 − w˜t + w˜t − w∗‖2 = ‖w˜t+1 − w˜t‖2 + ‖w˜t − w∗‖2 + 2 〈w˜t − w∗, w˜t+1 − w˜t〉
= η2t ‖gt‖2 + ‖w˜t − w∗‖2 + 2 〈w˜t − w∗, w˜t+1 − w˜t〉 = η2t ‖gt −∇f(wt)‖2 + η2t ‖∇f(wt)‖2 + ‖w˜t − w∗‖2
+ 2ηt 〈gt −∇f(wt),∇f(wt)〉+ 2ηt 〈w∗ − w˜t, gt〉
Taking expectation with respect to the randomness of the last stochastic gradient, we have that the term
〈gt −∇f(wt),∇f(wt)〉 = 0 by E [gt] = ∇f(wt). Moreover, the term E [gt −∇f(wt)]2 ≤ σ2. We
expand the last term as,
〈w∗ − w˜t,∇f(wt)〉 = 〈w∗ − wt,∇f(wt)〉+ 〈wt − w˜t,∇f(wt)〉
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The first term is bounded by µ-strong convexity as,
f(w∗) ≥ f(wt) + 〈∇f(wt),w∗ − wt〉+ µ
2
‖wt − w∗‖2
⇐⇒ 〈∇f(wt),w∗ − wt〉 ≤ f(w∗)− f(wt)− µ
2
‖wt − w∗‖2
≤ −t + µ
2
µ ‖w˜t − wt‖ − µ
4
‖w∗ − w˜t‖
where in the last step, we define t := f(wt) − f(w∗) and use ‖u + v‖2 ≤ 2(‖u‖2 + ‖v‖2). The
second term is bounded by using 2 〈u, v〉 ≤ a ‖u‖2 + 1a ‖v‖2 as follows,
2 〈wt − w˜t,∇f(wt)〉 ≤ 2L ‖wt − w˜t‖2 + 1
2L
‖∇f(wt)‖2
Moreover, from Facr 2, we have ‖∇f(wt)‖2 ≤ 2Lt. Taking expectation and putting everything
together, we get,
E
[
‖w˜t+1 − w∗‖2
]
≤
(
1− µηt
2
)
E
[
‖w˜t − w∗‖2
]
+ η2t σ
2
+ (µ+ 2L) ηtE
[
‖wt − w˜t‖2
]
+
(
2Lη2t − ηt
)
t
We now claim that the last term 2Lη2t − ηt ≤ − ξ−2ξ ηt or equivalently 2Lη2t −
(
1− ξ−2ξ
)
ηt ≤ 0.
Note that this is a quadratic in ηt which is satisfied between its roots 0 and 1Lξ . So it suffices to show
is that our step sizes are in this range. In particular, the second root (which is positive by choice of
ξ) should be no less than step size. We have ηt = 1µ(t+ξ) , ηt ≤ 1µξ ∀ t, the second root 1Lξ ≥ 1µξ
because smoothness parameter L ≥ µ, the strong convexity parameter, or equivalently the condition
number κ := L/µ ≥ 1. Combining the above with at = wt − w˜t, we get,
E
[
‖w˜t+1 − w∗‖2
]
≤
(
1− µηt
2
)
E [‖w˜t − w∗‖] + η2t σ2
+ (µ+ 2L) ηtE
[
‖at‖2
]
−
(
1− 2
ξ
)
ηtt
Fact 1. Rakhlin et al. [2012] Let f : Rd → be a µ-strongly convex function, and w∗ be its minima.
Let g be an unbiased stochastic gradient at point w such that E
[
‖g‖2
]
≤ G2, then
E
[
‖w − w∗‖2
]
≤ 4G
2
µ2
Fact 2. For L-smooth convex function f with minima w∗, then the following holds for all points w,
‖∇f(w)−∇f(w∗)‖2 ≤ 2L(f(w)− f(w∗))
Fact 3. Stich et al. [2018] Let {bt}t≥0 , bt ≥ 0 and {t}t≥0 , t ≥ 0 be sequences such that,
bt+1 ≤
(
1− µηt
2
)
bt − tηt +Aη2 +Bη3
for constants A,B > 0, µ ≥ 0, ξ > 1. Then,
1
QT
T−1∑
t=0
qtt ≤ µξ
3b0
8QT
+
4T (T + 2ξ)A
µQT
+
64TB
µ2QT
for ηt = 8µ(ξ+t) , qt = (ξ + t)
2, QT =
∑T−1
t=0 qt ≥ T
3
3
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Fact 4. Stich et al. [2018] Let {ht}t>0 be a sequence satisfying h0 = 0 and
ht+1 ≤ min
{
(1− τ/2)ht + 2
τk
η2tA, (t+ 1)
t∑
i=0
η2iA
}
for constant A > 0, then with ηt = 1t+ξ with ξ > 1 +
1+β
τk(1+ρ)
, with β > 4 and ρ = 4β(β−4)(β+1)2 , for
t ≥ 0 we get,
ht ≤ 4β
(β − 4) ·
η2tA
τ2k
Lemma 3. With probability at least 1− δ
E
[
‖at‖2
]
≤ 4β
(β − 4) ·
η2tG
2
τ2k
Proof of Lemma 3. The proof repeats the steps in Stich et al. [2018] with minor modifications. In
particular, the compression is provided by the recovery guarantees of Count Sketch, and we do a
union bound over all its instances. We write the proof in full for the sake of completeness. Note that
at = at−1 + ηt−1gt−1 − g˜t−1
We first claim that E
[
‖at‖2
]
≤ tη2tG2. Since a0 = 0, we have at =
∑t
i=1(ai − ai−1) =∑t−1
i=0(ηigi − g˜i). Using (
∑n
i=1 ai)
2 ≤ (n+ 1)∑ni=1 a2i and taking expectation, we have
E
[
‖at‖2
]
≤ t
t−1∑
i=0
E
[
‖ηigi − g˜i‖2
]
≤ t
t−1∑
i=0
η2iG
2
Also, from the guarantee of Count Sketch, we have that, with probability at least 1 − δ/T , the
following holds give that our compression is a τk contraction.
Therefore
‖at+1‖2 ≤ (1− τk) ‖at + ηtgt‖2
Using inequality (a+ b)2 ≤ (1 + γ)a2 + (1 + γ−1)b2, γ > 0 with γ = τk2 , we get
‖at+1‖2 ≤ τk
(
(1 + γ) ‖at‖2 +
(
1 + γ−1
)
η2t ‖gt‖2
)
≤ (2− τk)
2
‖at−1‖2 + 2
τk
η2t ‖gt‖2
Taking expectation on the randomness of the stochastic gradient oracle, and using E
[
‖gt‖2
]
≤ G2,
we have,
E
[
‖at+1‖2
]
≤ (2− τk)
2
E
[
‖at‖2
]
+
2
τk
η2tG
2
Note that for a fixed t ≤ T this recurrence holds with probability at least 1− δ/T . Using a union
bound, this holds for all t ∈ [T ] with probability at least 1− δ. Conditioning on this and using Fact 4
completes the proof.
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B Auxiliary results
We state the result of Stich et al. [2018] in full here.
Fact 5 ([Stich et al., 2018]). Let f : Rd → R be a L-smooth µ-strongly convex function. Given
T > 0 and 0 < k ≤ d, sparsified SGD with step size ηt = 1t+ξ , with ξ > 1 + d(1+β)k(1+ρ) , with β > 4
and ρ = 4β(β−4)(β+1)2 , after T steps outputs wˆT :
E [f(wˆT )]− f(w∗) ≤ O
(
G2
µT
+
d2G2L
k2µ2T 2
+
d3G3
k3µT 3
)
.
We now state theorem which uses on the norm bound on stochastic gradients. It follows by directly
plugging the fact the HEAVYMIX is a k/d-contraction in the result of Stich et al. [2018].
Theorem 3. Let f : Rd → R be a L-smooth µ-strongly convex function . Given T > 0 and
0 < k ≤ d, 0 < δ < 1, Algorithm 2 on one machine, with access to stochastic gradients such that
E
[
‖g‖2
]
≤ G2, with sketch sizeO (k log(dT/δ)) and step size ηt = 1t+ξ , with ξ > 1 + d(1+β)k(1+ρ) , with
β > 4 and ρ = 4β(β−4)(β+1)2 , after T steps outputs wˆT such that with probability at least 1− δ:
E [f(wˆT )]− f(w∗) ≤ O
(
G2
µT
+
d2G2L
k2µ2T 2
+
d3G3
k3µT 3
)
.
Theorem 4 ((non-convex, smooth)). Let {wt}t≥0 denote the iterates of Algorithm 2 one one machine,
on an L-smooth function f : Rd → R. Assume the stochastic gradients g satisfy E[g] = ∇f(w) and
E[‖g‖22] ≤ G2, and use a sketch of sizeO(k log(dT/δ)), for 0 ≤ δ ≤ 1. Then, setting η = 1/
√
T + 1
with probability at least 1− δ:
min
t∈[T ]
‖∇f(wt)‖2 ≤ 2f0√
(T + 1)
+
LG2
2
√
T + 1
+
4L2G2(1− k/d)
(k/d)2(T + 1)
,
where f0 = f(w0)− f?.
Theorem 5 ((convex, non-smooth)). Let {wt}t≥0 denote the iterates of Algorithm 2 one one machine,
on a convex function f : Rd → R. Define w¯t = 1T
∑T
t=0 wt. Assume the stochastic gradients g
satisfy E[g] = ∇f(w) and E[‖g‖22] ≤ G2, and use a sketch of size O(k log(dT/δ)), for 0 ≤ δ ≤ 1.
Then, setting η = 1/
√
T + 1, with probability at least 1− δ:
E[f(w¯t)− f?] ≤ ‖w0 − w
?‖2√
(T + 1)
+
(
1 +
2
√
1− k/d
k/d
)
G2√
T + 1
.
Our high probability bounds of Theorem 2 can be converted to bounds in expectation, stated below.
Theorem 6. Let f : Rd → R be a L-smooth µ-strongly convex function. Given T > 0 and
0 < k ≤ d, 0 < δ < 1, and a τk-contraction, Algorithm 2 one one machine, with sketch size
O (k log(dT/δ)) and step size ηt = 1t+ξ , with ξ > 1 + 1+βτk(1+ρ) , with β > 4 and ρ =
4β
(β−4)(β+1)2
and δ = O
(
k
poly(d)
)
after T steps outputs wˆT such that
EAE [f(wˆT )]− f(w∗) ≤ O
(
σ2
µT
+
G2L
τ2kµ
2T 2
+
G3
τ3kµT
3
)
Proof. Lemma 1 gives that with probability at least 1 − δ, HEAVYMIX is a k/d contraction. We
leverage the fact that the elements of countsketch matrix are bounded to convert it to bound in
expectation. As in the proof of lemma 1, given g ∈ R, the HEAVYMIX algorithm extracts all
(1/k, `22)-heavy elements from a Count Sketch S of g. Let gˆ be the values of all elements recovered
from its sketch. For a fixed k, we create two sets H (heavy), and NH (not-heavy). All coordinates
of gˆ with values at least 1k
ˆ`2
2 are put in H , and all others in NH , where ˆ`2 is the estimate of ‖g‖2
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table of counters
(a) Low level intuition behind the update step of
the Count Sketch.
M
w1 w2 wW
(b) Property of mergeability lets the parameter
server approximate the heavy coordinates of the
aggregate vector
from the Count Sketch. For a τk contraction with probability at least 1 − δ, we get the following
expectation bound.
EAE
[
‖g − g¯‖2
]
≤ (1− δ) (1− τk) ‖g‖2 + δO (poly(d)) ‖g‖2
≤ (1− τk
2
) ‖g‖2
where the last time follows because we choose δ = τk2O(poly(d)) . Since HEAVYMIX is a k/d contrac-
tion, we get the expectation bound of k/2d with δ = k2dO(poly(d))
C Sketching
Sketching gained its fame in the streaming model [Muthukrishnan et al., 2005]. A seminal paper
by Alon et al. [1999] formalizes the model and delivers a series of important results, among which
is the `2-norm sketch (later referred to as the AMS sketch). Given a stream of updates (ai, wi) to
the d dimensional vector g (i.e. the i-th update is gai+= wi), the AMS sketch initializes a vector
of random signs: s = (sj)dj=1, sj = ±1. On each update (ai, wi), it maintains the running sum
S += saiwi, and at the end it reports S
2. Note that, if sj are at least 2-wise independent, then
E(S2) = E(
∑
i gisi)
2 =
∑
i g
2
i = ‖g‖22. Similarly, the authors show that 4-wise independence is
enough to bound the variance by 4‖g‖22. Averaging over independent repetitions running in parallel
provides control over the variance, while the median filter (i.e. the majority vote) controls the
probability of failure. Formally, the result can be summarized as follows: AMS sketch, with a large
constant probability, finds ˆ`2 = ‖g‖2 ± ε‖g‖2 using only O
(
1
ε2
)
space. Note that one does not
need to explicitly store the entire vector s, as its values can be generated on thy fly using 4-wise
independent hashing.
Definition 3. Let g ∈ Rd. The i-th coordinate gi of g is an (α1, `2)-heavy hitter if |gi| ≥ α1‖g‖2.
gi is an (α2, `22)-heavy hitter if g
2
i ≥ α2‖g‖22.
The AMS sketch was later extended by Charikar et al. [2002] to detect heavy coordinates of the vector
(see Definition 3). The resulting Count Sketch algorithm hashes the coordinates into b buckets, and
sketches the `2 norm of each bucket. Assuming the histogram of the vector values is skewed, only
a small number of buckets will have relatively large `2 norm. Intuitively, those buckets contain the
heavy coordinates and therefore all coordinates hashed to other buckets can be discarded. Repeat the
same routine independently and in parallel O (logb d) times, and all items except the heavy ones will
be excluded. Details on how to combine proposed hashing and `2 sketching efficiently are presented
in Figure 5a and Algorithm 4.
Count Sketch finds all (α, `2)-heavy coordinates and approximates their values with error ±ε‖g‖2. It
does so with a memory footprint of O ( 1ε2α2 log d). We are more interested in finding (α, `22)-heavy
hitters, which, by an adjustment to Theorem 7, the Count Sketch can approximately find with a space
complexity of O ( 1α log d), or O (k log d) if we choose α = O ( 1k).
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Both the Count Sketch and the Count-Min Sketch, which is a similar algorithm presented by Cormode
and Muthukrishnan [2005] that achieves a ±ε`1 guarantee, gained popularity in distributed systems
primarily due to the mergeability property formally defined by Agarwal et al. [2013]: given a sketch
S(f) computed on the input vector f and a sketch S(g) computed on input g, there exists a function
F , s.t. F (S(f), S(g)) has the same approximation guarantees and the same memory footprint as
S(f + g). Note that sketching the entire vector can be rewritten as a linear operation S(f) = Af , and
therefore S(f + g) = S(f) + S(g). We take advantage of this crucial property in SKETCHED-SGD,
since, on the parameter server, the sum of the workers’ sketches is identical to the sketch that would
have been produced with only a single worker operating on the entire batch.
Besides having sublinear memory footprint and mergeability, the Count Sketch is simple to implement
and straight-forward to parallellize, facilitating GPU acceleration [Ivkin et al., 2018].
Charikar et al. [2002] define the following approximation scheme for finding the list T of the top-k
coordinates: ∀i ∈ [d] : i ∈ T ⇒ gi ≥ (1− ε)θ and gi ≥ (1 + ε)θ ⇒ i ∈ T , where θ is chosen to be
the k-th largest value of f .
Theorem 7 (Charikar et al., 2002). Count Sketch algorithm finds approximate top-k coordinates with
probability at least 1− δ, in space O
(
log dδ
(
k +
‖gtail‖22
(εθ)2
))
, where ‖gtail‖22 =
∑
i/∈top k g
2
i and θ is
the k-th largest coordinate.
Note that, if θ = α‖g‖2, Count Sketch finds all (α, `2)-heavy coordinates and approximates their
values with error ±ε‖g‖2. It does so with a memory footprint of O
(
1
ε2α2 log d
)
.
Algorithm 4 Count Sketch [Charikar et al., 2002]
1: function init(r, c):
2: init sign hashes {sj}rj=1 and bucket hashes {hj}rj=1
3: init r × c table of counters S
4: function update(i, fi):
5: for j in 1 . . . r:
6: S[j, hj(i)] += sj(i)fi
7: function estimate(i):
8: init length r array estimates
9: for j in 1, . . . , r:
10: estimates[r] = sj(i)S[j, hj(i)]
11: return median(estimates)
D Model Training Details
We train three models on two datasets. For the first two models, we use code from the OpenNMT
project Klein et al. [2017], modified only to add functionality for SKETCHED-SGD. The command
to reproduce the baseline transformer results is
python train.py -data $DATA_DIR -save_model baseline -world_size 1
-gpu_ranks 0 -layers 6 -rnn_size 512 -word_vec_size 512
-batch_type tokens -batch_size 1024 -train_steps 60000
-max_generator_batches 0 -normalization tokens -dropout 0.1
-accum_count 4 -max_grad_norm 0 -optim sgd -encoder_type transformer
-decoder_type transformer -position_encoding -param_init 0
-warmup_steps 16000 -learning_rate 1000 -param_init_glorot
-momentum 0.9 -decay_method noam -label_smoothing 0.1
-report_every 100 -valid_steps 100
The command to reproduce the baseline LSTM results is
python train.py -data $DATA_DIR -save_model sketched -world_size 1
-gpu_ranks 0 -layers 6 -rnn_size 512 -word_vec_size 512
-batch_type tokens -batch_size 1024 -train_steps 60000
-max_generator_batches 0 -normalization tokens -dropout 0.1
-accum_count 4 -max_grad_norm 0 -optim sgd -encoder_type rnn
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(a) log-log plot of training and test error against number
of iterations of the average iterate for SVM trained on
one class as positive and the rest as negative (1-v-all).
For simplicity, we only show the plot for one class.
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(b) log-log plot of training and test error of the num-
ber of iterations for regularized logistic regression.
The regularization parameter was fixed as 0.01.
-decoder_type rnn -rnn_type LSTM -position_encoding -param_init 0
-warmup_steps 16000 -learning_rate 8000 -param_init_glorot
-momentum 0.9 -decay_method noam -label_smoothing 0.1
-report_every 100 -valid_steps 100
We run both models on the WMT 2014 English to German translation task, preprocessed with a
standard tokenizer and then shuffled.
The last model is a residual network trained on CIFAR-10. We use the model from the winning entry
of the DAWNBench competition in the category of fastest training time on CIFAR-10 Coleman et al.
[2017]. We train this model with a batch size of 512, a learning rate varying linearly at each iteration
from 0 (beginning of training) to 0.4 (epoch 5) back to 0 (end of training). We augment the training
data by padding images with a 4-pixel black border, then cropping randomly back to 32x32, making
8x8 random black cutouts, and randomly flipping images horizontally. We use a cross-entropy loss
with L2 regularization of magnitude 0.0005.
Each run is carried out on a single GPU – either a Titan X, Titan Xp, Titan V, Tesla P100, or Tesla
V100.
E Additional experiments
E.1 MNIST
We train vanilla and sketched counterparts of two simple learning models: Support vector ma-
chines(SVM) and `2 regularized logistic regression on MNIST dataset. These are examples of
optimizing non-smooth convex function and strongly convex smooth function respectively. We
also compare against the theoretical rates obtained in Theorems 5 and 1. The sketch size used in
these experiments is size 280 (40 columns and 7 rows), and the parameters k and P are set as,
k = 10, P = 10, giving a compression of around 4; the number of workers is 4. Figure 5a and 5b
shows the plots of training and test errors of these two models. In both the plots, we see that the train
and test errors decreases with T in the same rates for vanilla and sketched models. However, these
are conservative compared to the theoretical rate suggested.
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