I. INTRODUCTION
Simultaneous stabilization of a collection of plants is an important problem in the area of robust control design. It is concerned with the determination of a single controller which simultaneously stabilize a finite collection of plants. The technique finds its applications in stabilizing linear plants characterized by different modes of operation (for instance, failure modes) or nonlinear plants linearized at several equilibria. In designing a control system with integrity, we have a nominal model, say P 0 , and at some point a structural change, such as a loss of a sensor or actuator, may occur, yielding a new model in the finite set fP1; . . . ; Pr g. In general, we expect to design a single controller which not only stabilizes every possible model in the finite set, but also provides acceptable performance.
Recently, Paskota et al. [12] proposed a computational technique for optimal simultaneous stabilization for linear single-input systems via linear state feedback control. In [4] , an iterative LMI algorithm was proposed to obtain output/state feedback gain for a collection of multiple-input multiple-output (MIMO) continuous-time plants. Cao et al. [5] proved that a finite number of continuous-time MIMO plants are simultaneously stabilizable via state feedback and static output feedback if and only if a set of coupled linear-quadratic (LQ) control problems with some compatible cross terms in the cost functional is feasible and then it is reduced to a coupled algebraic matrix inequalities (ARIs) problem. Lam and Cao [11] addressed the LQ simultaneous optimal control design for a set of continuous-time systems using the LMI-based approach.
A multirate approach is presented in Khargonekar et al. [9] , where a simultaneously stabilizing control law based on periodic dynamic compensators is proposed. The basic idea is to divide an output sampling interval into as many subintervals as there are plants to be stabilized and to implement a deadbeat controller for each plant. Although the approach employed is quite general, an issue it does not address is the closed-loop performance. This is because excessive intersampling ripple may occur under the restriction of deadbeat control. As a consequence, the closed-loop system may exhibit large overshoots and may be sensitive to parameters in many cases [6] . Although the problem of constant output feedback stabilization is still open since the nonconvexity of the solution set, which renders it a nontrivial computational task, analytical and numerical alike. Fortunately, it was shown in [2] that, if a system is controllable and observable, then for almost all output sampling rates, any self-conjugate pole configuration can be assigned to the discretized closed-loop system by periodic piecewise constant output feedback, provided that the number of gain changes is not less than the system controllability index. As a consequence, such a control law can stabilize a much larger class of systems than a constant output feedback.
In this paper, the simultaneous optimal control design is first addressed using the LMI approach for a collection of discrete-time MIMO plants via constant output feedback control. We show that the design of optimal simultaneous stabilization controller for a collection of discrete-time systems can be reduced to an optimization problem subject to a set of coupled matrix inequalities. Simultaneously optimal design of a set of LTI systems using periodic piecewise constant output feedback is then addressed. We show that the problem can be reduced to the design of an constant output feedback gain minimizing a set of equivalent discrete-time performance indexes for a set of LTI discrete-time systems. The explicit computing formulation of the equivalent discrete-time systems and performance indexes are derived.
II. SIMULTANEOUS LQ OPTIMAL CONTROL FOR DISCRETE-TIME SYSTEMS
Consider the following r discrete-time systems: The matrices A i , B i , and C i are constant and with appropriate dimensions and the triple (Ai; Bi ; Ci) are assumed to be stabilizable and detectable. The problem considered in this section is the design of a fixed constant output feedback control law
minimizing an upper-bound on the performance measures
for i = 1; . . . ; r, each associated with one of the plants (1), where standard linear-quadratic assumptions are made for each system, namely, all Q i 0, R i > 0, and Q i 0 S i R 01 i S T i 0, and the mathematical expectation E is used to take into account the dependence of J i on the initial conditions. We assume that x i (0) is a random variable with zero mean and unit covariance.
It is well known that for a given F , the performance measures in (3) are given by (6) In this case, the performance index takes value as Ji = trace(Pi).
If there exist real matrices F and G pi such that the Riccati equation (6) has a solution P i 0 with G pi = 0 and F can be selected to satisfy constraint (5), from optimal control theory it is the optimal feedback gain via state feedback. Theorem 1 is an extension of the result in [10] for discrete-time systems, where a similar necessary and sufficient condition on the static output feedback stabilizability was established for the continuous-time systems with Qi = C T i Ci; Si = 0 and R i = I. Since the concepts such as stabilizability and detectability are not explicitly employed in Theorem 1, the proof is comparatively much more transparent.
For a constant feedback gain F , which simultaneously stabilizes the r systems, it generally does not minimize every performance index (3) of the corresponding single plant, but there exist P i 0 such that the following Lyapunov inequalities hold:
T RiFCi < Pi:
Generally, the performance values trace(Pi) trace(P Therefore, we aim to determine an output feedback gain to minimize the sum of the performance index (3), i.e.,
trace(P i ) (8) where P i 0 satisfies Lyapunov inequality (7) for i = 1; . ..; r.
III. ILMI APPROACH TO SIMULTANEOUS OPTIMAL DESIGN
Note that for any P 0 i 0 satisfying Lyapunov equation (4), P i > P 0 i holds for any P i > 0 satisfying Lyapunov matrix inequality (7) [3] .
It is equivalent to
which may be rewritten as Theorem 1: There exists a solution (P i > 0; F) satisfying matrix inequality (7) if and only if there exist matrices F , P i > 0, and X i > 0 satisfying matrix inequality (10) for i = 1; . ..; r.
This theorem can be established along a similar line as in [11] . Using Schur complement, inequality (10) is equivalent to the following matrix inequality (11) This matrix inequality points to an iterative approach to solve for F and Pi, namely, if Xi is fixed in (11), then it reduces to an LMI problem on the unknown F and P i . The LMI problem is convex and can be solved if a feasible solution exists.
When Xi is fixed, however, LMI (11) is only a sufficient condition for the feasibility of the matrix inequality (7) . In fact, if we find a solution of LMI (11), then we find a solution of (7) . But, in general, it has no solution for a fixed Xi. On the other hand, we can solve the optimal output feedback problem repeatedly for modified systems with the pair (Ai; Bi; Ci) replaced by scaled pairs of the form (A i = j ; B i = j ; C i ), where j 1. This means that we can first determine a solution F j such that (A i + B i F j C i ) < j . That is, the closed-loop system matrices Ai + BiF j Ci have eigenvalues in the j -circle of in the complex z-plane. From the above derivation, we obtain a necessary condition for the feasibility of (7). Thus, matrix inequality (7) has a solution (P i > 0, F ) then there exist a real number 1 and a matrix X i > 0 such that
Based on the idea that all eigenvalues of A i + B i F C i are reduced progressively toward the unit circle through the reduction of , we may close in on the feasibility of (7). In other words, a stabilizing output gain will be found once 1. This technique can even be used to achieve a prescribed stability degree for the closed-loop system. The following algorithm is a discrete-time version of the algorithm proposed in [11] .
Algorithm 1: ILMI Algorithm for LTI Discrete-Time Systems
Step 1) SET j = 1, F j = 0 and j be a sufficiently large positive real number.
Step 2) LETÂ Step 3) SOLVE the following optimization problem for P j i , F j , and j . OP2: Minimize j subject to the LMI constraints: Step 4) IF j 1, SET j = 1, GOTO Step 6, ELSE SET j = j + 1 and j = j01 , F j =F j01 .
Step 5) IF j01 0 j < , a pre-determined tolerance, GOTO
Step 9, ELSE GOTO Step 2.
Step 6) SOLVE the following optimization problem for P j i and Step 7) IF 
GOTO
Step 6.
Step 8) IF j = 1, obtain the optimal solution P opt i
Step 9) This algorithm cannot get a feasible solution. STOP.
Remark 2:
In Step 1, we may set 1 kAk, then optimization OP1 must exist a feasible solution at j = 1. For j > 1, the existence of solution of OP1 can be guaranteed by (14) of the previous iteration. On the other hand, the existence of solution of optimization OP2 can be guaranteed by OP1. When a feasible solution is found in
Step 3, that is, the solution of OP2 satisfies j 1, the algorithm will go to Step 6 to compute iteratively the optimal solution. At this step, optimization OP3 is feasible because OP2 has a solution j 1. Remark 3: In practical control design, it is always desirable to design a control system which is not only stable, but also guarantees an adequate level of performance for every possible operating condition. Here, the guaranteed-cost performance design can also be treated and a minimization of a bound on all the performance measures, , can be sought where trace(Pi) ; i = 1; . ..; r 
IV. SIMULTANEOUS LQ DESIGN FOR MULTIRATE SAMPLED-DATA SYSTEMS
To make a distinction, continuous-time signals will be represented by (1) around an independent variable, whereas discrete-time signals will be represented by bracket [1] in the following.
It is interesting to explore the possibility to simultaneously stabilize a collection of LTI systems using periodic time-varying output feedback gains. A trivial necessary condition that the optimal multi-model constant/static output feedback problem has a solution for a time-invariant multi-model system of the form (1) is that there exists a stabilizing output feedback gain which simultaneously stabilizes all the systems. It is a well known fact that not all systems are stabilizable by constant output feedback, thus the approach proposed in Section III is not generally applicable. However, analogous to the single model case we can try to employ periodic constant output feedback for the control of LTI systems which are not stabilizable via constant output feedback. From [2] , [9] , it is known that provided the period N is chosen sufficiently high every LTI system can be stabilized by using periodic constant output feedback. Moreover, not only can each model of the multi-model system be stabilized by a periodic constant output feedback but an arbitrary fast dynamics can also be achieved simultaneously for all the models.
Consider We consider a controller which samples all the plant outputs with the same period h0 , and changes the ith plant input with shorter period h i (and is kept constant over the time interval of h i ), where h i = h 0 =N i , and N i are some positive integers. h 0 is called frame period, and Ni input multiplicity. This means that each component is fed into the system by means of the following zeroth-order hold mechanism u i (t) = u i (jh i ); t 2 [jh i ; (j + 1)h i ):
As in [2] and [8] , the control law is assumed to be piecewise constant. That is, it is given by 
A. Piecewise Constant Output Feedback System
For simplicity, we first consider the following single LTI continuous-time system _ x(t) = Ax(t) + Bu(t); y(t) = C x(t):
Let N be the least-common multiple of the entries of The discretized system of (22) at rate 1=h is as follows: where n ij is an integer satisfying n ij n i j < (n ij +1)n i . Obviously 0 n ij N i for all j . Note that f il (k) is a constant vector. Hence, 
which is the discretized state equation of continuous-time system (22) with sampling time h 0 . With (27), we can easily compute the discretized state response with sampling time h. 
The LTI system (32) can be seen as a state-sampled representation of (23), feeding by an augmented input vector (34) and producing an augmented output vector (33). It is easy to find that system (32) 
C. Simultaneous LQ Optimal Design
The above derivation for a single plant can be easily extended to simultaneous LQ optimal design for r continuous-time systems (17) by the same periodic constant output feedback controller (20) . By the derivation of the last subsection, the continuous-time system model (17) and the periodic piecewise constant output feedback control law (20) can be reduced to the following LTI discrete-time system models: Table I summarizes the resulting discrete performances at different sampling rates using periodic constant output feedback obtained by our ILMI algorithm. We find that as N increases, the optimal performance index decreases, when N is much larger than the system controllability index (in this example, it is equal to Step 1, the optimal performance indexes at different rates are close to that of continuous periodic output feedback given in [7] . However, when h = 3 and h = 10, N = 3, weak performance indexes are obtained. This is because both cases are simply too close to the inadmissible sampling time [1] . to find a simultaneous stabilizing periodic controller for a = 02. That is, we take Q i = 0:001I and R i = 0:001; S i = 0 for i = 1; 2. Let the sampling time be h = 1. When N = 1, the ILMI algorithm cannot obtain a feasible solution, but when we select N = 2, after 25 iterations we obtain This means that the above two plants can be simultaneously stabilized by a 2-periodic piecewise output feedback gain. When we set N = 10, after 21 iterations we obtain control law T . Obviously, the states of both systems converge to 0. However, the curves are much smoother when N is bigger. On the other hand, although the systems are stabilized by setting N = 2, the systems have larger overshoot when N is small.
