Plate notation for our model. The dashed variables will be collapsed out during Gibbs sampling. ρ = {c, b, q u , q u }, representing two parameters used in user interaction modeling and two biases specific to a user and her recipient. v u , v u , q u and q u are fixed by a regression based latent factorization method. Hyperparameters are omitted for clarity. the variable in ρ u,i,n are to be optimized to minimize the objective function. The last term denotes the probability of observing the text conditioned on θ i,s from learnt vector v i,s , interaction l u,i , and Dirichlet priors Ω.
Exact inference under the posterior distribution is intractable. We use Monte Carlo EM [1; 2] , an inference method that alternates between collapsed Gibbs sampling [3] and gradient descent, to estimate parameters in the model. In the E-Step, we perform Gibbs sampling for variables {y, z}, fixing the values of ρ. In the M-step, we perform gradient descent to update latent variables in ρ, fixing the values of {y, z}.
E-
Step. We present the derived Gibbs sampling update rules and assume the reader is familiar with the approach. Interested readers are referred to [3] for more details.
For the term in the mth position of argument n from user u on issue i, we jointly sample its switching variable y u,i,n,m and topic z u,i,n,m , conditioned on its Markov blanket. Let w = w u,i,n,m , s = s u,i and l = l u,i,n , let d denote the set of variables {u, i, n, m}.
where C w y=I,¬ d ,i denotes the number of times that w is sampled as a issue-specific term in issue i excluding the current term assignment; all the other Cs are defined in the same way. I(·) is an indicator function. η (·) is a summation over all the terms η w . Note that, when y = T, the term is topical term, we need to sample a topic label from θ i,s , which is a deterministic logit transformation of v i,s , specifically, θ
.
M-
Step. In this step, we perform gradient descent to learn latent variables in ρ by fixing the values of y and z. We then reformulate the objective function. 2) where N z u,i,n is the number of times topic z appears in user u's arguments in issue i. We used the expected counts obtained during the E-Step as we have assigned values to all the topics and switches. ρ u,i,n refers a set of latent variables {v i , q i , G, g, δ u , δ u , b u , b u , c 1 , c 2 }, and Υ is the set of Gaussian priors for all the variables in ρ u,i,n . O is a constant that does not depend on the variables in ρ u,i,n .
By computing first derivatives of J with respect to the variables in ρ, we can then update them using gradient descent.
3.3 Fast Inference. Generally, the E-Step takes more time than the M-Step, since in the E-Step, we need to update topic and switch assignments for all the terms (bigrams). For each term, we jointly sample its corresponding topic z and switch y, and for y = T, we sample topic from To speed up the inference step, we consider the inference method used in SparseLDA [4] . In SparseLDA, it takes only O(K w + K d ) instead of O(T ) time to sample a topic for a word w in document d, K w and K d denote the number of topics associated with w and d respectively. However, unlike SparseLDA, θ i,s is a Tdimension dense term that cannot be further decomposed. Thus we resolve to use the following treatment.
where
Here A(z) contains K w elements, corresponding to the number of topics co-occurring with the term w, and B(z) has T elements. To sample a topic, we first computeĀ = z A(z) andB = z B(z). We then chooseĀ orB to proceed based on their proportions. With the data structure used in SparseLDA, and by storing encoded values of (z, C w y,¬ d ,z ) in reverse-sorted arrays, we can calculateĀ and sample topic fromĀ in O(K w ) time. Note thatB is the same for all the terms from issue i and stance s, that means to updateB is cheap. As a result, with an initial cost for computinḡ B, it takes only O(1) time to updateB for a term. But to sample a topic fromB takes O(T ) time. This means "Religion" "Healthcare"
"Politics" "Same-sex marriage" "Death Penalty" "Bin Laden" we only have a speed gain when we chooseĀ to proceed. In our experiment, we findĀ A+B > 0.8, which means, in most cases, we need only O(K w ) to sample a topic. In all, to jointly sample a switch and a topic, for more than 80% of cases, we only need O(Y ) + O(K w ) time. We find this to be around three times as fast as the original method.
Qualitative Analysis
We present six popular topics based on θ i,s across issues in Table 1 . Topic labels are manually assigned.
We find "existence of God" and "same-sex marriage" are popular topics in our data. All these topics are readily identified based on their top topical words. Topical terms are similar to high-level issues of the existence of God, healthcare, and same-sex marriage. Since these topics are in the same space as the hidden factors in matrix factorization, they can serve as interpretable labels for the corresponding dimensions in matrix factorization.
We present top interaction words for both positive and negative interactions from φ L l ; see Table 2 . These words are automatically learned by our model, making use of interaction polarity of user arguments. The results show these interaction words are quite intuitive. We also present top issue-specific terms from φ I i for popular issues in Table 2 . These issues are hand picked by the authors from popular issues to cover a wider variety of issues as some issues are conceptually similar. Labels are assigned manually. Overall, these issuespecific terms the model discovers are easy to interpret. For example, on the issue "Does God Exist?", top terms are "no God", "scientific method," and "no proof." This shows that some users talk about the issue from a "science" perspective.
In all, these types of words discovered by our model provide a human-interpretable representation of topics, issues, and interactions present in the debate data, all through an unsupervised manner. Subjectively, we find these words to be meaningful.
