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El banano (musa spp) es uno de los productos agrícolas más cultivados en el 
mundo y es el principal producto agrícola en muchos países. Por sus beneficios 
nutricionales, esta fruta tropical es considerada un producto básico y contribuye a la 
seguridad alimentaria en gran parte de los países en desarrollo. Sus principales centros de 
producción están ubicados en Asia, América Central, Sudamérica y África, siendo los 
principales países exportadores de la fruta Ecuador, Filipinas, Guatemala, Costa Rica, 
Colombia y Honduras, en ese orden (Yeturu et al. 2016; FAO 2017).  
Las plantaciones de banano son afectadas por una serie de problemas fitosanitarios 
entre los cuales se destaca la Sigatoka negra (BLSD, por sus siglas en ingles Black 
Sigatoka Disease), enfermedad foliar considerada la principal amenaza de la producción 
bananera por su impacto devastador que causa pérdidas de hasta 80% de los rendimientos. 
BLSD es originada por el hongo patógeno Pseudocercospora fijiensis (Perera, 
Kelaniyangoda, & Salgadoe, 2013) y su desarrollo ocasiona necrosis de la planta en seis 
estados sintomáticos (Bakache et al., 2019) (tabla 1-1). 
 
Tabla 1-1 Escala de severidad de la Sigatoka negra (BLSD) 
ESTADO SÍNTOMAS 
1 Manchas amarillentas de menos de 1 mm en el envés de la hoja. 
2 Rayas cloróticas de color rojo o marrón de 1 a 5 mm. 
3 Similar a la etapa 2 pero las rayas son mayores de 5 mm hasta 2cm. 
4 Rayas elípticas marrones en el envés y rayas negras en el haz. 
5 Manchas totalmente negras que se han extendido al envés de la hoja. Las 
manchas están rodeadas por un halo amarillo. 
6 







La enfermedad afecta los tejidos de fotosíntesis de las hojas  y causa degeneración 
de la producción de clorofila (Chaerle et al., 2007), lo que produce cambios en la 
estructura foliar. La Sigatoka negra se caracteriza por una fase biotrófica asintomática 
seguida de una fase necrotrófica con síntomas visibles. En los primeros estadios de la 
enfermedad se presentan pequeñas lesiones o manchas oscuras en la parte inferior de hoja 
que se desarrollan en forma de líneas finas de color marrón con una longitud entre 2 y 3 
mm, en las cuales se establecen estructuras llamadas conidiosporas en donde se producen 
las esporas asexuales o conidios, la cuales se transiten por agua a cortas distancias, 
mientras que durante la fase sexual se producen gran cantidad de esporas ascosporas, que 
pueden ser dispersadas a largas distancias por las corrientes de aire y son las responsables 
de la diseminación de la enfermedad (Hidalgo et al., 2006). Como resultado del avance 
de la enfermedad las pequeñas líneas se unen y oscurecen hasta que se ennegrecen 
(Stover, 1980) presentando los primeros signos de necrosis. Luego, las zonas muertas se 
secan, causando la defoliación y la madurez temprana de la fruta. Una vez que aparecen 
los síntomas, el rendimiento de planta ya está comprometido (Marín et al., 2003; Hidalgo 
et al., 2006). Al inicio de la infección, la fase biotrófica pre-sintomática puede durar 
algunas semanas, después los síntomas se hacen visibles y la enfermedad se disemina 
afectando a la planta en forma irreversible (Marín et al., 2003) y causando pérdidas de la 
producción hasta del 85% (Luna-Moreno et al., 2019).  
La Sigatoka negra deteriora el área foliar de la planta, retrasa tanto la floración 
como la cosecha y reduce el llenado del racimo (Hidalgo et al., 2006). En la actualidad, 
los cultivos afectados son tratados con la aplicación de fungicidas químicos los cuales 




costos de control de la enfermedad y los daños al medio ambiente. Ante estas condiciones, 
los consumidores han reaccionado con mayor exigencia por una fruta libre del uso de 
plaguicidas. (Patiño L. F., Bustamante E., & Salazar L. M., 2007) 
La investigación de métodos y técnicas que permitan detectar la Sigatoka negra 
ha sido, durante muchos años, un tema de alto interés para los investigadores con el 
objetivo de controlar la expansión de la enfermedad. Actualmente, la detección de BLSD 
se realiza por evaluación visual de los síntomas o mediante análisis destructivos como 
pruebas de DNA o inmunológicas (Luna-Moreno et al., 2019).  
Entre los avances tecnológicos utilizados en Agricultura de Precisión se destacan 
los sistemas de imágenes hiperespectrales (HSI) y multiespectrales, los cuales, 
tradicionalmente han sido aplicados, con éxito, en estudios de largo y medio alcance de 
geografía, geología, ecología,  meteorología e hidrología entre otros (Levin, 1999) y en 
la última década, han sido utilizados en aplicaciones de corto alcance para la agricultura, 
tales como el monitoreo de la calidad de frutas, detección de manifestaciones de insectos 
o hierba en cultivos,  la detección y medición de la severidad de enfermedades de las 
plantas (Bock et al., 2010). En la Teledetección de largo alcance, el sensor se ubica a 
cientos a miles de kilómetros del objetivo, mientras que la de medio y corto alcance a 
distancias hasta cientos de kilómetros.  Los sensores hiperespectrales registran la energía 
reflejada en materiales en un amplio rango espectral (Lowe, Harrison, & French, 2017).  
Las propiedades ópticas de las hojas están relacionadas con los procesos 
fotosintéticos y de generación de energía que al ser afectados por una enfermedad 
producen cambios fisiológicos en las hojas que pueden ser detectados estudiando la 




Los cambios estructurales y químicos que ocurren durante una patogénesis han 
permitido la detección de enfermedades en otras plantas utilizando el análisis de imágenes 
hiperespectrales (Siche et al., 2016). Trabajos previos con remolacha (Mahlein, 2011), 
trigo (Ashourloo et al., 2014), tomate and lechuga (Lara et al., 2013) y otros detallados 
en el trabajo de Mishra et al. (2017) han provisto mayor conocimiento acerca de la 
relación entre las infecciones y las variaciones espectrales en las hojas. En plantas de 
banano, los trabajos de investigación utilizando imágenes hiperespectrales han sido 
enfocados en mediciones del tamaño de la fruta (Hu et al., 2015), control de madurez de 
la fruta (Intaravanne et al., 2012) y diferenciación entre Sigatoka negra y Amarilla 
(Bendini et al., 2015). Según nuestro mejor conocimiento, los métodos no destructivos 
basados en HSI para la detección temprana de BLSD no han sido evaluados todavía. 
Los cambios internos y externos de las hojas producidos por las enfermedades 
producen cambios en la reflectancia en diferentes regiones del espectro electromagnético. 
Los cambios en la estructura de las hojas producen cambios en la reflectancia (luz 
reflejada) en longitudes de onda de la región cercana al infrarrojo (NIR, 780-1350 nm) 
producto de variaciones en la fotosíntesis y los cambios en los pigmentos fotosintéticos 
son evidentes en la región visible (VIS, 380-780 nm). Con el uso de cámaras 
hiperespectrales se puede obtener imágenes en los rangos espectrales en los que se han 
detectado evidencias de cambios fisiológicos en los cultivos (Mahlein, 2011) y la 
variación en la reflectancia medida en una imagen hiperespectral puede ser utilizada como 
indicador potencial de la presencia de la enfermedad (Bock et al., 2010).  
Las imágenes hiperespectrales de las hojas conforman un set de datos 




distintivas como son: (1) alta colinealidad en las bandas adyacentes, (2) variabilidad de 
firmas hiperespectrales y (3) alta dimensionalidad debido a la elevada resolución espacial 
y espectral de los sensores hiperespectrales (Lu & Fei, 2014). Consecuentemente, es 
necesario aplicar metodologías de procesamiento multivariante capaces de correlacionar 
los perfiles hiperespectrales y las infecciones de las plantas con el fin de detectar e 
identificar en forma precisa las enfermedades en los cultivos  para la aplicación oportuna 
de estrategias de control de plagas y prevención de enfermedades (Han, Haleem, & 
Taylor, 2015).  
Varias investigaciones han asociado cambios metabólicos con signos pre-
sintomáticos de las enfermedades y los efectos bioquímicos o estrés ambiental en las 
plantas (Dunn & Ellis, 2005).  Específicamente, en relación al banano, el P. fijiensis 
modifica el patrón de transporte de los fotoasimilados (Hidalgo et al., 2006) destruyendo 
el tejido fotosintético, lo que induce un incremento en la fluorescencia, la emisión del 
calor y la reducción en la producción de clorofila debido a las lesiones necróticas y 
cloróticas, dando como resultado variaciones de reflectancia en regiones visibles (VIS) e 
infrarrojo cercano (NIR) del espectro electromagnético (Cevallos-Cevallos et al., 2018) 
que confirman los estudios realizados en otras plantas. 
 En estas condiciones, el pronóstico temprano de la BLSD tiene gran importancia 
tanto para productores como para consumidores de la fruta porque permite la 
racionalización de los fungicidas aplicados, logrando la reducción de los costos de 
producción y la mejora en el estado sanitario de los cultivos. El uso de imágenes 
hiperespectrales en la detección de la BLSD aventajan a los métodos tradicionales por ser 




aún no son visibles por el ser humano. En los estados iniciales de BLSD, tales como, el 
pre-sintomático (hojas infectadas sin síntomas), primer y segundo (ver tabla 1-1), los 
cambios físicos en la planta son mínimos, haciendo difícil la identificación visual de 
daños en las hojas. Además, las esporas asexuales y sexuales se desarrollan a partir del 
segundo estado de la enfermedad en adelante y son responsables de la diseminación de la 
enfermedad. Por lo tanto, la detección de BLSD en las etapas iniciales es crítica para 
controlar la enfermedad en tiempos de tratamiento más cortos y reducir el impacto en la 
calidad de la fruta, el medio ambiente y los costos de producción.  
 La caracterización de enfermedades de plantas utilizando datos hiperespectrales 
han sido el objetivo de numerosos trabajos de investigación en los cuales se ha utilizado 
avanzados  métodos de aprendizaje automático (ML) que han sido recopilados por   Lowe, 
Harrison & French (2017) y  Liakos et al. (2018), entre los cuales destacan: las máquinas 
de vector de soporte (Support Vector Machine SVM), redes neuronales artificiales 
(Artificial Neural Network ANN), Mínimos cuadrados parciales – análisis discriminante 
(Partial Least Squares-Discriminant Analysis PLS-DA), Análisis discrimante lineal 
(Linear Discriminant Analysis LDA), bosques aleatorios (random-forest RF) (Zhu et al., 
2017). 
Los métodos de aprendizaje automático buscan patrones en un alto número de 
variables con gran precisión pero a medida que mejora su capacidad predictiva se 
incrementa su complejidad y esto provoca una pérdida sensible de la capacidad de 
interpretabilidad de los resultados del modelo, esto enfrenta al investigador a la siguiente 




posiblemente menos preciso, pero con mayor interpretabilidad o un modelo más complejo 
que reporte mayor eficiencia predictiva pero menos entendible para los investigadores.  
Muchos de los problemas en los que se busca una excelente predicción también 
requieren del descubrimiento de puntos claves de entendimiento para la generación de 
nuevo conocimiento acerca de la causalidad o sobre el origen de los errores o predicciones 
no ajustadas al modelo porque que el modelo seleccionado requiere que se cumplan. En 
la mayoría de las tareas del mundo real, solo el resultado obtenido en predicción es una 
información incompleta. La interpretabilidad hace posible extraer este conocimiento 
adicional capturado por el modelo (Molnar, 2019). 
En este trabajo nosotros presentamos dos técnicas de análisis multivariante, PLS 
(Partial Least Squares) con regresión logística penalizada (PLS-PLR) y el HS-Biplot 
(HyperSpectral Biplot), que han sido implementadas para el tratamiento de las 
condiciones inherentes a los datos hiperespectrales y que combinan el alto poder de 
predicción de PLS junto con la alta interpretabilidad de la estructura de los datos que 
ofrece el biplot. 
PLS-PLR ha sido implementado aplicando mejoras en el algoritmo PLS que lo 
convierte en un método robusto para resolver los principales problemas de los datos 
hiperespectrales como lo es eliminar la multicolinealidad, reducir el sesgo (bias), 
controlar el sobre-ajuste (overfitting) y eliminar los efectos de la separación de datos. Por 
otro lado, el HS-Biplot permite la representación gráfica de la estructura de las tablas, es 
decir, la conformación de grupos de individuos (similaridad) y la relación con longitudes 




resultados con alta precisión en la predicción y mejorar la interpretación de las estructuras 
de los datos. 
El objetivo principal de esta investigación es desarrollar un método no destructivo 
de detección temprana de la Sigatoka negra mediante la aplicación de las técnicas de 
análisis multivariante PLS con regresión logística penalizada (PLS-PLR) y HS-Biplot 
(HyperSpectral Biplot) en cubos hiperespectrales de hojas de banano obtenidos mediante 
un sistema de teledección de corto alcance.  
Los objetivos específicos son los siguientes: 
 Obtener imágenes hiperespectrales de las hojas de plantas de banano sanas 
e inoculadas con el hongo Pseudocercospora fijiensis de la Sigatoka negra.  
 Realizar el pre-procesamiento de las imágenes que contienen la medición 
de la reflectancia de las hojas de banano para la aplicación de las técnicas 
propuestas. 
 Desarrollar un modelo predictivo multivariante con dimensión reducida 
aplicando PLS-PLR en una muestra de hojas no-infectadas e infectadas y 
aplicarlo para evaluara la presencia de enfermedad Sigatoka negra en 
nuevas hojas de banano. 
 Aplicar HS-Biplot para representar la estructura de la tabla de datos y 
obtener evidencia visual de las relaciones entre grupos de individuos y 
variables. 
 Realizar un análisis comparativo con las técnicas NPLS-DA, SVM y redes 
neuronales en base a los resultados de la evaluación del poder predictivo 

















2.1 FUNDAMENTOS DE LOS SENSORES REMOTOS. 
La teledetección, traducción del término en inglés Remote Sensing, también 
llamada percepción remota, sirve para designar las actividades de observación, 
adquisición e interpretación de información de alguna propiedad de un objetos o 
fenómenos sin que exista contacto material con el objeto o fenómeno en estudio (Levin, 
1999). Los sistemas de teledetección recopilan datos mediante la detección de la radiación 
electromagnética que fluye desde los objetos observados hacia un sensor (cámara, escáner 
o un radar) situado en una plataforma (satélite, avión, dron, etc), luego son analizados y 
procesados para obtener información detallada acerca de las propiedades físicas de los 
objetos en observación.    
Los sensores reciben la energía radiante reflejada en los objetos, la cual será 
registrada en una imagen que presenta la disposición espacial de los espectros de 
reflectancia.  Si la energía reflejada proviene del Sol, los sensores utilizados se denominan 
pasivos y si proviene de la misma plataforma en la cual está ubicado el sensor, estos 
toman el nombre de sensores activos (Dyring, 1973).  
 
2.1.1 Las ondas electromagnéticas 
Las ondas electromagnéticas son combinaciones de campos eléctricos (?⃗? ) y 
magnéticos (?⃗? ) que se trasladas en el espacio a la velocidad de luz. 
𝑐 = 𝜆𝑣     (2.1.1) 
Donde, 




λ: es la longitud de onda 
v: es la frecuencia 
 
 




La amplitud es la altura máxima de la onda. La distancia de un ciclo completo o 
un periodo espacial es la longitud de onda (λ) y es medida en metros (m), nanómetros (nm 
= 10-9 m) o micrómetros (µm = 10-6 m). El número de ciclos o perturbaciones en un 
periodo de tiempo es la frecuencia (v) y se mide en hercios o herz (Hz) que equivale al 
número de ciclos por segundo (figura 2.1). La velocidad de la luz c es un valor constante 
(3 x 108 m/s) (Chuvieco, 1991). 
Cuando la energía electromagnética encuentra materia en estado sólido, líquido o 
gaseoso se producen cambios en la radiación incidente debido a la oscilación de las 




longitud de onda, polarización y fase. La composición y textura de la superficie de destino 
determina el tipo de interacción con la energía recibida, esto es, absorción, refracción o 
reflexión. 
La absorción se produce cuando la frecuencia de la energía electromagnética 
incidente coincide o es próxima a la frecuencia de oscilación de los electrones del 
material, lo que ocasiona que el fotón transfiera toda su energía al electrón obligándolo a 
dar un salto desde un estado energético basal o fundamental a un estado de mayor energía 
(estado excitado), la misma que se transforma en energía térmica. En este caso, el material 
es opaco para la energía electromagnética retenida. La absorbancia o índice de absorción 
depende de la estructura atómica y de las condiciones del medio (pH, temperatura, fuerza 
iónica, constante dieléctrica) (Díaz et al., 2010). 
La refracción se produce si la radiación incidente es re-emitida de un medio a otro 
y cambia de dirección y su velocidad. En este caso el material es transparente a esa 
radiación.  
La reflexión se produce cuando la radiación regresa al medio donde se originó, 
pero en un ángulo diferente al de incidencia. Existen 2 tipos de reflexión: la reflexión 
especular y la reflexión difusa (figura 2.2). En el mundo real, se encuentra una 
combinación de las dos. 
La reflexión especular, o reflexión en forma de espejo, se produce cuando toda la 
energía o la mayor parte de ella, se dirige fuera de la superficie de incidencia en una sola 
dirección.  
La reflexión difusa ocurre cuando la luz incide en superficies rugosas por lo que 




la superficie si la energía se refleja en forma especular o difusa, o en algún punto 
intermedio (Kerle, Jansen, & Huurnerman, 2004). 
 
 
Figura 2.2 Diagrama esquemático de los tipos de reflexión. 
     
2.1.1.1 Magnitudes Radiométricas  
La energía absorbida o emitida se mide en fotones utilizando la ecuación de 
Planck: 
𝑄 = ℎ𝑣 = ℎ 
𝑐
𝜆
                                                     (2.1.2) 
Donde  
Q es la energía de luz absorbida o emitida medida en Joules (J), 
v es la frecuencia de la energía electromagnética, en herz (Hz) y  
h es la constante de Planck, 6.626 x 1034 J.s.  
 





Transmitancia. – se produce cuando la radiación atraviesa la sustancia. La 
relación entre la cantidad de luz transmitida que llega al detector después de que ha 
atravesado la muestra es llamada transmitancia.  
Absorbancia.- Nos indica la cantidad de radiación que penetra una superficie,  es 
absorbida e incorporada a la estructura molecular del objeto (Díaz et al., 2010).   
Reflectancia. - La radiación es reflejada en forma especular o difusa. Se calcula 
mediante el cociente entre la energía reflejada y la energía incidente.  
La energía incidente es la suma de la energía absorbida, transmitida y reflejada. 
𝐸𝐼 = 𝐸𝐴 + 𝐸𝑇 + 𝐸𝑅     (2.1.3) 
Donde, 
EI: Radiación que incide en un objeto 
EA: Radiación absorbida 
ET: Radiación transmitida 
ER: Radiación reflejada 
La reflectancia es medida como el porcentaje de energía que se refleja en la 
superficie del material. Cuando un objeto es irradiado por el haz de luz se produce una 
reflectancia característica que depende de la composición de la muestra. 
 La reflectancia en una longitud de onda determinada, depende de las 
características física y químicas del objeto, por lo que es posible identificar cambios en 
las características del material comparando la reflectancia en cada longitud de onda, que 
en conjunto conforman firma espectral de cada material, antes y después del cambio. Las 
firmas espectrales son utilizadas en el análisis de imágenes hiperespectrales para obtener 




reflectancia toma valores entre 0 y 1 o se expresa en porcentaje entre 0 y 100 % (Levin, 
1999). 
𝑅𝑒𝑓𝑙𝑒𝑐𝑡𝑎𝑛𝑐𝑖𝑎 =  
𝐸𝑅
𝐸𝐼
⁄     (2.1.4) 
 
2.1.1.2 Espectro Electromagnético 
El rango total de longitudes de onda es llamado espectro electromagnético (figura 
2.3) La teledetección opera en varias regiones del espectro electromagnético, 
dependiendo de la capacidad del sensor utilizado. 
Las ondas electromagnéticas han sido organizadas en grupos contiguos de acuerdo 
con las longitudes de onda que conforman el espectro electromagnético. 
 
 
Figura 2.3 Espectro electromagnético.  
(Recuperada de http://chemgroups.ucdavis.edu/~larsen/ChemWiki.htm). 
 




Cada uno de los tipos de onda corresponden a intervalos de longitud de onda o 
frecuencia. Así:  
 
Tabla 2-1 Clasificación del Espectro electromagnético 
ESPECTRO ELECTROMAGNÉTICO 
Tipo Long. De Onda Frecuencia 
Radio 
Muy Baja Frecuencia > 10 Km < 30 KHz 
Onda Larga < 10 Km > 30 KHz 
Onda Media < 650 m > 650 KHz 
Onda Corta < 180 m > 1.7 MHz 
Muy Alta Frecuencia < 10 m > 30 MHz 
Ultra Alta Frecuencia < 1 m > 300 MHz 
Microondas  < 30 cm > 1.0 GHz 
Infrarrojo 
Lejano < 1 m > 300 GHZ 
Medio < 50 µm > 6 THz 
Cercano < 2.5 µm > 120 THz 
Luz Visible  < 780 nm > 384 THz 
Ultravioleta 
Cercano < 380 nm > 789 THz 
Extremo < 200 nm > 1.5 PHz 
Rayos X  < 10 nm > 30 PHz 
Rayos Gamma  < 10 pm > 30 Ehz 
 
 
2.1.2 Escáneres de teledección 
Los escáneres o sensores utilizados en teledección son dispositivos que reciben 
las ondas electromagnéticas y las convierten en una imagen que está dividida en bandas 
del espectro electromagnético (Roman-Gonzalez & Vargas-Cuentas, 2013). Los sensores 
son instalados en plataformas estáticas o móviles dependiendo del tipo de información 
que sea requerida. A mayor altura, el sensor cubre mayor área, pero el detalle que puede 




Existen diferentes tipos de sensores para diferentes tipos de aplicaciones. Los sensores 
multiespectrales han sido optimizados a través del tiempo y son clasificados por el ancho 
de banda que pueden capturar, la resolución espectral y espacial. Los primeros sensores 
aparecieron en los años 60 con menos de 20 bandas espectrales en las regiones visible, 
infrarrojo reflectivo (IR) e infrarrojo termal. En primer escáner multiespectral se lanzó en 
1972 y fue instalado en el satélite Landsat 1. El desarrollo tecnológico de los sensores da 
sus frutos en el año 2000 en el que se presentan sensores con elevado número de bandas 
y con un número mayor de pixeles como es el caso del Hyperion, sistema sensor con 220 
bandas, 30 m por pixel y datos de 10 bits. Este tipo de sensor con muchas bandas 
espectrales son llamados hiperespectrales.(Landgrebe, 2002).  
 
 
Figura 2.4 (A) Bandas multiespectrales y (B) Bandas hiperespectrales. (Adão, T. et al., 
2017) 
 
2.1.2.1 Tipos de sensores de teledetección 
Cámara aérea digital. –  la cámara digiral, compuesto de lentes y CCD (Charge 
Couple Device) es el más antiguo de los sensores pasivos. Registra una imagen completa 
con una sola exposición en longitudes de onda en el rango entre 400 nm y 900 nm dividida 




incorporado utilizando un color falso. Se las encuentra en aviones para realizar fotografías 
aéreas. Son utilizadas principalmente en mapeo topográfico y catastral. 
Escáner multiespectral. – este tipo de sensor obtiene observaciones punto por punto 
y línea por línea mientras que una cámara aérea realiza registra una imagen completa con 
una sola exposición y la divide en decenas de bandas espectrales. El sensor escanea 
sistemáticamente la superficie a observar y mide la energía reflejada en algunas decenas 
de bandas de longitudes de onda.  
Sensores hiperespectrales o Espectrógrafo. - Tiene el mismo funcionamiento que 
los sensores multiespectrales, pero poseen mejor resolución de longitud de onda (5 nm y 
10 nm) y pueden funcionar en un amplio intervalo del espectro electromagnético, que 
incluyen luz visible, ultravioleta e infrarrojo, dividido en muchas bandas espectrales (50 
a 500). Los sensores hiperespectrales pueden obtener miles de los espectros que 
identifican los componentes a nivel de pixel y al mismo tiempo su alta resolución espacial 
permite obtener la distribución espacial a distancias desde micrómetros hasta decenas de 
centímetros (Maldonado, Fuentes, & Contreras, 2018).  
Otros sensores son el escáner térmico, radiómetro microonda, escáner laser, radar de 
imágenes, radar altímetro, sonar de barrido lateral, etc. (Kerle, Jansen, & Huurnerman,  
2004).  
Los sensores son instalados en distintas plataformas para estudiar objetivos a distintas 
distancias, lo que conlleva a una clasificación de la teledetección de acuerdo con el 
alcance en el que se realiza el estudio: de largo alcance (long range) cuando el sensor se 
ubica de cientos a miles de kilómetros del objetivo en una plataforma que, por lo general, 




distancias entre cientos de kilómetros en plataformas aéreas como aviones, helicópteros 
y vehículos no tripulados (UAVs Unmanned Aerial Vehicles) grandes; finalmente, la 
teledetección de corto alcance o rango corto, que cubren distancias menores a centenas 
de metros hasta centímetros o milímetros del objetivo. Entre las plataformas utilizadas en 
teledetección de corto alcance están pequeños UAVs, vehículos terrestres, dispositivos 
portátiles e instalaciones estacionarias (Frey, 2019). 
 
 





2.2 LAS IMÁGENES HIPERESPECTRALES Y SUS 
APLICACIONES 
La teledetección hiperespectral, también conocida como espectropía de imágenes es 
una técnica que incluye los procesos de medición, análisis e interpretación de la radiación 
electromagnética registrada por un sensor hiperespectral (Plaza et al., 2006). Además de 
la gran capacidad para detectar las características físicas del material inspeccionado, la 
imagen hiperespectral tiene otras ventajas sobre los métodos tradicionales como lo son: 
procesos de preparación de la muestra reducidos, es una técnica no destructiva con 
tiempos de adquisición rápidos y visualización de la distribución espacial de las 
variaciones químicas del material (Elmasry & Sun, 2010). Por otro lado, entre sus 
desventajas están el costo superior frente a otros tipos de sensores ópticos y la elevada 
carga computacional que se requiere para procesar este tipo de datos con elevada 
dimensión espectral. Para atenuar esta última desventaja, una práctica muy utilizada es 
aplicar técnicas de reducción de la dimensionalidad de las imágenes, logrando una 
representación mínima que contiene las características necesarias para realizar el estudio 
deseado (Chang, 2016). 
La diversidad y versatilidad de los sensores hiperespectrales compactos desarrollados 
durante la última década junto con los avances de las unidades de procesamiento gráficas 
(GPU’s) han generado un gran impulso y flexibilidad en las aplicaciones de teledetección 
de corto alcance. Actualmente existen una gama muy alta de dispositivos para 
aplicaciones hiperespectrales que permite seleccionar sensores y plataformas para cada 
aplicación, tales como el uso de trípodes, UVAs, aviones ligeros o sistemas de laboratorio 




Los sensores hiperespectrales son utilizados en aplicaciones de Geología, Geografía y 
Agricultura para detectar materiales y especies en la superficie, como mapas de 
vegetación,  análisis de suelos, identificación de minerales en la superficie y relieve 
superficies geográficas (Slaton, Raymond Hunt Jr., & Smith, 2001). Además, las 
imágenes hiperespectrales pueden utilizarse para obtener información más detallada de la 
calidad de alimentos y productos de fabricación, detección de residuos  mineros y mapeo 
de presencia de microorganismos y contaminación en masas de agua (Aalderink, Klein, 
Padoan, Bruin, & Steemers, 2010; Tan, 2017). En los últimos treinta años se han logrado 
avances prometedores con el procesamiento de imágenes hiperespectrales (HSI 
Hyperspectral Imaging) de corto alcance aplicado a la agricultura (Mahlein et al., 2012), 
tecnología relativamente nueva que está siendo aplicada en la agricultura con excelentes 
resultados para monitoreo de la calidad de la fruta, detección de residuos fecales en 
alimentos, detección de insectos y maleza en cultivos y para la detección de enfermedades 
y fenotipado de las plantas (Bock et al. 2010; IB, Antonio, & Almorox 1999).   
 
2.2.1 Sistema Hiperespectral 
Los sistemas hiperespectrales están compuestos de cuatro elementos principales: 
fuente de luz, lentes, espectrógrafo y detector de área (figura 2.6).  
Las fuentes de luz utilizadas en configuraciones HSI de laboratorio son las lámparas 
halógenas y las LED.  Las fuentes halógenas cubren longitudes de onda en los rangos VIS 
y NIR de manera uniforme sin pico agudos y consumen baja energía. Sin embargo, los 
cambios de temperatura y voltaje producen picos en la respuesta espectral.  Las fuentes 




producen luz en longitudes de onda de banda corta en regiones ultravioleta, visible e 
infrarroja y de banda ancha, en diferentes disposiciones de luces.  
Los lentes objetivos son elementos claves porque de ellos depende el enfoque de la luz 
entrante desde un área en un elemento detector para formar un pixel de la imagen.  
El espectrógrafo es un componente fundamental del sistema HSI que sirve para separar 
la luz en las distintas longitudes de onda por medio de una rejilla de difracción que separa 
la luz policromática en las longitudes de onda que la constituyen.  Cuando la luz incide 
en la rejilla de difracción, cada longitud de onda se refleja en diferentes ángulos. La rejilla 
está formada por una capa reflectante que contiene ranuras paralelas. El ángulo de la 
ranura permite que sea reflejada una longitud de onda determinada. 
El detector de área convierte los fotones en energía eléctrica que luego es digitalizada. 
Para ello, el dispositivo de carga acoplada (Charge Coupled Device CCD) es el más 
utilizado. El CCD está formado por fotodiodos configurados como un arreglo 1-D para 
detectar por líneas o 2-D para detectar por áreas. Otra alternativa con mayor velocidad y 
menor costo es el sensor CMOS (Mishra et al., 2017). 
 
 






La operación de adquisición de las imágenes hiperespectrales en los sistemas 
presentados en la sección anterior puede realizarse aplicando una de las cuatro técnicas 
siguientes: exploración por punto (whisk-broom), barrido por línea (push-broom), barrido 
por área (spectral scanning) y captura instantánea (non-scanning) (figura 2.7).  
En la exploración por punto el proceso de registro se realiza pixel por pixel. El detector 
o la muestra se mueve en las dos dimensiones espaciales. Aunque es muy útil para casos 
en los que se requiere alta resolución espectral, este proceso es lento.  
En el barrido por línea el escáner o la muestra se mueven en una sola dirección 
realizando la captura línea por línea. Este método es el más utilizado.  
En el barrido por área se realiza la captura de toda la imagen en una longitud de onda 
a la vez hasta completar todo el rango de longitudes de onda. Se puede utilizar para 
escanear un rango de longitudes de onda seleccionado.  
En el método de captura instantánea se captura todas las longitudes de onda en toda la 






Figura 2.7 Métodos de adquisición de imágenes hiperespectrales (Ma et al., 2019). 
 
Las imágenes captadas por los sensores hiperespectrales o espectrómetros de imagen 
conforman un conjunto de datos tridimensional con dos dimensiones espaciales y una 
dimensión espectral de longitud igual al número de bandas espectrales que recibe el 
sensor, que se conoce como el cubo HS o hipercubo (figura 2.8) (Vo-Dihn, 2004). Los 
valores capturados para cada pixel corresponden a la reflectación en cada banda a lo largo 
del espectro electromagnético y definen la firma espectral que permite distinguir 
diferentes componentes y los cambios que se producen en ellos (Richards, 2013).  
La resolución espacial del sensor representa la capacidad de detectar una 
característica más pequeña posible, mientras que los pixeles son las unidades más 
pequeñas de una imagen. Cuando una imagen es presentada en resolución completa, cada 
pixel representa el área especificada por la resolución espacial. Los arreglos de pixeles 




La resolución radiométrica describe la habilidad para discriminar mínimas 
cantidades de energía. Mientras menor es la resolución radiométrica, el sensor es más 
sensible para detectar pequeñas diferencias en energía reflejada. 
La resolución digital es el número de bits que son utilizados para representar un valor 
de reflectancia en la imagen. Mientras mayor sea el número bits, mayor será el número 
de niveles de brillantez que puede ser registrado. La resolución radiométrica está 
directamente relacionada con la resolución digital. 
La resolución espectral corresponde al número de bandas espectrales que el 
dispositivo puede medir. La elevada resolución espectral de los sensores hiperespectrales 
permiten detectar la energía reflejada en cientos de bandas espectrales muy finas lo que 









2.2.2 Firma Espectral  
La firma espectral o espectro en un punto de un determinado material es el conjunto 
de valores de radiancia o reflectancia en los diferentes canales espectrales del sensor. Si 
el número de bandas espectrales del sensor es muy grande y las bandas son muy estrechas, 
la firma espectral puede ser considerada como un espectro casi continuo (Muriel, 2009). 
 
 
Figura 2.9 Firmas espectrales de algunos materiales (Fajardo Reina, 2019). 
 
La firma espectral determina patrones del comportamiento de la reflectancia de 
cualquier material expuesto a una fuente de luz. En la figura 2.9 se puede observar las 
curvas de reflectancia características de algunos materiales en la superficie de la Tierra. 
Los cambios en los valores de reflectancia en distintas longitudes de onda permiten 
identificar los cambios en los materiales, por ejemplo, el espectro de agua clara muestra 
niveles de reflectancia mayores en el rango visible, los cuales pueden alterados por el 
contenido de fitoplancton en el agua y como resultado la reflectancia se reduce. La 




herramienta más importante para el análisis de componentes sólidos y líquidos (Marten, 






2.3 DETECCIÓN DE ENFERMEDADES EN PLANTAS 
UTILIZANDO HSI 
En los últimos años se han producido importantes avances en la aplicación de técnicas 
de automatización y control de los procesos agrícolas, lo cual se ha enmarcado en el 
concepto de “Agricultura de Precisión”, mediante la aplicación de nuevas tecnologías 
para el control de la producción agrícola, entre las que se encuentra la teledetección 
hiperespectral (Gebbers & Adamchuk, 2010). La tecnología de sensores hiperespectrales 
ha tenido un desarrollo significativo logrando convertirse en una herramienta de análisis 
no destructiva prometedora para la evaluación de plantas que ofrece velocidad, precisión 
y confiabilidad por medio de la caracterización tanto la estructura como la concentración 
de los pigmentos de las hojas (Bousset et al., 2016), lo que ha dado lugar que las imágenes 
hiperespectrales se conviertan en una importante herramienta para evaluar las 
enfermedades en las plantas a para la detección de sus síntomas (Kuska, M. et al., 2015) 
y cambios físico-químicos causados por la patogénesis (Behmann, Steinrücken, & Plümer 
2014).  
Los sensores remotos capturan la energía reflejada por las plantas expuestas a una 
fuente de luz. Durante la exposición se desarrollan procesos simultáneos de emisión, 
absorción, reflexión y transmisión de energía radiante en las superficies irradiadas que 
generan un patrón característico de reflectancia de la estructura y de las condiciones 
físiológica y químicas de las hojas. El patrón o firma espectral evidencia cualquier cambio 
que se produce en la hoja (IB, Antonio & Almorox, 1999).  
Las propiedades ópticas de las hojas pueden ser caracterizadas por (i) la transmisión 




(tales como: pigmentos, agua, azúcares, lignina y aminoácidos) y (iii) la luz reflejada por 
la superficie o la estructura interna.  
En la figura 2.10 se muestra el espectro de la vegetación saludable. En ella se puede 
observar alta absorción en la longitud de onda de 450 nm (color azul) y en 650 nm (color 
rojo) debido a la presencia de pigmentos como la clorofila (verde), xantofilas (amarillo), 
carotenos (naranja) y antocianinas (rojizo o púrpura) que se presentan en diferentes 
cantidades durante en el proceso de fotosíntesis. La clorofila predomina sobre los otros 
pigmentos, lo que causa una apariencia verdosa en las plantas saludables debido a la fuerte 
absorción de las longitudes de onda roja y azul y la reflexión de las longitudes de onda 
del verde, que produce un pico leve alrededor de la longitud de onda de 530 nm 
(Behmann, Steinrücken, , & Plümer 2014) . En la región cercana al infrarrojo (NIR 780 
– 1300 nm) la reflectancia se incrementa a más del 50% por presencia del líquido 
intracelular y los espacios intracelulares del mesófilo, alrededor del 5%  es absorbido y 
el resto se transmite (Govender, Chetty, & Bulcock, 2007).  Este incremento masivo de 
la reflectancia, producido por la clorofila, se lo denomina el borde rojo (red edge) y se 
presenta en la longitud de onda de los 700 nm, justo en el borde entre el rojo y el infrarrojo 
(Bock et al., 2010).  
Las concentraciones de los pigmentos cambian ante cualquier cambio en el entorno 
como, por ejemplo, contaminación del aire, acumulación de metales pesados, ataques 
virales, ataques de insectos o estrés por falta de agua (Mishra et al., 2017). El contenido 
de agua determina la reflectancia en la región medio-infrarroja (1350 -2500nm) debido a 
que el agua absorbe fuertemente la radiación electromagnética en la región MIR, 




El contenido de agua influye en forma importante en las propiedades espectrales de las 
hojas, la reflectancia MIR aumenta con la disminución del contenido de agua (Hunt & 
Rock, 1989). 
 
Figura 2.10 Firma espectral de vegetación saludable (Mahlein, 2011). 
 
La reflectancia de las hojas depende de las propiedades ópticas de los materiales que 
las componen como, por ejemplo, proteínas, lignina, celulosa, azúcar, almidón.  Las hojas 
están compuestas principalmente de cuatro elementos: hidrógeno, carbono, oxígeno y 
nitrógeno.  La luz interactúa con los enlaces C-O, O-H, C-H, and N-H produciendo 
cambios en el movimiento rotacional de los electrones que generan vibraciones, 
armónicos y combinaciones de las vibraciones  (Kokaly & Clark, 1999). 
En resumen, la estructura foliar afecta la reflectancia en la región cercano al infrarrojo 




en la región visible (380 – 780 nm) y el contenido de agua determina la reflectancia en la 
región medio-infrarroja (1350 -2500 nm) (Hunt & Rock, 1989).  La reflectancia en las 
bandas espectrales correspondientes al visible (VIS, 380-780 nm), Infrarrojo Cercano 
(NIR, 780-1350 nm) e Infrarrojo de onda corta (SWIR, 135-2500 nm) permite detectar 
cambios en la vitalidad de las plantas especialmente si estas se ven afectadas por algún 
patógeno que produce cambios fisiológicos en el metabolismo de la planta  (Slaton, 
Raymond Hunt Jr., & Smith, 2001).  La reflectancia de las hojas es el resultado de las 
interacciones entre la irradiación de la fuente de luz, la estructura de la hoja y sus 
características bioquímicas de la planta (Mahlein et al., 2012). 
En un estudio realizado por Slaton, Raymond Hunt Jr. & Smith (2001) se investigó la 
relación entre la reflectancia cercana al infrarrojo en 800 nm (NIR) y las características 
de la estructura de la hoja utilizando 48 tipos de especies de Angiospermas alpinas. Las 
pruebas permitieron establecer que existe una fuerte correlación entre la reflectancia 
cercana al infrarrojo (NIR) y varias características estructurales de la hoja como la razón 
de área de superficie de células mesofílicas (IAS) por unidad de área de la superficie de 
la hoja, bicoloración de la hoja y la presencia de una cutícula gruesa. Mientras que la 
correlación de las longitudes de onda del infrarrojo cercano (NIR) con la densidad de 
tricomas foliares, el espesor de las hojas, la relación del tejido mesófilo en empalizada 
(PM) con el tejido mesófilo esponjoso (razón PM/SM) y la proporción del mesófilo por 
espacios intracelulares de aire (% IAS) fueron relativamente débiles. La figura 2.11 





Figura 2.11 Estructura de la hoja de una planta (Mahelin, 2011). 
 
Típicamente, las plantas saludables interactúan con la radiación electromagnética en 
forma diferente que las plantas infectadas. La figura 2.12 muestra los espectros de 
reflectancia y transmitancia simulados de hojas obtenidos con el simulador OPTICLEAF 
(http://opticleaf.ipgp.fr/). Las curvas de transmitancia y reflectancia han sido generadas 
utilizando diferentes parámetros ópticos para evidenciar los efectos de los cambios físico-
químicos de las hojas en los espectros de las hojas.  La primera corresponde a una hoja 
saludable con los siguientes parámetros definidos por el simulador: estructura de la hoja 
= 2.5, contenido de clorofila = 80 µg/cm2, contenido de carotenoides = 10 µg/cm2, 
pigmentos marrones = 0.1, espesor de agua equivalente = 0.015 cm y masa de la hoja por 
unidad de área = 0.009 g/cm2. La segunda simulación se realizó aplicando cambios en 
los parámetros de estructura y de los pigmentos para evidenciar la variación del espectro 
causada por dichos cambios. Los parámetros son los siguientes: estructura de la hoja = 




pigmentos marrones = 0.1, espesor de agua equivalente = 0.015 cm y masa de la hoja por 
unidad de área = 0.009 g/cm2. 
 
 
Figura 2.12 Simulación de espectros de hojas. 
 
En plantas de banano, p. fijiensis destruye el tejido fotosintético y ocasiona cambios 
en los procesos metabólicos (Cevallos-Cevallos et al., 2018) que inducen un incremento 
en la fluorescencia y la emisión de calor en la hoja. Durante su desarrollo, el patógeno 
modifica el patrón de transporte de fotoasimilados, lo que ocasiona la destrucción del 
tejido fotosintético. Las esporas de P. fijiensis penetran las estomas de las hojas y 
colonizan el mesófilo foliar provocando la reducción de la conductividad estomática de 
la que depende la fotosíntesis (Hidalgo et al., 2006), afectando la producción de clorofila. 
Estos cambios fisiológicos se manifiestan como vaciones de la reflectancia en las regiones 







2.3.1 Análisis de imágenes hiperespectrales  
Los sistemas HSI proporcionan una gran cantidad de datos de alta calidad, pero no 
miden directamente los parámetros fisiológicos de la planta y requieren del análisis y 
procesamiento de imágenes para la detección e identificación de cambios en la salud de 
las plantas. Una gran variedad de métodos estadísticos y de aprendizaje automático que 
asimilan datos tan heterogéneos y proporciona información precisa y confiable han sido 
utilizados junto con métodos de procesamiento de imágenes en diferentes aplicaciones 
para brindar una efectiva y oportuna respuesta de la presencia de patógenos en las plantas. 
Los avances en inteligencia artificial, de manera especial, en aprendizaje automático 
(machine learning ML) han sido un factor preponderante en el desarrollo de las 
aplicaciones de HSI en plantas.   
La caracterización de enfermedades de plantas utilizando datos hiperespectrales ha 
sido llevada a cabo utilizando avanzados  métodos de aprendizaje automático (ML) 
principalmente supervisados, tales como, las máquinas de vector de soporte (Support 
Vector Machine SVM), redes neuronales artificiales (Artificial Neural Network ANN), 
Mínimos cuadrados parciales – análisis discriminante (Partial Least Squares-
Discriminant Analysis PLS-DA), Análisis discrimante lineal (Linear Discriminant 
Analysis LDA), bosques aleatorios (random-forest RF). 
Varios autores han realizado contribuciones en la aplicación de métodos de 
parendizaje automático para la detección de enfermedades en plantas. Entre las 
contribuciones, se encuentra la de Huang et al. (2007)  con el trabajo denominado 
“Identifition of yellow rust in wheat by modeling the relationship between the Disease 




regresión lineal simple logra una varianza explicada del 91% y un coeficiente de 
determinación (R2) igual a 0.97.  
Rumpf et al. (2010) utilizó SVM e índices de vegetación para la detección temprana 
de enfermedades en remolacha alcanzando una precisión en clasificación del 65 % con 
áreas de la hoja enferma del 1-2%, 95% con 6-9% y 100% cuando tiene más del 10% del 
área de la hoja infectada. En comparación con los resultados obtenidos con árboles de 
decisión y redes neuronales artificiales, el error de clasificación de SVM fue menor.  
En el 2011, Anne-Katrin Mahlein realizó un estudio para identificar y clasificar tres 
enfermedades en las hojas de remolacha utilizando métodos no invasivos, basados en 
imágenes hiperespectrales. Las enfermedades consideradas en este estudio fueron 
afectaciones foliares de la remolacha como la mancha de la hoja por Cercospora (CLS), 
el mildiu pulverulento (PM) y la roya de la remolacha (SBR) causados por los hongos 
Cercospora beticola (Sacc.), Erysiphe betae (Vanha) Weltzien y Uromyces betae 
(Persoon) respectivamente. Se calcularon los índices de vegetación utilizando los valores 
de reflectancia medidos. Luego se evaluó las combinaciones de los índices de vegetación 
más adecuados para la discriminación entre las enfermedades mediante los niveles de 
correlación. SVM fue usado para la clasificación entre hojas saludables (no inoculadas) 
y hojas inoculadas con cada uno de los patógenos. La precisión fue entre el 93% y el 97%. 
La cuantificación fue realizada utilizando el Método SAM logrando coeficientes de 
clasificación Kappa de 0.98 con 17 días de inoculación con Cercospora, 0.95 con 17 días 
de inoculación con mildiu pulverulento y 0.56 con 20 días de roya de la remolacha 




Zhu et al. (2017) desarrollaron un estudio para detectar el virus del mosaico (Tobacco 
mosaic virus) en plantas de tabaco utilizando HSI, en el que combinó un método de 
selección de variable con modelos de aprendizaje automático. El número de longitudes 
de onda se redujo en un 98% después de la selección de longitudes de onda utilizando 
SPA (Successive Projections Algorithm) y se aplicó técnicas de aprendizaje automático 
para realizar la clasificación. Support Vector Machine (SVM), Back Propagation Neural 
Network (BPNN), Extreme Learning Machine (ELM), Least Squares Support Vector 
Machine (LS-SVM), Partial Least Squares-Discriminant Analysis (PLS-DA), Linear 
Discriminant Analysis (LDA) and Random Forest (RF) fueron usados para detectar la 
enfermedad con una precisión sobre el 85 %. La mayor precisión fue alcanzada con 
modelos BPNN y ELM (95%). 
En la literatura (Lowe, Harrison & French 2017; Liakos et al. 2018) se detallan los 
avances en recientes trabajos de investigación para la detectar enfermedades en plantas 
que utilizan métodos de aprendizaje automático con imágenes hiperespectrales. 
En esta investigación, nosotros presentamos dos métodos multivariantes, PLS-PLR 
(Partial Least squares – Penalized Logistic Regression) y HS-Biplot para la detección 
temprana de BLSD. PLS-PLR es un método con alto poder predictivo cuyo algoritmo 
hemos fortalecido para brindar solución a algunos problemas que se presentan en datos 
hiperespectrales, entre los que podemos anotar: La reducción de dimensionalidad de PLS 
suprime la multicolinealidad; PLS toma en cuenta la variable respuesta por lo que reduce 
el sesgo y por lo tanto se evita el sub-ajuste (underfitting); la penalización Ridge en la 




reduce la varianza evitando el sobre-ajuste (overfitting) y los efectos de la separación de 
datos y la multicolinealidad.  
Por otro lado, la alta dimensionalidad de los datos hiperespectrales, dificulta la 
interpretación de los resultados de la mayoría de los métodos de aprendizaje automático, 
orientándolos unicamente a cumplir objetivos de predicción. Una solución a esta 
limitación es el biplot, una herramienta muy útil y poderosa que le dá transparencia  a la 
información en una tabla de datos, revelando las estructuras principales de los datos, tales 
como patrones de correlaciones entre variables o similitudes entre los individuos 
(Greenacre, 2010). HS-Biplot  (HyperSpectral Biplot) se basa en la conceptualización del 
biplot logístico presentado por Vicente-Villardón et al. (2006) al que se han agregado 
mejoras para la representación de datos hiperespectrales. En este estudio, el HS-Biplot 
realiza una representación gráfica simultánea de las hojas de banano (individuos) y las 
longitudes de onda (variables) en el espacio generado por las dos primeras componentes 
PLS-PLR y permite realizar un análisis visual de las relaciones entre individuos y 
variables, aportando un alto poder explicativo. 
En las dos siguientes secciones realizamos una presentación teórica de los métodos 
PLS, Biplot, SVM y redes neuronales artificiales. Los métodos SVM y redes neuronales 
se encuentran entre los métodos más utilizados en aplicaciones de detección de 
enfermedades en plantas y en esta investigación serán utilizados para realizar un análisis 





2.4 MÍNIMOS CUADRADOS PARCIALES (PLS) 
La regresión de mínimos cuadrados parciales (PLS, por sus siglas en inglés Partial 
Least Squares) es una técnica estadística introducida por Herman Wold en los 1960’s con 
orientación hacia las ciencias sociales y económicas, que fue extendida posteriormente a 
otras ciencias tales como Quimiometría (Wold, Ruhe, & Wold, 1984; Hellberg et al. 
1987), Administración de Empresas (Hulland, 1999), Marketing (Wu, 2010; Anderson & 
Swaminathan 2011), Genética  (Pérez-Enciso & Tenenhaus 2003; Nguyen & Rocke 
2002), Biología (Rodríguez et al., 2014), Agricultura (Diezma et al., 2011), Psicología 
(Sampson et al., 1989) y Ciencias Sociales (Martínez Ávila & Fierro Moreno, 2018), entre 
otras.  
PLS relaciona dos conjuntos de variables y extrae variables latentes recogiendo la 
mayor variabilidad que permita modelar las variables respuesta de la mejor manera 
posible. Cuando existen muchas variables con problemas de multicolinealidad, la 
regresión múltiple (MCR) no es eficaz.  A pesar de que el modelo MCR tenga un buen 
ajuste a los datos originales, falla en la predicción de nuevos datos.  En estos casos, PLS 
es una técnica especialmente adecuada, principalmente si el número de predictores es 
mayor que el número de observaciones y a diferencia de MCR la matriz de datos no tiene 
que ser de rango completo (Takane & Loisel, 2014). Otra alternativa es utilizar PCA, pero 
no garantiza que las componentes principales sean adecuadas para explicar las respuestas. 
Mientras en PCA, el objetivo es calcular cada variable latente que explica mejor la 
varianza en las variables explicativas (X), en PLS se busca la proyección de las variables 
explicativas y variables respuesta en un espacio de variables latentes que explican mejor 




variables latentes tienen la relación más fuerte posible entre X y Y. Es decir, PLS 
encuentra hiperplanos de máxima varianza entre la variable de respuesta Y y las variables 
independientes X resultando variables latentes comprometidas tanto con el ajuste de X 
como con la predicción de Y. Estudios realizados comparando la aplicación de las dos 
técnicas han mostrado que PLS es superior al solucionar los problemas de 
multicolinealidad y dimensionalidad de mejor manera (Vega Vilca & Guzmán, 2011). 
La idea central de la regresión PLS es aproximar X por un número (R) reducido de 
componentes que son los componentes de regresión de mínimos cuadrados parciales a las 
que denominaremos T y obtener Y mediante la regresión sobre las R componentes. Por lo 
tanto, PLS intenta modelar X y Y utilizando las componentes comunes T (Smilde, Bro, & 
Geladi, 2005).  PLS descompone la matriz X en puntuaciones T (scores) y cargas P 
(loadings) de tal manera que maximicen la covarianza entre X y Y (Korkmazoglu, & 
Kemalbay, 2012). 
𝑿 = 𝑻𝑷′ + 𝑬     (2.4.1) 
𝒀 = 𝑼𝑸′ + 𝑭     (2.4.2) 
PLS calcula los scores T y U y define un modelo de regresión entre scores en lugar de 
los datos originales. En la figura 2.13 se muestra la matriz X que se descompone en una 
matriz T (scores) y una matriz P (loadings) más el error E; la matriz Y se descompone en 
la matriz U (scores) y la matriz Q (loadings) más el error F.  PLS busca minimizar la 





Figura 2.13 Descomposición de matrices con el método PLS. 
 
2.4.1 PLS (NIPALS) 
La forma clásica de PLS está basado en el algoritmo NIPALS (H. Wold, 1975; S. 
Wold, Sjöström, &Eriksson,  2001).  
Se requiere estimar 𝒚 = 𝛽1𝒙𝟏 + ⋯+ 𝛽𝑝𝒙𝒑, expresado con componentes ortogonales 
t del espacio de las predictoras correlacionadas con y, como 𝒚 =  𝑐1𝒕𝟏 + ⋯+ 𝑐ℎ𝒕𝒉. 
2.4.1.1 Algoritmo PLS NIPALS  
Paso 1. Con X y y centrados por columna, inicializamos u con valores aleatorios o u = y  
Paso 2. Repetir los siguientes pasos para h componentes (ℎ ≤ 𝑟𝑎𝑛𝑔𝑜(𝑋)): 




    












       
 2.4  Calcular loadings p 










 2.6  Calcula vector de scores u de y 
   𝒖 =
𝐲′𝒄
(𝐜′𝒄)
     
 2.7  Calcular residuales de X y y 
𝑿 =  𝑿 − 𝒕𝒑′  
 𝒚 =  𝒚 − 𝒕𝒄′  
2.8 Calcular las siguientes componentes de forma iterativa. 
𝑻 =  𝑻 +  𝒕     X Scores  
𝑾 =  𝑾 +  𝒘    X Weights 
𝑷 =  𝑷 +  𝒑    X Loadings 
 
Paso 3. Calcular coeficientes de regresión b sobre X para S componentes. 
?̂? =  𝑻𝒄′     
      En función de X 
Si 𝑩 =  𝑾𝒄′    






2.4.2 Nway PLS-DA (NPLS-DA) 
Conociendo el modelo PLS de 2 vías, lo vamos a extender a estructuras de 3 vías (3-
way). PLS1 es un modelo n-way con una variable dependiente (Andersson, 2009) .  El 
algoritmo de NPLS-DA se basa en el algoritmo PLS1 por tener una variable respuesta, 
pero la respuesta es binaria (Ouertani et al., 2014). 
 
 
Figura 2.14 Modelo PLS1 de 3 vías. 
 
La construcción de un modelo de calibración con datos de segundo orden (cada 
observación es una matriz) se puede realizar realizando un desdoblamiento de los datos 
(unfolding) de tal manera que para cada elemento de la muestra se tiene un tensor de 
primer orden (figura 2.15). En este caso se pueden utilizar los métodos de tres vías (three 
way data analysis) (Porcel, 2001). 
En el caso, el arreglo de 3 vías de variables independiente (𝑿 ) de dimensiones IxJxK 
es convertida en una matriz desdoblada X con dimensiones IxJK. La matriz X es 
descompuesta en modelo triada similar al del modelo PARAFAC (Bro, 1998), pero el 




(scores) y 2 vectores w (weigths ) uno del segundo modo WJ (J x 1) y uno del tercer modo 
WK (K x 1) con la restricción de que su longitud es 1 (Bro, Smilde, & de Jong, 2001). 
Todos los modelos multilineales son modelos N-PLS y en general pueden escribirse: 
𝑿 = 𝑻(𝑾𝑲 ⊗ 𝑾𝑱)𝑻 + 𝑬𝒙    (2.4.2.1) 
Donde  
X tensor de tercer orden desdoblado en primer modo, 
T es la matriz de scores, 
W son las matrices de weights.  
El problema consiste en encontrar los valores wj y wk:  
𝑥𝑖𝑗𝑘 = 𝑡𝑖𝑤𝑗
𝐽𝑤𝑘
𝐾     (2.4.2.2) 
De tal manera que los vectores WJ y WK satisfagan  






𝑖=1 )] (2.4.2.3) 
 
 





2.4.2.1 Algoritmo NPLS 
Utilizando Descomposición en valores singulares SVD, se obtiene las componentes 
principales a partir del producto vectorial, obteniendo los espacios latentes Wk y Wj que 
optimizan la varianza entre X y y.  De la siguiente manera (Bro, 1996; Bro, 1998): 
1.- Cálculo de Z 
𝒁 = 𝑿𝑻𝒚  
Donde, 
X es la matriz desplegada en el primer modo (I x JK) 
I es el número de muestras 
J es el número de características calculadas 
K es el número de bandas espectrales capturadas por la cámara 
y: Vector respuesta de I filas.  
Z: matriz de covarianza 
2.- Cálculo de los vectores singulares izquierdos y derechos. SVD de matriz Z. Se 
obtiene el primer vector singular izquierdo y el primer vector singular derecho (Wk,Wj). 
𝒁 = 𝑼∑𝑽′  
 
3.- Calculo del vector t de la matriz T (Scores) modelo de mínimos cuadrados 
𝒕 = 𝑿(𝑾𝒌 ⊗ 𝑾𝒋)  
 




𝒃 = (𝑻′𝑻)−1𝑻′𝒚  
5.- Cálculo de Residuos 
𝒚 = 𝒚𝟎 − 𝑻𝒃  
 
𝑿 = 𝑿 − 𝑇𝑤𝑗(𝑤𝑘)𝑇   
 
6.- Reemplaza y continua hasta el apropiado y0. 
 
Una versión mejorada incluye un arreglo núcleo G de una descomposición Tucker3 
para mejorar la aproximación del arreglo de 3 vías 𝑿  (Folch-Fortuny et al., 2016).  
 
𝑿 = 𝑻𝑮(𝑾𝒌 ⊗ 𝑾𝒋)𝑇     (2.4.2.4) 
Más detalles el cálculo de la matriz G se puede encontrar en (Bro, Smilde, & de Jong 






Un BIPLOT es una representación gráfica de datos multivariantes que permite 
visualizar la estructura de grandes matrices de datos (Gabriel, 1971). Las filas de una 
matriz de datos generalmente son unidades de muestreo observadas, como individuos, 
países, grupos demográficos, ubicaciones, casos, que en general llamaremos individuos 
y las columnas son variables que describen las filas, como las respuestas en un 
cuestionario, indicadores económicos, productos comprados, parámetros ambientales, 
marcadores genéticos (Greenacre, 2008). Los métodos biplot realizan una representación 
gráfica de filas (individuos) y columnas (variables) de una matriz de datos en un espacio 
de dimensión reducida, generalmente dos o tres dimensiones, en la cual, los individuos 
son representados por marcadores filas (puntos) y las variables por marcadores columna 
(vectores). Aunque esta situación causa una ligera pérdida de información, proporciona 
una interpretación más fácil de las relaciones. A través del biplot se proporciona una 
interpretación geométrica de estructuras de datos multivariadas (Alkan, Atakan, & Akdi, 
2015). 
Desde el punto de vista algebraico, el método se basa en la reducción de la 
dimensionalidad mediante la descomposición espectral de la matriz, de la misma forma 
que en otras técnicas factoriales de reducción de dimensionalidad, con la diferencia que 
en el biplot se busca la reproducción del dato y se realiza una representación conjunta de 
filas y columnas. 
En un biplot se aproxima una matriz rectangular X de orden (nxp) y rango r, por otra 




marcadores filas ai y columna bj, escogidos de tal manera que el producto interno ai
Tbj 
representa el elemento xij de la matrix X.  
 
?̂? = 𝑨𝑩𝑻     (2.5.1) 
 
Si suponemos que las variables son centradas en la media, la proyección de los 
marcadores fila A en la dirección dada por los marcadores de las columnas Bj predicen el 
valor de las J variables para cada individuo. En otras palabras, el producto escalar de cada 
vector que representa una fila por cada vector que representa una columna es una 
aproximación al valor correspondiente a esa fila-columna en la matriz de datos original. 
 
2.5.1 Biplots clásicos  
En la práctica esta factorización se la realiza por Descomposición en Valores 
Singulares (SVD) (Cárdenas, Galindo-Villardón, & Vicente-Villardón, 2007).  
𝑿 =̃ 𝑼∑𝑽′      (2.5.2) 
Donde, 
U y V son matrices de vectores singulares ortonormales. 
∑  es una matriz diagonal que contiene los mayores valores singulares. 
De la expresión anterior se puede factorizar y dependiendo del valor de s se obtienen 
los biplot clásicos. 





Si s = 0, se obtiene el GH-Biplot en el que los marcadores columna tienen calidad de 
representación óptima. 
Si s = 1, se obtiene el JK-Biplot. Los marcadores fila tienen calidad de representación 
óptima. 
Si s= ½ se obtiene el SQRT biplot. 
La interpretación de un biplot se basa en conceptos geométricos (figura 2.16): 
La similitud entre los puntos (individuos) es función inversa de la distancia entre los 
mismos.  
Las longitudes de los vectores variables se interpretan como su variabilidad. 
Los ángulos entre los vectores se interpretan como su covariabilidad de las variables.  
Las relaciones entre individuos y variables se interpretan en términos de las 





Figura 2.16 Interpretación general del biplot. 
 
2.5.1.1 Bondad de ajuste  
Si llamamos ?̂? a la mejor aproximación obtenida mediante la reducción de 
dimensionalidad de X, la bondad de ajuste total o calidad de representación global es la 
candidad de variabilidad explicada por la predicción: 
𝜌2 = 𝑡𝑟(?̂?′?̂?)/(𝑿′𝑿)   (2.5.1.1.1) 
La bondad de ajuste para cada columna también llamada calidad de representación o 
predictividad de la columna es: 
𝜌2
𝑗
= 𝑑𝑖𝑎𝑔(?̂?′?̂?) ÷ 𝑑𝑖𝑎𝑔(𝑿′𝑿)   (2.5.1.1.2) 
donde ÷ significa la operación elemento por elemento. 𝜌2
𝑗
 es como el R2 de la 




Un buen ajuste general no implica que todos los individuos tengan la misma calidad 
de representación y que la interpretación de las posiciones de todos los puntos en el 
diagrama sean igualmente confiables. De acuerdo con Demey et al. (2008), un individuo 
está bien representado cuando la mayor parte de su información (medida a través de la 
variabilidad) se tiene en cuenta en la dimensión reducida. La bondad de ajuste para cada 
fila es:  
𝜌2
𝑖
= 𝑑𝑖𝑎𝑔(?̂??̂?′) ÷ 𝑑𝑖𝑎𝑔(𝑿𝑿′)   (2.5.1.1.3) 
Estas medidas también se llaman calidad de la representación o predictividad. Las 
medidas separadas para cada dimensión también se denominan Contribuciones del Factor 
al Elemento (fila o columna) o Cosenos Cuadrados. Las medidas se utilizan para 
identificar qué dimensiones son útiles para diferenciar al individuo del resto. Las personas 
con calidad de representación bajas generalmente se colocan alrededor del origen. 
 
2.5.2 Biplot Logístico 
Los biplots clásicos son adecuados cuando la respuesta a lo largo de las dimensiones 
es lineal. Cuando los datos son binarios se debe considerar un biplot logístico. El biplot 
logístico para datos binarios fue propuesto por Vicente-Villardón et al. (2006) y luego 
extendido por Demey et al. (2008).  
Un biplot logístico es un biplot lineal para datos binarios en el que la respuesta a lo 
largo de las dimensiones es logística. Cada individuo se representa como un punto y cada 
variable binaria, como una dirección a través del origen. La proyección de un punto 




esa variable. El método está relacionado con la regresión logística de la misma manera 
que el análisis biplot clásico está relacionado con la regresión lineal (Vicente-Villardón 
et al., 2006).  
Sea X (I × J) una matriz de datos que las filas corresponden a I individuos y las 
columnas a J variables binarias. Sea 𝜋𝑖𝑗 = 𝐸(𝑥𝑖𝑗) la probabilidad esperada de que la 
característica j esté presente en el individuo i, y xij la probabilidad observada, ya sea 0 o 
1, resultando en una matriz de datos binarios. El biplot logístico S-dimensional en la 
escala logit se formula como: 
𝑙𝑜𝑔𝑖𝑡(𝜋𝑖𝑗) = log (
𝜋𝑖𝑗
1−𝜋𝑖𝑗
) = 𝑏𝑗0 + ∑ 𝑏𝑗𝑠𝑎𝑖𝑠 = 𝑏𝑗0 + 𝑎𝑖
′𝑏𝑗
𝑠
𝑆=1   (5.2.2.1) 
Donde, 
𝑏𝑗𝑠  y 𝑎𝑖𝑠 son los marcadores fila y columna respectivamente. 
 El modelo es un modelo lineal (bi) generalizado que tiene el logit como una función 







    (2.5.2.2) 
En forma matricial, 
𝑙𝑜𝑔𝑖𝑡(П) = 1𝐼𝒃𝟎
′ + 𝑨𝑩′             (2.5.2.3) 
Donde, 




1𝐼  es un vector de unos y  
b0 es el vector que contiene los interceptos que deben ser agregado porque los datos 
no se pueden centrar.  
Aunque el biplot en la escala logit puede ser útil, sería más interpretable en una escala 
de probabilidad. 
Las predicciones en el biplot logístico se hacen de la misma manera que en los biplots 
lineales, i. e., proyectando un marcador de fila ai = (ai1, ai2) en un marcador de columna 
bj = (bj1, bj2).  
Considerando que el modelo en escala logit de la ec. (2.5.2.3) los ejes son variables 
latentes que explican la asociación entre variables observadas, podemos asumir la 
independencia de los individuos respecto a las variables y que las variables son 
independientes para los valores dados de los rasgos latentes. Con estos supuestos, la 
función de probabilidad es 




𝑖=1 (1 − 𝜋𝑖𝑗)
1−𝑥𝑖𝑗  (2.5.2.4) 
Si obtenemos el logaritmo  
𝐿 = log 𝑃𝑟𝑜𝑏 (𝑥𝑖𝑗|(𝒃𝟎, 𝑨, 𝑩))    (2.5.2.5) 




𝑖=1  (2.5.2.6) 





 𝐿 = ∑ 𝐿𝑗
𝐽




𝑗=1  (2.5.2.7) 
En el caso de una sola variable 
𝐿1 = ∑ [ 𝑥𝑖𝑗 log(𝜋𝑖𝑗) + (1 − 𝑥𝑖𝑗) log(1 − 𝜋𝑖𝑗)]
𝐼
𝑖=1    (2.5.2.7) 
Maximizando L es equivalente a desarrollar una regresión logística. 
Entonces, tenemos un biplot en escala logit, excepto por el vector de constantes y la 
geometría es la misma del caso lineal para predecir los logits y luego, para predecir las 
probabilidades. El intercepto debe incluirse porque no es posible centrar previamente los 
datos binarios. Los cálculos para obtener los marcadores de escala son similares al lineal, 
pero manteniendo el intercepto.  
 
 
Figura 2.17 Escala de proyecciones en biplot logístico (Hernández-Sanchez, 2016). 
 
La representación final es un biplot lineal interpretado por proyección, a pesar de que 




La representación directa en la escala logit es difícil de interpretar; la escala de 





2.6 MÁQUINA DE VECTORES SOPORTE (SVM) 
Las máquinas de vectores soporte con siglas SVM de su nombre en inglés (Support 
Vector Machine) fueron introducidas por Vapnik con fundamentación teórica en sus 
trabajos sobre aprendizaje estadístico (Vapnik & Vapnik, 1998). SVM es reconocido 
como un método de clasificación, pero también puede ser utilizado en problemas de 
clasificación binaria no lineal, clasificación múltiple, regresión y agrupamiento, aunque 
en este trabajo se le dará énfasis a las SVM aplicadas a problemas de clasificación. 
SVM de clasificación es un método supervisado que crea un mapa en el que se 
diferencian distintas regiones de interés mediante un hiperplano multidimensional que 
separa las clases (figura 2.18).  Es muy utilizado en clasificación de imágenes 
hiperespectrales por su fortaleza como clasificador lineal ya sea con datos originales 
(espacio original) si son separables o con datos transformados dentro del espacio de las 
características para el caso en que los datos originales no sean separables (Lu & Fei, 
2014). Para realizar esta transformación de los datos utiliza un proceso llamado en “truco 
del kernel” (kernel trick) que toma los datos de entrada de baja dimensión y los transforma 
a una dimensión mayor mediante funciones kernel, logrando la separación de clases.  
A diferencia de otros métodos de aprendizaje que se basan en minimizar el error 
generado por el modelo a partir de los datos de entrenamiento, SVM se centra en 
minimizar el riesgo estructural puesto que se busca seleccionar el hiperplano marginal 
con el mayor margen a los puntos más cercanos de cada clase a los que se denomina 






Figura 2.18 Hiperplano generado por SVM en 2 y 3 dimensiones (Gandhi, R., 2018). 
 
2.6.1 Clasificador lineal SVM 
Dado un conjunto de datos separables etiquetados S = {(x1,y1),……, (xn,yn)} donde  
𝑥𝑖 ∈  ℝ
𝑑   e 𝑦𝑖 ∈   {−1,+1}    
La función lineal de separación está dada por: 
𝐷(𝑥) = (𝑤1𝑥1 + ⋯+ 𝑤𝑑𝑥𝑑) + 𝑏 = < 𝑤, 𝑥𝑖 > + 𝑏   (2.6.1.1) 
Donde: 
w ϵ ℝd 
b ϵ ℝ 
< w, xi > es el producto escalar entre w y xi 
Los puntos de x que se sitúan en el hiperplano satisfacen la ecuación,  
𝒘 ⋅ 𝒙𝒊 + 𝑏 =  0                                              (2.6.1.2) 
donde w es normal al hiperplano, por lo tanto    
|𝑏|
‖𝒘‖2
⁄    es la distancia perpendicular 
al origen y   ‖𝒘‖2




Si consideramos que los puntos más cercanos al hiperplano están a una distancia d+ y 
d- al hiperplano, se define el “margen” de separación como la distancia d+ + d-. Con el 
máximo margen, los datos de entrenamiento cumplen con las siguientes condiciones: 
𝒘 ⋅ 𝒙𝒊 + 𝑏 ≥  +1  para  yi = +1          (2.6.1.3) 
𝒘 ⋅ 𝒙𝒊 + 𝑏 ≤  −1  para  yi = -1   (2.6.1.4) 
Lo que es equivalente a: 
𝑦𝑖(𝒘 ⋅ 𝒙𝑖 + 𝑏) − 1 ≥  0 para todo i   (2.6.1.5) 
Considerando 2 hiperplanos H1 y H2 paralelos equidistantes a una distancia d desde 
el hiperplano central y que en estos hiperplanos están situados los vectores soporte. La 
distancia entre H1 y H2 es 2 ‖𝒘‖2





‖𝒘‖2   sujeto a las restricciones 𝑦𝑖(𝒘 ⋅ 𝒙𝑖 + 𝑏) − 1 ≥  0 para todo i (2.6.1.6) 
La solución de este problema se realiza utilizando técnicas de programación 
cuadrática.    
A partir del problema de optimización definido en (2.6.1.6) se obtiene la función 




‖𝒘‖2 − ∑ 𝛼𝑖𝑦𝑖(𝒘 ⋅ 𝒙𝑖 + 𝑏)
𝑙
1 + ∑ 𝛼𝑖
𝑙
1   (2.6.1.9) 
Donde 𝛼𝑖 son los multiplicadores de Lagrange aplicados a las ecuaciones de 
restricciones.  
De acuerdo con la teoría de la optimización (Deisenroth, Faisal, & Ong, 2019), un 
problema de optimización tiene su dual si la función a optimizar y sus restricciones son 




por lo tanto el problema se puede resolver utilizando el problema dual (Wolfe de dual): 
maximizar Lp sujeto a las restricciones que el gradiente de Lp con respecto a w y b  sea 
igual a cero y además con la restricción que el αi ≥ 0 (Burges, 1998). 
El gradiente de Lp respecto a w y b y aplicando las condiciones de Karush-Kuhn-
Tucker (KKT) (Boyd, & Vandenberghe, 2018): 
𝜕𝐿(𝒘,𝑏,𝛼)
𝜕(𝒘)
= 𝒘 − ∑ 𝛼𝑖𝑦𝑖𝒙𝒊
𝑛





𝑖=1 = 0     (2.6.1.11) 
𝛼𝑖[1 − 𝑦𝑖(𝑤 ⋅ 𝑥𝑖) + 𝑏] = 0        (2.6.1.12) 
por lo tanto:  
𝑤 = ∑ 𝛼𝑖𝑦𝑖𝑥𝑖𝑖       (2.6.1.13) 
∑ 𝛼𝑖𝑦𝑖𝑖 =  0     (2.6.1.14) 
𝛼𝑖[1 − 𝑦𝑖(𝑤 ⋅ 𝑥𝑖 + 𝑏)] = 0, 𝑖 = 1,… , 𝑛   (2.6.1.15) 
Reemplazando estas condiciones en Lp: 





∑ 𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗(𝒙𝒊 ⋅ 𝒙𝒋)
𝑛
ì,𝑗=1    (2.6.1.16) 
De acuerdo con Karush Kuhn Tucker (KKT) la gran mayoría de los coeficientes de 
Lagrange son cero y sólo pueden ser distintos de cero para los vectores de soporte, puntos 
que se encuentran exactamente a la distancia marcada por el margen. La maximización 
del margen, se transforma en un problema de minimización de una función cuadrática 
convexa sujeta a restricciones lineales en el modelo dual. 
La solución del problema dual consiste en maximizar LD con respecto a 𝛼𝑖 sujeto a las 




Hay un 𝛼𝑖 para cada punto de entrenamiento. En la solución los puntos para los cuales 
𝛼𝑖  > 0 son llamado vectores soporte y yacen en uno de los hiperplanos H1 o H2.  El 
resto de puntos tienen 𝛼𝑖 = 0 y satisfacen a la ecuación (2.6.1.5). Por lo tanto, se puede 
afirmar que el hiperplano, se construirá solo como una combinación lineal de los vectores 
de soporte. 
La solución del problema dual se reemplaza en la ecuación (2.6.1.1) y para encontrar 
el valor de b se hace uso de la ecuación (2.6.1.11) en la cual, si consideramos  𝛼𝑖  > 0, el 
factor de la derecha tendrá que ser necesariamente 0, por lo tanto: 
[1 − 𝑦𝑖(𝒘 ⋅ 𝒙𝒊 + 𝑏)] = 0     (2.6.1.17) 
Despejando b, 
𝑏 =  𝑦𝑣𝑠 − (𝒘 ⋅ 𝒙𝑣𝑠)     (2.6.1.18) 
Donde 
 (𝒙𝒗𝒔, 𝑦𝑣𝑠) representa la tupla del vector soporte (𝛼𝑖  > 0), junto con su valor de clase. 





∑ [𝑦𝑗 − (𝒘
∗ ⋅ 𝒙𝒋)]𝑗Є𝑉𝑠      (2.6.1.19) 
Donde Vs es el conjunto de los vectores soporte y NVs es la cardinalidad del conjunto 
Vs. 
Para tomar en cuenta puntos potencialmente mal etiquetados, casos donde existe datos 
de entrada erróneos, ruido o alto solapamiento de las clases en los datos de entrenamiento, 
reescribimos las restricciones para obtener el mejor hiperplano clasificador que pueda 
tolerar el ruido en los datos de entrenamiento, al que se denomina SVM con margen 




𝑦𝑖(𝒘 ⋅ 𝒙𝑖 + 𝑏) − 1 ≥ 1 − 𝜉𝑖    (2.6.1.7) 
ℰ𝑖 mide que tan lejos está un punto 𝑥𝑖 desde el correcto margen por lo tanto si 0 ≤
ℰ𝑖 < 1, el punto se encuentra en el lado correcto del límite de decisión y si ℰ𝑖 > 1 el 
punto es asignado a la clase opuesta.  
En este caso, el problema matemático queda definido como la minimización de: 
1
2
‖𝒘‖2 + 𝐶 ∑ 𝜉𝑖 
𝑙
𝑖=1      (2.6.1.8) 
Sujeto a las restricciones:  𝑦𝑖(𝒘 ⋅ 𝒙𝑖 + 𝑏) − 1 ≥ 1 − 𝜉𝑖 y  𝜉𝑖 ≥ 0 
En el que se incluye un término de regularización 𝐶 ∑ 𝜉𝑖 
𝑙
𝑖=1  el cual, depende de la 
variable de holgura y del parámetro C, que determina la holgura del margen blando. C es 











2.6.2 El truco del Kernel 
La implementación de SVM se realiza utilizando una técnica llamada el “truco del 
kernel”. La función Kernel transforma un set de entrada de un espacio de dimensión baja 
a en un espacio de alta dimensión, de esta forma convierte un problema no separable en 
un problema separable agregándole más dimensiones, principalmente cuando la 
separación no es lineal.  Para esto, suponemos que los datos son llevados a un nuevo 
espacio euclideo H (posiblemente de dimensión infinita denominado espacio de Hilbert), 
mediante una transformación Ф y una función K, que calcula el producto punto de los 
puntos de entrada tal que 𝐾(𝑥𝑖 ⋅ 𝑥𝑖) =  Ф(𝑥𝑖) ⋅ Ф(𝑥𝑗).  Al sustituir en la función del 
hiperplano (Deisenroth,  Faisal, & Ong 2019): 
𝐷(𝑥) = ∑ 𝛼𝑖
𝑛
𝑖=1 𝑦𝑖𝐾(𝒙𝒊 ⋅ 𝒙𝒊)     (2.6.2.1) 
La solución corresponde a encontrar los valores de 𝛼𝑖 que optimiza el problema dual 
y con ellos calcular el hiperplano que separa las clases. 
 
2.6.3 Funciones Kernel 
Kernel Lineal 
𝐾(𝒙𝒊 ⋅ 𝒙𝒋) =  (𝒙𝒊 ⋅ 𝒙𝒋)      (2.6.2.2) 
Kernel Polinomial 
𝐾(𝒙𝒊 ⋅ 𝒙𝒋) =  [𝒙𝒊 ⋅ 𝒙𝒋 + 1]
𝑑     (2.6.2.3) 
Kernel de base radial gaussiano (RBF) 
𝐾(𝒙𝒊 ⋅ 𝒙𝒋) = 𝑒
−‖𝒙𝒊−𝒙𝒋‖
2
2𝜎2⁄     (2.6.2.4) 









2.7 REDES NEURONALES ARTIFICIALES  
 
Las redes neuronales artificiales (ANN Artificial Neural Networks) son sistemas que 
basan su funcionamiento en el comportamiento de las neuronas humanas y modelan la 
forma en que el cerebro humano resuelve los problemas. Las neuronas humanas se 
conectan entre sí por los impulsos nerviosos generados por axones y dendritas que 
convierten sustancias químicas en impulsos eléctricos que se transmiten a través de 
regiones llamadas sinapsis (figura 2.20).  El cerebro humano es un sistema muy complejo, 
no lineal y paralelo lo que le da la capacidad de realizar muchas operaciones 
simultáneamente. Para lograr esto, muchas neuronas se interconectan, cada una con 
capacidad de realizar el procesamiento de la información en forma paralela y distribuida 
que en conjunto toma el nombre de red neuronal (Dony & Haykin, 1995).   
 
 
Figura 2.20 Neurona biológica. 
 
El rendimiento de algunos sistemas naturales ha sido modelado con éxito por sistemas 
artificiales. Para emular las tareas que realiza el cerebro, las ANN se comportan de 




las conexiones está dada por los pesos (w). Los pesos son ajustados automáticamente 
durante el entrenamiento hasta que la tarea sea ejecutada correctamente. 
Las neuronas se agrupan de acuerdo a su comportamiento similar formando capas 
neurales que pueden resolver problemas lineales o no lineales. Las redes de propagación 
hacia atrás (retropropación) son las más utilizadas en clasificación de imágenes. En este 
tipo de redes el patrón de entrada se propaga hacia delante y los errores se transmiten 
desde la salida de la red hacia capa de entrada (Lotfi et al., 2009). ANN puede ser utilizada 
para mapear diferentes tipos de vegetación en ambientes complejos aunque debe 
considerarse la elevada demanda de sistemas de computación cuando los datos son 
extensos (Adam, Mutanga, & Rugege, 2010). Su aplicación en la detección de 
enfermedades en plantas es muy extendida. 
 
2.7.1 Perceptrón 
El perceptrón, como se denomina a una neurona artificial, es un clasificador binario 
de modelo lineal que tiene una sola capa de entrada y un nodo de salida. Fue inventada 
en 1957 por Frank Rosenblatt, quien inicialmente la llamó Unidad de Umbral Lineal 
(Linear Threshold Unit LTU). El perceptrón es la estructura básica de procesamiento de 
las redes neuronales (figura 2.21). Consiste en un algoritmo que recibe un vector x de m 
valores (x1, x2,….., xn) que son llamados características y genera una salida de 
clasificación con 2 valores 1 o 0. Para hacer esto, suma el producto de cada entrada (xi) 
con su peso asociado (wi) y la envía a una función de activación de escalón (Heaviside 
function)  que permite la clasificación basada en un valor de umbral. 





1    𝑠𝑖 𝑧 ≥ 0
0     𝑠𝑖 𝑧 < 0
                    𝑧 = 𝒘 ⋅ 𝒙 + 𝑏     (2.5.1.1) 
Donde,  
w es el vector de pesos, x es el vector de entradas  
w⋅x es el producto punto entre w y x  
b es el sesgo.  
Si x se ubica sobre la línea recta, el resultado z es positivo y si se sitúa debajo de la 
recta, el resultado z es negativo. 
y es la variable de clasificación, si z es positivo, tendrá valor 1 y si z es negativo tendrá 
el valor 0. 
 
Figura 2.21 Arquitectura del perceptrón. 
 
2.7.2 Perceptrón multicapa (Multi-Layer Perceptron MLP) 
El perceptrón es una red de una capa simple (simple layer perceptron SLP). Una red 




multicapa, en las cuales las capas de entrada y salida están separadas por un grupo de 




Figura 2.22 Perceptrón multicapa (MLP). 
 
Esta arquitectura en capas de redes neuronales es conocida como redes de propagación 
hacia delante (feed forward network) porque cada capa alimenta a la capa siguiente desde 
la entrada hasta la salida (forward propagation) (figura 2.22).  De la misma manera que 
el perceptrón simple, en las MLP hay un algoritmo de aprendizaje que cambia los pesos 
y el sesgo para cada neurona artificial. Luego se calcula el coste y se propaga hacia atrás, 
este proceso toma el nombre de retropropagación (backpropagation). Para optimizar los 
pesos y sesgos se busca que la función de pérdida sea cero utilizando la técnica descenso 








Figura 2.23 Proceso de aprendizaje del perceptrón multicapa (MLP). 
 
El uso del principio inductivo ERM (Empirical Risk Minimization) en el que se basan 
las MLP, conduce a una buena generalización si elige los parámetros de la función 
aproximadora de tal manera que aseguren el número mínimo de errores sobre el conjunto 
de entrenamiento. Si la selección no es adecuada se puede provocar sobreentrenamiento 
o sobreajuste (overffiting), el mismo que puede ser solucionado mediante la aplicación 
de técnicas como criterios de parada temprana en el entrenamiento (early stopping rules), 
el decaimiento de pesos (weigth decay) o la regularización. 
 
2.7.3 Funciones de activación 
 En una neurona, la suma ponderada de las entradas, al que llamamos valor pre-
activación, es transformada por una función de activación, dando como resultado un valor 
post-activación. Para la capa de entrada la función de activación es lineal. En las capas 




consideramos que g es la función de activación, la salida de una neurona, es decir, el valor 
post-activación,  está dado por la expresión (Patterson & Gibson, 2017): 
𝑧(𝑥)  = 𝑔(𝑤𝑥 + 𝑏)      (2.7.3.1) 
Entre las funciones de activación más utilizadas en redes neuronales podemos citar a 
la función de activación lineal, sigmoide (sigmoid), tangente hiperbólica (tanh), ReLu y 
tangente hiperbólica fuerte (htanh) (Aggarwal, 2018). 
 
Función de activación lineal. -  es la función más básica y también es conocida como 
función identidad, donde la variable dependiente tiene una relación directa y proporcional 
con la variable independiente. Es aplicada al nodo de salida cuando se desea obtener un 
valor real. 
𝑧(𝑥)  = 𝑥      (2.7.3.2)  
 




Función signo. - Esta función puede ser utilizada para la asignación de valores binarios 
a las salidas en la fase de predicción. Devuelve 1 si el argumento número es positivo 
y -1 si el argumento número es negativo. 
 
𝑧(𝑥)  = 𝑠𝑖𝑔𝑛(𝑥)     (2.7.3.3) 
𝑧(𝑥)  = {
    1       𝑝𝑎𝑟𝑎 𝑥 > 0
−1      𝑝𝑎𝑟𝑎 𝑥 < 0
    (2.7.3.4)   
 
 
Figura 2.25 Función de activación sign(). 
 
Función sigmoide. – La salida de la función sigmoid() está en rango entre 0 y 1 y 
puede ser aplicada cuando se requiera una salida de probabilidad y funciones de pérdida 












Figura 2.26 Función de activación sigmoid(). 
 
Función tangente hiperbólica (tanh). – tiene la forma similar a la sigmoide pero los 
valores de salida están entre -1 y 1. La función tanh(x) representa la razón entre el senh(x) 
y cosh(x). Su fortaleza respecto a la función sigmoide es que puede manejar más 











Figura 2.27 Función de activación tanh(). 
 
Se relaciona con la función sigmoide por medio de la siguiente ecuación: 
 
𝑡𝑎𝑛ℎ(𝑥) = 2𝑠𝑖𝑔𝑚𝑜𝑖𝑑(2𝑥) − 1    (2.7.3.7) 
 
Función ReLu (Rectified Linear Unit). –  Esta función activa el nodo si la entrada es 
positiva, dando una salida relacionada linealmente con la entrada y en el caso en que la 
entrada es negativa, la salida es cero. La función ReLu tiene mejor funcionamiento en el 
entrenamiento que la función sigmoide porque su gradiente es cero o una constante.  
 





Función Softplus. – Es otra variante de ReLu llamada la versión suave de ReLu. 
 
𝑧(𝑥) = 𝑙𝑛[1 + 𝑒𝑥]    (2.7.3.9) 
 
 
Figura 2.28 Funciones de activación ReLu() y softplus(). 
 
Función Hard tanh. -  La ventaja de la función Hard tanh sobre la original tanh es 
que representa una carga computacional menor.  
 






Figura 2.29 Función de activación Hard tanh(). 
 
Función Leaky ReLu. – Es una variante de ReLu en que incluye una pequeña 
pendiente en los valores negativos. 
 
𝑧(𝑥) = {
𝑥,   𝑥 > 0               
0.01𝑥, 𝑜𝑡𝑟𝑜 𝑐𝑎𝑠𝑜






Figura 2.30 Función de Activación Leaky ReLu. 
 
Función softmax. – Es una generalización de regresión logística con datos continuos, 
puede contener múltiples límites de decisión y maneja etiquetas de tipo multinomial. 
 Esta función es utilizada generalmente, en la capa de salida de un clasificador.  Si se 
tiene un alto número de etiquetas (miles) se utiliza se utiliza una variante de softmax 
llamada hierarchical softmax. Hierarchical softmax crea una estructura jerárquica para 
las etiquetas y el clasificador softmax es entrenado en cada nodo del árbol para realizar la 
clasificación (Patterson & Gibson, 2017). También se la conoce con el nombre de función 
exponencial normalizada. 
 












j es j-ésima categoría de un total de K categorías.  
 
2.7.4 Dimensionalidad de las capas y conexiones 
En la arquitectura feed-forward network todos los nodos de una capa son conectados 
a la siguiente capa. La arquitectura queda casi definida cuando se establece el número de 
capas y el número y tipo de nodo en cada capa, quedando por definir únicamente la 
función de pérdida (loss function). El número de neuronas en cada capa es la 
dimensionalidad de esa capa, por lo tanto, si una red neuronal tiene k capas ocultas y cada 
capa oculta tiene p1, p2, ...,pk neuronas en cada una de sus capas, entonces los vectores 
salida de cada capa oculta son referidos como h1, h2,…, hk con dimensionalidad p1, 
p2,….,pk. 
El vector de entrada x con dimensión d genera una matriz W1 de pesos en las 
conexiones entre la capa de entrada y la primera capa oculta. La matriz W1 tendrá un 
tamaño d x p1 y la matriz de pesos Wr entre las capas ocultas r y (r+1) tendrá un tamaño 
pr x p(r+1). Finalmente, la capa de salida con o nodos recibirá Wk conexiones con un 
tamaño de pk x o. Las entradas a cada capa corresponden a las siguientes ecuaciones: 
 
ℎ1 = 𝑧(𝑊1
𝑇𝑥 + 𝑏1)       (2.7.3.13) 
ℎ𝑝+1 = 𝑧(𝑊𝑝+1
𝑇 ℎ𝑝 + 𝑏𝑝+1)    (2.7.3.14) 
     𝑂 = 𝑧(𝑊𝑘+1





2.7.5 Función de pérdida 
El proceso de optimización requiere maximizar o minimizar la función objetivo. En 
redes neuronales se busca minimizar el error por lo que la función de pérdida es 
denominada función de coste o función de pérdida. El cálculo del error del modelo en el 
proceso de optimización es fundamental para lograr resultados satisfactorios, por lo que 
es necesaria una adecuada selección de la función de pérdida. Esta función debe ofrecer 
un conjunto de soluciones que puedan ser mapeadas con los resultados del algoritmo de 
optimización mediante actualizaciones iterativas de los pesos del modelo. Entre las 
funciones de pérdida más utilizadas se encuentran MSE (Mean Squared Error), binary 
cross-entropy y categorical cross-entropy (Gulli & Pal, 2017). 
 
Error cuadrático medio (Mean Squared Error MSE) 
MSE es el error cuadrático medio entre las predicciones y los valores verdaderos 






∑ (?̂? − 𝑌)2𝑛𝑖=1     (2.7.3.15) 
Donde ?̂?es un vector de n predicciones y 𝑌 es un vector de n valores observados. 
 
Entropía cruzada binaria (binary cross-entropy) 
Binary cross-entropy es una función de pérdida logarítmica binaria adecuada para 




definida por el conjunto de datos de entrenamiento y el modelo es matemáticamente 
equivalente a la logverosimilitud negativa. 
Está definida por: 
𝐿(𝑊, 𝑏) =  −
1
𝑁
∑ 𝑦𝑖𝑙𝑜𝑔(?̂?𝑖) − (1 − 𝑦𝑖)log (1 − ?̂?𝑖)
𝑁
𝑖=1    (2.7.3.16) 
Donde  
W son los pesos y b es el sesgo 
𝑦𝑖 clasificación objetivo 
?̂?𝑖 son las predicciones 
 
Entropía cruzada categórica (categorical cross-entropy) 
Categorical cross-entropy es una función de pérdida logarítmica categórica que se 
utiliza para predicciones de etiquetas de categorías múltiples, se define por la siguiente 
función: 







𝑖=1     (2.7.3.17) 
Donde  
W son los pesos y b es el sesgo 
M es el número de clases 
𝑦𝑖 categorías objetivo 

























Banano Giant Cavendish del cultivar “Williams”.  
100 plantas en la fase de establecimiento (3-4 meses en esta fase), provenientes de 
invernaderos de locales de propagación de banano ubicados en Guayaquil (Ecuador), 
fueron transportadas al invernadero del Centro de Investigaciones Biotecnológicas del 
ECUADOR (CIBE), en donde se las mantuvo a temperatura de 28 ° C, 70% HR 
(humedad) con luz natural (12 horas) y regadas cada 48 horas. 
 
3.1.2   Patógeno 








3.2.1 Sistema de adquisición de datos Hiperespectrales. 
Para realizar la adquisición de las imágenes se utilizó un sistema de imágenes 
hiperespectrales diseñado y construido en el Centro de Visión por Computador y Robótica 
de la ESPOL (CVR-ESPOL). 
El sistema está compuesto por un espectrómetro ImSpector V10E (Spectral Imaging 
Ltd.) conectado a una cámara 1500M-GE (Thorlabs). Estos dispositivos se montaron 









El ImSpector V10E es un escáner de línea (push-broom) que tiene una resolución 
espectral de 4.55 nm y opera en un rango espectral entre 386 y 1019 nm. La resolución 
espacial es de 0.5 mm (alto) x 176.6 mm (ancho), lo que implica que la luz de una sección 
de 0.5 x 176.6 mm del objeto es descompuesta por el espectrómetro. Para un pixel 
determinado, la luz que llega corresponde a una superficie de 0.125 x 0.125 mm. Dado 
que el sensor CCD de la cámara tiene resolución de 1040 (filas) x 1392 (columnas) pixeles 
y el espectro se proyecta de forma continua sobre el sensor, por cada imagen se obtienen 
1040 muestras del espectro. Cada pixel es representado por 12 bits.  
Durante el proceso de escaneo, la planta es colocada en la parte superior mientras la 
cámara se desplaza logrando un barrido completo de la hoja seleccionada. Dos lámparas 
halógenas de 50 W. iluminan el objetivo. El Sistema está controlado por un computador 
con una capacidad de almacenamiento de 1 TB, un procesador Intel Core i5 3.1 GHZ y 
16 GB de RAM.  
El sistema fue configurado para generar un cubo HS de dimensiones espaciales de 205 
filas (M), 198 columnas (N) y una dimensión espectral de 520 longitudes de onda (J) para 
cada hoja. Para obtener el ancho de un cubo HS (dimensión N), se estableció un pixel 
binning-x (agrupamiento en x) de 7 pixeles, lo que resulta en una reducción de 1392 
píxeles a 198 píxeles. Para calcular el número de longitudes de onda (J) de un cubo HS, 
configuramos un pixel binning-y (agrupamiento en y) de 2 pixeles, lo que resulta en una 
reducción de 1040 píxeles a 520 píxeles. Finalmente, la altura de un cubo HS (M) se 
estableció de acuerdo con la velocidad de fotogramas de adquisición de la cámara para 




La calibración del sistema es crucial para la obtención de imágenes con la mejor 
calidad. En esta aplicación se utilizaron métodos estándar de calibración de imagen. 
La calibración espectral se llevó a cabo utilizando fuentes de luz de espectros 
conocidos como mercurio (Hg), argón (Ar), helio (He) e hidrógeno (H). Los espectros 
generados se utilizaron para estimar la longitud de onda correspondiente a cada línea del 
dispositivo de acoplamiento de carga (CCD) relacionando los picos de los espectros de 
los gases con las posiciones de las bandas espectrales en la imagen. La relación fue 
establecida mediante la siguiente ecuación: 
𝜆(𝑟𝑜𝑤𝑖) = 0,000022 ∗ 𝑟𝑜𝑤𝑖
2 + 0,586019 ∗ 𝑟𝑜𝑤𝑖 + 386,829(𝑛𝑚) (3.2.1.1) 
Donde, 
rowi es la posición de la banda espectral 
λ (rowi) es la longitud de onda en la posición rowi 
En segundo lugar, se realizó la calibración radiométrica para reducir la influencia de 
las variaciones de intensidad de la luz y el ruido del sensor CCD. Para este propósito, se 
tomaron imágenes de referencias blancas y oscuras antes de cada sesión de exploración y 
se normalizó la imagen espectral en bruto. Para la normalización de la radiación medida 




     (3.2.1.2) 
 Donde, 




𝐼𝜆 es la intensidad de luz medida en la longitud de onda λ. 
𝑊𝜆 es la intensidad de referencia (blanco) medida en la longitud de onda λ. 
𝐷𝜆 es la intensidad obtenida por el sensor cuando no recibe luz (negro). 
A continuación, se realizó la calibración espacial que consiste en regular el 
movimiento del slider para que la secuencia de frames capturados (líneas de barrido) no 
se traslapen o queden espaciados. Si el espectrómetro se mueve muy rápido, se obtiene 
información incompleta del objeto. Por otro lado, si el espectrómetro se mueve muy lento, 
se registra información redundante produciéndose el traslape de las regiones. El primer 
caso se denomina submuestreo y el segundo sobremuestreo. Para eliminar este problema 
se calcula la velocidad de traslación del slider que permita muestrear espacialmente un 
objeto de forma correcta. 
Finalmente, para obtener una imagen que contenga únicamente los de onda de 700 nm. 
y ponemos a cero el soporte de la hoja y los píxeles de fondo. Utilizamos píxeles que 
corresponden a la hoja, generamos una máscara segmentando la imagen a una longitud 
está máscara para eliminar automáticamente los elementos de la imagen que no 
corresponden a la hoja.  
Más detalles de la construcción, calibración y funcionamiento del sistema se pueden 
obtener en el trabajo de Ochoa et al. (2016). 






Los programas fueron desarrollados utilizando las siguientes herramientas: 
Python versión 3.7, Anaconda, Jupiter Notes, Google Colab. 





3.3 INOCULACIÓN DE PLANTAS 
 
Con el fin de producir la enfermedad en las plantas se aplicó un protocolo de 
inoculación del patógeno manteniendo las condiciones necesarias para que el inóculo 
colonice la planta y se desarrolle la enfermedad. 
Dieciséis plantas fueron seleccionadas al azar del invernadero, 10 fueron inoculadas 
con P. fijiensis y en 6 plantas de control se realizó una inoculación simulada (mock). La 
inoculación de la planta se realizó según el proceso planteado por Gbongue et al. (2019). 
Brevemente, hongos P. fijiensis aislados fueron inoculados sobre agar de papa y dextrosa 
(PDA) y se incubaron durante 2 semanas a 30 ° C. Luego, el micelio fue sumergido en 10 
ml de agua estéril y se filtró para separar el micelio de los conidios. A continuación, la 
suspensión conidial se concentró por centrifugación a 3000 x g durante 10 minutos a 4 ° 
C.  
Las hojas de banano se inocularon con la suspensión concentrada de conidios usando 
un atomizador de aerógrafo y los síntomas de la enfermedad se monitorearon usando la 
escala de severidad que se muestra en la tabla 1-1 (Fouré, 1986). Los síntomas visuales 
en cada etapa de la enfermedad se muestran en la figura 3.2. Las plantas de control se 






Figura 3.2 Etapas de la enfermedad Sigatoka negra. 






3.4 ADQUISICIÓN DE IMÁGENES 
 
En cada una de plantas seleccionadas en el apartado anterior, se identificaron las hojas 
que serían escaneadas y etiquetadas. Se seleccionaron tres hojas de las plantas de control 
(6), dos se dañaron debido a la manipulación lo que dio como resultado un subtotal de 16 
imágenes de hojas no infectadas. De las plantas inoculadas (10), se seleccionaron dos 
hojas de cada planta y fueron escaneadas cada 3 días durante 3 meses. En cada sesión de 
escaneo, un experto evaluó los síntomas visualmente utilizando la escala de síntomas 
detallada en la tabla 1-1 y fueron etiquetadas. Durante este período, la progresión de la 
enfermedad en las hojas fue desigual. Los síntomas del nivel de severidad 1 aparecieron 
entre 7 y 31 días y aumentaron de manera irregular alcanzando niveles de gravedad más 
altos en diferentes períodos de tiempo. En algunas hojas, la enfermedad alcanzó el nivel 
de gravedad 5. Debido a la manipulación, varias hojas se dañaron y, por lo tanto, fueron 
descartadas durante el experimento. 
De las imágenes escaneadas y etiquetadas por los expertos, seleccionamos las que 
pertenecen a las hojas infectadas en las etapas pre-sintomática, severidad 1 y severidad 2. 
Las imágenes pre-sintomáticas (16) fueron aquellas obtenidas seis días antes de que la 
hoja presentara síntomas de severidad 1. Luego, se tomaron las siguientes imágenes en 
intervalos de 6 días durante la progresión del nivel de severidad 1 (54) y el nivel de 




El conjunto de datos final consistió en 104 imágenes (16 no infectadas, 16 pre-
sintomáticas, 54 niveles de gravedad 1 y 18 niveles de gravedad 2). El nivel de severidad 
reportado correspondió a la etapa de enfermedad más alta encontrada en la hoja. 
 
 





3.5 PRE-PROCESAMIENTO DE DATOS 
 
Para corregir diferencias de escala en las mediciones de reflectancia producidas por 
efectos de longitud de trayectoria y variaciones de fuente o detector u otros efectos 
relacionados a la sensibilidad instrumental, principalmente para compensar las 
variaciones de reflectancia debido a la orientación relativa de la superficie de la hoja y el 





     (3.5.1) 
 
Donde, 
𝑥𝑖𝑛𝑜𝑟𝑚 es la reflectancia normalizada para una posición i. 
𝑥𝑖 es la reflectancia sin normalizar en una posición i. 
𝑥?̅?  es la media de la reflectancia en todas las longitudes de onda para una posición i. 
𝜎𝑖 es la desviación estándar de la reflectancia en una posición i. 
Finalmente, se realizó una reducción de la dimensionalidad del cubo HS, calculando 
el promedio de los valores de reflectancia medidos en cada longitud de onda, dando como 






Figura 3.4 Reducción de cubos hiperespectrales 
 
Un análisis preliminar de las regiones infectadas mostró diferencias en los patrones 
espectrales de las etapas de la enfermedad. La figura 3.5 muestra los patrones de 
reflectancia SNV para el nivel de gravedad 2 y las regiones no infectadas. 
 





3.6 MÉTODOS ESTADÍSTICOS 
Los datos descritos en el apartado 3.5 fueron organizados en un vector y que 
corresponde a la variable respuesta binaria (infectado y no infectado) y una matriz X 
(x1,...,xp) que corresponde  a la matriz reducida de dimensiones 104 x 520 formada por un 
set de predictores que cuantifican intensidad de la reflectancia normalizada en cada 
longitud de onda medida en 104 imágenes de hojas de banano (104 hojas x 520 longitudes 
de onda).  
El modelo PLS_PLS fue entrenado utilizando la matriz X. La variablidad explicada y 
su capacidad de predicción fue evaluada a partir de medidas de bondad de ajuste como 
diferencia de devianza, Pseudo Cox&Snell R2, Nagelkerke R2 y MacFadden R2 y con el 
método de validación cruzada LOOCV (Leave-One-Out-Cross-Validation).  
La representación gráfica de la estructura de la matriz de entrada fue realizada 
utilizando el HS-Biplot y se realizó un análisis visual de los grupos de hojas y su relación 
con las longitudes de onda del espectro visual e infrarrojo cercano. La calidad de 
representación del HS-Biplot fue evaluado mediante la variabilidad capturada por las 
componentes PLS-PLS. 
En la validación externa se utilizó una matriz con datos obtenidos a partir de nuevas 
hojas seleccionadas aleatoriamente. El nuevo set de datos incluyó 32 imágenes nuevas, 
formado por 16 sanas y 16 infectadas. El modelo PLS-PLR construido fue evaluado 
mediante la predicción de los nuevos datos. 
Otros modelos de aprendizaje supervisado fueron construidos para realizar una 




métodos de clasificación seleccionados son utilizados ampliamente en distintas ramas de 
la ciencia. Ellos son: NPLS-DA, SVM y MLP (redes neuronales artificiales). 
La aplicación de cada uno de los modelos se realizó en dos fases: 
 Fase de entrenamiento o de calibración en la que se diseña y se construye el 
modelo o regla para la clasificación. 
 Fase de predicción o prueba en la que se clasifican los objetos de los que se 
desconoce su clase de pertenencia.  También se la conoce como validación 
externa. 
En cada fase se evaluaron las siguientes métricas de predicción: 
TP verdaderos positivos. Número de hojas infectadas que fueron clasificadas 
correctamente. 
FP Falsos Positivos. Número de hojas sanas que fueron clasificadas como infectadas.  
FN Falsos Negativos. Número de hojas infectadas que fueron clasificadas como sanas. 
TN Verdaderos Negativos. Número de hojas sanas que fueron clasificadas 
correctamente. 
Exactitud. - es el total de aciertos del modelo.  
𝐸𝑥𝑎𝑐𝑡𝑖𝑡𝑢𝑑 =  
𝑇𝑃+𝑇𝑁
𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
     (3.6.1) 
 
Error de clasificación. - es la tasa de errores de predicción del modelo. 
𝐸𝑟𝑟𝑜𝑟 𝑑𝑒 𝑐𝑙𝑎𝑠𝑖𝑓𝑖𝑐𝑎𝑐𝑖ó𝑛 =  
𝐹𝑃+𝐹𝑁
𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁






Sensibilidad. - también llamada recall o tasa de verdaderos positivos en indica que el 
porporción de postivos que fueron clasificados correctamente.   
𝑆𝑒𝑛𝑠𝑖𝑏𝑖𝑙𝑖𝑑𝑎𝑑 =  
𝑇𝑃
𝑇𝑃+𝐹𝑁
    (3.6.3) 
 
Especificidad. -  es la tasa de verdaderos negativos en el resultado de la clasificación. 
𝐸𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑑𝑎𝑑 =  
𝑇𝑁
𝑇𝑁+𝐹𝑃
   (3.6.4) 
  
Precisión. – es el valor de predicción positiva y corresponde a la tasa de verdaderos 
positivos en el resultado de la clasificación.  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖ó𝑛 =  
𝑇𝑃
𝑇𝑃+𝐹𝑃
     (3.6.5) 
 
Valor de predicción negativa. – es la tasa de verdaderos negativos en el total de 
negativos clasificados. 
𝑉𝑎𝑙𝑜𝑟 𝑑𝑒 𝑝𝑟𝑒𝑑𝑖𝑐𝑐𝑖ó𝑛 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑎 =  
𝑇𝑁
𝑇𝑁+𝐹𝑁
     (3.6.6) 
 
 
Prevalencia. - es la tasa de positivos en el total de la muestra.  
𝑃𝑟𝑒𝑣𝑎𝑙𝑒𝑛𝑐𝑖𝑎 =  
𝑇𝑃+𝐹𝑁
𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁





F1. - se interpreta como el promedio ponderado de la precisión y la sensibilidad.  
𝐹1 =  2
𝑃𝑟𝑒𝑐𝑖𝑠𝑖ó𝑛∗𝑠𝑒𝑛𝑠𝑖𝑏𝑖𝑙𝑖𝑑𝑎𝑑
𝑃𝑟𝑒𝑐𝑖𝑠𝑖ó𝑛+𝑠𝑒𝑛𝑠𝑖𝑏𝑖𝑙𝑖𝑑𝑎𝑑
      (3.6.8) 
 
3.6.1 Análisis exploratorio 
Un análisis preliminar de los datos se realizó mediante la observación de las curvas 
espectrales de las hojas infectadas y no infectadas. Inicialmente se consideró los pixeles 
de regiones etiquetadas por especialistas y se generaron los espectros promediando los 
valores de reflectancia medidos en los pixeles etiquetados para cada nivel de severidad. 
Posteriormente, el análisis se realizó considerando toda la hoja, lo que permitió evidenciar 
la potencialidad de la aplicación de técnicas clasificación para detectar la enfermedad en 
las imágenes hiperespectrales de las hojas. Utilizando un gráfico de diferencia de los 
espectros de hojas sanas e infectadas se observó la conformación de rangos espectrales 
en los que la reflectancia varia producto de los cambios producidos por la enfermedad. 
Este análisis permitió determinar regiones del espectro electromagnético que podrían ser 
utilizadas para realizar una preselección de variables en otras investigaciones en las cuales 
resulte prioritario y analizar los cambios en las hojas a través de las variaciones en la 
reflectancia. 
A continuación, se realizó una prueba estándar en el análisis exploratorio, la prueba de 
normalidad. El test de Kolmogorov Smirnov modificado por Lilliefors fue utilizado para 
contrastar la hipóstesis de normalidad. El objetivo es evaluar como hipótesis que los datos 
proceden de una distribución normal y como hipótesis alternativa que no lo hacen. Para 




estadístico de contraste más alejado que lo observado en la muestra actual. Los resultados 
fueron presentados en un gráfico.  
Para detectar la multicolineadad, que consiste en la existencia de relaciones lineales 
entre dos o más variables explicativas se realizó la observación de la matriz de correlación 
presentada en un gráfico de calor y se evaluó el factor de inflación de la varianza (VIF). 
La multicolealidad es un problema común en datos hiperespectrales que puede afectar la 
construcción de algunos modelos de aprendizaje automático por cuanto se incumple la 
premisa de que la matriz de datos debe tener rango completo. Los modelos PLS son una 
solución para la multicolineadad como efecto de la reducción de la dimensionalidad para 
obtener los factores latentes ortogonales y específicamente PLS-PLR, el método 
propuesto en esta investigación incluye la aplicación de regularización ridge en la 
regresión logística para eliminar los efectos de la multicolinealidad. 





 ,  j = 1,2,3,...k           (3.6.1.1) 
El VIF se evalúa para cada variable realizando una regresión sobre el resto de las 
variables independientes. R2j
 es el coeficiente de determinación para cada regresión 
calculada. 
 
3.6.2 Modelo PLS-PLR 
PLS fue originalmente desarrollada para respuestas continuas. En el caso de respuestas 




En estos casos, una versión PLS muy cercana a análisis discriminante sigue siendo muy 
utilizada y es llamada PLS-DA (PLS Disciminant Analysis) (Barker & Rayens, 2003). 
Nosotros consideramos que un modelo lineal no es adecuado cuando la respuesta es 
binaria, por lo tanto, una transformación logit es necesaria para ajustar la regresión. 
Nosotros usamos regresión logística en lugar de regresión lineal para relacionar la 
respuesta a las componentes PLS y de esta forma garantizar el ajuste a la respuesta 
binaria. Este método lo denominamos Regresión logística penalizada PLS (PLS-PLR, 
PLS Penalized Logistic Regressión). 
PLS-PLR fue seleccionada e implementada para resolver algunos problemas de los 
datos y que afecta su capacidad de predicción como: multicolinealidad, separación en los 
datos, sobre-ajuste y sub-ajuste.  
La alta colinealidad entre los predictores indica que las variables que la producen 
comparten cantidades sustanciales de información. En estas condiciones, los coeficientes 
de regresión tienen alta varianza lo que ocasiona que cambios pequeños en los datos 
produzcan cambios fuertes en los resultados haciendo que el modelo sea inestable y por 
lo tanto la evaluación de la importancia relativa de las variables resulte difícil. Una 
alternativa, para superar este problema es la reducción de dimensionalidad utilizando PLS 
que genera nuevas variables latentes no correlacionadas y ortogonales a partir de las 
variables predictoras con la ayuda de la variable respuesta. El número de variables 
latentes que también son llamadas componentes PLS es mucho menor a las variables 
originales (Vega Vilca & Guzmán, 2011).  La información relevante es resumida en las 
primeras variables latentes, mientras que el “ruido” es modelado por las últimas, por lo 




aleatorio se reduce. Por consiguiente, es posible minimizar el riesgo de cometer un error 
estadístico de Tipo II (Alciaturi, Escobar, De La Cruz, & Rincón, 2003). 
 Por otro lado, la intención de PLS es encontrar nuevas variables que son 
combinaciones lineales de los predictores y las variables de respuesta de tal manera que 
las nuevas variables, además de explicar la varianza observada, predicen la respuesta lo 
mejor posible.  Este método hace uso de la variable de salida para obtener las variables 
latentes, lo que reduce el sesgo evitando así el sub-ajuste (underfitting). El sesgo es la 
diferencia entre la predicción promedio de nuestro modelo y el valor a predecir. El modelo 
con alto sesgo no se ajusta a los datos de entrenamiento y simplifica demasiado el modelo 
generando a un alto error en la predicción de los datos de entrenamiento y prueba.  
Finalmente, para prevenir el problema de separación de datos y multicolinealidad 
(Albert & Anderson 1984; Santner & Duffy 1986), el algoritmo PLR-PLR incluye 
regularización Ridge (Le Cessie & Van Houwelingen, 1992) en la regresión logística para 
limitar el crecimiento de los coeficientes de regresión, lo que reduce la varianza, evita el 
sobreajuste y controla los efectos de separación en los datos. La penalización Ridge es 
calculada por la suma de los cuadrados de los coeficientes (L2 norm) multiplicada por el 
parámetro de penalización λ. El parámetro λ puede tener un valor entre 0 y 1 (Godínez-
Jaimes et al., 2012). Con el propósito de encontrar el modelo que mejor describe los datos, 
nosotros probamos valores de λ en el rango [0.1 - 0.9] con pasos incrementales de 0.1 y 
se calculó para cada valor de λ, las siguientes medidas de bondad de ajuste: DiffDeviance, 




El poder predictivo del modelo es relevante cuando queremos usar el modelo para 
estimar el comportamiento de nuevos datos. En esta investigación, utilizamos Leave-One-
Out-Cross-Validation (LOOCV) para evaluar el modelo obtenido que mejor se ajustó a 
los datos. LOOCV es un método que hace un uso intensivo de los datos mediante 
"remuestreo" o "reutilización simple", este procedimiento utiliza una observación como 
conjunto de validación y las observaciones restantes como conjunto de entrenamiento. 
Esto se repite para todas las observaciones. El método se basa en calcular la tasa de error 
al predecir la pertenencia o ausencia de la enfermedad para cada una de las observaciones 
utilizando un modelo generado con las (n - 1) observaciones restsntes (Cooil, Winer, & 
Rados, 1987). 
 
3.6.2.1 Algoritmo PLS-PLR 
Sea  𝒀 la variable respuesta binaria y (𝑿𝟏, … , 𝑿𝒑) un conjunto de predictores. Para una 
muestra de tamaño 𝑛 los datos pueden ser organizados en un vector respuesta 𝒚 =
(𝑦1, … , 𝑦𝑛)
𝑇 y una matriz de predictores 𝑿 = (𝒙1, … , 𝒙𝑝) = (𝑥𝑖𝑗) (𝑖 = 1,…𝑛; 𝑗 =
1, … , 𝑝) , donde 𝑦𝑖 es 0 o 1 para presencia o ausencia de la característica principal y 𝑥𝑖𝑗 
es el valor del 𝑖𝑡ℎ individuo en el 𝑗𝑡ℎ predictor. Las columnas de 𝑿 se suponen centradas 
y escaladas. 
La ecuación de regresión de la variable dependiente 𝒚 =  𝑻𝒄 + 𝑭 en el algoritmo PLS 
que explica y desde las componentes T es adaptada para tomar en cuenta la respuesta 
binaria.   Bastien et al. (2005)  generaliza el método cuando la respuesta desde una familia 




Nosotros incluimos una constante en el modelo porque la variable binaria no puede ser 
centrada. 
𝑔(?̂?) =  𝑐0 + 𝑻𝒄       (3.6.1.1.1) 
Incluyendo una constante mejora el ajuste significativamente y tendrá mejores 
propiedades para el biplot. 
Existe otro problema al ajustar un modelo logístico conocido como el problema de 
separación: cuando en el espacio generado por las X hay un hiperplano que separa las 
presencias y las ausencias, las estimaciones de máxima probabilidad no existen (Albert 
& Anderson, 1984), entendiéndose existencia como finitud. Incluso cuando la separación 
no es perfecta (cuasi separación) las estimaciones son muy inestables. La solución 
habitual es usar una versión penalizada de máxima verosimilitud (Heinze & Schemper 
2002). Aquí usaremos una penalización Ridge (Le Cessie & Van Houwelingen, 1992) en 
el modelo que se muestra en la ecuación (3.6.1.1.2) y en el algoritmo que describimos a 
continuación.  
Nosotros buscamos componentes que son combinaciones lineales de los predictores y 
que explican de la mejor manera la respuesta (en forma de regresión logística). Sea el  𝒕ℎ 
el vector que contiene las puntuaciones (scores) de cada individuo en una de esas 
combinaciones de componentes, entonces 𝒕ℎ = ∑ 𝑤ℎ𝑗𝒙𝑗 = 𝑿𝒘ℎ
𝑝
𝑗=1  siendo 𝒘ℎ =
(𝑤ℎ1, … , 𝑤ℎ𝑝)
𝑇  el vector de coeficientes. Normalmente usamos 𝑚 de esas components 
que son mutuamente ortogonales. 










    (3.6.1.1.2) 
o 
𝑙𝑜𝑔𝑖𝑡(?̂?) = 𝑙𝑜𝑔 (
?̂?
𝟏−?̂?
) = 𝑐0𝟏 + ∑ 𝑐ℎ𝒕ℎ
𝑚
ℎ=1     (3.6.1.1.3) 
O en forma matricial 𝑙𝑜𝑔𝑖𝑡(?̂?) = 𝑐0𝟏 + 𝑻𝒄, donde ?̂? = (?̂?1, … , ?̂?𝑛)
𝑇 es el vector de 
probabilidades estimadas de la presencia en cada individuo y 𝒄 = (𝑐1, … , 𝑐𝑚)
𝑇 son los 
coeficientes de la regresión sobre las componentes. El modelo es una regresión logística 
estándar sobre las componentes PLS. La constante 𝑐0 debe mantenerse porque no se 
puede centrar la variable binaria. 
En términos de las variables originales, 
𝑙𝑜𝑔𝑖𝑡(?̂?) = 𝑐0𝟏 + 𝑻𝒄 = 𝑐0𝟏 + 𝑿𝑾𝒄 = 𝑐0𝟏 + 𝑿𝒃   (3.6.1.1.4) 
Donde  𝑾 = (𝒘1, … ,𝒘𝑚) and 𝒃 = (𝑏1, … , 𝑏𝑝)
𝑇 son los coeficientes sobre las 
variables observadas.  
Para estimar 𝑻, 𝑾, 𝒄, 𝑐0 and 𝒃 nosotros usamos el algoritmo desarrollado por Bastien 
et al., (2005) con las modificaciones que se detallaron en los primeros párrafos de este 
apartado. 
1. Calculo de 𝒕𝟏, la primera componente PLS. 
a. Para cada predictor (𝑗 = 1,… , 𝑝), calcule el coeficiente de regresión 𝑤1𝑗 de 
𝑥𝑗, en la regresión logística de 𝒚 sobre 𝒙𝒋, para obtener 𝒘𝟏 =
(𝑤11,… ,𝑤1𝑝)
𝑇 




c. Calcule las puntuaciones de la componente (scores) 𝒕𝟏 = 𝑿𝒘𝟏/𝒘𝟏
𝑻𝒘𝟏 
2. Calculo de 𝒕𝒉, la ℎ
𝑡ℎ componente PLS. Las componentes 𝒕𝟏,… , 𝒕𝒉−𝟏 han sido 
obtenidas. 
a. Para cada predictor (𝑗 = 1,… , 𝑝), calcule el coeficiente de regresión 𝑤ℎ𝑗 de 
𝒙𝒋, en la regresión logística de 𝒚 sobre 𝒕𝟏,… , 𝒕𝒉−𝟏 y 𝒙𝒋, para obtener 𝒘𝒉 =
(𝑤ℎ1,… ,𝑤ℎ𝑝)
𝑇 
b. Normalice el vector 𝒘𝒉: = 𝒘𝒉/‖𝒘𝒉‖. 
c. Calcule la matriz residual 𝑿𝒉−𝟏 de la regresión lineal de 𝑿 sobre 
𝒕𝟏,… , 𝒕𝒉−𝟏. 
d. Calcule las puntuaciones de la componente (scores) 𝒕𝒉 = 𝑿𝒘𝒉/𝒘𝒉
𝑻𝒘𝒉. 
3. 𝑿 es factorizado como 𝑿 = 𝑻𝑷 
4. Regresión Logística de 𝒚 sobre las componentes PLS retenidas 




5. Expresión del modelo en términos de las predictoras originales 𝑏 = 𝑊. 
𝑙𝑜𝑔𝑖𝑡(?̂?) = 𝑐0𝟏 + 𝑻𝒄 = 𝑐0𝟏 + 𝑿𝑾𝒄 = 𝑐0𝟏 + 𝑿𝒃  
 
3.6.2.2 Penalización Ridge  
La regresión logística es un modelo muy utilizado cuando la respuesta es binaria, pero 
presenta problemas cuando existe separación en los datos y multicolinealidad. En estos 
casos el método de máxima verosimilitud para regresión logística no converge y los 




La separación en los datos existe cuando una variable o una combinación lineal de 
variables predice de manera perfecta la variable respuesta, es decir, que las dos clases 
pueden ser separadas por un hiperplano. 
 Albert & Anderson, (1984) demostraron que cuando hay separación completa o cuasi-
separación en los datos la solución de máxima verosimilitud no existe, es decir es no tiene 
un máximo finito. Mientras que, si los datos se traslapan la solución de máxima 
verosimilitud existe y es única.    
Una solución para este problema es la aplicación de una penalización en la regresión 
logística para reducir el tamaño de los coeficientes y la varianza. Estudios comparativos 
con otros estimadores (Firth, Rousseeuw & Christmann y Shen & Gao) dieron la ventaja 
a la penalización Ridge en términos de error cuadrático y sesgo (Godínez-Jaimes et al., 
2012). Adicionalmente, cuando hay muchas variables que influyen en la respuesta, como 
es el caso de los datos hiperespectrales, la penalización Ridge (Le Cessie & Van 
Houwelingen, 1992) ofrece mejores resultados que la penalización Lasso que es más 
eficiente cuando existen pocas variables que influyen en el resultado. En general, la 
regularización suele ser útil en situaciones en la que existe gran cantidad de variables 
predictoras o la relación del número de observaciones con respecto al número de variables 
es muy baja. 
En el modelo de regresión logística, las variables independientes y la variable 
respuesta se relacionan por, 
𝜋𝑖 = 𝑃(𝑌𝑖 = 1|𝑥𝑖











𝑇 = (1, 𝑥𝑖1, 𝑥𝑖2, … . . , 𝑥𝑖𝑝)   es la i-esima observación de Xp variables independientes. 
𝜷 = (𝛽0, 𝛽1, 𝛽2, … . . , 𝛽𝑝)
𝑇    es el vector de parámetros de la regresión. 
La función log-verosimilitud es, 
𝐿(𝜷) = ∑ 𝑌𝑖 log(𝜋𝑖)
𝑛
𝑖=1 + ∑ (1 − 𝑌𝑖)𝑌𝑖 log(𝜋𝑖)
𝑛
𝑖=1   (3.6.1.2.2) 
Para maximizar la función 𝐿(𝜷) se utiliza Newton-Raphson. La solución es el 
estimador MV  ?̂? para  . 
𝜷(𝑠) = 𝜷(𝑠) + 𝑰−1(𝜷(𝑠))𝑼(𝜷(𝑠))    (3.6.1.2.3) 
Donde, 
𝑼(𝜷(𝑠)) = 𝑿𝑻(𝒚 − 𝜋(𝜷)) es el vector de primeras derivadas parciales de 𝐿(𝜷) 
𝑰(𝜷) = 𝑿𝑇?̂?𝑿 es la matriz de información estimada con 
?̂? = 𝑑𝑖𝑎𝑔{?̂?1(1 − ?̂?1),… , ?̂?𝑛(1 − ?̂?𝑛)}. 
 
La función log-verosimilitud con penalización Ridge es, 
𝐿𝑟𝑖𝑑𝑔𝑒(𝜷) = 𝐿(𝜷) − 𝜆‖𝜷‖
2    (3.6.1.2.4) 
 El estimador Ridge iterativo logístico  ?̂?𝑹𝒊𝒅𝒈𝒆 se lo obtiene usando el método de 
Newton-Raphson. 




?̂?𝑹𝒊𝒅𝒈𝒆  = ?̂?𝑹𝒊𝒅𝒈𝒆 + {𝑿
𝑇?̂?(?̂?𝑹𝒊𝒅𝒈𝒆)𝑿 + 2𝜆𝑰}
−1
{𝑼(?̂?𝑹𝒊𝒅𝒈𝒆) − 2𝜆?̂?𝑹𝒊𝒅𝒈𝒆}  
Donde, 
𝑼(?̂?𝑹𝒊𝒅𝒈𝒆) = 𝑿
𝑇[𝑦 − 𝜋(?̂?𝑹𝒊𝒅𝒈𝒆)] es el vector de primeras derivadas parciales de 𝐿(𝛽) 
y 
?̂? = 𝑑𝑖𝑎𝑔{?̂?1(1 − ?̂?1),… , ?̂?𝑛(1 − ?̂?𝑛)}. 
 
3.6.2.3 Bondad de ajuste del modelo 
Para evaluar la bondad de ajuste del modelo se calculó la diferencia de devianza y los 
Pseudo R2 de McFadden, Cox&Snell, Nagelkerke. A pesar de que el modelo fue utilizado 
para predecir la presencia o ausencia de la enfermedad BLSD en las hojas de banano y su 
desempeño será evaluado con otras métricas de predicción, hemos incluido estas medidas 
como indicadores descriptivos. 
Diferencia de Devianza 
La devianza se utiliza para medir la falta de ajuste en modelos logísticos y corresponde 
a una medida para contrastar la hipótesis de ajuste correcto del modelo, análoga a la suma 
de cuadrados de los residuales en la regresión simple. Es una comparación entre un 
modelo a evaluar con el modelo saturado que es el que ajusta de forma perfecta. La 
devianza sigue asintóticamente una distribución 𝜒𝑛−𝑝−1
2 . Un menor valor de la devianza 
indica un mejor ajuste del modelo. Un valor D alto o un valor_p muy bajo indican que 







     (3.6.1.3.1) 
Donde 
𝐿𝑀(𝛽)  Verosimilitud del modelo 
𝐿𝐹(𝛽) Verosimilitud del modelo saturado (Full) 
La diferencia de devianza es la diferencia entre la devianza del modelo nulo (solo con 
el término indepentendiente) y la devianza del modelo ajustado.  






)  (3.6.1.3.2) 






)  (3.6.1.3.3) 
𝐷0 − 𝐷𝑀 = −2𝑙𝑛 (
𝐿0(𝜷)
𝐿𝑀(𝜷)
)    (3.6.1.3.4) 
𝐷𝑖𝑓𝑓𝐷𝑒𝑣𝑖𝑎𝑛𝑐𝑒 = −(2𝐿𝐿0(𝜷) − 2𝐿𝐿𝑀(𝜷))   (3.6.1.3.5) 
Donde: 
𝐿𝐿𝑀(𝜷) Log verosimilitud del modelo. 
𝐿𝐿0(𝜷) Log verosimilitud del modelo nulo (null model)  
La diferencia de devianza (DiffDeviance) es interpretada como una medida de la 
variación de los datos explicada por el modelo con predictores, pero sin constantes 
(modelo nulo). Este estadístico tiene una distribución Chi2 (𝜒𝑠𝑀−𝑠0
2 ), con grados de 
libertad igual a la diferencia entre los números de parámetros de los modelos. De esta 




DiffDeviance > χ2, lo que es equivalente a que el valor_p de contraste sea menor que el 
nivel de α fijado (Hosmer et al., 1998). 
Pseudo R2 
El Pseudo R2 indica que tan bien el modelo explica/predice la variable dependiente 
basado en las variables independientes también se las llamar medidas de poder predictivo 
o de calidad de ajuste. Normalmente suelen estar entre 0 y 1, siendo el valor igual a 1 el 
indicador de una predicción perfecta. En cuanto al umbral que determine si el modelo es 
aceptable o no aún no hay un consenso. 
 
R2McFadden es definida como uno menos la relación entre el logaritmo de la 
verosimilitud del modelo con respecto al logaritmo de la verosimilitud del modelo solo 
con los interceptos (Modelo nulo), con un rango teórico de valores de 0 ≤ R2McFadden ≤ 
1. Generalmente se considera Una buena calidad de ajuste cuando 0.2 ≤ R2McFadden ≤ 
0.4 y excelente para valores más altos. 
𝑅2𝑀𝑐𝐹𝑎𝑑𝑑𝑒𝑛 = 1 − (
𝐿𝐿𝑀
𝐿𝐿0
)    (3.6.1.3.2) 
Donde: 
LLM es log verosimilitud del modelo 




R2Cox&Snell es una medida de bondad de ajuste que generaliza el R2 de la regresión 
lineal. Se basa en la comparación del valor de verosimilitud del modelo (LM) con el valor 
de verosimilitud del modelo nulo (L0). Su rango de valores es entre 0 and (1— (L0) 
2 / n) 






    (3.6.1.3.3) 
 
Donde  
LM es el valor de verosimilitud del modelo. 
L0 es el valor de verosimilitud del modelo nulo (null model). 
R2Nagelkerke es el valor de R2Cox&Snell estandarizado sobre el valor máximo que 
podría tomar. Por lo tanto, el máximo valor de este pseudo R2 es 1 (Allison, 2014; Walker 






    (3.6.1.3.4) 
Donde,  
LM es el valor de verosimilitud del modelo. 






Las dos primeras componentes del modelo PLS-PLR fueron utilizadas para graficar el 
HS-Biplot. Las puntuaciones filas T (scores) y las puntuaciones columna P (loadings) 
fueron proyectadas en un plano que tiene como ejes las componentes del modelo PLS-
PLR. Las puntuaciones filas se muestran como puntos y representan las hojas de banano. 
Las puntuaciones columnas proveen la dirección de las líneas que representan las 
longitudes de onda.  
Hyperspectral Biplot (HS-Biplot) es una representación gráfica de las hojas, las 
longitudes de onda y las regiones de predicción y permite una inspección visual de las 
relaciones entre ellos. Las longitudes de onda fueron representadas por líneas coloreadas 
de acuerdo con la banda espectral a la que pertenecen. 
 
Tabla 3-1 Longitudes de onda de las regiones visible y cercana al infrarrojo 
Espectro visible 
Color Long. De onda 
Violet 380 - 427 nm 
Blue 427 - 476 nm 
Cyan 476 - 497 nm 
Green 497 - 570 nm 
Yellow 570 - 581 nm 
Orange 581 - 618 nm 
Red 618 - 780 nm 
Infrarrojo cercano 
Color Long. De onda 
Gray 780 - 1350 nm 
 
Técnicamente un biplot es una descomposición de una matriz X en un producto de 2 




𝑿 ≅ 𝑻𝑷 + 𝑬     (3.6.2.1) 
De esta forma, las filas y columnas pueden ser representadas al mismo tiempo en un 
diagrama de dispersión usando 𝑻 y 𝑷 como marcadores filas (t1, t2 ..ts) y marcadores 
columnas (p1,p2,...ps) respectivamente, por lo tanto el producto interno ti
Tpi representa el 
xij, (i,j)
th elemento de la matriz X, esto es  ?̂? = 𝑻𝑷𝑻. En este caso, la construcción del HS-
Biplot se realiza con dos componentes, por lo tanto, las matrices T y P tienen 2 columnas 
(S=2) (Oyedele & Lubbe, 2015). 
El biplot muestra las direcciones del espacio generado por las columnas de X que mejor 
separa las presencias de las ausencias para la variable dependiente. Así, nosotros tenemos 
una aproximación de bajo rango ?̂? = 𝑻𝑷 de la matriz 𝑿 que captura la parte que mejor 
explica la respuesta.  




× 100    (3.6.2.2) 
Donde ?̂? es la matriz de predictores aproximada y 𝑿 es la matriz original.  
Es posible identificar las variables relacionadas a las componentes PLS calculando 
bondad de ajuste por columna, es decir, la cantidad de varianza de cada columna 







× 100 (𝑗 = 1,… , 𝑝)  (3.6.2.3) 
Donde ?̂?[,𝒋] y 𝒙[,𝒋] son el 𝑗
𝑡ℎ columnas de la matriz ajustada y de la matriz original 




respuesta. Estas cantidades son llamadas contribuciones de las componentes a las 
variables predictoras. 𝜌𝑗
2 también es llamado calidad de representación de la variable j o 
predictividad de la columna. 







× 100 (𝑖 = 1,… , 𝑛)  (3.6.2.4) 
Donde ?̂?[,𝒊] y 𝒙[,𝒊] son el 𝑖
𝑡ℎ filas de la matriz ajustada y de la matriz original 
respectivamente. 
Estas medidas también se llaman calidad de la representación o predictividad. Las 
medidas separadas para cada dimensión también se llaman Contribuciones del Factor al 
Elemento (fila o columna). Las medidas se utilizan para identificar qué dimensiones son 
útiles para diferenciar al individuo del resto. Las personas con bajas cualidades 
generalmente se colocan alrededor del origen. 
Los marcadores de las filas de X se usan en el paso 4 del algoritmo de PLS-PLR para 
predecir la respuesta binaria, entonces, la variable binaria también se puede proyectar en 
el biplot usando un Biplot logístico externo, propuesto por Demey et al. (2008) y Vicente-
Villardón et al. (2006).  La principal diferencia es que en la propuesta original los puntajes 
para los individuos se obtienen de las Coordenadas principales y aquí de la Regresión 
logística PLS. El vector c de coeficientes de regresión logística define la dirección en el 
espacio generado por las columnas de T que separa mejor las presencias y ausencias y las 
probabilidades esperadas de tener la presencia de la característica. 




Donde 𝑡[𝑖,] es el 𝑖
𝑡ℎ fila de 𝑻. La probabilidad esperada es obtenida proyectando los 
puntos 𝒕[𝒊,]  sobre el vector 𝒄. El punto, en esa dirección, que predice una probabilidad 









2    (3.6.3.5) 
Si nosotros predecimos presencia cuando la probabilidad esperada es mayor que 0.5, 
la dirección de 𝑐 para ese valor de probabilidad, divide la representación en dos regiones, 
una que predice la presencia y otra que predice la ausencia.  El límite de las dos regiones 
es una recta perpendicular a 𝑐 y pasa por el punto (𝑥, 𝑦). Para más detalles ver en la 
sección 2.5.2 , Demey et al. (2008) o Vicente-Villardón et al. (2006).  
 
3.6.4 Análisis comparativo 
Tres modelos adicionales (NPLS-DA, SVM y MLP) fueron construidos con el 
objetivo de analizar el poder predictivo y explicativo de PLS-PLR y HS-Biplot. Los 
modelos fueron entrenados utilizando los mismos datos que fueron utilizados para ajustar 
el modelo PLS-PLR. Los resultados fueron evaluados utilizando matrices de confusión y 
métricas de predicción.  La especificidad es la proporción de las hojas sanas clasificadas 
correctamente de todas las hojas sanas clasificadas. La sensibilidad es la proporción de 
hojas de banano infectadas correctamente clasificadas en relación con todas las hojas 
inoculadas clasificadas. La precisión nos permite conocer la tasa de verdaderos positivos 
que corresponde al porcentaje de hojas infectadas que fueron clasificadas correctamente. 




de hojas. Además, se calculó la métrica F1 que se puede definir como un promedio 
ponderado entre la precisión y la sensibilidad. 
Otra forma de evaluar la idoneidad de los modelos son las curvas de la característica 
del receptor (ROC) y el área bajo la curva ROC (AUC).  La curva ROC (Receiver 
Operating Characteristic) ilustra la "tasa de verdaderos positivos" (eje Y) versus la "tasa 
de falsos positivos" (eje X) para diferentes umbrales de decisión. Una línea diagonal en 
el gráfico describe lo que sería la curva ROC de un test diagnóstico incapaz de discriminar 
entre positivos y negativos, debido a que cada punto de corte que la compone determina 
la misma proporción de verdaderos positivos y de falsos positivos ( Cerda & Cifuentes, 
2012). 
 
Figura 3.6 Curva ROC para un modelo hipotético (Cerda & Cifuentes, 2012). 
 
El área bajo la curva AUC, es un indicador del rendimiento predictivo de un 
clasificador que permite comparar dos o más clasificadores en función de su capacidad 




pueda discriminar entre la clase positiva y la clase negativa. Un valor AUC alto significa 
una exatitud mayor (Jinzhu, Di, & Jiang, 2013). 
 
3.6.5 Modelo NPLS-DA 
El modelo NPLS-DA, basado en el algoritmo NPLS explicado en el apartado 2.4.2, 
fue generado utilizando un tensor de tercer orden construido a partir de los cubos 
hiperespectrales y fue transformado mediante un método de matrización. Para ello, 
siguiendo el procedimiento propuesto por Folch-Fortuny et al. (2016), se calcularon 5 
características (media, desviación típica, simetría, curtosis, quinto momento) en cada 
longitud de onda  obteniéndose una matriz reducida de 5 X 520 por cada cubo HS que 
inicialmente tenían 205 filas,  198 columnas y 520 longitudes de onda. 
Número de pixeles en una imagen 





       (3.6.5.1) 
Donde 
𝑥𝑖𝑘  son los valores de reflectancia normalizada en el pixel i para una longitud de 
onda k. 









       (3.6.5.2) 
Donde 
𝑥𝑖𝑘  son los valores de reflectancia normalizada en el pixel i para una longitud de 
onda k. 
?̂?𝑘 es la media de la reflectancia en la longitud de onda k. 
np es número de pixeles en la imagen. 





      (3.6.5.3) 
Donde 
𝑥𝑖𝑘  son los valores de reflectancia normalizada en el pixel i para una longitud de 
onda k. 
?̂?𝑘 es la media de la reflectancia en la longitud de onda k. 
np es número de pixeles en la imagen. 





      (3.6.5.4) 
𝑥𝑖𝑘  son los valores de reflectancia normalizada en el pixel i para una longitud de 
onda k. 
?̂?𝑘 es la media de la reflectancia en la longitud de onda k. 









     (3.6.5.5) 
𝑥𝑖𝑘  son los valores de reflectancia normalizada en el pixel i para una longitud de onda 
k. 
?̂?𝑘 es la media de la reflectancia en la longitud de onda k. 
np es número de pixeles en la imagen. 
 
 
Figura 3.7 Estructura de tensor de tercer orden en NPLS-DA (Folch-Fortuny et al., 
2016). 
 
Una vez realizada la transformación de los cubos HS, un tensor de tercer orden con 
dimensiones 104 x 5 x 520 se formó con las 104 matrices generadas (figura 3.7). Este 
nuevo cubo de datos fue desplegado en el primer modo y se obtuvo la matriz final de 






Figura 3.8 Tensor desplegado primer modo. 
 
Durante la calibración del modelo se buscó el número mínimo de componentes para 
lograr la mejor predicción y luego, se realizó la prueba de validación externa utilizando 
la misma muestra utilizada en validación externa del modelo PLS-PLR. 
El método NPLS-DA fue desarrollada en el lenguaje R. 
 
3.6.6 Modelo de clasificación SVM 
Las máquinas de vectores soporte (SVM) son clasificadores lineales que buscan 
separadores lineales llamados hiperplanos ya sea en el espacio de las entradas o en un 
espacio transformado (espacio de características) utilizando funciones kernel.   
Dos modelos SVM de clasificación fueron entrenandos aplicando a priori diferente 
criterio de separación de clases para seleccionar el kernel. En primer lugar, se consideró 




Luego, se consideró la posibilidad de que los datos no sean linealmente separables y se 
creó un segundo modelo aplicando un kernel polinómial de segundo grado. 
La optimización del hiperparámetro de reguralización C permite el control de las 
violaciones de las observaciones sobre el margen del hiperplano, favoreciendo el 
equilibro entre el sesgo (bias) y la varianza. El hiperparámetro de regularización C 
flexibiliza la clasificación proveyendo de una holgura para observaciones que se ubican 
dentro del margen máximo y establece un compromiso entre el error de entrenamiento y 
la complejidad del modelo. El hiperparámetro C limita el efecto de cualquier instancia de 
entrenamiento en la superficie de decisión.  
Con un valor bajo de C se incrementa el margen generando un mayor bias, pero la 
varianza se reduce. El modelo es más simple a costa de un mayor error de entrenamiento. 
Con un valor alto de C, se aceptará un margen menor con un modelo más complejo y se 
ajustará bastante a los datos logrando un bias reducido, pero con una varianza alta, lo que 
aumenta el riesgo de sobreajuste. 







Figura 3.9 Aplicación de hiperparámetro C en SVM de margen blando (Bzdok, 
Krzywinski, Altman, 2018). 
 
La aplicación del método SVM fue realizada utilizando el lenguaje PYTHON. 
 
3.6.6.1 SVM Lineal 
Tal como se indicó anteriormente, los hiperplanos de separación son buenos 
clasificadores cuando las clases son perfectamente separables o cuasi-perfectamente 
separables. 
El modelo SVM lineal fue implementado mediante la función kernel lineal asumiendo 
que los datos son separables por un hiperplano. El hiperparámetro C, fue modificado entre 
1 y 50. 
Para cada modelo lineal se calculó la matriz de confusión y las métricas de predicción 
en entrenamiento y validación externa y se selección el que presentó los mejores 
resultados. 
  El informe de clasificación incluye las siguientes métricas: precisión, sensibilidad, 





3.6.6.2 SVM Polinomial 
Cuando las clases no son separables linealmente el clasificador SVM (lineal) no es una 
solución práctica, en estos casos, se utiliza una transformación mediante una función 
kernel para aumentar las dimensiones del espacio de las predictoras.   
Una posibilidad para tratar con límites no lineales entre clases consiste en utilizar el 
kernel polinomial. Los kernels son funciones que transforman un espacio de pocas 
dimensiones en un espacio de dimensiones mayores mediante transformaciones 
complejas de los datos. También puede definirse como una función que cuantifica la 
similitud entre dos observaciones en un nuevo espacio dimensional. 
En esta investigación se avaluó varios modelos SVM con kernel polinomial 
modificando los valores del hiperparámetro C en un rango entre 1 y 100. 
Utilizando los modelos generados construyó la matriz de confusión y el reporte de 
clasificación para predicción utilizando los datos de entrenamiento y validación externa. 
De la misma forma que el modelo SVM lineal, se seleccionó el modelo polinomial que 
presentó los mejores resultados de predicción. 
  El informe de clasificación incluye las siguientes métricas: precisión, sensibilidad, 





3.6.7 Redes Neuronales Artificiales MLP 
Se diseñó dos redes neuronales perceptrón multicapa (MLP) con retropropagación 
(back-propagation). En las MLP, cada neurona de la capa de entrada incorpora a la red el 
valor de una variable independiente que es recibido por las neuronas de las capas ocultas 
en donde se realiza la mayor parte del trabajo de modelo y las neuronas de la capa de 
salida calculan el valor de la variable respuesta sea esta cuantitativa o categórica. 
Una MLP emplea la retropropagación como mecanismo de aprendizaje durante la 
etapa de entrenamiento en el cual se evalúa la función de pérdida para determinar la 
eficiencia del aprendizaje. El siguiente proceso, luego del entrenamiento, es la validación 
con información no etiquetada, esta etapa también es conocida como validación externa 
que utiliza un dataset de prueba (Garro, Sossa, & Vazquez, 2012). 
 
3.6.7.1 Diseño de redes neuronales 
El diseño de una MLP es determinante en el desempeño de una red reuronal. Los 
elementos que deben ser considerados para el diseño de una red neuronal son los 
siguientes: 
Arquitectura. – es la topología de la red neuronal y está definida por el número de 
capas y el número de neuronas de cada capa. La capa de entrada contiene un número de 
neuronas igual al número de variables predictoras de la matriz de entrada.  El número de 
neuronas de la capa de salida depende del tipo de problema a resolver (clasificación 
binaria, clasificación multicategorías, regresión). El número de capas ocultas está 




Función de activación. -  también es llamada función de transferencia. En el apartado 
2.7.3 fueron descritas las principales funciones de activación entre las que se describieron 
las siguientes funciones: Lineal, Signo, Sigmoide, tangente hiperbólica, ReLu, Hard 
Tanh, Leaky Relu.  
Función de pérdida. -  La solución al problema de optimización para determinar los 
pesos sinápticos se obtiene mediante la determinación del error entre el valor estimado y 
el valor real utilizando una función de pérdida o de coste. Las funciones más son: Error 
cuadrático medio (MSE, Mean Squared Error), entropía cruzada binaria (binary cross-
entropy) y entropía cruzada categórica (categorical cross-entropy). 
Función de salida. – Corresponde a la función de la capa de salida. Las funciones de 
salida más utilizadas en problemas de clasificación son: la función sigmoide y la función 
softmax. 
Optimizadores de gradiente. – son técnicas de aproximación para estimar el gradiente 
con la intención de alcanzar el mínimo de la función de pérdida en el menor tiempo 
posible. Entre los optimizadores más utilizados se encuentran: momentum, 
RMSProp (Root Mean Square Propagation), adam (Adaptive Moment Estimation), 
Adagrad y Adadelta. El más utilizado es adam por su rapidez en alcanzar el mínimo. 
Adam es un algoritmo de optimización de funciones estocásticas basada en gradiente de 
primer orden que utiliza estimaciones adaptativas de momentos de orden inferior 
propuesto por Kingma & Ba (2015).  Este Optimizador es una extensión del descenso de 
gradiente estocástico que adapta las tasas de aprendizaje utilizando el primer momento 




La asignación de los parámetros del diseño se basó en el conocimiento de los datos 
hiperespectrales y en experiencias de otros autores en problemas similares utilizando un 
enfoque de arquitectura constructivo (Torres, 2018). 
 
3.6.7.2 MLP con una capa oculta 
La primera red fue diseñada con una capa oculta, la cual llamaremos “MLP 1”. El 
número de características o variables (longitudes de onda) corresponde al número de 
neuronas de la capa de entradas. La matriz de datos de entrada tiene 520 variables, por lo 
tanto, nuestra red neuronal fue diseñada con 520 neuronas en la capa de entrada. 
Puesto que, el tipo de salida que requerimos es binaria (0,1), la capa de salida está 
formada por una neurona con una función de activación sigmoide.  
En la capa oculta la función de activación es ReLu. 
Para el cálculo del número de neuronas capas utilizamos la regla de la pirámide: 
ℎ = √𝑚𝑛     (3.6.7.2.1) 
donde  
h es el número de neuronas de la capa oculta 
n es el número de neuronas de entrada 
m es el número de neuronas de salida 
Por lo tanto, utilizando la ecuación (3.6.7.2.1) el número de neuronas en la capa oculta 
es 







Figura 3.10 Diagrama de MLP con una capa oculta. 
 
 
Se seleccionó el optimizador adam y la función de pérdida binary cross entropy.  





Tabla 3-2 Número de épocas para entrenamiento de redes neuronales 
 




Utilizando los datasets de entrenamiento y de validación se calculó la tabla de 
confusión y las métricas de exactitud, precisión, sensibilidad y F1. En la fase de 
validación se agregó el área bajo lo curva ROC, AUC. 
 
3.6.7.3 MLP con dos capas ocultas 
La segunda red fue diseñada con 2 capas ocultas (figura 3.11), será denominada “MLP 
2”. La capa de entrada incluyó 520 neuronas que corresponden a las longitudes de onda 
en la matriz de datos. 
De la misma manera que la primera MLP, el tipo de salida que requerimos es binaria 
(0,1) por lo tanto, la capa de salida está formada por una neurona con una función de 
activación sigmoide. 
La función de activación en las dos capas ocultas es ReLu.  
El número de neuronas de las capas ocultas se calculan mediante las ecuaciones 
(3.6.7.3.2) y (3.6.7.3.3). 



















=8    (3.6.7.3.1) 
Donde 
n es el número de neuronas de la capa de entrada. 
m es el número de neuronas de la capa de salida. 
𝐻1 = 𝑚 ∗ 𝑟2 = 1𝑥64 = 64    (3.6.7.3.2) 
Donde 
H1 es el número de neuronas de la primera capa. 
m es el número de neuronas de la capa de salida. 
 
𝐻2 = 𝑚 ∗ 𝑟 = 1 ∗ 8 = 8    (3.6.7.3.3) 
Donde 
H2 es el número de neuronas de la segunda capa. 







Figura 3.11 Diagrama de MLP con dos capas ocultas. 
 
Se utilizó el optimizador de gradiente adam y la función de pérdida binay cross 
entropy. 




Tanto en la fase de entrenamiento como en la de validación se calculó la tabla de 
confusión y las métricas de exactitud, precisión, sensibilidad, F1. En la fase de validación 





















En enfoque principal del presente trabajo es el desarrollo de un modelo predictivo 
utilizando el método PLS-PLS con el propósito de detectar la Sigatoka negra en imagenes 
hiperespectrales de hojas de banano y realizar la visualización y análsis de la estructura 
de los datos utilizando HS-Biplot. La hipótesis que vamos a evaluar es que la Sigatoka 
negra influye en las propiedades ópticas de la planta de banano desde sus etapas iniciales 
y puede ser detectada en imagenes hiperespetrales de las hojas mediante la aplicación de 
las técnicas PLS-PLR y HS_Biplot.  
El experimento fue realizado en condiciones controladas y se escanearon hojas en los 
primeros niveles de la infección. Considerando la detección temprana de la enfermedad 
como un factor clave para la aplicación de estrategias de control y prevención, se 
seleccionaron, dentro del grupo de estudio, hojas no infectadas y hojas infectadas en 
estado pre-sintomático, severidad 1 y 2. 
El análisis preliminar de los espectros en diferentes niveles de severidad fue realizado 
utilizando las regiones infectadas etiquetadas por los especialistas. Las gráficas de los 
promedios de refletancia de las regiones en diferentes niveles de severidad mostraron 
cambios en distintas regiones del espectro electromagnético producto de los cambios 
fisico-químicos en la hoja causados por el hongo p. fijiensis a medida que se esparce la 
enfermedad. Las imagenes hiperespectrales fueron sometidas a un proceso de 
normalización para eliminar las distorciones producidas por el dispositivo. Se aplicó la 
media de la reflectancia en cada longitud de onda lo que redujo la dimensión de los cubos 
HS. Una evaluación preliminar de las firmas espectrales de las hojas mostró diferencias 
entre los espectros de las hojas en diferentes estadios de la enfermedad respecto a las 




La inspección de la matriz de correlación y del factor de inflación de varianza (VIF) 
corroboraron la condición de alta multicolinealidad en datos hiperespectrales. PLS-PLR 
intenta solucionar el problema de multicolinealidad, pero además se incluye la 
penalización Ridge que garantiza el control de los efectos producidos por la separación 
de datos al aplicar la regresión logística sobre las variables latentes PLS. Los excelentes 
resultados de predicción fueron complementados con el HS-Biplot que utiliza las dos 
primeras componentes PLS para representar las hojas, las longitudes de onda y sus 
relaciones en un solo gráfico. 
Tres métodos adicionales muy utilizados en la detección de enfermedades en plantas 
con HSI, tales como, NPLS-DA, SVM y redes neuronales artificiales (MLP) fueron 






4.1 ANALISIS EXPLORATORIO 
4.1.1 Análisis de firmas espectrales 
Las hojas de banano seleccionadas y las las regiones de la hoja afectadas por el 
patógeno p. fijiensis fueron etiquetas por los especialistas en biotecnología. Luego se 
calculó la media de los valores de reflectancia medida en cada pixel generando una firma 
espectral por cada nivel de severidad. Los gráficos de los espectros de las regiones 
etiquetadas mostraron diferencias en los espectros en diferentes niveles de severidad de 
la enfermada respecto al espectro de las hojas sanas. 
En la figura 4.1 se muestra las curvas espectrales de las regiones sanas e infectadas. 
La curva color verde corresponde a las regiones sanas, los colores amarillo, café, marrón 
y gris son los espectros de las hojas con niveles de severidad 1 al 4. Los niveles 5 y 6 no 
se muestran debido a que los espectros presentan altos niveles de ruido producto de los 
daños físicos de la hoja. 
A medida que la severidad de la enfermedad se incrementa, se observan cambios 
graduales en diferentes rangos espectrales. En el espectro visual, específicamente en el 
rango entre las longitudes de onda de 550 nm a 680 nm que corresponde al color amarillo 
(570 - 581 nm) y la color naranja (581 - 618 nm), se observa un incremento gradual del 
nivel de reflectancia debido al amarillantamiento de la hoja por la presencia de zonas 
cloróticas y posterior necrósis debido a los cambios en los tejidos fotosintéticos que 
afectan la producción de la clorofila, lo que también produce un incremento en la  




A partir de la longitud de onda de 700 nm aprox., en el borde rojo, se produce una 
disminución de la reflectancia que se extiende hasta el infrarrojo cercano. Esta 




Figura 4.1 Firmas espectrales de regiones sanas y enfermas. 
 
Las diferencias entre los espectros de regiones enfermas y sanas son un indicador 
potencial para la detección de la enfermedad en planas de banano utilizando análisis de 
los datos hiperespectrales.  
En esta investigación, la detección temprana de BLSD se realiza en los estados 
presintomático, estadio 1 y estadio 2 por dos razones principales: la primera es la 
dificultad de detectar por observación directa los daños físicos mínimos producidos por 




nivel 2 de severidad se desarrollan las esporas conidios y ascosporas, las cuales son las 
causantes de la propagación de la enfermedad. Los conidios son esporas asexuales que se 
diseminan a distancias cortas por medio del agua, mientras las ascosporas son esporas 
sexuales que pueden ser transportadas a largas distancias por el viento (Marín et al., 
2003). La detección de la enfermedad en estas etapas de la enfermedad es crucial para la 
aplicación de estrategias de control oportunas que permitan la racionalización de los 
fungicidas y la recuperación de la salud del cultivo en menor tiempo.  
A partir de la matriz reducida (104 x 520) obtenida en la sección 3.5 se analizó los 
espectros de las hojas en diferentes estadios de la enfermedad. Cada fila de la matriz 
contiene la información de una hoja y genera un espectro específico de acuerdo a su nivel 
de infección. Los promedios de la reflectancia por el nivel de la enfermedad fueron 
calculados agrupando las hojas según el nivel de infección obteniendo un espectro 
característico por grupo.  
El análisis de los espectros mostró que diferencia entre la media de la reflectancia de 
las hojas sanas y la media de la reflectancia de las hojas infectadas (figura 4.2) tiene seis 
puntos de inflexión en el cero, los cuales definen los rangos de longitudes de onda en los 
cuales la reflectancia de las hojas infectadas aumenta o disminuye respecto al patrón 
establecido por las hojas de control. En el gráfico, los valores negativos corresponden al 
incremento de la reflectancia en las hojas infectadas mientras que los valores positivos 
son el resultado de una disminución. Los puntos de inflexión en cero corresponden a las 
longitudes de onda en los cuales las reflectancias de las hojas sanas e infectadas son 
iguales por lo tanto la diferencia es cero. Los intervalos en los que se producen estos 






Figura 4.2 Variación de la reflectancia con BLSD. 
 
Tabla 4-1 Intervalos del espectro en los cuales se producen cambios de reflectancia por 
efecto de la BLSD 
RANGO ESPECTRAL VARIACIÓN COLOR 
395 498 aumenta violeta azul 
499 537 disminuye verde 
538 678 aumenta verde amarillo naranja rojo 
679 929 disminuye rojo infrarrojo 
930 1002 aumenta infrarrojo 
1003 1015 disminuye infrarrojo 











Figura 4.3 Firmas espectrales de hojas sanas e infectadas. 
 
En la figura 4.3, se muestran los espectros de las hojas con diferentes niveles de 
incidencia de la enfermedad: el espectro de la hoja sana es presentado en color verde, el 
espectro de la hoja en estado pre-sintomático en color amarillo, el espectro de la hoja en 
nivel de severidad 1 en color naranja y el espectro de la hoja en nivel de severidad 2 en 
color marrón. Las firmas espectrales fueron obtenidas promediando los valores de 
reflectancia de cada grupo de hojas. El gráfico muestra que los espectros de las hojas 




En las primeras longitudes de onda localizadas en el rango del color verd (497 – 570 nm) 
se observa una reducción de la reflectancia producto de la disminución de la producción 
de la clorofila, mientras que en las longitudes de onda del color amarillo (570 - 581 nm) 
y del color naranja (581 - 618 nm) se produce un incremento, el cual se debe a la presencia 
de zonas cloróticas en la superficie de la hoja como consecuencia de alteraciones 
pigmentarias. En el borde rojo (618 - 780 nm) la reflectancia se reduce y sucede lo mismo, 
pero en menor escala, en en el infrarrojo cercano (780 – 1350 nm) debido a los cambios 
en estructuras intercelulares de la hoja.  Es importante notar que estos cambios se 
producen inclusive en las hojas infectadas presintomáticas (espectro amarillo) lo que 
indica que los cambios fisiológicos en la hoja que pueden ser detectados por el sensor 
hiperespectral, aunque aún son imperceptibles por el ojo humano.  
 
4.1.2 Prueba de normalidad  
La prueba de normalidad de kolmogorov – Smirnov (corregida por Lilliefors) (Abdi 
& Molin, 2007) fue utilizada para contrastar la hipótesis de ajuste de los datos a una 
distribución normal. Los resultados mostraron que la mayor parte de las variables no 
cumple con la condición de normalidad tal como se muestra en el gráfico 4.4. La línea de 
color negro representa el nivel de significancia de 0.05. Los puntos corresponden a los 
valores_p obtenidos al evaluar cada longitud de onda. Los puntos que se ubican sobre la 
línea corresponden a los valores_p mayores al nivel de significancia, en los que la 
hipótesis no es rechazada y los que se encuentran debajo de la línea corresponden a los 
valores_p menores al nivel de significancia por lo que la hipótesis se rechaza.  En 377 




normalidad. En las restantes 143 longitudes de onda no hubo suficiente evidencia 
estadística para rechazar la hipótesis de normalidad.  
 
 
Figura 4.4 Prueba de Kolmogorov Smirnov (Lilliefors). 
 
4.1.3 Análisis de multicolinealidad 
La multicolinealidad es una condición de los datos en la que existe un alto grado de 
correlación entre las variables explicativas lo cual viola el supuesto de independencia 




La colinealidad sucede cuando alguno de los coeficientes de correlación simple o múltiple 
entre algunas de las variables independientes es 1. 
Teóricamente hay 2 extremos de multicolinealidad, la multicolinealidad perfecta y no 
multicolinealidad. Si se cumple la segunda se dice que no hay no una relación lineal entre 
los regresores y por lo tanto son ortogonales. Cuando los predictores son ortogonales o 
no correlacionados, todos los valores propios de la matriz de diseño son iguales a uno y 
la matriz es de rango completo. En la práctica, cuando los regresores no son ortogonales, 
especialmente, si algún valor propio es igual a cero o cercano a cero, entonces existe 
multicolinealidad. 
 En aplicaciones de regresión múltiple surgen problemas de estimación de los 
coeficientes con la presencia de multicolinealidad porque la matriz X’X es singular o casi 
singular por lo que los algoritmos de inversión de matrices deben dividir por un valor 
muy pequeño del determinante, siendo imprecisos e inestables con altos errores estándar 
producto de una matriz de varianzas elevadas. Además, la multicolinealidad dificulta la 
identificación de la importancia relativa de las variables correlacionadas incrementando 
la complejidad para la interpretación de los resultados por parte del investigador (Paul, 
2006). 
 
En el caso de la regresión logística, la multicolinealidad también afecta al supuesto de 
que la matriz de datos de entrada X es de rango completo (Hosmer Jr, Lemeshow, & 
Sturdivant, 2013). La solución de optimización de la función logverosimilitud utilizando 
el método de Newton-Raphson está dada por,   





𝑼(𝛃) = 𝑿𝑇(𝒚 − π(𝛃))  vector de primeras derivadas parciales de la función 
logverosimilitud. 
𝑰(𝛃) = 𝑿𝑇?̂?𝑿    matriz de información estimada con  ?̂? = 𝑑𝑖𝑎𝑔{π̂1(1 −
π̂1), … . , π̂𝑛(1 − π̂𝑛)}   
Siendo X una matriz de rango incompleto es singular, lo que ocasiona que la matriz de 
información estimada no tenga inversa y por lo tanto no existe el estimador de máxima 
verosimilitud. Aún si la multicolinealidad no es perfecta, la matriz está cerca a la 




4.1.3.1 Diagnóstico de multicolinealidad 
Existen varias técnicas para detectar la presencia de multicolinealidad:  
 El nivel de tolerancia 
 El factor de inflación de la varianza VIF 
 El test Farrar-Glauber  
 Valores y vectores propios 
 Examinación de la matriz de correlación 
El nivel de tolerancia es estimado por 1 − 𝑅2 donde 𝑅2 se calcula a partir de la 
regresión de la variable independiente de interés sobre las variables independientes 




El VIF es el recíproco de la tolerancia, por lo tanto, altos valores del VIF (mayores que 
2.5) indican relativamente altos niveles de multicolinealidad. 
El test de Farrar-Glauber consiste en un procedimiento para detectar la 
multicolinealidad compuesto de tres test: 
 Chi2 indica la presencia de multicolinealidad 
 F-test determina cuales son los regresores correlacionados. 
 T-test determina la forma de la multicolinealidad. 
Los valores propios de la matriz de correlación pequeños debido a las dependencias 
lineales entre las variables harán que el valor del número de condición de la matriz (CN) 
sea mayor. CN es la relación entre el mayor y el menor valor propio. Si CN es mayor que 
100 a multicolinealidad es moderada y si es mayor que 1000 es severa (Adeboye, 
Fagoyinbo, & Olatayo, 2014). 
Una forma simple evaluar la presencia de multicolinealidad es la examinación de los 
elementos diferentes a la diagonal de la matriz de correlación. Si dos regresores son 
linealmente dependientes la correlación será cercana a 1.  
En este trabajo se utilizaron dos técnicas para detectar el grado de multicolinealidad: 
la inspección de la matriz de correlación y el factor de inflación de varianza (VIF) con la 





4.1.3.2 Inspección de la Matriz de correlación 
Utilizando las variables estandarizadas calculamos la matriz de correlación X’X y 
hacemos una inspección de los valores altos de correlación. 
La función cor() de R nos permite calcular la matriz de correlación. Debido al elevado 
número de variables el resultado se representó en el gráfico de calor de la figura 4.5. El 
color azul representa la correlación positiva perfecta (1) y el color rojo la correlación 
negativa perfecta (-1), mientras que el color blanco representa una correlación igual a 
cero, es decir que las variables son independientes. Los tonos entre los 2 colores 
principales disminuyen acorde con la disminución de la correlación. Se puede observar 
que la diagonal está coloreada con el color azul que representa una correlación igual a 1. 
El gráfico muestra alta correlación entre la mayoría de las variables. Alta 
multicolinealidad es una característica de los datos hiperespectrales que se evidencia por 





Figura 4.5 Gráfico de calor de la matriz de correlación de variables predictoras. 
 
4.1.3.3 Factor de inflación de varianza (VIF) 
Otra forma de evaluar la multicolinealidad es la inspección de los elementos de la 
diagonal de la inversa de la matriz X’X.  
El valor VIF de una variable corresponde a la diagonal de la matriz C=(X’X)-1, es decir, 
𝑉𝐼𝐹 = 𝐶𝑗𝑗 = (1 − 𝑅𝑗
2)−1 
Los valores altos de VIF evidencian la presencia de multicolinealidad. 
Utilizamos la función vif() del lenguaje R para calcular los VIF de variables explicativas. 
Los resultados muestran un valor alto del VIF en todas las variables, lo que implica alta 





Utilizando la matriz de datos reducida se entrenó un modelo predictivo PLS-PLR de 
BLSD y se evaluó su desempeño utilizando un dataset de prueba. En primer lugar, se 
seleccionó el parámetro de penalización Ridge (λ), luego el modelo fue ajustado 
utilizando el parámetro de penalización que ofreció el mejor ajuste y finalmente fue 
validado usando validación cruzada y validación externa.  
 
4.2.1 Selección de parámetro de penalización Ridge (λ) 
El algoritmo PLS-PLR fue ejecutado utilizando diferentes valores del coeficiente de 
penalización λ y los modelos generados en cada iteración fueron evaluados utilizando 
métricas de bondad de ajuste cuyis resultados pueden ser observados en la tabla 4-2. 
 
Tabla 4-2 Métricas de bondad de ajuste para modelos PLS-PLR con valores 
incrementales de penalización Ridge (λ) 
 
 
λ Diff-Deviancea R2CoxSnellb R2Nagelkerkec R2MacFaddend 
0.1 88.488 0.573 0.994 0.991 
0.2 88.005 0.571 0.991 0.986 
0.3 87.668 0.570 0.988 0.982 
0.4 87.405 0.568 0.986 0.979 
0.5 87.187 0.568 0.985 0.976 
0.6 86.999 0.567 0.984 0.974 
0.7 86.832 0.566 0.982 0.972 
0.8 86.682 0.565 0.981 0.971 




a difference of Deviance  (Hosmer et al.,1998). 
b R2Cox&Snell, c R2Nagelkerke and d R2MacFadden son índices pseudo R2 para modelos 
de regresión logística binaria  (Allison, 2014; Walker & Smith, 2016). 
 
Con un valor de λ igual a 0.1, se obtuvieron las mejores medidas de bondad de ajuste. 
La penalización λ = 0.1 fue aplicada en cada iteración para el cálculo de los coeficientes, 
manteniéndolos estables mientras se controla el error durante el proceso de maximización 
de la función verosimilitud.  
La diferencia de devianza (DiffDeviance) fue 88.488, mostrando que el modelo 
ajustado retuvo la mayor varianza. De acuerdo con lo expresado en el apartado 3.6.2.3, 
este estadístico tiene una distribución Chi-cuadrado, con grados de libertad igual a la 
diferencia entre los números de parámetros de los modelos. Por lo tanto, con un valor_p 
de 6,097x10-20, se demuestra que existe una significativa asociación entre las variables 
latentes y la variable respuesta. 
El resultado de los pseudo R2 fue el siguiente: el MacFadden's R2 igual a 0.991 muestra 
un alto poder explicativo del modelo. Cox & Snell (0.573) and Nagelkerke R2 (0.994) 
indican también una alta calidad de ajuste. 










𝑃𝑦 es la probabilidad de la presencia de la enfermedad 
𝑡1 es la primera componente PLS 
𝑡2 es la segunda componente PLS 
 





La figura 4.6 muestra el modelo de respuesta logística ajustado en el espacio generado 
por las dos primeras componentes PLS. La línea roja corresponde al umbral de 
clasificación con probabilidad igual a 0.5 y separa los grupos con presencia y ausencia de 
la enfermedad. Las hojas de control se muestran como puntos verdes y las hojas infectadas 
se muestran como puntos azules. 
 
4.2.2 Predicción y validación del modelo PLS-PLR 
La capacidad predictiva del modelo fue valorada utilizando el método de validación 
cruzada LOOCV (Leave-One-Out-Cross-Validation). En esta prueba se evaluó cada una 
de las imágenes de las hojas (104 filas de la matriz de datos), separando una a una del set 
de datos y construyendo modelos PLS con las imágenes restantes (n-1=103 filas de la 
matriz).  Como resultado del proceso de validación cruzada, 102 hojas fueron clasificadas 
correctamente, lo que representa una precisión en la clasificación del 98% (ver tabla 4-
3). Dos hojas no infectadas fueron clasificadas erróneamente como infectadas con una 
probabilidad de 0.738 y 0.816, respectivamente. Todas las hojas infectadas fueron 
correctamente clasificadas.  
La probabilidad estimada por el modelo como resultado del proceso de validación 
cruzada LOOCV es representada en la figura 4.7. Las hojas de control se muestran como 
puntos verdes y las hojas infectadas se presentan como puntos turquesa si son pre-
sintomáticas, azules si pertenecen al nivel 1 de severidad y rojos si son de nivel 2 de 






Figura 4.7 Probabilidad estimada por PLS-PLR con validación cruzada. 
 
4.2.2.1 Matriz de confusión 
Una forma de evaluar el desempeño de un algoritmo de clasificación es la matriz de 
confusión, que se muestra en la tabla 4-3.  Las filas contienen el número de predicciones 
para cada clase realizadas por el modelo y las columnas corresponden a la clasificación 
real en la muestra.  










TP FP Precisión 
88 2 0.98 
FN TN Valor Pred. Negativo 
 
0 14 1 
Sensibilidad Especificidad Exactitud 







𝐸𝑥𝑎𝑐𝑡𝑖𝑡𝑢𝑑 =  
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
88 + 14
88 + 2 + 14 + 0
= 0.98 
 
Error de clasificación. 
𝐸𝑟𝑟𝑜𝑟 𝑑𝑒 𝑐𝑙𝑎𝑠𝑖𝑓𝑖𝑐𝑎𝑐𝑖ó𝑛 =  
𝐹𝑃 + 𝐹𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
2 + 0
88 + 2 + 14 + 0
= 0.02 
 
Sensibilidad.   


























Valor de predicción negativa.  












𝑃𝑟𝑒𝑣𝑎𝑙𝑒𝑛𝑐𝑖𝑎 =  
𝑇𝑃 + 𝐹𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
88 + 0













En una muestra de 104 hojas, conformada por 88 hojas infectadas (prevalencia = 0.85) 
y 16 hojas sanas, el modelo pudo predecir correctamente 102 imágenes (98 %) mientras 
que 2 (2 %) fueron clasificadas en forma incorrecta (exactitud =0.98).  El total de las 
hojas infectadas fueron clasificadas correctamente (sensibilidad = 1) mientras que 2 hojas 
sanas fueron clasificadas como infectadas (especificidad = 0.88).  El 98 % de las hojas 
infectadas que fueron clasificadas correctamente (precisión 0.98). F1 igual a 0.99 muestra 
que el modelo tiene alta confiabilidad en predicción y alta capacidad de discriminar los 
verdaderos postivos. 
 
4.2.3 Validación Externa del modelo PLS-PLR 
El modelo PLS-PLR ajustado al conjunto de datos de entrenamiento se usó para 
predecir la presencia de la enfermedad en nuevas hojas y evaluar la eficacia del modelo. 




niveles de severidad pre-sintomático, nivel 1 y nivel 2. La precisión de predicción de las 
nuevas hojas fue del 94%, es decir, 30 éxitos y 2 errores. La figura 4.8 muestra la 
probabilidad predicha para la prueba de validación externa. 
 
 
Figura 4.8 Probabilidad estimada por el modelo PLS-PLR en prueba de validación. 
 
Las hojas de control se muestran como puntos verdes y las hojas infectadas se muestran 
como puntos turquesa, azul y rojo de acuerdo con el nivel de gravedad de la enfermedad. 
Se objerva una hoja sana con alta probabilidad de infección mientras que una infectada 




La matriz de confusión obtenida como resultado de la prueba de validación externa se 
presenta en la tabla 4-4.  Las filas contienen el resultado de la predicción para cada clase 
y las columnas son las etiquetas en la muestra.  
 









TP FP Precisión 
15 1 0.94 
FN TN Valor Pred. Negativo 
 
1 15 0.94 
Sensibilidad Especificidad Exactitud 




𝐸𝑥𝑎𝑐𝑡𝑖𝑡𝑢𝑑 =  
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
15 + 15
15 + 1 + 15 + 1
= 0.94 
 
Error de clasificación. 
𝐸𝑟𝑟𝑜𝑟 𝑑𝑒 𝑐𝑙𝑎𝑠𝑖𝑓𝑖𝑐𝑎𝑐𝑖ó𝑛 =  
𝐹𝑃 + 𝐹𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
1 + 1
































Valor de predicción negativa. 

















Prevalencia: el total de positivos en el total de la muestra fue del 50 %. 
𝑃𝑟𝑒𝑣𝑎𝑙𝑒𝑛𝑐𝑖𝑎 =  
𝑇𝑃 + 𝐹𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
15 + 1
15 + 1 + 15 + 1
= 0.5 
 
Área bajo la curva ROC (AUC):  para calcular el área bajo la curva ROC se utilizó 






En una muestra de 104 hojas, conformada con el 50 % de hojas infectadas (prevalencia 
= 0.5), un 94 % de las hojas (30) fue predicha correctamente por el mientras que 2 fueron 
clasificadas en forma incorrecta (exactitud =0.94).  El 94% de las hojas infectadas fueron 
clasificadas correctamente (sensibilidad = 0.94) de la igual forma el 94 % hojas sanas 
fueron clasificadas como infectadas (especificidad = 0.94). El 94 % de las hojas 
clasificadas como infectadas estaban etiquetadas como tales en la muestra. La métrica F1 






4.3 ANÁLISIS HS-BIPLOT 
La construcción de un modelo con rasgo latente como PLS-PLR busca la 
interpretación de las relaciones de los individuos y variables responsables de la reducción 
de las dimensiones, en otras palabras, su propósito se centra en la explicación de la 
relación entre variables observadas en términos de las variables latentes y su relación con 
los individuos representados por las puntuaciones en dichas variables latentes. En este 
caso, el HS-Biplot es útil para entender la estructura de los datos y para explorar posibles 
patrones y las relaciones entre los individuos y las variables, por lo que resulta una 
herramienta complementaria al PLS-PLR que agrega el componente explicativo de la 
estructura de datos al poder predictivo de PLS. 
La estructura latente PLS fue usada para presentar el Hyperspectral Biplot (HS-Biplot), 
una herramienta gráfica que tiene el propósito de explorar las relaciones entre los grupos 
de hojas y las longitudes de onda. El HS-Biplot provee evidencia visual del agrupamiento 
de los individuos de la muestra con características relacionadas a conocidas propiedades 
químicas y físicas que se manifiestan en las longitudes de onda de las regiones visible e 





Figura 4.9 HS-Biplot del dataset de entrenamiento. 
 
El plano cartesiano de la representación HS-Biplot está formado por las primera y 
segunda componente PLS como ejes de abscisas y ordenadas respectivamente. Las 
primeras dos componentes PLS contribuyeron con el 77% de variabilidad observada, la 
primera aportó con el 50.99% de la variabilidad y la segunda el 26.08%.   
Las filas de la matriz reducida (hojas de banano) están representadas por puntos y las 
columnas (longitudes de onda) están representadas por líneas rectas. A partir de la 
factorización obtenida en el modelo PLS, las puntuaciones (scores) en la matriz T son 
coordenadas de las filas y las cargas (loadings) en la matriz P proporcionan la dirección 
de las variables de matriz original.  Las variables originales han sido coloreadas de 
acuerdo con la banda espectral a la que pertenecen (ver tabla 3-1).   
El espacio cartesiano está dividido por una línea puntuada oblicua formando dos 




plano en el valor de predicción de 0.5 y corresponde al umbral de clasificación, lo que 
implica que los puntos ubicados sobre dicha línea son hojas clasificadas como infectadas 
y, por el contrario, si están abajo de la línea son hojas no infectadas.  
El HS-biplot muestra tres agrupaciones principales: un grupo de hojas no infectadas 
(elipse azul) y dos grupos de hojas infectadas (elipses rojas). La agrupación de plantas no 
infectadas e infectadas se observó principalmente en el componente 1. Las longitudes de 
onda que más contribuyeron a la agrupación de las muestras no infectadas estuvieron en 
el rango de 577 nm a 651 nm (rango amarillo - rojo). En cuanto a las hojas infectadas, se 
observaron 2 grupos. El primer grupo (puntos numerados dentro de la elipse roja) se ubicó 
cerca del grupo de hojas no infectado, influenciado, principalmente, por una baja densidad 
de síntomas de enfermedad en las hojas, tal como se muestra en la tabla 4-5. El otro grupo 
de hojas infectadas (puntos no numerados dentro de la segunda elipse roja) estaba 
compuesto de hojas pre-sintomáticas y sintomáticas. Las longitudes de onda que más 
contribuyeron a la agrupación de las hojas pre-sintomáticas (turquesa), así como varias 
hojas en los niveles de severidad 1 (azul) y 2 (rojo) estaban en el rango NIR del espectro. 
Sin embargo, la agrupación de las otras hojas en los niveles sintomáticos 1 y 2 se produjo 
debido a su reflectancia en el rango de 577 nm a 651 nm (amarillo - rojo).  
Tabla 4-5 Detalle de las hojas con bajo grado de infección 
Número Severidad Observación 
14 1 Presenta 2 pixeles severidad 1 
15 0 Sin síntomas 
16 1 Presnta 7 pixeles severidad 1 
17 0 Sin síntomas 




19 1 Presenta 10 pixeles severidad 1 
20 1 Presenta 6 pixeles severidad 1 
21 1 Presenta 19 pixeles severidad 1 
 
Se observó exactamente el mismo comportamiento en el conjunto de datos de 
validación externa (fig. 4.10). Hs-biplot del conjunto de datos de prueba muestra la 
clasificación correcta de hojas sanas (elipse azul) e infectadas (elipse roja), excepto dos, 
una sana y una infectada. 
 
Figura 4.10 HS-Biplot del dataset de validación. 
 
La bondad de ajuste global del HS-Biplot (el coeficiente de correlación al cuadrado 







× 100 = 77.07 
Donde  
?̂? = 𝑻𝑷𝑻 es la matriz de datos aproximada. 
𝑿 es la matriz de datos original 
La contribución de las componentes a cada variable es la cantidad de varianza de cada 
columna capturada por la aproximación, también llamada calidad de representación o 
predictividad de columnas. La tabla de las contribuciones a las columnas se presenta en 







× 100 (𝑗 = 1, … , 𝑝) 
𝜌𝑗
2 es la contribución de cada columna j 
?̂?[,𝒋] la columna j de la matriz aproximada ?̂? 
𝒙[,𝒋] es la columna j de la matriz original 𝑿 
La contribución de las componentes a cada fila o individuo es la cantidad de varianza 
de cada fila capturada por la aproximación, también llamada calidad de representación o 













2 es la contribución de cada columna i 
?̂?[𝒊,] es la fila i de la matriz aproximada ?̂? 






4.4.1 Entrenamiento del modelo NPLS-DA 
El método NPLS-DA, explicado en el apartado 3.6.4, fue utilizado para entrenar un 
modelo con las imágenes hiperespectrales de 104 hojas de banano. Los cubos HS fueron 
sometidos a una fase de preprocesamiento que consistió en la obtención de cinco 
características (media, desviación estándar, simetría, curtosis, quinto momento) en cada 
longitud de onda convirtiendo las estructuras tridimensionales en matrices de 5 x 520. 
Las 104 matrices de 2 dimensiones fueron apiladas creando un tensor de tercer orden de 
dimensiones I=104 x J=5 x K=520 (figura 4.11). 
 
Figura 4.11 Tensor de características de cubos hiperespectrales. 
 
Para lograr la mejor tasa de predicción se entrenó el modelo NPLS-DA incrementando 
el número de componentes (figura 4.12), logrando los mejores resultados con 7 
componentes (figura 4.13). El modelo construido no logró la separación completa de los 
































TP FP Precisión 
78 0 1 
FN TN Valor Pred. negativo 
 
10 16 0.62 
Sensibilidad Especificidad Exactitud 




𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
78 + 16
78 + 0 + 16 + 10
= 0.904 
 
Error de clasificación. 
𝐸𝑟𝑟𝑜𝑟 𝑑𝑒 𝑐𝑙𝑎𝑠𝑖𝑓𝑖𝑐𝑎𝑐𝑖ó𝑛 =  
𝐹𝑃 + 𝐹𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
0 + 10

































Valor de predicción negativa. 









𝑃𝑟𝑒𝑣𝑎𝑙𝑒𝑛𝑐𝑖𝑎 =  
𝑇𝑃 + 𝐹𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
78 + 10













La muestra está conformada por 88 hojas infectadas que representan el 85% 
(prevalencia = 0.85) y 16 hojas sanas que representan el 15 % restante. El porcentaje de 




del total de 104, 10 fueron clasificadas en forma incorrecta. El 89 % de las hojas 
infectadas fueron clasificadas correctamente (sensibilidad = 0.89) y todas las hojas sanas 
fueron clasificadas correctamente (especificidad = 1). El resultado de F1 fue 0.94. 
 
4.4.2 Validación del modelo NPLS-DA 
El modelo NPLS-DA ajustado al dataset de entrenamiento fue evaluado utilizando un 
nuevo dataset de prueba con 32 imágenes de hojas de banano. 16 imágenes de hojas sanas 
y 16 de hojas infectadas.  
La figura 4.14 muestra los resultados de predicción.  
 
















TP FP Precisión 
15 2 0.88 
FN TN Valor Pred. negativo 
 
1 14 0.93 
Sensibilidad Especificidad Exactitud 




𝐸𝑥𝑎𝑐𝑡𝑖𝑡𝑢𝑑 =  
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
15 + 14
15 + 2 + 14 + 1
= 0.91 
 
Error de clasificación. 
𝐸𝑟𝑟𝑜𝑟 𝑑𝑒 𝑐𝑙𝑎𝑠𝑖𝑓𝑖𝑐𝑎𝑐𝑖ó𝑛 =  
𝐹𝑃 + 𝐹𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
2 + 1















La sensibilidad.   

















Valor de predicción negativa. 


















𝑃𝑟𝑒𝑣𝑎𝑙𝑒𝑛𝑐𝑖𝑎 =  
𝑇𝑃 + 𝐹𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
15 + 1
15 + 2 + 14 + 1
= 0.5 
 
Área bajo la curva ROC (AUC).  El valor AUC se obtuvo mediante la función auc() del 






La muestra estuvo conformada por 16 hojas infectadas y 16 hojas sanas que 
corresponde a una prevalencia fue 0.5.   El 91 % de las hojas fueron predichas 
correctamente, esto es 29 hojas mientras que 3 fueron clasificadas en forma incorrecta 
(exactitud = 0.91).  El 94 % (15) de las hojas infectadas fueron clasificadas correctamente 
(sensibilidad = 0.94), mientras que 14 hojas sanas fueron clasificadas en forma correcta 






La gran popularidad de las máquinas de soporte se debe a su capacidad para producir 
modelos con alto desempeño para múltiples tipos de aplicaciones. En principio se 
enmarcaron en resolver problemas de clasificación, pero con el tiempo ampliaron su 
aplicación a la clasificación multi-categorías, agrupamiento y regresión. 
En nuestro caso, el modelo requerido es un clasificador binario para discriminar las 
hojas infectadas y no infectadas. Con este propósito se partió de un modelo de 
clasificación lineal y posteriormente se extendió su complejidad utilizando las funciones 
kernel polinómial y radial. El algoritmo SVM busca el hiperplano con menor riesgo 
estructural por medio de la maximización del margen de separación de las dos clases 
(Maximal Margin Classifier). 
 
La función Kernel transforma los datos de entrada proyectándolos a un espacio de 
características de mayor dimensión (espacio Hilbert). En esta investigación fueron 
evaluados clasificadores SVM con kernel lineal, polinómial y radial, logrando los 
resultados de mayor precisión en la predicción con los dos primeros. 
Si las clases son linealmente separables se puede encontrar un hiperplano de margen 
máximo que clasifica correctamente los elementos en este caso el margen es duro y no se 
permiten errores de entrenamiento. Si las clases no son linealmente separables entonces 
el margen debe ser permisivo a ciertos errores en la clasificación para encontrar un 




En la función de coste, el parámetro C regula la permisibilidad de errores. Si el valor 
de C es muy grande, la anchura de margen óptimo será cada vez más estrecha y el modelo 
resultante se ajustará bastante a los datos con un bias reducido, pero una alta varianza y 
riesgo de sobreajuste. Por otro lado, si C es muy pequeño el margen óptimo será más 
amplio, permitiendo elementos de la muestra dentro del margen e incluso mal clasificados 
generando un mayor bias, pero reduciendo la varianza. La optimización del parámetro de 
regularización fue realizada mediante validación cruzada. 
La implementación del clasificador SVM fue realizada en lenguaje PYTHON. 
 
4.5.1 SVM Lineal 
4.5.1.1 Entrenamiento del modelo SVM lineal 
El modelo SVM inicial es un clasificador básico implementado mediante una función 
kernel lineal. En la fase de entrenamiento se utilizó la tabla reducida de dimensiones 104 
x 520 que representa a 104 hojas de banano y 520 longitudes de onda.  
La optimización del hiperparámetro de reguralización C permite el control de las 
violaciones de las observaciones sobre el margen del hiperplano, favoreciendo al 
equilibro entre el sesgo (bias) y la varianza. Utilizando un valor de regulación igual a 1, 
los resultados fueron los detallados a continuación. 






Figura 4.15 Probabilidad estimada con el modelo SVM lineal con datos de 
entrenamiento. 
 
Las métricas de predicción utilizando el dataset de entrenamiento y la matriz de 





Figura 4.16 Matriz de confusión de entrenamiento del modelo SVM lineal. 
 
 









TP FP Precisión 
88 0 1 
FN TN Valor Pred. negativo 
 
0 16 1 
Sensibilidad Especificidad Exactitud 
1 1 1 
 
Exactitud.  
𝐸𝑥𝑎𝑐𝑡𝑖𝑡𝑢𝑑 =  
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
88 + 16
88 + 0 + 16 + 0
= 1 
 




𝐸𝑟𝑟𝑜𝑟 𝑑𝑒 𝑐𝑙𝑎𝑠𝑖𝑓𝑖𝑐𝑎𝑐𝑖ó𝑛 =  
𝐹𝑃 + 𝐹𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
0 + 0
88 + 0 + 16 + 0
= 0 
 
Sensibilidad.   

























Valor de predicción negativa. 





















𝑃𝑟𝑒𝑣𝑎𝑙𝑒𝑛𝑐𝑖𝑎 =  
𝑇𝑃 + 𝐹𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
88 + 0




En una muestra conformada con un 85 % de hojas infectadas (prevalencia = 0.85), el 
100 % de las hojas (88) fue predicha correctamente por lo tanto no hubo error en la 
predicción de ninguna hoja (exactitud = 1).  El 100 % de las hojas infectadas fueron 
clasificadas correctamente (sensibilidad = 1) de la igual forma el 100 % hojas sanas 
fueron clasificadas como infectadas (especificidad = 1). El 100% de las hojas clasificadas 
como infectadas corresponden a hojas etiquetadas como infectadas (precisión = 1). 
 
4.5.1.2 Validación del modelo SVM lineal 
 
     
La validación externa se llevó a cabo utilizando el dataset de prueba con 32 imágenes, 
16 sanas y 16 enfermas. La figura 4.17 muestra la predicción de probabilidad de infección 






Figura 4.17 Probabilidad estimada por el modelo SVM lineal en prueba de validación. 
 






Figura 4.18 Matriz de confusión de validación del modelo SVM lineal. 
 










TP FP Precisión 
16 2 0.89 
FN TN Valor Pred. negativo 
 
0 14 1 
Sensibilidad Especificidad Exactitud 




𝐸𝑥𝑎𝑐𝑡𝑖𝑡𝑢𝑑 =  
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
16 + 14
16 + 2 + 14 + 0
= 0.94 
 




𝐸𝑟𝑟𝑜𝑟 𝑑𝑒 𝑐𝑙𝑎𝑠𝑖𝑓𝑖𝑐𝑎𝑐𝑖ó𝑛 =  
𝐹𝑃 + 𝐹𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
2 + 0
14 + 2 + 16 + 0
= 0.0625 
 
Sensibilidad.   


























Valor de predicción negativa. 









𝑃𝑟𝑒𝑣𝑎𝑙𝑒𝑛𝑐𝑖𝑎 =  
𝑇𝑃 + 𝐹𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
14 + 2















Área bajo la curva ROC (AUC).  El resultado se obtuvo utilizando las métricas de 
scikit learn de Python. El resultado fue 0.94. 
 
Resumen: 
En una muestra de 32 hojas, conformada con el 50 % de hojas infectadas (prevalencia 
= 0.5), un 94 % de las hojas (30) fue predicha correctamente por el modelo mientras que 
2 fueron clasificadas en forma incorrecta (exactitud =0.94).  Todas las hojas clasificadas 
como infectadas fueron clasificadas correctamente (sensibilidad = 1) de la igual forma el 
88 % hojas clasificadas como sanas fueron clasificadas correctamente (especificidad = 
0.88). La métrica F1 fue igual a 0.94 y el área bajo la curva ROC (AUC) fue 0.94. 
 
4.5.2 SVM Polinomial 
En las secciones anteriores se ha explicado las bondades de los hiperplanos como 
clasificadores cuando las clases son linealmente separables, pero en el caso de clases que 
no son claramente separables linealmente el uso del kernel lineal no ofrece buenos 
resultados.  En estos casos el aumento de la dimensionalidad mediante la aplicación de 
kernels no lineales son una buena alternativa. Los Kernels transforman un espacio de 
pocas dimensiones en un espacio de dimensiones mayores.  
A continuación, presentamos los resultados de las pruebas de predicción del modelo 




4.5.2.1 Entrenamiento del modelo SVM polinomial 
El hyperparámetro grado (degree) corresponde al grado de la función kernel 
polinómico el mismo que fue establecido en 2 y 3. El hiperparámetro de regulación C se 
lo incrementó desde 1 hasta 100. Los mejores resultados se obtuvieron con el grado igual 
a 2 y C igual a 91. En la figura 4.19 muestra la probabilidad estimada para los datos de 
entrenamiento. 
 
Figura 4.19 Probabilidad estimada por el modelo SVM polinomial con datos de 
entrenamiento. 
 






Figura 4.20 Matriz de confusión del modelo SVM polinomial con datos de 
entrenamiento. 
 
Las métricas de predicción se describen a continuación. 
 











TP FP Precisión 
88 0 1 
FN TN Valor Pred. negativo 
 
0 16 1 
Sensibilidad Especificidad Exactitud 
1 1 1 
 
Exactitud.  
𝐸𝑥𝑎𝑐𝑡𝑖𝑡𝑢𝑑 =  
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
88 + 16






Error de clasificación. 
𝐸𝑟𝑟𝑜𝑟 𝑑𝑒 𝑐𝑙𝑎𝑠𝑖𝑓𝑖𝑐𝑎𝑐𝑖ó𝑛 =  
𝐹𝑃 + 𝐹𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
0 + 0






























Valor de predicción negativa. 





















𝑃𝑟𝑒𝑣𝑎𝑙𝑒𝑛𝑐𝑖𝑎 =  
𝑇𝑃 + 𝐹𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
88 + 0




En una muestra de 104 hojas con el 85 % de hojas infectadas (prevalencia = 0.85) y el 
15% de hojas sanas, el 100 % fueron predicha correctamente (exactitud = 1).  El 100 % 
de las hojas infectadas fueron clasificadas correctamente (sensibilidad = 1) de igual forma 
el 100 % hojas sanas fueron clasificadas como infectadas (especificidad = 1).  F1 fue 1. 
 
4.5.2.2 Validación de modelo SVM polinomial 
 
La validación externa se llevó a cabo utilizando el modelo SVM polinómico entrenado 
para predecir un dataset de prueba con información de 32 imágenes de hojas, 16 hojas 







Figura 4.21 Probabilidad estimada para dataset de prueba con el modelo SVM 
polinomial. 
 





















TP FP Precisión 
16 2 0.89 
FN TN Valor Pred. negativo 
 
0 14 1 
Sensibilidad Especificidad Exactitud 




𝐸𝑥𝑎𝑐𝑡𝑖𝑡𝑢𝑑 =  
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
16 + 14
16 + 2 + 14 + 0
= 0.94 
 
Error de clasificación. 
𝐸𝑟𝑟𝑜𝑟 𝑑𝑒 𝑐𝑙𝑎𝑠𝑖𝑓𝑖𝑐𝑎𝑐𝑖ó𝑛 =  
𝐹𝑃 + 𝐹𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
2 + 0
14 + 2 + 16 + 0
= 0.0625 
 
Sensibilidad.    





























Valor de predicción negativa. 


















𝑃𝑟𝑒𝑣𝑎𝑙𝑒𝑛𝑐𝑖𝑎 =  
𝑇𝑃 + 𝐹𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
16 + 0
16 + 2 + 14 + 0
= 0.5 
 






En una muestra de tamaño 32 conformada con un 50 % de hojas infectadas (prevalencia 
= 0.5) y el otro 50% de hojas sanas, el 94 % de las hojas (30) fue predicha correctamente 
por el modelo mientras que 2 fueron clasificadas en forma incorrecta (exactitud =0.94).  
Todas las hojas clasificadas como infectadas fueron clasificadas correctamente 
(sensibilidad = 1) mientras que solo el 88 % hojas clasificadas como sanas fueron 
clasificadas correctamente (especificidad = 0.875). La precisión fue 0.89 y el AUC 0.94. 
El modelo SVM lineal logró la separación completa de las hojas infectadas y no 
infectadas (exactitud = 1) en entrenamiento, mientras que la validación externa dio como 
resultado de predicción una exactitud de 0.94. En cuanto al modelo Polinomial, se obtuvo 
los mismos resultados, la exactitud con datos de entrenamiento fue del 1 y con datos de 
prueba el 0.94. Las evidencias obtenidas nos indican que el modelo lineal es el adecuado 
para la clasificación de los hojas sanas e infectadas puesto que fue configurado con un 
parámetro de regulación de 1. Adicionalmente, su simplicidad requiere menor carga 
computacional, por lo tanto, el modelo SVM lineal es el escogido para predecir el BLSD 





4.6 REDES NEURONALES 
En esta sección se exponen los resultados obtenidos en el proceso del entrenamiento y 
validación de los modelos de Perceptrón Multicapa (MLP) diseñados en la sección 3.6.7. La 
evaluación de la eficiencia predictiva de las redes neuronales se llevó a cabo utilizando 
matrices de confusión y las métricas de predicción. En cada prueba se realizó graficas de la 
probabilidad. 
La matriz de datos de entrada de entrenamiento fue la matriz reducida con dimensiones 
104 x 520. La salida es un vector que mantiene las etiquetas respecto a la presencia o ausencia 
de la enfermedad. 
 
4.6.1 MLP con una capa oculta 
La MLP 1 tiene una capa de entrada de 520 neuronas, una capa oculta con 22 neuronas 
con una función de activación ReLu y una capa de salida con una función sigmoide. El 
algoritmo de retropropagación utiliza la función de pérdida binary cross entropy.  La 
estrategia de optimización seleccionada fue adam.  
 
4.6.1.1 Entrenamiento de MLP con una capa oculta 
El entrenamiento se ejecutó incrementando el número de épocas según la tabla 4-12. Los 
resultados de la exactitud tanto en entrenamiento como en validación externa determinan que 
la red logra su mayor eficiencia con 300 épocas de entrenamiento con una exactitud de 





Tabla 4-12 Exactitud en entrenamiento y validación del modelo generado por la MLP 






50 0.942 0.938 
100 0.962 0.938 
150 0.981 0.938 
200 0.913 0.938 
250 0.971 0.938 
300 1 0.938 
350 1 0.938 
400 0.923 0.938 
 
 
En las figuras 4.23 y 4.24 se muestra las curvas de la exactitud y de la función de pérdida.  
 
 





Figura 4.24 Curvas de aprendizaje de la MLP con una capa oculta. 
 
El detalle de los resultados del modelo generado por esta red se presenta en las matrices 
de confusión y las tablas de métricas de predicción que se produjeron en las etapas de 
entrenamiento y validación. El gráfico de probabilidades estimadas a partir del dataset de 






Figura 4.25 Probabilidad estimada por la MLP con una capa oculta en fase de 
entrenamiento. 
 






Figura 4.26 Matriz de confusión de predicción de datos de entrenamiento por la MLP 
con una capa oculta. 
 










TP FP Precisión 
88 0 1 
FN TN Valor Pred. negativo 
 
0 16 1 
Sensibilidad Especificidad Exactitud 





𝐸𝑥𝑎𝑐𝑡𝑖𝑡𝑢𝑑 =  
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
88 + 16






Error de clasificación. 
𝐸𝑟𝑟𝑜𝑟 𝑑𝑒 𝑐𝑙𝑎𝑠𝑖𝑓𝑖𝑐𝑎𝑐𝑖ó𝑛 =  
𝐹𝑃 + 𝐹𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
0 + 0
88 + 0 + 16 + 0
= 0 
 
Sensibilidad.   


























Valor de predicción negativa. 









𝑃𝑟𝑒𝑣𝑎𝑙𝑒𝑛𝑐𝑖𝑎 =  
𝑇𝑃 + 𝐹𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
88 + 0
















En una muestra conformada con un 85 % de hojas infectadas (prevalencia = 0.85), el 
100 % de las hojas (88) fue predicha correctamente por lo tanto no hubo error en la 
predicción de ninguna hoja (exactitud = 1).  El 100 % de las hojas infectadas fueron 
clasificadas correctamente (sensibilidad = 1) de la igual forma el 100 % hojas sanas 
fueron clasificadas como infectadas (especificidad = 1). La precisión fue 100%. El F1 
también fue 1. 
 
4.6.1.2 Validación de la MLP con una capa oculta 
La validación externa con la red de una capa oculta se llevó a cabo utilizando el dataset 
de prueba con información de 32 imágenes de hojas, 16 hojas sanas y 16 infectadas. Las 





Figura 4.27 Probabilidad estimada por la MLP con una capa oculta en validación 
externa. 
 






Figura 4.28 Matriz de confusión de red neuronal de una capa oculta en validación 
externa. 
 









TP FP Precisión 
16 2 0.89 
FN TN Valor Pred. negativo 
 
0 14 1 
Sensibilidad Especificidad Exactitud 




𝐸𝑥𝑎𝑐𝑡𝑖𝑡𝑢𝑑 =  
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
16 + 14






Error de clasificación. 
𝐸𝑟𝑟𝑜𝑟 𝑑𝑒 𝑐𝑙𝑎𝑠𝑖𝑓𝑖𝑐𝑎𝑐𝑖ó𝑛 =  
𝐹𝑃 + 𝐹𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
2 + 0
14 + 2 + 16 + 0
= 0.0625 
 
Sensibilidad.   


























Valor de predicción negativa. 









𝑃𝑟𝑒𝑣𝑎𝑙𝑒𝑛𝑐𝑖𝑎 =  
𝑇𝑃 + 𝐹𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
16 + 0















Área bajo la curva ROC. Su resultado fue 0.94. 
 
Resumen: 
En una muestra de 32 hojas con un 50 % de hojas infectadas (prevalencia = 0.5), el 94 
% de las hojas (30) fue predicha correctamente por el modelo mientras que 2 hojas fueron 
clasificadas en forma incorrecta (exactitud =0.937).  Todas las hojas clasificadas como 
infectadas fueron clasificadas correctamente (sensibilidad = 1) de la igual forma el 88 % 
hojas clasificadas como sanas fueron clasificadas correctamente (especificidad = 0.875). 
La precisión fue 0.89. El F1 y el AUC resultaron 0.94. 
 
4.6.2 MLP con dos capas ocultas 
La segunda red “MLP 2” tiene una capa de entrada de 520 neuronas, le siguen dos 
capas ocultas, la primera con 64 neuronas y la segunda con 8 neuronas, las dos con 
función de activación ReLu. La capa de salida con una neurona con función de activación 
sigmoide. El modelo se ajustó utilizando la función de pérdida binary cross entropy.  La 




4.6.2.1 Entrenamiento de MLP con dos capas ocultas 
La MLP 2 fue entrenada en los mismos números de épocas que la red anterior 
alcanzando la máxima exactitud en validación con 350 épocas de entrenamiento tal como 
se muestra en la tabla 4-15. 
Tabla 4-15 Exactitud en entrenamiento y validación del modelo generado por la MLP 






50 0.904 0.938 
100 0.904 0.938 
150 0.962 0.938 
200 0.981 0.938 
250 0.981 0.938 
300 0.981 0.938 
350 1 0.938 
400 1 0.938 
 
 
De acuerdo con las tablas, los resultados son similares en las dos redes, la MLP 1 
alcanza los mejores resultados con 300 épocas de entrenamiento y la MLP 2 lo hace en 
350 épocas, por lo tanto, incrementar la complejidad de la red y la carga computacional 
incluyendo una capa oculta adicional no mejora los resultados.  






Figura 4.29 Curva de exactitud en entrenamiento de la MLP con dos capas ocultas. 
 





El gráfico de probabilidades estimadas a partir del dataset de entrenamiento se presenta 
en la figura 4.31. El detalle de los resultados del modelo generado por esta red se presenta 
en las matrices de confusión y las tablas de métricas de predicción (figura 4.32 y tabla 4-
16) que se produjeron en las etapas de entrenamiento y validación. 
 
 







Figura 4.32 Matriz de confusión de predicción de datos de entrenamiento por la MLP 
con dos capas ocultas. 
 
Las métricas de predicción se describen a continuación. 
 
 
Tabla 4-16 Evaluación de métricas de predicción de datos de prueba usando la MPL con 









TP FP Precisión 
88 0 1 
FN TN Valor Pred. negativo 
 
0 16 1 
Sensibilidad Especificidad Exactitud 







𝐸𝑥𝑎𝑐𝑡𝑖𝑡𝑢𝑑 =  
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
88 + 16
88 + 0 + 16 + 0
= 1 
 
Error de clasificación. 
𝐸𝑟𝑟𝑜𝑟 𝑑𝑒 𝑐𝑙𝑎𝑠𝑖𝑓𝑖𝑐𝑎𝑐𝑖ó𝑛 =  
𝐹𝑃 + 𝐹𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
0 + 0






























Valor de predicción negativa. 





















𝑃𝑟𝑒𝑣𝑎𝑙𝑒𝑛𝑐𝑖𝑎 =  
𝑇𝑃 + 𝐹𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
88 + 0




En una muestra de 104 hojas, conformada con un 85 % de hojas infectadas (prevalencia 
= 0.85) y 15% de hojas sanas, el 100 % de las hojas fue predicha correctamente por lo 
tanto no hubo error en la predicción de ninguna hoja (exactitud = 1).  El 100 % de las 
hojas infectadas fueron clasificadas correctamente (sensibilidad = 1) de la igual forma el 
100 % hojas sanas fueron clasificadas como infectadas (especificidad = 1). La precisión 
fue 1. 
 
4.6.2.2 Validación de MLP con dos capas ocultas 
La validación externa con la MLP con dos capas ocultas se llevó a cabo con un dataset 
de prueba con información de 32 imágenes de hojas, 16 hojas sanas y 16 infectadas. Las 





Figura 4.33 Probabilidad estimada por la MLP con dos capas ocultas en validación 
externa. 
  






Figura 4.34 Matriz de confusión de MLP con dos capas ocultas en validación externa. 
 
 
Tabla 4-17 Métricas de predicción de datos de prueba con MLP con dos capas ocultas 









TP FP Precisión 
16 2 0.89 
FN TN Valor Pred. negativo 
 
0 14 1 
Sensibilidad Especificidad Exactitud 




𝐸𝑥𝑎𝑐𝑡𝑖𝑡𝑢𝑑 =  
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
16 + 14






Error de clasificación. 
𝐸𝑟𝑟𝑜𝑟 𝑑𝑒 𝑐𝑙𝑎𝑠𝑖𝑓𝑖𝑐𝑎𝑐𝑖ó𝑛 =  
𝐹𝑃 + 𝐹𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
2 + 0
14 + 2 + 16 + 0
= 0.0625 
 
Sensibilidad.   


























Valor de predicción negativa. 





















𝑃𝑟𝑒𝑣𝑎𝑙𝑒𝑛𝑐𝑖𝑎 =  
𝑇𝑃 + 𝐹𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
=
16 + 0
16 + 2 + 14 + 0
= 0.5 
 
Área bajo la curva ROC (AUC). El resultado de AUC fue 0.94 y se lo obtuvo 
mediante las métricas de scikit learn de Python. 
 
Resumen: 
En una muestra de 32 hojas conformada con un 50 % de hojas infectadas (prevalencia 
= 0.5) y el 50 % de hojas sanas, un 94 % de las hojas (30) fue predicha correctamente por 
el modelo mientras que 2 fueron clasificadas en forma incorrecta (exactitud =0.94).  
Todas las hojas clasificadas como infectadas fueron clasificadas correctamente 
(sensibilidad = 1) de la igual forma el 88 % hojas clasificadas como sanas fueron 






4.7 ANÁLISIS COMPARATIVO 
El enfoque propuesto en esta investigación es la aplicación de una metodología para 
la detección de la Sigatoka negra en plantas de banano basada en la construcción de un 
modelo PLS-PLR con alto poder predictivo en combinación con HS-Biplot para mejorar 
la interpretabilidad de los resultados y la estructura de los datos. En esta sección se realiza 
una comparación de los resultados del desempeño de los métodos propuestos junto con 
otros modelos que reportan alta capacidad de predicción y mantienen una elevada 
preferencia entre los métodos de aprendizaje automático supervisado para clasificación 
como son: NPLS-DA, SVM y MLP.  
El análisis exploratorio de los datos mostró alta multicolinealidad entre las variables 
predictoras (longitudes de onda) para lo cual se utilizó la exploración de la matriz de 
correlación y el Factor de Inflación de la Varianza (VIF). Se realizó la prueba de 
normalidad mediante el método de Kolmogorov-Smirnov mejorado por Lilliefors que 
demostró que la mayoría no cumple con las condiciones de normalidad (377 de 520 
longitudes de onda). Además, el análisis de los espectros promedio de las hojas infectadas 
y sanas, mostró que existen cambios positivos y negativos en diferentes rangos de 
longitudes de onda producidos por los cambios fisiológicos de la hoja durante la 
progresión de la enfermedad y son indicadores potenciales para la detección de BLSD. 
Los resultados de predicción con los datos de entrenamiento se muestran en la tabla 4-
18.  La evaluación del rendimiento de los modelos de clasificación se realizó comparando 





Tabla 4-18 Tabla comparativa de métricas de predicción en fase de entrenamiento 
ENTRENAMIENTO 
Modelos Exactitud Precisión  Sensibilidad F1  
PLS-PLR * 0.98 0.98 1 0.99 
NPLS-DA 0.9 1 0.88 0.94 
SVM lineal 1 1 1 1 
SVM polinómico 1 1 1 1 
MLP 1 capa oculta 1 1 1 1 
MLP 2 capas ocultas 1 1 1 1 
 
 *   El modelo PLS-PLR fue evaluado utilizando el método de validación cruzada 
LOOCV. 
Los modelos SVM y MLP clasificaron correctamente todos los datos de 
entrenamiento. Mientras que el modelo NPLS-DA no logró la separación de las clases. 
El modelo PLS-PLR, a diferencia de los otros modelos, fue evaluado con validación 
cruzada LOOCV con excelentes resultados. Es importante destacar que el modelo PLS-
PLR también logró la separación completa de los datos de la misma forma que SVM y 
MLP, tal como se muestra en el HS-Biplot del dataset de entrenamiento (fig. 2.10). 
 
Tabla 4-19 Tabla comparativa de métricas de predicción en fase de validación 
VALIDACIÓN 
Modelos Exactitud Precisión Sensibilidad F1  AUC 
PLS-PLR 0.94 0.94 0.94 0.94 0.94 
NPLS-DA 0.91 0.88 0.94 0.91 0.91 
SVM lineal 0.94 0.89 1 0.94 0.94 
SVM polinómico 0.94 0.89 1 0.94 0.94 
MLP 1 capa oculta 0.94 0.89 1 0.94 0.94 






Las pruebas de validación dieron resultados similares en todos los modelos, aunque en 
precisión tomó cierta ventaja el modelo PLS-PLR, la sensibilidad fue menor. El modelo 
NPLS-DA obtuvo las menores evaluaciones.  
La métrica AUC (área bajo la curva ROC) es la más utilizada para comparar el 
rendimiento de modelos de clasificación utilizando la siguiente guía para interpretar los 
resultados: 
 
Tabla 4-20 Capacidad discriminante según el valor AUC 
Rango AUC Capacidad discriminante 
[0.5] Sin capacidad discriminante 
[0.5, 0.6) Baja 
[0.6, 0.75) Regular 
[0.75, 0.9) Buena 
[0.9, 0.97) Muy buena 
[0.97, 1) Excelente 
 
El AUC puede ser interpretado como la probabilidad de que un modelo clasifique un 
verdadero positivo aleatorio más alto que un falso positivo aleatorio. Los cuatro modelos 
se encuentran en el nivel de muy buena capacidad discriminante. 
Un análisis de los individuos con errores nos permitirá evaluar la interpretabilidad del 
HS-Biplot. Para ello, se identificó las hojas que fueron erróneamente clasificadas en tres 




lineal, MLP 1 capa oculta. Los modelos SVM lineal y MLP 1 capa oculta fueron 
seleccionados por tener mayor simplicidad y la menor carga computacional (tabla 4-21). 
 
Tabla 4-21 Errores de clasificación en prueba de validación externa 
ERRORES 
Modelo Número Probabilidad Predicción Etiqueta 
PLS-PLR 
15 0.9999 Infectada Sana 
20 0.006168 Sana Infectada 
SVM lineal 
13 0.954854 Infectada Sana 
15 0.975763 Infectada Sana 
MLP 1 capa o. 
13 0.99319 Infectada Sana 
15 0.99427 Infectada Sana 
` 
Las hojas clasificadas erroneamente fueron la 13, 15 y 20. La tabla muestra 
coincidencia en las hojas mal clasificadas po rlos métodos SVM y MLP. El análisis de 
los espectros generados por los errores muestra que los 3 casos tienen características que 
los diferencian de los espectros promedios para cada nivel de la enfermedad. Se observa 
la coincidencia en las hojas erradas de los métodos SVM y MLP. 
En el caso de la hoja 13 etiquetada como sana, fue clasificada como infectada por los 
modelos SVM y MLP con una probabilidad de 0.96 y 0.99 respectivamente. La figura 
4.35 muestra el espectro de la hoja 13 en color negro, los espectros promedios de las hojas 
con niveles de infección presintomático, severidad 1 y 2 con colores amrillo, naranja y 
café respectivamente y el espectro de las hojas sanas con color verde. El espectro de la 
muestra 13 muestra que, en el rango de los colores amarillo, naranja y rojo (560 nm – 780 




más bajos, mientras que en el rango del infrarrojo cercano (> 780 mm) la reflectancia 
presenta valores similares al espectro de las hojas sanas. 
 
 
Figura 4.35 Espectro de hoja 13. 
 
En el caso de la hoja 15 etiquetada como sana, fue clasificada como infectada por los 
3 modelos, PLS-PLR, SVM y MLP, con una probabilidad de 0.99, 0.98, 0.99 
respectivamente. En la figura 4.36 se muestra el espectro de la hoja 15 con color azul 15 
es muy similar al de la hoja 13 presentado en la figura anterior.  En el rango de los colores 
amarillo, naranja y rojo (560 nm – 780 nm) tiene valores de reflectancia un poco más 
bajos pero similares a los espectros de las hojas enfermas, mientras que en el rango del 






Figura 4.36 Espectro de hoja 15. 
 
Finalmente, la hoja 20 que tenía etiqueta como infectada, fue clasificada como sana 
por el modelo PLS-PLR, con una probabilidad de 0.0062. El espectro de la hoja 20 se 
muestra en la figura 4.37 en color negro, aunque presenta algunas sutiles diferencias de 
los espectros de las hojas 13 y 15. En el rango de los colores amarillo, naranja y rojo (560 
nm – 780 nm) tiene valores de reflectancia similares a los espectros de las hojas enfermas, 
pero más bajos que en los dos casos anteriores, es decir más cercanos al espectro de las 
hojas sanas, mientras que en el rango del infrarrojo cercano (> 780 nm) la reflectancia 





Figura 4.37 Espectro de hoja 20. 
 
El HS-Biplot del dataset de validación nos muestra la posición de las hojas analizadas 
(figura 4.38). Las 3 hojas analizadas se encuentran en una posición cercana al grupo de 
hojas infectadas con una mayor influencia de las longitudes de onda del infrarrojo cercano 
(líneas color gris) que las ubica hacia la parte inferior del umbral de clasificación (0.5). 
De acuerdo con el análisis de los espectros realizado en los párrafos anteriores, las 3 hojas 
tenían un espectro similar al espectro de las hojas enfermas debido a esto, las hojas se 
muestran en el HS-Biplot cerca del grupo de las hojas infectadas. Por otro lado, también 
se pudo observar que el espectro en el rango infrarrojo cercano era similar al espectro de 
las hojas sanas, lo cual se muestra en el HS-Biplot como una relación más fuerte con las 





Figura 4.38 HS-Biplot de dataset de validación con hojas numeradas. 
 
La hoja 20 presenta mayor influencia de las longitudes de ondas del rango infrarrojo y 
valores mas bajos que los obtenidos en las hojas 13 y 15 en los rangos del amarillo y 
naranja que lo acerca a las hojas sanas.  
El análisis realizado con el HS-Biplot nos permitió evidenciar los cambios en los 
patrones de reflectancia que diferencian a las hojas con errores de los grupos de hojas 
sanas y enfermas.  
En conclusión, los 4 métodos tienen altas capacidades de predicción y discriminación, 
aunque su principio inductivo es diferente. Los métodos NPLS-DA, SVM y MLP tienen 
un bajo poder interpretativo, mientras que el PLS-PLR es el único que, siendo 





















La agricultura es una actividad productiva que constantemente se ve sometida a 
ataques de plagas y enfermedades de las plantas que reducen la producción y la calidad. 
La escasez de herramientas de diagnóstico de última tecnología en los países 
subdesarrollados tiene un impacto devastador en su productividad y medio ambiente. 
Recientemente, la aplicación de nuevas estrategias y técnicas de agricultura para 
identificar enfermedades de las plantas se basan en métodos no destructivos que realizan 
la detección de la enfermedad en etapas iniciales permitiendo la gestión oportuna para 
evitar la propagación de la enfermedad y minimizar el efecto de los fungicidas en el medio 
ambiente. Con este propósito, en este trabajo presentamos una metodología de detección 
temprana de la Sigatoka negra en imágenes hiperespectrales basada en la aplicación de 
dos métodos multivariantes, PLS-PLR y HS-Biplot, que cumplen con los requerimientos 
intrínsecos de los datos hiperespectrales con desempeño confiable en predicción y alta 
capacidad interpretativa. La principal contribución es la implementación de PLS-PLR y 
HS-Biplot y su aplicación dentro de un marco metodológico para el análisis de imágenes 
hiperespectrales.  
Las imágenes hiperespectrales de hojas de banano miden la energía reflejada de una 
fuente de luz y producen firmas espectrales únicas que pueden ser utilizadas para la 
detección de la Sigatoka negra y otras enfermedades. La calidad de las señales espectrales 
depende de varios factores como el sistema del sensor (lentes, espectrógrafo y detector 
de área), la escala de medición (hoja, planta o campo) y el análisis e interpretación de los 
datos.  
La detección de enfermedades implica procesos como la adquisición de imágenes, el 




características y la clasificación.  El sistema presentado combina tecnología 
hiperespectral con análisis avanzado de datos y métodos estadísticos para realizar la 
predicción de enfermedades de las plantas con elevada exactitud, a través de los cambios 
en la reflectancia que resultan de cambios fisiológicos característicos causados por una 
infección de patógenos. Actualmente está configurado como un sistema de imágenes 
estacionario y puede usarse en un laboratorio para el reconocimiento de enfermedades 
foliares en otras plantas y evaluaciones de calidad de los alimentos. El sistema se puede 
transformar, con pocos cambios, en un sistema aéreo de imágenes para escanear imágenes 
en campos de cultivo.  
En este estudio, las imágenes hiperespectrales fueron utilizadas para clasificar las hojas 
de banano sanas e infectadas por BLSD debido a las marcadas diferencias en los espectros 
VIS y NIR de ambos grupos. Los resultados están de acuerdo con informes anteriores que 
muestran que los síntomas de la enfermedad pueden aumentar la reflectancia espectral en 
los rangos visibles (400-700 nm) y reducirla en infrarrojo cercano (700-1100 nm) (Ayala-
Silva & Beyl, 2005). Los cambios en la reflectancia que ocurren durante las interacciones 
planta-patógenos se han asociado con alteraciones en la estructura de la hoja y la 
composición química del tejido durante la patogénesis, lo que se puede observar por la 
sucesión del tejido clorótico al necrótico (Mahlein, 2016). 
El método propuesto PLS-PLR utiliza regresiones logísticas en lugar de lineales para 
correlacionar la variable de respuesta con los componentes PLS acorde con la respuesta 
binaria y es complementado con el HS-Biplot. Trabajos previos sobre detección de 
enfermedades de plantas han reportado una precisión y sensibilidad significativas de otros 




en la mayoría de los estudios no incluyeron hojas en etapas pre-sintomáticas. En nuestro 
estudio, la aplicación de PLS-PLR mostró una exactitud del 98% en las etapas pre-
sintomáticas y tempranas del BLSD utilizando validación cruzada (LOOCV).  
HS-Biplot presenta las hojas como puntos y las longitudes de onda como líneas. En 
general, las hojas no infectadas se caracterizaron por la presencia prominente de 
longitudes de onda en el espectro visible, mientras que las hojas infectadas se asociaron 
a rangos visibles e infrarrojos cercanos, dependiendo de la etapa de la enfermedad o la 
proporción de tejido sintomático respecto al tejido sano. Los resultados están de acuerdo 
con estudios previos, en los que se ha reportado que los síntomas de la enfermedad en las 
plantas aumentan la reflectancia espectral tanto en el rango visible (400-780 nm) como 
en el infrarrojo cercano (780-1300 nm). Los cambios generales en la reflectancia que 
ocurren durante las interacciones entre plantas y patógenos se han asociado con 
alteraciones en la estructura de la hoja y cambios en la composición química del tejido 
durante la patogénesis, lo que se puede observar mediante la aparición de tejido clorótico 
y necrótico (Mahlein, 2016). 
El agrupamiento de plantas no infectadas e infectadas se observó principalmente en la 
primera componente. Las longitudes de onda que más contribuyeron a la primera 
componente estuvieron en el rango de 577 nm a 651 nm (rango amarillo - rojo). Los 
cambios en el rango amarillo del espectro sugieren la detección de la clorosis de la planta 
que ocurre en las etapas iniciales de BLSD. La clorosis es causada por la insuficiencia de 
clorofila en las plantas, lo que lleva al amarillantamiento de la hoja, generalmente medido 
con índices de amarillez (Adams, Philpot, & Norvell, 1999). De manera similar, los 




necrótico como se observa en las rayas rojas o marrones que aparecen en la etapa 2 del 
BLSD (Fouré, 1986). Curiosamente, las plantas pre-sintomáticas sin clorosis ni necrosis 
se agruparon aparte de las no infectadas, lo que sugiere cambios en la superficie de la 
hoja de las plantas infectadas.  Las etapas pre-sintomáticas biotróficas generalmente no 
causan cambios observables en las hojas, pero algunos patógenos fúngicos pueden 
producir estructuras en la superficie de la hoja que pueden influir en las propiedades 
ópticas de la planta (Mahlein, 2016). Las plantas de banano no infectadas o infectadas 
formaron dos grupos en el HS-Biplot.  
Como resultado de la prueba de validación, PLS-PLR y HS-Biplot demostraron su 
eficacia para realizar la clasificación y el análisis de los grupos de hojas con 
características similares. La conformación de los grupos fue similar a la presentada en la 
fase de entrenamiento mostrando que las longitudes de onda que mayor influencia tienen 
en la clasificación son las del rango visible y específicamente de los colores amarillo, 
naranja y rojo. Además, se obtuvo evidencia gráfica para explicar los errores presentados 
mostrando que las longitudes de onda del infrarrojo cercano (780-1300 nm) tuvieron 
mayor influencia en la clasificación errónea y que están vinculados a cambios en la 
estructura de la hoja. Este conocimiento puede ser utilizado por los investigadores para 
descubrir sus causas.  
Estos resultados confirman la alta capacidad de predicción del modelo PLS-PLR y la 
eficiencia de HS-Biplot para representar las relaciones entre grupos de individuos (hojas 




La comparación con los resultados obtenidos utilizando otros modelos mostró que el 
rendimiento de PLS-PLR está al nivel de otros métodos con alta capacidad predictiva 
como NPLS-DA, SVM y las redes neuronales (MLP) cuya evaluación se llevó a cabo 
calculando las métricas de predicción y el AUC (área bajo la curva ROC). 
EL modelo NPLS-DA se basa en el algoritmo PLS1 y ha sido adaptado para la 
clasificación con datos de 3 vías (3 way) con respuesta binaria. Su implementación 
requiere de la construcción de un tensor que resume la información de cada imagen en 
cinco características estadísticas calculadas para cada longitud de onda. El tensor es 
desplegado en el primer modo y se aplicó un algoritmo recurrente para calcular una 
regresión lineal que estima la salida la cual, es transformada mediante una función logit 
que entrega la probabilidad de infección. Este método fue el de menor desempeño puesto 
que no logró separar todos los datos de entrenamiento, aunque los resultados de 
predicción en la prueba de validación fueron aceptables y similares a los otros métodos. 
Tiene un algoritmo muy rápido dedido a los pocos parámetros que se deben calcular, lo 
que resulta en un bajo costo computacional. Uno de los inconvenientes que tiene este 
modelo es que está diseñado para respuestas continuas y su uso para predicir una 
respuesta binaria no incluye la estimación de una constante en la regresión, lo cual reduce 
su poder predictivo. El método ofrece buenos resultados para datos cuyas clases son 
linealmente separables.  
La máquina de vectores soporte (SVM) es un método reconocido en el ámbito 
científico por su eficiencia en diferentes aplicaciones de clasificación y regresión que 
tiene algunas características que lo han puesto en ventaja respecto a otras técnicas. Su 




que busca un hiperplano, definido por los vectores soporte, que separa las clases y junto 
con el uso de una función kernel tiene una gran capacidad de generalización para casos 
con datasets de entrenamiento grandes o pequeños con clases separables o no. La solución 
del problema de programación cuadrática logra una solución única. Se entrenaron 2 
modelos SVM, uno con kernel lineal y otro con kernel polinómico. Aplicando variaciones 
del parámetro de regularización, los dos modelos SVM lograron la separación completa 
de los datos de entrenamiento y en la prueba de validación presentaron 2 errores.  
MLP utiliza un procedimiento de aprendizaje basado en la minimización de la función 
de pérdida mediante el procedimiento de retropropagación, lo que lo convierte en un 
aproximador universal, aunque no logra una solución única.  Se desarrollaron dos 
modelos de Perceptrón multicapa (MLP), el primero con una capa oculta y el segundo 
con dos capas ocultas y fueron entrenados con el mismo set de datos que se utilizó para 
entrenar los modelos anteriores. El entrenamiento se inició utilizando un bajo número de 
etapas y se fue incrementando hasta alcanzar la máxima exactitud. Una vez entrenados 
los modelos fueron evaluados utilizando el dataset de prueba y como resultado se 
obtuvieron 2 errores. 
Los errores de clasificación obtenidos en los modelos PLS-PLR, SVM y MLP fueron 
sometidos a un análisis de los espectros. El HS-Biplot mostró que las hojas con errores 
se ubicaron cerca del grupo de las hojas infectadas, pero con una fuerte influencia de las 
longitudes de onda del infrarrojo cercano (780 nm – 1300 nm), relacionada con cambios 
en la estructura de la hoja. Esto estuvo acorde con el resultado de la comparación de los 




HS-Biplot mostró una relación directa entre los niveles de variación de la reflectancia con 
el acercamiento de las hojas mal clasificadas al grupo de hojas infectadas.  
En la mayoría de los trabajos de investigación, el entendimiento y aprendizaje acerca 
del porqué se presentan ciertos resultados es crucial. La interpretabilidad permite 
aprovechar este conocimiento adicional capturado por el modelo. Utilizando métodos de 
clasificación interpretables se pueden explicar los resultados obtenidos principalmente 
cuando los modelos no tienen un impacto significativo en la toma de decisiones.   
Las máquinas superan a los humanos en muchas tareas y tiene grandes ventajas en 
velocidad, reproducibilidad y escala. Una vez que se ha entrenado un modelo producirá 
los mismos resultados a partir de la misma entrada y se puede replicar con bajo costo. 
Una gran desventaja del uso del aprendizaje automático es que el problema de los datos 
y la forma como la maquina lo soluciona están ocultos dentro de modelos cada vez más 
complejos. Las redes neuronales y las máquinas de vectores soporte son un ejemplo de 
los modelos tipo caja negra que tiene alto desempeño en los que los modelos se convierten 
en fuente de conocimiento en lugar de los datos por lo tanto la interpretación es difícil o 
imposible de acuerdo con la complejidad. Esta desventaja tiene mayor impacto en 
aplicaciones de alta dimensionalidad como la tedetección. PLS-PLR y HS-Biplot 
permiten reducir o eliminar esta desventaja y ofrecen un alto poder predictivo y alta 



















1. El vertiginoso ritmo de la innovación tecnológica a puesto a disposición de la 
humanidad nuevos métodos y tecnologías para enriquecer nuestro 
conocimiento acerca de la superficie del planeta. La búsqueda de la 
maximización del costo-beneficio dentro del campo ha motivado la 
incorporación de la teledetección a la agricultura de precisión. La utilización 
de sistemas de sensores de imágenes hiperespectrales permiten obtener 
información sobre la estructura fisiológica de las plantas sin tener contacto 
directo con ellas.  
2. HSI proporciona un método no destructivo para analizar plantas infectadas con 
la Sigatoka negra y probablemente otros patógenos. El desarrollo de la 
tecnología ofrece una mayor capacidad de almacenamiento de datos, 
computadoras rápidas, detectores sensibles y diferentes técnicas analíticas para 
imágenes hiperespectrales que, junto con las técnicas estadísticas adecuadas, 
permiten la detección de enfermedades de las plantas incluso en las primeras 
etapas y demuestran que los cambios fisiológicos en las hojas se pueden 
capturar y modelar utilizando datos hiperespectrales.  
3. La detección temprana de enfermedades infecciosas juega un papel crucial 
tanto en el tratamiento como en la aplicación de estrategias de prevención y 
control, por lo tanto, los métodos estadísticos con alto nivel de predicción e 
interpretabilidad utilizados para detectar la enfermedad en las primeras etapas, 
principalmente en la fase presintomática son herramientas promisorias para el 




4. El proceso de preparación de las plantas requiere del seguimiento y control de 
especialistas en la rama biológica quienes deben realizar el monitoreo del 
proceso de inoculación y desarrollo de la enfermedad. El sistema HSI debe ser 
construido y calibrado tomando en cuenta las características específicas de la 
enfermedad y del cultivo para evitar deformaciones o presencia de ruido en las 
imágenes que afecten el estudio realizado a fin de obtener la mayor sensibilidad 
y especificidad.  
5. La principal contribución de este trabajo es el desarrollo de una metodología 
para la detección temprana de la enfermedad del banano Sigatoka negra 
mediante la aplicación de PLS-PLR y HS-Biplot utilizando imágenes 
hiperespectrales. PLS-PLR y la representación gráfica HS-Biplot son técnicas 
prometedoras para analizar datos hiperespectrales, incluso teniendo en cuenta 
la alta reducción de la dimensionalidad después de la fase de pre-
procesamiento de los datos.  
6. Los metodos de aprendizaje automático comúnmente utilizados clasifican 
imágenes hiperespectrales sin incorporar información de la estructura de los 
datos.  La eficiencia predictiva e interpretativa de los datos multidimensionales 
son factores de gran relevancia en los métodos para detectar y caracterizar 
enfermedades de las plantas. La aplicación del PLS-PLR proporciona un 
excelente poder predictivo que se complementa con el alto nivel de 
interpretación visual que ofrece el HS-Biplot, garantizando una adecuada 
clasificación y los insights para el entendimiento del comportamiento de los 




7. Los resultados obtenidos de la aplicación de PLS-PLR confirman su alto nivel 
predictivo, similar al obtenido por técnicas de caja negra conocidas tales como 
SVM y las redes neuronales, pero toma ventaja en la interpretación tanto de los 
resultados como de la estructura de los datos cuando se utiliza el HS-Biplot. 
La reducción drástica de la dimensionalidad que ofrece el método PLS-PLR 
permite la reducción del tiempo y recursos de procesamiento y la visualización 
de los datos mediante el HS-Biplot. 
8. La metodología aplicada para la detección de la Sigatoka negra en plantas de 
banano utilizando PLS-PLR y HS-Biplot puede ser transferida a otros cultivos 
con otras enfermedades para mejorar los sistemas de monitoreo de 
enfermedades de las plantas que ayude a los productores agrícolas a realizar 
una mejor evaluación y control de las enfermedades de las plantas. Esta 
tecnología contribuirá a optimizar el uso de los recursos naturales, mejorar la 
productividad y lograr altos estándares de calidad de los cultivos con el menor 
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CONTRIBUCIONES RELATIVAS DE LOS 
FACTORES PLS-PLR A LAS VARIABLES 







t1 t2   
Long 
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t1 t2   
Long 
onda 




386 49.73 20.13   450 23.03 3.66   490 55.51 0.36   543 6.55 72.1 
388 45.29 21.59   451 22.4 3.64   491 51.4 0.02   544 10.79 67.74 
389 41.85 20.99   452 22.53 3.71   493 45.88 0.16   545 15.42 62.97 
390 41.96 19.89   453 23.17 3.79   494 38.35 1.15   546 20.33 57.89 
391 45.05 18.6   455 24.42 3.84   495 28.53 3.6   547 25.38 52.75 
392 49.52 16.97   456 26.5 3.98   496 16.76 8.49   549 30.4 47.77 
393 54.34 15.21   457 29.02 4.03   497 5.68 16.53   550 35.27 43.13 
395 57.74 13.97   458 31.83 4.05   498 0.11 26.46   551 39.95 38.89 
396 60.11 12.91   459 34.83 4.21   500 2.83 35.17   552 44.46 34.95 
397 63.63 11.13   461 37.9 4.47   501 11.25 40.41   553 48.92 31.15 
398 65.85 10.16   462 41.04 4.75   502 21.05 42.38   555 53.5 27.27 
399 67.23 9.03   463 44.16 4.97   503 29.87 42.31   556 58.3 23.2 
400 68.29 8   464 47.03 5.01   504 37.04 41.21   557 63.31 19.01 
402 68.59 7.31   465 49.25 4.91   506 42.76 39.71   558 68.35 14.87 
403 68.88 6.6   466 51.1 4.74   507 47.26 38.17   559 73.09 11.12 
404 69.71 5.8   468 52.75 4.55   508 50.75 36.87   561 77.24 7.96 
405 70.53 5.54   469 53.94 4.34   509 53.4 35.89   562 80.68 5.49 
406 70.98 5.42   470 55.15 4.24   510 55.43 35.2   563 83.39 3.68 
407 71.25 5.18   471 56.19 4.32   512 56.94 34.81   564 85.47 2.41 
409 71.96 4.99   472 57.21 4.48   513 57.99 34.66   565 87.03 1.58 
410 72.35 4.81   474 58.33 4.61   514 58.72 34.63   567 88.18 1.05 
411 72.22 4.45   475 59.45 4.63   515 59.21 34.63   568 89.03 0.72 
412 72.35 4.24   476 60.21 4.54   516 59.45 34.7   569 89.67 0.53 
413 71.72 4.55   477 60.62 4.33   518 59.5 34.79   570 90.18 0.42 
415 70.94 4.64   478 60.89 4.02   519 59.34 34.98   571 90.61 0.36 
416 69.79 4.9   479 61.05 3.69   520 58.96 35.33   573 91 0.31 
417 68.58 5.36   481 61.19 3.42   521 58.33 35.9   574 91.38 0.27 
418 67.34 5.92   482 61.38 3.18   522 57.36 36.83   575 91.74 0.23 
419 66.12 6.46   483 61.61 3   523 56.02 38.17   576 92.06 0.2 
420 65.19 6.9   484 61.88 2.83   525 54.24 39.99   577 92.32 0.18 
422 64.36 7   485 61.97 2.56   526 51.98 42.3   579 92.5 0.18 
423 63.3 7.19   487 61.59 2.12   527 49.14 45.1   580 92.61 0.21 
424 62.75 7.63   488 60.5 1.56   528 45.66 48.38   581 92.66 0.26 
425 62.13 7.87   489 58.51 0.92   529 41.48 52.09   582 92.66 0.35 
426 61.45 7.92   438 46.54 7.96   531 36.52 56.24   583 92.62 0.46 
427 60.43 8.04   439 43.86 7.57   532 30.76 60.79   585 92.54 0.57 
429 59.05 8.04   440 40.89 7.07   533 24.34 65.58   586 92.43 0.67 
430 57.73 8.03   442 37.94 6.44   534 17.53 70.4   587 92.32 0.77 
431 56.39 8.26   443 34.92 5.94   535 10.93 74.78   588 92.19 0.86 
432 54.82 8.29   444 31.99 5.46   537 5.35 78.18   589 92.07 0.97 
433 53.3 8.37   445 29.62 5.01   538 1.58 80.06   591 91.97 1.09 
435 51.78 8.55   446 27.46 4.57   539 0.04 80.18   592 91.87 1.2 
436 50.29 8.6   448 25.68 4.15   540 0.67 78.65   593 91.78 1.29 
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595 91.67 1.28   648 92.87 4.06   702 76.43 16.84   756 61.05 2.11 
597 91.68 1.19   650 92.68 4.28   703 76.26 17.18   757 56.49 1.42 
598 91.72 1.07   651 92.32 4.62   704 76.02 17.56   758 53.78 0.92 
599 91.84 0.98   652 91.78 5.12   706 75.72 17.97   759 52.75 0.62 
600 92 0.94   653 91.08 5.74   707 75.39 18.39   761 52.48 0.49 
601 92.25 0.93   654 90.28 6.45   708 75.04 18.81   762 51.91 0.51 
603 92.54 0.94   656 89.43 7.19   709 74.66 19.23   763 50.03 0.65 
604 92.85 0.91   657 88.61 7.9   710 74.3 19.62   764 46.97 0.85 
605 93.16 0.81   658 87.85 8.54   712 73.95 19.97   765 43.78 1.03 
606 93.47 0.65   659 87.19 9.06   713 73.64 20.25   767 41.15 1.09 
607 93.78 0.45   661 86.59 9.46   714 73.41 20.43   768 39.63 0.94 
609 94.06 0.26   662 86.04 9.76   715 73.26 20.51   769 39.3 0.6 
610 94.28 0.13   663 85.53 9.97   717 73.18 20.51   770 40.02 0.17 
611 94.46 0.06   664 85.02 10.11   718 73.18 20.44   772 41.6 0.02 
612 94.59 0.03   665 84.46 10.23   719 73.24 20.32   773 43.3 0.78 
613 94.69 0.01   667 83.81 10.35   720 73.36 20.17   774 44.44 3.24 
615 94.77 0.01   668 82.96 10.49   721 73.54 19.99   775 44.16 7.65 
616 94.82 0.01   669 81.82 10.71   723 73.78 19.8   777 42.38 13.15 
617 94.82 0.01   670 80.29 10.99   724 74.05 19.6   778 40.13 17.9 
618 94.75 0   671 78.16 11.3   725 74.35 19.4   779 38.59 20.27 
619 94.61 0   673 75.14 11.58   726 74.71 19.18   780 37.98 20.29 
621 94.4 0.01   674 70.63 11.62   728 75.11 18.97   781 38.25 18.56 
622 94.16 0.01   675 63.38 11.07   729 75.58 18.79   783 38.51 16.04 
623 93.97 0.02   676 50.54 9.24   730 76.07 18.66   784 38.18 13.43 
624 93.91 0.03   678 27.8 5.1   731 76.57 18.59   785 36.92 11.39 
625 94 0.03   679 2.39 0.3   732 77.06 18.57   786 35.08 10.12 
627 94.21 0.02   680 9.15 2.47   734 77.5 18.57   788 32.92 9.57 
628 94.48 0   681 34.31 8.31   735 77.85 18.56   789 31.12 9.41 
629 94.7 0.04   682 51.26 12.09   736 78.15 18.47   790 30.46 9.17 
630 94.79 0.21   684 60.49 14.06   737 78.41 18.24   791 31.49 8.68 
632 94.72 0.57   685 65.73 15.08   739 78.78 17.79   793 34.07 7.94 
633 94.52 1.05   686 68.96 15.61   740 79.26 17.14   794 37.83 6.89 
634 94.25 1.59   687 71.09 15.91   741 79.99 16.17   795 41.46 5.62 
635 93.99 2.08   688 72.59 16.07   742 80.99 14.93   796 44.07 4.26 
636 93.76 2.49   690 73.69 16.15   743 82.12 13.53   797 45.26 3.07 
638 93.54 2.8   691 74.52 16.18   745 83.31 12   799 45.3 2.27 
639 93.33 3.04   692 75.16 16.17   746 84.35 10.47   800 44.99 1.87 
640 93.12 3.23   693 75.65 16.15   747 85.15 9.01   801 44.8 1.88 
641 92.95 3.41   695 76.02 16.11   748 85.46 7.66   802 44.88 2.35 
642 92.86 3.56   696 76.29 16.1   750 84.92 6.51   804 45.44 3.41 
644 92.83 3.69   697 76.47 16.12   751 83.04 5.5   805 46.07 5.39 
645 92.86 3.78   698 76.58 16.2   752 79.11 4.63   806 46.23 8.49 
646 92.9 3.86   699 76.6 16.35   753 73.59 3.76   807 45.57 12.5 







t1 t2   
Long 
onda 
t1 t2   
Long 
onda 




810 42.73 19.5   862 47.65 19.55   914 28.97 62.71   967 8.42 83.58 
811 41.93 21.15   863 51.28 16.43   915 25.25 66.62   968 8.85 82.63 
812 41.94 21.85   864 53.65 13.7   917 21.29 70.8   969 9.38 81.58 
813 42.39 22.02   866 54.67 11.74   918 17.28 74.93   970 10.13 80.29 
815 42.91 21.85   867 55.08 10.71   919 13.68 78.69   972 11 78.88 
816 43.65 21.16   868 55.34 10.62   920 10.52 82.03   973 11.96 77.42 
817 44.15 20.19   869 55.96 11.36   922 7.61 84.9   974 12.91 76.09 
818 44.62 18.85   870 56.78 13.06   923 5.28 87.29   975 13.92 74.84 
820 45.25 17.45   872 57.88 15.89   924 3.48 89.13   977 14.95 73.66 
821 45.98 16.3   873 58.82 19.76   925 2.18 90.4   978 15.92 72.64 
822 46.97 15.45   874 59.04 24.35   927 1.28 91.27   979 16.82 71.6 
823 48.02 15.36   875 58.64 28.81   928 0.66 91.81   981 17.65 70.33 
825 49.06 15.96   877 57.5 32.55   929 0.27 91.95   982 18.24 69.07 
826 50.04 16.97   878 55.65 35.47   930 0.06 91.83   983 18.7 67.88 
827 50.84 17.92   879 53.66 37.38   932 0 91.71   984 19.14 66.87 
828 51.7 18.29   880 51.71 38.68   933 0.03 91.58   986 19.64 66.47 
830 52.67 18.14   882 49.81 39.64   934 0.17 91.43   987 20.51 66.49 
831 53.59 17.75   883 48.05 40.58   935 0.38 91.31   988 21.46 66.73 
832 54.39 17.73   884 46.36 41.84   937 0.7 91.23   989 22.47 66.13 
833 54.86 18.52   885 44.27 43.8   938 1.12 91.23   991 23.12 64.7 
835 54.89 20.32   887 41.86 46.06   939 1.61 91.23   992 23.32 62.91 
836 54.38 23.3   888 38.93 48.27   940 2.25 90.96   993 23.34 61.36 
837 53.39 27   889 35.5 50.28   942 2.95 90.52   994 23.8 60.76 
838 51.57 30.95   890 32.15 51.56   943 3.76 89.97   996 24.59 60.78 
839 49.27 34.7   892 29.25 52   944 4.52 89.43   997 24.93 61.44 
841 46.87 37.89   893 27.17 51.86   945 5.31 88.73   998 22.55 62.1 
842 44.86 40.66   894 25.81 51.71   947 6.09 88.02   999 16.09 62.72 
843 42.87 43.5   895 25.51 51.28   948 6.83 87.4   1001 9.13 62.47 
844 40.74 46.6   897 26.41 50.63   949 7.61 86.72   1002 3.09 59.77 
846 38.14 49.84   898 27.91 50.13   950 8.38 86.07   1003 0.26 56.45 
847 35.14 52.42   899 30.04 49.71   952 8.93 85.65   1004 0.14 52.73 
848 31.72 53.74   900 32.69 49.37   953 9.34 85.32   1006 1.01 49.43 
849 28.38 53.16   902 35.31 49.16   954 9.61 85.09   1007 1.51 51.79 
851 25.42 50.86   903 37.8 48.86   955 9.75 84.91   1008 1.65 51.96 
852 23.48 47.39   904 40.03 48.6   957 9.64 84.9   1009 0.74 51.35 
853 22.74 43.29   905 41.42 48.63   958 9.37 84.91   1011 0.11 46.44 
854 23.23 39.11   907 41.84 49.18   959 9.08 84.91   1012 0 39.24 
856 24.88 35.34   908 41.58 50   960 8.78 84.88   1013 0.48 31.33 
857 27.87 31.98   909 40.5 51.18   962 8.57 84.73   1015 2.71 27.16 
858 32.09 28.93   910 38.37 53.19   963 8.42 84.6   1016 10.05 27.03 
859 37.36 25.88   912 35.42 56.03   964 8.29 84.36   1017 30.51 29.13 


















CONTRIBUCIONES RELATIVAS DE LOS 






HOJA T1 T2   HOJA T1 T2   HOJA T1 T2 
1 86.18 5.38   45 12.63 77.09   89 39.75 8.52 
2 93.85 2.38   46 0.05 82.4   90 65.76 9.56 
3 84.5 8.95   47 4.27 90.13   91 54.24 0.01 
4 89.36 7.82   48 67.88 13.68   92 54.1 20.24 
5 89.59 9.05   49 29.17 0.61   93 0.14 7.94 
6 70.43 5.81   50 23.11 16.37   94 0.14 14.16 
7 83.84 5.33   51 4.31 47.62   95 52.42 4.26 
8 74.89 3.94   52 5.74 45.31   96 1.48 25.69 
9 83.33 13.58   53 50.29 45.74   97 59.96 13.73 
10 76.65 15.51   54 1.14 36.3   98 66.02 11.86 
11 51.86 14.13   55 55.03 23.79   99 38.22 0 
12 91.68 0.13   56 33.07 19.2   100 50.24 31.87 
13 75.82 15.38   57 57.63 2.85   101 79.58 9.44 
14 29.61 68.61   58 11.26 16.56   102 56.78 27.59 
15 65.23 32.17   59 37.56 0   103 71.01 1.36 
16 16.67 68.08   60 0.98 39.34   104 51.97 0 
17 39.95 55.22   61 93.87 0   105 16.99 19.02 
18 68.01 27.57   62 42.48 0.49         
19 56.88 40.93   63 25.67 6.66         
20 31.23 64.54   64 88.9 1.67         
21 48.86 47.24   65 12.22 47.65         
22 59.73 18.88   66 36.41 0.47         
23 5.19 24.38   67 82.55 1.08         
24 3.72 91.91   68 28.22 51.2         
25 67.69 22.32   69 31.04 42.31         
26 73.54 0   70 39.83 15.4         
27 58.82 44.71   71 0.5 76.01         
28 0.06 89.72   72 77.4 0         
29 38.45 1.97   73 3.24 73.19         
30 2.19 53.85   74 66.3 0         
31 2.7 14.41   75 68.17 0         
32 11.13 68.32   76 61.03 17.84         
33 35.96 0   77 14.42 60.41         
34 58.07 14.56   78 49.52 1.38         
35 6.46 83.69   79 22.42 40.78         
36 1.23 83.67   80 60.61 14.17         
37 83.46 9.34   81 70.59 13.13         
38 1.56 22.55   82 61.94 14.27         
39 4.86 39.99   83 69.16 5.51         
40 6.67 0.08   84 78.94 5.9         
41 44.63 9.22   85 57.77 24.87         
42 0.01 31.99   86 53.07 30.42         
43 1.79 18.2   87 76.82 0         
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