Abstract. Machinery is developed for computing the classifying ring L A of one-dimensional formal groups with complex multiplication by A, for a given commutative ring A. The machinery is then applied to compute L A for various number rings and cyclic group rings A. The ring L A has been computed, for certain choices of A, by M. Lazard, V. Drinfeld, and M. Hazewinkel, but in those cases L A is always isomorphic to a polynomial algebra. In the present paper, L A is computed in many cases in which it fails to be a polynomial algebra, leading to a qualitatively different moduli theory and a different presentation for the moduli stack of formal A-modules.
1. Introduction and review of some known facts.
Introduction. This paper 1 is about the computation of the classifying rings L A and classifying Hopf algebroids (L
A , L A B) of formal A-modules. I ought to explain what this means. When A is a commutative ring, a formal A-module is a formal group law F over an A-algebra R, which is additionally equipped with a ring map ρ : A → End(F) such that ρ(a)(X) ≡ aX modulo X 2 . In other words, a formal A-module is a formal group law with complex multiplication by A. A recap of classical facts about formal modules and their moduli theory, as well as some of the areas in which they have found fruitful applications Date: October 2015. 1 This paper is the second in a series about formal groups with complex multiplication, but makes no assumption that the reader has read the first paper, [14] . The connections between this material and homotopy theory do not become significant until the later papers in the series, e.g. [13] and [11] .
(algebraic geometry, number theory, algebraic topology), can be found in [14] . Higherdimensional formal modules exist, but all formal modules in this paper will be implicitly assumed to be one-dimensional.
It is easy to show (see [5] ) that there exists a classifying ring L A for formal A-modules, i.e., a commutative A-algebra L A such that hom A−alg (L A , R) is in natural bijection with the set of formal A-modules over R. The hard part is actually computing this ring L A . M. Lazard proved (see [9] ) that
a polynomial algebra on countably infinitely many generators, when A = Z. The ring L Z is consequently often called the Lazard ring. In [5] , V. Drinfeld proved that isomorphism 1.1.1 also holds when A is the ring of integers in a local nonarchimedean field (e.g. a p-adic number field). Finally, in [7] , M. Hazewinkel proved that 1.1.1 is an isomorphism when A is a discrete valuation ring or a global number rings of class number one.
Hazewinkel also makes the observation, in 21.3.3A of [7] , that the same result cannot possibly hold for arbitrary global number rings. Specifically, when A is the ring of integers in Q( 4 √ −18), then Hazewinkel shows that the sub-A-module of L A consisting of elements of grading degree 2 (see [14] for a description of where this grading comes from) is not a free A-module, which could not occur if L A were polynomial. Hazewinkel does not, however, attempt to compute L A . In fact, it seems that there are no computations of L A in the literature whatsoever except in the cases that L A turns out to be polynomial. This matters especially because there are qualitative features of formal A-modules which depend on whether L A is polynomial. It was observed by Drinfeld, in [5] , that, when A is the ring of integers in a nonarchimedean local field, then:
Extension: Every formal A-module n-bud extends to a formal A-module. (A formal module n-bud is a formal module F(X, Y) only defined modulo (X, Y) n+1 and which only is required to satisfy the axioms for a formal module modulo (X, Y) n+1 .) Lifting: If R is a commutative A-algebra and I is an ideal of R, then every formal A-module over R/I is the modulo-I reduction of a formal A-module over R.
These two properties follow immediately from L A being a polynomial A-algebra, and that is how these properties are proven: they do not follow from general results on formal A-modules, they follow from the explicit computation of L A ! In the present paper I compute L A for certain classes of commutative ring A. These are apparently the first known full computations of L A in which L A fails to be polynomial. Specifically, the computations I make are as follows:
• In Theorem 2.3.2, I prove the following: let A be a commutative ring whose underlying abelian group is finitely generated and free, and let S be a set of prime numbers such that the ring A[S −1 ] is hereditary. (If, for example, A is already hereditary, then we can let S be the empty set.)
Then the commutative graded ring L A is, after inverting S , isomorphic to a tensor product of (graded) Rees algebras: where I A n is the ideal in A generated by ν(n) and by all elements of the form a − a n , and where ν(n) is defined to be p if n is a power of a prime number p, and ν(n) = 1 if n is not a prime power.
Hence we have Drinfeld's lifting and extension properties for formal A-modules over A[S −1 ]-algebras (since, even though L A [S −1 ] is not necessarily polynomial, it is isomorphic to a symmetric algebra on a projective module!).
• In Theorem 3.1.1, I prove the following: let A be the ring of integers in a finite extension K/Q, let 1, α 1 , . . . , α j be a Z-linear basis for A, and let J A n be the ideal (ν(n), α 1 − α n 1 , α 2 − α n 2 , . . . , α j − α n j ) of A. Let P denote the set of integers > 1 which are prime powers, and let R denote the set of integers > 1 which are not prime powers. Then we have an isomorphism of commutative graded A-algebras:
with x n−1 in grading degree 2(n − 1).
• For quadratic number rings, I prove Theorem 3.1.5: let K be a quadratic extension of the rational numbers, and let A = Z[α] be the ring of integers of K. Let ∆ denote the discriminant of K/Q. For each prime number p which divides ∆, let m p be the (unique, since p ramifies totally in A) maximal ideal of A over p. Let R be the set of prime numbers p which divide ∆ and which have the property that J
is nonprincipal for some positive integer m, and let S be the set of integers > 1 which are not powers of primes contained in R. Then we have an isomorphism of commutative graded A-algebras:
with each polynomial generator x n−1 in grading degree 2(n − 1).
Consequently, we have an isomorphism of commutative graded
with each x i in grading degree 2i.
• As an example computation, I provide Theorem 3.1.11, where I fully work out the ring L A in the case where A is the ring of integers in the number field Q( 4 √ −18). This was Hazewinkel's original example of a number ring A in which L A could not posibly be a polynomial ring (but Hazewinkel's computation stopped at grading degree 2). The full result is: let S denote the set of all integers > 1 which are not powers of 2 or 3. Then we have an isomorphism of commutative graded Aalgebras
where α = 4 √ −18 ∈ A, and where the polynomial generators x i and y i are each in grading degree 2i.
Consequently, we have an isomorphism of commutative graded A[ 6 ]-algebras:
• In Theorem 3.2.2, I prove the following: let C n be the cyclic group of order n, let P be the set of integers > 1 which are prime powers relatively prime to n, and let S be the set of integers > 1 not contained in P. Then we have an isomorphism of graded rings
where σ denotes a generator of C n , and where the polynomial generators x i−1 and
1 n ] in Theorem 3.2.2 ought to be compared to the classifying ring L C n of "C n -equivariant formal groups" as in [6] and [4] , whose relationship to formal Z[C n ]-modules is presently not known. This "should" have some bearing on Greenlees' conjecture; see Remark 3.2.1 for more about this.
In all the above cases, L A is a tensor product of Rees rings, so even when L A fails to be a polynomial algebra, L A is still a subalgebra of a polynomial algebra. In [14] I showed that the classifying ring L A B for formal A-modules is always a polynomial algebra over
is the moduli stack of formal A-modules, so the reader who is so inclined can regard the computations in this paper as computations of presentations for this moduli stack.
Producing these computations of L A for various A requires significant preliminary work, some of which is worth something in its own right. In section 2 I define a certain homology theory on rings, "U-homology," by means of a certain cyclic bar-type construction. In homological degrees 0 and 1, this U-homology is the obstruction to L A being a polynomial algebra; these and other general properties of U-homology are worked out in section 2.1, while local properties of U-homology are in section 2.2, including a spectral sequence (Lemma 2.2.2) for U-homology and a resulting rigidity theorem for U-homology, Theorem 2.2.3, which plays an essential role in everything that follows; in section 2.3 I derive the various consequences, most importantly Theorem 2.3.2, which is the essential result for the computations of L A for number rings and group rings A, all of which appear in section 3.
In the previous paper in this series, [14] , I computed the classifying ring L A of formal A-modules, modulo torsion, for all characteristic zero Dedekind domains A; in the present paper, I get stronger results, computing L A without reducing modulo torsion, but in a different level of generality, requiring A to be finitely generated as an abelian group so that the rigidity theorem, Theorem 2.2.3, applies. Consequently the results of the present paper do not render those of [14] obsolete, and the results of [14] do not render those of the present paper obsolete.
I am grateful to D. Ravenel for teaching me a great deal about formal modules and homotopy theory when I was a graduate student. I also found the SAGE computer algebra package quite helpful when I was preparing the number-theoretic results in section 3.1. 
is an isomorphism of Hopf algebroids. 
where ν(n) = p if n is a power of a prime number p, and ν(n) = 1 if n is not a prime power. It is the injectivity of the fundamental functional, for certain rings A, which makes the computation of L A possible using the methods of this paper. The entire apparatus of Uhomology, which is defined and developed later in this paper, is not much more than a tool for showing that the fundamental functional is injective.
2. U-homology.
U-homology as the obstruction to L
A being a polynomial algebra. In this subsection I introduce "U-homology," an invariant of commutative rings. In Proposition 2.1.4 and in Proposition 2.1.9 I demonstrate the main properties of U-homology: in dimension 1, it is the obstruction to injectivity of the fundamental functional; in dimension 0, it is the obstruction to surjectivity of the fundamental functional; and the vanishing of U A 0 (n) and U A 1 (n) for all n is equivalent to L A being isomorphic to a polynomial algebra by a certain fundamental comparison map. Definition-Proposition 2.1.2. Suppose A is a commutative ring and n > 1 an integer which is a power of a prime number ν(n). Let U A (n) • denote the simplicial A/ν(n)-module given as follows:
e., the m-fold tensor product, over A, of F n (A) with itself,
respectively. I will call these homology groups U-homology.
Proof. I need to show that U A (n) • is actually a simplicial A/ν(n)-module, i.e., that the simplicial identities are satisfied. (It is easy to check that the face and degeneracy maps given in the definition of U A (n) • are indeed well-defined, although it is worth noting that the well-definedness of these maps does rely on the fact that n is a power of the prime ν(n) that we have quotiented out by in the definition of F n (A).) This is routine, but I prefer to provide the details, for the reader who does not find this kind of thing routine:
So, for example, in low degrees, the chain complex
with δ 0 and δ 1 defined by:
There are two reasons for defining U-homology beginning with a simplicial A-module in Definition-Proposition 2.1.2, and not just defining the chain complex directly: first, the alternating sign chain complex of a simplicial module is a chain complex, and checking the simplicial identities is (at least to a certain mindset) more conceptually satisfying than checking the condition δ • δ = 0 to verify that a sequence of modules is indeed a chain complex; and second, simplicial constructions generalize to nonabelian settings (e.g. spectra) much more readily than definitions that directly involve an alternating sum. I do not know whether any such generalizations of 
.1 for the element d). Clearly P A n−1 is functorial in the choice of commutative ring A. For any commutative ring A, the natural map of A-modules
In particular, c 1 = 0 and hence c ν(n) = ν(n)c 1 = 0, and so c ν(n)a = ν(n)c a + a n c ν(n) = 0. Hence P A n−1 is isomorphic, as an A-module, to the A/ν(n)-module with one generator c a for each a ∈ A/ν(n), subject to the modulo d Drinfeld relations above; this is exactly the 
is equivalent to injectivity ofδ 0 . The "four lemma" from homological algebra then tells us that injectivity ofδ 0 is equivalent to injectivity of σ n .
For the claim about U A 0 (n): we have the commutative square of A-modules with exact columns and rows
where π ′ (d) = 0 and π ′ is the modulo ν(n) reduction map on each of the summands A{c a }, and π is the modulo ν(n) reduction map. So U A 0 (n) is the reduction modulo ν(n) of coker σ n , but ν(n) is already zero in coker σ n since σ n (d) = ν(n).
I do not know if there is any practical purpose for U A j (n) for j > 1. In the present paper I only ever have need of U A j (n) for j = 0, 1. The construction of U A (n) • resembles the construction of the cyclic bar complex, whose homology computes the Hochschild homology of a ring, but since A/ν(n) is typically not a field, U A (n) • is typically not a special case of the usual cyclic bar complex that computes Hochschild homology. Instead the homology groups of U A (n) • are a kind of Shukla homology with twisted coefficients; see [15] . In Theorem 2.2.4 we see that when A is a field, the U-homology of A is indeed isomorphic to certain Hochschild homology groups. This is an opportune time to introduce both the symmetric algebras and the Rees algebras, both of which are classical constructions, but for which we will need graded versions as well, which are slightly less classical: Definition 2.1.5. Let A be a commutative ring, I an ideal of A.
• By the Rees algebra of I, written Rees A (I), I mean the commutative A-algebra
• Let j be an integer. By the j-suspended Rees algebra of I, written Rees j A (I), I mean the commutative graded A-algebra whose underlying commutative A-algebra is Rees A (I), and which is equipped with the grading in which the summand I n {t n } is in grading degree jn. Now, more generally, let A be a commutative ring and let M be an A-module.
• By the symmetric algebra of M, written Remark 2.1.7. The fundamental comparison triangle is, at least a priori, not natural in the choice of A, since it involves making choices of the splitting maps {i n−1 }, and when one has a homomorphism from one split short exact sequence to another, there is an (often nontrivial) obstruction to the existence of a compatible splitting of the two short exact sequences; see [12] for this material. 
We can fit the fundamental comparison triangle for A together with the fundamental comparison triangle for Q ⊗ Z A to get the diagram
In light of Remark 2.1.7, I ought to explain why we have a map of fundamental comparison triangles in this situation. The reason is that, when we choose a splitting i n−1 of the 
which is all we need in order to get the commutativity of the left-hand trapezoid in diagram 2.1. 
Proof.
• Since σ n is injective for all n, the A-module L Now we need to know why the map s is injective and why i ♯ is an isomorphism. The map s is Sym A applied to the coproduct n>0 σ n , and so we have just shown that s is injective. Now we have the commutative diagram
in which the vertical maps ℓ 1 , ℓ 2 , ℓ 3 are the canonical localization maps. The maps Q ⊗ Z i ♯ and Q ⊗ Z s are isomorphisms by Proposition 1.2.2, and ℓ 3 is injective since Sym commutes with localizations and since A → Q ⊗ Z A is injective (since A is additively torsion-free), and we have already shown that s is injective. Hence
♯ is also surjective since every element of L A is a product of (lifts of) indecomposables. Hence i ♯ is an isomorphism, as claimed.
• The fact that i ♯ is an isomorphism gives us the claimed isomorphism of L A with a tensor product of suspended symmetric algebras, and we already showed that the assumed hypotheses imply that the symmetric algebras of the ideals I A n coincide with their Rees algebras, giving us the isomorphism of L A with a tensor product of suspended Rees algebras.
The suspended symmetric and suspended Rees algebras were defined in Definition 2.1.5. The fundamental comparison maps s and i ♯ were defined in Definition 2.1.6. The fundamental comparison works especially well for hereditary rings A:
Corollary 2.1.11. Suppose that A is a hereditary commutative ring, suppose that A is additively torsion-free, and suppose that the fundamental functional σ n is injective for all n. For each integer n > 1, let I A n denote the image of σ n , i.e., I
A n is the ideal in A generated by ν(n) and by all elements of the form a − a n ∈ A. Then the following statements are all true:
• A satisfies the fundamental comparison condition, 
• of the fundamental comparison maps s : Sym
A n>1 L A n−1 /D A n−1 → Sym A n>1 A and i : Sym A n>1 L A n−1 /D A n−1 → L A ,
the map s is injective and i is an isomorphism (and consequently, L A is isomorphic to a sub-A-algebra of a polynomial A-algebra), • L A is isomorphic, as a graded A-algebra, to the tensor product of the suspended symmetric algebras of the ideals I

(Lifting and extensions.) Suppose that A is a commutative ring, suppose that A is additively torsion-free, and suppose that the fundamental functional σ n is injective, and has image a projective module, for all n. Then every formal A-module n-bud extends to a formal A-module. Furthermore, if R is a commutative A-algebra and I is an ideal in R, then every formal A-module over R/I is the reduction modulo I of a formal
Local properties of U-homology.
Lemma 2.2.1. Let A be a commutative ring, n > 1 an integer, I a finitely generated ideal of A containing ν(n). Let m be a positive integer. Define a valuation function
ν : F n (A) ⊗ A m → N by letting ν(αc a 1 ⊗ . . . c a m ) = ν I (α) + m j=1 ν I (
a w ). Topologize the m-fold tensor power F n (A)
⊗ A m by letting a neighborhood basis of zero be 
Suppose that the underlying abelian group of A is finitely generated. Then the natural map U
A i (n) → H i U A (n) • ˆ
coincides with the I-adic completion map U
Proof. Since the underlying abelian group of A is finitely generated, A is Noetherian, and furthermore F n (A) is a finitely generated A-module. Hence F n (A)
is a finitely generated A-module for all integers i. By a standard Artin-Rees argument, completion with respect to the valuation filtration on F n (A) ⊗ A i coincides with completion with respect to the I-adic topology.
Hence we have an isomorphism of chain complexes of A-modules
and sinceÂ I is a flat A-module (for this fact and many others which I am using in this proof, see chapter 10 of [1]), we have isomorphisms of A-modules
as claimed.
Recall that, in J. P. May's 1964 doctoral thesis, [10] , May filtered the Steenrod algebra by powers of its maximal homogeneous ideal, then studied the spectral sequence arising in Ext from the induced filtration on the bar complex of the Steenrod algebra. In Lemma 2.2.2 I construct a similar spectral sequence, but for U-homology rather than for Ext groups: Proof. This is just the spectral sequence of a filtered chain complex, as in Theorem 9.3 of [2] . From the general theory of such spectral sequences, one knows that it converges to the homology of the completion (U A (n) • )ˆwith respect to the given filtration; by Lemma 2.2.1, the homology of this completion is the I-adic completion of U A * (n).
Theorem 2.2.3. (Rigidity of U-homology.) Let n > 1 be an integer, and let A be a commutative ring with a maximal ideal m containing ν(n). Suppose that the underlying abelian group of A is finitely generated. Then the reduction map A → A/m induces isomorphisms of A-modules
Proof. First, since A is finitely generated as an abelian group, it is m-adically separated. Lemma 2.2.2 applies to this situation. We need to identify the E 1 -term of the May spectral sequence. First, since 
whereδ 1 (αc a ) = αa if a ∈ I andδ 1 (αc a ) = α(a − a n ) if a I. Consequently every element in F t A/F t+1 A for t > 0 is in the image ofδ 1 , and consequently E 1 0,t 0 for t > 0. Now when t > 0, E 1 1,t is the homology of the chain complex (F n (A) ). Using the boundary formulã I will also make use of the boundary formulã 
• is just the cyclic bar construction on F n (k) with coefficients in the F n (k)-module 1 k n , where 1 k n is a one-dimensional k-vector space with F n (k) acting on 1 k n on the left by c a · x = ax and acting on the right by x · c a = a n x.
The underlying abelian group of k is F ×m p , hence F n (k) is an m-fold product of copies of k, with ring structure (given by letting αc a · βc b = αβc ab ) coinciding with that on If n is not a power of the number of elements in k, then there is some element x ∈ k such that x n x, and hence HH 0 (F n (k); 1 k n ) k/(a − a n : a ∈ k) is a k-vector-space which is a proper quotient of k, i.e., HH 0 (F n (k); 1 k n ) 0. If, on the other hand, n is a power of the number of elements of k, then x = x n for all x ∈ k, so HH 0 (F n (k); 1 k n ) k. Since A is finitely generated as an abelian group, we know that F A (n) is a finitely generated A-module, hence that (F A (n))
is a finitely generated A-module for each positive integer i, hence that the homology of the chain complex U A (n) i consists of finitely generated A-modules. In particular (U 1 A (n)) m is a finitely generated A m -module, so the equality ( 
Proof. We have the forgetful functor U : Mod(A) → Mod(Z) and the free functor F : Mod(Z) → Mod(A/ν(n)), and both of these functors preserve all small colimits, including the colimit that defines the localization inverting S . The functor F n is simply the composite F • U, so the A-module F n (A) has the property that
and since these isomorphisms are compatible with the face and degeneracy maps defining U (as in Definition-Proposition 2.1.2), we have U 
where I A by Definition-Proposition 1.2.4. and for the integers n such that n is a power of a prime in S , we have that U 
A n , for each positive integer n, is the ideal of A defined as follows: • if n is not a prime power or n is a power of a prime in S then I
The proof is elementary: if a is an element of A, write a as a polynomial a = j≥0 a j t j , where each a j is an integer. Then
since ν(n) is always either 1 or a prime number.
Remark 2.3.6. It seems reasonable to conjecture that the finite generation condition in the statement of Theorem 2.3.2 can be removed, at least if A is a Dedekind domain of characteristic zero. I do not know a proof of this, though. It would simply require extending the rigidity theorem, Theorem 2.2.3, to the case where A is not finitely generated. This in turns amounts to solving the following problem: when A is not finitely generated, the May spectral sequence of Lemma 2.2.2 converges to the homology of the completion of the chain complex U A (n) • with respect to the filtration defined in the lemma. One needs to know that, if this completion is acyclic, then the original chain complex U A (n) • is acyclic. Despite some effort I did not find a way to prove this in general (nor did I find a counterexample).
Computations of L
A for certain classes of ring A.
3.1. Number rings. 
for some set of polynomials { f n } n∈P , with each f n ∈ A [x, y] , and with x n−1 and y n−1 in grading degree 2(n − 1). A n−1 is isomorphic to the ideal of A generated by ν(n) and by all elements of the form a − a n ; see Example 21.3.3A of [7] , where this is almost (but not quite) stated in these terms. The full description of L A given in Theorem 3.1.2 is, on the other hand, new. 
Proof. Every ideal in
with each x n in grading degree 2n.
Proof. Every quadratic extension K of Q can be written as K = Q( √ d) for some squarefree integer d. We now break into cases:
, and the primes dividing the discriminant ∆ are 2 and the primes dividing d. Let p be a prime number. Recall that, for each prime power p m , we write I
The last case to consider is when p = 2. The minimal polynomial of α ∈ A is 
with each x i in grading degree 2i. 7] isomorphic to a polynomial algebra, but I have not tried to prove that. , y 1 , x 3 , y 3 , x 7 , y 7 , x 15 , y 15 is a unit modulo 3. The theorem as stated now follows from Theorem 3.1.2.
Group rings.
Suppose G is a finite group. In [4] (see also [6] for a nice survey) a theory of "G-equivariant formal group" is developed, which is designed in order to admit a classifying ring L G for G-equivariant formal groups with a canonical comparison map with the G-equivariant complex bordism ring MU G * ; indeed, this comparison map exists, is known to be surjective, and is conjectured to be an isomorphism (this is Greenlees' conjecture; see [6] and [16] ).
In order to make this comparison map work well, these G-equivariant formal groups are much more complicated than just a formal group F equipped with a choice of group homomorphism G → Aut(F), and even the definition of a G-equivariant formal group is rather involved. On the other hand, one expects that G-equivariant formal groups ought to have some relationship with the simple notion of a formal group equipped with an action by the group G; this is essentially just a formal Z[G]-module (clearly, to specify the structure map ρ : Z[G] → End(F) of a formal Z[G]-module, we could just as well have specified a group homomorphism G → Aut(F); the only point to mention here is the tangency axiom in the definition of a formal module, i.e., that ρ(g)(X) ≡ gX mod X 2 , meaning that we need to have an action of G on the coefficient ring of F. But if we begin with a group homomorphism G → Aut(F), we can typically choose an action of G on the coefficient ring of F so that the tangency axiom is satisfied. So the distinction between a Z[G]-module and a formal group with an action by G is very slight. 1 n ] of C n -equivariant formal groups, which at present has only been computed in the case n = 2, by Strickland in [16] , whose presentation for L C 2 is algebraically complicated enough that it is still not known whether it is isomorphic to the C 2 -equivariant complex bordism ring MU C 2 * , despite both rings having known presentations; that is, the G = C 2 case of Greenlees' conjecture remains open, simply because the two rings conjectured to be isomorphic are given by such complicated presentations. 
