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SPARSE REPRESENTATION OF GAUSSIAN MOLECULAR SURFACE
SHENG GUI, MINXIN CHEN*, AND BENZHUO LU*
ABSTRACT. In this paper, we propose a model and algorithm for sparse representing Gaussian molecular sur-
face. The original Gaussian molecular surface is approximated by a relatively small number of radial basis
functions (RBFs) with rotational ellipsoid feature. The sparsity of the RBF representation is achieved by solving
a nonlinear L1 optimization problem. Experimental results demonstrate that the original Gaussian molecular sur-
face is able to be represented with good accuracy by much fewer RBFs using our L1 model and algorithm. The
sparse representation of Gaussian molecular surface is useful in various applications, such as molecular struc-
ture alignment, calculating molecular areas and volumes, and the method in principle can be applied to sparse
representation of general shapes and coarse-grained molecular modeling.
1. INTRODUCTION
The development of molecular surface representation in the fields of computational biology and computer-
aided drug design has been a vital issue of considerable interest for many years, such as shape-based docking
problems [25], molecular shape comparisons [15], calculating SAS areas [36], coarse-grained molecular dy-
namics [35], and the generalized Born models [38], etc. In implicit-solvent modeling (e.g., see a review
in [23]), the molecular surface is also a prerequisite for using the boundary element method (BEM) and the
finite element method (FEM). Also the molecular shape is fundamental to molecular recognition events such
as a drug binding to a biological receptor in the computer-aided drug design field [27]. The visualisation
of molecules is another field where surface representations of the molecular surface are of particular impor-
tance. Visually inspecting molecules can lead to biophysical development, since visualising 3D molecular
complexes has become a common practice in life sciences [17]. So far, due to the highly complex and ir-
regular shape of the molecular surface, the efficient representation of the molecular surface for large real
biomolecule with high quality remains a challenging problem [5].
Various definitions of molecular surface exit, including the van der Waals (VDW) surface, solvent ac-
cessible surface (SAS) [18], solvent excluded surface (SES) [30], molecular skin surface [12], the minimal
molecular surface [2], and Gaussian surface, etc. The VDW surface is defined as the surface of the union
of the spherical atomic surfaces with the VDW radius of each atom in the molecule. The SAS and SES are
represented by the trajectory of the center and the interboundary of a rolling probe on the VDW surface,
respectively. The molecular skin surface is the envelope of an infinite family of spheres derived from atoms
by convex combination and shrinking. The minimal molecular surface is defined as a result of the surface
free energy minimization. Different from these definitions, the Gaussian surface is defined as a level set of
the summation of the Gaussian kernel functions as follows:{
x ∈ R3, φ (x) = c} , (1.1)
where
φ(x) =
N∑
i=1
e−d(‖x−xi‖
2−r2i ), (1.2)
the parameter d is positive and controls the decay rate of the kernel functions, xi and ri are the location and
radius of atom i, c is the isovalue, and it controls the volume enclosed by the Gaussian kernel. Comparing
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with other definitions, the advantages of Gaussian surface present as following: the Gaussian surface is more
smooth, and it provides an analytical representation of the electron density of a molecule [11]. The VDW
surface, SAS and SES can be approximated well by the Gaussian surface with proper parameter selection
[11,21]. The Gaussian surface has been widely used in many problems, for instance, docking problems [25],
molecular shape comparisons [15], calculating SAS areas [36] and the generalized Born models [38]. Fig. 1
shows an example of a Gaussian surface. This molecule is the structure of the human voltage-gated sodium
channel Nav1.4 in complex with β1 [28]. Fig. 1(a) shows all the atoms in the molecule, and Fig. 1(b) shows
the corresponding Gaussian surface.
(a)
(b)
FIGURE 1. An example of Gaussian molecular surface(Nav.1.4 [28], PDB code is 6AGF)
via VCMM [1]. (a) shows the VDW surface, and (b) shows the Gaussian molecular surface
generated by TMSmesh [4, 6, 22] with parameter d and c is 0.9 and 1.0, respectively. All
coordinates and corresponding radii are drawn from the PQR file that is transformed from
the PDB file, 6AGF, using the PDB2PQR tool [10].
For traditional Gaussian surface, the level set function is constructed by a summation of Gaussian kernel
functions, whose number depends on the total number of atoms in the molecular. For large biomolecules,
the number of kernels in their definition of Gaussian molecular surface may achieve millions. It leads to a
significant challenge for their analysis and understanding. Zhang et al. [20] proposed an atom simplification
method for the biomolecular structure based on Gaussian molecular surface. This method contains two main
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steps. The first step eliminates the low-contributing atoms. The second step optimizes the center location, the
radius and the decay rate of the remaining atoms.
In the field of computer aided geometric design, the Gaussian surface is a typical implicit surface rep-
resentation method. In the past several decades, there are wealthy works focusing on the implicit surface
reconstruction problem, and various approaches have been proposed. J.C. Carr [3] employed a method to
reconstruct an implicit surface with RBFs based on a greedy algorithm to append centers with large resid-
uals to decrease the number of basis functions. However, the solution of this method is not sparse enough.
M. Samozino [32] put forward a strategy to put the RBFs centers on the Voronoi vertices. This method,
firstly chooses a user-specified number of centers by filtering and clustering from a subset of Voronoi ver-
tices, secondly gets the reconstructed surface by solving a least-square problem. Unfortunately, it causes
larger approximation error on the surface while approximating the surface and center points equally. In 2016,
Chen [19] et al. proposed a model of sparse RBF surface representations. They constructed the implicit
surface based on sparse optimization with general RBF. And the initial Gaussian RBF is on the medial axis
of the input object. They have solved the RBF surface by sparse optimization technique. Sparse optimization
has become a very popular technique in many active fields, such as signal processing and computer vision,
etc [13]. This technique has been applied in linear regression [24], deconvolution [33], signal modeling [31],
preconditioning [16], machine learning [14], denoising [7], and regularization [9]. In recent years, sparse
optimization also has been applied in geometric modeling and graphics problems (refer to a review [37]).
In this paper, based on the frame of sparse optimization, we propose a model for reducing the number
of kernels in the definition of Gaussian surface while preserving the shape of the molecular surface. We
emphasize several differences between our method and previous sparse optimization methods with surface
representation: 1) Compared with other works, our focus is mainly on reducing the number of kernels in
Gaussian molecular surface; 2) The objective function of our model is a complicated nonlinear function with
respect to the locations, sizes, shapes and orientations of RBFs; 3) Different initializations and algorithms are
proposed for solving the corresponding sparse optimization problem in our model.
The outline of this paper is as follows. Section 2 reviews some preliminary knowledge about radial basis
functions and sparse optimization. Section 3 presents our model together with an algorithm for representing
the Gaussian molecular surface sparsely. The experimental results and comparisons are demonstrated in
section 4. We conclude the paper in section 5.
2. PRELIMINARIES
In this section, we present some preliminary knowledge for radial basis functions, ellipsoid Gaussian RBF
and sparse optimization.
2.1. Radial basis functions. Consider an implicit function, φ(x) = const, where φ(x) is expressed by a
linear combination of some basis functions as follows:
φ(x) :=
n∑
i=1
ciξi(x), (2.1)
where ξi(x), i = 1, 2, · · · , n are basis functions, and ci, i = 1, 2, · · · , n are combination coefficients. x is
the variables in the geometric space, for instance, in two dimensional space x = (x1, x2)>, and in three
dimensional space x = (x1, x2, x3)>.
In this paper, the RBF is rewritten as ξi(x) = ξ(‖x − ci‖), where ξ(σ) is a nonnegative function defined
on [0,+∞) which generally has the following properties [3]:
(1) ξ(0) = 1;
(2) limσ→+∞ξ(σ) = 0;
ci is the center of the basis function ξi(X),
A typical choice of radial basis function is Gaussian function
ξ(σ) = e−dσ
2
(2.2)
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where d ∈ R is a decay value. Besides the Gaussian function, there are other radial basis functions including
inverse multiquadric radial basis functions, for instance, ξ(σ) = 1√
1+σ2
for σ ∈ R.
2.2. Ellipsoid Gaussian RBF. In general, Gaussian RBF is defined as:
ξg(y) = e
−‖y−x‖2 , (2.3)
where x is the Gaussian RBF center. Let ξg(y) = const, and we can obtain a general sphere equation as
follows:
‖y − x‖2 = const. (2.4)
We only consider the case of y = (y1, y2, y3)> ∈ R3, and x = (x1, x2, x3)> ∈ R3, then Eq. 2.4 is rewritten
as:
(y1 − x1)2 + (y2 − x2)2 + (y3 − x3)2 = const, (2.5)
Eq. 2.5 can be written as a quadratic form and is equivalent to Eq. 2.6:
(y − x)>
 1 0 00 1 0
0 0 1
 (y − x) = const. (2.6)
Thus, we regard the level set of the general Gaussian RBF function as the sphere equation in the 3D Euclid
space. However, for complex geometric shapes, the general Gaussian RBF has certain limitations to approxi-
mation [19], which also leads to requirement of a large number of basis functions while approaching the input
surface. Thus, we propose a new ellipsoid Gaussian RBF.
Firstly, we can modify the standard sphere equation to the standard ellipsoid equation. We just introduce
three coefficient for the x,y,z direction, the form is as follows:
d1 (y1 − x1)2 + d2 (y2 − x2)2 + d3 (y3 − x3)2 = const. (2.7)
Obviously, Eq. 2.5 is the special case of Eq. 2.7 when d1 = d2 = d3. Likewise, Eq. 2.7 can be rewritten as a
quadratic form:
(y − x)>
 d1 0 00 d2 0
0 0 d3
 (y − x) = const, (2.8)
and we can obtain the standard ellipsoid Gaussian RBF:
ξt(y) = e
−(y−x)>D(y−x), (2.9)
where D = diag(d1, d2, d3), d1, d2, d3 ∈ R.
In the next stage, we construct the general ellipsoid Gaussian RBF. The method introduces rotation mech-
anism for the ellipsoid feature. The form is as follows:
(y − x)>R>
 d1 0 00 d2 0
0 0 d3
R(y − x) = const, (2.10)
where R is the total rotation matrix, and it is equal to the product of rotation matrices from three directions.
R(α, β, γ) = Rz(γ) ·Ry(β) ·Rx(α), (2.11)
and Rx(α) is a rotation matrix of x direction:
Rx (α) =
 1 0 00 cosα − sinα
0 sinα cosα
 , (2.12)
SPARSE REPRESENTATION OF GAUSSIAN MOLECULAR SURFACE 5
Ry(β) is a rotation matrix of y direction:
Ry (β) =
 cosβ 0 − sinβ0 1 0
sinβ 0 cosβ
 , (2.13)
Rz(γ) is a rotation matrix of z direction:
Rz (γ) =
 cos γ − sin γ 0sin γ cos γ 0
0 0 1
 , (2.14)
so that R(α, β, γ) is equal to : cosβ cos γ − cosα sin γ − sinα sinβ cos γ sinα sin γ − cosα cos γ sinβcosβ sin γ cosα cos γ − sinα sinβ sin γ − sinα cos γ − cosα sinβ sin γ
sinβ cosβ sinα cosα cosβ
 . (2.15)
Then we can construct an ellipsoid Gaussian RBF, and the equation is as follows:
ξ˜(y) = e−‖D
1
2R(y−x)‖22 . (2.16)
The summation of ellipsoid Gaussian RBF can be rewritten as:
φ˜(y) =
N∑
i=1
ciξ˜i(y) =
N∑
i=1
cie
−‖D
1
2
i Ri(y−xi)‖22 . (2.17)
2.3. Sparse optimization. x = (x1, x2, · · · , xn)> is an n-dimensional vector. The Lp norm of x is defined
as ‖x‖p = (
∑n
i=1 |xi|p)1/p(0 < p < +∞). The L0 norm of x is defined as ‖x‖0 := # {xi‖xi 6= 0}, i.e., the
number of nonzero elements in x. If ‖x‖0  n, the vector x is called sparse.
Consider solving a linear system of equations
Ax = b, (2.18)
where the rank of A is much less than the number of columns of A.
Assuming there are infinite number of solutions in the system defined by Eq. 2.18, our goal is to find the
sparsest solution among all the feasible solutions. This is equivalent to solving the following optimization
problem
min
x
‖x‖0
s.t.Ax = b.
(2.19)
The L0 optimization is a NP-hard problem. To solve Eq. 2.19 directly, one must sift through all possible
distributions of the nonzero components in x. This method is intractable because the search space is expo-
nentially large [26, 29]. To surmount this obstacle, one might replace the L0 quasinorm with the L1 norm to
obtain a convex optimization problem
min
x
‖x‖1
s.t.Ax = b.
(2.20)
Intuitively, the L1 norm is the convex function closest to the L0 quasi-norm, so this substitution is referred
to convex relaxation. It is shown that the solutions of the two problems (Eq. 2.19) and (Eq. 2.20) are
equivalent under certain conditions [34]. Problem defined in Eq. 2.20 is convex and can be efficiently solved.
The problem (Eq. 2.20) can be rewirtten as an unconstrained optimization problem
min
x
α‖x‖1 + β‖Ax− b‖22. (2.21)
where α > 0 and β > 0 are parameters which balances the two targets: sparsity and accuracy of solutions.
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Also, Eq. 2.21 is called the least absolute shrinkage and selection operator(LASSO) and can be solved by
many well established algorithms, such as ADMM, CG, LBFGS.
3. MODEL AND ALGORITHM
In this section, base on sparse optimization frame, we present a new optimization model for finding a
function φ˜ having fewest possible basis with shape of ellipsoid to approximate the summation of Gaussian
kernel functions φ, in original Gaussian molecular surface. Then, we propose the numerical optimization
algorithm to solve this model.
3.1. Modeling with ellipsoid Gaussian RBF. According to the definition of Gaussian surface, we first give
the model of representing the Gaussian molecular surface sparsely as follows:
min
X
ws · Es(X) + wl · El1 (c,dp)
s.t.
{
ci ≥ 0 i = 1, 2, · · · , N,
dpi ≥ 0 p = 1, 2, 3.
(3.1)
Es(X) is the error between φ˜ and φ at constrained points yk, k = 1, 2, · · · ,M . φ˜ is a summation of
ellipsoid Gaussian RBFs. φ(x) is the implicit function in the definition of Gaussian molecular surface (Eq.
1.2). It is to be approximated by φ˜(x).
Es(X) =
M∑
k=1
[
φ˜(yk;X)− φ(yk)
]2
=
M∑
k=1
[
N∑
i=1
cie
−‖D
1
2
i Ri(αi,βi,γi)(yk−xi)‖22 − φ(yk)
]2
, (3.2)
where yk = (yk1, yk2, yk3)> ∈ R3 is the kth constrained point. xi = (xi1, xi2, xi3)> ∈ R3 is the center
of the ith ellipsoid Gaussian RBF, Di = diag(di1, di2, di3) define the lengths of ellipsoid along three main
axis, Ri(αi, βi, γi) is a rotation matrix, the αi, βi, γi are rotation angles of the ith ellipsoid Gaussian RBF,
i = 1, 2, · · · , N , k = 1, 2, · · · ,M . N is the number of the centers. M is the number of the constrained
points. The X is the optimization variable, the formula is
X = [c,dp,x,α,β,γ]
> , i = 1, 2, · · · , N, p = 1, 2, 3, (3.3)
where c = [c1,c2, · · · , cN ], dp = [d1p, d2p, · · · , dNp], x = [x1,x2, · · · ,xN ], α = [α1,α2, · · · , αN ], β =
[β1,β2, · · · , βN ], γ = [γ1,γ2, · · · , γN ].
The second term of objective function is the sparse L1 norm of dp and c.
El1(c,dp) = ‖c‖1 +
3∑
p=1
‖dp‖1 =
N∑
i=1
|ci|+
N∑
i=1
|di1|+
N∑
i=1
|di2|+
N∑
i=1
|di3|. (3.4)
In Chen’s work [19], they use general Gaussian RBF to represent an implicit surface with sparse optimiza-
tion model. Their fitting function is a linear combination of general Gaussian RBF. Consequently, their sparse
term is just the L1 norm of coefficient of basis functions. Based on our model, especially for the ellipsoid
Gaussian RBF, in order to find fewer basis functions, we give corresponding modified sparse term in Eq. 3.4.
Our model is equivalent to a LASSO regression, in which the locations, decay parameters and directions of
ellipsoid Gaussian RBFs are changeable to achieve low errors at constrained points and high sparsity of c and
dp.
The ws > 0 and wl > 0 are parameters which balances the two targets: accuracy of solutions Es and
sparsity El1. And the constrained conditions are explained as follows.
• ci > 0 indicates that the corresponding ellipsoid Gaussian RBF is nonnegative which means each
RBF in φ˜ can be seen as a new real physical atom with ellipsoid shape.
• dpi ≥ 0 implies the basis function is zero at infinity, which is consistent with the fitted function φ.
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In order to transform the Eq. 3.1 to an unconstrained optimization problem, we do the following substitu-
tion, {
ci = c˜i
2 i = 1, 2, · · · , N
dpi = d˜
2
pi p = 1, 2, 3,
(3.5)
And corresponding D˜i = diag(d˜2i1, d˜
2
i2, d˜
2
i3). For simplicity, we still use ci, dpi,Di to denote c˜i, d˜pi, D˜i.
Thus, the equivalent unconstrained model is:
min
X
ws ·
M∑
k=1
[
N∑
i=1
c2i · e−‖DiRi(yk−xi)‖
2
2 − φ (yk)
]2
+ wl ·
‖c‖1 +
3∑
p=1
‖dp‖1
 . (3.6)
3.2. Optimization algorithm.
3.2.1. Overview. In this section, we present algorithms for solving the minimization problem defined in
Eq. 3.6. The process of solving Eq. 3.6 consists of three parts. In the first part, the constrained points
yk, k = 1, ...,M need to be set. They are selected from vertices of a three dimensional orthogonal grid
bounding all atoms and they are closed to the original Gaussian surface, φ(x) = c; In the second part, we set
the proper initial values of X in Eq. 3.6; In the third part, we solve the problem defined in Eq. 3.6 using an
algorithm of minimizing the sparsity and error terms in Eq. 3.6 alternatively. Fig. 2 demonstrates the process
of our algorithm. The result shows that, using our method, the original Gaussian surface is approximated well
by a summation of much fewer ellipsoid Gaussian RBFs.
FIGURE 2. The process of our algorithm and results in each step.
3.2.2. Constrained points initialization and sampling. For simplicity, we put the molecule (Fig. 3(a)) on
the bounding box Ω (Fig. 3(b)) in 3D space. The range of bounding box is [a, b] × [c, d] × [e, f ], where
a, b, c, d, e, f ∈ R. The bounding box Ω is discretized into a set of uniform grid points as shown in Fig. 3(c):
{Pijk} = {(xi, yj , zk)} , i = 1, 2, · · · , Nx, j = 1, 2, · · · , Ny, k = 1, 2, · · · , Nz, (3.7)
where
xi = a+ i× (b− a)
Nx
, yj = c+ j × (d− c)
Ny
, zk = e+ k × (f − e)
Nz
, (3.8)
8 SHENG GUI, MINXIN CHEN*, AND BENZHUO LU*
(a) (b) (c)
FIGURE 3. Constrained points initialization. (a) shows a real molecule (PDBID: 2LWC).
(b) shows the bounding box of the molecular. (c) shows constrained points.
In order to reduce the scale of optimization problem and make the problem solvable in usual machine
memory and time, it is necessary to decrease the number of constrained points. A set of constrained points
{yk}Mk=1 is selected from the set of grid points {Pijk}, and {yk}Mk=1 are close to the original Gaussian surface
φ(x) = c. In our practice, the constrained points {yk}Mk=1 stratifying ‖φ(yk)− c‖ ≤ 1 are chosen.
3.2.3. Optimization variable initialization. In this section, we give the initialization of optimization variable
X defined in Eq. 3.3, consisting of c, dp, x, α, β, γ, where c are the coefficients of ellipsoid RBFs, dp
are decay rates of ellipsoid Gaussian RBFs, x are center coordinates of ellipsoid Gaussian RBFs, α,β,γ are
rotate angles of ellipsoid Gaussian RBFs. Since φ(x) is given by a summation of Gaussian RBFs located at
given atoms and general Gaussian RBF is a degradation case of ellipsoid Gaussian RBF, φ˜ can be initialized
as the same as φ.
The decay rates dp and rotate angles α,β,γ of ellipsoid Gaussian RBFs
In the definition of Gaussian molecular surface (Eq. 1.2) the value of d is usually set to be 0.5. So the
decay rates dp in φ˜ is also set to be a constant vector as follows
dp = [0.5, 0.5, · · · , 0.5︸ ︷︷ ︸
N
]>. (3.9)
The initial angles in φ˜ are set to be zeros,
α = 0,β = 0,γ = 0. (3.10)
The center coordinates x of ellipsoid Gaussian RBFs
The traditional methods set the centers of the RBFs on the input surface and/or offset points. Chen [19]
et al present a way of putting the centers of the RBFs on the medial axis of the input object. Different from
their work, we address our model and method on molecular Gaussian surface and the initial values of centers
of ellipsoid Gaussian RBFs are directly given by the centers of atoms as follows.
xi =
[
x
(i)
atom, y
(i)
atom, z
(i)
atom
]>
, i = 1, 2, · · · , N, (3.11)
where x(i)atom, y
(i)
atom, z
(i)
atom are coordinates of ith atom.
The coefficients c of ellipsoid Gaussian RBFs
Once dp,xi,α,β,γ have been chosen and atom radii r = [r1, r2, · · · , rN ]> is given, to initialize φ˜ as the
same as φ, we set the coefficients c of ellipsoid Gaussian RBF as following.
c =
[√
edr
2
1 ,
√
edr
2
2 , · · · ,
√
edr
2
N
]>
. (3.12)
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3.2.4. Sparse optimization. After initialization of problem Eq. 3.6, we hope to find a sparse coefficients
vector c = [c1, c2, · · · , cN ]> and a sparse decay rates vector d = [d1,d2,d3]> of φ˜(X) as defined in Eq.
2.17 such that φ˜ is a good fit of φ at the constrained points {yk}Mk=1. Algorithm 1 represents the main modules
of our sparse optimization method, which is described below.
Algorithm 1 Sparse optimization
1: Input: PQR file containing coordinates of centers and radii of atoms
2: Output: The list of parameters of ellipsoid RBFs, i.e. solution of X in problem Eq. 3.6
3: Step 1. initialize X as shown in Section 3.2.3
4: Step 2. select constrained points {yk}Mk=1 as shown in Section 3.2.2
5: Step 3. set the number of maximum iteration MaxNiter and number of sparse optimization iteration
SparseNiter
6: Step 4. initialize variable of iteration: Niter = 0 and set tolerance: tol = 1e− 3
7: Step 5. optimization of Es and El1 defined in Eq. 3.6 alternatively
8: while Niter < MaxNiter do
9: Niter = Niter + 1
10: Step 5.1. delete useless Gaussian basis function |ci| < tol every 20 steps
11: Step 5.2. calculate φ˜(yk) for all constrained points by X
12: Step 5.3. calculate the accuracy term Es and sparse term El1
13: Step 5.4. calculate the adaptive coefficients ws and wl
14: ws = max
{
Es
Es+El1
, ε
}
, wl = El1Es+El1 .
15: Step 5.5. check the maxium of error between φ˜ and φ at constrained points yk and correct the coeffi-
cients ws and wl
16: if max1≤k≤M ‖φ˜(yk)− φ(yk)‖ > 0.5 then
17: ws = 1, wl = 0
18: end if
19: Step 5.6. accucacy optimiztion for Es by set coefficients ws and wl
20: if Niter > SparseNiter then
21: ws = 1, wl = 0
22: end if
23: Step 5.7. calculate the gradient of object function
24: ∇f = ∇ · (ws · Es + wl · El1)
25: Step 5.8. X is updated by X = X − τ∇f , τ is computed by inexact line search along the direction of
−∇f
26: end while
Step 1 shows initialization of optimization variable X. Step 2 selects constrained points {yk}Mk=1. Step
3 and step 4 initialize some variables, i.e. the number of total iterations, the number of sparse optimization
iterations and error tolerance. Step 5 shows the numerical algorithm of optimization for our model (Eq. 3.6).
Step 5.1 deletes useless the Gaussian basis functions if the corresponding coefficient ci of ellipsoid Gaussian
RBF is less than 1e−3 per 20 steps. Step 5.4 control the parameter ws and wl adaptively by balancing the
values of Es and El1. When Es is relative small, put more optimization efforts on El1, otherwise focus on
minimization of Es. Step 5.5 checks the maximum of error between φ˜ and φ at constrained points {yk}Mk=1
and corrects the coefficients ws and wl. Step 5.6, after doing SparseNiter iterations, with the number
of effective basis is fixed, keep doing some steps of minimization of Es to achieve better accuracy of the
approximation on constrained points. Step 5.7-5.8 show the frame of gradient descent method by inexact line
search.
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4. RESULTS AND DISCUSSION
In this section, we present some numerical experimental examples to illustrate the effectiveness of our
model and method for presenting the Gaussian surface sparsely. Comparisons are made among our model,
the original definition of Gaussian molecular surface and sparse RBF method [19]. A set of biomolecules
taken from the RCSB Protein Data Bank is chosen as a benchmark set. The number of atoms in these
biomolecules ranges from hundreds to thousands. These molecules are chosen randomly from RCSB Protein
Data Bank, and no particular structure is specified. All computations were run on a computer with Intel Xeon
CPU E5-4650 v2, 2.4GHz, and 126GB memory under a 64-bit Linux system. Further quantitative analysis
of the result is given in the following subsections.
4.1. Spare optimization results. Fifteen biomolecules are chosen to be sparsely represented by ellipsoid
Gaussian RBFs using our model and sparse RBF method [19]. For fair comparison, the initialize center of
RBFs are selected to atom center coordinates for both methods. Table 1 shows the final number of effective
basis from the results of our method and sparse RBF method.
TABLE 1. Number of atoms for 15 test proteins. The third line shows the number of RBFs
by sparse RBF method. The last line shows the number of ellipsoid Gaussian RBFs by our
method. The results focus on Gaussian molecular surface of decay rate d in Eq. 1.2 equals
to 0.5
PDBID DIALA ADP 2LWC 3SGS 1GNA
NATOM 20 39 75 94 163
Sparse RBF 13 8 51 56 108
OUR 4 7 11 17 28
PDBID 1V4Z 1BTQ 6BST 1MAG 1BWX
NATOM 266 307 478 552 643
Sparse RBF 198 252 316 502 537
OUR 41 54 84 87 123
PDBID FAS2 3SJ4 3LOD 1RMP AChE
NATOM 906 1283 2315 3514 8280
Sparse RBF 722 953 1810 2871 4438
OUR 142 233 530 701 1636
Fig. 4 presents the relation between the number of ellipsoid Gaussian RBFs in final sparse representation
and the number of atoms in the corresponding molecule. The numbers of general RBFs (number of atoms)
for original Gaussian molecular surfaces are shown by green lines with pentagram markers. To present sparse
level for our method, we define the sparse ratio Sr as:
Sr =
NERBF
NATOM
, (4.1)
where NERBF is the number of ellipsoid Gaussian RBFs and NATOM presents the number of atoms. In Fig.
4, the changes of sparse ratios with respect to number of atoms for different decay rates (d in Eq. 1.2 equals
to 0.3, 0.5 and 0.7) are shown by solid lines with square, circle and triangle markers. The slope of dashed line
is the lower bound of sparse ratio (k = 0.1444). The slope of dotted line is the upper bound of sparse ratio
(k = 0.2433). The sparse ratios in the results of our numerical experiments is in (0.1444, 0.2433). The results
show that the larger of decay rate d, the more complex is its surface and the smaller is also the sparse ratio.
The sparse ratios for Gaussian molecular surface with d = 0.3 is smaller than those of Gaussian molecular
surface with d = 0.5 as shown in Fig. 4.
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FIGURE 4. Relationship between the number of atoms and the number of ellipsoid Gaussian
RBFs after sparse representation.
Fig. 5 shows the objective function and the number of ellipsoid RBFs is decreasing as the number of iter-
ations increases in the experiment for molecule ADP. In this experiment, the MaxNiter and SparseNiter
is set to be 8000 and 6000, respectively. After 6000 iterations, wl is set to be zero to minimize El1 solely,
thus the value of objective function has a abrupt change. The number of ellipsoid RBFs are decreasing dra-
matically during the iteration process. As shown in Fig. 5, the model with 7 ellipsoid RBF achieves the
lowest errors with a relatively small number of ellipsoid RBFs. Therefore, our method does achieve a desired
tradeoff between accuracy and structural sparsity.
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FIGURE 5. One test of the our algorithm on molecule ADP. The blue curve is the objective
function trajectory during the 8000 iterations. The red vertical lines represent the number
of basis function, whose heights are proportional to the value of the objective function. The
number of initial ellipsoid RBF for this trial is 39 and the number of final ellipsoid RBF is 7.
Fig. 6 present the weight of ellipsoid RBFs obey negative exponential distribution in the result of our
method for molecule AChE. It implies different effectiveness of ellipsoid RBFs after the optimization algo-
rithm.
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FIGURE 6. Distributions of weight of ellipsoid RBFs in the result of our method for mole-
cule AChE.
4.2. Shape preservation and further results analysis. In this section, we first check whether the Gaussian
surface is preserved after the process of sparse representation through our method. The area of the surface,
the volume and the Hausdorff distance are the three criteria to judge whether two surfaces are close enough.
These criteria can be calculated on the triangular mesh of the surface. The triangular meshes of comparisons
between molecular surfaces before and after sparse representation are computed through isosurface function
in MATLAB. For a triangular surface mesh, the surface area S is determined using the following equation:
S =
1
2
nf∑
i=1
∥∥∥∥−−−→V i1V i2 ×−−−→V i1V i3∥∥∥∥ , (4.2)
where nf is the number of triangle elements and V i1 , V
i
2 , V
i
3 denote the coordinates of the three vertices for
the ith triangle.
The volume V enclosed by the surface mesh is determined using the following equation
V =
1
6
nf∑
i=1
−−−→
V i2V
i
1 ×
−−−→
V i3V
i
1 • ~ci, (4.3)
where ci is the vector from the center of the ith triangle to the origin.
The relative errors of area/volume and the Hausdorff distance are used to characterize the difference be-
tween the surfaces before and after sparse representation. The relative errors of area and volume are calculated
using the following formulas:
ErrorA =
|Aour −Aoriginal|
Aoriginal
, (4.4)
ErrorV =
|Vour − Voriginal|
Voriginal
, (4.5)
where Aoriginal and Aour denote the surface areas of meshes generated from the original and our surfaces
respectively. Voriginal and Vour denote the corresponding surface volumes of meshes generated from the
original and our surfaces respectively.
The Hausdorff distance between two surface meshes is defined as follows.
H(S1, S2) = max
(
max
p∈S1
e(p, S2),max
p∈S2
e(p, S1)
)
, (4.6)
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where
e(p, S) = min
p′∈S
d(p, p′), (4.7)
S1 and S2 are two piecewise surfaces spanned by the two corresponding meshes, and d (p, p′) is the Euclidean
distance between the points p and p′. In our work, we use Metro [8] to compute the Hausdorff distance.
The areas and the volumes enclosed by the surface before and after the sparse representation for each of
the molecules are listed in Table 2. The Hausdorff distances between the original surface and the final surface
for the biomolecules are also listed in Table 2.
TABLE 2. The areas, volumes and Hausdorff distances obtained with the original and the
final surfaces for ten biomolecules. Note: isovalue φ = 1.0, initial decay rate d = 0.5.
Molecule Area (A˚
2) Volume (A˚3)
Distance (A˚)Original Our ErrorA Original Our ErrorV
DIALA 213.989 212.621 0.00639 252.007 250.598 0.0056 0.287892
ADP 367.853 362.241 0.01526 457.675 456.156 0.0033 0.605255
2LWC 504.97 497.506 0.01478 856.832 853.445 0.0040 0.391414
1GNA 1005.878 993.286 0.01252 1862.528 1882.067 0.0105 0.439894
1V4Z 1479.864 1454.448 0.01717 2834.395 2871.164 0.0130 0.982645
1BTQ 1782.568 1757.899 0.01384 3412.606 3471.677 0.0173 1.134885
1MAG 2479.407 2424.142 0.02229 5730.899 5785.473 0.0095 0.631105
1BWX 2924.699 2864.055 0.02074 6638.106 6739.953 0.0153 0.795473
FAS2 3770.276 3664.048 0.02818 9197.362 9301.617 0.0113 1.292772
3SJ4 5887.047 5727.391 0.02712 13208.53 13372.34 0.0124 0.92122
Fig. 7 illustrates the unions of the spheres corresponding to the basis functions by our method and by
original surface respectively for the biomolecule (PDBID: 1MAG). This example demonstrates that after the
process of sparse representation, the ellipsoid Gaussian RBFs are much sparser than the RBFs in the original
definition of Gaussian surface.
(a) (b)
FIGURE 7. The locations of the basis functions in our method and the definition of Gaussian
surface. This example demonstrates that using our method, the original Gaussian surface is
approximated well by a summation of much fewer ellipsoid Gaussian RBFs. (a) The ellipsoid
Gaussian RBFs in the sparse representation of molecule 1MAG from our method. (b) The
original RBFs in the definition of Gaussian surface of 1MAG. Left: 87 centers, Right: 552
centers.
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Fig. 8 plots the areas and volumes of the Gaussian molecular surfaces of different isovalues (c in Eq.
1.2) before and after spare optimization using our method. And results show that the volumes and areas of
Gaussian molecular surfaces with different isovalues are persevered well by our method.
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FIGURE 8. Volumes and areas of the initial surface and the sparse surface by our method for
the molecules in Table 2. Left: volume; right: area.
Fig. 9 illustrates some examples to demonstrate the fitting results of the sparse optimization model. The
first column shows original Gaussian surface for three molecules. The second column is the final Gaussian
surface in our method, where the blue points represent the location of Gaussian RBF centers. It implies our
method need less number of ellipsoid RBFs to represent surface. The last column is the original surface
overlapped with the final surface. It presents that the final surface is close to the original surface.
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FIGURE 9. Fitting results of our optimization algorithm. Left to right: Original surface
(left column), Final surface (middle column) and Original surface overlapped with Final
surface(right column). Top to bottom: ADP (first row), 1MAG (second row) and FAS2 (third
row). The blue points represent the locations of Gaussian RBF centers.
5. CONCLUSION
In this paper, a sparse Gaussian molecular surface representation is proposed for arbitrary molecule. The
original molecular surface is approximated with ellipsoid Gaussian RBFs. The sparsity of the ellipsoid Gauss-
ian RBF representation is computed by solving an L1 optimization problem. Comparisons and experimental
results indicate that our method needs much less number of ellipsoid RBFs to represent the original Gaussian
molecular surface.
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