Bilayer low-density parity-check (LDPC) codes are an effective coding technique for decode-and-forward relaying, where the relay forwards extra parity bits to help the destination to decode the source bits correctly. In the existing bilayer coding scheme, these parity bits are protected by an error correcting code and assumed reliably available at the receiver. We propose an uncoded relaying scheme, where the extra parity bits are forwarded to the destination without any protection. Through density evolution analysis and simulation results, we show that our proposed scheme achieves better performance in terms of bit erasure probability than the existing relaying scheme. In addition, our proposed scheme results in lower complexity at the relay.
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Introduction
Cooperative relays have attracted great attention due to their ability to enhance the reliability of wireless networks. Different cooperative relay protocols are studied in [1, 2] . The decode-and-forward (DF) strategy is one of the prominent protocols for cooperative relays. The DF strategy requires the relay to correctly decode the source message and to forward side information to the destination. The destination then attempts to recover the source message based on the information obtained from both the source and relay. In [2] , Cover and El Gamal proved that it is possible to attain the capacity of the degraded relay channel through the DF strategy.
Low-density parity-check (LDPC) code based DF strategies were studied in [3] [4] [5] [6] . In [6] , two types of bilayer LDPC codes were proposed: bilayer expurgated LDPC (BE-LDPC) codes and bilayer lengthened LDPC (BL-LDPC) codes. In this paper, we consider BE-LDPC codes, where the relay generates additional parity bits based on decoded source bits. These additional parity bits help the destination to decode the source bits correctly. The additional parity bits, or syndrome bits, are forwarded from the relay to the destination with perfect reliability by the use of an additional error correcting code. For this conventional relaying scheme, we denote N r as the number of encoded bits transmitted from the relay to destination. Thus, the number of additional parity bits is N R r rd , where R rd is the rate of the error correcting code on the relay-destination link.
In this paper, we propose an efficient BE-LDPC coding scheme with a modified relay transmission. In our proposed scheme, we do not protect the extra parity bits with an error correcting code. In other words, the extra parity bits are sent to the receiver in an uncoded manner. This allows additional parity bits at the relay since it can transmit up to N r extra parity bits. However, due to the uncoded relaying, these parity bits can be corrupted by the channel. The rationale behind this idea is that the destination utilizes the relaying information to recover the source bits only. Under the same channel conditions, we observe a significant performance improvement over the conventional relaying scheme [6] . Moreover, our proposed scheme relieves the relay from encoding the generated parity bits 1 .
The remainder of the paper is organized as follows. We present the existing BE-LDPC coding scheme and the proposed bilayer coding scheme in Sections 2 and 3, respectively. For simplicity, we show density evolution and code optimization for the binary erasure channel (BEC). Through simulation results, we present the performance comparison between the existing and the proposed scheme in Section 4.
Relay channel and bilayer expurgated LDPC codes
assume that these three links are orthogonal. Let the code and the corresponding code rates of all links/channels be denoted as i and R i i sr rd sd ( ∈ { , , }), respectively. We consider that the codes are capacity approaching 2 for the corresponding links.
A BE-LDPC code for the above relay network is illustrated in Fig. 2 . Let the transmitted codeword length and message bits length at the terminals be denoted as N i and K i i s r ( ∈ { , }), respectively. According to [6] , the source encodes the message bits using the code sr (lower layer graph of code sd in Fig. 2 ) of rate R sr such that the transmitted codeword length N = . Then the source transmits the encoded bits to the relay and the destination. We assume that the relay can decode the codeword correctly. However, the destination cannot recover the codeword due to the bad source-destination channel quality. Using a code r (upper layer graph of code sd in Fig. 2 ) of rate R r , the relay generates extra parity bits, or syndrome bits, based on the received codeword. Let K r be the number of parity bits generated at the relay due to the code r . These extra parity bits are then encoded by the relay using the code rd of rate R rd and N = r K R r rd bits are transmitted to the destination. After decoding the relay transmitted bits, the destination obtains an overall code sd of rate R sd by combining the K r parity bits with the code sr . This overall code sd is capacity approaching for the source-destination link. For successful recovery of the source bits, the number of extra parity bits required at the destination is
sd . Thus, we get the following design rate [8] for the overall code sd ,
(1)
Code characterizations
We characterize the degree distributions of a code i i sr rd r ( ∈ { , , }) by the following polynomials, where the power of variable z is associated with the degree of the nodes:
, where λ j i ( ) is the fraction of edges connected to degree j variable nodes and
, where ρ j i ( ) is the fraction of edges connected to degree j check nodes and
For these degree distributions, the design rate [8] of the corre-
From (1), we derive the design rate of the overall code sd as: 
Density evolution
We present density evolution of the overall code sd , where the probability density functions of the messages exchanged on the lower and upper layer are tracked separately in each iteration. Let x l 1 ( ) and x l 2 ( ) denote the erasure probabilities outgoing from variable nodes to check nodes of code sr and check nodes of code r , respectively at iteration l. According to the density evolution over the BEC, we get the following updated equations:
where ϵ sd is the erasure probability of the source-destination channel and
. Note that ϵ rd does not have any impact on the above density evolution analysis, since the outgoing erasure probability of variable node of code rd becomes zero when ϵ rd is less than the decoding threshold of code rd . The above density evolution equations are used to optimize the bilayer code.
Optimization
To obtain a good overall bilayer code sd , we follow the two stage optimization procedure in [6] . First we choose the code sr that approaches the capacity of the source-relay channel with erasure probability ϵ sr . The design of sr is obtained by the optimization procedure described in [8] 
Similar to the code sr , we choose the code rd to be a capacityapproaching LDPC code for the relay-destination channel with erasure probability ϵ rd .
Proposed relaying scheme
The proposed BE-LDPC codes with uncoded relaying is shown in Fig. 3 , where we use the same code sr for the source-relay link as in the previous section. Let r denotes the code of rate R r which generates K r parity bits at the relay. Without encoding, the generated K r parity bits are directly forwarded to the destination. Since these K r bits are Fig. 2 . BE-LDPC code [6] . 2 We refer a code as capacity approaching, when the rate of the code approaches the capacity of the corresponding channel. For the BEC, the capacity of the channel i is Q = 1 − ϵ i i , where ϵ i is the erasure probability of channel i.
transmitted uncoded, we set K r equal to N r (the number of coded bits the relay transmits if the coded scheme would have been employed). By combining the corrupted observation of the K r parity bits with the code sr , the destination obtains the overall code sd to decode the source codeword. Since the lower layer code for our proposed approach remains the same as the code sr ,
Recall that, for the relaying scheme of Section 2, the number of encoded bits transmitted from the relay is given by
From (3) and (4), the required rate of the code r is R = 1 − 
Density evolution
Now we present the density evolution of the overall code sd of our proposed scheme. Let x l 1 ( ) and x l 2 ( ) denote the erasure probabilities of the messages outgoing from variable nodes to check nodes of code sr and to check nodes of code r , respectively at iteration l. Over the BEC, the density evolution at the destination is viewed as follows:
where
. In the following section, we utilize the above equations to obtain a good overall code sd . 
Optimization
Numerical results
In this section, we present the bit erasure rate performance comparison between the existing relaying approach and our proposed approach. We define the bit erasure rate as the ratio of the number of erased bit of code sr after joint decoding to the total number of bits of code sr . All the simulations are conducted in MATLAB.
First we make the comparison for the case where regular codes are used. We choose the code sr as a regular (3, 6)-LDPC code i.e., λ z z
. For the coded relaying scheme, we set the variable and check node degrees of r as 2 and 8, respectively, and assume that another (3, 6)-LDPC code is used as code rd . On the other hand, for the uncoded relaying scheme, we set the variable and check node degrees of r as 2 and 4, respectively. These parameters ensure the same number of bits transmission from the relay for both cases. In . It is observed that the proposed relaying scheme significantly outperforms the conventional coded relaying scheme. In Fig. 4 , we also present the performance of the uncoded relaying scheme with ϵ = 0.8 rd , which exhibits a comparable performance as the performance is shown for coded relaying scheme with ϵ = 0.4 rd . Next we present the performance comparison for the case where optimized codes are used. In the optimization procedure, we first fix the code sr as given in Table 1 . For simplicity, we assume regular degrees for the relay generated check nodes, i.e., ρ z ρ z ( ) = For the uncoded relaying scheme, we present the variable node degree distribution of r for two cases: (i) we set ρ z ( ) Fig. 3 . BE-LDPC code with the proposed relaying strategy. The degree distributions, rates and decoding thresholds are summarized in Table 1 . In the table, ϵ * i i sr rd sd ( ∈ { , , }) denotes the decoding thresholds for the code i . We observe that compared to the coded relaying scheme, a better decoding threshold over the source-destination channel is achieved through the uncoded relaying scheme. We also observe that the separation of code design into two stages (i.e., first optimizing sr followed by the design of sd ) has a bigger impact on the optimality of the codes in the coded relaying scheme. Thus, a better optimized code for coded relaying scheme is achieved by applying a more complicated optimization approach.
Using the codes in Table 1 , we simulate the bit erasure rate at the destination for coded and uncoded relaying schemes. In the simulation, we set K s =3500, N s =5000, K r =2000 and N K = = 5000 r r
. The simulated bit erasure rate (BER) performances of coded and uncoded relaying schemes are shown in Fig. 5 . For the coded relaying scheme, we plot the results for two cases. In the first case, we consider ϵ = ϵ * rd rd and assume that the destination can correctly decode the relay message (full cooperation). However, in practice, the destination can not correctly decode the relay message when ϵ rd is close to the ϵ * rd . Thus, the performance is degraded (curve for coded relaying with ϵ = 0.55 rd ). On the other hand, a significant performance improvement is achieved by applying the uncoded relaying scheme. Moreover, the bit erasure rate at the destination decreases with the improvement of relaydestination channel quality. In addition, the uncoded relaying scheme offers less computation complexity both in relay and destination than the coded relaying scheme. In the coded relaying scheme, the relay requires to encode the extra parity bits and the destination requires to decode that extra parity bits. Unlike the coded relaying scheme, no such encoding and decoding process is required at the relay and destination, respectively for the proposed uncoded relaying approach. Hence the proposed scheme is less complex than the conventional coded relaying scheme.
Conclusion
In this paper, we have proposed an uncoded relaying scheme for bilayer expurgated LDPC codes. Considering both the coded and the uncoded relaying, density evolution and code optimization of bilayer LDPC codes have been presented. Through simulation results, we have shown that the proposed approach leads to a better performance in terms of bit erasure probability than the existing coded relaying scheme. Moreover, our proposed approach reduces the computational complexity at the relay by performing uncoded transmission to the destination. Our future work involves the analysis of proposed scheme over additive white Gaussian noise (AWGN) channel. It will also be interesting to extend the presented scheme for the non-uniform channel conditions by developing generalized multi-edge type density evolution analysis.
