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ABSTRACT 
A systematic first-principles kinetic Monte Carlo study of the water gas shift reaction taking 
place on the Cu(111) surface is presented including adsorption/desorption, diffusion and other 
elementary chemical reactions, totalling 34 elementary steps with all reaction rates obtained from 
periodic density functional theory based calculations. The kinetic Monte Carlo simulations were 
carried out at different partial pressures and temperatures. The results show that the diffusion 
processes cannot be neglected and that the reaction proceeds predominantly through an 
associative mechanism via a carboxyl intermediate. The analysis of temperature dependence 
shows an Arrhenius behaviour with an apparent activation energy of 0.5-0.8 eV in agreement 
with experiments and with previous microkinetic studies. The effect of H2O/CO ratio on this 
reaction shows that mixtures with higher CO proportion enhance the reactivity, also in 
accordance to previous studies. The present work allows one to ascertain the relative importance 
of the different steps in the mechanism of water gas shift reaction over Cu(111) at several 
conditions as well as to see the coverage evolution of the surface. 
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1. Introduction 
 
The water gas shift reaction (WGSR) involves CO and H2O to produce CO2 and H2. It is 
an exothermic reaction  
CO + H2O ® CO2 + H2, - 0.43 eV 
constituting an important industrial process involved in the production of high purity hydrogen 
[1]. Hence, this at first sight simple reaction is relevant to the synthesis of ammonia and 
methanol. It is also involved in the town gas purification and in other important industrial and 
technologically relevant processes. The interest in the WGSR has been renewed due to the 
stringent requirements of high purity hydrogen needed in fuel cells [2], where CO concentration 
below 0.5% is needed to prevent poisoning of the Pt anode, a key component of these devices. 
Industrially, the WGSR is typically carried out in two stages: a first one at quite high temperature 
(300°- 450° C) and second one at a lower temperature (200°- 300° C). The high temperature 
stage uses an iron oxide – chromium oxide based catalysts (Fe2O3/Cr2O3/MgO) [3] while copper 
based catalysts with inclusion of Zn, Cr and Al oxides [4] and CuO/ZnO/Al2O3) [5] are used in 
low temperature reactors [6]. Nevertheless, it is worth pointing out that these catalysts usually 
require lengthy and quite complex activation steps before usage.  
Several alternatives are being investigated to find WGSR catalysts that are active at 
relatively low temperatures. To this end several theoretical and experimental studies have been 
undertaken aimed at disclosing the molecular mechanism and thus obtaining the necessary 
knowledge for potential improvement through a rational design. Two main reaction mechanisms, 
redox and associative, have been proposed for different catalytic surfaces. The two mechanisms 
start from H2O dissociation, but the former continues with OH dissociation to produce adsorbed 
O atoms whereas in the latter CO2 is produced through a carboxyl (COOH) intermediate. Among 
the different types of systems that have been explored one can highlight those involving well-
defined metallic surfaces Pd(111) [7], Pt(111) [7,8], Pt(211) [8], Pt(322) [8], Cu(321) [9], 
Cu(111) [10,11], inverse catalysts constituted by metal oxide nanoparticles supported on metals 
CeOx/Cu(111), CeOx/Au(111) [12], metallic nanoparticles supported on oxides Cu/ZnO
[13], Cu/TiO2(110) and Au/TiO2(110) [14] or, more recently carbides as in the novel 
Au/TiC(001) system [15]. A series of systems based on other supported gold nanocatalysts have 
0
298.15r KHD =
 (0001)
 3 
recently been reviewed [16]. Based on the information extracted from experiments on model 
catalysts and on theoretical models, more complex systems have been proposed involving a 
metallic nanoparticle supported on CeOx nanoparticles which, in turn, are supported in TiO2(110) 
[17]. The resulting catalysts have been proven to significantly increase the H2 production rate 
[18].  
Nevertheless, in spite of the progress in the search of more efficient WGSR catalysts, Cu 
continues to be at present the main ingredient of the industrially used catalysts. Not surprisingly 
a huge effort has been devoted to understand the microscopic molecular mechanism of the 
WGSR catalysed by Cu containing systems. The work of Hadden et al. [19] presented evidence 
that the activity of the CuO/ZnO/A12O3 catalysts on the WGSR can be closely correlated to the 
copper surface area. Since in this catalysts large Cu particles are present, predominantly 
exhibiting (111) facets, the Cu(111) surface has been usually taken as a typical benchmark for 
WGSR studies. In particular, previous studies used Density Functional Theory (DFT) 
calculations to investigate the WGSR mechanisms on Cu(111) surface, determining the energy 
barriers of all elementary processes [10, 11] and showing that the associative mechanism via 
carboxyl species dominates over the redox mechanism via the oxidation of CO by atomic O. This 
picture was also confirmed by a microkinetic model including in all 32 elementary processes 
with transition state theory derived reaction rate constants at a temperature of 463 K and pressure 
of 1 bar, using DFT energy barriers and partition functions [10]. The microkinetic analysis 
carried out by Gokhale et al. [10] showed as well that water dissociation was the rate-limiting 
step for WGSR on Cu(111). Nevertheless, in this microkinetic model some reaction rates 
parameters had to be modified to better match the WGSR experimental data. 
In order to reach a more detailed picture beyond the mean field approximation inherent to 
the microkinetic approach, we present a comprehensive first-principles kinetic Monte Carlo 
(kMC) study of the WGSR over Cu(111) surface and we analyse the results obtained from kMC 
simulations at several temperatures and partial pressures. A total of 34 elementary processes are 
considered, including also CO, OH, H and O surface diffusion processes. Reaction rates for all 
processes are obtained from DFT data along with transition state theory or collision theory. 
Some additional DFT calculations were also carried out to complete data missing in the 
literature. The results of the present kMC study are compared to those from the microkinetic 
model above mentioned and to other available experimental and theoretical studies.  
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The rest of paper is organized as follows. Section II includes the description of the lattice-
gas model chosen and outlines the set of elementary processes taken into account, it also reports 
the details of the kMC method and contains important details about the calculation of the 
different reaction rates, which represents the key ingredient of the whole approach. Section III 
presents the kMC simulations for several temperatures and partial pressures discussing their 
effect on the WGSR mechanism and H2 production. Finally, Section IV summarizes the main 
conclusions of the present investigation. 
 
2. Theory 
2.1 Lattice-gas model 
In order to carry out the kinetic Monte Carlo simulations, a suitable model of the surface 
of interest is needed. In the present work, the Cu(111) surface is represented by a two-
dimensional hexagonal periodic grid of L×L points, where each point represents one catalytically 
active (111) surface site. The convergence with the lattice size has been tested by computing the 
final (i.e., steady-state) H2 production for several surface models with different L numbers (i.e., 
8-64), concluding that the results for the 25×25 lattice model virtually coincide with those 
obtained using larger surface models. Periodic boundary conditions have been applied to provide 
an adequate representation of the periodicity exhibited by the Cu(111) surface. In this way, 
surface species jumping across the boundary reappear at the opposite side of the lattice. All sites 
are considered equally probable for adsorption of both reactants species (i.e., CO and H2O) and it 
is assumed that an adsorbed species in a given site can interact with its six nearest neighbours in 
the hexagonal periodic grid. Moreover, all other possible intermediates adsorbed species (e.g., 
OH, H, COOH,..) will use only one adsorption site, excepting the bidentate formate (HCOO) that 
needs two sites, as previous DFT calculations have shown [10]. 
For the present kMC simulations the initial state corresponded to an experiment with a 
fresh reactants mixture of CO and H2O with PCO and PH2O partial pressures, continuously 
impinging on an empty thermalized Cu(111) surface, where the heterogeneous reaction takes 
place and afterwards the final gas products (i.e., CO2 and H2) leave the surface region (i.e., in a 
nonequilibrium thermodynamic state). A total of 34 elementary processes were considered for 
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the molecular mechanism of the WGSR, which are described in Table 1. These include all 
elemental steps considered in a previous microkinetic study of this reaction [10] but with some 
important refinements in the calculation of the reaction rates as explained in detail below. Thus, 
the overall mechanism includes adsorption and desorption of reactants (steps ±1 and ±3, where + 
stands for forward and – for backward for all elementary steps in Table 1), desorption of 
products (steps –2 and –4) and several surface reactions (steps ±5 to ±16). In addition, four 
processes involving diffusion of CO, OH, H and O adsorbed species have been considered (steps 
17 to 20) because these are the most mobile adsorbates and because were also considered in a 
previous and similar kMC study of the WGSR on a Cu/ZnO supported model catalyst [13]. 
 
2.2 Kinetic Monte Carlo 
The kMC method has been used to numerically solve the master equation (ME) by 
generating an ensemble of trajectories, usually referred to as Poisson processes. ME is the 
starting point for a stochastic description of the system [20]: 
!"#!$ = ∑ '𝑊)*𝑃),𝑊*)𝑃*-)  (1) 
where the summation runs over all possible configurations, Pa is the probability that the system 
is in a α configuration at time t, and Wαβ is the transition probability per unit time that the system 
will undergo the α®β configuration  transition due to reactions and other processes. This is a 
lost-gain equation, which can be derived from first-principles. In the kMC procedure, each 
generated trajectory propagates the system correctly from configuration to configuration in such 
a way that the average over the entire ensemble of trajectories yields probability density 
functions for all states fulfilling the ME. A C++ code has been written to solve the ME by means 
of the most widely used rejection-free algorithm, which leads to the so-called direct kMC 
method [21,22], a type of the variable step size procedure [20]. 
Once the list of all possible elementary processes on the different lattice sites is obtained, 
the transition probability (W) of the ith process at jth site (i.e., rij rate) is calculated and normalized 
to the total rate rtot  ./0∑ ∑ ./01203415/34 = ./0.676 (2) 
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where NP stands for the total number of processes that can occur at the jth site and NL corresponds 
to the total number of sites. Then, a (I,J) pair process of the list is selected, proportionally to its 
relative rate, when fulfils the following condition,  
∑ ∑ r9034:;4/34 /0r676 < 𝜌 ≤ ∑ ∑ r9034:/34 /0r676  (3) 
r is a random number generated from a uniform distribution on the unit interval (r Î [0,1]) at 
each step of the simulation. Obviously, a process with a large rate will have a higher chance of 
being chosen in this way, and this probability-weighted selection is precisely provided by the 
partial sums in eq. 3. By executing the selected process the system is moved to a new 
configuration, and the time is advanced by 𝑡	 → 𝑡 + Cr676 (4) 
Next, the code computes all the new rij and rtot values and repeats the previous steps until a 
sufficiently large number of steps have been considered. This typically involves hundreds of 
millions and is high enough to ensure that the system achieves a steady-state.  
The correctness and performance of the present code has been validated by comparing 
several simulations with those obtained using ZACROS 1.0.1 package, a first-reaction kMC 
software developed by Stamatakis et al. [23, 24]; for instance, calculating the logarithm of the 
number of H2 or CO2 products formed per site and second (hereafter referred to as turnover 
frequency, TOF) for T = 625K and partial pressures of CO and H2O of 26 and 10 Torr (i.e., 34.7 
and 13.3 mbar), respectively. The present algorithm predicts a TOF of 10 3.89 s-1 whereas 
ZACROS prediction is of  10 3.92 s-1. The two results are sufficiently close to claim good 
agreement. Moreover, differences in calculated surface coverage of several adsorbed species 
using both codes were also checked, showing only a small increase in the OH coverage, going 
from ~0.20 in our code to ~0.22 in ZACROS; also a very small decrease in the H coverage from 
~0.12 to ~0.10 was observed, respectively. The surface coverage for other species was almost the 
same. The main reason for having developed the present code is to allow for a considerable 
saving of computational time with respect to ZACROS, which also includes many options, 
which are not used here. 
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2.3 Reaction rates 
The rate of a surface elementary process, defined as the number of times this process 
occurs per site and time unit, can be calculated by using either the transition state theory (TST) 
or the collision theory (CT) [20, 25]. Usually, TST values from DFT results constitute a better 
choice. For a surface Langmuir-Hinshelwood type reaction or an atomic or molecular diffusion, 
this rate can be calculated as 
𝑟E ≡ 𝑟EG = HITK L/MQO 𝑒;∆R/SMTIT  (5) 
where h denotes Planck’s constant, kb the Boltzmann’s constant, and 𝑄EV and QW are partition 
functions (dimensionless) of the transition state and the reactants, respectively. ∆𝐸EYV stands for 
the energy barrier for the ith process, including the zero-point energy (ZPE) correction. Moreover, 
ri should be multiplied by a statistical factor l¹ (sometimes ignored), which accounts for the 
several equivalent ways to achieve the transition state, as it is explained in standard kinetic 
textbooks [25]. In fact, this factor was 2 (default value l¹=1) only for reactions 5, 7 and -8, shown 
in Table 1. It is also worth pointing out that in microkinetic studies, where classical kinetics 
differential equations are written for all the elementary steps and numerically integrated (see for 
instance Ref. 10 and references therein) a similar expression to eq. 5 is used for the rate constant 
calculation, but including also as a factor the area of the adsorption site (e.g., units for LH rate 
constants: m2 s-1). 
The rate of adsorption processes of a gas with species of mass mi at a given temperature T 
and partial pressure pi can be calculated from the flux of incident species through the well-known 
Hertz-Knudsen equation as 𝑟EZ! = 𝑆Y,E ∙ 𝐴_E$` a/bcde/HIf (6) 
where at a given temperature S0,i stands for the initial sticking coefficient and Asite corresponds to 
the area of a single site. Rigorously speaking, S0,i is introduced to take into account the fact that 
only a fraction of the incoming molecules will be adsorbed. Nevertheless, in the present study S0,i 
is taken as the unity for both gas reactants CO [26] and  H2O [27] as in previous studies. Asite was 
calculated always as the total area divided by the number of sites. For Cu, the calculated 
DFT/PW91 bulk lattice parameter is 3.66 Å [10] (exp. 3.62 Å [28]), and the corresponding 
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surface unit cell parameter for (111) face turns out to be 2.59 Å, which implies an Asite value of 
5.80 Å2.  
The rate of desorption processes (i.e., 𝑟E!`_	for i=-1, -3 and -4) can be determined from 
TST assuming an early 2D gas-like transition state [23] or simply by applying the microscopic 
reversibility and detailed balance principles [25, 29], although the two approaches produce 
identical values. The first method implies the use of eq. 5 with 
L/MQO = Lg/Ihij∙Lk76hij∙L6kij,lmhijLg/Iin  (7) 
 𝑄$.Z_,copZ_ = 𝐴_E$` cdeqHIfKl  (8) 
The effect of repulsive lateral interactions for CO on Cu(111) on WGSR [13] has been 
previously included by correcting their desorption energy barriers through the equation ∆𝐸E,rZ$YV = ∆𝐸EYV + 𝑛	∆𝐸rZ$							 (9) 
where n indicates the number of nearest neighbours CO adsorbed molecules and ∆Elat = -0.15 eV. 
Nevertheless, their effect in the present work was negligible, due to the low CO surface coverage 
observed (see next section). 
For the diffusion processes 17, 18, 19 and 20  (see Table 1), the rate was calculated 
assuming a typical constant pre-exponential factor of 1013 s-1 [20], its corresponding DFT 
calculated energy barrier [13] and a scaling factor (0 ≤ a  £ 1), which decreases the diffusion to 
reduce the computational cost but without affecting the results of the simulations [13], as it will 
be clearly shown in the next section. Hence, diffusion rates were obtained as  
𝑟E!Et = 𝛼 ∙ 10Cx(𝑠,C)	𝑒;∆R/,n/|SMTIT  (10) 
Finally, it is necessary to point out that since some of the elementary processes involve 
hydrogen atom transfer, one needs to introduce a one-dimensional tunnelling correction factor 
(k  ³ 1) in the calculation of reaction rates of these processes (i.e., steps ±5, ±6 , ±11 , ±13 and 
19,  Table 1). The tunnelling correction factor is computed from the expression derived from a 
symmetrical Eckart barrier [30] as  
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k(𝑇) = 1 + Cc~ K/hHIf c 1 + HIf/SM (11) 
where nimg is the imaginary frequency of the transition state. In spite of the fact that the observed 
effect was very small,  all the calculated rates of the above mentioned processes include this 
correction. 
All rates used in the present kMC simulations were calculated from first-principles using 
available DFT data [10, 13] and the set of equations outlined above. It is important to point out 
that the ZPE-corrected energy barriers for the exothermic reactions were taken from a previous 
microkinetics study of the WGSR on Cu(111) [10]. However, for the endothermic ones the ZPE-
correction was missing. Thus, harmonic vibrational frequencies to be used both in these missing 
ZPE-corrected energy barriers and also in the necessary vibrational partition functions were 
determined from pertinent DFT calculations. Therefore, additional DFT calculations on some gas 
phase species (i.e., H2O(g), CO2(g), OH(g), CO(g), H2(g), trans-COOH(g) and cis-COOH(g)) and on 
several  adsorbed species were performed by means of VASP code [31, 32, 33]. A four-layer Cu 
relaxed slab, periodically repeated in a 2 x 2 supercell with 20 Å of vacuum between any two 
successive metal slabs was used to model Cu(111). The valence electron density was expanded 
in a plane-wave basis set with a cut-off of 415 eV for the kinetic energy. The effect of core 
electrons in the valence electron density was taken into account through the projector augmented 
wave method [34] as implemented in VASP [35]. The surface Brillouin zone was sampled with a 
5 × 5 × 1 Monkhorst-Pack grid of special k-points [36] and the exchange-correlation energy and 
potential were described by the generalized gradient approximation (GGA-PW91) [37], using the 
same functional as in previous study [10]. 
To facilitate the comparison of the different competitive processes, Table 1 summarizes 
all reaction rates at T = 625 K. Note, however, that these rates can be also easily obtained for 
different temperatures, and this is possible due to the use of the additional calculated DFT data. 
The PW91 DFT data was used earlier to derive the reaction rates used in a microkinetic 
model for WGSR on Cu(111) [10]. Later the same DFT data was also used to derive other set of 
reaction rates for a kMC study of the WGSR on a Cu/ZnO supported model catalyst [13]. In the 
present study, we use also these DFT data along with some extra calculations to improve more 
the quality of the reaction rates, specially for all endothermic reactions. However, one may 
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wonder whether the PW91 method is accurate enough to provide physically meaningful results 
in the present study. Playing the advocate devils’ game one can even compare the standard 
change free energy (∆𝐺.) of the WGSR in gas phase to experimental data [38], although the 
present study corresponds really to an open system in a nonequilibrium state. Assuming a closed 
system, where the WGSR achieves a thermodynamic equilibrium at a given pressure and 
temperature is possible to derive the equilibrium constant (K) at several temperatures. Table 2 
shows some calculations carried out by means of the GAUSSIAN code [39] for ∆𝐺. and K at 
two temperatures (298.15 and 600 K), using different methods and a near Hartree-Fock basis set 
[40]. It is observed that PW91 poorly describes the thermochemistry of this reaction in gas phase 
at low temperature although the agreement with experiment is much better at high temperature. 
The results also show that the broadly used B3LYP methods designed precisely to improve the 
thermochemistry of reaction in gas phase [40, 41] does not perform so well, and even the golden 
standard CCSD(T) method exhibits some inaccuracy. At this point one can perhaps argue that 
results obtained for the mechanism of the WGSR reaction on the Cu(111) surface are doubtful 
and the doubts would have to be extended to all published articles dealing with DFT calculations 
of reactions taking place at metal surfaces. However, this claim is incorrect because, differently 
from gas phase chemistry, when the reaction takes place above a metal surface the electrons in 
the reacting spaces are largely screened by the electrons in the conduction band and, in addition, 
constitute a fraction of the total number of electrons. In this situation, PW91 and related GGA 
type functionals provide a very good description of the properties of the metals [42, 43, 44], 
where hybrid approaches, working well to describe the thermochemistry in gas phase, fail [45, 
46] because of the failure to attain the exact homogeneous electron gas limit [47]. This view is 
supported by the large body of literature comparing DFT calculations at the GGA level (e.g., 
PBE or PW91) with experimental values for adsorption and reaction energies [48, 49], and is 
reinforced by the evidence that for reactions catalyzed by (non-magnetic) metals the transition 
states do not evidence any spin polarization [50]. Therefore, even if calculated results for 
reaction rates and related properties calculated here are by no means exact, it is very likely that 
the overall physical description is correct. This also supported by the excellent agreement 
between theory and experiment in the landmark paper of Gokhale et al. [10] reporting a 
microkinetic model precisely for the WGSR reaction on Cu(111). 
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3. Results and discussion 
In this study, the effect of diffusion rates, the temperature and the reactants partial 
pressures on the WGSR on Cu(111) have been investigated in detail. Each kMC simulation was 
allowed to achieve a steady-state (typically reached between 70 and 200 million kMC steps) in 
which surface coverage for all intermediates reached constant values, with the exception of small 
fluctuations resulting from the stochastic nature of the simulation. From that point, the overall 
macroscopic kinetic values, such as the TOF, were calculated. For T = 625 K the total reaction 
rate (rtot) was somewhere between 109 and 1012 s-1, which means that each kMC step takes place 
in the sub-nanosecond time scale.  
 
3.1 Scaled diffusion rates 
Even if the diffusion processes are not rate-limiting steps in WGSR reaction, it is 
necessary to include them into the reaction mechanism to reach a realistic description including 
all possible elementary steps [20]. In the system studied here, diffusion processes have energy 
barriers substantially lower than those corresponding to other elementary chemical reactions (see 
Table 1). Consequently, most kMC steps correspond to diffusion with a small number of steps 
corresponding to other chemical reactions. This implies that very large simulations are required 
to obtain meaningful results. Using a scaling factor as shown in eq. 10 can significantly increase 
the efficiency of kMC simulation without affecting the results [51]. Nevertheless, it is important 
to appropriately choose the scaling factor which requires a few additional simulations, an effort 
largely compensated by the gain in speeding up the overall study. Fig. 1 reports the change of the 
TOF with respect to the scaling factor, and shows that selecting =10-2, which reduces the 
diffusion rates by two orders of magnitude, speeds up the simulation considerably but producing 
almost the same TOF value as for a = 1. A similar optimum value was taken as scaling factor in 
a previous kMC study of the WGSR on a model of the Cu/ZnO  catalyst surface [13] 
containing 0.2 ML Cu coverage. Thus, all simulations in the present work have been carried out 
by selecting =10-2. 
 
 
α
 (0001)
α
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3.2 Temperature effects 
The effect of temperature on the WGSR catalysed by Cu(111) has been investigated 
within the temperature range 463-625 K, where some experimental data are available for 
Cu(111) single-crystal catalyst [52] and CuO/ZnO/Al2O3 catalysts [5, 53]. Most of the theoretical 
studies of the WGSR on Cu surfaces are also within this temperature range [10,11,13, 23].  We 
observe that raising the temperature within this range increases the value of the reaction rates and 
hence one would expect an increase of the TOF too. However, the overall kinetics is controlled 
not only by the reaction rates, but also by the surface coverage of the different species. Plotting 
the logarithm of the simulated TOF as function of 1000/T leads to an Arrhenius behaviour (see 
Fig. 2) in two temperature intervals, with apparent activation energies of 0.5 eV (525-625 K) and 
0.8 eV (463-525 K). A very similar behaviour was observed for WGSR on Pt(111) (see 
supplementary material on Ref. 23). The experimental value reported of the apparent activation 
energy of WGSR on a clean Cu(111) single-crystal surface with 10 Torr (1.33 mbar) H2O and 26 
Torr (34.7 mbar) CO was 0.7 eV at 563–683 K [52], which is very close to the present calculated 
values; other reported values of the apparent activation energies of Cu-based catalysts fall within 
the interval 0.7±0.2 eV [5, 53], supporting that the metallic Cu seems to be  the active phase for 
WGSR. A more recent kinetic study for WGSR at 1 atm of total pressure and a temperature close 
to 463 K [5] reports an apparent activation energy of 0.8 eV for a Cu-based catalyst (i.e., 
CuO/ZnO/Al2O3), in excellent agreement also with the present kMC calculated value. However, 
it is important to point out that a direct comparison with the apparent activation energies reported 
in the literature is rather complicated by the fact that most studies were carried out under 
different conditions. For instance, CO2 and H2 were also included into the reactants mixture to 
study their inhibitory effects (i.e., negative reaction orders, see Table 4 in Ref. 5) whereas in the 
present study these products leave the surface region. 
Fig. 3 shows the statistics of the most important elementary processes at T = 463 K (left) 
and 625 K (right), showing the number of events per site and per time unit for the forward and 
reverse processes. At low temperatures, the system spends a considerable amount of time just in 
adsorption and desorption processes of both reactants. When water molecules start to dissociate 
according to process +5 (see Table 1), OH adsorbed species become available on the surface and 
processes +7 and -7 begin to occur. If a CO molecule is adsorbed besides an OH, it immediately 
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oxidizes CO to form the cis-carboxyl intermediate, changing then to the more stable trans 
conformation (i.e., processes +9 and +10) until it finds another OH to form CO2 through an 
associative route (i.e., processes +12). Thus, the reaction is mainly controlled by processes +5 
and +12. 
At higher temperatures (625 K) the system also spends some time with 
adsorption/desorption of both reactants, but the frequency of water dissociation is much higher, 
lowering the surface coverage of water and greatly increasing the number of adsorbed OH 
intermediates (see Fig. 4). Thus, processes +7 and -7 occur with a much higher frequency (see 
Fig. 3, right). In addition, processes -5, -9 and -12 also increase significantly their frequencies. 
Therefore, in these conditions the processes +10 and +12 seem to control the reaction. The 
observed change in the rate-limiting steps with the temperature increment may be related with 
the decrease of the apparent activation energy shown in Fig. 2. 
It is important to mention that, despite the high number of elementary processes, the 
stoichiometry of the global reaction is preserved, except for the first simulation steps, where the 
CO2(g) production is faster than the H2(g) production. Interestingly enough, this fact is also 
experimentally observed [52]. The present kMC simulations also confirm that the associative 
mechanism mediated by carboxyl (COOH) intermediate provides the dominant reaction path, 
and that the redox or the formate mediated mechanisms do not play a significant role, in 
agreement with previous microkinetic models [10, 54, 55]. The same conclusion was found in 
the theoretical study of Tang and He [11]. However, on the WGSR catalysed by Cu 
nanoparticles supported on a ZnO surface, where two types of active sites (edges and (111) 
terraces) were used to model Cu nanoparticles, both redox and COOH-mediated mechanisms are 
competing, because edge sites favours the former [13]. 
An important piece of information coming out from the kMC simulations can be obtained 
from inspection of the average surface coverage for the main species, which are plotted in Fig. 4. 
First, note that carboxyl species are very reactive and its coverage is almost insignificant. From 
this plot one can also clearly see that H2O and H are the dominant species at low temperatures, 
occupying an important part of surface sites (i.e., 72% at 463 K) whereas OH and H are 
dominant at high temperatures but with a lower total coverage (i.e., 44% at 625 K); the higher 
the reaction temperature, the lower the total coverage. As shown in this figure, CO lateral 
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interactions will not play an important role in the WGSR due to the negligible CO coverage at 
the final steady-state. 
Unfortunately, calculated surface coverage values are very difficult to compare with 
results in the literature, mainly because they are very different depending on the experimental 
working conditions such as pressure, temperature or catalysts employed. A similar situation 
occurs for previous theoretical studies where surface coverage values depend on the model and 
methodology used. Thus, a previous microkinetic model of the WGSR on Cu(111) [56] predicts 
that under most reaction conditions surface coverage by reaction intermediates is small, although 
water is found to be the most abundant species on the surface for low H2O/CO ratios. Another 
microkinetic model [55] confirms this small coverage, finding also H2O, CO and H as the main 
species, with H2O and CO coverage decreasing and H coverage slightly increasing when 
temperature is augmented. Nevertheless, the more recent microkinetic model from Mavrikakis et 
al. [10] for WGSR on Cu(111) shows that at high pressures (1-20 bar) bidentate formate and 
atomic H are the most abundant surface species, whereas CO and H2O coverage are very low. In 
other kMC study of the WGSR on Pt(111) [51] it was observed that CO coverage was dominant 
(~70-80 % for 650 K PH2O = 0.1 bar and PCO = 0.05 bar) while water coverage was very low, a 
behaviour quite different from that corresponding to the WGSR on Cu(111), either from 
experimental or from theoretical simulations.  
In the present study, we observe high water coverage at the lowest temperature studied 
(i.e., 0.43 at 463 K, Fig. 4), which becomes very low at the highest temperature (i.e., 1·10-2 at 
625 K, Fig. 4). This latter value compares quite well with the low experimental value for H2O 
coverage at 612 K (i.e., 5·10-4  [52]), which should be taken rather qualitatively because includes 
several assumptions and parameters for the Cu(110) surface. The reason for the high water 
coverage at 463 K can be understood by analysing the water adsorption/desorption rates. At low 
temperature the adsorption reaction rate is almost twice larger that than for desorption, leading to 
a higher final water coverage, whereas at high temperatures the desorption reaction rate is two 
orders of magnitude larger than that for adsorption and thus the water coverage is very low as 
could be expected. 
One of the aspects that makes kMC method such a powerful tool is that one can obtain 
information regarding the structure of the adlayer at any moment of the simulation. Fig. 5 shows 
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snapshots of the Cu(111) surface at the beginning of the simulation (left) and once the steady-
state (SS) is reached (right), at 463 K (top) and 625 K (bottom) for a given reactants mixture 
(PH2O = 10 Torr and PCO = 26 Torr). The time to reach the SS depends heavily on the temperature: 
at 463 K the SS is typically reached after 2 ms (about 70 million kMC steps), whereas at 625 K it 
takes 60 μs (about 200 million kMC steps). Although the total time needed to reach the SS is 
lower when the temperature is increased, longer simulations are required because the number of 
kMC steps is increased too.  These snapshots apart from confirming the main adsorbed species 
implied in the SS (Fig. 4), also show that the assumption from macroscopic rate equations that 
the adsorbates are randomly distributed is not always correct. At low temperatures (Fig. 5b) there 
is a correlation in the occupation of neighbouring sites, and at very low temperatures may even 
result in island formation of ordered adlayers [20]. However, this correlation seems to be 
negligible at higher temperatures (Fig. 5d). 
In order to see if the formation of H/H2O islands, as no adsorbate interactions were 
included in the kMC simulations, could be perhaps related with the inclusion of a scaling factor 
for diffusion derived for higher temperatures, we carried out additional simulations at 463 K, 
concluding than selecting 𝛼 = 0.01 still produces almost the same TOF than for 𝛼 = 1 (i.e., 
102.16 and 102.15 for 𝛼 = 0.01 and 1, respectively). Thus, the formation of H/H2O islands was not 
a result of the use of an unreliable scaling factor. In fact, this behaviour can be explained as a 
consequence of a correlation due to the reactions (see Ref. 20, pg. 2-3): at 463 K the water 
coverage at the initial steps of the simulation is very high (Fig. 5a); when water molecules 
dissociate, they generate OH+H pairs, and H2O/OH/H islands start growing. Adsorbed CO 
molecules rapidly consume the adsorbed OHs (i.e., leading to a low OH coverage) forming 
COOHs, which in turn react rapidly with other OHs to form more water and CO2 (that rapidly 
desorb) and the cycle is repeated. So, at the end what remains are the H/H2O islands observed in 
Fig. 5b. Moreover, surface H atoms are accumulated due to the low reaction rate for H2 
formation at 463 K (i.e., 2.8·102 s-1) compared with the other processes. At 625 K this reaction 
rate is much higher  (1.5·105 s-1 in Table 1) and those H-islands are almost not observed (Fig. 
5d). 
 
3.3 Partial pressure effects 
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The effect of reactants mixture composition on the overall H2 production has been 
examined carrying out simulations by varying the partial pressure of one of the reactants from 1 
to 25 Torr while keeping constant the partial pressure of the other reactant (i.e., fixing 26 Torr 
for CO or 10 Torr for H2O). The results summarized in Fig. 6 indicate that at low total pressures 
the partial orders for CO and H2O are 0.7 and 0.6, respectively. For a similar pressure range and 
temperature (612 K) for the WGSR on Cu(111), Campbell et al. [52] found a partial order in 
water between 0.5-1, in agreement with the present result, but surprisingly they reported a zero 
value for the partial order in CO. However, usually positive and similar partial orders of both 
reactants have been found in other previous microkinetic models of the WGSR on Cu(111) (e.g., 
0.90 and 0.85 for 1 bar of total pressure [10], 0-0.8 and 0.8-1 depending on temperature for total 
pressures until 30 bar [54],  ~0 and 0.9-1  depending on temperature for a total pressure of 1.5 
atm [55],  for CO and H2O, respectively) and in several experiments (e.g., 0.8 and 0.8 for 1 atm 
of total pressure and a temperature close to 463 K [5], 1 (assumed) and 1.4 for 5 bar of total 
pressure and a temperature close to 463 K [55], for CO and H2O, respectively). Since both 
calculated reaction orders are lower than 1, TOF converges to a constant value for very high 
pressures of CO and H2O, limited by the available number of free sites in the catalyst and maybe 
by the repulsive lateral interactions between CO adsorbates. 
The H2O/CO ratio in the initial reactants mixture plays a very important role in the 
WGSR. Thus, a series of kMC simulations were performed at H2O/CO ratios ranging from 0.1 to 
9.0 for a total pressure of 100 Torr and for a temperature of 625 K (Fig. 7). It can be seen that 
TOF passes through a maximum around a H2O/CO ratio of 0.43-0.66, close to the experimental 
selected conditions (i.e., 0.38 for 10 Torr H2O and 26 Torr CO in [52]). This need for a higher 
pressure of CO can be explained using the information of the reaction rates (Table 1); at 625K 
the rate for CO desorption is two orders of magnitude larger than for water, therefore a higher 
pressure of CO should be used to compensate its larger desorption. This result is also in 
agreement with the slightly higher reaction order found for CO compared to H2O at the low total 
pressures used in Fig. 6. 
There is a clear relationship between TOF and H coverage as can be seen from Fig. 7. 
The larger the amount of H adsorbed at the surface, the higher the probability to form molecular 
hydrogen via process -2 ; this is also true for CO2 formation. For all of these initial conditions the 
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stoichiometry of the WGSR is perfectly maintained, except in the initial steps of the simulations 
with high H2O/CO ratios, where hydrogen is firstly produced with a high TOF and then its rate 
decays slowly until a lower value at the same instant at which begins the production of CO2. 
Finally, it is also observed that as the H2O/CO initial ratio increases the concentration of 
adsorbed OH increases. This effect was also observed in the rather old kinetic model of Ovesen 
et al. [56]. For very high H2O/CO ratios, the TOF of the reaction would drop rapidly because of 
OH poisoning of the surface. Likewise, in a more recent study [57] it was found that copper 
catalysts retain their high activity and selectivity for the WGSR when the reactants’ feeding 
operates a low H2O/CO ratio at low temperatures. 
We have also made a study of the increase of the total pressure on the WGSR. Thus, we 
have considered 1 bar of pressure (PCO=PH2O=375 Torr = 0.5 bar) and a temperature of 625K. In 
these conditions TOF was 7.1·104 s-1, larger than the value obtained for lower pressure 
(PCO=PH2O= 10 Torr) and the same H2O/CO ratio (TOF = 5.2·103 s-1) as could be expected 
because reactants pressure/concentration increases; larger coverages for H and H2O were also 
obtained, and a small presence of adsorbed formate was observated. Probably, formate formation 
could be more enhanced when working with partial pressures of CO2 and H2 different from zero 
(i.e., products participating in the initial reactants mixture); in this case, processes +15 and +16 
(see table 1), although with low reaction rates, would be more important due to the major 
presence of CO2* and would explain formate formation. 
 
4. Conclusions 
In this work, we present a first-principles based kMC simulation of the water gas shift 
reaction on Cu(111) surface including a total of 34 elementary processes, such as 
adsorption/desorption, diffusion and  other elementary surface chemical reactions. Reactions 
rates were obtained by application of both transition state theory or collision theory, with also an 
inclusion of one-dimensional tunnelling correction for reactions involving hydrogen atom 
transfer. Diffusion reaction rates were scaled enough to accelerate those simulations without 
affecting the final results. Earlier density functional theory results along with additional 
calculations were used for the computation of reaction rates at several temperatures.  
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The effect of temperature on WGSR was studied in the 463-625 K range, showing an 
Arrhenius behaviour with an activation energy of 0.8 eV at lower temperatures and a smaller 
value of 0.5 eV for higher ones. This behaviour can explained due to the change in the rate-
limiting step from low (water dissociation) to high (carboxyl isomerization) temperature. In both 
cases the associative mechanism mediated by carboxyl (COOH) intermediate provides the 
dominant reaction path, and the redox or the formate mediated mechanisms do not play a 
significant role. 
Surface coverage was also analysed, indicating that H2O and H are the main adsorbed 
species at low temperatures whereas OH and H are the dominant at high temperatures. 
The effect of reactants initial mixture composition (i.e., H2O/CO ratio) was also studied, 
observing that mixtures with higher CO proportion enhance the production of H2 in the WGSR. 
In spite of the present simulations have been carried out for the Cu(111) surface, which in 
principle could be assumed as an ideal catalyst, previous studies confirm that the metallic Cu 
seems to be the active phase for WGSR catalysed with different Cu-based catalysts. However, 
further kMC studies with Cu-stepped surfaces are in progress to ascertain the effect of possible 
lower energy barriers in some of the elementary steps (e.g., for water dissociation) and its 
influence into the final WGSR mechanism and TOF, which will allow to give more chemical 
insights to design more efficient catalysts. 
We further demonstrated the capabilities of the kMC method to model complex surface 
reactions, providing a large amount of information, like apparent activation energies, surface 
coverage as function of temperature or reactants partial pressure, optimum reactants mixture 
composition, and the structure of the adlayer at atomic scale, among other data, which can not be 
obtained all together from previous theoretical approaches or experiments. 
  
Acknowledgments 
The authors are indebted to Prof. Manos Mavrikakis for sending unpublished DFT data 
from Ref. 10 and for useful comments. The authors acknowledge support from the Spanish 
MINECO CTQ2012-30751 and CTQ2014-53987-R grants and, in part, from the Generalitat de 
Catalunya grants 2014SGR97, 2014SGR1582 and XRQTC. Leny Álvarez is grateful to the 
 19 
Secretaría de Ciencia y Tecnología e Innovación del Distrito Federal de la Ciudad de México 
for the financial support to her postdoctoral research at the Institute of Theoretical and 
Computational Chemistry of Universitat de Barcelona (IQTC-UB).   
  
 20 
Table 1. Energy barriers (Eb in eV) and reaction rates (ri in s-1) for all the elementary processes 
included in the simulation (T = 625K, PCO = 26 Torr, PH2O = 10 Torr). Energy barriers with zero 
point energy correction from: a) Ref. 10, b)  Ref. 13 and c) Ref. 10 along with additional present 
DFT calculations. 
 
Reaction rates were calculated using TST equations excepting for processes 1 and 3, where 
collision theory and detailed balance principle were used.  
The optimum scaling factor for diffusion processes (17-20) was taken to be 0.01. 
 
α
  
Forward Reverse 
ID Elementary process Eb ri  Eb ri 
1 CO (g)«CO* 0.00a 4.00 ´106 0.51a 1.02´1010 
2 H2 (g)¬2H* - - 0.96a 1.51´105 
3 H2O (g)«H2O* 0.00a 1.92´106 0.18a   1.08´108 
4 CO2 (g) ¬ CO2* - - 0.09a   1.67´108 
5 H2O* « OH* + H* 1.01c 4.55´105 1.15a 1.18´104 
6 OH* « O* + H* 1.60c 2.30´100 1.19a 3.17´103 
7 2OH* « H2O* + O* 0.68c 1.86´108 0.00a 2.75´1013 
8 CO* + O* « CO2* 0.79a 8.07´106 1.57c 4.88´100 
9 CO* + OH* « cis-COOH* 0.70c 4.99´107 0.55a 3.38´108 
10 cis-COOH* « trans-COOH* 0.48a 1.23´109 0.70c 2.65´107 
11 trans-COOH* « CO2* + H* 1.18a 5.57´103 1.69c 3.19´10-1 
12 trans-COOH* + OH* « CO2* + H2O* 0.38a 1.31´1010 0.75c 1.45´107 
13 CO2*+ H* « HCOO* 1.00c 1.05´105 0.54a 8.44´108 
14 HCOO* « HCOO** 0.04a 6.11´1012 0.48c 1.82´109 
15 CO2* + H2O* « HCOO** + OH* 1.61a 1.18´100 1.71c 2.12´10-1 
16 CO2* + OH* « HCOO** + O* 2.09c 1.84´10-4 1.71a 2.38´10-1 
17 CO* + * ® * + CO* 0.08b 2.18´1010  0.08b 2.18´1010  
18 OH* + *  ® * + OH*  0.12b 1.06´1010 0.12b 1.06´1010 
19 H*  + * ® * + H*  0.15b 6.77´109 0.15b 6.77´109 
20 O*  + * ® * + O*  0.38b 8.31´107 0.38b 8.31´107 
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Table 2. Calculated standard change of free energy (kcal/mol) of the WGSR at 298.15 K and 
600 K with different DFT functionals and with the post-HF CCSD(T) method, using the aug-cc-
pVTZ basis set, compared with the experimental value Ref. 38. Equilibrium constant (∆𝐺. =−𝑅𝑇𝑙𝑛𝐾) is also reported for comparison. 
 
 
 
 
 
 ∆𝐺.,c  ∆𝐺.,YY  𝐾c 𝐾YY 
PBE -17.36 -14.52 5.3´1012 1.9´105 
PW91 -16.99 -9.98 2.8´1012 4.0´103 
B3LYP -11.51 -8.64 2.7´108 1.4´103 
CCSD(T) -5.56 -2.69 1.2´104 9.6 
Exp. -6.85 -3.99 1.0´105 28 
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Fig. 1. H2 productivity as a function of the scaling a	factor. Simulations performed at T = 625 K, 
PCO = 26 Torr and PH2O = 10 Torr 
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Fig. 2. Arrhenius plot of the WGSR TOF in the temperature range 460-625 K. Simulations 
performed at PCO = 26 Torr and PH2O = 10 Torr. 
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Fig. 3. Main elementary processes (direct in red and reverse in blue) and their frequencies for the 
WGSR at Cu(111) at PCO = 26 Torr, PH2O = 10 Torr and T = 463 K (left) and 625 K (right). 
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Fig. 4. Surface coverage of several species as a function of temperature for PCO = 26 Torr and 
PH2O = 10 Torr. 
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Fig. 5. Snapshots of the surface coverage at the beginning and once achieved the stead-state at 
two temperatures and PH2O = 10 Torr and PCO = 26 Torr.  Surface Cu atoms are shown in white 
colour. 
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Fig. 6. H2 formation at T = 625 K as a function of reactants partial pressures. Red line (circles) 
corresponds to the variation of PCO when PH2O = 10 Torr and blue line (squares) corresponds to 
the variation of PH2O when PCO = 26 Torr. 
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Fig. 7. Surface coverage of several species (coloured lines) and TOF based on H2(g) formation 
(black line) as a function of the partial pressures of reactants for a total pressure of 100 Torr. 
Simulations performed at T = 625K. 
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Research highlights 
 
• A first principles kinetic Monte Carlo study of the water gas shift reaction on Cu(111). 
• The associative mechanism (carboxyl intermediate) was the main reaction path. 
• There is a change in the rate-limiting step from low to high temperature. 
• Mixtures with higher CO proportion enhance the production of H2. 
 
