Abstract. Flexible job shop scheduling problem (FJSP) is an important extension of the classical job shop scheduling problem, where the same operation could be processed on more than one machine. It is quite difficult to achieve optimal or near-optimal solutions with single traditional optimization approach because the multi objective FJSP has the high computational complexity. An novel hybrid algorithm combined variable neighborhood search algorithm with genetic algorithm is proposed to solve the multi objective FJSP in this paper. An external memory is adopted to save and update the non-dominated solutions during the optimization process. To evaluate the performance of the proposed hybrid algorithm, benchmark problems are solved. Computational results show that the proposed algorithm is efficient and effective approach for the multi objective FJSP.
Introduction
Flexible job shop scheduling problem (FJSP) is very important problem in both fields of production management and combinatorial optimization. The FJSP is a generalization of the classical job shop scheduling problem (JSP) for flexible manufacturing systems. Each machine may be capable of performing more than one type of operations, i.e., for a given operation, there must exist at least one machine capable of performing it.
In the literature, different approaches have been adopted to solve the multi objective FJSP. Bruker and Schile [1] develop a polynomial graphical algorithm for a two jobs problem. Kacem et al. [2] used tasks sequencing list coding scheme and developed an approach by localization (AL) to find promising initial assignment. Xia and Wu [3] proposed a hybrid algorithm combining particle swarm optimization (PSO) with simulation algorithm (SA) to solve the multi objective FJSP. Gao et al. [4] also proposed a hybrid algorithm of genetic algorithm (GA) and variable search descent (VND) for the FJSP. Pezzella et al. [5] integrate different strategies for generating the initial population, selecting the individuals and reproducing new individuals. Zhang [6] applied a hybrid algorithm of PSO and tabu search (TS) as a local search algorithm to solve the multi objective FJSP.
In this paper, an novel hybrid algorithm of GA combined with variable neighborhood search (VNS) is proposed to solve the multi objective FJSP. The hybrid algorithm could avoid the shortcomings of single algorithm and counterbalance between the diversification and the intensification during the search process. An external memory is adopted to save and update the non-dominated solutions during the algorithm optimization process.
The rest of the paper is organized as follows. Section "Problem Description" describe the multi objective FJSP. The hybrid algorithm is presented in Section "VNGA for Multi Objective FJSP" , and the representation, genetic operator, variable neighborhood search are respectively introduced. In section "Hybrid Algorithm Framework" presents the framework of the proposed hybrid algorithm. Computational experiments performed with our proposed approach are reported followed by the comparison to other algorithms in section "Computational Results". Some concluding remarks are made in section "Conclusions".
Problem Description
The flexible job shop scheduling problem could be formulated as follows.
(1) There is a set of n jobs { } to be processed. Each job consists of a predetermined sequence of operations. Each job may have different operation number. However, there has the same operation number for the classical JSP. (2) There is a set of m machines
For each operation O ij , there is a set of alternative machines set M ij of performing it. Then each job could be processed more than once on the same machine. The processing time of each operation O ij on each machine is predefined. (3) All jobs are released at time 0. All machines are available at time 0. The machine of executing each operation is non preemption, i.e., each operation could not be interrupted during its performance. And each machine could perform at most one operation at any time. There are no precedence constraints among operations of different jobs. The problem in solving the FJSP could be decomposed into two sub-problems: the routing sub-problem, which is assigning each operation to a machine selected out of a set of capable machines and the scheduling sub-problem, which consists of sequencing the assigned operations on all machines in order to obtain a feasible schedule meeting the predefined criteria.
If each operation could be processed on one machine of subset of M, then it is partial FJSP (P-FJSP). If each operation could be processed on any machine of M, then it is total FJSP (T-FJSP).
With the same number of machines and jobs, the P-FJSP is more difficult to solve than the T-FJSP.
In this paper, the considered objective functions are to minimize the following criteria:
(1) C M the maximal completion time of machines, i.e., the makespan.
(2) W M the maximal machine workload, i.e., the maximum working time spent at any machine. (3) W T the total workload of machines, which represents the total working time on all machines.
V GA for Multi Objective FJSP
VNS has a strength local search ability and the GA has a better global search ability. The proposed hybrid algorithm VNGA (Variable Neighborhood search Genetic Algorithm) consist the advantage both VNS and GA. The hybrid algorithm could find good individuals to counterbalance between the diversification and the intensification during the optimization search process. Representation of Individuals. Chromosome representation is key part in the use of meta-heuristic algorithm for solving the FJSP. Efficient chromosome representation could make that the algorithm could be more efficient through avoiding the use of a repair mechanism. In this paper, an efficient representation of the individuals which respects all constraints of FJSP is adopted. The chromosome representation has two components: Machine Selection and Operation Sequence. Operation sequence part: The operation-based representation is used. All operations for the same job is represented with the same job index in all jobs, and interpret them according to the order of occurrence in the sequence of a given chromosome. For instance, in Fig. 1 Selection operator. The task of selection operator is to select the better individuals to prepare for the crossover. In this study, the tournament selection is adopted. Two individuals are randomly chosen from parent population, and three objective values are compared to select the non-dominated individual to move into the mating pool. If the two individuals are both non-dominated solutions, then the two individuals are moved into the mating pool. Selected individuals are returned to the population and could be chosen repeatedly.
Crossover operator. The goal of the crossover operator is to obtain better chromosomes to improve the result by exchanging information contained in the current good ones. In this study, two kinds of crossover operator are carried out for MS and OS.
Machine Selection Part: The crossover operator of MS only performs on two machine selection parts. In order to ensure all feasible individuals after crossover operation, the two-point crossover operator was adopted in this paper.
Operation Sequence Part: The each value in the OS is equal to the index of each job. Thus, an improved Precedence Preserving Order-based crossover (POX) for the operation sequence is adopted in this study. The process of POX is detailed as in [7] .
Mutation operator. Mutation usually works on a single chromosome and creates another chromosome through alteration of the value of a string position or exchange of the values of two string positions in order to maintain the diversity of population.
Machine Selection Part: MS mutation operator only changes the machine selection part of the chromosome. The gene selected randomly is replaced by the machine that its processing time is the shortest processing time from its alternative machine.
Operation Sequence Part: OS mutation operator only act on the operation sequence part. And the mutation probability is equal to the MS mutation probability. OS mutation operator includes the two kinds approaches of exchange and insert.
Variable neighborhood search. Variable neighborhood search (VNS) is a relatively recent meta-heuristic algorithm which could identify better local optima with shaking strategies. VNS is based on a simple principle: systematic change of neighborhood within a possibly local search. Contrary to other meta-heuristics based on local search methods, VNS does not follow a trajectory but explores increasingly distant neighborhoods of the current incumbent solution, and jumps from this solution to a new one if and only if an improvement has been made [8] . In this study, two kinds of neighborhood structure are adopted. In view of the limited space, please refer to the [7] .
Hybrid Algorithm Framework
The framework of the proposed hybrid variable neighborhood search genetic algorithm is illustrated in Fig. 2 .
The hybrid algorithm could avoid the shortcomings of single algorithm and counterbalance between the diversification and the intensification during the search process.
During the optimization process of the hybrid algorithm, the initialization population is firstly generated by randomly according to the MSOS representation. Then, each individual in the population is decoded in order to get the three objective value, and each individual is evaluated. If the stop criterion is met, the non-dominated solutions are output. Otherwise, select better individuals from population to crossover using crossover operator. Mutation operator is executed according to mutation probability. Current individual in the population performs VNS. The new population is generated. Then, the solutions in the external memory are updated to save the non-dominated solutions. When the max iteration generation is met, the algorithm is stopped, and the solutions in the external memory are output. For the FJSP problem may be that there is a solution, the makespan is the same, but the maximal workload and total workload are unequal. And, such solutions are more. From this point of view, when the external memory is updated, the makspan of the individuals is compared. Then the maximal workload and the total workload are compared whether the makespan is equality. Fig.3 The Gantt chart of Problem 15×10 Table 1 gives the computational results of the proposed method and other algorithms. n×m denotes the jobs and machines respectively corresponding to each problem. "AL+CGA" is the algorithm by
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Materials and Product Technologies II Kacem et al. [2] . "PSO+SA" is the algorithm by Xia and Wu [3] . "hGA" is the algorithm by Gao et al. [4] . And the "Proposed VNGA" is our proposed effective hybrid algorithm of VNS and GA. The computational results of the compared algorithms are cited from the original literatures in which the algorithms were first proposed. The proposed VNGA could output more non-dominated solutions. From the computational results, it could show that our proposed algorithm is effective and efficient. Fig. 3 is the Gantt chart of the problem 15×10.
Conclusions
An efficient hybrid algorithm combined variable neighborhood search and genetic algorithm is proposed for solving the multi objective FJSP. VNS is executed to improve the ability of the local search through systematic changing the neighborhood, and avoid the algorithm into premature. The hybrid algorithm could counterbalance between the diversification and the intensification during the search process. An external memory is adopted to save and update the non-dominated solutions during the optimization process. Benchmark problems are solved to evaluate the performance of the proposed algorithm. Computational results show that the proposed algorithm is efficient and effective approach for the multi objective FJSP.
