Reduced-order modeling is a promising approach, as many phenomena can be described by a few dominant modes/mechanisms. The goal of this paper is to assess the utility of Reduced-Order Models (ROMs) developed from three-dimensional physics-based models for predicting transient thermal power output for an enhanced geothermal reservoir while explicitly accounting for uncertainties in the subsurface system and site-specific details. Numerical simulations are performed based on Latin Hypercube Sampling (LHS) of model inputs drawn from uniform probability distributions. Key sensitive parameters are identified from these simulations, which are fracture zone permeability, well/skin factor, bottom hole pressure, and injection flow rate. The inputs for ROMs are based on these key sensitive parameters. In particular, we identified fracture zone permeability to be the most sensitive parameter, and used it to build ROMs. The ROMs are then used to evaluate the influence of subsurface attributes (such as fracture zone permeability) on thermal power production curves. The resulting ROMs are compared with field-data and the detailed physics-based numerical simulations. We propose three different ROMs with different levels of model parsimony, each describing key and essential features of the power production curves. ROM-1 is able to accurately reproduce the power output of numerical simulations for low values of permeabilities and certain features of the field-scale data, and is relatively parsimonious. ROM-2 is a more complex model than ROM-1 but it accurately describes the field-data. At higher permeabilities, ROM-2 reproduces numerical results better than ROM-1, however, there is a considerable deviation at low fracture zone permeabilities. ROM-3 is developed by taking the best aspects of ROM-1 and ROM-2 and provides a middle ground for model parsimony. It is able to describe various features of numerical simulations and field-data, qualitatively and quantitatively. From the proposed ROM development workflow and sensitivity analyses, we demonstrate that the proposed simple ROMs are able to capture various complex features of the power production curves of Fenton Hill HDR system. For typical EGS applications (where high fracture zone permeabilities (typically greater than 10 −15 m 2 ) are desired), ROM-2 and ROM-3 outperform ROM-1.
INTRODUCTION AND PROBLEM DESCRIPTION
Enhanced Geothermal Systems (EGS) present a significant and long-term opportunity for widespread power production from new geothermal sources. EGS makes it possible to tap otherwise inaccessible thermal resources in areas that lack traditional geothermal systems. It is estimated that within the USA alone the electricity production potential of EGS is in excess of 100GW. Hence, the efforts to accurately model and predict the performance of EGS reservoirs under various reservoir conditions (such as formation permeability, reservoir temperature, existing fracture/fault connectivity, and in-situ stress distribution) are vital. In this paper, we present a modeling study using data from the historic Fenton Hill Hot Dry Rock (HDR) project. This work is part of a larger community-wide code comparison effort that is being supported by the U.S. Department of Energy's Geothermal Technology Office. The Fenton Hill data sets are unique in two ways. First, it lets us model a real EGS site. Second, incorporating various site-specific conditions 1 faced during the operation of Fenton Hill HDR into physics-based models is extremely challenging. This is because of the severe uncertainity in the reservoir's true depth and its dimensions, rock properties, fractured volume, natural and hydraulic joint networks, and fragmented data streams due to frequent well breakouts and other site-specific operational issues. Moreover, the limited availability of field-scale experimental data makes it challenging to estimate the model and/or system parameters. Detailed predictions of the coupled geomechanical and hydrologic behavior of an enhanced geothermal system is a data-limited problem [5, 6] due to the paucity of available data and limited physical understanding of the underlying complex subsurface processes occurring in EGS reservoirs [7] [8] [9] . Various rock properties that form the basis for these models are extremely difficult to characterize unambiguously at a specific site [10] . The purpose of modeling data-limited problems related to EGS is three-fold. The first objective is to develop efficient heat extraction technology from a variety of subsurface geothermal energy deposits in rock formations over a wide range of useful temperatures. The second objective is to evaluate the potential for thermal energy extraction at various stages in the development of prospective resources for commercial utilization. The final objective is to estimate and predict the lifetime of existing and potential EGS reservoirs on the basis of initial thermal energy extraction rate. This work is part of a larger community-wide code comparison effort that is being supported by the U.S. Department of Energy's Geothermal Technology Office (GTO). In the next set of subsections, we give a brief description of the relevant challenge problems that are part of Geothermal Technology Office Code Comparison Study (GTO-CCS). Complexity in modeling the underlying challenge problem and corresponding issues in tackling such data-limited problems are highlighted. From a practical point of view, we are interested in developing models to examine the potential for supplying thermal energy at sustained rates for commercial operations.
For the past few decades, different researchers have proposed a variety of modeling strategies to gain understanding and explore potential trade-offs and alternatives [7, [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] . Each of these modeling studies emphasized detailed understanding, interpretation, and insight into the complex processes taking place in specific EGS reservoirs. For instance, see the discussion and review of ten historical EGS projects by McClure and Horne [7] . However, these studies did not probe directly those site-specific factors that influence the thermal power output (which is the main objective of the underlying field-scale problem). Herein, we shall take a different route to model and understand the EGS systems based on model reduction. This is required when process models are brought into uncertainty quantification/sensitivity analysis/risk framework where thousands to millions of forward model runs are necessary, and performing such analyses using detailed physics-based models is infeasible. Such an approach was adopted in developing system-level models for geologic sequestration of carbon dioxide [26] , contamination and remediation of groundwater systems [27, 28] , and for the assessment of wellbore leakage [29, 30] as a part of National Risk Assessment Partnership (NRAP) project by the DOE's Office of Fossil Energy's Crosscutting Research Program. In addition, model reduction methodology has proven quite successful in modeling and understanding other subsurface systems such as petroleum reservoirs and hydrogeological systems [31, 32] . Subsection 1.3 discusses more on this aspect.
Data-driven-modeling classification: Where do GTO-CCS and EGS fit?
During the past couple of decades, perspectives on modeling subsurface systems, especially EGS have changed dramatically. Previously, the objective was to develop bigger and better models [10] to include detailed geological aspects, leading to ever increasing demand for more laboratory and field measurements. Partially, such an effort is counter productive as the model may become less instead of more effective. Eventually this may lead one to lose intellectual control of the proposed model due to addition of more and more details.
Recently, the focus of attention in understanding EGS systems has shifted from laboratory measurements to site-specific data-driven modeling due to scaling issues [33] [34] [35] [36] [37] [38] [39] [40] . Examples include using Google's page rank algorithm to characterize microseismic events [41] , information-gap theory to analyze geothermal prospectivity [33] , Bayesian/stochastic joint inversion methods to identify geothermal prospects [34, 36, 42, 43] , and quantitative information fusion and machine learning algorithms for geothermal target exploration and measurement [37, 38] . The reason for such a change is because locating suitable "hot rocks" is an expensive exercise through manual drills. Hence, better automated ways to define geothermal targets based on various data streams is necessary. In order to achieve this, machine learning techniques and advanced data analytics in combination with reducedorder models can provide some relief. Analyzing the acquired data streams using these techniques can reduce the geothermal exploration and characterization costs and may provide valuable insight into potential targets [38] .
Naturally, the following question arises: Where do EGS and GTO-CCS challenge problems fit in the realm of data-driven modeling? Figure 1 provides an answer to this question in a pictorial description format. It also describe possible designation of EGS within the context of other surface and subsurface systems in a problem classification scheme, which is based on degree of complexity, amount of available data and its quality, and degree of background conceptual understanding of the underlying processes. To summarize, EGS and GTO-CCS fall in to Region-1. In terms of Holling's classification [10, 40] of modeling problems the GTO-CCS Challenge Problems are data rich with respect to the details about the experiments conducted at the Fenton Hill Test Site [1, 5, 6, 9, 44, 45] but at the same time data-limited with respect the rock mass and its properties. Even critical information about the stress state in both reservoirs remain uncertain, which puts the GTO-Challenge Problems in the realm of data-limited modeling problems.
According to Starfield and Cundall [10] one progresses, slowly and painfully, from Region-1 of Holling's diagram towards Region-4 by a kind of "bootstrap" operation. Bootstrapping operation to move EGS/GTO-CCS problems from Region-1 to Region-4 involves performing sensitivity analysis and Monte Carlo simulations (For instance, see subsection 1.4 for more details on the relevance of bootstrap operation to our current study). By making a series of simulations, we can get an approximate set of system parameters and obtain their upper and lower bounds. In many instances, the bounds on the material parameters will help in providing useful insight in to the data-limited problem. The form of sensitivity provides information on the limits to the parameter values or field experiments that must be performed. This type of sensitivity analysis is needed because rock mass and its properties, cannot be described in a meaningful way without measurement. Yet, paradoxically, measurement and (laboratory and field) experiments of rock properties are costly, difficult to perform or even impossible to carry out.
GTO-CCS:
A brief description of the relevant challenge problem and field experiment. There are various challenge problems proposed by GTO for the code-comparison study (CCS). For a detailed description of the problem statements, field-scale data sets and relevant documents, see References [5, 6, 44, 45] . Herein, we shall attempt to address one such challenge problem, wherein the aim is in predicting the thermal power output during the Long-Term Flow Test (LTFT) experiment of Phase II reservoir at the Fenton Hill HDR test site, located near Los Alamos, New Mexico. This Phase II reservoir was designed to test the HDR concept at temperatures and thermal production rates near those required for a commercial electrical power plant. Even though the Fenton hill HDR data set is two decades old, the reason to choose such a data set is because incorporating various site-specific conditions faced during the operation of this reservoir in to physics-based models is extremely challenging [1, 9] . One of the objectives of the current study is to include site-specific conditions in developing models.
Fenton Hill Phase II field activities started on April 3, 1979 with the drilling of well EE-2. On July 14, 1995, following an annular breakthrough in the injection well EE-3A, the reservoir circulation was discontinued. During this time, a long-term circulating flow test was conducted. The operation of LTFT experiment at Fenton Hill lasted for 39 months with 11 months of active circulation through the reservoir. The Phase II reservoir comprised of a single injection well, EE-3A and single production well EE-2A. These wells are hydraulically connected via a complex joint network in otherwise impermeable hot rock (in this case it is Precambrian crystalline granite rock). Tracer tests conducted during LTFT showed increasing mass flux in longer duration flow paths, indicating that flow was diverting away from shorter flow pathways thus reducing the possibility of short-circuiting of the fracture networks. The injection pressure was in the range of 25 MPa to 30 MPa and production backpressure ranged from 8 MPa to 13 MPa. The injection and production mass flow rates ranged from 7. For more details on these data sets and other aspects (such as tracer data, microseismic data, fracture networks, fracture connectivity, injection and production wells entry points, and reactive-transport data), see References [1, 9] .
According to Kelkar et al. [9] and Brown et al. [1] , continuous long-term circulation periods were not fully achieved within the Phase II reservoir at Fenton Hill. Uncertainties remain about the thermal recovery performance of the reservoir over an extended period of time. Thus, the challenge problems proposed by GTO seek solutions through numerical simulations that answer various questions concerning the performance of Phase II reservoir at Fenton Hill. Reservoir creation and stimulation, fracture network connectivity, reactive and passive transport of tracers and chemical species, and thermal recovery/power production are the four major topical areas of interest for the code-comparison studies. Numerical simulations and resulting solutions are to address the coupled nature of these aspects and demonstrate consistency with field-scale experimental observations made during the reservoir creation and circulation tests as a part of Phase II project at Fenton Hill. In this paper, we address the last aspect, which is the thermal recovery (or thermal power output) and compare it with the Phase II LTFT experiment.
1.3. Need for reduced-order models. In recent years, model reduction techniques have proven to be powerful tools for solving various problems in geosciences. In reservoir management and decision-making, ROMs are considered efficient yet powerful techniques to address computational challenges associated with managing realistic reservoirs [46] . Examples of some popular research and scientific endeavors on reduced-order modeling within the context of subsurface processes include Cardoso et al. [31, 47] , He et al. [48] , Pau et al. [32] , and Pasetto et al. [49] . Loosely speaking, the problem of model reduction is to replace a detailed physics-based model of a complex system (or a set of processes) by a much "simpler" and more computationally efficient model than the original model while still accurately predicting those aspects of the system that are of interest. There are several reasons ROMs are useful in the context of EGS, including:
ROMs facilitate the site-specific application of inverse modeling, model calibration, optimal design, and parameter estimation, which requires repeated evaluation of forward models. Such an application can be computationally intensive and, thus, prohibitive for simulations that incorporate detailed physics when there are complex 2 underlying physical, chemical, and biological processes. Furthermore, comprehensive uncertainty quantification, sensitivity analysis, and parametric studies are needed to evaluate physics-based or process-level models to ensure that they accurately describe various subsurface processes. Reduced-order models and parametric reduced-order models can be used as numerical surrogates, thereby reducing the overall computational burden of these numerical simulations. In many-query applications such as EGS, a simple, efficient and predictive model is required for field use. Such a model can greatly reduce (or minimize) the associated operational costs, thereby maximizing the EGS power output potential.
1.4. Scope, study objectives, and outline of the paper. The scope and objective of the study is to develop ROMs for an EGS. Among the various potential outputs of interest from a fullphysics based simulation for the challenge problem is the thermal power produced. That is, we are interested in developing an efficient and predictive reduced-order model for thermal power output that accurately reproduces the predictions based on full-physics based simulations. To achieve this the approach involves ROMs constructed using the results of complex 3D numerical simulations 2 By complex, we mean what level of detail is necessary to construct a boundary value problem, and when simplifying assumptions are appropriate [10, 40] . The more details one includes in the model to describe these different processes, the less obvious the model becomes. According to Starfield and Cundall [10] , "one loses intellectual control of the model and thereby making it less effective for practical applications." 5 based on a massively parallel subsurface flow simulator PFLOTRAN [50] using Latin Hypercube Sampling (LHS) of the input parameters. The ROMs are compared against field-scale data sets and PFLOTRAN numerical simulations. Field-scale data sets are based on the data extracted from LTFT experiment from Fenton Hill HDR Phase II reservoir. These data sets include injection pressure and production backpressures, injection and production flow rates, injection and production temperatures, and net thermal power extracted. The paper is organized as follows: Section 2 describes the physics-based conceptual model, which approximately describes the Fenton Hill HDR Phase II reservoir. It also provides a brief overview of the governing equations for fluid flow, thermal drawdown, and numerical methodology to solve the coupled conservation equations. Assumptions in modeling these systems are also outlined. In Section 2, we also present numerical results for PFLOTRAN simulations based on LHS of various inputs. From these numerical simulations, we estimate the material and system parameters, which are used in development of ROMs for thermal drawdown. Sensitivity analysis of the various input parameters is performed. From these sensitivity studies, key input parameters are identified for ROM construction. Workflow for ROM development is also described in this section. Section 3 details a procedure to construct ROMs for thermal power output. It also provides a brief overview of advanced model reduction methods and algorithms to construct ROMs for enhanced geothermal systems. Predictive capabilities of ROMs with respect to thermal power output, field-data, and PFLOTRAN numerical simulations are also discussed. Finally, conclusions are drawn in Section 4.
CONCEPTUAL MODEL, GOVERNING EQUATIONS, AND NUMERICAL METHODOLOGY
In this section, we briefly describe the detailed numerical simulations we used in the development of the ROMs, including those governing equations needed to model physical processes involved in heat extraction within a jointed reservoir. We then present a physics-based conceptual model for an EGS reservoir and corresponding boundary conditions. Finally, we describe a numerical methodology to solve the system of coupled partial differential equations using the subsurface simulator PFLOTRAN. PFLOTRAN solves a system of nonlinear partial differential equations describing multiphase, multicomponent, and multiscale reactive flow and transport in porous materials. Here, we shall restrict to solving the governing equations resulting for single phase fluid (water) flow and heat transfer processes. Analyzing the geomechanics of the EGS and coupling with flow and reactive-transport, in a ROM framework, is beyond the scope of the current study and will be part of our future work.
Governing equations:
Fluid flow and heat transfer. In order to predict the heat extraction process, we solve the following set of governing equations. This includes balance of mass and balance of energy for fluid flow and thermal drawdown. The governing mass conservation equation for single phase saturated flow is given by:
where ϕ is the porosity, ρ is the fluid density [kmol m 
where Γ well denotes the skin/well factor (which regulates the mass flow rate in the production well), x ss denotes the location of the source/sink, P bhp is the bottom hole pressure of the production well, and δ(•) denotes the Dirac delta distribution [51] . The governing equation for energy conservation to model thermal drawdown and corresponding heat extraction processes is given as follows:
where U is the internal energy of the fluid, ρ rock is the true density of the rock (or rock grain density), c p,rock is the true heat capacity of the rock (or rock grain heat capacity), T is the temperature of the fluid, H is the enthalpy of the fluid, κ is the thermal conductivity of porous rock, and Q e is the source/sink term for heat extraction.
2.2.
Physics-based conceptual model: EGS reservoir. Herein, we shall briefly describe the physics-based conceptual model used in the numerical simulation of Phase II Fenton Hill HDR reservoir. It should be noted that this conceptual model is an approximation of a more complex system (see the References by Kelkar et al. [9] and Brown et al. [1] for a detailed description of the reservoir). Such an approximation is performed to understand the essential features and construct a model that is amenable for numerical simulations. Figure 3 provides a pictorial description of the reservoir. The reference datum, which is the reservoir top surface, is approximately located at a depth of 3000 m. The dimensions and volume of the reservoir are taken to be equal to 1000 × 1000 × 1000 m 3 . The fracture zone is an approximate representation of the region containing joint networks (fracture networks) and low-permeable porous rock, whose dimensions are taken to be around 650 × 650 × 500 m The reservoir rock density, rock specific heat capacity, rock thermal conductivity, rock permeability, fluid heat capacity, fluid density, and fluid injection temperature are taken as 2716 Kg m −3 , 803 J Kg Zero gradient boundary conditions are assumed for solving heat transfer equations. Figure 4 shows the respective injection pressure and production backpressure, injection and production mass flow rates, injection and production temperatures, and thermal power extracted during the Phase II LTFT experiment. These field-scale data sets are extracted from the Hot Dry Rock Final Report by Kelkar et al. [9] . The ranges for these values are used in constructing the samples from LHS based on uniform probability distributions, which are then used in PFLOTRAN simulations to estimate the reservoir and other essential model parameters. These parameters are fracture zone permeability, injection mass flow rate, production temperature, bottom hole pressure, and skin/well factor. Details are discussed in the next subsection.
Numerical methodology.
The governing flow and heat transfer equations are solved using the PFLOTRAN simulator, which employs a fully implicit backward Euler for discretizing time and a two-point flux finite volume method for spatial discretization [50, Appendix B] . The resulting non-linear algebraic equations are solved using a Newton-Krylov solver. From the numerical simulations based on LHS for various input ranges using the field-scale data sets, we determined the following parameters to approximately fit the thermal power production curve: The power output from the numerical simulation is calculated from the following expression:
Net power produced = (Production mass flow rate × Fluid heat capacity × Production temperature)
− (Injection mass flow rate × Fluid heat capacity × Injection temperature) (2.5) Figure 5 shows the approximate fit of the numerical simulation with the field-scale data of the power output based on the parameters estimated. From this figure, we infer that the numerical simulation approximately describes the basic features of the power output profile during the LTFT experiment considering a constant injection mass flow rate. It should be noted that the result obtained is more than a fit of the LTFT data. The parametric values obtained from the fit are representative of (lowpermeable) fractured EGS reservoirs in general [17] . By low fracture zone permeability we mean the typical values are between 10 −18 m 2 and 10 −15 m 2 . Now using the above set of parameters, we perform sensitivity analysis to identify key sensitive input parameters for ROM construction. The next subsection describes the workflow for ROM construction and the corresponding sensitivity studies on various model parameters.
2.4. Sensitivity analysis, ROM development workflow, and numerical results. In this subsection, we perform sensitivity studies on various input/output model parameters to model EGS reservoirs. Such an analysis is performed to identify key sensitive parameters for ROM inputs. These model parameters include water injection rates and temperatures, reservoir/in-situ temperature, fracture zone permeability, length, width, and height of the reservoir, bottom hole pressure, well/skin factor, location of injection and production wells. Among these, sensitivity analysis based on PFLOTRAN numerical simulations suggested that mass flow rate at the injection well, skin/well factor to regulate mass flow rate in production well, fracture zone permeability, and bottom hole pressure are the key parameters. Figure 6 shows the PFLOTRAN numerical simulation results for the above four key parameters. These figures are plotted for each sensitive parameter by keeping all other parameters fixed to base case values. For example, if fracture zone permeability is varied from the base value (which is equal to 7.75 × 10 −16 m 2 ), the other three estimated values for the parameters are kept constant. This is done to show, identify, and rank the key sensitive input parameters for the ROMs. Based on Figure 6 , it is apparent that the power production is highly sensitive to varying fracture zone permeability and least sensitive to injection mass flow rates. Correspondingly, the skin/well factor to control mass flow rate in production well and bottom hole pressure (BHP) are second and third in sensitivity ranks after fracture zone permeability. To consolidate, the ranking of importance of inputs for ROM development are given as follows (in the decreasing order):
(1) Fracture zone permeability (power production varies in a non-linear fashion) (2) Skin/well factor to regulate mass flow rate in production well (3) Bottom hole pressure (4) Injection mass flow rate (power production varies in a linear fashion) ROM development is summarized as a flowchart in Figure 7 . This ROM development workflow is typical for data-limited problems such as enhanced geothermal systems, wherein it is not always possible to a priori simplify the model based on physical insight. In such cases, sensitivity analysis is performed to gain model understanding and identify potential simplifications. Designing such algorithms and workflows in essence, is the objective of the area of model order reduction. The next section describes an approach to construct ROMs for power output.
REDUCED-ORDER MODELING
Reduced-order modeling is a promising approach, as many phenomena can be described by a few dominant modes/mechanisms. The objective of model reduction methodologies is to use the knowledge generated by high fidelity and time-consuming numerical simulations to generate special functions that make use of properties of underlying systems, thereby obtaining a good understanding of the phenomena of interest. Subsection 1.3 discusses many reasons why such a detail is warranted. We shall now provide an overview of some popular model order reduction methods and algorithms. These techniques either use physical (or other) insight or sensitivity studies on model parameters as a basis to reduce the complexity of the underlying problem and obtain a good approximation of the required output in an efficient way.
Some popular model reduction methods include interpolation-based model order reduction [27, 28, 30] , operational model order reduction [52, 53] , compact reduced-order modeling [52] , truncated balanced realization [54] , optimal Hankel-norm model order reduction [55] , Gaussian process regression (GPR) [32, 56] , proper orthogonal decomposition (POD) [57] , asymptotic waveform evaluation (AWE) and its variants [58] , Pade via Lanczos (PVL) and its variants [59] , spectral Lanczos decomposition method (SLDM) [60] , and truncation-based model order reduction [52] . For more details on these methods, algorithms, and implementation aspects (see References Qu, [61] , Schilders et al. [52] , Quarteroni and Rozza [62] , and Mignolet et al. [63] ). Here, we shall construct reduced-order models based on interpolation-based model order reduction methods, which result in simple thermal power output ROMs. These ROMs consist of a set of algebraic relations that depend on the key sensitive parameters (which is fracture zone permeability) that can be evaluated very quickly.
3.1. Reduced-order models for power output based on interpolation-based methods. ROMs are constructed using a combination of polynomials, trigonometric functions, exponential functions, and smooth approximation of step functions. Logistic functions are chosen as the smoothapproximation of step functions. The rationale behind choosing such functions are as follows: Polynomials, trigonometric functions, and exponential functions capture the increase and decay part of the field-scale power output data and PFLOTRAN numerical simulations, while the logistic functions are intended to capture the peaks and sudden variations. The coefficients of these functions are constructed through a non-linear least-squares regression fit to the PFLOTRAN simulations and using a small subset of field-scale data. To obtain the respective coefficients of the functions in the ROMs, non-linear least-squares regression was performed using the optimization solvers available in the open-source Python package Scipy [64] . Next, we propose and discuss three such reduced-order models with different levels of model parsimony. Each model has it own pros and cons, which are described below: 3.1.1. Thermal power output ROM-1.
where t denotes the time in days, the coefficients a i are function of time (days), and k fz is the fracture zone permeability. These coefficients are given as follows: 
Smooth approximation of Heaviside function
where the coefficients b i are functions of time (days), which are given as follows: The parameters t j (days) are chosen in such a way that the ROM outputs be close to that of the field-scale LTFT thermal power output at the i-th time-snapshots/time-levels. Note that these values are not arbitrary. They correspond to the discrete-time levels with respect to discrete thermal power outputs extracted from the field-scale LTFT thermal power data. These values are given as follows: The coefficients m j , n j , r j are given as follows: 
where the coefficients c i are functions of time (days), which are given as follows: 
Discussion and inferences: Predictive capabilities of ROMs with respect to field-scale data and PFLOTRAN.
We shall now provide a rationale behind the construction of these ROMs. Moreover, we shall analyze the capabilities of these three ROMs in describing the trends in field-scale data and PFLOTRAN simulations. The motivation behind the construction of ROM-1 is simplicity. This ROM consists of power-series terms (up to order four) involving natural logarithm of fracture zone permeability and time. The coefficients of the ROM-1 are constructed by matching the power output of PFLOTRAN numerical simulations at certain fixed intervals of time (for various fracture zone permeabilities). Figure 8 shows the predictions of ROM-1 with respect to numerical simulations and the LTFT experiment. The behavior of ROM-1 is clearly distinct from the PFLOTRAN predictions (i.e., PFLOTRAN predicts a rapid increase in the first few days followed by a smooth decline over the rest of the time period, whereas ROM-1 shows a more gradual rise followed by a varying decline). Nevertheless, for time periods between 20-100 days, ROM-1 is able to accurately reproduce the power output of numerical simulations for low values of fracture zone permeability. However, as the fracture zone permeability increases, there is a considerable deviation between ROM-1 outputs and PFLOTRAN numerical simulations. This is because ROM-1 is constructed by matching PFLOTRAN numerical simulations only at certain time intervals. Moreover, the polynomial order considered to construct the ROM is very low.
In terms of predicting the field-scale data, ROM-1 is able to reproduce only certain qualitative features of the field-scale data ( Figure 8 ) and is relatively parsimonious. These aspects include the initial increase of power output, the corresponding decrease after the time t = 20 days, and then an increase in the power output after t = 100 days. However, quantitatively, the difference in power output values of ROM-1 and LTFT experiment are high. Figure 9 shows the behavior of ROM-2. From equation (3.3) , it is evident that ROM-2 is a more complex model than ROM-1. The motivation behind the construction of such a complex model is that we would like to accurately describe the LTFT experiment at various time intervals. ROM-2 is constructed by adding smooth approximations of step functions and higher-order polynomials to ROM-1. These time intervals are chosen based on the data extracted from the documents provided by the GTO-CCS project. That is, at these time levels power output is known. The smooth approximations of step functions are chosen at these points to match the power output of LTFT experiment. Figure  9 shows the comparison of ROM-2 output with respect to PFLOTRAN numerical simulations and LTFT experiment. From this figure, it evident that ROM-2 shares some of the limitations of ROM-1: It does not reproduce the rapid rise in net power produced for the initial days of operation (albeit the fit is better than ROM-1), nor does it reproduce a nearly linear decline for times out to 120 days. ROM-2 qualitatively reproduces the decline portion of the PFLOTRAN predictions (for days 20-120), but it over predicts the numerical simulations, quantitatively. In general, ROM-2 reproduces the PFLOTRAN results better than ROM-1 at higher permeabilities. Interestingly, power output predicted using ROM-2 closely matches the LTFT experiment, qualitatively and quantitatively. It should be emphasized that this improved fit to LTFT experiment comes at a significant additional complexity/computational cost and may lack a physical basis. However, in terms of reproducing the field-scale data and PFLOTRAN simulations at higher permeability ROM-2 is certainly better than ROM-1.
Motivated by these two ROMs, ROM-3 is constructed. The philosophy of ROM-3 is to use only polynomials. The number of terms is determined by the coefficient values. The maximum possible order for the polynomial chosen is 10. This is because as the order of polynomial increases the values of the coefficient are close to machine precision (close to zero). Figure 10 shows the thermal power output of ROM-3 as compared to numerical simulations and LTFT experiment. From this figure (8a/9a), it is apparent that ROM-3 more accurately reproduces the trend in the behavior of thermal power output than ROM-2. For numerical simulations, as the permeability increases the deviations in the output values of ROM-3 and PFLOTRAN numerical simulations are not very large as compared to ROM-1 and ROM-2. In the case of the LTFT experiment, ROM-3 is able to accurately describe the increase in the thermal power output in initial stages. After time t = 20 days, when compared to the performance of ROM-2, ROM-3 is not exactly a close match to the LTFT data quantitatively. However, qualitatively, ROM-3 is a much better model compared to ROM-1 due to the incorporation of higher-order polynomials. In short, ROM-3 neither overfits nor underfits the LTFT experiment data. Hence, ROM-3 is a better model compared to ROM-2 and ROM-1 and provides a middle ground for model parsimony. The model can be improved by incorporating other input terms such as well factor, bottom hole pressure, and injection mass flow rates. This is beyond the scope of the current paper and will be considered in our future work.
To conclude the discussion, the following can be inferred based on Figures 8-10 and equations (3.1)-(3.8d):
From computational cost perspective, ROM-1 has the lowest while ROM-2 has the highest computational cost. This is because ROM-2 has more number of terms than ROM-3 and ROM-1. Similarly, ROM-3 has more number of polynomials terms than ROM-1 but is less computationally intensive than ROM-2. In reproducing PFLOTRAN numerical simulations, for low values of permeability, ROM-1 outperforms ROM-2 and ROM-3. At higher values of permeability, ROM-2 outperforms ROM-1 and ROM-3. In predicting LTFT data, ROM-2 outperforms ROM-3 and ROM-1. However, ROM-3 is able to describe the initial trend in the field-data and other qualitative aspects (such as the rise in power production after t = 10 days and decline after t = 30 days).
At first glance, it may seem that ROM-2 may be the best model in reproducing LTFT data. However, from Figure 9 , it is evident that ROM-2 considerably deviates from the PFLOTRAN simulations at low values of permeability. Typically, for EGS applications, higher effective fracture zone permeabilities are desired [1] . This is because in many practical scenarios (assuming that reservoir matrix permeability to be very low), higher fracture zone permeabilities can be correlated to (possibly) well connected and dispersed discrete fracture networks [65] . This means that the fluid sweeps through a larger fractured volume (as compared to lower fracture zone permeabilities) resulting in higher power production at producing wells. To model such scenarios, we believe ROM-2 and ROM-3 are better models than ROM-1.
CONCLUDING REMARKS AND FUTURE WORK
In this paper, we have presented various reduced-order models to describe different aspects of the numerical simulations and LTFT field-scale power output data of Phase II Fenton hill geothermal reservoir. First, we described the governing equations for fluid flow in the fractured reservoir and corresponding thermal drawdown. Second, we have presented a physics-based conceptual model for an EGS reservoir. The conceptual model is an approximation of a more complex system, which is used to understand the essential features of the systems and make it amenable for numerical simulations. Field-scale data sets, which are extracted from the documents provided by the geothermal code comparison project, are used to estimate the parameters of the EGS system under consideration. These data sets include pressures, backpressures, mass flow rates, and temperatures at both injection and production sites. Third, sensitivity analysis is performed on these inputs to identify and rank the key parameters. These key parameters, which are the outcome of the sensitivity analysis, are used as inputs for ROMs development. Finally, the ROMs are developed using the numerical simulations obtained based on Latin Hypercube Sampling of the input data.
We evaluated three different ROMs with different levels of model parsimony, each describing key and essential features of the LTFT power output data. The first ROM is a simple model and is able to accurately describe the power output at low fracture zone permeabilities, and is relatively parsimonious. The second ROM is a more complex model than ROM-1. However, ROM-2 shares some of the limitations of ROM-1. In general, ROM-2 reproduces the numerical simulations better than ROM-1 at higher permeabilities. The interesting part of ROM-2 is that the power output predicted closely matches the LTFT experiment, qualitatively and quantitatively. The third ROM is constructed by taking the best aspects of ROM-1 and ROM-2, and provides a middle ground for model parsimony. ROM-3 is able to quantitatively and qualitatively describe the trend in the power output at different time levels for both PFLOTRAN numerical simulations and LTFT power output data.
From these ROM development workflows and sensitivity analyses, it is evident that this study has demonstrated that simple reduced-order models are able to capture various complex features in the system. This work provides confidence in developing simple and efficient transient reducedorder models for geothermal field use. For EGS applications, higher fracture zone permeability is desired [1] . This is because at higher permeabilities power output is higher as the fluid sweeps through a larger fracture zone volume. For such scenarios (at higher permeabilities in predicting the thermal power production), ROM-2 and ROM-3 outperform ROM-1. We think ROM-2 and ROM-3 show promise for EGS studies.
4.1. Future work. In this paper, the ROMs developed are based on the most important parameter, which is the fracture zone permeability. However, from the sensitivity analysis it is evident that well factor, bottom hole pressure, and injection mass flow rate also play an important role in power output predictions. So based on these aspects, we describe the workflow of our future work, given as follows:
• To construct ROMs that takes into account all the other three sensitive parameters in addition to fracture zone permeability. This can be achieved by using non-smooth interpolation methods (such as Multi Adaptive Regression Splines (MARS) model [30, 66] ) and machine learning based Gaussian Process Regression (GPR) methods [32, 56] . Such methods can help to overcome certain difficulties faced by smooth interpolation-methods in capturing initial rise (and sharp jumps) in the thermal power output.
• To obtain an estimate or predict the range of the thermal power production using the constructed ROMs for a duration of 5, 10, 15, and 20 years beyond the LTFT.
• Training the proposed system-level models using advanced data analysis methods [67] [68] [69] and to compare the predictive capabilities of the proposed ROMs with respect to Phase I Fenton Hill HDR reservoir and for future EGS reservoirs. This will provide confidence in the proposed ROMs and system-level models in predicting power output for various other EGS reservoirs.
Poor/Inadequate Medium Good
Understanding of physical processes It also depicts the location of EGS and GTO-CCS challenge problems. Region-1 (bottom left quadrant) and Region-2 (bottom right quadrant) are data-limited problems but the process understanding is poor in Region-1. However, in Region-2 the understanding is much better than Region-1. Region-3 and Region-4 are data-rich. In Region-3, statistical procedures are given more preference as the understanding of underlying processes is poor. In Region-4, advanced data analytics in-combination with robust physical-based models are used to understand various processes. In general, modeling EGS is a data-limited problem with respect to rock mass and other rock properties (such as fracture densities and orientation electrical, acoustic, magnetic, porosity, permeability, mechanical, thermal, diffusion, and chemical properties). However, they can be made data-rich through extensive laboratory measurements, field-data, field experts opinions, and other site-specific aspects. The aim of studying GTO-CCS challenge problems is make advancements to move site-specific EGS projects into Region-4 [5, 6, 44, 45] . Figure 2 . Three-dimensional Holling's diagram: Classification and subjective placement of modeling problems based on quality of data, understanding of the underlying processes, and degree of complexity in solving the modeling problems. The location of six most important aspects related to subsurface systems are shown in this figure. For reference, oil shale is isolated in high-complexity/data-rich/low-understanding corner [40] of the Data-Understanding-Complexity box while EGS is isolated at the high-complexity/lowdata/low-understanding corner. GTO-CCS challenge problems are placed in mediumcomplexity/medium-data-quality/medium-understanding of the underlying processes. Figure 7 . ROM development flow diagram for EGS reservoir: First, the model parameters for the PFLOTRAN simulations are sampled based on uniform probability distributions based on Latin Hypercube Sampling. These parameters include inputs from wellbore characteristics, reservoir characteristics, and initial and boundary conditions based on LTFT Phase II data. Second, based on these sampled parameters, numerical simulations on a chosen set of physics-based models are performed. Following this, an approximate set of model parameters are obtained and sensitivity analysis is performed. Key sensitive parameters are obtained from these numerical sensitivity studies and are chosen as input to ROM. The thermal power output ROM are constructed based on interpolation-based methods. Finally, the set of ROM are compared with LTFT data and PFLOTRAN simulations. In essence, qualitatively and quantitatively, ROM-3 is able to describe PFLOTRAN simulations at all given ranges of permeabilities. Even though ROM-3 is not exactly a close match to the LTFT Phase II data qualitatively, it is a much better model compared to ROM-1 due to incorporation of higher-order polynomials.
