This paper analyses deviated linear cyclic pursuit in which an agent pursues its leader with an angle of deviation in both the continuous-and discrete-time domains, while admitting heterogeneous gains and deviations for the agents. Sufficient conditions for the stability of such systems, in both the domains, are presented in this paper along with the derivation of the reachable set, which is a set of points where the agents may converge asymptotically. The stability conditions are derived based on Gershgorin's theorem. Simulations validating the theoretical results presented in this paper are provided.
Introduction
Cyclic pursuit has attracted the interest of researchers for a long time [1] [2] [3] [4] [5] [6] [7] [8] [9] . However, there are many variants of cyclic pursuit that are still to be analysed and, if harnessed gainfully, can overcome some of the existing limitations of conventional cyclic pursuit. In cyclic pursuit, each agent i pursues its leader i + 1 modulo n, where n is the total number of agents. Several results on cyclic pursuit, involving the set of reachable points where such agents may rendezvous, are available in the literature [6] . Stability of various formations for agents, in cyclic pursuit, have also been analysed [7] . In conventional cyclic pursuit, the velocity of agent i is proportional to the distance separating the agent from its leader i + 1 and is in a direction along the vector joining the two of them. The constant of proportionality, or gain, is generally chosen to be the same for every agent [7] . However, in [6] it has been shown that the gains can be heterogeneous and at most one of the gains can be negative, with a lower bound, for stability. This negative gain expands the reachable set and allows rendezvous at any point in the state space, save for some pathological cases [6] . Besides, several other aspects of the rendezvous problem, for agents in cyclic pursuit, have received much attention in the literature [10] .
It has been shown in [11] that by using deviated cyclic pursuit, where each agent pursues its leader along a direction deviated from its line of sight, as in figure 1 (with δ i = δ, ∀ i), interesting trajectory patterns can be obtained. However, the reachable set has not been investigated for such cases, though a limit on the deviation (based on stability considerations) has been obtained [12] , for homogeneous gain and deviation of each agent. In this paper, the agents are allowed to have heterogeneous deviations and gains. Different combinations of homogeneous and heterogeneous gains and deviations are analysed. Gershgorin's discs are used to arrive at conditions for stability of deviated cyclic pursuit and the analysis is extended to cases that have not been investigated in the literature. Some regions in the state space, which cannot be reached using heterogeneous cyclic pursuit, as in [6] , are shown to be reachable using the proposed deviated cyclic pursuit scheme. Some preliminary results have been reported in [13] . This paper also deals with discrete-time deviated cyclic pursuit. The discrete-time counterparts of some of the proposed continuous-time cyclic pursuit strategies are analysed in the following sections. Results on stability and reachability of the same are presented. Gershgorin's theorem [14] has been used to derive conditions on the stability of various discrete-time cyclic pursuit schemes.
The paper is organized in the following manner. In §2, the existing framework is discussed and the problem formulated. Section 3 discusses different types of deviated cyclic pursuit and analyses the stability conditions and reachability for such cases. Stability and reachability of discrete-time deviated cyclic pursuit are presented in §4. In §5, expansion of the reachability set is analysed for deviated cyclic pursuit. An illustrative example is discussed which shows the limitation of conventional heterogeneous linear cyclic pursuit, vis-à-vis the reachable set. In §6, the analytical results on stability and reachable sets are illustrated through simulations. Section 7 concludes the paper.
Existing framework and analysis
Consider the case of conventional linear cyclic pursuit where the position of agent i is given by (x i , y i ). The kinematics are given bẏ x i = k(x i+1 − x i ) andẏ i = k(y i+1 − y i ).
As in [11] , the present analysis uses complex variables to denote the positions of the agents. This technique aids the analysis for the two-dimensional case. The governing equation, for each agent and in a compact matrix form, is thus given bẏ where, circ(., ., ., . . . , .) denotes a circulant matrix represented by the elements of its first row. The characteristic equation of this system and the corresponding roots are (s + k) n − k n = 0; p r = −k + k e j(2π/n)r ; r = 0, 1, 2, . . . , n − 1.
(2.2)
If each agent i now pursues its leader, agent i + 1 (modulo n), along a direction deviated by an angle δ from its line of sight, the equation of motion can be represented aṡ z = Az, (2.3) where, A = circ(−k e jδ , k e jδ , 0, . . . , 0); A ∈ C n×n , z ∈ C n×1 , δ ∈ (−π/2, π/2). The characteristic equation and its roots, p r , are given by (s + k e jδ ) n − (k e jδ ) n = 0 and p r = −k e jδ + k e j 2π n r+jδ ; r = 0, 1, 2, . . . , n − 1, (2.4) respectively. It can be seen from (2.4) that if δ < π/n, the real parts of all the roots (except zero) are negative and hence the system is stable. This result is the same as that obtained in [11, 12] . However, when both the deviation and the gain for each agent are allowed to be different as in this paper, the system equation can be expressed aṡ 
Continuous-time deviated cyclic pursuit
Three types of deviated cyclic pursuit schemes are considered in this paper. The circulant property of the system matrix, used in [12] to derive stability conditions, is lost in these cases. So new techniques are required. First, the case of homogeneous gains with heterogeneous deviations is considered. Next, a case of heterogeneous gains with homogeneous deviations is considered. Finally, a case of heterogeneous gains and heterogeneous deviations is considered. In each of these cases, the reachable set is derived. The following lemma provides an important result pertaining to the stability of the deviated cyclic pursuit system. Lemma 3.1. Consider the system given by (2.5) . If the number of agents is greater than two, with k i > 0, ∀ i and
Proof. It can be observed that
Hence, the angular separation between p i and p j for any pair (i, j) is given by φ i − φ j = δ j − δ i . The maximum value for this quantity can be 2π/n since |δ i | < π/n, ∀ i. Since n > 2, the maximum angle of the sector over which the phasors p i may be spread is less than π because no two phasors p i and p j can be separated by an angle greater than π . It is clear that the sum of the phasors, confined within a sector spread over an angle less than π , cannot be zero. Hence,
The term n i=1 n l =i,l=1 k l e jδ l is the coefficient of s in the characteristic equation of (2.5). Thus, the consequence of lemma 3.1 is that the characteristic equation of the most general deviated cyclic pursuit system (subject to |δ i | < π/n, ∀ i) cannot have more than one root at the origin. This is because lemma 3.1 considers the most general case of heterogeneous gains and heterogeneous deviations and therefore any result applicable to this case is, in general, true. This result is critical to the stability of the system because a repeated root at the origin will imply instability of the system. 
(a) Homogeneous gains with heterogeneous deviations
The equation of motion of the agents in (2.5), whose deviations are δ i , i ∈ {1, 2, . . . , n}, and gains
The characteristic equation for the system in (3.1) is
or, equivalently, upon normalizing by
For a point, say q, to be a root of equation (3. 3) one requires that
. This is illustrated in figure 2a . The radial vectors, with their arrowhead directions reversed, represent the complex variable [0 − (−e jδ i )]. Each of them has an argument equal to δ i . This explains why the origin is a root of the characteristic equation. Now, designating arg(q + e jδ i ) by θ i ∈ (−π , π ), one of the conditions for a point q to be a root of (3.2) is that θ i (mod 2π ) = δ i (mod 2π ). In the preceding section, it was seen that, with homogeneous gains and deviations, the limit on the angle of deviation was π/n. This same condition is imposed for all the cases considered in this paper. However, this is done only to aid the analysis and towards the end of the paper, it will be shown for a specific case (of deviation by one agent only) that this is not a necessary condition for stability. Upon imposing the same condition, that is,
, for all candidate roots in a particular region of the complex plane and |θ i | < π, then no roots of (3.2) can exist in that region as i θ i (mod 2π ) = i δ i (mod 2π ), which happens because the two sides of (3.3) do not meet the argument condition of equality. The main idea used here is that two distinct real numbers, say x and y, belonging to the same open interval of length L will satisfy the condition x (mod L) = y (mod L). Figure 2b shows the intersection with the RHP of the union of the Gershgorin discs (corresponding to each row of the system matrix), through hatched lines, for the system in (3.1). The centres of these discs lie on the dotted circle, of unit radius, shown in figure 2b. For analysis purposes, let the deviations be bounded by 0
If it can be ensured that no point in the RHP, other than the origin (which is a non-repeating root due to the assumption that k n−1 i e j l =i δ l = 0), satisfies the argument condition (that is,
) and belongs to the union of the Gershgorin discs simultaneously, then the system will be stable. From figure 2b, it is clear that of all the points within the hatched region, the point P subtends the maximum angle (in terms of absolute value), at the centre of any Gershgorin circle, with the horizontal. This angle θ iR (corresponding to the centre of the Gershgorin disc for the ith agent), bounded by |θ iR | ≤ θ M , is given by
The following theorem may now be stated:
Consider a system of agents in deviated linear cyclic pursuit given by (3.1) with k > 0. If the deviations are bounded by −π/n < δ m ≤ δ i ≤ δ M < π/n, then the system will be stable if
Proof. The maximum value of |θ i | within the hatched portion of figure 2b is given by
At the origin, θ i = δ i , ∀ i. For any other candidate root of (3.2) within the hatched portion of figure 2b, 
Clearly, in (3.5a) or (3.5b) equality instead of inequality does not imply loss of stability unless δ i = δ, ∀ i. Hence, the inequalities only provide sufficient conditions for stability. Several observations follow from the above results. 
it follows from (3.1) thatż n = 0, orẑ n = const., where,ẑ = [ẑ 1ẑ2 · · ·ẑ n ]. This implies thatẑ nf = z n0 , where 'f ' and '0' denote the final and initial values, respectively. Now, for rendezvous z if = z jf , ∀ i, j ∈ {1, 2, . . . , n}. This implies that the rendezvous point Z f is given by
Clearly, the point Z f need not belong to the convex hull of the initial positions of the agents.
(b) Heterogeneous gains with homogeneous deviations
The equation of motion of the agents, in this case, can be described aṡ
where, δ is the deviation of each agent and k i (> 0, ∀ i) are the respective gains. The stability of this system is equivalent to the confinement of the roots of a real polynomial to a sector. This is because the eigenvalues (or roots of the characteristic equation) of the undeviated system matrix are rotated by an angle δ to yield the eigenvalues of the system matrix in (3.9) . It needs to be determined if the roots of the undeviated system are confined to the sector indicated by the hatched portion of figure 3a. roots within a sector, such as the one outlined in [15] . In order to avoid complications arising out of a complex Routh array, a 2n-order real polynomial may be tested to check the stability of an nth-order complex polynomial whose roots are the eigenvalues of the system in (3.9). In general, the following theorem may serve as a guideline for ensuring stability. 
Proof. Consider figure 3b. Here, as before, among all points within the hatched region (which is the only part of the RHP where roots of the characteristic polynomial corresponding to the system given by (3.9) may lie) the point P subtends the maximum angle between the centres of the Gershgorin discs and the horizontal. Among all such angles, the angle subtended with the centre of the smallest disc (whose radius is k m ) is the greatest. This angle τ is given by tan τ = (2k M − k m ) sin δ/k m cos δ. Clearly, as in the proof of theorem 3.2, if tan τ < tan(π/n), no eigenvalues of the system given by (3.9) can lie within the RHP, thereby ensuring stability of the system. Thus, (2k M − k m )/k m tan δ < tan(π/n) is a sufficient condition for stability. Hence, the proof.
Upon substituting k m = k M = k i , ∀ i, one arrives at the condition δ < π/n. The rendezvous point is unaffected by the deviation δ and is given by the same expression as in [6] , which is
Therefore, a homogeneous angular deviation does not expand the reachable set.
(c) Heterogeneous gains with heterogeneous deviations
This is the most general case. Both the gains k i (> 0, ∀ i) as well as the deviations δ i are different for the agents in this case. This is thus a generalization of all the cases discussed in the literature as well as in this paper. The main interest in studying this case would be to investigate the stability of the system and also to obtain the reachable set. The governing equation is given by (2.5) where, it is considered that |δ i | < π/n, ∀ i, as before. The hatched portion of figure 4 shows the intersection of the union of the Gershgorin discs with the RHP. The characteristic equation for the system can be obtained as
Clearly, the phase condition to be met by a root of equation (3.11) is similar to the one in (3.2). For a point within the hatched region of figure 4 to satisfy (3.11), one must have i θ i (mod 2π ) = i δ i (mod 2π ), where θ i = arg(q + k i e jδ i ) and q is a candidate root of the characteristic equation (3.11). As before, if the origin is the only point within the hatched region that satisfies this condition, the system is stable because, by lemma 3.1, there cannot be repeated roots at the origin. It can be seen from figure 4 that at any candidate root, q, of (3.11) within the hatched region, either
If the value of A corresponds to a positive angle of deviation δ p , then,
Otherwise, B should be defined as
The dotted lines with arrowheads meeting at the origin in figure 4 are the radii of the Gershgorin discs, each corresponding to a row of the system matrix in (2.5). The next theorem follows. 
Theorem 3.8.
Consider the system of n (≥ 4) agents in deviated linear cyclic pursuit as described by (2.5) with k i > 0, ∀ i. If the deviations are restricted by |δ i | < π/n, ∀ i, and A and B are as defined by (3.12) and (3.14) , then the system will be stable if B < tan(π/n).
Proof. As before, within the hatched portion of figure 4, either the point P or the point Q (in figure 4) subtends the greatest angle θ i (magnitude-wise) at the centre of the ith Gershgorin circle. For example, in figure 4, either θ p or θ q is the greatest value of |θ i | within the hatched portion. Figure 4 also shows that the term A in (3.12) is either equal to the length of the segment OP or OQ. Subsequently, B results in the greatest value of | tan θ i | within the hatched region. Now, if B < tan(π/n), the system will be stable because this ensures that
θ i for any point within the hatched portion, except the origin, as argued before.
This theorem, however, provides a sufficient condition for stability and is thus conservative. But this conservatism is the price to be paid in order to deal with heterogeneous gains as well as deviations for each agent. There are 2n decision variables that can be chosen and so it offers a considerable amount of flexibility in design. It can be seen that by putting k i = k > 0, ∀ i, in this setting, one arrives at the same condition as obtained in (3.5) .
A similar analysis as before, with
yields the following reachable point:
Once again, as in (3.8), (3.16) shows that the reachable set is not restricted to the interior of the convex hull of the initial coordinates of the agents.
Discrete-time deviated cyclic pursuit
As with the continuous-time case, the discrete-time cyclic pursuit law essentially implies that each of the n agents, in cyclic pursuit, decides its position at the next sampling instant based on the length and direction of the vector joining it to its leader, at the current sampling instant. This implies that the kinematic equation of the system can be expressed as
and
where, the complex vector z(t) denotes the positions of the n agents at the sampling instant t and circ(., . . . , .) denotes a circulant matrix represented by its first row. The term 0 < ρ < 1 is the constant of proportionality, also called the gain of the system. It may be observed that for the system described above, the gain is the same for all the agents. An essential feature of discretetime deviated cyclic pursuit is that the limits on the deviations depend on the values of the gains even when the gain is homogeneous, unlike in the continuous-time case. Thus, the results are not straightforward extensions of the continuous-time versions. As described in (4.1) and (4.2), the discrete-time cyclic pursuit law with homogeneous gains will be stable if the roots of the circulant matrix A lie within the disc of unit radius, centred at the origin of the complex plane. This follows directly from the stability of discrete-time systems. It can be readily verified that the characteristic equation of the matrix A in (4.1) is given by
The roots of (4.3) are evenly spaced along the periphery of the circle with its centre at (1 − ρ) and radius equal to ρ as shown in figure 5a. They can be expressed as
It may also be seen that the eigenvector of A corresponding to the eigenvalue 1 is [1 1 . . . 1] T , which would lead to positional consensus if the system is stable. Furthermore, from figure 5a, it is also evident that if 0 < ρ < 1 then the eigenvalues are all inside the unit circle, shown with dotted lines. This would guarantee stability of the system given by (4.1) and (4.2).
As discussed earlier, depending on the different kinds of deviations and gains, the deviated cyclic pursuit system may be broadly classified into three categories. The first comprises agents having different gains, but the same deviation. The second consists of agents having the same gain but different deviations. The third and the most general category includes agents having different gains and deviations. The equation of motion for this general case may be written as
It may be verified that the characteristic equation for this system is given by
Replacing s − 1 by λ, the constant term in the characteristic equation vanishes. The coefficient of λ is given by R = i l =i ρ l e jδ l . As in the continuous-time case, here also it is assumed that the deviations, though heterogeneous, are nevertheless bounded by the relation |δ i | < π/n, ∀ i. The following result then holds. Proof. This proof is in the same lines as lemma 3.1 for the continuous-time case. Once again the spread of the vectors may be used to see that the coefficient of (s − 1) does not vanish in the characteristic equation (4.6).
The above lemma implies that the characteristic equation for deviated cyclic pursuit cannot have multiple roots at s = 1 for any of the three types mentioned above. It should be noted that unlike the continuous-time deviated cyclic pursuit, in the discrete time, no result on the stability of deviated cyclic pursuit with homogeneous gains and deviations is available in the literature. Hence, the analysis for this case is first presented in the following subsection. Thereafter, the other three cases are considered as in the case of continuous time.
(a) Homogeneous gains and deviations
Suppose the agents pursue each other with some angle of deviation δ, then the equation of motion is given by
From the analogy with the system described by (4.1) and (4.2), the roots of the characteristic equation corresponding to the system described by (4.7) and (4.8) are given by
Once again, there is one root at 1. For another root of unit magnitude, one requires that
This leads to the condition δ c = π/n − arcsin(ρ sin(π/n)), where δ c is the critical limit on δ for stability, that is, |δ| < δ c . Under this condition, the agents will execute circular motion about a point instead of converging to it, which is similar to continuous-time cyclic pursuit [12] . However, it may be noted that the critical value of δ obtained here is dependent on the value of ρ. This is an interesting feature of discrete-time cyclic pursuit. It may be deduced that in the case of discretetime cyclic pursuit, the margin for stability (measured in terms of homogeneous deviation) is less by arcsin(ρ sin(π/n)), when compared with its continuous-time counterpart. From (4.10), the limit on the homogeneous deviation has been derived to be δ = π/n − arcsin(ρ sin(π/n)). However, this expression can be alternately derived using a geometric approach as elucidated below. The geometric approach is emphasized because the results in this section will generalize the one obtained from (4.10) to accommodate heterogeneous gains and deviations. In such cases, explicit computation of the eigenvalues is not possible. Thus, sufficiency conditions for stability will be derived for such cases based on geometric reasoning. Hence, the earlier result in (4.10) and the subsequent δ c will also be derived based on the same geometric principle, in order to present a unified approach.
Consider a deviation of δ for each agent, as in (4.7) and (4.8). The eigenvalues of the system will be distributed as shown in figure 5b for a certain value of δ = δ c . Clearly, when this condition is met, there will be two roots of unit magnitude. One of them is unity and will lead to consensus, whereas, the other, at Q, will cause the agents to move in a circle around a point. The second eigenvalue of unit magnitude will result in an undamped oscillatory response with respect to time, both along the x-and y-axes, thereby resulting in a circular motion. This is similar to the result obtained for the continuous-time case in [11] . If δ > δ c , one of the eigenvalues lies outside the unit circle, leading to instability. It is thus important to obtain the value of δ c . Consider figure 5b. C is the centre of the circle of radius ρ. The triangles OCP and OCQ are congruent because OC is the common side, OP and OQ are of the same length (unity) and both CP and CQ are of length ρ. Thus, the line OC bisects the angle θ and the angle PCQ = 2π/n. Hence, considering the triangle OCP, it follows that θ/2 + δ c = π/n. Considering the triangle OPQ, an application of the 
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(b) Homogeneous gains with heterogeneous deviations
The equation of motion of the agents, whose deviations are δ i , i ∈ {1, 2, . . . , n}, and gains equal 0 < ρ < 1, is given by
For the system given by (4.11), the characteristic equation is given by
where, q = (s − 1). From (4.12), it may be concluded that the sum of the arguments of the complex numbers joining the points −e jδ i (i = 1, 2, . . . , n) to a candidate root of the equation, say q, must be n i=1 δ i (mod 2π ). It has been shown that when all the gains and deviations are homogeneous, the stability limit on the angle of deviation is less than π/n. In all the three cases discussed in the present section, the same condition is imposed on the angle of deviation, that is δ i < π/n, ∀ i. This aids analysis because it implies that
Suppose that arg(q + ρe jδ i ) = θ i , ∀ i. For a point s to be a root of (4.12), it is required that
, for all candidate roots in a particular region of the complex plane and |θ i | < π, then no roots of (4.12) can exist in that region as i θ i (mod 2π ) = i δ i (mod 2π ). This is because i θ i is either less than or greater than i δ i and both belong to the interval (−π , π ). Hence, when both i θ i and i δ i are considered modulo 2π , they cannot be equal either. The observation is based on the fact that for two distinct real numbers to be equal in modulo L (another real number), they must be separated by an integral multiple of L. Figure 6a shows the intersection with the region outside the unit circle of the union of the Gershgorin discs (corresponding to each row of the system matrix, or agent), by hatched lines, for the system in (4.11). As suggested above, let the deviations be bounded by 0 ≤ |δ i | ≤ |δ M | < π/n, ∀ i. If it can be ensured that no point outside the unit circle within the hatched area of figure 6a, except (1, 0) (which is on the periphery of the unit circle) is a root of equation (4.12), then system (4.11) is stable. Even the root at 1 is non-repeating due to lemma 3.1. It may be observed from figure 6a that of all the points within the hatched region, either the point M or the point M' subtends the maximum angle at the centre of any of the Gershgorin discs with the horizontal. 
In order to evaluate θ Mi , the points of intersection of each of the Gershgorin discs with the unit circle must be obtained. One of the points is (1, 0) while the second point of intersection is either M or M' for one of the discs. Now, some of the agents have positive angle of deviation while others may have a negative angle of deviation. If the absolute value of the maximum positive deviation is greater than that of the maximum negative deviation, then M would contribute to θ Mi , else M' needs to be considered. For any point above (1, 0) 
because it has been assumed that |δ i | < π/n as well. Thus, under these conditions i θ i (mod 2π ) = i δ i (mod 2π ) is guaranteed. Therefore, this is a sufficient condition for stability of the system described by (4.11) .
Consider the point M or the point M' in figure 6a. The point M, or M' lies on the unit circle, and is given by (cos ψ, ∓ sin ψ), ψ ∈ (−π , π ). Moreover, the ith Gershgorin circle is given by
Clearly, the point M or M' corresponds to that Gershgorin disc which has the maximum |δ i |, given by δ M . Note that, by definition δ M > 0. Hence, the intersections of the circle given by (x − 1 + ρ cos δ M ) 2 + (y + ρ sin δ M ) 2 = ρ 2 with the unit circle occur at the points (1, 0) and M, or the intersections of the circle given by (x − 1 + ρ cos δ M ) 2 + (y − ρ sin δ M ) 2 = ρ 2 with the unit circle occur at the points (1, 0) and M', depending on whether max i |δ i | corresponds to a positive or negative deviation, respectively.
The point of intersection at M or M' given by (cos ψ, ∓ sin ψ) can be obtained by solving the following equation in ψ ∈ (0, π ):
This leads to the following solution:
. (4.14)
Now, if the point (cos ψ, ∓ sin ψ) (either M or M') subtends an angle (absolute value) less than π/n at the centre of any Gershgorin disc (1 − ρ cos δ i , −ρ sin δ i ), then it is guaranteed that max i |θ Mi | = θ M < π/n. From the above discussion, it follows that this is sufficient to ensure the stability of system (4.11). The following theorem may now be formally stated. Proof. The proof can be split into two cases. Case 1. Suppose max i |δ i | corresponds to a positive deviation. From figure 6a, it may be seen that of all the points within the hatched portion, the point M subtends the maximum angle at the centre of each Gershgorin disc, in terms of its absolute value. Of these, max i | tan −1 ((−ρ sin δ i + sin ψ)/(1 − ρ cos δ i − cos ψ))|, with ψ ∈ (0, π ) as given by (4.14), represents the maximum contribution of any point within the hatched region towards arg(s − 1 + ρe jδ i ) = θ i , ∀ i. Thus, if this value is less than π/n, then, −π < i θ i < π. Moreover, it is obvious that for any point within the hatched area, either θ i > δ i , ∀ i, or θ i < δ i , ∀ i, implying that i δ i (mod 2π ) = i θ i (mod 2π ). Thus, no point in the hatched portion of figure 6a can be a root of (4.12) because the arguments of the two phasors, n i=1 [(s − 1 + ρe jδ i )] and ρ n e j n i=1 δ i can never be equal in mod 2π , thus ensuring the stability of the system. Case 2. Suppose max i |δ i | corresponds to a negative deviation for the system given by (4.11) with 0 < ρ < 1 and |δ i | < δ M < π/n, ∀ i. In this case, the point M' subtends the maximum angle at the centre of any Gershgorin disc instead of M, among all the points in the hatched portion. It suffices to ensure that max i | tan −1 ((−ρ sin δ i − sin ψ)/(1 − ρ cos δ i − cos ψ))| < π/n for stability of system (4.11).
Using the same reasoning as employed to arrive at (3.8) (since the system matrix in (4.11) has an eigenvalue at 1-equivalent to a continuous time system having an eigenvalue at the originand the corresponding eigenvector is [1 1 . . . 1] T ), it follows that the set of reachable points will be given by
This implies that the agents will not rendezvous at the centroid of the initial coordinates of the agents and will, in fact, be deviated from that position in spite of having homogeneous gains. In fact they need not even lie within the convex hull of their initial positions, if the convex hull is a thin region as in the case of two agents (where it is just a straight line).
(c) Heterogeneous gains with homogeneous deviations
The equation of motion for agents, in this case, is given by (4.11) with all δ i = δ. In this case, all the agents have different gains 0 < ρ i < 1, ∀ i, but the same deviation δ. The characteristic equation is given by
For a point, say r, in the complex plane to satisfy the characteristic equation (4.16), it is obvious that the sum of the arguments (modulo 2π ) of the phasors [(r − 1 + ρ i e jδ )], given by θ i , must equal nδ(modulo 2π ). Moreover, this point must lie within the intersection of the Gershgorin discs as shown in figure 6b . Now, the system in this case will be stable if no point within the hatched region satisfies this condition and hence does not satisfy (4.16). This is a sufficiency condition for stability. Clearly, the phasors [(r − 1 + ρ i e jδ )] are nothing but phasors joining the centres of the Gershgorin discs to the candidate root of (4.16). Among all the points in the hatched area of figure 6b, the point M subtends the maximum angle between the horizontal and the centre of any Gershgorin disc. Since M lies on the intersection of the unit circle with the largest Gershgorin disc, corresponding to ρ M = max i ρ i , its coordinates can be given by (cos ψ, − sin ψ), where, ψ = 2 arctan(ρ M sin δ/(1 − ρ M cos δ)). These results can be arrived at by following similar operations as performed in the previous subsection. The angle θ Mi subtended by the point M at the centre of the Gershgorin disc corresponding to ρ i is given by
where ψ is as defined earlier.
where θ i is the angle subtended at the centre of the ith Gershgorin disc by any candidate root of (4.16) within the hatched portion of figure 6b. Moreover, θ i < δ, ∀ i, as is evident from figure 6b. Thus, if n|δ| < π, then it can be guaranteed that n i=1 θ i (mod 2π ) = nδ for any point within the hatched area of figure 6b, thereby ruling out the possibility of containing any roots of (4.16) in the same region. Hence, the stability of system (4.11) with δ i = δ, ∀ i, is guaranteed. It should be noted that if δ < 0, similar arguments can be presented with θ i > δ i , ∀ i, and the coordinate of M being given by (cos ψ, sin ψ), ψ/2 ∈ (0, π/2). Based on the above arguments, the following theorem may now be stated. The reachable set does not expand any further than in case of heterogeneous cyclic pursuit. It may be verified, using the same technique as used to obtain (3.8) , that the rendezvous point in this case is given by
(4.18) Thus, the reachable set is confined to the convex hull of the initial positions of the agents. Hence, uniform deviation on all the agents does not expand the reachability set any further.
(d) Heterogeneous gains with heterogeneous deviations
The equation of motion in this case is given by (4.5) . This is the most general case as both the gains, 0 < ρ i < 1, and δ i are heterogeneous. Consider figure 6c , where intersection of the region outside the unit circle with the union of the Gershgorin discs is shown by hatched lines. If any root of the characteristic equation for this system, (4.6) (other than the non-repeating root at 1), lies within the hatched portion of figure 6c , the system will lose stability. It is, therefore, sufficient, from stability considerations, to ensure that no root of (4.6) lies within the hatched portion. Consider any candidate root, p of (4.6). Let the phasor h i = [p − 1 + ρ i e jδ i ] have an argument θ i . Now, for a point p to be a root of (4.6),
δ i , then that point p cannot be a root of (4.6). Moreover, if it can be ensured that for any point within the hatched portion, the above inequality holds and both max i |δ i | and max i |θ i | are less than π/n, (implying that
, then no root of (4.6) can lie within the hatched portion. It may be seen that the phasor h i = [p − 1 + ρ i e jδ i ] joins a candidate root p with the centre of the ith Gershgorin disc. Thus, for any point other than (1, 0),
is guaranteed for any point within the hatched portion. Thus, ensuring that max i |δ i | and max i |θ i | are less than π/n is sufficient to rule out the possibility of having any root of (4.6) within the hatched portion of figure 6c. The following theorem summarizes the sufficient conditions for stability of the system described by (4.5).
Theorem 4.4. Consider the system described by (4.5) with |δ
i | < π/n, ∀ i. Let L = {i : |ψ i | ≥ |ψ j | ∀ j ∈ {1, 2, .
. . , n}\{i}} where, ψ i is given by
The system is guaranteed to be stable if
Proof. Consider the point M, or M', in figure 6c. Because it lies on the unit circle, its coordinate can be given by (cos ψ l , − sin ψ l ), where the index l corresponds to the agent whose Gershgorin disc intersects with the unit circle and subtends the maximum absolute angle at the origin, with the horizontal. Thus, if there is more than one agent that intersect the unit circle at the point M or M', compose a set L = {i : |ψ i | ≥ |ψ j | ∀ j ∈ {1, 2, . . . , n}\{i}} comprising the indices of all such agents. Clearly, of all the points within the hatched portion, the point M (or M') subtends the maximum angle at the centre of any Gershgorin disc, with the horizontal. This angle is given by
The angle ψ i is obtained, as in the previous subsections, by solving for the intersection of the ith Gershgorin disc with the unit circle, which gives
δ i (mod 2π ) can be ensured for any point within the hatched portion, since |δ i | < π/n, ∀ i, according to the conditions of the present theorem. Thus, the stability of the system is guaranteed. The set of reachable points in this case can be derived, using similar techniques as employed earlier, to be
As with (4.15), here also it may be concluded that the agents may not rendezvous to a point inside the convex hull of the initial positions of the agents. In all the three theorems pertaining to deviated cyclic pursuit systems in this section, only the point (1, 0) within the closed hatched region qualifies as a root of the characteristic equation of the system. This guarantees stability. However, a repeated root at (1, 0) will not retain the stability of the system. But, lemma 3.1 ensures that there can be no repeated roots at (1,0).
Analysis of reachable set using deviated linear cyclic pursuit
In this section, the reachable set is analysed for agents in deviated cyclic pursuit (continuous time). Because the set is essentially the same for both continuous-and discrete-time domains, the analysis for either is similar. It will be shown that by using deviated pursuit, it is possible to reach certain points that could not be reached even with heterogeneous gains (with one gain negative) but with no deviations. It is known that [6] without using deviations and using only positive gains, it is possible to reach any point in the interior of the convex hull of the initial positions of the agents. In the following, it is assumed that all the agents start from a vertex of the convex hull, that is, none of the agents are initially in the interior of the convex hull. Then, even by using one negative gain as in [6] , some regions are still not reachable. This is illustrated in the following example. Although a specific initial configuration of the agents is considered below, it is sufficient to illustrate the general principle.
Consider 4 agents at the vertices of a square of side d,
. Suppose the desired rendezvous point is (d + , βd), where > 0 is a small quantity and 0 < β < 1. Note that this point is outside the convex hull of the initial positions of the agents. Proof. Let the gains for the agents (without any deviation) be k i . The following equation may then be written for rendezvous using (3.10):
This implies that the reciprocals of the gains belong to the null space of the rectangular matrix in (5.1). As the rank of the matrix is 2, the nullity is also 2. The null space is spanned by the
The reciprocals of the gains are given by 1
where, c 1 and c 2 are some real (non-zero) constants. If sgn(c 1 ) = sgn(c 2 ) = +1, it follows that both k 1 and k 3 are negative. So, the system will not be stable due to multiple negative gains [6] . Similarly, if sgn(c 1 ) = sgn(c 2 ) = −1, both k 2 and k 4 become negative and, by the same reasoning, lead to instability. If sgn(c 1 ) = +1 and sgn(c 2 ) = −1, then k 3 < 0. Two cases may arise, depending on whether |c 1 | < |c 2 | or |c 1 | > |c 2 |. In the former case, k 4 < 0, thereby leading to instability. In the latter, the condition for stability, that is, (1 + /d)/β < |c 1 |/|c 2 | < 1 + /βd, where the lower bound is greater than the upper bound on |c 1 |/|c 2 |, cannot be met. Finally, the case with sgn(c 1 ) = −1 and sgn(c 2 ) = +1, is considered. From [6] , it is known that, for stability, other gain is negative in either case, then, by a similar reasoning, stability is lost. Even if all the remaining three gains in either case were positive, the product
Multiplying both sides of the inequality by the product,
This also implies loss of stability. Thus, it is impossible to rendezvous at a point (d + , βd), 0 < β < 1, > 0, using heterogeneous gains in cyclic pursuit for the given configuration.
Now, consider the case of deviated cyclic pursuit with all gains positive. Without loss of generality, the gains k i may be chosen so that i (1/k i ) = 1. The following theorem summarizes the effect of deviation that enables convergence outside the convex hull of initial positions of the agents. Proof. First, let the gains be chosen to reach a point Z f which is arbitrarily close to an edge of the convex hull of the initial positions, but inside it. Consider, further, that a deviation is given to any one of the two agents at the ends of the edge of the hull that Z f (the point of convergence under no deviation) is closest to. The effect of this deviation is analysed as follows. If all the agents were to deviate, the resultant effective displacement of Z f , given by Z f , may be approximated as the sum of the individual contributions, given by Z f = i (∂Z f /∂δ i ) δ i , with δ p = δ p (assuming small angle of deviation δ p ). Here, δ p = δ p essentially implies that the deviation on agent p is like a small perturbation to the nominal heterogeneous cyclic pursuit system without any deviation. Consider the case shown in figure 7. The gains (k i > 0, ∀ i) have been designed to reach the point Z f inside the convex hull of the initial positions of the agents. Now, if only agent p uses a non-zero deviation, the sensitivity of Z f to that deviation is given by
The displacement of Z f due to a deviation δ p may thus be expressed as
From (5.5), it may be noted that, if δ p is positive then the resulting Z f leads to convergence to a point outside the convex hull of initial positions, for the case shown in figure 7 . This is because a counterclockwise rotation is considered to be positive and the interior of the convex hull lies to the right of the edge in figure 7 . If the original point, Z f , without any deviation, is very close to an edge of the convex hull as in figure 7 and inside it, then it can be expressed as figure 7 . Note this is just one such choice of gains. Of course, other choices of gains may result in the same point of convergence. But this is the one chosen for analysis purposes here and will be a guiding principle for designing gains and deviations. With this choice in mind, it is clear that if the point Z f is closer to the edge pq than to any other agent, the gains k p and k q are the lowest among all k i 's. This is also in accordance with (3.10) , from where it may be logical to conclude that the agent/agents which starts closest to the desired rendezvous point have the lowest gain/gains. Now let = −jζ (z q0 − z p0 ), where ζ > 0 is a small real number and as ζ → 0, so does | |. Substituting these for Z f in (5.5), it can be seen that
From (5.6) and figure 7, it may be observed that the component of Z f , which is dependent on ζ , causes a shift towards the interior of the convex hull rather than away from it for δ p > 0. This is due to the term e −jδ p present in the numerator which rotates ζ [z q0 − z p0 ] by an angle δ p clockwise. Thus, to maximize the distance of the final point of convergence from the aforementioned convex hull, perpendicular to the edge pq (that is, to expand the reachable set outside the hull), ζ must be decreased. If the point Z f is closer to z p0 than z q0 , then k p < k q . The conditions for stability in (3.12) and (3.13) and theorem 3.8 now dictate a bound on δ p . From (3.12), it follows that A = 2k p sin δ p . As k p and k q are by far the two lowest gains among all k i 's, it means that k j in (3.13) may either correspond to k q or k p . In other words, the gains can certainly be chosen to satisfy this condition. In the former case, the condition for stability demands that 2k p sin δ p /k q < tan(π/n) and in the latter,
A similar analysis can be carried out if Z f is closer to z q0 than z p0 , with δ q < 0 and δ i = 0, ∀ i = q, for moving out of the convex hull. Thus, the outward displacement from an edge of the convex hull (orthogonal to the edge), denoted as | Z f ⊥ |, due to a deviation in the agent closer to Z f (and part of the edge), is bounded It should be noted that a non-zero deviation is made by that agent (of the two that comprise the edge) which is closer to the desired rendezvous point. The number of decision variables in this case are n + 1 (n gains and one deviation).
It may be pointed out that in case it is known that there is a deviation in one agent (say agent p) only, the limit of stability can be pushed further. In such a case, all the centres of the Gershgorin discs, except one, will lie on the real axis. Thus, the angle θ i , subtended by the point P in figure 4 at the centre of the ith circle (where agent i has no deviation), is given by tan θ i = 2k p sin δ p /k i and these will be of opposite sign to that of δ p . As before, it is argued that the point P contributes the greatest angle θ i (in terms of absolute value) for the agent i among all points within the hatched region. Hence, if P cannot meet the argument condition of (3.11) , no other point within the hatched region can. For the characteristic equation in (3.11),
, it can be ensured that it is not a solution of (3.11) . Now, θ p = −δ p . Hence, for δ p > 0, this inequality can be ensured by the following condition (for δ p > 0):
The above condition can be ensured if
A similar condition can be derived for δ p < 0. This is, in general, a more relaxed condition than the one obtained earlier in the paper for multiple number of agents with deviations.
Simulation results
This section provides simulation examples to illustrate the analytical results related to stability and reachable sets. The following examples show that the set of reachable points expands by use of deviated cyclic pursuit, to include points that could not be reached using heterogeneous cyclic pursuit with one negative gain as in [6] . Figure 8b shows the connection invariance property (implying that the sequence of pursuit does not affect the point of convergence) of the deviated cyclic pursuit law. This is to be expected in accordance with (3.16). For this particular example, the function Z f max (λ, δ 3 ) is given by
( This function is plotted against δ 3 for three different values of λ. The graphs in figure 8d indicate that the function is mostly increasing in the domain of interest. However, at larger values of λ (when the rendezvous is much closer to one vertex than the others), the peak value of Z f max occurs below π/6 = 0.523. In such cases, for optimal benefit (in terms of reachability), a value below the highest permissible δ 3 may be used. given by [2.1, 1.91] and a non-zero deviation, δ 2 = π/4, for agent 2, rendezvous can be achieved at (4.95, 7.11), as shown in figure 8e. Thus, even for smaller number of agents the expansion in reachable set is significant. It is also easy to verify the exact conditions for stability using (3.11) for n ≤ 3. In a similar manner, the two eigenvalues of the system matrix in this case are 0 and −3.4506 − j1.3506, respectively, thereby ensuring stability. Example 6.4. Two agents are considered as in example 6.3 and the deviation of agent 1 is chosen as π/4, while that of agent 2 is zero. The gains for both agents are chosen to be 5. It may be seen from figure 8f that the agents rendezvous at a point (10.19, 9 .53), which does not lie on the straight line joining the initial positions of the agents. Thus, heterogeneous deviations enable rendezvous outside the convex hull of the initial positions of the agents.
Example 6.5. Here four agents start from the vertices of a square as in example 6.1, and their gains are given by [1, 1.5, 2, 2.5], while the homogeneous deviation is 0.2 rad. This deviation is within the limit proposed in theorem 3.7. The agents rendezvous at the point (1.364, 1.052), as shown in figure 8g , which is the same point where they would have converged to even without any deviation. Hence, as indicated in (3.10), homogeneous deviations do not affect the point of convergence.
It is easy to check that i l =i k l e jδ l = 0 in all the above five examples, thereby ensuring a non-repeating eigenvalue at the origin. The following examples deal with discrete-time deviated cyclic pursuit. Example 6.6. Four agents start from the initial positions (0,0), (5,0), (3, 3) , and (0,8), respectively, with a uniform gain of 0.5 and deviation of 0.4241 rad., which is equal to the critical deviation for stability as given by δ c = π/n − arcsin(ρ sin(π/n)). Thus, being critically stable, the system will achieve circular motion about the centroid of the initial coordinates and will not come to rest. This is because, besides 1, there is another eigenvalue of the system lying on the unit circle, for this critical value of deviation. This circular motion is illustrated in figure 8h.
Example 6.7. Here, two agents with same gain are considered. Thus, ρ = 0.5. They start from (0,0) and (8, 10) , respectively, with agent 1 having a deviation of π/6 while agent 2 is undeviated. This results in a rendezvous at the point (2.66, 6.07) which is in accordance with (4.15). The resulting trajectories are shown in figure 8i. It is clear that the point of convergence does not lie on the straight line joining the initial positions of the two agents, or on the same line extended in either direction. Using any known cyclic pursuit scheme such as homogeneous or heterogeneous, rendezvous at this point would not have been possible. This result demonstrates expansion in reachability set. It may be verified that the stability of the system is ensured, as per theorem 3.2, with the choice of gains and deviations. The above examples demonstrate the advantages of using deviated linear cyclic pursuit in expanding the reachable set, illustrate the sufficiency of the stability conditions derived in this paper, indicate the relationship between the angle of deviation and the expansion of the reachability set, and show the efficacy of the new scheme for both smaller (n < 4) and slightly greater number of agents (n ≥ 4). Besides, they also indicate a method for designing gains and deviation(s) according to the desired point of convergence outside the convex hull of initial coordinates.
Conclusion
In this paper, the deviated cyclic pursuit scheme has been analysed and conditions for stability have been derived for both the continuous-time and discrete-time versions of the same. It has been shown that even though Gershgorin discs are used for the stability analysis of both the continuous-and discrete-time versions of deviated cyclic pursuit, yet the results on the stability of discrete-time cyclic pursuit are not straightforward extensions of the continuous-time pursuit. The expansion of the reachable set has been analysed and illustrated through simulation results. This shows that use of deviation by one or more agents is effective in expanding the reachable set. The scheme is particularly useful when all the agents start from the vertices of a convex polygon. The examples also indicate that significant expansion in a reachable set is attainable through deviation by one agent only.
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