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Abstract
Let M and N be two commuting square matrices of order n with entries in
an algebraically closed field K. Then the associative commutative K-algebra, they
generate, is of dimension at most n. This result was proved by Murray Gersten-
haber in [Gerstenhaber, M.; On dominance and varieties of commuting matrices.
Ann. of Math. (2) 73 (1961), 324-348]. Although the analog of this property for
three commuting matrices is still an open problem, its version for a higher num-
ber of commuting matrices is not true in general. In the present paper, we give a
sufficient condition for this property to be satisfied, for any number of commuting
matrices, for any arbitrary field K. Such a result is derived from a discussion on the
structure of 2-step solvable Frobenius Lie algebras and a complete characterization
of their associated left symmetric algebra (LSA) structure.
Keywords: Maximal Abelian Subalgebra; MASA; Commuting matrices; commuting
triples, Gerstenhaber’s Theorem; Exact symplectic Lie algebra; Frobenius Lie algebra;
Left invariant affine connection; Left symmetric algebra.
1 Introduction
Let K be a field, considered here to have characteristic zero. In the K-vector space
M(n,K) of all n × n matrices with entries in K, we consider the following two alge-
braic structures: (1) the K-algebra structure given by the ordinary multiplication and
addition of matrices and (2) the Lie algebra structure corresponding to the Lie bracket
[, ] given by the commutator [M,N ] := MN − NM of matrices M,N ∈ M(n,K). We
will let Gl(n,K) stand for M(n,K) together with the latter Lie algebra structure. Let
{M1, . . . ,Mk} be a set of k pairwise commuting elements ofM(n,K). On the one hand,
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we consider the commutative associative K-subalgebra K[M1, . . . ,Mk] ofM(n,K) made
of all matrices of the form pk(M1, . . . ,Mk), for all polynomials pk(X1, . . . , Xk) in k vari-
ables. On the other hand, we denote by B(M1, . . . ,Mk) the vector subspace ofM(n,K)
spanned by {M1, . . . ,Mk}. If theMi’s are linearly independent, it obviously simply reads
B(M1, . . . ,Mk) = KM1⊕· · ·⊕KMk, where KMi is the line of matrices of the form λMi,
with λ ∈ K. Of course, B(M1, . . . ,Mk) is an abelian Lie subalgebra of Gl(n,K), but
in general it is not a K-subalgebra of M(n,K), although it is a vector subspace of
K[M1, . . . ,Mk]. In [8], Gerstenhaber proved the following result, hereafter named the
Gerstenhaber’s theorem. If M and N are two commuting elements ofM(n,K), the vec-
tor space underlying K[M, N ] is of dimension at most n, when K is algebraically closed.
The version for four or a higher number of commuting matrices is not true in general, as
shown by Gerstenhaber himself in [8] using the following example. Let Eij be the square
matrix whose coefficients are all zero except the (i, j) entry which is equal to 1. One sees
that for n = 4, the system (E13, E14, E23, E24) generates a 5-dimensional K-algebra
with (IK4, E13, E14, E23, E24) as a basis, where IKn hereafter stands for the identity
matrix of order n. The analog of this property for three commuting matrices is still
an open problem. It has been proved true up to order n = 10, in [9, 10, 11, 13, 19]. In
[21], amongst other results, the authors supply cases where the analog of Gerstenhaber’s
theorem for three commuting matrices holds true. A comprehensive account of the state
of the art, up to the year 2011, can be found in [23].
In the present work, we supply a general sufficient condition for the k-matrix analog
of Gerstenhaber’s theorem to hold true, for any k ≥ 1. Note that in [8], Gerstenhaber
further showed that, ifM andN are two commuting elements ofM(n,K), then K[M, N ]
is always contained in an n-dimensional abelian Lie subalgebra of M(n,K). In general
the maximal dimension of a maximal abelian subalgebra (MASA, for short) ofM(n,K)
is [n
2
4
] + 1, as shown by I. Schur in [22] for any algebraically closed field K and further
generalized to any arbitrary field by N. Jacobson [14].
Our result can be summarized as follows.
Let {M1, . . . ,Mk} be a set of k pairwise commuting elements ofM(n,K). If one can
complete this set into a set {M1, . . . ,Mk,Mk+1, . . . ,Mn} of n linearly independent pair-
wise commuting matrices, such that the abelian subalgebra B(M1, . . . ,Mn) ofM(n,K),
has an open orbit in (Kn)∗ for the contragredient action corresponding to the ordinary
action of matrices on vectors of Kn, then dimK[M1, . . . ,Mk] ≤ n. In fact, under such
an assumption, any subset of p matrices satisty the Gerstenhaber’s theorem, for any
p = 1, . . . , n. Let us remind here that an action ρ of a Lie algebra G on a vector space,
say Kn, is naturally lifted into an action ρ∗ of G on the dual space (Kn)∗ of Kn, called
the corresponding contragredient action given by ρ∗(a)f = −f ◦ ρ(a), for any a ∈ G and
f ∈ (Kn)∗.
The proof of our result heavily relies on techniques akin to left invariant affine geom-
etry on Lie groups with a left invariant symplectic structure. It can be summarized as
follows. We embed B(M1, . . . ,Mn) in the Lie algebra of a 2-step solvable Lie group with
a left invariant exact symplectic structure and show that the induced left symmetric alge-
bra preserves B(M1, . . . ,Mn) and furthermore it coincides with the ordinary product of
matrices (up to a sign), hence implying the inclusion K[M1, . . . ,Mn] ⊂ B(M1, . . . ,Mn).
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To the best of our knowledge, this is the first example of an LSA induced by a symplectic
form that coincides (up to a sign) with the usual product of matrices.
The paper is organized as follows. Section 2, is devoted to some preliminaries and a
few notions. Section 3 discusses our extension of Gerstenhaber’s theorem and its proof.
In Section 4, we give a construction of all 2-step solvable Frobenius Lie algebras and
thereby a description of their algebraic structure. Finally, a complete characterization
of the corresponding left symmetric algebra structure is given in Section 5. The paper
ends by some concluding remarks in Section 6.
2 Preliminaries
Throughout this work, if F is a vector space, we will denote its (linear) dual by
F∗. The symmetric bilinear form 〈, 〉 stands for the duality pairing between vectors and
linear forms. More precisely, for any u ∈ F and f ∈ F∗, we define 〈u, f〉 as 〈u, f〉 := f(u).
Let B be a Lie subalgebra of Gl(n,K). We consider the action B × Kn → Kn,
(a, x) 7→ ρ(a)x := ax of B on Kn via the ordinary action of square matrices on vectors.
For any (a, f) ∈ B × (Kn)∗, let ρ∗(a)f be the element of the dual (Kn)∗ defined on
elements x of Kn by 〈ρ∗(a)f, x〉 := −〈f, ρ(a)(x)〉 = −f(ax). We recall that ρ∗ is called
the contragredient representation (or just action) of ρ.
Definition 2.1. We say that the orbit of α ∈ Kn, under the action ρ∗, is open if it is
equal to the whole (Kn)∗. That is (Kn)∗ = {ρ∗(a)α, a ∈ B}. We say that α has a trivial
isotropy if there is no nonzero a ∈ B satisfying ρ∗(a)α = 0.
A symplectic Lie algebra (also called a quasi Frobenius Lie algebra) is a Lie algebra
G together with a nondegenerate bilinear form ω, which is closed, that is,
ω([u, v], w) + ω([v, w], u) + ω([w, u], v) = 0, ∀u, v, w ∈ G. (1)
Exact symplectic (also termed Frobenius) structures are special examples of symplectic
structures on Lie algebras. They are given by the Chevalley-Eilenberg coboundary ω =
∂α of a linear form α ∈ G∗, for the adjoint action of G. More precisely, (G, ω) is a
Frobenius Lie algebra if there exists a linear form α ∈ G∗, also called a Frobenius
functional, such that the skew-symmetric bilinear form ω defined, for any u, v ∈ G, by
ω(u, v) = ∂α(u, v) = −〈α, [u, v]〉, (2)
is nondegenerate.
Recall that a left symmetric algebra (LSA) structure on a vector space F is a product
F× F→ F, (u, v) 7→ u ⋆ v such that the corresponding associator a(u, v, w) := (u ⋆ v) ⋆
w − u ⋆ (v ⋆ w) is left symmetric, that is, a(u, v, w) = a(v, u, w), ∀u, v, w ∈ F. Any
symplectic structure, say given by a symplectic form ω, on a Lie algebra G, induces an
LSA, denoted hereafter by ⋆, on G. It is defined, for any u, v ∈ G, by
ω(u ⋆ v, w) := −ω(v, [u, w]). (3)
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Moreover, the LSA ⋆ is compatible with the Lie bracket of G, which is equivalent to the
following equality: for any u, v ∈ G,
u ⋆ v − v ⋆ u = [u, v]. (4)
Consider the vector space isomorphism q : G → G∗, u 7→ q(u) := iuω = ω(u, ·). In
the case where ω = ∂α, the vector v0 ∈ G such that q(v0) = α is called the principal
element, corresponding to α.
Any Lie group G with Lie algebra G, has a left invariant symplectic form ω+ whose
value at the neutral element ε of G, is precisely ω. Here G is identified with the tangent
space to G at ε. The Lie group G is also endowed with a left invariant affine structure
induced by a left invariant locally flat torsion free connection ∇, defined on left invariant
vector fields u+, v+ as
∇u+v
+ := (u ⋆ v)+, where u+ε = u and v
+
ε = v (5)
and naturally extended to all smooth vector fields on G. See for example [6].
Definition 2.2. Recall that a Lie algebra G is said to be 2-step solvable if its derived
ideal [G,G], is Abelian, where [, ] stands for its Lie bracket. In other words, the equality
[[u, v], [u′, v′]] = 0 holds true for any u, v, u′, v′ in G.
3 A generalization of Gerstenhaber’s theorem
In the following, we prove the Gerstenhaber’s theorem for the general case of any set
{a1, . . . , ak} of k pairwise commuting n×n matrices, for any 1 ≤ k ≤ n. This is done un-
der the assumption that such a set can be completed into a set {a1, . . . , ak, ak+1, . . . , an}
of n linearly independent n × n matrices such that, under the canonical action of ma-
trices on vectors of Kn, the corresponding abelian Lie algebra has an open orbit in the
space (Kn)∗ of linear forms on Kn.
Theorem 3.1. Let S := {a1, . . . , an} be a set of n linearly independent mutually com-
muting n × n matrices with entries in a field K. Suppose that, as an n-dimensional
abelian Lie subalgebra of Gl(n,K), the vector space B(a1, . . . , an) over K generated by
a1, . . . , an, acts on (K
n)∗ with an open orbit, via the contragrediente action ρ∗ of the
canonical action ρ given by the ordinary multiplication ρ(a)x := ax of matrices a ∈ B
and vectors x ∈ Kn. For any integer p, with 1 ≤ p ≤ n and for any subset {ai1 , . . . , aip} of
p-elements of S, denote by K[ai1 , . . . , aip ] the commutative associative K−algebra of all
polynomials in ai1 , . . . , aip, with coefficients in K. Then we have dimK[ai1 , . . . , aip] ≤ n,
in particular dimK[a1, . . . , an] ≤ n.
Proof. Theorem 3.1 is a consequence of Theorem 4.1 and Theorem 5.1. Indeed, if S :=
{a1, . . . , an} is a set of n linearly independent mutually commuting n × n matrices
with entries in a field K of characteristic zero, we consider the vector subspace B =
B(M1, . . . ,Mn) := Ka1 ⊕ · · · ⊕ Kan of the M(n,K) and naturally endow it with the
structure of an abelian Lie algebra. First, using Theorem 4.1 we embed B as an Abelian
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Cartan subalgebra of a 2-step solvable Frobenius Lie algebra (G, ∂α). Then we use
Theorem 5.1 to show that the LSA ⋆ of (G, ∂α) preserves B. Better yet, we show
that the restriction of ⋆ to B ×B coincides with the usual product of matrices of B.
In particular, the product ab of any two matrices a, b ∈ B, lies again in B. That is
precisely equivalent to the equality
K[a1, . . . , an] = B, (6)
or, equivalently, for any p = 1, . . . , n and for every subset {ai1 , . . . , aip} of p-elements of
S, the vector space underlying the K-algebra K[ai1 , . . . , aip], is a vector subspace of B,
which implies the needed inequalities
dimK[ai1 , . . . , aip] ≤ dimB = n. (7)
Remark 3.1. The condition of Theorem 3.1 is not very restrictive. Indeed, Theorem
4.1 proves that every 2-step solvable Frobenius Lie algebra is obtained from a set of n
linearly independent commuting n×n matrices satisfying the condition of Theorem 3.1.
4 On the structure of 2-step solvable Frobenius Lie
algebras
For simplicity, if {a1, . . . , an} is a set of linearly independent pairwise commuting n×n
matrices, we denote by B the vector space B = B(M1, . . . ,Mn) := Ka1 ⊕ · · · ⊕ Kan
endowed with the abelian Lie algebra structure [ai, aj ] = 0, for any i, j = 1, . . . , n.
Theorem 4.1. (A) Let {a1, . . . , an} be a set of n linearly independent mutually com-
muting n × n matrices with entries in a field K. Suppose that, as an n-dimensional
abelian Lie subalgebra of Gl(n,K), the vector space B over K spanned by a1, . . . , an,
acts on (Kn)∗ with an open orbit, via the contragradiente action ρ∗ of the canonical
action ρ given by the ordinary multiplication ρ(a)x := ax of square matrices a ∈ B on
vectors x ∈ Kn. Consider the Lie algebra G obtained by performing the semidirect sum
G := B ⋉ρ K
n. That is, G is the vector space B ⊕ Kn endowed with the Lie bracket
defined, for every a, b ∈ B and x, y ∈ Kn, as [a, b] = [x, y] = 0, and [a, x] = ρ(a)x = ax.
Then G is a 2-step solvable Frobenius Lie algebra.
(B) Conversely, any 2-step solvable Frobenius Lie algebra is isomorphic to a Lie
algebra constructed as in (A).
Proof. (A) Consider the Lie algebra G := B ⋉ρ K
n, so that its underlying Lie bracket
reads, for every a, b ∈ B and x, y ∈ Kn, as [a, b] = [x, y] = 0, and [a, x] = ρ(a)x := ax.
By hypothesis, for the contragredient action ρ∗, there exists a linear form α ∈ (Kn)∗,
whose orbit is equal to the whole (Kn)∗. Hence, there exists a basis (a1, . . . , an) of B
such that
(
ρ∗(a1)α, . . . , ρ
∗(an)α
)
is a basis of (Kn)∗. Now extend α into the element
α˜ of the dual G∗ of G defined by α˜(a) = 0 for any a ∈ B and α˜(x) = α(x), for any
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x ∈ Kn. From now on, we simply write α instead of α˜. Let (a∗1, . . . , a
∗
n) be the dual basis
of (a1, . . . , an), so that
(
a∗1, . . . , a
∗
n, ρ
∗(a1)α, . . . , ρ
∗(an)α
)
is a basis of G∗, where each
a∗i is regarded as the element of G
∗ whose restriction to Kn is identically equal to zero
and which coincides with a∗i on B. The Chevalley-Eilenberg coboundary ∂α, of α, is
given, for any a, b ∈ B and any x, y ∈ Kn, by
∂α(a, b) := −〈α, [a, b]〉 = 0, ∂α(x, y) := −〈α, [x, y]〉 = 0 (8)
and
∂α(a, x) := −〈α, [a, x]〉 = −
n∑
i=1
a∗i (a)〈α, [ai, x]〉
=
n∑
i=1
a∗i (a)〈ρ
∗(ai)α, x〉 =
( n∑
i=1
a∗i ∧ ρ
∗(ai)α
)
(a, x). (9)
Hence we get
∂α :=
n∑
i=1
a∗i ∧ ρ
∗(ai)α (10)
so that
(
∂α
)n
:= (−1)
(n−1)n
2 n! a∗1 ∧ · · · ∧ a
∗
n ∧ ρ
∗(a1)α ∧ · · · ∧ ρ
∗(an)α (11)
which is a volume form on G. Hence G is an exact symplectic (that is, a Frobenius) Lie
algebra. By construction, G is 2-step solvable.
(B) Conversely let G be a 2-step solvable Frobenius Lie algebra over a field K of
characteristic 0. As G must have a trivial center, then it splits as a direct sum of vector
subspaces G = B1 ⊕B2 where B2 is the derived ideal B2 := [G,G] of G and B1 is an
Abelian Cartan subalgebra. Set pi := dim(Bi), i = 1, 2. For a ∈ B1 let ρ(a) be the
restriction to B2 of the adjoint ad(a). As the center of G is trivial, ρ then defines a
faithful representation of B1 by linear transformations of B2. In this decomposition, the
Lie bracket of G reads
[a, b] = [x, y] = 0 and [a, x] = ρ(a)x, for any a, b ∈ B1 and any x, y ∈ B2. (12)
A linear form on G is closed if and only if its restriction to B2 is identically zero. Let ρ
∗
be the associated contragrediente action of B1 on B
∗
2 defined by ρ
∗(a)(α) := −α ◦ ρ(a),
for a ∈ B1 and α in B
∗
2. From the decomposition G = B1 ⊕B2, the dual space G
∗ of G
can be viewed as G∗ = Bo2⊕B
o
1, where B
o
i is the subspace consisting of all linear forms
on G, whose restriction to Bi is identically zero.
Suppose now that G is of even dimension m = 2n, with n ≥ 1 and suppose further
that η = α+α′ is a Frobenius functional on G, where α is inBo1 ≡ B
∗
2 and α
′ inBo2 ≡ B
∗
1.
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Then for any basis (a1, . . . , ap1) of B1 with dual basis (a
∗
1, . . . , a
∗
p1
), the expression of ∂η
reads
∂η = ∂α = −
p1∑
i=1
ρ∗(ai)(α) ∧ a
∗
i . (13)
If k is the dimension of the orbit of α under the action ρ∗, such a sum merely factorizes
into
∂η = ∂α =
p∑
i=1
αi ∧ βi, (14)
where p = inf(k, p1), the linear 1-forms αi and βi are respectively in B
o
1 and B
o
2. Due
to the property (αi ∧ βi)
2 = 0 for each i = 1, . . . , p, the 2(p + j)-form (∂η)p+j is iden-
tically zero, if j is greater than or equal to 1. But of course p is less than or equal to
inf(p1, p2), as k is less than or equal to p1. Thus as p1 + p2 = 2n, the non vanishing
condition on (∂η)n imposes that n = p = p1 = p2. Hence ρ(B1) is an n-dimensional
Abelian subalgebra of the Lie algebra Gl(n,K) of all linear transformations of B2 and
(ρ∗(a1)(α), ρ
∗(a2)(α), . . . , ρ
∗(an)(α)) is a basis of the orbit of α, for any basis (a1, . . . , an)
of B1. So the orbit of α under ρ
∗ is open.
We now write Kn = B2 = [G,G] so that G = B ⋉ρ K
n, where B := B1. Fixing a
basis on Kn, then ρ(B) can be seen as an n-dimensional abelian Lie algebra of n × n
matrices acting on Kn via the canonical action ρ of matrices on vectors, so that, for the
corresponding contragredient action, the orbit of α is open. Furthermore, the linear map
ψ : G = B⋉ρ K
n → ρ(B)⋉Kn, ψ(a, x) =
(
ρ(a), x
)
, (15)
is an isomorphism between the Lie algebras G and ρ(B)⋉Kn, where the Lie bracket in
the latter is the canonical one
[(
ρ(a), x
)
,
(
ρ(b), y
)]
=
(
ρ(a)ρ(b)− ρ(b)ρ(a), ρ(a)y − ρ(b)x
)
=
(
0, ρ(a)y − ρ(b)x
)
.(16)
This can indeed be seen from the equalities
ψ
([
(a, x), (b, y)
]
G
)
= ψ
(
0, ρ(a)y − ρ(b)x
)
=
(
0, ρ(a)y − ρ(b)x
)
,
[
ψ(a, x), ψ(b, y)
]
ψ(G)
=
[(
ρ(a), x
)
,
(
ρ(b), y
)]
ψ(G)
=
(
0, ρ(a)y − ρ(b)x
)
. (17)
Remark 4.1. Note that the equalities (8) mean that B and Kn are both lagrangian
abelian Lie subalgebras of G, for the exact symplectic form ω := ∂α.
Example 4.1. Consider the real 8-dimensional 2-step solvable Lie algebra G with a basis
(e1, e2, e3, e4, e5, e6, e7, e8) in which its Lie bracket is
[e1, e5] = e5, [e1, e6] = e6, [e2, e5] = e6, [e2, e6] = −e5,
[e3, e7] = e7, [e3, e8] = e8, [e4, e7] = e8, [e4, e8] = −e7,
The exact 2-form ∂(e∗5+e
∗
7) is a symplectic form on G, where ∂e
∗
5 = −e
∗
1∧e
∗
5+e
∗
2∧e
∗
6
and ∂e∗7 = −e
∗
3 ∧ e
∗
7 − e
∗
4 ∧ e
∗
8.
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Set R4 = [G,G] = span(e5, e6, e7, e8) and B := span(a1, a2, a3, a4) with
a1 := ade1 |R4 =


1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0

 , a2 := ade2|R4 =


0 −1 0 0
1 0 0 0
0 0 0 0
0 0 0 0


a3 := ade3|R4 =


0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 1

 , a4 := ade4|R4 =


0 0 0 0
0 0 0 0
0 0 0 −1
0 0 1 0

 . The form α :=
e∗5 + e
∗
7 has an open orbit for the action of the 4-dimensional Abelian Lie subalgebra B
of Gl(4,R).
5 On the left symmetric algebra induced by the
symplectic structure
Let G be a 2-step solvable Frobenius Lie algebra. By a convenient choice of a com-
plementary subspace B of the derived ideal Kn = [G,G] of G, we can always rewrite G as
the semi-direct sum B⋉Kn. From Theorem 4.1, we can chose B to be an n-dimensional
subspace of commuting n × n matrices. In this section, we completely characterize the
LSA (3) induced by exact symplectic forms in the case of 2-step solvable Frobenius Lie
algebras.
Theorem 5.1. Let (G = B⋉Kn, ∂α) be a 2-step solvable Frobenius Lie algebra, where
K
n is the derived ideal Kn = [G,G] and B a complementary subspace of Kn. Then, up
to a choice of the Frobenius functional α, the LSA ⋆ in (3) preserves B. In other words,
a ⋆ b ∈ B, for any a, b ∈ B. (18)
Furthermore when B is chosen to be an n-dimensional subspace of commuting n × n
matrices with entries in K, let us denote by ab the ordinary product of the matrices
a, b ∈ M(n,K) and by ax, the ordinary multiplication of the matrix a and the vector
x ∈ Kn. Then the LSA ⋆ in (3) is completely characterized, ∀a, b ∈ B, ∀x, y ∈ Kn, by
a ⋆ b = −ab, a ⋆ x = 0, x ⋆ y = 0, x ⋆ a = −ax. (19)
This means that the product ab of two matrices a and b of B, is again in B. The principal
element v0 coincides with −IKn, where IKn is the n× n identity matrix.
Proof. Set ω := ∂α. For any a, b ∈ B, we have ω(a ⋆ b, c) = −ω(b, [a, c]) = 0. Hence we
have
a ⋆ b ∈ B, for any a, b ∈ B. (20)
Indeed, if a ⋆ b were not an element of B, then there would exist some c0 ∈ B and
a nonzero y0 ∈ K
n such that a ⋆ b = c0 + y0. So for every c ∈ B, we would have
0 = ω(a ⋆ b, c) = ω(y0, c) and as K
n is isotropic (Remark 4.1), we would also have
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ω(y0, x) = 0 for every x ∈ K
n. That means that ω(y0, u) = 0 for every u ∈ G, which is in
contradiction with the fact that y0 is nonzero, given that ω is nondegenerate. Note that,
as B is abelian, Equation (4) implies that the restriction of ⋆ to B×B is commutative
a ⋆ b = b ⋆ a (21)
for any a, b ∈ B. Below, we now show that a ⋆ b actually coincides with the matrix
multiplication ab, up to a sign. In order to do so, we only need to prove that a ⋆ b
and −ab coincide when applied on vectors x ∈ Kn. Indeed, for any a, b, c ∈ B and any
x ∈ Kn, we have
ω(c, (a ⋆ b)x) = ω(c, [a ⋆ b, x]) = −ω((a ⋆ b) ⋆ c, x).
We apply here the commutativity (21) of ⋆ to get (a ⋆ b) ⋆ c = c ⋆ (a ⋆ b) = c ⋆ (b ⋆ a), so
that
ω(c, (a ⋆ b)x) = −ω(c ⋆ (b ⋆ a), x) = ω(b ⋆ a, [c, x]) = −ω(a, [b, [c, x]])
= 〈α, [a, [b, [c, x]]]〉. (22)
The last equality above comes from Equation (2), with u = a and v = [b, [c, x]]. Now the
Jacobi identity, coupled with the fact that B is abelian, give the property [a, [b, [c, x]]] =
[a, [c, [b, x]]] = [c, [a, [b, x]]], which we plug into the above equalities (22) to get
ω(c, (a ⋆ b)x) = 〈α, [c, [a, [b, x]]]〉 = −ω(c, [a, [b, x]])
= −ω(c, abx). (23)
On the other hand, as Kn is totally isotropic with respect to ω, we obviously have
ω(y, (a ⋆ b)x) = 0 = ω(y, abx), for any y ∈ Kn. (24)
Altogether, this is equivalent to the equality a ⋆ b = −ab = −ba, for any a, b ∈ B.
Now using the commutativity of B and again the fact that Kn is totally isotropic, we
get
ω(a ⋆ x, c) := −ω(x, [a, c])) = 0, ω(a ⋆ x, y) := −ω(x, ay) = 0, (25)
which imply the equality a ⋆ x = 0, for any a ∈ B and any x ∈ Kn. In the same way,
ω(x ⋆ a, b) := −ω(a, [x, b])) = ω(a, [b, x])) = −ω(b ⋆ a, x) = −ω(a ⋆ b, x)
= ω(b, [a, x]) = −ω(ax, b) (26)
and
ω(x ⋆ a, y) := −ω(a, [x, y])) = 0 = −ω(ax, y), (27)
for any a, b ∈ B and any x, y ∈ Kn. This proves the equality x⋆a = −ax, for any a ∈ B
and any x ∈ Kn. It is also easy to see that x ⋆ y = 0, due to the equalities
ω(x ⋆ y, a) := ω(y, ax) = 0, and ω(x ⋆ y, z) = −ω(y, [x, z]) = 0. (28)
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The Frobenius functional α can be chosen in (Kn)∗, so that 〈α, a〉 = 0, for any a ∈ B.
Consider the vector space isomorphism q : G → G∗, u 7→ q(u) := iuω = ω(u, ·). Let v0
be the principal element, corresponding to α, that is, q(v0) = α. For every a ∈ B, we
have 0 = 〈α, a〉 = ω(v0, a). Hence, using the same reasoning as above, we conclude that
v0 ∈ B. (29)
It is well known that v0 is a right unit, in the general case, for the LSA ⋆ defined in
(3), induced on G by ω (see e.g.[3]). Now we are going to prove that, in the particular
case of 2-step solvable Frobenius at hand, v0 coincides with −IKn . Let x ∈ R
n. For any
a ∈ B, we have
ω(a, v0x) = −ω(v0 ⋆ a, x) = −ω(a ⋆ v0, x) = ω(v0, [a, x]) = 〈α, [a, x]〉 = −ω(a, x). (30)
Hence v0x = −x, for any x ∈ R
n and so v0 = −IRn .
Remark 5.1. Theorem 5.1 proves in particular that, for any a ∈ B and any integer
p, the matrix ap := aa . . . a is again an element of B, hence the ordinary exponential
of matrices preserves B, more precisely exp(ta) ∈ B, ∀a ∈ B, ∀t ∈ K. Let us also
remind that a Frobenius Lie algebra cannot be unimodular [3].
6 Some concluding remarks
In this work, we have proposed a condition under which Gerstenhaber’s Theorem is
valid any number of commuting matrices. In particular, under such a condition, Gersten-
haber’s Theorem is valid for a set of 3 commuting matrices. One of the main interesting
questions would be the following: do all sets of 3 commuting matrices satisfy the con-
dition of Theorem 3.1. This question is directly related with the 3-matrix analog of
Gerstenhaber’s Theorem. In Theorem 4.1, we have supplied a construction of all 2-step
solvable Frobenius Lie algebra. This also gives the structure of such Lie algebras. A fur-
ther subsequent study would be concerned with their classification and an exploration
of the geometry of the corresponding Lie groups. We have also given a complete char-
acterization of the corresponding LSA. To the best of our knowledge, these are the first
examples of LSAs induced by a symplectic form that coincides with the usual product
of matrices, up to a sign.
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