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ABSTRACT
Eleven coupled climate–carbon cycle models used a common protocol to study the coupling between
climate change and the carbon cycle. The models were forced by historical emissions and the Intergovern-
mental Panel on Climate Change (IPCC) Special Report on Emissions Scenarios (SRES) A2 anthropogenic
emissions of CO2 for the 1850–2100 time period. For each model, two simulations were performed in order
to isolate the impact of climate change on the land and ocean carbon cycle, and therefore the climate
feedback on the atmospheric CO2 concentration growth rate. There was unanimous agreement among the
models that future climate change will reduce the efficiency of the earth system to absorb the anthropogenic
carbon perturbation. A larger fraction of anthropogenic CO2 will stay airborne if climate change is ac-
counted for. By the end of the twenty-first century, this additional CO2 varied between 20 and 200 ppm for
the two extreme models, the majority of the models lying between 50 and 100 ppm. The higher CO2 levels
led to an additional climate warming ranging between 0.1° and 1.5°C.
All models simulated a negative sensitivity for both the land and the ocean carbon cycle to future climate.
However, there was still a large uncertainty on the magnitude of these sensitivities. Eight models attributed
most of the changes to the land, while three attributed it to the ocean. Also, a majority of the models located
the reduction of land carbon uptake in the Tropics. However, the attribution of the land sensitivity to
changes in net primary productivity versus changes in respiration is still subject to debate; no consensus
emerged among the models.
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JCLI38001. Introduction
Atmospheric CO2 concentration is one of the most
important factors likely to determine the climate of the
twenty-first century (Houghton et al. 2001). In project-
ing the future climate changes, the majority of experi-
ments with comprehensive ocean–atmosphere general
circulation models (OAGCMs) still use prescribed CO2
concentration scenarios, derived using relatively simple
offline carbon cycle models. Although these carbon
cycle models may account for the carbon cycle response
to climate change (e.g., the Bern model in Prentice et
al. 2001), this approach is still not fully consistent. First,
the carbon cycle models use a prescribed climate
change pattern to calculate the carbon fluxes and the
atmospheric CO2 for a given emission scenario; then
the resulting atmospheric CO2 trajectory is used to
drive OAGCMs in order to calculate a climate change.
There is no guarantee that the resulting climatology of
the climate change from the OAGCM is similar in am-
plitude and spatial pattern to the one applied to the
offline carbon cycle model. The resulting climate pro-
jections inevitably suffer from inconsistencies between
the comprehensive physical climate models and the car-
bon models. The atmosphere–land and atmosphere–
ocean fluxes of CO2 are known to be sensitive to cli-
mate. For example, the growth rate of atmospheric CO2
varies with the El Niño–Southern Oscillation (e.g.,
Bousquet et al. 2000), and is also believed to have been
affected by the climate perturbation arising from the
Pinatubo volcanic eruption (Jones and Cox 2001; Lucht
et al. 2002).
In the context of future climate change, offline car-
bon cycle simulations have been extensively performed
(e.g., Prentice et al. 2001). For example, Cramer el al.
(2001), compared the response of six dynamic global
vegetation models when forced by a future climate sce-
nario projected by the Hadley Centre Coupled Model
version 2 (HadCM2) model and a prescribed CO2
trend. Simulations including climate change showed a
reduced terrestrial carbon sink in all models as a result
of the impacts of climate change on net ecosystem pro-
ductivity (NEP) of tropical and Southern Hemisphere
ecosystems. Two recent studies by Berthelot et al.
(2005) and Ito (2005) each used one terrestrial carbon
cycle model forced by several future climate scenarios
taken from different OAGCMs. Again, both studies
showed, regardless of the climate model used, a reduc-
tion of carbon uptake with climate change. Similarly,
ocean studies have been performed with imposed at-
mospheric CO2 trajectories. Projected changes in sea
surface temperature and oceanic circulation lead to a
reduction of carbon uptake (e.g., Sarmiento et al. 1998;
Chuck et al. 2005).
Since an increase in CO2 leads to climatic change,
and climatic change in turn affects the CO2 concentra-
tion, the climate, atmospheric CO2, and the carbon
cycle form a feedback loop. The first two OAGCM
climate projections to include an interactive carbon
cycle showed that the climate–carbon cycle feedback is
positive (i.e., amplifying externally induced perturba-
tion) mostly due to the negative impacts of climate
change on land carbon storage (Cox et al. 2000;
Friedlingstein et al. 2001; Dufresne et al. 2002). But the
magnitude of the feedback varied markedly between
the results from the Hadley Centre and L’Institut
Pierre-Simon Laplace (IPSL) models (Friedlingstein et
al. 2003). In the context of the Coupled Climate–Car-
bon Cycle Model Intercomparison Project (C
4MIP;
Fung et al. 2000; Cox et al. 2002), seven coupled
OAGCMs and four models of intermediate complexity
performed coupled climate–carbon cycle simulations
over the historical period and the twenty-first century
(Table 1). All models used observed anthropogenic fos-
sil fuel emissions for the historical period (Marland et
al. 2005) and the Intergovernmental Panel on Climate
Change (IPCC) Special Report on Emissions Scenarios
(SRES) A2 emission scenario for the 2000–2100 period.
Most models included land-use-associated CO2 emis-
sions provided by Houghton and Hackler (2002) for the
historical and by the Integrated Model to Assess the
Global Environment (IMAGE)-integrated model for
the twenty-first century (Leemans et al. 1998). How-
ever, none of the models prescribed actual land-cover
changes as boundary conditions of the vegetation
model. Changes in physical and biogeochemical prop-
erties of the vegetation following land-cover changes
were hence neglected in this study. Land-use-associated
emissions are seen here as an external forcing. Each
modeling group carried out at least two simulations,
one “coupled” simulation in which climate change af-
fects the carbon cycle, and one “uncoupled” simulation
in which CO2 is treated as a nonradiatively active gas
(so that the carbon cycle experiences no CO2-induced
climate change). The difference between these two runs
defines the effect of climate on carbon cycle and hence
on atmospheric CO2 that is fundamental for the cli-
mate–carbon feedback.
2. Model description
The 11 C
4MIP models are briefly described here.
Table 1 summarizes the main characteristics of the
models.
HadCM3LC couples the HadCM3 (Gordon et al.
2000) to an ocean and a terrestrial carbon cycle model.
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Ocean
carbon
References
HadCM3LC
HADCM3
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
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°
,
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°
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°
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L20
flux
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MOSES/TRIFFID
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HadOCC
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°
)
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°
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°

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ORCA2,
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°

2
°
,
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flux
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Not
here
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Marti
et
al.
(2005)
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et
al.
(2005)
Aumont
et
al.
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CSM-1
CCM3
T31,
L18
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3.6
o
lon
0.8
–
1.8
o
lat
LSM,
CASA
No
OCMIP-biotic
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et
al.
(2006);
Fung
et
al.
(2005)
MPI
ECHAM5,
T63,
L31
MPI-OM,
1.5
o
,
L40,
no
flux
adjustment
JSBACH
No
HAMOCC5
Raddatz
et
al.
(2005,
unpublished
manuscript)
LLNL
CCM3,
2.8
°

2.8
°
,
L18
POP
0.6
o

0.6
o
,
L40
IBIS,
flux
adjustment
Yes
OCMIP
Thompson
et
al.
(2004)
FRCGC
CCSR/NIES/FRCGC
T42(2.8
°

2.8
°
),
L20
COCO
No
flux
adjustment,
(0.5
°–
1.4
°
)

1.4
°
,
L20
Sim-CYCLE
No
NPZD
UMD
QTCM
5.6
°

3.7
°
Slab
mixed
layer,
5.6
°

3.7
°
VEGAS
Yes
Three-box
model
Zeng
et
al.
(2004)
UVic-2.7
EMBM
1.8
°

3.6
°
Mom
2.2,
1.8
°

3.6
°
,
L19,
no
flux
adjustment
MOSES/TRIFFID
Yes
OCMIP
Abiotic
Meissner
et
al.
(2003)
Matthews
et
al.
(2005a)
CLIMBER2-LPJ
2.5-D,
10
°

51
°
statistical-dynamical
Zonally
averaged,
2.5
°
lat,
3
basins
LPJ
Yes
NPZD
Brovkin
et
al.
(2004)
Sitch
et
al.
(2005)
BERN-CC
EBM
2.5
°

3.75
°
HILDA
box-diffusion
model
LPJ
Yes
Perturbation
approach
Joos
et
al.
(2001)
Gerber
et
al.
(2003)
15 JULY 2006 FRIEDLINGSTEIN ET AL. 3339Both atmosphere and ocean components use a horizon-
tal resolution of 2.5° latitude  3.75° longitude, and the
model requires the use of flux adjustments (Johns et al.
1997). The dynamic global vegetation model, Top-
Down Representation of Interactive Foliage and Flora
including Dynamics (TRIFFID; Cox 2001), coupled to
the land surface scheme, Met Office Surface Exchange
Scheme (MOSES; Cox et al. 1999), simulates the car-
bon uptake of, and competition between, five func-
tional types: broadleaf tree, needleleaf tree, C3 grass,
C4 grass, and shrubs. Stomatal conductance and pho-
tosynthesis are calculated via a coupled leaf-level
model, with leaf area index estimated from a percent-
age of the whole-plant carbon balance. Net primary
productivity (NPP) is the difference between the simu-
lated photosynthesis and dark respiration, with photo-
synthesis coupled to transpiration (Collatz et al. 1991,
1992). NPP increases with CO2 and also responds to
temperature, photosynthetically active radiation (PAR),
humidity, and soil moisture stress (Cox 2001). Organic
matter in the single soil carbon pool decomposes at a
rate determined by soil temperature (with Q10  2)
and soil moisture (with maximal decomposition at an
optimal soil moisture; McGuire et al. 1992). The Had-
ley Centre ocean carbon cycle model (HadOCC;
Palmer and Totterdell 2001) contains a four-component
nutrient–phytoplankton–zooplankton–detritus (NPZD)
ecosystem model that simulates the effects of light pen-
etration, alkalinity, and (nitrate) nutrient availability on
the biological carbon uptake.
The IPSL–CM2C is based on the IPSL–CM2 physical
ocean–atmosphere GCM (Khodri et al. 2001). The at-
mospheric model has a resolution of about 400  400
km at 50°N. The ocean model spatial resolution over
high latitude reaches a maximum size of 4° by 3°. The
terrestrial carbon model [Scheme for Large-Scale At-
mosphere Vegetation Exchange (SLAVE); Friedling-
stein et al. 1995] calculates NPP following a light use
efficiency formulation (Field et al. 1995) that is a func-
tion of temperature and water stress. NPP increases
with CO2 under a Michaelis–Menten beta factor for-
mulation. The models is composed of two litter pools, a
fast and a slow soil carbon pool, following the rational
of the CENTURY model (Parton et al. 1993). Organic
matter decomposition is controlled by temperature us-
ing a Q10 formulation and by soil moisture stress. The
ocean carbon model is HAMOCC3 (Maier-Reimer
1993; Aumont et al. 1999). This model computes the
fluxes resulting from the biological activity rather than
describing this biological activity itself. Export produc-
tion is assumed proportional to the local phosphate
concentration but is modulated by light, temperature,
mixed-layer depth, and abundance of nutrients. Or-
ganic matter and calcareous tests instantaneously sink
below the euphotic zone according to prescribed verti-
cal profiles.
The IPSL–CM4–LOOP model couples the latest ver-
sion of the IPSL ocean–atmosphere GCM (Marti et al.
2005) used for the IPCC AR4 simulations (Dufresne
et al. 2005) to the land carbon cycle model, Organiz-
ing Carbon and Hydrology in Dynamic Ecosystems
(ORCHIDEE; Krinner et al. 2005) and ocean carbon
cycle model, Pelagic Iteraction Scheme for Carbon and
Ecosystem Studies (PISCES; Aumont et al. 2003). The
Laboratoire de Météorologie Dynamique atmospheric
model (LMDZ-4) has a horizontal resolution of about
3°  3°, with 19 vertical levels (Hourdin et al. 2005).
The ORCALIM ocean and sea ice model has a resolu-
tion of 0.5°–2° with 31 vertical levels in the ocean
(Madec et al. 1998). No flux correction is applied.
ORCHIDEE is a global vegetation model that calcu-
lates the energy and hydrology budgets, carbon assimi-
lation, allocation, and decomposition for 13 plant func-
tional types (PFTs). It uses the Farquhar et al. (1980)
and Collatz et al. (1992) C3 and C4 photosynthesis
model and the Ball et al. (1986) and Collatz et al. (1991,
1992) formulations for stomatal conductance. Alloca-
tion between eight living carbon pools is based on
Friedlingstein et al. (1999). The model accounts for four
litter pools and three (fast, slow, and passive) soil car-
bon pools. Organic matter decomposition is dependent
on soil moisture and soil temperature using a Q10 de-
pendence, where Q10  2. PISCES is a global ocean
carbon model that includes a simple marine ecosystem
model, with four plankton functional groups (nanophy-
toplankton, diatoms, microzooplankton, and me-
soplankton). Nutrient colimitation of phytoplankton
growth is a function of N, P, Si, and Fe. The iron cycle
is explicitly modeled including input from atmospheric
dust and coastal sediments. In the water column, sink-
ing of particulate carbon is explicitly considered using a
simple two-size-class model for the particulate organic
carbon.
The Climate System Model version 1 (CSM-1; Doney
et al. 2006) is based on the National Center for Atmo-
spheric Research (NCAR) CSM1.4, which consists of
three-dimensional ocean and atmosphere GCMs, a
land biogeophysics package, and a sea ice component
(Boville and Gent 1998; Boville et al. 2001). The hori-
zontal resolution of the atmosphere and land models is
T31 (3.75°). The atmosphere has 10 levels in the tro-
posphere and 8 levels in the stratosphere. The ocean
and sea ice modules have a horizontal resolution of
0.8°–1.8° in latitude and 3.6° in longitude. The ocean
has 25 vertical levels. The physical model does not use
flux correction. The land component of CSM1.4,
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6.3 m. Each model grid box contains fractional cover-
age by up to 3 PFTs from a total of 13 PFTs (including
bare ground). The terrestrial carbon model, Carnegie–
Ames–Stanford approach (CASA; Randerson et al.
1997) takes carbon assimilation, or gross primary pro-
ductivity (GPP), each 20-min time step for each PFT
from the Land Surface Model (LSM). GPP is climate
dependent and increases with CO2 through limiting as-
similation via the Rubisco enzyme as a function of in-
ternal leaf CO2 concentration. CASA consists of up to
three live vegetation pools and nine soil pools, with the
rates of carbon transfer among them being climate de-
pendent (Dickinson et al. 1998; Friedlingstein et al.
1999). Organic matter decomposition is dependent on
soil moisture and soil temperature using a Q10 depen-
dence, where Q10  2. Additionally, the carbon cycle is
coupled to the water cycle via transpiration, and to the
energy cycle via dynamic leaf phenology (and hence
albedo). The ocean carbon model is a modified version
of the Ocean Carbon-Cycle Model Intercomparison
Project version 2 (OCMIP-2) biogeochemistry model
(Najjar et al. 1992; Doney et al. 2003). As in the
OCMIP-2 model, biota are not explicitly modeled.
However, new/export production depends on light,
temperature, phosphate, and iron concentrations. The
iron cycle includes atmospheric dust deposition/iron
dissolution, biological uptake, vertical particle trans-
port, and scavenging.
The Max Planck Institute for Meteorology (MPI)
model is based on a coupled ocean–atmosphere GCM
as described in Jungclaus et al. (2006). It consists of the
atmosphere model ECHAM5 (Roeckner et al. 2003)
with a spectral resolution of T63 (1.875°  1.875°)
and 31 vertical levels as well as the MPI ocean model
(MPI-OM) with an average horizontal grid spacing of
1.5° and 40 vertical levels (Marsland et al. 2003). No
flux adjustment is applied to the physical part of the
model. Terrestrial carbon is treated by the modular
land surface scheme Joint Scheme for Biosphere At-
mosphere Coupling in Hamburg (JSBACH), which is
based on the biosphere model Biosphere Energy Trans-
fer and Hydrology scheme (BETHY; Knorr 2000). It
includes a photosynthesis scheme following Collatz et
al. (1992) for C4 and Farquhar et al. (1980) for C3 plants
comprising a strong dependence of productivity on at-
mospheric CO2 concentration. Additionally stomatal
conductance is sensitive to the CO2 concentration of
the ambient air. Soil carbon is partioned in a pool with
a short (1 yr) and one with a long (100 yr) turnover
time. Heterotrophic respiration increases linearly with
soil moisture and exponentially with soil temperature
(Q10  1.5). The carbon cycle within the ocean is simu-
lated by the biogeochemistry model Hamburg Ocean
Carbon Cycle Model (HAMOCC5; Wetzel et al. 2005),
which includes phyto- and zooplankton dynamics de-
pending on temperature, solar radiation, and turbu-
lence. Nutrients (phosphate, nitrogen, and iron) and
the sedimentation of organic carbon are considered.
The physical ocean–atmosphere model of the
Lawrence Livermore National Laboratory (LLNL) cli-
mate–carbon is the NCAR Department of Energy
(DOE) Parallel Climate Transitional Model (PCTM;
Washington et al. 2000; Meehl et al. 2004), which is a
version of the NCAR CCM 3.2 model (Kiehl et al.
1996) coupled to the LANL Parallel Ocean Program
(POP) ocean model (Maltrud et al. 1998). It does not
use flux correction. The terrestrial biosphere model is
the Integrated Biosphere Simulator (IBIS) version 2
(Foley et al. 1996; Kucharik et al. 2000) and the ocean
biogeochemistry model is based on the OCMIP biotic
protocols (Najjar and Orr 1999). The horizontal reso-
lution of the land and atmosphere models is approxi-
mately 2.8° latitude and 2.8° longitude. The ocean
model has a horizontal resolution of (2/3)°. The atmo-
sphere and ocean models have 18 and 40 levels in the
vertical, respectively. The physical climate model
PCTM does not use flux correction. However, there is
a precipitation, correction over the land in order to
have a realistic vegetation distribution as discussed in
Govindasamy et al. (2005). IBIS uses the Farquhar et
al. (1980) and Collatz et al. (1992) photosynthesis
model and the Ball et al. (1986) and Collatz et al. (1991,
1992) formulations for stomatal conductance. The an-
nual carbon balance of vegetation is used to predict
changes in the leaf area index and biomass for each of
12 plant functional types, which compete for light and
water using different ecological strategies. IBIS also
simulates carbon cycling through litter and soil organic
matter. Microbial activity is dependent on an Arrhenius
function of soil temperatures (Lloyd and Taylor 1994)
and water-filled pore space. The nitrogen cycle and
other nutrient limitations are not represented in IBIS.
The ocean biogeochemistry model predicts air–sea CO2
fluxes, biogenic export of organic matter and calcium
carbonate, and distributions of dissolved inorganic car-
bon, phosphate, oxygen, alkalinity, and dissolved or-
ganic matter. The export formulation for biogenic ma-
terials is based on that of Maier-Reimer (1993).
The Frontier Research Center for Global Change
(FRCGC) model uses the coupled atmosphere–ocean
Model for Interdisciplinary Research on Climate
(MIROC), in which the Center for Climate System Re-
search–National Institute for Environmental Studies
(CCSR–NIES) FRCGC atmospheric GCM is coupled
to the CCRS Ocean Component Model (COCO)
15 JULY 2006 FRIEDLINGSTEIN ET AL. 3341OGCM (Hasumi and Emori 2004). The atmospheric
resolution is 2.8°  2.8°, with 20 vertical levels, while
the ocean resolution is 0.5°–1.4° latitude and 1.4° lon-
gitude with 44 vertical layers including a bottom bound-
ary layer. Flux adjustment is not adopted for coupling.
The terrestrial carbon cycle model, Simulation Model
of Carbon Cycle in Land Ecosystems (Sim-CYCLE)
(Ito and Oikawa 2002), estimates gross primary produc-
tivity (GPP) by scaling up a couple of physiological
processes (e.g., stomatal conductance and quantum
yield) from the single-leaf level to canopy level, on the
basis of the dry-matter production theory established
by Monsi and Saeki (1953, 2005). GPP increases with
CO2 concentration mainly due to enhanced quantum
efficiency and light-saturated photosynthetic rate. Soil
organic carbon is divided into two components: a labile
and a stable part. Their decomposing rates are calcu-
lated by an Arrhenius-type function of soil temperature
(Lloyd and Taylor 1994) and an optimal function of soil
moisture including depression under dry and water-
logged conditions. The ocean carbon cycle model is the
four-compartment ecosystem model by Oschlies (2001)
with the carbonate system formulation recommended
by OCMIP. The ecosystem model describes time evo-
lution of nitrate, phytoplankton, zooplankton, and de-
tritus. Phytoplankton growth depends on light, tem-
perature, and nitrate concentration. Detritus sinks out
of the surface layer with a speed of 5 m/d above 200-m
depth, below which the vertical profile of sinking flux is
prescribed by the Martin et al. (1987) curve.
The University of Maryland (UMD) Coupled Atmo-
sphere–Biosphere–Ocean (CABO) model is an earth
system model with simplified physical climate compo-
nents including the global version of the atmospheric
model quasi-equilibrium tropical circulation (QTCM)
model (Neelin and Zeng 2000; Zeng et al. 2000), the
simple-land model (Zeng et al. 2000), and a slab mixed
layer ocean model with Q-flux to represent the effects
of ocean dynamics (Hansen et al. 1984). The mixed
layer ocean depth is the annual mean derived from
Levitus et al. (2000). All models were run at 5.6°  3.7°
horizontal resolution, limited by the resolution of the
atmospheric model. The terrestrial carbon model Veg-
etation–Global–Atmosphere–Soil (VEGAS; Zeng
2003; Zeng et al. 2004, 2005) is a dynamic vegetation
model with full soil carbon dynamics. Competition
among four plant functional types is determined by cli-
matic constraints and resource allocation strategy such
as temperature tolerance and height-dependent shad-
ing. Phenology is simulated dynamically as the balance
between growth and respiration/turnover. There are
three soil carbon pools: fast, intermediate, and slow.
The two lower soil pools have weaker temperature de-
pendence of decomposition due to physical protection
underground (Q10 value of 2.2 for the fast pool, 1.35 for
the intermediate pool, and 1.1 for the slow pool). The
fast soil pool uses surface air temperature while the
other two uses soil temperature. A three-box ocean
carbon model including surface ocean, deep ocean, and
sediment component, with parameter values fitted to
the Hamburg Ocean Carbon Cycle Model (HAMOCC;
Heinze and Maier-Reimer 1999), was coupled to the
terrestrial model through a fully mixed atmosphere. No
ocean biology is included in the model.
The University of Victoria (UVic) Earth System Cli-
mate Model (ESCM) consists of a vertically integrated,
energy–moisture balance, atmospheric model, coupled
to the Modular Ocean Model version 2 (MOM2) ocean
general circulation model and a dynamic–thermo-
dynamic sea ice model (Weaver et al. 2001). The hori-
zontal resolution is 1.8°  3.6° and the ocean model has
19 vertical levels. The terrestrial carbon model is a
modified version of the MOSES2 land surface model
and the TRIFFID dynamic vegetation model (Meissner
et al. 2003; Matthews et al. 2004, 2005a). MOSES2 cal-
culates carbon fluxes for soil and five PFTs. Net pri-
mary production is a function of CO2, light, soil mois-
ture, temperature, nutrients, and autotrophic respira-
tion. Photosynthesis is calculated using a leaf-level
model for C3 and C4 plants. Aggregated carbon fluxes
are passed to TRIFFID, which updates the fraction of
each PFT based on Lotka–Volterra competition equa-
tions. Carbon is passed to the soil through litterfall and
vegetation mortality. Soil carbon is in a single pool and
decomposition is controlled by soil temperature and
water stress using a Q10 formulation (Q10  2.).
Only inorganic ocean carbon is included, based on the
OCMIP abiotic protocol. The ice-sheet and ocean biol-
ogy models are not used. Isopycnal mixing and flux
corrected transport were used in the ocean model and
the sea ice model is a simple, single layer, thermody-
namic version, with elastic–viscous–plastic dynamics.
Water, energy, and carbon are conserved with no flux
adjustments.
CLIMBER2-Lund–Potsdam–Jena (LPJ) is a coupled
climate–carbon cycle model (Sitch et al. 2005).
CLIMBER-2 (Petoukhov et al. 2000) comprises a 2.5-
dimensional dynamical–statistical atmosphere model
with a coarse spatial resolution of 10° latitude and 51°
longitude, a three-basin, zonally averaged ocean model,
a sea ice model with latitudinal resolution of 2.5°. The
LPJ dynamic global vegetation model (Sitch et al. 2003)
incorporates a coupled photosynthesis–water balance
scheme, plant resource competition, population dynam-
ics, fire disturbance, and soil biogeochemistry. The de-
composition model includes above- and below-ground
3342 JOURNAL OF CLIMATE V OLUME 19litter pools as well as intermediate and slow soil organic
matter pools. Decomposition is soil temperature and
moisture dependent; temperature dependence follows
the modified Q10 approach. In coupled simulations,
LPJ is run on a 0.5° spatial resolution and is driven by
monthly anomalies of surface air temperature, precipi-
tation, and cloudiness, computed in CLIMBER-2 and
added to the background climate patterns from the Cli-
mate Research Unit (CRU) climate dataset (New et al.
1999, 2000). The oceanic carbon cycle includes standard
inorganic biogeochemistry (Brovkin et al. 2002) and the
marine biota NPZD model by Six and Maier-Reimer
(1996) with PO4 as the limiting nutrient.
The climate module of the Bern Carbon Cycle-
Climate (Bern CC) model (Joos et al. 2001) is an
impulse response–empirical orthogonal function
(IRF–EOF) substitute driven by radiative forcing. An
IRF for surface-to-deep mixing of heat characterize the
adjustment time of the climate system to changes in
radiative forcing, whereas EOFs describe the spatial
patterns of perturbations in surface temperature, pre-
cipitation, and cloud cover on a grid of 2.5°  3.75°. The
equilibrium climate sensitivity is set here to 2.5°C. The
terrestrial carbon model [the LPJ Dynamic Global
Vegetation Model (DGVM); Sitch et al. 2003] simu-
lates photosynthesis, respiration, fire, and the growth
and competition of nine PFTs. Photosynthesis is based
on a simplified Farquhar scheme, with leaf-level opti-
mized nitrogen allocation and an empirical convective
boundary layer parameterization to couple the carbon
and water cycle. For each PFT, carbon is stored in four
vegetation and three litter pools. Two soil organic mat-
ter pools receive input from all litter pools on each grid
cell. Decomposition of soil and litter organic carbon is
dependent on soil temperature by a modified Arrhe-
nius relationship and on soil moisture. The High Lati-
tude Exchange/Interior Diffusion–Advection Model
(HILDA) box-diffusion type ocean model (Joos et al.
1996) simulates surface-to-deep exchange of carbon
and heat, taking into account the effect of warming on
carbon chemistry. Marine biological processes and po-
tential circulation changes are not modeled.
3. Results
a. Simulated atmospheric CO2
In the coupled simulations, atmospheric CO2 concen-
tration ranges between 730 ppm for LLNL and 1020
ppm for HadCM3LC by 2100 (Fig. 1a). Apart from
UMD and CSM-1, all models simulate historical CO2
close to that observed. The atmospheric CO2 concen-
trations in the CSM-1 simulation during the twentieth
century are low because of the simulation neglected
historical land-use emissions, but would reach the ob-
served value if the modeled airborne fraction was used
to scale the emissions. UMD atmospheric CO2 is too
high because it has a relatively weak CO2 fertilization
effect. The partitioning between contemporary land
versus oceanic uptake is generally in good agreement
with atmospheric-based estimates (Prentice et al. 2001;
LeQuéré et al. 2003). However UMD, HadCM3LC,
CSM-1, and FRCGC simulate lower than the observed
land uptakes for the 1980s and 1990s, whereas LLNL
simulates a larger value than the observation derived
land uptake estimates. Some care is required, however,
interpreting these findings because terrestrial carbon
uptake in the models is driven primarily by CO2 fertil-
ization while many data-based studies (e.g., Schimel et
al. 2001) highlight other mechanisms such as recovery
from past land-use change. Also, historical carbon flux
anomalies such as the one following the Mount Pi-
natubo eruption are not represented in these coupled
models.
Differences in the behavior of the different coupled
models regarding the simulated atmospheric CO2
growth rate become important around 2025. When
comparing the coupled and uncoupled simulated atmo-
spheric CO2, all models show a larger CO2 in the
coupled simulation (Fig. 1b). That is to say, all models
have a positive climate–carbon cycle feedback. This
confirms the initial findings of Cox et al. (2000) and
Friedlingstein et al. (2001). However, the additional
CO2 concentration induced by this feedback ranges be-
tween 20 ppm for CSM-1 and 200 ppm for HadCM3LC.
Six of the 11 models have a CO2 concentration differ-
ence ranging between 50 and 100 ppm. There is no sys-
tematic difference between the behaviors of OAGCMs
and EMICs.
b. Carbon budget changes
As noted above for the model results for the histori-
cal period, the coupled models exhibit large differences
in the land and ocean partitioning of carbon fluxes in
the twenty-first century. The 2100 land net CO2 flux
ranges between an uptake of 11GtC yr
1 for LLNL to
a source of 6GtC yr
1 for HadCM3LC (Fig. 1c). The
range of the ocean carbon fluxes is much smaller. The
lowest uptake is simulated by LLNL and reaches 3.8
GtC yr
1 by 2100; the largest is simulated by UMD and
reaches 10 GtC yr
1 (Fig. 1e). There is some compen-
sation between land and ocean fluxes through the at-
mospheric CO2. For example, LLNL has the largest
land uptake and the lowest ocean uptake; UMD has the
largest ocean uptake and the second lowest land up-
take. We note that only two models (HadCM3LC and
15 JULY 2006 FRIEDLINGSTEIN ET AL. 3343UMD) simulate a sink/source transition for the land
carbon flux. The source arising in the UMD simulation
is mainly due to the fact that this model already simu-
lates a very weak land carbon uptake in the uncoupled
simulation (uptake of 0.3 GtC yr
1 for the 1990s and 1
GtC yr
1 by 2100). These two models are also the ones
that simulate the larger atmospheric CO2 concentration
by 2100, as the land is a source of CO2 at that time. This
FIG. 1. (a) Atmospheric CO2 for the coupled simulations (ppm) as simulated by the HadCM3LC (solid black),
IPSL-CM2C (solid red), IPSL-CM4-LOOP (solid yellow), CSM-1 (solid green), MPI (solid dark blue), LLNL
(solid light blue), FRCGC (solid purple), UMD (dash black), UVic-2.7 (dash red), CLIMBER (dash green), and
BERN-CC (dash blue). (b) Atmospheric CO2 difference between the coupled and uncoupled simulations (ppm).
(c) Land carbon fluxes for the coupled runs (GtC yr
1). (d) Differences between coupled and uncoupled land
carbon fluxes (GtC yr
1). (e), (f) Same as (c), (d), respectively, for the ocean carbon fluxes.
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Fig 1 live 4/Cshows that the ocean compensation is limited within
these time scales.
The difference between the coupled and uncoupled
land and ocean carbon fluxes is shown in Figs. 1d,f,
respectively. All models produce a negative anomaly
for the atmosphere–land fluxes, although this anomaly
is weak for CSM-1 and IPSL-CM4-LOOP. The differ-
ence between the atmosphere–land fluxes of the
coupled and uncoupled runs ranges between less than
1GtC yr
1 (CSM-1) and more than 10GtC yr
1 (for
HadCM3LC) by 2100. The range of the changes in
ocean uptake is much lower than on the land side. It
ranges between a reduction of 2GtC yr
1 (UMD) to an
increase of about 1GtC yr
1 in HadCM3LC. The in-
crease in ocean uptake is mainly due to the land–ocean
compensation mentioned above. This is the ocean re-
sponse to the additional atmospheric CO2 resulting
from the terrestrial carbon release, as shown before by
Dufresne et al. (2002). Indeed, all models show nega-
tive sensitivity of ocean uptake to climate change alone
(see section 4).
Table 2 shows the fraction of the cumulative anthro-
pogenic CO2 emissions that reside in each reservoir at
the end of the simulation, 2100, for both the coupled
and uncoupled simulations from each model. For all
models, the airborne fraction of the coupled simulation
is always larger than the one of the uncoupled simula-
tion, as a result of the reduction in land carbon uptake.
4. Feedback analysis
The effect of climate-induced changes in carbon bud-
get on the rate of increase of atmospheric CO2 can be
quantified by
CA
c  11  g CA
u, 1
where CA
c is the change in atmospheric CO2 in the
coupled run, CA
u is the corresponding change in CO2
in the uncoupled run, and g is the gain of the climate–
carbon feedback as defined for climate system feed-
backs (Hansen et al. 1984). To isolate the key influen-
tial components, the model experiments are compared
in terms of the response of the land and ocean carbon
uptake to climate and CO2 (Friedlingstein et al. 2003).
One can define the change in land and ocean carbon
storage as
CL
c  LCA
c  LT
c, 2
CO
c  OCA
c  OT
c, 3
where CL
c and CO
c are the change in land and ocean
carbon storage (in GtC) in the coupled simulation aris-
ing from an increase in atmospheric CO2 concentration
of CA
c (ppm) and a temperature increase of T
c (K).
Here 	L (	O) is the land (ocean) carbon sensitivity to
atmospheric CO2, and 
L (
O) is the land (ocean) car-
bon sensitivity to climate change.
Similarly, one can define the same storage changes
for the uncoupled simulation as
CL
u  LCA
u, 4
CO
u  OCA
u. 5
The effect of changing CO2 on global mean tempera-
ture can be approximated as
T
c  CA
c , 6
where  is the linear transient climate sensitivity to CO2
in K ppm
1. Equations (1), (2), (3), and (6) can be
manipulated to yield an expression for the gain in terms
TABLE 2. Simulated air, land, and ocean-borne fractions in 2100
of the cumulative anthropogenic CO2 emissions over the entire
period of the coupled (and uncoupled) model runs.
Airborne
fraction
Land-borne
fraction
Ocean-borne
fraction
HadCM3LC 0.71 (0.49) 0.05 (0.31) 0.24 (0.20)
IPSL-CM2C 0.47 (0.40) 0.22 (0.30) 0.32 (0.30)
IPSL-CM4-LOOP 0.50 (0.48) 0.27 (0.28) 0.23 (0.24)
CSM1 0.53 (0.52) 0.25 (0.26) 0.21 (0.22)
MPI 0.53 (0.45) 0.22 (0.30) 0.24 (0.24)
LLNL 0.42 (0.38) 0.45 (0.50) 0.15 (0.16)
FRCGC 0.62 (0.49) 0.14 (0.27) 0.27 (0.28)
UMD 0.66 (0.56) 0.01 (0.06) 0.36 (0.40)
UVic-2.7 0.60 (0.48) 0.18 (0.28) 0.23 (0.25)
CLIMBER 0.57 (0.51) 0.22 (0.27) 0.20 (0.21)
BERN-CC 0.48 (0.42) 0.26 (0.32) 0.26 (0.26)
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bon cycle (Friedlingstein et al. 2003):
g  L  O1  L  O. 7
Note that the gain of the carbon cycle is larger for
higher effective climate sensitivities (Friedlingstein et
al. 2003; Jones et al. 2003a; Govindasamy et al. 2005;
Matthews et al. 2005a,b) and for more negative values
of 
L and 
O. Conversely, the climate–carbon cycle
feedback is weaker if ocean and land uptake respond
very positively to increasing CO2 (i.e., large 	L and 	O;
Friedlingstein et al. 2003). We understand that this
analysis neglects some of the nonlinear aspects of the
climate–carbon cycle feedback; however, it provides a
valuable starting point for characterizing the different
model responses. Also we use temperature change as a
proxy for climate change in this analysis, but the
changes in carbon fluxes we use here were simulated by
the coupled models and result obviously from changes
in the full climate system (hydrology, radiation, oceanic
circulation, etc.) Also, note that here we apply a tran-
sient feedback analysis, while equilibrium feedback val-
ues would be quite different from the transient ones.
a. Climate response to atmospheric CO2
The scope of this paper is not to analyze the climate
sensitivity of the different coupled models; this is being
done extensively elsewhere (e.g., Houghton et al. 2001;
Murphy et al. 2004; Petoukhov et al. 2005). Figure 2a
shows the transient temperature increase of the 11
C
4MIP coupled models as a function of atmospheric
CO2. The climate sensitivity  is defined here from Eq.
(6) as the ratio of global temperature change to atmo-
spheric CO2 change in the coupled simulation. CSM-1
has the lowest climate sensitivity (about1Ka tt h etime
of 2  CO2, i.e., 560 ppm); MPI, IPSL-CM4-LOOP, and
HadCM3LC have the highest climate sensitivity (2.5 K
at the time of 2  CO2). A factor of 2 in  will directly
translate into at least a factor of 2 in g, the climate–
carbon gain. This highlights the importance of reducing
the uncertainty in climate sensitivity.
b. Increase in land carbon uptake with atmospheric
CO2
Although the experimental evidence of CO2 fertiliza-
tion at the patch scale is equivocal (e.g., Nowak et al.
2004), most climate–carbon cycle models reproduce the
current land–carbon sink by this mechanism. Figure 2c
shows the change in land carbon storage from each of
the uncoupled C
4MIP runs against atmospheric CO2
concentration for uncoupled simulations (i.e., no cli-
mate feedback). There is a large variability amongst
models for the land response to CO2. At the time of 2
 CO2, the accumulated land uptake ranges from less
than 100 GtC (UMD) to almost 800 GtC (LLNL). The
derived values of 	L hence range from 0.2 (UMD) to
2.8 GtC ppm
1 (LLNL). However, 9 of the 11 models
occupy the range 0.9–1.6. It is clear from Eq. (7) that a
large 	L would reduce the magnitude of the carbon
cycle feedback. In a sensitivity experiments with the
LLNL model, in which the CO2-fertilization effect was
capped at current day, Thompson et al. (2004) showed
that the climate–carbon feedback almost doubles when
CO2 fertilization saturates by the year 2000.
This large range in carbon uptake sensitivity to at-
mospheric CO2 arises from the model NPP response to
CO2. UMD is the only model with a very low 	L and is
indeed the one having almost no sensitivity of NPP to
atmospheric CO2. By contrast, LLNL shows the largest
NPP response to CO2, with NPP increasing by 60% at
the time of 2  CO2. However, apart from these three
outliers, the majority of the models have a very similar
NPP sensitivity to CO2. We note that none of the mod-
els account for an explicit treatment of the nitrogen
cycle. The differences seen here are not due to inclu-
sion versus omission of nitrogen limitations.
c. Increase in ocean carbon uptake with
atmospheric CO2
The ocean will take up CO2 at a rate that depends on
the difference between the partial pressures of CO2 in
the atmosphere and the surface ocean. Model estimates
of uptake differ primarily because of differences in the
rate at which carbon is transported from the surface
ocean to depth by the ocean circulation (e.g., ther-
mocline ventilation, deep and intermediate water for-
mation). We estimate the ocean carbon model sensitiv-
ity to atmospheric CO2 increase (	O) from the un-
coupled simulations. At the time of 2  CO2, there is a
factor of 2 in the accumulated oceanic carbon uptake. It
ranges from about 250 GtC (HadCM3LC, LLNL, and
Climber) to 500 GtC (IPSL-CM2C; Fig. 2d). The coef-
ficient 	O (defined here as the slope of the line in Fig.
2d by 2100) ranges from 0.8 to 1.6 GtC ppm
1.
d. Dependence of land carbon storage on climate
Land carbon storage depends on the balance be-
tween the input of carbon as NPP, and the loss of car-
bon as heterotrophic respiration (Rh). Both of these
terms are strongly climate dependent. Plant productiv-
ity depends on water availability and ambient tempera-
ture. Changes in water availability depend critically
upon uncertain regional aspects of climate change pro-
jections and are therefore likely to be a dominant
source of uncertainty.
3346 JOURNAL OF CLIMATE V OLUME 19The specific rate of heterotrophic respiration (i.e.,
the respiration rate per unit respiring carbon) is typi-
cally assumed to increase with temperature, consistent
with a long history of laboratory and field measure-
ments, although there is an ongoing debate about the
extent of acclimation of Rh to higher temperatures
(Giardini and Ryan 2000; Luo et al. 2001; Knorr et al.
2005). The C
4MIP models utilize different representa-
FIG. 2. (a) Simulated surface temperature response to atmospheric CO2. (b) Time evolution of the climate–
carbon gain. (c) Sensitivity of land carbon storage to atmospheric CO2 (uncoupled runs). (d) Same as (c) for the
ocean. (e) Sensitivity of land carbon storage to climate (coupled runs). (f) Same as (e) for the ocean. Color code
is the same as in Fig. 1.
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Fig 2 live 4/Ctions of soil carbon turnover, ranging from single-pool
models (HadCM3LC) to nine-pool models (CSM-1).
However, all of the models assume an acceleration of
decay with temperature. This is often characterized
through the parameter Q10, the increase of the specific
respiration rate for every 10-K increase in surface (or
soil) temperature. Q10 is set to 2 for most models, how-
ever MPI has a Q10 of 1.5, and UMD has Q10 ranging
from 1.1 for the slow soil carbon pool to 2.2 for the fast
turnover soil carbon pool.
The overall sensitivity of land carbon storage to cli-
mate is quantified in terms of 
L. The difference in
carbon uptake between the coupled and the uncoupled
simulations is the combination of different climate, but
also different atmospheric CO2 [Eqs. (2) and (4)]. We
isolate the “climate alone” impact on land carbon up-
take as CL
clim  (CL
c  CL
u) – 	L (CA
c  CA
u),
where the first term is the change in land carbon uptake
between the coupled and uncoupled run [Eqs. (2) mi-
nus (4)], and the second term accounts for the differ-
ence in atmospheric CO2 between the coupled and the
uncoupled runs. The 
 factor for the land is then de-
fined as: 
L  CL
clim/T
c. Figure 2e shows CL
clim as a
function of T
c for each model. Although this change
in land carbon storage is negative for all models, it
ranges from less than 100 GtC (CSM-1 and IPSL-CM4-
LOOP) to about 800 GtC for a 4°C warming in the
HadCM3LC simulation (
L  –177 GtC K
1). How-
ever, seven of the eleven models lie in the range –40 to
–105 GtC K
1. The strong negative impact of climate
change on land carbon storage in the HadCM3LC
model is the primary reason for its large positive cli-
mate–carbon cycle feedback (Friedlingstein et al. 2003).
Also, this reduction of NEP with climate change occurs
at all latitudes for HadCM3LC, whereas other models
show compensation between NEP reduction in the
Tropics and NEP increase in the mid- or high latitudes.
A number of studies have considered this higher than
the average sensitivity of HadCM3LC, including the
marked drying under climate change in the Amazon
basin (Cox et al. 2004), the choice of Q10  2 for soil
respiration (Jones et al. 2003b), the use of a single-pool
soil carbon model (Jones et al. 2004), and the param-
eterization of plant respiration (Huntingford et al.
2004). In each case the characteristics of the Hadley
Centre model appear to encourage a larger 
L, but no
single assumption accounts completely for the large
sensitivity.
Since carbon uptake is the difference between NPP
and heterotrophic respiration, we separately analyze
the response of these two terms to climate. Similarly to
the correction for NEP described above, we correct the
changes in NPP in order to isolate the impact of climate
change. It is clear from Fig. 3b that there is no model
consensus on the global NPP response to climate
change. Two models (FRCGC and CLIMBER) simu-
late an increase in NPP, five models simulate very little
change (less than 10% of initial NPP), and four models
(MPI, UVic-2.7, IPSL-CM2C, and HadCM3LC) show
large decrease of NPP with climate (as large as 6 GtC
°C
1 for HadCM3LC). A recent sensitivity study by
Matthews et al. (2005b) using the UVic-2.7 model
found that the carbon cycle–climate feedback is indeed
highly sensitive to the response of NPP to climate
changes, suggesting that part of the range of feedbacks
among the models represented here can be attributed
to the range of NPP response to climate change.
It is important to point out that these are the global
sensitivities, and they may reflect a large variability at
the regional level that is hidden here. Indeed, there is a
fairly good agreement across the models in the high
latitudes where almost all models simulate a climate-
FIG. 3. (a) Simulated NPP sensitivity to atmospheric CO2 (uncoupled run). (b) Simulated NPP sensitivity to
climate (coupled run  uncoupled run). (c) Simulated soil carbon turnover time sensitivity to climate (coupled run
 uncoupled run). Color code is the same as in Fig. 1.
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tropical NPP and NEP shows more variability across
models, although the majority of the models simulate a
decrease of NPP and NEP in these regions. A possible
explanation is that high-latitude NPP is more tempera-
ture dependent (in terms of duration of snow cover and
growing season length) whereas tropical NPP may be
more moisture dependent and therefore have greater
spread both regionally and between models because the
hydrological cycle is more difficult to simulate. Also,
there is no clear difference in term of 
L between the
dynamic vegetation models and the static vegetation
models.
To analyze the respiration response to climate, we
first estimated the mean turnover time of dead carbon
(litter plus soil carbon pools, LS) in the models as the
ratio of total dead carbon to heterotrophic respiration.
The change in LS as a function of temperature between
the coupled and the uncoupled simulations is shown in
Fig. 3c. All but one model simulated a reduction of soil
carbon turnover time, that is to say an increase in spe-
cific respiration with climate. However, there is a large
discrepancy among the models. IPSL-CM2C shows no
sensitivity of global turnover time to climate, whereas
Climber, LLNL, and HadCM3LC show a large negative
impact of climate on LS (up to 1y r°C
1). The pe-
culiar response of IPSL-CM2C comes from the positive
sensitivity of turnover time to soil water content, which
coincidently counterbalances its negative sensitivity to
temperature.
e. Dependence of ocean carbon uptake on climate
Climate change can affect ocean carbon uptake by
influencing the transport of carbon to depth by both the
large-scale circulation (e.g., by slowing down the ther-
mohaline circulation) and the biological pump. In par-
ticular, increases in thermal and freshwater stratifica-
tion as the sea surface warms may suppress vertical
transport. As for the land, we calculate the climate im-
pact on ocean carbon uptake as CO
clim  (CO
c  CO
u )
– 	O (CA
c  CA
u); the 
 factor for the ocean is defined
as 
O  CO
clim / T
c. Figure 2f shows CO
clim as a func-
tion of the simulated temperature change (T
c) for all
models. Here there is a clear difference between the
EMICs behavior and the tridimensional OGCMs. The
EMICS tend to simulate a much larger negative 
O
than the OGCMS. Two of the EMICs employ zonally
averaged ocean models (CLIMBER, BERN) and one
uses only simple slab mixed layer ocean model with
specified present-day ocean heat transports (UMD).
These ocean components may not be adequate to cap-
ture the two-dimensional ocean carbon uptake field
and its climate sensitivity. The fourth EMIC (UVic-
2.7), on the other hand, incorporates a full OGCM but
has no representation of ocean biology, perhaps ex-
plaining some of the differences from the comprehen-
sive coupled OAGCMs. The coupled OAGCMs show a
greater degree of agreement for values of 
O (at the
exception of FRCGC). A 1°C global surface tempera-
ture warming leads to an ocean uptake reduction of
about 20 GtC. Note that this is a transient sensitivity,
while equilibrium sensitivity of atmospheric CO2 to
ocean temperature increase is much higher (see Archer
et al. 2004). Also, as for the land, we note the nonlin-
earity in the response, that is, a larger warming inducing
a larger sensitivity.
5. Discussion and conclusions
Table 3 summarizes the , 	, and 
 coefficients and
the climate–carbon cycle gain from each of the C
4MIP
models. All models have a positive gain factor, g, that is
TABLE 3. Carbon cycle gain, g, along with component sensitivities of climate to CO2 (), land and ocean carbon storage to CO2
(	L, 	O), and land and ocean carbon storage to climate (
L, 
O). Calculations are done for year 2100.
Models

(K ppm
1)
	L
(GtC ppm
1)
	O
(GtC ppm
1)

L
(GtC K
1)

O
(GtC K
1) Gain
HadCM3LC 0.0066 1.3 0.8 177 24 0.31
IPSL-CM2C 0.0065 1.6 1.6 98 30 0.15
IPSL-CM4-LOOP 0.0072 1.3 1.1 20 16 0.06
CSM-1 0.0038 1.1 0.9 23 17 0.04
MPI 0.0082 1.4 1.1 65 22 0.20
LLNL 0.0068 2.8 0.9 70 14 0.10
FRCGC 0.0059 1.2 1.2 112 46 0.21
UMD 0.0056 0.2 1.5 40 67 0.14
UVic-2.7 0.0063 1.2 1.1 98 43 0.20
CLIMBER 0.0053 1.1 0.9 57 22 0.10
BERN-CC 0.0046 1.6 1.3 105 39 0.13
Models avg 0.0061 1.35 1.13 79 30 0.15
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thropogenic CO2 emissions that remain airborne, pro-
ducing a positive feedback on climate change. For two
models (CSM-1 and IPSL-CM4-LOOP), however, this
gain is very small. We also note that the gain is not
constant in time (Fig. 2b). There is a clear tendency
across the models to show an increase in g with time.
This amplification of the gain has to be found in the
evolution of 
L, and 
O, both increasing with time. By
2100, the additional CO2 ranges between 20 and 200
ppm. By design, the C
4MIP simulations cannot directly
estimate the additional warming associated with this
higher CO2 level; the climate of the uncoupled simula-
tion being held at preindustrial CO2 level. However,
knowing , the models’ climate sensitivity from the
coupled simulations, we can estimate the warming that
would occur if the climate model was forced by the
atmospheric CO2 of the uncoupled simulation (assum-
ing the same climate sensitivity). The additional warm-
ing, due to the climate–carbon cycle feedback can
hence be estimated as
T
c  T
u  CA
c  CA
u.
This leads to an additional warming ranging between
0.1° and 1.5°C.
In summary, CO2 increase alone will tend to enhance
carbon storage by both the land and the ocean, whereas
climate change alone will tend to release land and
ocean carbon to the atmosphere. Together, ocean and
land still will act as a sink for anthropogenic carbon
during the whole twenty-first century, but the relative
importance of these removal mechanisms is reduced
because of carbon–climate feedbacks as the airborne
fraction of anthropogenic emission increases for all
coupled models relative to their uncoupled simulations
(Table 2). However, there is much less agreement on
the magnitude of these various effects. All but one
model (HadCM3LC) produce a positive climate–
carbon cycle gain in the range 0. to 0.2. Also, among the
nine models producing a gain larger than 0.1, all but
one (UMD) attribute this gain to the land (
L lower
than 
O).
To reduce the large uncertainties in climate–carbon
cycle projections, it is critically important that carbon
cycle models are more completely constrained by ob-
servational data (e.g., HadCM3LC simulations of the
twentieth-century land carbon cycle have been per-
formed, forced by observed SSTs; Jones and Warnier
2004). To do this the models need to be more complete
so that they are more obviously comparable to the real
world. In the case of the land carbon cycle, current
limitations include the lack of consistent modeling of
the effects of land-use change and regrowth (Sitch et al.
2005) and the neglect of carbon–nutrients interactions.
For the ocean carbon cycle, there is a need for more
complete treatments of ocean ecosystems (e.g., resolv-
ing more than one phytoplankton functional type), mi-
cronutrient limitation (e.g., Fe), and ocean acidification
impacts on the calcium carbonate cycle. The first gen-
eration C
4MIP runs may be helpful in prioritizing the
modeling and experimental work in each of these areas.
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