Abstract. In this paper we prove a Marcinkiewicz-type multiplier result for the spherical Fourier transform on products of rank one noncompact symmetric spaces.
Introduction
A celebrated result of L. Hörmander [Ho] states that if B is a bounded translation invariant Typical operators to which Hörmander's result applies are Calderón-Zygmund singular integral operators, e.g. Riesz transforms, and spectral multipliers of −∆ (the positive Laplacian on R n ) such as its purely imaginary powers (−∆) iu , for u in R. However, there are interesting operators to which Hörmander's theorem does not apply. A paradigmatic example is the multiplier associated to the double Hilbert transform in R 2 . Indeed, such multiplier is "singular" on the co-ordinate axes, whereas a multiplier satisfying Hörmander conditions may be "singular" only at the origin. Another interesting example is the multiplier m(ξ 1 , ξ 2 ) = ξ 1 2iu ξ 2 2iv in R n1 × R n2 , where u and v are real numbers, associated to the operator (−∆ 1 ) iu ⊗ (−∆ 2 ) iv , where ∆ 1 and ∆ 2 are the standard Laplacians on R n1 and R n2 , respectively. Of course, a straightforward argument shows that
.
Thus, though the multiplier m above does not fall under the scope of Hörmander's multiplier theorem on the product space R n1 × R n2 , the operator norms on the right hand side may be estimated by using Hörmander's theorem on each of the factor spaces R n1 and R n2 . However, this argument does not apply, for instance, to the slightly different multiplier m(ξ 1 , ξ 2 ) = |ξ 1 | 2 + |ξ 2 | 2 iu ξ 2 iv , which, fortunately, falls under the scope of the celebrated Marcinkiewicz multiplier theorem.
The problem of extending the classical Hörmander multiplier theorem to the setting of symmetric spaces of the noncompact type has been considered by various authors [CS, ST, AL, GMM, MV, A1, I1, I2] , and may be phrased as follows (we refer the reader to Section 2 and the references therein for all unexplained notation and terminology). Suppose that X = G/K is a symmetric space of the noncompact type. It is well known that if B is a G-invariant bounded linear operator on L 2 (X), then there exists a K-bi-invariant tempered distribution k B on G such that Bf = f * k B for all f in L 2 (X) (see [GV, Prop. 1.7.1 and Ch. 6 .1] for details). We call k B the kernel of B. We denote its spherical Fourier transform k B by m B and call it the spherical multiplier associated to B. Clearly k B is a bounded Weyl-invariant function on a * .
A well known result of J.L. Clerc and E.M. Stein [CS] states that if B is G-invariant bounded linear operator on L p (X) for some p in (1, ∞), then m B continues analytically to a bounded Weylinvariant function in a tube T p over a suitable polyhedron in C ℓ , where ℓ is the real rank of X. The best sufficient condition available in the literature in the case where X has real rank one is due to A.D. Ionescu [I1] , who proved that if p is in (1, ∞) \ {2}, m is a bounded Weyl-invariant holomorphic function in T p (in this case T p := {ζ ∈ C : Im ζ < δ(p) |ρ|}, where δ(p) = |2/p − 1| and ρ is half the sum of all positive roots with multiplicity) and satisfies the following inequalities
for j = 0, 1, . . . , N , with N large enough, then the associated multiplier operator is bounded on L p (X)
and, by interpolation with the trivial L 2 result, on L r (X) for all r such that 1/r − 1/2 ≤ 1/p − 1/2 .
Versions of this result in the higher rank case may be found in [MV, A1, I2] . In particular, they apply to the case where X = X 1 × X 2 , and X 1 and X 2 have real rank one. However, none of these results applies to the simple operator
, where L 1 and L 2 denote the LaplaceBeltrami operators on X 1 and X 2 , respectively, and u, v and t are non-zero real numbers. To the best of our knowledge, the problem of establishing Marcinkiewicz type multiplier theorems for the spherical Fourier transform on noncompact symmetric spaces has not been considered yet. The purpose of this paper is to fill this gap and prove the following. Theorem 1.1. Suppose that X 1 and X 2 are rank one symmetric spaces of the noncompact type of dimensions n 1 and n 2 , respectively. Suppose that p is in (1, ∞) \ {2}, N 1 > (n 1 + 3)/2, N 2 > (n 2 + 3)/2, and that B is a G-invariant operator such that the estimate holds for all j 1 ≤ N 1 and j 2 ≤ N 2 , uniformly in (λ 1 , λ 2 ) ∈ T
(1)
p . Then B extends to a bounded operator on L p (X 1 × X 2 ).
A comparison between the condition for m B in Theorem 1.1 and the condition considered in [I3, Theorem 4 .1] (restricted to the reduced case) may be found in Remark 4.2. We emphasize that the part of the kernel k B • exp (corresponding to operators B satisfying the assumptions of the theorem above) may be much more singular near the walls of the Weyl chamber than the kernels of operators satisfying Hörmander type conditions. In particular, Ionescu proved that the latter can be estimated using Herz's majorizing principle. In our case, we need a more sophisticated transference principle that takes into account the oscillations of the kernel.
Our result extends to reducible symmetric spaces of the form X 1 × · · · × X m , where m ≥ 3 and each of the factors is a rank one symmetric space of the noncompact type. The modifications of the proofs needed to cover this more general case are straightforward, though lengthy, and are omitted.
Our main result suggests that conditions of Marcinkiewicz type are worth considering in the setting of higher rank noncompact symmetric spaces. We shall come back to this problem in the near future.
Our paper is organized as follows. Section 2 contains some notation concerning symmetric spaces, and a few preliminary results concerning the spherical Fourier analysis on rank one symmetric spaces.
Section 3 contains some criteria for the boundedness of various convolution operators on L p that are frequently used in the sequel. This includes some consequences of a transference result for left invariant operators on semidirect products of groups [CMW] , which generalizes previous results of Ionescu [I1] . Section 4 contains the statement of our main result, Theorem 1.1, together with an outline of its proof. Here we introduce the splitting of the operator B as a sum of three operators B 0 , B 1 and B 2 . Sections 5, 6 and 7 contain all the details concerning the analysis of the operators B 0 , B 1 and B 2 , respectively.
We will use the "variable constant convention", and denote by C, possibly with sub-or superscripts, a constant that may vary from place to place and may depend on any factor quantified (implicitly or explicitly) before its occurrence, but not on factors quantified afterwards.
Background and preliminary results
2.1. Preliminaries on symmetric spaces. Suppose that G is a noncompact semisimple Lie groups with finite centre. Denote by K a maximal compact subgroup of G and consider the associated Riemannian symmetric space of the noncompact type X := G/K. We briefly summarize the main features of spherical harmonic analysis on X. The books of S. Helgason [H1, H2] and Gangolli and Varadarajan [GV] are basic references concerning the analysis on symmetric spaces.
Denote by θ a Cartan involution of the Lie algebra g of G, and write g = k⊕p for the corresponding Cartan decomposition. Let a be a maximal abelian subspace of p, and denote by a * its dual space, and by a * C the complexification of a * . Denote by Σ the set of (restricted) roots of (g, a); a choice for the set of positive roots is written Σ + , and a + denotes the corresponding Weyl chamber. The vector ρ denotes (1/2) α∈Σ + m α α, where m α is the multiplicity of α. We denote by Σ s the set of simple roots in Σ + , and by Σ + 0 the set of indivisible positive roots. Denote by W the Weyl group of (G, K), and by W the interior of the convex hull of the points {w · ρ : w ∈ W }. For each p in (1, ∞) \ {2}, we let δ(p) = |2/p − 1|, then we denote by W p the dilate of W by δ(p), and by T p the corresponding tube a * + iW p in a * C . The spherical Fourier transform of an integrable function g on G is the function Hg, defined by
∀λ ∈ a * C where ϕ λ denote the spherical functions on G. We shall write also g in place of Hg. Recall that Hg is Weyl-invariant. For "nice" K-bi-invariant functions g, the inversion formula is given by
where the Plancherel measure ν is given by dν(λ) = c(λ) −2 dλ, and c is the Harish-Chandra function. In the rank one case it is well known that there exists a constant C such that
where n denotes the dimension of X (see, for instance, [ST, Lemma 4 .2] and [I1, Appendix A]).
The spherical Fourier transform extends to K-bi-invariant tempered distributions on G (see, for instance, [GV, Ch. 6 .1]).
2.2.
Background on symmetric spaces of rank one. In this section we consider the case where X has real rank one, i.e. the algebra a is one dimensional. We denote by A the multiplicative group exp a, which is obviously isomorphic to the additive group of the vector space a. It is convenient to choose a particular isomorphism between A and a, which we now describe. Denote by α the unique simple positive root of the pair (g, a). Denote by H 0 the unique vector in a such that α(H 0 ) = 1, and normalize the Killing form of g so that H 0 2 = 1. Every vector in a is of the form tH 0 , with t in R, and every element of A is then of the form exp(tH 0 ). The Weyl chamber is a + := {tH 0 : t > 0}, and we set A + := exp(a + ) and A − := exp(−a + ). We shall often write a for exp(tH 0 ) and log a for tH 0 .
The root system is either of the form {−α, α} or of the form {−2α, −α, α, 2α}. We denote by m α and m 2α the multiplicities of α and 2α, respectively. Observe that m α + m 2α + 1 = n and m 2α = 0 in the case where 2α is not a root. Clearly 2ρ = (m α + 2m 2α ) α, and 2|ρ| = m α + 2m 2α . We consider the Lie algebras n := g α + g 2α and n := g −α + g −2α , where g β denotes the root space associated to the root β, and the corresponding connected and simply connected nilpotent Lie groups N and N, respectively. If a is in A and λ belongs to a * , we write a λ instead of e λ(log a) . Define
and note that δ(a) is of order (log a) n−1 when a is close to 1 and of order a 2ρ when a is large.
We recall the following integration formula in Cartan co-ordinates:
where the Haar measure on K is normalized so as to have total mass 1, da denotes the Lebesgue measure on A and c G is a constant depending on the group G.
2.2.1. Expansions of spherical functions. Near the origin the spherical function ϕ λ admits the following expansion [ST, Theorem 2.1] . There exists a positive real number r 0 such that if 0 < t ≤ r 0 and L is any positive integer
where (2.3)
, with J µ being the Bessel function of the first kind and order µ, and
At infinity, the celebrated Harish-Chandra expansion states that for a in A
where ω(λ, a) = ∞ ℓ=1 Γ ℓ (λ) a −2ℓα and there exist constants b α such that the coefficients Γ ℓ satisfy the following estimates [I1, Appendix A]
for ℓ ≥ 1 and 0 ≤ Im λ ≤ ρ. As a consequence Ionescu obtained also the bound
for all integers j = 0, 1, . . . whenever α(log a) ≥ 1/2 and 0 ≤ Im λ ≤ ρ.
Remark 2.1. Suppose that m is a Weyl-invariant function on a * . By (2.4), we may write
for every a in A + . Changing variables (−λ = λ ′ ) in the second integral above and using the Weyl invariance of m shows that the second integral is equal to the first. Therefore (2.6) 
Definition 2.2. Suppose that p is in (1, ∞) \ {2}, that N is a positive integer and that m is a bounded Weyl-invariant holomorphic function on the strip T p . We say that m satisfies Hörmander 
[resp. H ∞ (a * ; N )] is defined as the space of those functions m for which m H(a * ;N ) [resp. m H∞(a * ;N ) ] is finite.
Suppose that m is holomorphic in
is the restriction of m to a * + ivρ. The following observation is presumably known to the experts. Proof.
Denote by m δ(p) the uniform limit on a * \ (−δ, δ) of {m uj }, where {u j } is any sequence such that u j ↑ δ(p)ρ (it is straightforward to check that the limit does not depend on the particular sequence 
For m in H(T p ; N ), define the K-bi-invariant functions κ A , κ R , κ 1 , and κ ω on G by (2.8)
Note that, by (2.2) and (2.6),
Lemma 2.5. Suppose that N > (n + 3)/2 and that 1 < p < 2. Then there exists a constant C such that for every Weyl-invariant function m in H ∞ (a * ; N ) the following hold:
Proof. The proof is implicit in [ST, Sections 4 and 5] . In fact, the stronger assumption that m is in H ∞ (T p ; N ) is made therein. However, κ A and κ R are supported near the origin, and it is straightforward to check that the arguments in [ST] carry over to the case where m is in H ∞ (a * ; N ), because there is no need to shift the contour of integration to obtain local estimates.
⊔ ⊓
The group G also admits the Iwasawa decomposition G = NAK. The corresponding integration formula reads 
for every b ∈ A + and every v ∈ N. For further reference we remark that (2.9) implies that [vb] + ≥ b, v) . It is well known that for any q > 1 both P (v) q and
. This follows by an explicit computation starting from [H3, Theorem 6.1 (ii) ].
Now we outline the strategy of the main result in [I1] : the reader will find all the details therein. We warn the reader that our notation is different from that employed in [I1] . This change is motivated by the need of keeping the formulae as compact as possible, in view of the application of Ionescu's strategy to the product case.
We need the following notation. 
Recall that any function on X may be identified with a function on NA; in particular, κ 1 (vb) = κ 1 ([vb] + ). It will be clear from the context whether we think of κ 1 as a function on NA or as a
Notice that if m is bounded and rapidly decreasing at infinity, then the integral above is convergent.
Notice also that φ p may not be Weyl-invariant on A. We shall often use the following formulae for φ p , obtained from (2.10) by moving the contour of integration from a * to a * + iδ(p)ρ and to
where ρ p,ε(a) = δ(p) − ε/|log a| ρ. The following lemma is due to Ionescu [I1] . Our proof is slightly different from the original one.
Lemma 2.6. Suppose that m is in H(T p ; N ) and it is rapidly decreasing at infinity. Then
, and χ A + φ p and φ p are in Cv q (A) for all q in (1, ∞). The convolution norm of these kernels is controlled by C m H(Tp;N ) .
Proof. The pointwise estimates, which are versions on A of Calderón-Zygmund inequalities, follow from repeated integration by parts as in [I1, p. 114-115] .
According to the classical theory of singular integral operators, in order to conclude that φ p is in Cv p (A), one has to prove that φ p is in Cv 2 (A). This is implicit in [I1, p. 114-115] . We provide a different proof, which we shall generalize later to the reduced case. By (2.11), φ p (a) = 
Since the Mellin transform of
Mihlin-Hörmander theorem. It follows from [Co, Theorem 3.4 ] that Φ is a pointwise multiplier of Cv 2 (A), whence so is 1 − Φ. Thus, we may conclude that
Altogether, we have proved that φ p is in Cv q (A) for all q in (1, ∞). By integrating by parts N times in the integral in (2.10), we see that
Thus,
Also, it is convenient to defined the functions
The following result is contained in [I1] . However, our proof differs from the original one at some points, and the notation is also different. This will be useful in the treatment of the reduced case.
Lemma 2.7. Suppose that N > (n + 3)/2 and 1 < p < 2. Then there exists a constant C such that for every m in H(T p ; N ) the following hold:
, and τ p,3 is in L 1 (N; Cv p (A)), with norms controlled by C m H(Tp;N ) . Hence
Proof. We sketch the proof of the lemma; this will be useful in the reduced case. For all the details, see [I1] . Notice that (i) follows from the pointwise estimate
which holds for each small ε > 0, and from standard estimates of the spherical function ϕ iδ(p)ρ .
To prove (ii) we start from the definition of κ 1 (see (2.8)) and move the contour of integration from a * to a * + iδ(p)ρ. To prove the estimate of κ 1 , simply write κ 1 in Iwasawa co-ordinates, use (2.9) and the boundedness of φ p , which follows from the first estimate in Lemma 2.6.
Part (iii) follows from a clever argument involving the Abel transform. Recall that the Abel
Since the Abel transform of a K-bi-invariant function is a Weyl-invariant function on A, we may write
in the last integral above, and then change variables (
we obtain
We insert this estimate in the last integral above and obtain
b1 . Since 1 < p < 2, and −δ(p) = 1/p ′ − 1/p, the last integral is convergent, and the desired estimate follows. To prove that τ p,1 is in L 1 (N; L 1 (A)) it suffices to observe that φ p is bounded by Lemma 2.6,
We use the estimate for a∂ a φ p in Lemma 2.6 to obtain that the inner integral above is bounded by
We observe that, by (2.9),
By combining the estimates above we see that
the integrals on the right hand side are convergent, and the required estimate of τ p,2 follows.
Finally, we may use the fact χ A + φ p is in Cv p (A) (see Lemma 2.6) and apply directly Theorem 3.3, and show that τ p,3 is in L 1 (N; Cv p (A)), thereby concluding the proof of (iv).
As for the proof of (v), observe that
It is not hard to check that the steps above yield κ 1 Cvp(X) ≤ C m H(Tp;N ) . This and (i) then ensure
with the required control of the norm. ⊔ ⊓ 2.3. The case where X is reducible. In this paper we are interested in the particular case where
where G 1 and G 2 are noncompact semisimple Lie groups with finite centre and real rank one. Denote by K 1 and K 2 maximal compact subgroups of G 1 and G 2 , respectively, and consider the associated Riemannian symmetric spaces of the noncompact type X 1 = G 1 /K 1 and X 2 = G 2 /K 2 with dimensions n 1 and n 2 , respectively. Then X 1 × X 2 is a (reducible) symmetric space of noncompact type, which hereafter we shall denote by X; X may also be regarded as the
Recall the Iwasawa decompositions Lie algebra a of A is two-dimensional, and the root system is of type A 1 × A 1 . Thus, a + may be identified with the first quadrant of R 2 via the identification are the analogues for X 1 and X 2 of the vector H 0 defined in the rank one case. If a is in A and λ belongs to a * , we write a λ instead of e λ1(log a1) e λ2(log a2) . Set A + := exp (a + ), and notice
The Weyl group W of (G, K) is then generated by the reflections with respect to the co-ordinate axes in R 2 . The interior W of the convex hull of the points {w · ρ : w ∈ W } is an open rectangle in a * , with sides parallel to the axes. The vertex in a + of this rectangle is the vector ρ; its coordinates are (ρ 1 , ρ 2 ), where ρ 1 and ρ 2 are the half-sums of the positive roots with multiplicities of the pairs (g 1 , a 1 ) and (g 2 , a 2 ), respectively. The tube T p is then the product T
p denotes the convex hull of the orbits of ρ 1 under the Weyl group W 1 ; T (2) p is defined similarly.
Bounded spherical functions are then indexed by elements of
, where ϕ 1 λ1 and ϕ 2 λ2 are spherical functions on G 1 and G 2 , respectively. Also the HarishChandra function and the Plancherel measure on X are given by c = c 1 ⊗ c 2 and ν = ν 1 ⊗ ν 2 . Note that the density of the measure in Cartan co-ordinates is just δ = δ 1 ⊗ δ 2 , where δ 1 and δ 2 denote the corresponding densities on X 1 and X 2 , respectively. 
where {h j } and {g j } are sequences of functions in
The norm of f is then the infimum of (2.14) over all representation of f of the form (2.13). The information we shall need on A p (Γ) is contained in the following result.
Theorem 2.8. Suppose that Γ is a noncompact abelian Lie group and that 1 < p < ∞. The following hold:
where Γ 1 and Γ 2 are noncompact abelian groups, and
Part (i) is a well known result of Figà-Talamanca in the abelian case; (ii) was proved by Herz. We refer the reader to [Co] for the proof of (iv) and for references concerning (i)-(iii).
Boundedness results for convolution operators
In this section we group together various boundedness results for convolution operators which will be used in the proof of our main result. Let Γ be a locally compact group with left Haar measure dy, and modular function ∆ Γ . Convolution of f and k on Γ is defined by
Throughout the paper Cv p (Γ) will denote the space of bounded operators on L p (Γ) that commute with left translations (equivalently the space of right convolutors), equipped with the operator norm on L p (Γ). We recall the following basic convolution inequality [HR, Corollary 20.14 (ii) and (iv)]
Notice that (3.1) may be rewritten as
where ρ denotes the right Haar measure on Γ corresponding to the chosen left Haar measure. Consider now two locally compact groups Γ 1 and Γ 2 , with modular functions ∆ Γ1 and ∆ Γ2 , respectively.
We shall repeatedly use the following simple product variant of (3.1).
Lemma 3.1. The following hold:
Suppose further that Γ 1 and Γ 2 are noncompact semisimple Lie groups, K 1 and K 2 are maximal compact subgroups of Γ 1 and Γ 2 , and set K := K 1 × K 2 . The following hold:
Proof. First we prove (i). For a function f on Γ and
The inner integral is just the convolution on
and the first of the two inequality follows. The second inequality follows from the first and (3.1).
The proof of (ii) is very similar to that of (i), the only difference being that we use Herz's principe de majoration instead of (3.1) to bound the convolution on
Finally, (iii) follows from (ii) and the fact that the convolution of a K-right-invariant function
so we do not loose anything in the second inequality in (i) above.
3.1. Transference principle for semidirect products. In this subsection we consider a group Γ, which is the semidirect product of two unimodular subgroups N and H, with N ∩ H = {e}; here N is normal in Γ, and H acts on N by conjugation. Denote by dn and dh two Haar measures on N and H, respectively. Then dn dh is a right Haar measure on Γ. For each h in H and n in N , denote
It is straightforward to check that D(h) dn dh is a left Haar measure on Γ, which we denote by dg.
The following integral formulae hold
Note that the assumption N ∩ H = {e} implies that the extension of D to N H given by D(nh) := D(h) is well defined. Consistently with our previous notation, we denote by Cv p (Γ) and Cv p (H) the space of right convolutors on Γ and on H, respectively.
Suppose that S is a "nice" function on Γ. For each n in N we denote by S(n·) the restriction of S to nH, i.e. S(n·)(h) := S(nh) for all h in H. We define S(·h) similarly, but with the role of n and h interchanged. These definitions extend in a natural way to the case where S is a distribution on Γ.
Suppose that S is a distribution on Γ and assume that for (almost) each n in N the distribution
Then we say that S belong to the space L q (N ; Cv p (H)), and set
The following is a special case of a more general transference principle [CMW, Corollary 3.4] .
Theorem 3.3. Suppose that Γ, N and H are as above and that p is in (1, ∞). Then
We deduce an important consequence of Theorem 3.3, which we shall use to obtain bounds for the operator B 1 (see the decomposition (4.8) in the proof of Theorem 1.1). We consider the direct product G 1 × G 2 of two rank one semisimple Lie groups with finite centre, and a K-bi-invariant
We consider an Iwasawa decomposition N 1 A 1 K 1 of G 1 , and view the kernel κ as a function on the group N 1 A 1 × G 2 . We consider the right convolution operator on
Corollary 3.4. Suppose that p is in (1, ∞) and that κ is a K-bi-invariant function on G 1 × G 2 .
For each v 1 in N 1 , set κ v1 (a 1 , a 2 ) := κ(v 1 a 1 , a 2 ). The following hold:
Proof. First we prove (i). It is straightforward to check that N 1 × {e 2 } is normal in N 1 A 1 × G 2 , and that N 1 A 1 × G 2 may be viewed as the semidirect product of N 1 × {e 2 } and A 1 × G 2 , with A 1 × G 2 acting on N 1 × {e 2 } by conjugation. Hence (i) follows from Theorem 3.3 (with N 1 × {e 2 } in place of
Next we prove (ii). Recall that the transference result of Coifman and Weiss [CW, Theorem 8.7] holds for all unimodular groups that admit a "Cartan decomposition". We apply this result to the group A 1 × G 2 , which admits the Cartan decomposition
The required estimate follows. ⊔ ⊓
Statement of the main result
Hereafter X = X 1 × X 2 , where X 1 and X 2 are symmetric spaces of the noncompact type and real rank one. Our notation is consistent to that of Subsection 2.
space with respect to the operator norm k B Cvp(X) := B L p (X) . We need to consider four classes of multipliers, satisfying various Marcinkiewicz-Mihlin (MM in the sequel) type conditions. It is convenient to introduce the following notation: n 1 and n 2 denote the dimensions of X 1 and X 2 , and we set n := (n 1 , n 2 ). Given two multi-indices N = (N 1 , N 2 ) and J = (J 1 , J 2 ), the relation J ≤ N means that J 1 ≤ N 1 and J 2 ≤ N 2 . We denote by Θ
p and Θ
p the analogue on X 1 and X 2 of the Θ p function defined in (2.7) in the rank one case.
Definition 4.1. Suppose that N is a multi-index and that p is in (1, ∞) \ {2}. We define M(T p ; N )
[resp. M ∞ (T p ; N )] to be the space of all bounded Weyl-invariant holomorphic functions m on T p such that
2)] holds we say that m satisfies a MM condition of order N on the tube T p [resp. at infinity on the tube T p ].
Remark 4.2. Ionescu [I3, formula (4.1)] considered on a higher rank symmetric space an interesting condition, which, in the reduced case, may be written as follows
2 , and dist denotes the Euclidean distance in R 2 . Notice that if (λ 1 , λ 2 ) is in T p and it is away from 0 + iW p , then a function m for which m M(Tp;N ) is finite satisfies the estimates
whereas a function m for which m M(Tp;N ) ′ is finite satisfies
Clearly, if m satisfies (4.5), then it satisfies (4.4).
Now we compare conditions (4.1) and (4.3) when (λ 1 , λ 2 ) is in T p and it is close to 0 + iW p .
Assume first that (λ 1 , λ 2 ) belongs to 0 + iW p , i.e., Re
Notice that (4.1) is then equivalent to the condition
and (4.3) is equivalent to
Thus, in this case if m satisfies (4.1), then it satisfies (4.3), but not conversely.
Therefore , in this case if m satisfies (4.3), then it satisfies (4.1), but not conversely.
The last two observations allow us to conclude that for (λ 1 , λ 2 ) ∈ T p close to 0 + iW p the two conditions (4.1) and (4.3) are independent.
Definition 4.3. We define M(a * ; N ) [resp. M ∞ (a * ; N )] to be the space of all bounded functions m on a * for which
for all multi-indices J := (J 1 , J 2 ) ≤ N . We call (4.6) and (4.7) MM condition and MM condition at infinity, respectively. We recall the following corollary of the classical Marcinkiewicz multiplier theorem.
Our main result is Theorem 1.1, which we restate for the reader's convenience. We denote by 3 the two dimensional vector (3, 3). Recall that n = (n 1 , n 2 ).
Theorem. Suppose that N > (n + 3)/2 and that p is in
Remark 4.6. Let L j be the Laplace-Beltrami operator on X j , j = 1, 2. Using [Wr, Corollary 3.2] one may prove a Marcinkiewicz-type multiplier theorem on
. This result however is significantly weaker then Theorem 1.1. Indeed, in [Wr, Corollary 3.2] one requires m to be defined and bi-holomorphic on certain products of sectors (depending on p) in the right half-plane. On the other hand it is well known that the
is an ellipsoid in the right half plane (the p-ellipsoid being contained in the p-sector). Moreover, in order to conclude the L p (X) boundedness of m(L) by using Theorem 1.1, we would only require that m is bi-holomorphic on the product of the two p-ellipsoids, which is a significantly smaller set than the product of the two p-sectors.
Outline of the proof of Theorem 1.1. Since k B Cvp(X) = k B Cv p ′ (X) for all p in (1, ∞), we may assume that p is in (1, 2) in the rest of the proof. The strategy of the proof is to obtain estimates of the kernel k B of B via the inverse spherical Fourier transform. Since k B is K-bi-invariant, it suffices to estimate the restriction of k B to
. It is common practice to split up the analysis of k B into three parts: (i) the analysis near the origin; (ii) the analysis near the walls of the Weyl chamber, but away from the origin; (iii) the analysis at infinity, but away from the walls.
Recall that C was defined just after Proposition 2.4. We denote by Φ 1 the K 1 -bi-invariant function on G 1 defined by Φ 1 a 1 := C α 1 (log a 1 ) for every a 1 in A 1 , and define Φ 2 similarly on G 2 . We define the K-bi-invariant functions k B0 , k B1 and k B2 on G by (4.8)
and denote by B 0 , B 1 and B 2 the G-invariant operators with convolution kernels k B0 , k B1 and k B2 , respectively. Of course, B = B 0 + B 1 + B 2 . The operators B 0 , B 1 and B 2 will be analysed in Sections 5, 6 and 7, respectively. In order to ensure the convergence of various integrals appearing in the proof, we assume that m B is pre-multiplied by the factor h ε (λ 1 , λ 2 ) := e −ε(λ λ2 by using either the local or the Harish-Chandra asymptotic expansion of Subsection 2.2, according to whether the spherical functions are evaluated near the origin or away from the origin, and multiply these expansions out.
Analysis of k B0 . The support of k B0 is contained in a neighbourhood of the origin. Thus, only the values of a 1 and a 2 near 1 matter. By (2.2), applied to both ϕ
) by Proposition 5.1 (ii), and that κ R1R2 is in L 1 (X), by Proposition 5.1 (i). By Theorem 3.3 (i), κ A1R2 , κ R1A2 and κ R1R2 belong to Cv p (G), hence to Cv p (X) for these kernels are
Analysis of k B1 . The support of the kernel k B1 is contained in a neighbourhood of the walls of the Weyl chamber and has positive distance from the origin. Then either a 1 is large and a 2 is close to the identity, or conversely. We shall focus on the first case; the second case follows from the first by simply interchanging the roles of X 1 and X 2 . We apply the Harish-Chandra expansion (2.4) to ϕ
λ1 , the local expansion (2.2) to ϕ (2) λ2 , and obtain (4.10)
near the wall of the Weyl chamber that is annihilated by α 2 , where
. We have used Remark 2.1 twice to obtain the formulae above. We shall prove that κ ω1ϕ2 , κ 1R2 and κ 1A2 are in Cv p (X) in Proposition 6.2 (i)-(iii) below.
Analysis of k B2 . The support of the kernel k B2 is contained in a set where both a 1 and a 2 are large. We apply Harish-Chandra's expansion (2.4) to both ϕ λ2 , and use Remark 2.1 twice, and obtain that (4.11)
where
Here we have set m 1,1 := č
We shall prove that κ 1ω2 , κ ω11 , κ ω1ω2 and κ 11 belong to Cv p (X) in Proposition 7.4 below. ⊔ ⊓
Analysis of the operator B 0
In this section we prove that the kernel k B0 , defined in (4.8), is in Cv p (X). Recall the decomposition (4.9).
Proposition 5.1. There exists a constant C, independent of B, such that the following hold:
. A similar statement holds for κ R1A2 , with the roles of X 1 and X 2 interchanged.
Proof. The proof of (i) is a straightforward consequence of Lemma 2.5. Indeed,
whence, by Lemma 2.5 (ii) applied to X 1 ,
H∞(a * 1 ;N1)
Thus, we need to estimate
which, by Lemma 2.5 (ii) applied to X 2 , is dominated by
Therefore we have proved the pointwise bound
The required estimate follows by integrating both sides on A + 2 with respect to the measure δ 2 (a 2 ) da 2 . Next we prove the estimate of κ A1R2 in (ii). The proof of that of κ R1A2 is similar, and is omitted.
Recall that
We proceed much as in the proof of (i). By Lemma 2.5 (i), applied to X 1 , we see that
As in the proof of (i) this implies the pointwise bound
The required estimate follows by integrating both sides on A + 2 with respect to the measure δ 2 (a 2 ) da 2 .
⊔ ⊓ Next we analyse κ A1A2 . Recall that the support of κ A1A2 is a compact neighbourhood of the origin.
It is convenient to further decompose κ A1A2 via a partition of unity "on the Fourier transform side" as follows. Recall the function C, defined just above (2.8). Set Ψ 1 (λ 1 ) := C λ 1 (H 0 ) for every λ 1 in a * 1 , and define Ψ 2 similarly on a * 2 . We shall use the following smooth finite partition of unity on
Correspondingly, we may write
Note that each of the kernels on the right hand side is a K-bi-invariant function on G. The kernel κ 0,0 is given by the formula
where A(λ, a 1 , a 2 ) := A 1 (λ 1 , a 1 ) A 2 (λ 2 , a 2 ). The formulae for κ 1,0 , κ 0,1 and κ 1,1 are similar, but
and by O * 1 the differential operators
We define O 2 and O * 2 similarly on a * 2 .
Lemma 5.2. Suppose that m is in M ∞ (a * ; N ), and set M :
The following hold (i) the function M satisfies the estimate
for all multi-indices α = (α 1 , α 2 ) with α 1 and α 2 in {0, 1, 2}, and (j 1 , j 2 ) ≤ N − α;
(ii) if n 1 and n 2 are even, then there exists a constant C such that for all multi-indices α = (α 1 , α 2 ) with α 1 and α 2 in {0, 1}
(iii) if n 1 is even and n 2 is odd, then there exists a constant C such that for all multi-indices α = (α 1 , α 2 ) with α 1 and α 2 in {0, 1}
Proof. The proof of (i) is a straightforward consequence of an elementary induction argument and the estimate (2.1) for the Harish-Chandra function |c| −2 . We omit the details.
Next we prove (ii). By differentiating under the integral sign, we are led to estimate
which, by (i), is dominated by
Notice that
is uniformly bounded as long as v 1 is bounded, say when v 1 is in [−1, 1], and is majorized by
when |v 1 | ≥ 1. The second of these two integrals is clearly dominated by C 1 + |v 1 | α1 . To bound the first, we change variables (v 1 λ ′ 1 = λ ′′ 1 ) and are led to estimate
A similar estimate holds for
. Thus, the integral of (5.3) on [0, 1] 2 with respect to the measure dλ
is dominated by C m M∞(a * ;N )
(1 + |v 1 |) α1 (1 + |v 2 |) α2 , as required.
Finally, the proof of (iii) follows the lines of the proof of (ii). We omit the details. ⊔ ⊓ Proposition 5.3. There exists a constant C such that the following hold: N ) . A similar statement, with the roles of X 1 and X 2 interchanged, holds for κ 0,1 ;
Proof. First we prove (i). By using formula (2.3) and the estimates (2.1) for the Harish-Chandra c function we see that
From (5.2) we then deduce that
By integrating both sides in Cartan co-ordinates on G, and using the trivial estimate m B ∞ ≤ m B M∞(a * ;N ) , yields (i).
Next we prove (ii). At least formally, we may write
We show that there exists a constant C, independent of a 2 , such that, for j = 1, . . . , N 1 , 4
Indeed,
Clearly (1 − Ψ 1 ) m B (·, λ 2 ) satisfies a Mihlin-Hörmander condition of order N 1 > (n 1 + 3)/2 at infinity; hence there exists a constant C such that
This and the fact that A 2 is bounded yield the required estimate (5.4). Now, Lemma 2.5 (i) implies that
Integrating on A 2 with respect to the measure δ 2 (a 2 ) da 2 yields the required estimate.
We now prove (iii).
We shall distinguish three cases:
both n 1 and n 2 are odd, both n 1 and n 2 are even, n 1 and n 2 have different parities. We shall use repeatedly the fact that [L, formula 5.3.7, p. 103] ). Assume first that both n 1 and n 2 are odd. Then
This, the fact that J −1/2 (z) = 2 π cos z, and the chain rule yield
Integrating by parts we obtain
The functions w 1 and w 2 are the analogues on A 1 and A 2 of the function w defined, in the rank one case, below formula (2.3). Now, the function P (·, ·; ∂ λ1 , ∂ λ2 )M is Weyl-invariant; hence κ 1,1 may be rewritten as
We denote by K(a) the integral above. By Lemma 5.2 (i), the function P (·, ·; ∂ λ1 , ∂ λ2 )M satisfies a Marcinkiewicz condition of order (1, 1) on a * 1 × a * 2 . Hence K belongs to Cv p (A) by the classical Marcinkiewicz multiplier theorem. Since A p (A) is an algebra under pointwise multiplication and C ∞ c (A) is contained in A p (A) for all p in (1, ∞) (see Theorem 2.8 and, in particular, [Co, Theorem 3.4] for a proof of the last statement), the function Φ 1 (a 1 )Φ 2 (a 2 ) w 1 (a 1 )w 2 (a 2 ) K(a) is in Cv p (A), whence κ 1,1 is in Cv p (X), by the Coifman-Weiss transference result, as required.
Assume now that both n 1 and n 2 are even. Recall that
Changing variables, we see that
By arguing much as in the previous case, we may write
where η is as before, and P ′ (λ 1 , λ 2 ; ∂ λ1 , ∂ λ2 ) = O n1/2−1 λ1 * O n2/2−1 λ2 * . By using (5.5) and Fubini's theorem, the last integral tranforms to
By integration by parts the product of t 1 t 2 and the last integral may be written as a constant times
which, by a change of variables (v 1 λ
By Lemma 5.2 (ii) the function ∂ v1 ∂ v2 J satisfies a Marcinkiewicz condition of order (1, 1) on a * 1 × a * 2 , whence its inverse Mellin transform belongs to Cv p (A) for all p in (1, ∞). By arguing much as in the conclusion of the first part (iii), we see that κ 1,1 is in Cv p (X), as required.
Finally, assume that n 1 is even and n 2 is odd. Define
Integrating by parts, and mimicking the reasoning in (i) and (ii), we see that
A reasoning similar to that used in the proof of (i) and (ii) proves (iii). We omit the details.
Finally, (iv) follows from (i)-(iii) and the fact that κ A1A2 = κ 0,0 + κ 1,0 + κ 0,1 + κ 1,1 .
The proof of the proposition is complete. ⊔ ⊓
Analysis of the operator B 1
In this section we estimate k B1 (a) where a = (a 1 , a 2 ), a 1 is large and a 2 is close to the identity.
Thus, for such values of a 1 and a 2 we simply
here, with a slight abuse of notation we denote by c 1 the natural extension to a * of the HarishChandra c-function on a * 1 obtained by making it constant on sections. We define
and M ϕ2 := M A2 + M R2 . We also define (6.1)
For notational convenience, for each p in (1, 2) and ε > 0 (small) we set ρ
Inspired by the notation adopted in the proof of Lemma 2.7, we define
for every a ∈ A 1 × A + 2 . Changing the path of integration from a 1 to a 1 + iρ
, we obtain the useful formula
where ε(a 1 ) = ε/|log a 1 |. Observe that, trivially,
We interpret φ p 1A2 as a K 2 -bi-invariant function on N 1 A 1 × X 2 , and define the functions
for every v 1 ∈ N, b 1 ∈ A and x 2 ∈ X 2 . Hereafter, with a slight abuse of notation, χ A + 1
will also denote the function on
(b 1 ), and similarly for χ A − 1
. This notation is consistent with that adopted in Section 2 for rank one symmetric spaces.
Lemma 6.1. Suppose that N > (n + 3)/2 and 1 < p < 2. Then there exists a constant C such that for every m in M(T p ; N ) the following hold:
and a 2 in A + 2 , and
Proof. We prove (i). Recall formula (6.2) that we rewrite here for the reader's convenience
By moving the contour of integration from a 1 to a 1 + iδ(p)ρ 1 in the definition of L 1 , we see that
Thus, the first estimate in (i) will follow from (6.5)
To prove (6.5) we observe that, by Lemma 2.6 (with
for all a 1 ∈ A + 1 and j 2 ∈ {0, 1, · · · , N 2 }. It is straightforward to check that there exists a constant
(1 + |λ 2 |) j2 . By combining the last two estimates, we get (6.5), thereby concluding the proof of the first estimate in (i).
As to the second bound in (i), we start from formula (6.4). Then Lemma 2.5 (i) implies that
The required estimate will follow from
Suppose that j 2 ∈ {0, 1, . . . , N 2 }, and observe that
which follows by changing of the path of integration in the integral defining L 1 (see (6.1)) from a * 1
. Notice that the factor e ε|ρ1|sign a1 is constant on A − 1 and on A + 1 , hence its derivative on A 1 \ {0} vanishes. Therefore a 1 ∂ a1 ∂ j2 λ2 L 1 (a 1 , λ 2 ) is the sum of
and
The first of the two terms above is much easier to estimate than the second, and we leave it to the interested reader. We integrate by parts N 1 times, and obtain that the integral above may be written as
A straightforward calculation shows that the absolute value of the integrand is dominated by
Since the term (6.7) satisfies a similar estimate,
the bound (6.6) follows. This completes the proof of (i).
The first equality in (ii) is formula (6.3) above. For each v 1 in N 1 and b 1 in A 1 the function
, and
by assumption) implies the required estimate. We now prove (iii). Set
1 ) and the left hand side of the required estimate may be re-written as
By (ii), the right hand side can be majorized by
we have used the fact that 1/p ′ < 1/p (because 1 < p < 2) in the last inequality. This concludes the proof of (iii).
To prove (iv) we start from formula (6.4), and observe that Lemma 2.5 (i) implies the bound
where the second inequality follows from the mean value theorem. By (6.6), the last integral is dominated by
) + 2 for every v 1 ∈ N 1 and every
. By combining the estimates above, we obtain the required bound. ⊔ ⊓ Proposition 6.2. There exists a constant C such that the following hold:
Proof. First we prove (i). It is convenient to write the kernel κ ω1ϕ2 , which is defined below formula (4.10), as follows
. Thus, we are led to estimating ∂ j2 λ2 L ω1 (a 1 , λ 2 ) for j 2 ≤ N 2 . We move the contour of integration from a * 1
1 in the definition of L ω1 (see (6.1)), differentiate under the integral sign, and obtain that
We now use the estimate (2.12) obtained in the rank one case, and conclude that
. Now we multiply both sides by ϕ
iδ(p)ρ1 , integrate on A + 1 with respect to the measure δ(a 1 ) da 1 , use Lemma 3.1 (iii), and obtain that
Since the last integrand is ≍ a (ε−2/p)ρ1−2α1−2ρ1/p ′ +2ρ1 1 as a 1 tends to infinity, the last integral is convergent, provided that ε is small enough. The required conclusion follows directly from this.
Next we prove (ii). The kernel κ 1R2 is defined slightly below formula (4.10). Observe that
, by Lemmata 2.6 and 2.7 (iii)-(iv) (or see the proof of (v) in that lemma). In order to majorize the right hand side, we are led to estimating a 2 ) . By differentiating under the integral sign, we see that
Now, Lemma 2.5 (ii) implies the pointwise bound
Φ 2 (a 2 ) (log a 2 ) n2−1 , and we end up with the es-
Φ 2 (a 2 ) (log a 2 ) n2−1 We now multiply both sides by δ 2 (a 2 ) and integrate on A 2 , and obtain that κ 1R2 L 1 (X2;Cvp(X1)) ≤ C m B M(Tp;N ) , which, in view of Lemma 3.1 (i), implies the required estimate.
Finally, we prove (iii). We interpret κ 1A2 as a function on N 1 A 1 × N 2 A 2 , viewed as the semidirect product of N 1 × {e} acted on by A 1 × N 2 A 2 . By Corollary 3.4 (i) (with N 2 A 2 in place of G 2 ),
Here D 1 denotes the function on
. This, (6.8) and the triangle inequality imply that it suffices to prove the estimates (6.9)
and (6.10)
The estimate of (6.9) is the easiest of the two. Indeed, Lemma 3.1 (i) (with A 1 in place of Γ 1 and N 2 A 2 in place of Γ 2 ) implies that (6.9) is dominated by
Then (6.9) follows directly from Lemma 6.1 (iii).
It remains to prove (6.10). In view of the decomposition D
1A2 , it suffices to show that (Tp;N ) for j = 1, 2, 3. This will be a consequence of the following estimates (6.11)
when j = 1, 2, and, by Corollary 3.4 (i) and (ii), (6.12)
From the definition of τ p,1 1A2 (just above Lemma 6.1) and the inequality |E(
, we see that
we have used Lemma 6.1 (i) in the last inequality. Inserting this estimate in the left hand side of (6.11), and recalling that
Similarly, from the definition of τ p,2 1A2 (just above Lemma 6.1), we see that
we have used Lemma 6.1 (iv) in the last inequality. By inserting this estimate in the left hand side of (6.11), and recalling that |α
, because 2/p > 1, we obtain (6.11) when j = 2.
It remains to prove (6.12). Notice that the left hand side of (6.12) is equal to
We focus on estimating the right hand side of the last inequality above. It is convenient to define
We write Ψ 2 (λ 2 ) + [1 − Ψ 2 (λ 2 )] in place of 1 in the integral above: then Υ may be correspondingly written as the sum of two terms, which we denote by Υ Ψ2 and Υ 1−Ψ2 . Thus,
The claim follows by multiplying both sides by Φ 2 , integrating both sides on A 2 and observing that
Now we estimate Υ 1−Ψ2 . Notice that
Indeed, by integrating by parts N 1 times, we see that
The proof of [ST, Lemma 5.3] shows that
A straightforward calculation shows that the right hand side is dominated by C m M(Tp;N ) , whence
as required.
Now we move the path of integration from a * 1 to λ 1 + iδ(p)ρ 1 , and obtain that
Recall the operators O 2 and O * 2 defined just above Lemma 5.2, and denote by q and Π the function on a * and the measure on a * 2 , defined by
respectively; the symbol δ 12 above stands for the Dirac delta at 1 in a * 2 . A careful inspection of the proof of Proposition 5.3 (iii), or of the proof of [ST, Lemma 5.3] , shows that
A straightforward computation and Lemma 5.2 (i) imply that q satisfies the estimate
Consequently, a similar estimate is true for P. An application of the classical Marcinkiewicz theorem (see Theorem 4.5) gives that the function
results of Cowling and Haagerup,
This concludes the proof of (iii), and of the proposition. ⊔ ⊓
Analysis of the operator B 2
In this section we estimate
As explained in Section 4, it suffices to estimate κ 11 , κ 1ω2 , κ ω11 and κ ω1ω2 , which are defined just below formula (4.11). We need more notation, which is reminiscent of that introduced in Section 2 and at the beginning of Section 6. Set
m B (this notation has been already used slightly below formula (4.11)). Recall that m B is in M(T p ; N ) by assumption. Observe that trivially
Also, set
where [m 
defined in (5.1). Correspondingly, we write Ξ = Ξ 0,0 + Ξ ∞,0 + Ξ 0,∞ + Ξ ∞,∞ , where
and similar formulae hold for Ξ 0,0 , Ξ 0,∞ and Ξ ∞,∞ .
Lemma 7.1. The following hold:
In each of the four statements above, the norms of the relevant functions are controlled by C M(T p ; N ).
Proof. First we prove (i). We simply note that Ξ 0,0 is the inverse Mellin transform of a multiplier in M(a * ; N ). Indeed,
. This is more than needed to conclude that Ξ 0,0 is in Cv q (A)
for all q in (1, ∞).
Next we prove (ii). By integrating by parts N 1 times with respect to λ 1 and N 2 times with respect to λ 2 , we obtain that
It is straightforward to check that the right hand side is in L 1 (A), as required.
Now we prove (iii). By integrating by parts N 2 times with respect to λ 2 , we see that
A straightforward calculation shows that the function
satisfies a Hörmander condition of order N 1 on a * 1 , and
We have used the assumption that N 2 > (n 2 + 3)/2 in the last inequality. The classical Hörmander theorem implies that Ξ 0,∞ (·, a 2 ) is in Cv q (A 1 ) and
|log a 2 | N2 .
Finally, the proof of (iv) is similar to the proof of (iii) with the roles of A 1 and A 2 interchanged.
We omit the details.
The convolution norm of each of the functions above is controlled by C m B M(Tp;N ) .
Proof. By Theorem 2.8, functions in the Figà-Talamanca-Herz space A p (A) are pointwise multipliers of Cv p (A), i.e., φ in A p (A) and k in Cv p (A) imply that
It is well known that for each q in (1, ∞) the space C ∞ c (A) and the functions 1 ⊗ Φ 2 and Φ 1 ⊗ 1 are in A q (A) [Co] . Thus, by Lemma 7.1 (ii),
The desired control of the norm follows from (7.2).
Similar considerations apply to all the other functions in the statement. We omit the details.
Finally, observe that φ The following lemma is the analogue for κ 11 of Lemma 6.1.
Lemma 7.3. Suppose that N > (n + 3)/2 and 1 < p < 2. Then there exists a constant C such that for every m in M(T p ; N ) the following hold:
(ii) κ 11 (a) = a −2ρ/p φ p 11 (a) for all a in A + , and
and a similar estimate holds with the roles of N 1 A 1 and N 2 A 2 reversed.
Proof. First we prove (i). We adapt an idea of Ionescu [I1, Proof of Theorem 8] . We move the contour of integration from a * to a * + iρ p,ε in the definition of φ p 11 (see (7.1) above), where ρ p,ε = δ(p)ρ − (ε(a 1 )ρ 1 , ε(a 2 )ρ 2 ); the function ε will be determined later. We obtain
Suppose that a is in A + . In the integral above we integrate by parts N 1 times with respect to λ 1 and N 2 times with respect to λ 2 , and obtain that
A straightforward computation shows that
We insert this estimate in the integral above, choose ε(a 1 ) = ε/ log a 1 and ε(a 2 ) = ε/ log a 2 , and obtain the required estimate
The required estimates for the derivatives of φ p 11 on A + are proved similarly. We omit the details.
As for the remaining part of (i), we have already proved that φ p 11 is in Cv p (A) (see Lemma 7.2). Suppose now that a is in A − . The term a δ(p)ρ in (7.1) vanishes exponentially as a tends to 0. An integration by parts similar to that performed above, but without moving the contour of integration,
shows that
is in L 1 (A), whence in Cv q A for all q in (1, ∞).
Next, if a 1 ∈ A − 1 and a 2 ∈ A 2 , we move the path of integration from a * to a
where ε(a 2 ) = ε/ log a 2 , and integrate by parts N 1 times with respect to λ 1 . We obtain
for all a 1 in A − 1 and for every a 2 in A 2 . A straightforward calculation shows that
Lemma 2.6 implies that for each λ 1 in a *
We have already proved that φ
A similar argument, with the roles of A 1 and A 2 interchanged, shows that φ 
is in Cv q (A) for all q in (1, ∞). This concludes the proof of (i).
Next, we prove (ii). The required formula for κ 11 follows directly from the definitions of κ 11 and φ p 11 . In order to prove the required bound for χ
, we move the contour of integration in the definition of φ p 11 from a * to a * + iρ
and we see that for each a in A
where we have set B(a 1 ) := 1 − Φ 1 (a 1 ) e |ρ1|ε(a1)sign(log a1) for the sake of brevity. We integrate by parts N 1 times in the integral above on a * 1 , and find that
By Theorem 3.3 (applied to N 2 A 2 ) and Lemma 2.7 (iv),
In order to estimate the right hand side, we are led to consider ∂ j2 λ2 U(a 1 , λ 2 ) for j 2 ∈ {0, 1, . . . , N 2 }. Observe that
we have used the obvious bound B(a 1 ) ≤ C [1 − Φ 1 (a 1 )] in the first inequality above, and the assumption on m B together with the estimate (2.1) for the Harish-Chandra functionč −1 1 in the second. Now, there exists a constant C such that
(see [I1, p. 114-115] ). Altogether, we obtain the estimate
The proof of (ii) is complete. Now we prove (iii). Our proof is the analogue in our case of the proof that Ionescu gave in the rank one case. Recall that the Abel transform of a function F on NA is defined by
Since the Abel transform of a K-bi-invariant function is a Weyl-invariant function on A, we may write A |κ 11 | (b −1 ) instead of A |κ 11 | (b) in the last integral above, and then change variables
We deduce from (i) and the fact that [
by the analogue of (2.9) in the reduced case) the following estimate
We insert this estimate in the integral on the right hand side of (7.4) and observe that the integral
The desired estimate follows. Finally, we prove (iv). We prove the first of the two estimate. The proof of the second is similar, and it is obtained from the first by interchanging the roles of X 1 and X 2 . Observe that, trivially, φ
. Recall that φ p 11 is defined in formula (7.1). Thus,
By Lemma 2.6, (7.5)
We show how to bound
. The estimate of
is easier, and the details are left to the interested reader. In order to estimate
p ;N2)
, we are led to consider, for all j 2 ∈ {0, 1, . . . , N 2 },
We first shift the contour of integration from a * 1 to a * 1 + i[δ(p) − ε(a 1 )]ρ 1 (here ε(a 1 ) = ε/ log a 1 ), and then integrate by parts N 1 times with respect to λ 1 . We obtain that
By assumption,
A similar estimate holds for Υ 0 (a 1 , ·) Cvp(N2A2) . By combining the estimates for Υ 0 and Υ 1 with (7.5), gives the required estimate.
The proof of the lemma is complete. ⊔ ⊓ Proposition 7.4. There exists a constant C such that the following hold:
(ii) κ 1ω2 Cvp(X) ≤ C m B M(Tp;N ) and a similar estimate holds for κ ω11 ;
Proof. First we prove (i). We claim that
Herz's majorizing principle imply that κ ω1ω2 is in Cv p (X), with the required norm estimate (see Lemma 3.1 (iii)).
To prove the claim, let ε > 0 be a number to be determined in a moment. In the formula defining κ ω1ω2 (just below (4.11)) we move the path of integration from a * to a
and ρ p,ε = (δ(p) − ε)ρ), and obtain that
and ω(ζ, a) := ω 1 (ζ, a 1 ) ω 2 (ζ, a 2 ). It is not hard to check that Ξ ω is bounded. This follows from a routine N -fold integration by parts, which gives
Now, the assumption that N > (n + 3)/2 and the estimates (2.1) for the Harish-Chandra c function and (2.5) for ω imply that the integral above is bounded by C m B M(Tp;N ) . Thus,
The last integral is easily seen to be convergent as long as ε is small enough, thereby completing the proof of (i).
Next we prove (ii). We prove the estimate for κ 1ω2 ; the estimate for κ ω11 can be proved in a similar way, with the roles of X 1 and X 2 interchanged. We claim that
The claim implies that κ 1ω2 is in Cv p (X), with the required norm estimate, by Lemma 3.1 (ii). It is convenient to set The function N ω2 is the analogue of L ω1 , defined in (6.1), but with the role of the variables reversed.
From the formula defining κ 1ω2 (just below formula (4.11)) we see that κ 1ω2 (a 1 , a 2 ) = [1 − Φ 1 (a 1 )]
From Lemma 2.7 (i) we see that κ 1ω2 (·, a 2 ) Cvp(X1) ≤ C N ω2 (·, a 2 ) H(T
p ;N1)
. In order to estimate the decay of the last norm as a 2 tends to infinity, we move the path of integration from a * 2 to a * 2 +iρ p,ε 2 in the integral defining ∂ j ζ1 N ω2 (see (7.6) above), and obtain Much as in (i) above, a routine N 2 -fold integration by parts in the last integral shows that By combining the estimates above, we obtain that 
iδ(p)ρ2 (a 2 ) δ 2 (a 2 ) da 2 .
The last integral is easily seen to be convergent as long as ε is small enough, thereby completing the proof of (ii).
Finally, we prove (iii). With a slight abuse of notation we denote by κ 11 both the function on A + defined just below formula (4.11) and its K-bi-invariant extension to G. Then we interpret κ 11 as a function on the semidirect product NA. It is convenient to split κ 11 as follows κ 11 = κ 11 χ A the last inequality follows from the fact that 1 < p < 2, and that P 1+ε is in L 1 (N 1 ) for each ε > 0.
A similar argument, with the roles of N 1 A 1 and N 2 A 2 interchanged, proves the estimate 
0 ]. Also, we write
Correspondingly, D 1/p κ 11 χ +,+ may be written as the sum of four terms. The L 1 (N; L 1 (A)) norm of the first may be estimated as follows
≤ C m M(Tp;N ) .
Next we consider the second term χ +,+ (b) E 1 (v 1 , b 1 ) − 1 P (v 1 ) 2/p P (v 2 ) 2/p φ Thus, we need to estimate the right hand side. Notice that Now, we apply formula (2.9) to the symmetric spaces X 1 and X 2 , and obtain that log( This concludes the proof of (iii), and of the proposition. ⊔ ⊓
