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INTEGRAL INVARIANTS OF 3-MANIFOLDS
RAOUL BOTT AND ALBERTO S. CATTANEO
Abstract. This note describes an invariant of rational homology
3-spheres in terms of configuration space integrals which in some
sense lies between the invariants of Axelrod and Singer [2] and
those of Kontsevich [9].
1. Introduction
In their seminal paper of 1994, [2], Axelrod and Singer showed that
the asymptotics of the Chern–Simons theory led to a series of C∞-
invariants associated to triples {M ; f ; ρ} with M a smooth homology
3-sphere, f a homotopy class of framings of M , and ρ an “acyclic”
conjugacy class of orthogonal representations of π1(M). That is, the
cohomology H∗(M ; Ad ρ) of M relative to the local system associated
to Ad ρ vanishes.
The primary purpose of this note is to show that the basic ideas of
their paper can be adapted quite easily—but not quite trivially—to
yield invariants of smooth, framed 3-dimensional homology spheres as
such. Put differently, we will present a treatment somewhat analogous
to theirs for the trivial representation of π1(M). We say somewhat
because in our work we have put aside the physics inspired aspects of
Axelrod and Singer’s paper. Instead we have simply taken our task to
be the production of invariants of framed manifolds (M ; f) out of some
fixed Riemannian structure on M .
There is of course Kontsevich’s solution by “softer methods” to the
problem of finding the residual invariants of the Chern–Simons theory
at the trivial representation. In a note (see [9]), Kontsevich sketched
how to define a series of invariants for “framed” 3-dimensional homol-
ogy spheres, and developed his “graph cohomology” to explain the
combinatorial diversity of these invariants.
In 1995 Taubes [10] carefully investigated the first of these Kontse-
vich invariants—the one associated to the Θ-graph—and clarified the
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appropriate concept of “framing” for all of the graph cohomology. He
coined the term “singular framings” for them, and they differ from
ordinary framings in that they exhibit a singularity at one point of M .
Our invariants—which are less “soft” than Kontsevich’s in the sense
that they do depend on Riemannian concepts—are therefore, on the
face of it, different from his. But they are also indexed by cocycles, Γ,
in an appropriate graph cohomology, and structurally take the form:
IΓ(M, f) = AΓ(M) + φ(Γ) CS(M, f).(1.1)
Here AΓ(M) is an integral over the configuration spaces specified by
Γ and defined by a fixed Riemannian structure on M , φ(Γ) is a real
number universally associated to Γ, and CS(M, f) denotes the Chern–
Simons integral of the Levi-Civita connection ofM relative to the frame
f .
The Axelrod–Singer invariants for a flat connection exhibit a similar
dependance on the framings, and (1.1) is also in general conformity
with the self-linking invariants in knot theory—as described in [5] (see
also [1]). There the invariants of a knot K ⊂ R3 are described as
IΓ(K) = AΓ(K) + µ(Γ) · self-linking of K,(1.2)
where IΓ(K) is a configuration space integral which is corrected by an
anomalous term which is a multiple of the self-linking of K.
Similarly we now obtain invariants of oriented homology 3-spheres,
one for every connected cocycle Γ, of the form
JΓ(M) = AΓ(M)− 4φ(Γ)AΘ(M),(1.3)
so that AΘ(M) is seen to play the role of the self-linking integral in
knot theory.
Although the invariants of [2] and [5], as well as the ones described
here, are all spin-offs from Witten’s [11] original Chern–Simons invari-
ants for homology 3-spheres, it seems to us that, from a purely math-
ematical point of view, they have now, in retrospect, even older an-
tecedents. These are the “iterated integrals” of Chen, or—even older—
the Adams constructions for the loop-space of a space.
Quite generally, the principle of these constructions is to describe
the cohomology of a function-space F = Map(X, Y ) in terms of the
various evaluation maps:
Map(X, Y )×Xn → Y n.
When we are dealing with corresponding spaces of imbeddings, or dif-
feomorphisms, then the configuration spaces enter the discussion quite
naturally, and give rise to new invariants of the type we have been
discussing.
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In this context it is also possible to extend our considerations to local
systems onM , and derive similar invariants, all governed by some graph
cohomology. From this point of view the original invariants of Axelrod–
Singer are associated to the “Feynman cocycles” of this cohomology.
We hope to explore these ideas in a subsequent paper [4]. Here we
will only deal with the constant coefficient case and the plan of this
note is as follows: In section 2 we review some facts from the theory
of characteristic classes. In section 3 we describe the Θ-invariant ex-
plicitly, but implicitly rely on the description of configuration spaces as
developed in [2], in analogy with the corresponding algebraic construc-
tion given by Fulton and MacPherson in [7]. In section 4 we discuss the
higher invariants while the last, fifth, section is devoted to extending
the results of [5] to knots in general homology 3-spheres.
Acknowledgements. We are indebted for very useful conversations
pertaining to these matters with Scott Axelrod, Robin Forman, Stavros
Garoufalidis and Cliff Taubes.
2. Review of characteristic classes of SO(n)
Consider an oriented vector bundle E with odd fiber dimension, n =
2k+1, over a base spaceM . Also let S(E) denote the associated sphere
bundle to E, which we may consider to be the space of rays in E; or, if
E is given a Riemannian structure, as the unit sphere bundle of E. In
any case S(E) has even fiber dimension 2k over M , and this together
with the orientability of E allows one to specify a canonical integral
generator of the rational cohomology of S(E) as a module over H∗(M).
Namely, we consider the “tangent bundle along the fiber,” TFS(E), of
S(E). This, being an even dimensional oriented bundle, has a canonical
Euler class:
e = e(TFS(E)) ∈ H
2k(S(E)),(2.1)
which restricts to twice the generator ofH2k(S2k) on each fiber, because
the Euler number of S2k is 2.
But then it follows from general principles that e generates H∗(S(E))
over H∗(M) over the rationals.
Concerning the generator e we have the following lemma, which in
some sense explains the Chern–Simons term in our subsequent con-
struction.
Lemma 2.1. Let π∗ denote integration along the fiber in the bundle
S(E) over M . Then
π∗e
3 = 2 pk(E),(2.2)
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where pk denotes the k-th Pontrjagin class of E. In fact one has, quite
generally:
π∗e
2s+1 = 2 (pk(E))
s,(2.3)
and
π∗e
2s = 0,(2.4)
for s = 1, 2, . . . .
Proof. It suffices to prove these formulae for the universal sphere bundle
over the classifying space BSO(n), n = 2k + 1, that is for the fibering
BSO(2k)
pi
y
BSO(2k + 1)
(2.5)
with fiber SO(2k + 1)/SO(2k) = S2k.
Here we can keep track of the rational cohomology of the spaces
involved by choosing a maximal torus T = (S1)k for SO(2k+1) in the
usual manner, so that T corresponds to diagonal 2 × 2 blocks ending
with a 1 in the last diagonal position. In this way H∗(BT ) becomes
identified with the polynomial ring Q[x1, . . . , xk] and the Weyl group
of SO(2k + 1) acts on this cohomology by 1) permutations of the xi,
and 2) changes of sign xi → ±xi. On the other hand the Weyl group of
SO(2k) acts as the subgroup which 1) permutes the xi, and 2) allows
only even changes of sign xi → ǫixi, ǫi = ±1, with
∏
ǫi = 1.
It follows that the invariants of H∗(BT ) under SO(2k+1) are given
by the invariant polynomials σr = σr(x
2
1, . . . , x
2
k), r ≤ k, while those
invariant under SO(2k) are generated by σr and an additional element
e = x1 . . . xk ∈ H
2k(BT ).(2.6)
From the well-known identification ofH∗(BSO(2k+1)) andH∗(BSO(2k))
with these rings of invariants respectively, we conclude that:
e2 = π∗(x21 . . . x
2
k) = π
∗σk in (2.6).(2.7)
But then
π∗e
3 = π∗(e π
∗σk) = 2 σk(2.8)
by the permanence relation and the fact that π∗e = 2 remarked upon
earlier. If we take σr to be universal Pontrjagin class—as opposed to
the convention pr = (−1)
r σr—then (2.7) implies (2.2), and the general
case follows similarly from e2s+1 = e π∗(σk)
s.
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3. The simplest invariant
From now on we will only consider a 3-dimensional rational homology
sphereM . The boundary of the configuration space of two points inM ,
C2(M), is then isomorphic to the 2-sphere bundle S(TM) over M . In
the previous section we have seen how to construct a vertical generator
e in a sphere bundle using Riemannian concepts. In this section we
will give this generator explicitly as an element of Ω2(∂C2(M)). In the
de Rham theory we can divide by 2 and so we will actually describe
η = e/2. Then we will extend it to the whole of Ω2(C2(M)) and will
show that its differential is the Poincare´ dual of the diagonal inM×M .
The next step will be to use this element to construct a closed form in
Ω2(C3(M)). It is precisely through this form that we will be able to
write the simplest invariant of the rational homology sphere M as an
integral over C3(M) (notice that in [2], [9] and [10] the “corresponding”
Θ-invariant is written as an integral over C2(M)). Finally, we will prove
that, apart from an anomalous term which we compute explicitly, this
is actually an invariant.
3.1. The generator of H2(∂C2(M)). We may consider ∂C2(M) as
the sphere bundle P ×SO(3) S
2 →M where P → M is the orthonormal
frame bundle of TM with respect to some fixed Riemannian structure,
so that we have the commutative diagram:
P ×SO(3) S
2 p¯←−−− P × S2
pi∂
y yp¯i∂
M ←−−−
p
P
Note that here π¯∂ is a morphism of principal SO(3)-bundles while p¯ is
a corresponding morphism of S2-bundles.
We will write our class η, or more precisely p¯∗η, as a closed form in
Ω2basic(P × S
2) such that π¯∂∗ p¯
∗η = 1. For the (0, 2) component of p¯∗η
we choose the SO(3)-invariant volume element
ω = x dy dz + y dz dx+ z dx dy =
1
2
ǫijk xi dxj dxk,
which satisfies
∫
S2
ω = 4π. The SO(3)-action on S2 is given by the
vector fields
Xi = ǫij
k xj
∂
∂xk
.
We have
LXi ω = 0, ιXi ω = dxi.
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Let {ξ1, ξ2, ξ3} be the basis of so(3) that corresponds to the vector fields
X1, X2, X3; that is,
(ξi)jk = ǫijk.
Then a connection θ on P can be expanded in this basis as
θ = θiξi,
so that, by the definition of a connection, we have
LXi θ
j = −ǫijk θ
k, ιXi θ
j = δji .
In the following we will write θi also for the pullback of θi to P ×S2,
and similarly consider the coordinates xi of R
3 also as pulled back to
P × S2. This understood consider the invariant 1-form θixi. It then
follows from this invariance that
ιXi d(θ
jxj) = −d(ιXi θ
jxj) = −dxi.
Next, we have the following
Proposition 3.1. The 2-form
η¯ =
ω + d(θixi)
4π
, xixi = 1,(3.1)
is basic in P × S2 → P ×SO(3) S
2. Moreover, if we write η¯ = p¯∗η, then
π∂∗η = 1, π
∂
∗ η
2 = 0.(3.2)
Finally, if φ is the automorphism of the bundle P ×SO(3)S
2 → M given
by the antipodal map on the fiber, then
φ∗η = −η.(3.3)
Proof. Eqn. (3.1) follows directly from the previous discussion.
To prove (3.2), we notice that p∗π∂∗ = π¯
∂
∗ p¯
∗. Thus, the first identity
is just a consequence of the fact that
π¯∂∗ [ω + d(θ
ixi)] = π¯
∂
∗ω = 4π.
For the second identity we compute
(4π)2π¯∂∗ (p¯
∗η)2 = π¯∂∗ [2ωd(θ
ixi) + d(θ
ixi) d(θ
jxj)] =
2dθiπ¯∂∗ (ωxi)− θ
iθjπ¯∂∗ (dxidxj) = 0.
For the last identity, notice that the integral of ωxi vanishes by sym-
metry and that dxidxj is exact.
Finally, to prove (3.3), we consider the automorphism φ¯ of P ×S2 →
P obtained by the antipodal map on S2:
φ¯xi = −xi.
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Clearly, φ¯∗p¯∗η = −p¯∗η. Moreover, φp¯ = p¯φ¯. Then
p¯∗φ∗η = φ¯∗p¯∗η = −p¯∗η,
which implies (3.3).
Digression. If we introduce the covariant derivative D,
(Dx)i = dxi − ǫij
kθjxk,
and the curvature F = F iξi,
F i = dθi −
1
2
ǫijkθ
jθk,(3.4)
then a straightforward but tedious computation shows that we can also
write
p¯∗η =
1
2
ǫijk xi(Dx)j(Dx)k + F
ixi
4π
.(3.1′)
In fact,
1
2
ǫijk xi(Dx)j(Dx)k =
1
2
ǫijk xi dxj dxk +
−
1
2
ǫijk xi ǫjr
s θr xs dxk −
1
2
ǫijk xi dxj ǫkr
s θr xs +
+
1
2
ǫijk xi ǫjr
s θr xs ǫkm
n θm xn = ω − θ
i dxi +
1
2
ǫijk xi θ
j θk.
To obtain the last identity we have used∑
i
ǫijk ǫirs = δjrδks − δjsδkr,
and the constraint xixi = 1.
Note also that, if one considers x = xiξi as an element of the funda-
mental representation of so(3), then, by using the identities
Tr ξiξj = −2δij , Tr ξi[ξj, ξk] = 2ǫijk,
one can rewrite (3.1) and (3.1′) as
p¯∗η =
ω − 1
2
dTr(θ x)
4π
=
Tr(xDxDx− F x)
8π
.(3.5)
End of the digression.
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3.2. The extension to C2(M). First we want extend our form η to a
small neighborhood U of ∂C2(M). We can think of this neighborhood
as the complement TM ′ of the zero section of the tangent bundle TM .
We still have an SO(3)-bundle
P × (R\0)
p¯
−→TM ′.
Scaling each coordinate xi in R\0 by r = (x1)
2 + (x2)
2 + (x3)
2, we get
the closed, basic form
p¯∗η =
ω
4πr3
+
1
4π
d
(
θixi
r
)
,(3.6)
with ω defined as before. Then we consider a second neighborhood
V containing U and contained in C2(M), and choose a function ρ on
C2(M) that is constant and equal to −1 in U and constant and equal
to 0 in the complement of V . It is then clear that d(ρη) represents a
class in H3(M ×M) = H3(M)⊗H3(M).
Let us denote by π1 and π2 the two natural projections from M ×M
to M , i.e.,
πi(m1, m2) = mi,
and by v a unit volume form on M (not necessarily the volume form
determined by the metric). In fact any v with
∫
M
v = 1 would do,
and we will use the term “unit volume” form in this sense throughout.
Then the generators of H3(M ×M) are v1 and v2, defined by
vi = π
∗
i v,
and we can write [d(ρη)] = c1v1 + c2v2 for some constants c1 and c2.
Since∫
C2(M)
d(ρη)vi =
∫
∂C2(M)
ρηvi = −
∫
∂C2(M)
ηvi = −
∫
M
v = −1,
we see that actually
[d(ρη)] = v2 − v1;
that is, d(ρη) represents the Poincare´ dual of the diagonal in M ×M .
This means that there exists a form α ∈ Ω2(M ×M) such that
d(ρη) = v2 − v1 − dα.(3.7)
Now consider the involution
T : C2(M)→ C2(M)
(m1, m2) 7→ (m2, m1),
(3.8)
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and its analog onM×M , which we still denote by T . Since T restricted
to ∂C2(M) is the automorphism φ considered in Prop. 3.1, then
T ∗(ρη) = −ρη,
provided we choose ρ symmetric (e.g., we can take ρ to be a function
of the distance between m1 and m2). It follows that in (3.7) we can
choose α such that
T ∗α = −α.
Define
ηˆ = ρη + α ∈ Ω2(C2(M)).(3.9)
We have therefore proved the following
Proposition 3.2. There exist forms ηˆ ∈ Ω2(C2(M)) with the following
three properties:
π∂∗ ι
∗
∂ ηˆ = −1,(3.10a)
dηˆ = v2 − v1,(3.10b)
T ∗ηˆ = −ηˆ.(3.10c)
Moreover, there exist forms ηˆ with the additional property
ι∗∂ ηˆ = −η.(3.11)
Here ι∂ is the inclusion ∂C2(M) →֒ C2(M).
Remark 3.3. A metric, a compatible connection and a unit volume
form are not enough to determine a unique ηˆ, for
ηˆ′ = ηˆ + dβ,(3.12)
with β ∈ Ω1(C2(M)) such that T
∗β = −β, still satisfies (3.10). If we
moreover want ηˆ to satisfy (3.11), then we must also put the restriction
that ι∗∂β = 0.
Digression (The Riemannian parametrix). Given a Riemannian struc-
ture g on a manifold M , a linear operator
Pg : Ω
∗(M)→ Ω∗−1(M)
with the property that
dPg + Pgd = 1− πh,(3.13)
where πh is the orthogonal projection onto the harmonic forms, will be
called a Riemannian parametrix. Of course (3.13) does not define a
unique Pg, for
P ′g = Pg + dQ−Qd(3.14)
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still satisfies it for any Q : Ω∗(M)→ Ω∗−2(M).
The harmonic projection can be written as a convolution on M ×M
(or C2(M)) as
πhα = π2∗(η∆ π
∗
1α)
where η∆ is the representative of the Poincare´ dual of the diagonal in
M × M determined by the metric on M . In the case when M is a
rational homology sphere we have η∆ = v2 − v1.
Now we have the following
Proposition 3.4. A form ηˆ ∈ Ω2(C2(M)) satisfying (3.10) with v the
volume form determined by the metric g is the Schwartz kernel for a
Riemannian parametrix Pg. More precisely, given a form α ∈ Ω
∗(M),
the operator Pg defined by
Pgα = −π2∗(ηˆ π
∗
1α)(3.15)
satisfies (3.13).
Proof. We need the following generalization of Stokes’ formula:
dπ2∗ = −π2∗d+ π
∂
∗ ι
∗
∂,(3.16)
which holds in the case of an odd-dimensional fiber with boundary. It
follows that
dPgα + Pgdα = π2∗(dηˆ π
∗
1α)− π
∂
∗ ι
∗
∂(ηˆ π
∗
1α) =
− v π2∗π
∗
1α− π2∗π
∗
1(v α) + απ
∂
∗ η = (1− πh)α,
where we have also used the fact that ι∗∂π
∗
i = π
∂∗.
Remark 3.5. To define the Riemannian parametrix, we have only used
properties (3.10). The additional property (3.11) will be crucial to
define the manifold invariants. Notice, moreover, that the freedom
(3.12) in defining ηˆ corresponds to the freedom (3.14) in defining Pg.
Remark 3.6. A particular choice of Pg is given by P¯g = d
∗ ◦ G, where
G is the inverse of  + πh and  is the Laplace operator determined
by g. We will not concentrate our interest on this particular Riemann-
ian parametrix—as was the case in [2]—but will stick to the general
case. In [2] it is precisely the Schwartz kernel for this Riemannian
parametrix P¯g that is constructed, and found to be represented on the
boundary precisely by the form η we have been considering. Close
to the boundary there are corrections which are continuous but not
smooth as forms on M ×M (corresponding to the singular part of G).
These forms, however, become smooth when lifted to C2(M). Then,
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with a suitable choice of β ∈ Ω1(C2(M)) in (3.12), we can recover the
ηˆ representing P¯g.
End of the digression.
3.3. Extension to C3(M). Consider the three natural projections π1,
π2 and π3 from C3(M) to M given by
πi(m1, m2, m3) = mi,
and call
vi = π
∗
i v.
Then consider the three natural projections π12, π23 and π13 from
C3(M) to C2(M):
πij(m1, m2, m3) = (mi, mj), 1 ≤ i < j ≤ 3,
and define
πji = Tπij,
where T is the involution defined in (3.8). We will denote by
ηˆij = π
∗
ij ηˆ
the pullbacks of the form ηˆ defined in (3.9). We can recast the proper-
ties of ηˆ as
dηˆij = vj − vi,
ηˆji = −ηˆij .
(3.17)
Finally, introduce
ηˆijk = ηˆij + ηˆjk + ηˆki,(3.18)
for i, j and k different from each other. A simple consequence of (3.17)
is:
dηˆijk = 0,
ηˆijk = ǫijk ηˆ123.
(3.19)
This way we have constructed a closed form in Ω2(C3(M)).
Remark 3.7. The form ηˆ depends on the choice of the unit volume
form. In fact, if we pick up a different volume form v′ = v + dτ , then,
by (3.10b), we must replace ηˆij by ηˆ
′
ij = ηˆij + τj − τi. By (3.18), we see
that ηˆijk is unchanged.
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We have not used property (3.11) yet. First notice that the boundary
of C3(M) has four faces of codimension one, which we denote by (12),
(23), (31) and (123), by indicating the underlying diagonal. Then it
follows that
ι∗(12)ηˆ123 = −η12,(3.20a)
ι∗(23)ηˆ123 = −η23,(3.20b)
ι∗(31)ηˆ123 = −η31,(3.20c)
and
ι∗(123)ηˆ123 = −(η12 + η23 + η31).(3.20d)
Here by ηij we mean the pullback of the form η ∈ ∂C2(M) by the
restriction to the boundary of the maps πij .
More precisely, a face like (12) is a sphere bundle over C2(M). If we
denote bym1 the point in C2(M) where the collapse has happened, then
(12) can be expressed as π−11 ∂C2(M), where π1 is the corresponding
projection C2(M) → M . Then η12 = π
∗
1η. Similarly for the faces (23)
and (31).
The face (123) is a bundle over M whose fiber F is given by C3(R
3)
modulo global translations and scalings. If we denote by x1, x2 and x3
the coordinates of F , then we have the projections
πij : F → S
2,
(x1,x2,x3) 7→
xj − xi
|xj − xi|
,
i 6= j,(3.21)
and their trivial extension to P × F → P × S2. Since they are equi-
variant, they descend to P ×SO(3)F → P ×SO(3)×S
2 = ∂C2(M). Then
ηij = π
∗
ijη.
Remark 3.8. The form ηˆ is defined up to the differential of a 1-form
that vanishes on the boundary. Under the transformation (3.12), we
have ηˆ′123 = ηˆ123+d(β12+β23+β31). More generally, since the properties
we are interested in are (3.19) and (3.20), we can allow the addition of
any exact term,
ηˆ′123 = ηˆ123 + dβ,
with β ∈ Ω1(C3(M)) and vanishing on the boundary.
3.4. The simplest invariant. We now have all the necessary ele-
ments to define the configuration space integral:
AΘ
.
=
∫
C3(M)
ηˆ3123 v1.(3.22)
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The apparent asymmetry in the choice of v1 can be removed if we notice
that, by cyclically exchanging the three points in C3(M), we also have
AΘ(M) =
∫
C3(M)
ηˆ3123 v2 =
∫
C3(M)
ηˆ3123 v3 =
1
3
∫
C3(M)
ηˆ3123 (v1 + v2 + v3).
The definition of AΘ relies on many choices: a metric, a connection
compatible with that metric and a unit volume form; moreover, ηˆ123 is
defined up to the differential of a 1-form that vanishes on the boundary.
The last freedom is immediately seen not to have consequences on AΘ
since ηˆ123 and v3 are closed forms. As we will see in the next subsection,
AΘ is not completely independent of all the other choices. However,
we will be able to prove the following
Theorem 3.9. Given a section f of the frame bundle P , the combi-
nation
IΘ(M, f) = AΘ(M) +
1
4
CS(M, f),(3.23)
is independent of all the choices involved (except for the framing). Here
(3.24) CS(M, f) = −
1
8π2
∫
M
f ∗Tr
(
θ dθ +
2
3
θ3
)
=
1
4π2
∫
M
f ∗
(
θidθi −
1
3
ǫijkθ
iθjθk
)
,
is the Chern–Simons integral of the same metric connection used to
define η.
Thus, IΘ(M, f) is an invariant for the framed rational homology
sphere (M, f).
Remark 3.10. In an SO(3)-bundle, it is half the Chern–Simons form
that restricted to the fiber yields the integral generator [6]. Therefore,
the Chern–Simons term is defined up to an even integer, and the Θ-
invariant IΘ up to half an integer.
Remark 3.11. So far we have considered v to be a unit volume form
(not necessarily determined by the metric). We can drop this assump-
tion defining the invariant as
IΘ(M, f) =
1
V 4
AΘ(M) +
1
4
CS(M, f),
where V =
∫
M
v. Notice that, for ηˆ to satisfy (3.10), we must now take
the function ρ in (3.9) to be constant and equal to −V close to the
boundary.
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Figure 1.
If one expands ηˆ3123 in terms of the ηˆij’s, one obtains AΘ as the sum
of nine integrals. However, many of these integrals vanish for purely
dimensional reasons. After rearranging the points in C3(M), we can
rewrite AΘ as the sum of three contributions:
AΘ(M) = A1(M) + 6A2(M) + 6A3(M),
with
A1(M) =
∫
C3(M)
ηˆ312 v3 =
∫
C2(M)
ηˆ3,
A2(M) =
∫
C3(M)
ηˆ212 ηˆ23 v3,
A3(M) =
∫
C3(M)
ηˆ12 ηˆ23 ηˆ31 v3,
which are graphically represented in fig. 1.
Remark 3.12. The integral A1(M) has the same form as the Θ-invariant
in [2], [9] and [10].
Digression. The three integrals Ai are not the only possible combi-
nations containing three ηˆ’s. In fact we can also consider
A4(M) =
∫
C4(M)
v1 ηˆ12 ηˆ23 ηˆ34 v4.
However, one has the following
Proposition 3.13. For any choice of a metric g and a metric connec-
tion θ involved in the definition of ηˆ,
A2(M) + 2A4(M) = 0
if v = vg is the unit volume form determined by the metric.
Proof. First we notice that, by (3.15), we can rewrite
A4(M) =
∫
M
vg P
3
g vg.
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By (3.13) we have dPgvg = 0; since H
2(M) = 0, there exists a form
γ ∈ Ω1(M) such that Pgvg = dγ. By (3.13) we also have
dP 2g − P
2
g d = Pgπh − πhPg.
Therefore, we get
A4(M) =
∫
M
vg P
2
g dγ =
∫
M
vg (dP
2
g − Pgπh + πhPg)γ =
∫
M
vg Pgγ,
since πhvg = vg and πhγ = 0. Notice that this expression is independent
of the choice of γ. For, if we take γ′ ∈ Ω1(M) such that dγ′ = Pgv,
then H1(M) = 0 implies γ′ − γ = dδ for some δ ∈ Ω0(M); therefore,∫
M
vg Pgγ
′ −
∫
M
vg Pgγ =
∫
M
vg Pgdδ = −
∫
M
vg dPgδ = 0.
Now we introduce the linear operator Rg : Ω
∗(M) → Ω∗+1(M) de-
fined by
Rg =
1
2
π2∗(ηˆ
2π∗1α),
so we can write
A2(M) = 2
∫
M
RgPgvg.
Following the same lines of the proof of Prop. 3.4 and using the second
identity of (3.2), we can show that
dRg +Rgd = −(vˆgPg + Pgvˆg),
where vˆg is the operator that acts by multiplication for the volume form
vg. Therefore,
A2(M) = 2
∫
M
Rgdγ = −2
∫
M
(dRg + vˆgPg + Pgvˆg)γ = −2
∫
M
vgPgγ,
since vˆgγ = 0.
Remark 3.14. If ηˆ is so chosen as to represent P¯g = d
∗ ◦ G, then both
A2(M) and A4(M) vanish since P¯gvg = 0.
End of the digression.
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3.5. Proof of Thm. 3.9. We will use here a technique similar to that
discussed in [2]. That is, we will extend our previous construction from
Cn(M) to Cn(M)× I, where I is a parameter space.
We introduce a parameter τ ranging over the unit interval I and let
all our quantities—the metric g, the metric connection θ and the unit
volume form v—depend arbitrarily on τ . Then AΘ will become a func-
tion on I. More precisely, we introduce the trivial bundles Cn(M)× I
and denote by π and σ the two projections to Cn(M) and I respectively.
Then we define
AΘ,τ (M) = σ∗(ηˆ
3
123 v3),
where now ηˆ123v3 is seen as a form in Ω
9(C3(M)× I).
As for v we take a representative of the class in H3(M×I) = H3(M)
that satisfies σ∗v = 1. Notice that, as a form, v belongs to the comple-
tion of Ω3(M)⊗ Ω0(I)⊕ Ω2(M)⊗ Ω1(I).
To let the connection vary on I, we consider it as a connection on
the pulled-back bundle
π−1P
p
−→M × I.
Now we will construct η as a closed form in Ω2(∂C2(M) × I). As
before, we can think of the sphere bundle ∂C2(M) × I → M × I as
π−1P ×SO(3) S
2. Consider the commutative diagram:
π−1P ×SO(3) S
2 p¯←−−− π−1P × S2
pi∂
y yp¯i∂
M × I ←−−−
p
π−1P
A form η¯ defined as in (3.1) will be a closed, basic form in Ω2(π−1P ×
S2). As such, it will be the pullback through p¯ of a form η ∈ Ω2(∂C2(M)×
I). This form will satisfy the same properties (3.2) and (3.3) described
in Prop. 3.1. Moreover, we have, in accordance with Lemma 2.1, the
Lemma 3.15. If η is defined as before, then
π∂∗ η
3 =
1
4
p1,
where
p1 = −
1
8π2
TrF ∧ F =
1
4π2
F iFi
is the first Pontrjagin form on M × I.
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Proof. Consider η¯ as in (3.1). Since ω2 = 0,
(4π)3π¯∂∗ η¯
3 = π¯∂∗{3ω [d(θ
ixi)]
2 + [d(θixi)]
3} =
3 dθi dθj π¯∂∗ (ω xixj)− 3 dθ
i θj θk π¯∂∗ (xi dxj dxk).
A simple evaluation of these integrals shows that
π¯∂∗ (ω xixj) =
4
3
π δij , π¯
∂
∗ (xi dxj dxk) =
4
3
π ǫijk.
Therefore,
(4π)2p∗π∂∗η
3 = (4π)2π¯∂∗ η¯
3 = dθi dθi − ǫijkdθ
i θj θk,
which is equal to F iFi by (3.4). (Notice that Tr θ
4 = 0.)
The extension of η to ηˆ ∈ Ω2(C2(M)×I) and the definition of ηˆ123 as
a representative of H2(C3(M) × I) = H
2(C3(M)) proceeds as before,
by taking an appropriate ρ ∈ Ω0(C2(M)× I) and α ∈ Ω
2(M ×M × I).
(Notice only that the involution T and the projections πi and πij act
as the identity on I.) In particular, the properties (3.17), (3.19) and
(3.20) still hold.
Now we are in a position to define AΘ,τ and to prove the following
Lemma 3.16. For an arbitrary dependence of g, θ and v on I, we
have
AΘ,1(M)−AΘ,0(M) =
∫
I
dAΘ,τ (M) = −
1
4
∫
M×I
p1.
Then Thm. 3.9 follows immediately since
CS1(M, f)− CS0(M, f) =
∫
M×I
p1.
Proof. We use formula (3.16) and get
dAΘ,τ(M) = −σ∗d(ηˆ
3
123 v3) + σ
∂
∗ ι
∗
∂(ηˆ
3
123 v3) =
∫
∂C3(M)
ι∗∂(ηˆ
3
123 v3),
since ηˆ3123 v3 is closed.
We will first consider the principal faces of ∂C3(M), i.e., the faces
(12), (23) and (31). The last two are immediately seen to give no
contribution since, by (3.20b) and (3.20c), there are no forms depending
on the point 1 in the first case and no forms depending on the point 2
in the second case. Therefore, we are left only with the contribution of
face (12), viz.,
−
∫
(12)
η312v3 = −
∫
∂C2(M)
η3 = −
1
4
p1,
by Lemma 3.15.
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To end our proof we have only to show that the integral over the
hidden face (123) vanishes. This face is a bundle over M × I,
(123)
pi(123)
−−−→M × I,
whose fiber F can be described as C3(R
3) modulo translations and scal-
ings. Therefore, F is a 5-dimensional space whose boundary has three
components, denoted by ((12)3), (1(23)) and ((31)2). A component of
∂F , say ((12)3), can be then described as follows: fix the translations
by x3=0; so F close to a component of the boundary looks like C2(R
3)
divided by scalings. Since ∂C2(R
3) is an S2-bundle over R3, dividing
by the scaling makes each component of ∂F an S2-bundle over S2.
The integral that we want to evaluate can be written as
−
∫
(123)
(η12 + η23 + η31)
3 v3 =
∫
M
v π(123)∗ (η12 + η23 + η31)
3.
We now consider the commutative diagram:
π−1P ×SO(3) F
p¯
←−−− π−1P × F
pi(123)
y yp¯i(123)
M × I ←−−−
p
π−1P
Then, denoting by ηij, ωij and xij,k the pullbacks of η, ω and xk through
the map πij defined in (3.21), we have
(4π)3 p∗ π(123)∗ (η12 + η23 + η31)
3 = (4π)3 π¯(123)∗ p¯
∗(η12 + η23 + η31)
3 =
π¯(123)∗
{
ω12 + ω23 + ω31 + d
[
θi (x12,i + x23,i + x31,i)
]}3
=
3 θi
∫
F
(ω12 + ω23 + ω31)
2 d (x12,i + x23,i + x31,i) =
3 θi
∫
∂F
(ω12 + ω23 + ω31)
2 (x12,i + x23,i + x31,i) = 0,
The last identity follows from the fact that
(ω12 + ω23 + ω31)
2 = 0
on ∂F . In fact, on a face, say ((12)3), we have
ω12 + ω23 + ω31 = ω12,
and similarly on the other faces.
This concludes the proof of Thm. 3.9.
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3.6. The evaluation of AΘ on the 3-sphere. We may think of S
3
as the group SU(2). Then, given an element h, we take as unit volume
form
v = C Tr(h−1 dh)3, C =
1
96π2
,
where the trace is taken in the adjoint representation.
In a left and right invariant metric the Levi-Civita connection is
given by
∇XiXj =
1
2
[Xi, Xj]
on a left invariant basis of vector fields. This implies that the con-
nection form on P when pulled back by a left invariant, orthonormal
frame fL is given by
f ∗Lθ =
1
2
h−1 dh.
Consider now the orientation reversing involution
γ : S3 → S3,
h 7→ h−1,
and its lifts to C2(S
3) and C3(S
3). With our choice of v, we have
γ∗v = −v.(3.25)
Moreover, if we denote by R the adjoint representation which corre-
sponds to projecting S3 to SO(3), we can write
γ∗f ∗Lθ = f
∗
Lθ
R(h−1) = h f ∗Lθ h
−1 + h dh−1.(3.26)
Let us now consider the action of γ on ∂C2(S
3). On the base we have
the action of γ defined before; a point x ∈ S2 is however sent into
−R(h)x. In fact, a point in the tangent bundle is given by h exp(x),
with x in the Lie algebra. Then
γ[h exp(x)] = exp(−x) h−1 = h−1 h exp(−x) h−1.
By (3.26), we also have
γ∗F = R(h)F, γ∗Dx = −R(h)Dx.
Therefore, by (3.5), we conclude that
γ∗η = −η.(3.27)
We can always choose ρ ∈ C2(M) to be invariant under the action
of γ. Then, by (3.7), we see that
γ∗dα = −dα.
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Thus, up to an exact term, we can choose α to be odd and, finally,
obtain
γ∗ηˆ = −ηˆ;(3.28)
consequently, we have
γ∗ηˆ123 = −ηˆ123.(3.29)
We know by Thm. 3.9 that the value of AΘ does not depend on these
choices, as long as we do not change our connection θ. Therefore, with
this fixed choice of θ, we have
AΘ(S
3) = 0(3.30)
since we have found an involution, γ, that reverses the orientation of
C3(M) but leaves ηˆ
3
123 v3 unchanged. Therefore, we have
IΘ(S
3, fL) =
1
4
CS(S3, fL).
Moreover, since
df ∗Lθ = −2 f
∗
Lθ
2,
we get
IΘ(S
3, fL) =
1
24π2
∫
f ∗LTr θ
3 =
1
2
.(3.31)
If we had instead chosen a right invariant section fR = h
−1 fL h, then
f ∗Rθ = −
1
2
dh h−1,
and we would have obtained
IΘ(S
3, fR) = −
1
2
.(3.32)
Remark 3.17. The left and right framings are related by the adjoint
map from S3 to SO(3), and hence it has degree 2. So the corresponding
Chern–Simons terms differ by 4 (see Remark 3.10). As the Chern–
Simons terms of these two framings are clearly opposite in sign, we
could have concluded a priori that CS(S3, fL,R) must be ±2.
Note also that the same arguments would have worked for M =
SO(3) and would have yielded half the answer for the Θ-invariant.
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4. The higher invariants
Our first step is the construction of closed forms on Cn(M). To do
so, we consider the natural projections
πi : Cn(M)→ M,
πij : Cn(M)→ C2(M), i 6= j,
and then pull back the volume form v ∈ Ω3(M) and the form ηˆ ∈
Ω2(C2(M)). We will denote them by vi and ηˆij . The combination ηˆijk
defined in (3.18) is now a closed form in Ω2(Cn(M)) for any triple of
distinct indices ijk. Of course, not all these forms are independent. In
particular, we notice that
ηˆijk = (−1)
σ ηˆσ(jik),
where σ is a permutation. Finally, if n = 2V , a product of 3V ηˆijk’s will
be a top form on Cn(M), while a product of 3V ηˆijk’s and one volume
form will be a top form on Cn+1(M). It is then natural to consider the
relation between these integrals and trivalent graphs. We start with
the following
Definition 4.1 (Kontsevich). In our context the simplest way to de-
scribe the graph cohomology is as follows. We call a decorated graph
a graph with oriented edges and numbered vertices (by convention we
start the enumeration by 1). We require edges always to connect dis-
tinct vertices. If two vertices are connected by exactly one edge, we
call that edge regular. Moreover, denoting by V the number of vertices
and by E the number of edges, we grade the collection of decorated
graphs by
ord Γ = E − V,
deg Γ = 2E − 3V.
(4.1)
The Θ-graph has order 1 and degree 0. Examples of decorated graphs
of order 2 are shown in fig. 2; Γ1 and Γ2 have degree 0, while Γ
′ has
degree 1. Notice that a trivalent graph Γ has always degree zero; more-
over, its order can be written as
ord Γ =
V
2
.
To each decorated trivalent graph Γ and 3-manifold M we can asso-
ciate a number AΓ(M) given by
AΓ(M)
.
=
∫
Cn+1(M)
v0
∏
(ij)∈Γ
ηˆij0,(4.2)
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Figure 2.
where n = 2 ordΓ, and (ij) denotes the oriented edge connecting the
vertex i to the vertex j. Notice that each vertex carries a number
between 1 and n, while 0 denotes the (n+ 1)-st point in Cn+1(M).
Remark 4.2. If we expand the product of ηˆij0’s in AΓ(M), the term
coming from choosing ηˆij in each factor will read∫
Cn+1(M)
v0
∏
(ij)∈Γ
ηˆij =
∫
Cn(M)
∏
(ij)∈Γ
ηˆij ;
that is, it corresponds to the usual association of a configuration space
integral to a trivalent graph.
Example 4.3. Referring to the trivalent decorated graphs of fig. 2, we
have the following integrals:
AΓ1(M) =
∫
C5(M)
v0 ηˆ120 ηˆ230 ηˆ340 ηˆ410 ηˆ130 ηˆ240,
AΓ2(M) = −
∫
C5(M)
v0 ηˆ
2
140 ηˆ120 ηˆ
2
230 ηˆ340.
In view of the definition of AΓ(M), we give the collection of decorated
graphs the structure of an algebra over Q, and extend (4.2) by linearity.
We will denote by D this algebra. Moreover, we introduce the following
equivalence relation: if two decorated graphs Γ and Γ′ have the same
underlying graph, we set
Γ = (−1)(p+l) Γ′(4.3)
where p is the order of the permutation of the labeling of the vertices
to go from Γ to Γ′, and l is the number of edges whose orientation must
be reversed. Notice that to equivalent graphs we associate the same
number AΓ(M). We will denote by D
′ the algebra of graphs modulo
the above equivalence relation.
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Finally, we introduce a coboundary operator δ on D. By definition,
δΓ is the signed sum of the decorated graphs that are obtained by
contracting a regular edge one at a time in Γ. If the new graph is
obtained by contracting the oriented edge connecting the vertex i to the
vertex j, we relabel the vertices by letting decrease by one the vertices
greater than max{i, j} and denote by min{i, j} the vertex where the
contraction has happened. Moreover, associate to this contraction a
sign σ(i, j) defined by
σ(i, j) =
{
(−1)j if j > i,
(−1)i+1 if j < i.
(4.4)
Proposition 4.4. The operator δ descends to D′ and satisfies δ2 =
0 there. Moreover, if we denote by D′n,t the (equivalence classes of)
decorated graphs of order n and degree t, we have
δ : D′n,t → D
′
n,t+1.
Proof. If we exchange i and j or reverse the arrow connecting them,
we get a minus sign from (4.3). In both cases the roles of i and j are
exchanged. However, σ(i, j) = −σ(j, i). Therefore, it does not matter
if we exchange i and j first and then apply δ to the edge (ij) or vice
versa.
Then consider three vertices i, j and k. We want to prove that the
exchange of j with k does not interfere with the action of δ on (ij).
By the previous step, we can assume i < j and (ij) oriented from i
to j. First suppose k > i. We can also assume k > j. If we contract
(ij) we get a factor (−1)j . If we exchange j and k we get a factor −1
and then we have to contract (ik) with a factor (−1)k. Now we have
to consider what happens to the relabeling. In the first case all indices
greater than j are reduced by one, in the second only those greater
than k. The vertices labeled as j(j + 1) . . . (k − 2)(k − 1) in the first
case are labeled as (j + 1)(j + 2) . . . (k − 1)j in the second. Since the
two strings have length k− j and are related by one cyclic rotation, we
get a factor (−1)k−j+1 if we want to turn one graph into the other. In
summary, if we contract (ij) we get a sign (−1)j, while if we echange j
and k and then contract (ik) we get a sign (−1)k+1 and a labeling that
is related to the previous one by the sign (−1)k−j+1. Similarly, we can
treat the case k < i. Therefore, δ descends to D′.
To prove that δ2 = 0 on D′, we check that contracting two different
pairs (ij) and (rs) in the opposite order gives opposite signs. First
assume j 6= s and i 6= r. By reordering the vertices, we can assume
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that i < j, r < s and j < s. Then contracting i with j gives (−1)j and
let s (and possibly r) decrease by one, so contracting r with s gives
(−1)s−1; if we instead contract r with s first and then i with j, we get
(−1)s(−1)j since j is not reduced by one. If s = j and i 6= r, then the
two orders in which we can contract the pairs (ij) and (rj) are related
by exchanging i with r, which changes sign on D′. Similarly we treat
the case s 6= j, i = r.
Finally, we observe that a contraction decreases by one both the
number of vertices V and the number of edges E (remember that we
contract only regular edges). The last claim is thus a consequence of
(4.1).
Example 4.5. The Θ-graph is a cocycle since it has no regular edges.
Example 4.6. Referring to the decorated graphs in fig. 2, we have
δΓ1 = 6Γ
′,
δΓ2 = 2Γ
′.
Therefore, the combination
Γ = −
1
12
Γ1 +
1
4
Γ2
is a cocycle.
Notice that the action of δ can be restricted to the algebra of con-
nected graphs. Then we have the following
Theorem 4.7. If Γ is a connected, trivalent cocycle in graph coho-
mology, then there exists a constant φ(Γ) such that
IΓ(M, f) = AΓ(M) + φ(Γ) CS(M, f)
is an invariant for the framed rational homology 3-sphereM . Moreover,
if ord Γ is even, then φ(Γ) = 0.
From Thms. 3.9, 4.7 and the discussion in subsection 3.6, we get the
following
Corollary 4.8. If Γ is a connected, trivalent cocycle in graph coho-
mology, then the quantity
JΓ(M) = AΓ(M)− 4φ(Γ)AΘ(M)
is an invariant for the rational homology 3-sphere M . Moreover, if
ordΓ is even, then φ(Γ) = 0; if ord Γ is odd, then JΓ(S
3) = 0.
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The last statement follows from the fact that, if we choose the con-
nection θ as in subsection 3.6, then AΘ(S
3) = 0; moreover, the involu-
tion γ we defined there reverses the orientation of Cn+1(S
3) since n is
even, and sends each ηˆij0 and the unit volume form into minus them-
selves. Since the number of forms ηˆij0 is equal to the number of edges
of Γ, that is, to 3 ordΓ, we see that the integrand is even when ordΓ
is odd.
4.1. Proof of Thm. 4.7. As in the proof of Thm. 3.9 we introduce
the unit interval I on which all our quantities depend. In the following
we will use notation similar to that of subsection 3.5. In particular,
we still denote by π the projection M × I → M and by π−1P the
pulled-back orthonormal frame bundle.
If S is a connected component of codimension one of ∂Cn(M) × I
describing the coincidence of p points, we will denote by π∂ its projec-
tion to Cn−p+1(M)×I and by F its fiber. This fiber is given by Cp(R
3)
modulo translations and rescalings. Therefore, it is a (3p−4)-manifold
with corners. Then we have the following
Lemma 4.9 (Kontsevich [9]). If F is the fiber of the face S associ-
ated with the collision of q points x1, . . . ,xq, and by ωij we denote the
pullbacks of the volume form of the sphere through the projections πij
defined in (3.21), then, for any triple of indices i, j, k (i 6= j, i 6= k),∫
xi
ωij ωik = 0.
Proof. If j = k the identity follows since ω2ij = 0.
If j 6= k, then we have at least three vertices in F . Then the integra-
tion on xi extends to all R
3 with some points blown up since we can
use the other two vertices to fix translations and scalings. The form
ωij ωik is regular except at the points xi = xj and xi = xk; so we can
extend the integration of xi to R
3 with only these two points blown up.
Then we consider the orientation reversing involution
x′i = xj + xk − xi.
The forms ωij and ωik depend only on the difference of xi with xj and
xk, so they are sent to ωki′ = −ωi′k and ωji′ = −ωi′j respectively. Since
this involution reverses the orientation of the manifold and leaves the
integrand form unchanged, the integral must vanish.
Let us denote by πx the projection Cn−p+1(M) → M corresponding
to the point where all the p points collapsed. Then we define π˜ = π◦πx
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and consider the pulled-back bundle π˜−1P = π−1x π
−1P . We can now
identify S with π˜−1P ×SO(3) F and consider the commutative diagram:
π˜−1P ×SO(3) F
p¯
←−−− π˜−1P × F
pi∂
y yp¯i∂
Cn−p+1(M)× I ←−−−
p
π˜−1P
The form ηij on this boundary is the pullback of the form η on ∂C2(M)×
I = π−1P ×SO(3) S
2 through the projection πx,ij given by the composi-
tion of the projection πij : F → S
2 defined in (3.21) with the projection
πx. With this notation we can state the following
Lemma 4.10 (Axelrod and Singer [2]). If λ is a form in Ω∗(S) given
by a sum of products of forms ηij, then π
∂
∗λ is the pullback through πx
of a characteristic form on M × I. In particular, it vanishes unless it
is of degree zero, in which case it is a constant, or of degree four, in
which case it is a multiple of the first Pontrjagin form p1.
Proof. By construction p¯∗λ is a polynomial in π∗xθ and π
∗
xdθ with co-
efficients in Ω∗(F ). Therefore, p∗π∂∗λ = π¯
∂
∗ p¯
∗λ is a polynomial in π∗xθ
and π∗xdθ and is basic. This means that it is a characteristic form on
Cn−p+1(M) × I obtained by pullback from M × I through πx. Since
M × I is 4-dimensional, its only characteristic forms are the constant
function and the first Pontrjagin form.
Now we introduce the projection σ from Cn+1(M)× I to I, and, for
each decorated trivalent graph, we define
AΓ,τ (M) = σ∗
v0 ∏
(ij)∈Γ
ηˆij0
 .
Since the integrand is a closed form, dAΓ,τ will be given only by bound-
ary contributions. We have the following
Lemma 4.11. The only boundary terms that contribute to dAΓ,τ come
from:
1. faces corresponding to the collapse of two points connected by ex-
actly one edge in Γ;
2. the face corresponding to the collapse of all points but the point
labeled 0; in this case, the contribution is a multiple of the first
Pontrjagin form if ordΓ is odd, and vanishes if ordΓ is even.
Assuming this lemma for the moment, suppose that 1 and 2 are
points as in case 1. Then, on the face where 1 and 2 come together,
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ηˆ120 = −η12 and its pushforward gives −1. Notice that the rest of the
graph is left unchanged. Now compare what happens if we contract the
pair (ij), assuming i < j, instead of (12). To do so we bring the pair i
to 1 and j to 2 by using cyclic rotations, then contract and rotate again
to bring the vertex i into its original position. More explicitly, first we
rotate the points 12 . . . i . . . j . . . n to i(i+1) . . . j . . . n12 . . . (i−1). Since
we have done i − 1 cyclic rotations in an even chain, we get the sign
(−1)i−1. Then we rotate (i + 1) . . . j to j(i + 1) . . . (j − 1). This gives
sign (−1)j−i+1 since we have done one cyclic rotation in a chain of j− i
elements. Then we contract the two vertices. Finally, we rotate i back
to its original position; this gives no sign since the chain is odd now.
Thus, the contraction of i with j, with i < j, has sign (−1)j . This
is in accordance with the sign convention (4.4) in the definition of the
coboundary operator δ. Therefore, we have proved the following
Corollary 4.12. If Γ is a connected, trivalent cocycle in graph coho-
mology, for an arbitrary dependence of g, θ and v on I,
AΓ,1(M)−AΓ,0(M) =
∫
I
dAΓ,τ (M) = −φ(Γ)
∫
M×I
p1,
where φ(Γ) is a number that depends only on the cocycle Γ and vanishes
if ord Γ is even. More generally, if Γ is not a cocycle, we have
dAΓ,τ(M) = −AδΓ,τ (M)− φ(Γ)
∫
M×I
p1.
From this corollary we obtain Thm. 4.7.
Proof of Lemma 4.11. To fix our notation, in the following we will de-
note by S a boundary face and by π∂ its projection to Cn−q+2(M)× I,
where q (q > 1) is the number of collapsing points. We will denote by
F the (3q − 4)-dimensional fiber. We will denote by λ the restriction
to the boundary of one summand of the integrand form in AΓ,τ , and
will write
λ = λ1 π
∂∗λ2.
First we show that the boundary faces involving the point labeled
by 0 do not contribute. Suppose that, besides 0, we have p other
points (p > 0) coming together (that is, we are taking q = p + 1).
The boundary then projects to Cn−p+1 and the fiber F has dimension
3p−1. Denote by e the number of edges in Γ connecting two points on
the boundary face S and by e0 the number of edges in Γ connecting a
point in S to a point outside S. Since Γ is a trivalent graph, we have
2e+ e0 = 3p.
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Notice that, if both i and j belong to S, then ηˆij0 = −(ηij + ηj0 + η0i);
if only i belongs to S, then ηˆij0 = −ηi0. Therefore, each edge with at
least one vertex in S contributes with a 2-form in the vertical direction;
that is,
deg λ1 = 2(e+ e0) = 3p+ e0.
Since the fiber has dimension 3p− 1, we see that
deg π∂∗λ1 = e0 + 1.
Thus, if e0 > 0, v0 π
∂
∗λ1 = 0 since M × I has dimension four. On the
other hand, if e0 = 0, then π
∂
∗λ1 vanishes by Lemma 4.10.
Next we come to the case where q points (1 < q < n + 1) come
together and the point labeled by 0 is not involved. In this case, if
both i and j belong to S, then ηˆij0 = −ηij . If, however, at least one
vertex does not belong to S, then ηˆij0 will be basic (that is, it will
contribute to λ2). Therefore, the form degree in the vertical direction
is equal to the number e of edges connecting vertices inside S. Again
we have the relation
2e+ e0 = 3q,
which implies
deg λ1 = 3q − e0.
Since the fiber has dimension 3q − 4, we get
deg π∂∗λ1 = 4− e0.
By Lemma 4.10, we see that we have a nonvanishing contribution only
if e0 = 4 or e0 = 0; moreover, in the latter case, π
∂
∗λ1 is a multiple of
the first Pontrjagin form. Notice that, since we are considering only
connected diagrams, this case corresponds to case 2 in the Lemma we
are proving. To prove that this contribution vanishes if ord Γ is even,
consider the involution that reverses all coordinates xi in F . Since n
is even, this involution is orientation reversing. (Notice that we can
represent F as S3n−4, with some submanifolds blown up, and that the
involution corresponds to the antipodal map.) On the other hand, each
ηij is sent into −ηij , and since the number of η’s is E = 3 ordΓ, we see
that the integrand does not change sign if ord Γ is even. In this case,
then, the integral vanishes.
We are now left with case e0 = 4. Notice that, since deg λ1 = dimF
now, we must select the top form on F in λ1; that is, we must replace
each ηij with ωij/(4π). We have two possibilities:
1. there is at least one vertex in S connected to a vertex outside S
through exactly one leg;
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2. there are two vertices in S each of which is connected with the
outside through exactly two legs (the two legs can connect the
vertex inside with the same vertex outside or with two distinct
vertices outside), and no other vertex in S is connected to the
outside.
In case 1, we can apply Lemma 4.9 and conclude that π∂∗λ1 = 0. In
case 2, we notice that the two vertices under consideration can be
connected by an edge only if q = 2 since the diagram is connected,
and this corresponds to case 1 in the Lemma we are proving. Thus,
we assume that the two vertices, which we denote by i and j, are not
connected and q > 2. In this case, there exists a third vertex k that is
conncted to i through exactly one edge to which we associate the form
ωik. Then we integrate ωik over the position of the point i. If we make
the change of variables
x′i = xi − xk,
we realize that the result of this integration does not depend on xk.
Thus, we can see the vertex k as if it were not connected to i. It will
however be connected to two other vertices, possibly not distinct, in S.
Then we can use Lemma 4.9 and conclude that π∂∗λ1 vanishes also in
this case.
This concludes the proof of Thm. 4.7.
5. Knots in a rational homology 3-sphere
The forms ηˆijk we have introduced in the previous sections allow for
the construction of invariants of knots K ⊂ M—when M is a rational
homology 3-sphere—generalizing the case of knots in R3 discussed in
[5].
In general (for details see [5]), an imbedding
f : X →֒ Y
gives rise to natural imbeddings
fn : Xn →֒ Y n,
and
Cfn : Cn(X) →֒ Cn(Y ).
Moreover, since we have natural projections π : Cn+t(Y )→ Cn(Y ), we
can consider the pulled-back bundles
Cfn,t = (C
f
n)
−1Cn+t(Y )→ Cn(X).
We will then have natural projections Cfn,t → C
f
n−r,t−s.
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In our case we set X = S1 and Y = M , and consider a family of
imbeddings
Kτ : S
1 →֒ M, τ ∈ I,
where I is the unit interval. From this we can define the families of
imbeddings CKτn and of bundles C
Kτ
n,t .
Notice however that Cn(S
1) has n! distinct connected components.
We pick up one of them by choosing a fixed ordering of the points
on S1. This connected configuration space will be denoted by C˜n(S
1).
Correspondingly we will have the families of imbeddings C˜Kτn and of
bundles C˜Kτn,t .
Then we recall that we are also interested in varying the metric, the
connection form and the unit volume form on M . We can take the
parameter τ to belong to the same unit interval I, so we are led to
consider the map
Kˆ : S1 × I → M × I,
(α, τ) 7→ (Kτ (α), τ),
and its generalizations
ˆ˜CKn : C˜n(S
1)× I → Cn(M)× I.
Finally, the natural projections π : Cn+t(M) × I → Cn(M) × I allow
us to define the pulled-back bundles
ˆ˜CKn,t = (
ˆ˜CKn )
−1(Cn+t(M)× I).
Again we have natural projections ˆ˜CKn,t →
ˆ˜CKn−r,t−s; the case r = n, t = s
yields the projection
σ : ˆ˜CKn,t → I.
Using the maps C˜Kn we can pull back the forms ηˆij ∈ Ω
2(Cn(M)). We
will keep denoting them by ηˆij to avoid cumbersome notation. Similarly
we can pull back the forms ηˆij ∈ Ω
2(Cn(M)× I) by the maps
ˆ˜CKn .
Notice that a form ηˆij ∈ Ω
2( ˆ˜CKn,t) (more precisely we should write
ˆ˜CK∗n ηˆij) depends on τ in two ways: through the metric connection θ
and through the map ˆ˜CKn .
As in the case of manifold invariants, we will look for configuration
space integrals that yield functions on I. A constant function will then
be a knot invariant.
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The simplest quantity we can write down with these ingredients is
the self-linking number
sln(K,M)
.
=
∫
C˜K2,0
ηˆ,(5.1)
which is not a knot invariant. In fact, given a family of imbeddings Kτ ,
we can write
sln(Kτ ,M) = σ∗ηˆ,
where σ is the projection ˆ˜CK2,0 → I. We then note that
ˆ˜CK∗2 vi = 0, so
ηˆ is a closed form on ˆ˜CK2,0; moreover, ∂C˜
K
2,0 = S
1 × {−1, 1}. Therefore,
we have
d sln(Kτ ,M) = σ
∂
∗ ηˆ =
∫
∂C˜
Kτ
2,0
ηˆ = −2
∫
S1
ψ∗Kτη.(5.2)
For a given imbedding K, the map
ψK : S
1 → ∂C2(M)(5.3)
is defined as follows: Consider the tangent map K∗ : TS
1 → TM and
its restriction to the sphere bundles. Since S(TS1) = S1×{−1, 1}, we
actually have two maps—opposite to each other—from S1 to S(TM) =
∂C2(M), one corresponding to the point −1 and the other to the point
1. We take ψK as the latter.
In the next subsection we will show how to associate knot invariants
to cocycles in a new graph cohomology. We will see that the only possi-
ble failure for the integrals we write down to be true invariants is given
by a term proportional to d sln(Kτ ,M). Therefore, subtracting the
correct multiple of the self-linking number, we will get knot invariants.
5.1. Knot invariants. To define knot invariants, we have to intro-
duce an appropriate graph cohomology. Essentially we use the same
diagrams considered in Sec. 4, but with some important modifications.
Definition 5.1. We call a decorated graph for knots a decorated graph
with a distinguished loop (representing the knot) on which we orient
all the edges consistently. We call external the vertices on the knot
and internal the others. We assume that there are always at least two
external vertices. We call internal the edges which do not constitute
the knot and external those which do. Following [5], we call connected
a decorated graph for knots such that its underlying graph is connected
after removing any pair of external edges. (In [1], such a graph is called
prime.) Finally, denoting by E the number of internal edges and by
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Vi and Ve the number of internal and external vertices, we grade the
collection of decorated graphs for knots by
ord Γ = E − Vi,
deg Γ = 2E − 3Vi − Ve.
(5.4)
The Θ-graph can be seen as a connected decorated graph for knots
of order 1 and degree 0 if its outer circle is reinterpreted as the knot.
Examples of connected decorated graphs for knots of order 2 and degree
0 are shown in fig. 3; in fig. 4 we have instead connected decorated
graphs for knots of order 2 and degree 1. In all these graphs it is
understood that the outer circle represents the knot.
We will follow the convention of labeling first the external vertices
following the fixed orientation. Only after we have exhausted the exter-
nal vertices do we start labeling the internal ones. In this we have the
same freedom as we had before, as well as the freedom in orienting the
internal edges. We divide the algebra of graphs by the same equivalence
relation (4.3) we had before. We keep calling D′ the quotient.
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To a trivalent graph Γ ∈ D′ we can associate the number
AΓ(K,M)
.
=
∫
C˜Kn,t+1
v0
∏
(ij)∈Γ
ηˆij0,(5.5)
where n and t are the numbers of external and internal vertices in Γ.
Notice that by (ij) now we mean only the internal edges. If we denote
by E their number, we have
2E = n+ 3t(5.6)
since the external vertices are univalent as for the internal edges. This
implies that the order of a trivalent graph is 0 and that the integrand
in (5.5) is actually a top form on C˜Kn,t+1. Moreover, in this case we have
ordΓ =
n + t
2
.(5.7)
In most cases it is possible to replace ηˆij0 by ηˆij in (5.5). Actually,
we have the following
Lemma 5.2. Unless (ij) belongs to an internal loop, the integral AΓ(K,M)
in (5.5) does not change if one replaces ηˆij0 with ηˆij.
Proof. Since the dimension at the point 0 is saturated by the volume
form v0, the integration selects the components of the 2-form ηˆij0 that
carry either one form degree at each vertex i and j or two form degrees
at one vertex i or j and zero form degrees on the other. The terms
ηˆj0 and ηˆ0i contribute to the latter case only. Therefore, to prove the
lemma, it is enough to show that, unless (ij) belong to an internal loop,
integration selects the component of ηˆij0 that carries one form degree
on i and one on j.
Suppose first that i is an external vertex. In this case, it is clear
that the integral vanishes by dimensional reasons if we put a zero- or
a 2-form on i.
If both i and j are internal we can reason as follows. Suppose we
select the component of ηˆij0 that carries two form degrees on i. Call j
′
and j′′ the other two vertices connected to i. Necessarily, the form on
one internal edge, say ηˆij′0, will carry zero form degrees on i, while the
form on the other internal edge, say ηˆij′′0, will carry one form degree on
i. Thus, ηˆij′0 will carry two form degrees on j
′, and so on. Notice that
no vertex can appear twice in this sequence since otherwise it would
carry a 4-form. Moreover, no external vertex can belong to the sequence
since we cannot put a 2-form on the knot. Thus, this procedure gives
a nonvanishing result only if at some point in this sequence we hit the
vertex j; in fact, on j we can put a 2-form since in ηˆij0 we have chosen
34 R. BOTT AND A. S. CATTANEO
the component that carries no form degrees on j. But this can happen
only if (ij) belongs to an internal loop.
Example 5.3. Referring to the graphs in fig. 3, and taking into account
Lemma 5.2, we have the following integrals:
AΓ1(K,M) =
∫
C˜K4,1
v0 ηˆ130 ηˆ240 =
∫
C˜K4,0
ηˆ13 ηˆ24,
AΓ2(K,M) =
∫
C˜K3,2
v0 ηˆ140 ηˆ240 ηˆ340 =
∫
C˜K3,1
ηˆ14 ηˆ24 ηˆ34,
AΓ3(K,M) =
∫
C˜K2,3
v0 ηˆ120 ηˆ
2
230 ηˆ340 =
∫
C˜K2,3
v0 ηˆ12 ηˆ
2
230 ηˆ34.
On D′ we can define a coboundary operator δ as in the case of deco-
rated graphs for manifolds with the additional constraint that internal
edges connecting external vertices are not contracted. Thus, δ con-
tracts external regular edges or internal regular edges with at least one
endpoint internal. Notice that, if the graph has exactly two external
vertices, there are no external regular edges. We have then an analogue
of Prop. 4.4.
Again we call a cocycle a graph Γ killed by δ and note that δ can be
restricted to the algebra of connected graph.
Example 5.4. The Θ-graph with its outer circle seen as the knot is a
cocycle in the graph cohomology for knots since it has no regular edges.
Example 5.5. Referring to the graphs in figs. 3 and 4, we have
δΓ1 = 4Γ
′
1,
δΓ2 = 3Γ
′
1 + 3Γ
′
2,
δΓ3 = 2Γ
′
2.
Therefore, the combination
Γ =
1
4
Γ1 −
1
3
Γ2 +
1
2
Γ3
is a cocycle in the graph cohomology for knots.
Notice that δΓ1 differs here from what we obtained in Example 4.6
since there we had to contract also the edges (13) and (24).
Finally we can state the following
Theorem 5.6. If K is a knot in the rational homology 3-sphere M
and Γ a connected, trivalent cocycle in the graph cohomology for knots,
then there exists a constant µ(Γ) such that the quantity
IΓ(K,M) = AΓ(K,M) + µ(Γ) sln(K,M)
is a knot invariant. Moreover, µ(Γ) = 0 if ord Γ is even.
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For M = R3, the analogous theorem was proved in [5]; the vanishing
of µ(Γ) for ord Γ even in this case was proved in [1]. The simplest
knot invariant—which corresponds to the cocycle described in Example
5.5—had previously been described in [8] and [3].
Remark 5.7. In [3] a product structure is introduced on the algebra of
graphs. With this product,
AΓ1·Γ2(K,M) = AΓ1(K,M)AΓ2(K,M).
This explains why it is enough to restrict our attention to connected
graphs only. (Actually, in [1] it is shown that as for the computation
of µ(Γ) it is enough to consider “primitive” graphs, namely, decorated
graphs for knots such that their underlying graphs are connected after
removing all external edges.)
5.2. Proof of Thm. 5.6. Since the integrand form is closed by con-
struction, then dIΓ—as a 1-form on the unit interval I—will be given
just in terms of boundary integrals.
We first consider the faces corresponding to the collapse of vertices
(necessarily internal or carrying the volume form) at an internal vertex.
In this case we can use the same arguments we used in subsection 4.1
to prove Thm. 4.7. Essentially we come to the same conclusions of
Lemma 4.11, with one important difference: since there are always at
least two external vertices and the diagram is connected, it can never
happen that all points come together at an internal vertex. Therefore,
we are left only with case 1 of Lemma 4.11, and this is taken care of
by the action of the coboundary operator δ.
Now consider a collapse at an external vertex. Here both internal
and external vertices can come together. Notice that, if the point 0
is involved, the form vanishes since v is a 3-form and S1 × I is 2-
dimensional; so we must only consider the case when q external and
s internal vertices (with q ≥ 1, s ≥ 0 and q + s ≥ 2) come together
at a point x on the knot. Let us denote by S the corresponding face.
This is a bundle over I whose fiber is a component of ∂C˜Kτn,t+1. However,
we can also think of S as a bundle over ˆ˜CKn−q+1,t−s+1 whose projection
we denote by π∂. Its (q + 3s − 2)-dimensional fiber can be described
as given by q copies of TxS
1 and s copies of TKτ (x)M up to global
translations along TxS
1 and scalings, and with the diagonals blown up.
Moreover, since we are considering only one connected component of
the configuration spaces, we must fix an ordering of the q points on
TxS
1.
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To give an explicit description of this fiber, we consider the following
commutative diagram:
S
fˆ
−−−→ π−1P ×SO(3) (S
2 ⋉ F )
pi∂
y ypˆi∂
ˆ˜CKn−q+1,t−s+1 −−−→
f
π−1P ×SO(3) S
2
Here π is the projection M × I →M , and f is the composition of the
projection
πx :
ˆ˜CKn−q+1,t−s+1 → S
1 × I
to the point where the collapse has happened with the map
ψˆK : S
1 × I → π−1P ×SO(3) S
2,
(α, τ) 7→ (ψKτ , τ)
with ψK defined in (5.3). (Remember that ∂C2(M) = P ×SO(3) S
2.)
The space S2 ⋉F is defined as follows. To each a ∈ S2 we associate
the imbedding
a : R → R3,
x 7→ ax.
Then we call F a the configuration space C˜aq,s modulo translations and
scalings; that is, if we denote by x1, . . . , xq the q coordinates in R (with
x1 < x2 < · · · < xq) and by xq+1, . . . ,xq+s the s coordinates in R
3, we
divide C˜aq,s by the translations
xi → xi + ξ,
xj → xj + ξa,
with ξ ∈ R, and by the scalings
xi → λxi,
xj → λxj,
with λ ∈ R∗. By S2 ⋉ F we then mean the pairs (a, F a) with a ∈ S2.
The action of SO(3) on S2 ⋉ F is just the defining action on the
copies of R3 and on S2, and the trivial action on the copies of R.
Next consider the form λ ∈ Ω∗(S) given by the restriction to this
face of one summand of the integrand form in IΓ. We can split λ as
λ = λ1 π
∂∗λ2.
Then we have the following
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Lemma 5.8. If λ1 is a vertical form on S given by the restriction to
this face of a sum of products of forms ηˆij, then π
∂
∗λ1 vanishes unless it
is a zero-form, in which case it is a constant, or is a 2-form, in which
case it is a multiple of f ∗η.
Proof. We can write λ1 = fˆ
∗λˆ1, where λˆ1 is a sum of products of
pullbacks of the form η ∈ π−1P ×SO(3) S
2 through the projections πij
we are going to describe. First define
πij : S
2 ⋉ F → S2,
by
πij(a, x1, . . . , xq,xq+1, . . . ,xq+s) =

a sgn(j − i) if i, j ≤ q,
ρ(xj − axi) if i ≤ q, j > q,
ρ(axj − xi) if i > q, j ≤ q,
ρ(xj − xi) if i, j > q,
with
ρ(x) =
x
|x|
.
Since the πij ’s are equivariant they descend to
πij : π
−1P ×SO(3) (S
2 ⋉ F )→ π−1P ×SO(3) S
2.
Now consider the commutative diagram:
π−1P ×SO(3) (S
2 ⋉ F )
¯ˆp
←−−− π−1P × (S2 ⋉ F )
piij
−−−→ π−1P × S2
pˆi∂
y y¯ˆpi∂
π−1P ×SO(3) S
2 ←−−−
pˆ
π−1P × S2
The form ¯ˆp∗λˆ1 is given in terms of pullbacks of the form η¯ = p
∗η,
defined in (3.1), through the projections πij . Since the maps πij ’s and
¯ˆπ
∂
act as the identity on π−1P , we conclude that ¯ˆπ
∂
∗
¯ˆp∗λˆ1 is a polynomial
in θ and dθ with coefficients in Ω∗(S2). Moreover, we know that it is
basic. Therefore, it must be either a constant or a multiple of the form
η¯. As a consequence, πˆ∂∗ λˆ1 is either a constant or a multiple of the form
η.
Now we compute the degree of π∂∗λ1. If i and j are in S then ηˆij0
reduces to ηˆij . If at least one vertex i or j is not in S, then ηˆij0 is basic
in S (that is, it contributes to λ2). Thus, the degree of λ1 is equal
to the number of internal edges connecting vertices inside S. Let us
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denote this number by e, and let e0 be the number of internal edges
connecting a point in S with a point outside. Then we have
2e+ e0 = q + 3s,
since in S we have q univalent and s trivalent vertices (as for the internal
edges). Since the fiber dimension is q + 3s− 2 we conclude that
deg π∂∗λ1 = 2− e0.
By Lemma 5.8, we then see that π∂∗λ1 vanishes unless e0 = 0 or
e0 = 2. In the former instance all points but the point 0 collapse on
the knot. The point 0 is now completely disconnected from the point
on the knot where all points have collapsed; therefore, we can integrate
the volume form on 0. We are then left with a multiple of f ∗η = ψ∗Kτη
to be integrated over C˜K1,0 = S
1. But this can also be written as a
multiple of d sln(Kτ ,M) by (5.2).
To prove that we do not have this contribution if ord Γ is even,
we consider the involution φ that acts: as the antipodal map on S2,
trivially on the q = n copies of R, and as the reflection with respect to
the origin on the s = t copies of R3. Since the maps πij are equivariant
and φ∗η = −η by Prop. 3.1, we have
φ∗λˆ1 = (−1)
E λˆ1,
where E is the number of internal edges. The map πˆ∂ is also equi-
variant; however, the orientation of the fiber is reversed if t is odd,
so
φ∗πˆ∂∗ λˆ1 = (−1)
E+t πˆ∂∗ λˆ1.
On the other hand we know that πˆ∂∗ λˆ1 is proportional to η, so
φ∗πˆ∂∗ λˆ1 = −πˆ
∂
∗ λˆ1.
This means that πˆ∂∗ λˆ1 vanishes if E+ t is even. By (5.6) and (5.7), this
is equivalent to ord Γ even.
To complete our proof, we must finally consider the case e0 = 2. In
this case the fiber dimension is equal to the degree of λ1. As in the
proof of Lemma 5.8, we write λ1 = f
∗λˆ1 and see that πˆ
∂
∗ now selects
the part of degree 0 in θ. Therefore, we can use the same arguments
used in [5] to prove that π∂∗λ1 vanishes unless q + s = 2. This case
is taken care of by the coboundary operator δ. (Notice that if Γ has
exactly two external vertices, say 1 and 2, and we are considering their
collapse, then we get two opposite contributions as 1 approaches 2 from
one or the other side, provided that 1 and 2 are not connected by one
internal edge.)
This concludes the proof of Thm. 5.6.
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