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Abstract
We present an index for the local sensitivity of spatiotemporal structures in
coupled oscillatory systems based on the asymptotic scaling of local-in-space,
finite-time Lyapunov Exponents. For a system of nonlocally-coupled Ro¨ssler
oscillators, we show that deviations of this index reflect the sensitivity to noise
and the onset of spatial chaos for the patterns where coherence and incoherence
regions coexist.
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Introduction
The investigation of synchronization and more complex spatiotemporal struc-
tures in coupled oscillatory and spatially extended systems is a predominant
subject of nonlinear science [1, 2, 3, 4, 5, 6]. In recent years, after the discovery
of structures with coexisting coherent and incoherent parts, so called chimera
states, systems with nonlocal coupling are of particular interest [7, 8, 9, 10, 11,
12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24]. The temporal dynamics of
individual elements in such a regime can be regular (stationary, periodic, quasi-
periodic), chaotic, and even stochastic, see for example [22]. However, despite of
the homogeneous coupling topology, not all elements necessarily display behav-
ior of the same type. Typically, clusters are formed, which are characterized by
coherent (almost synchronous) behavior of their constituent elements in time.
Elements not belonging to such clusters exhibit irregular, incoherent behavior.
The chaotic nature of these incoherent ensembles is characterized by sen-
sitive dependence on initial conditions and is quantitatively captured by the
corresponding local rates of contraction and expansion along a trajectory, the
so called Lyapunov exponents (LEs) [25, 26, 27, 28]. The maximal LE provides
important information about the dynamics of the system as a whole: chaotic
motion, when the maximal LE is positive and asymptotic convergence to steady
state, when it is negative. Modern computer software facilitates the calculation
of the full Lyapunov spectrum for ensembles consisting of a large number of
oscillators [29, 30]. For instance, the work [31] studied the full Lyapunov spec-
trum of a chimera regime, as well as its dependence on an increasing number
of ensemble elements. However, it is yet unclear how the maximal LE or full
Lyapunov spectrum reflect the dynamical properties of an individual oscillator
in a coupled system. Therefore, special characteristics for the local analysis
in spatially-distributed systems have been considered in the literature. For in-
stance, local Lyapunov Exponents [32] have been introduced to measure the
exponential growth of perturbations localized in space. However in general, the
computation of such local indicators for all spatially localized perturbations in
large ensembles is numerically challenging.
In this article, we propose the following approach: The finite-time growth
rate of the Lyapunov vector projected onto the subspace corresponding to a
specific oscillator, which we call the index of local sensitivity (ILS). The ILS, in
order words, measures the sensitivity of individual oscillators to external per-
turbations in a coupled system. It is computationally cheap in comparison, as it
can be computed for all coupled elements in parallel. This article is organized as
follows: Firstly, we introduce the needed mathematical concepts in more detail.
Secondly, we show how the ILS performs for a system of nonlocally coupled
Ro¨ssler oscillators in comparison with the conventional maximal Lyapunov Ex-
ponent. We study the relation between the spatial distribution of ILSs and the
response of different oscillator ensembles to short-time noise. In particular, we
show that elements with larger ILS-values are more sensitive to such perturba-
tions, as it is expected. In addition, we reveal that the onset locus of spatial
chaos can be characterized by the ILS: The incoherent part of the chimera state
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has larger ILS than the conventional maximum Lyapunov Exponent.
1. Index of local sensitivity: Definition and basic properties
For a given solution x of the system
x˙(t) = f(x(t)), x(t) ∈ Rn,
the temporal evolution of a small perturbation vector ξ(t) from x(t) is charac-
terized by the corresponding Lyapunov exponent (LE) λ [28]. The LE is defined
as
λ := lim sup
T→∞
Λ(t0, T ), (1)
where
Λ(t0, T ) :=
1
T
ln
‖ξ(t0 + T )‖
‖ξ(t0)‖ , (2)
is the finite-time growth rate of a small perturbation ξ(t0) from x(t) at time t0
governed by the linearized system
ξ˙(t) = Df(x(t))ξ, ξ(t) ∈ Rn.
The spectrum of Lyapunov exponents consists of (up to) n numbers λ1 ≥ λ2 ≥
, . . . ,≥ λn corresponding to different initial perturbations ξ(t0), see e.g. [33]
for details. In particular, λ1 = maxi=1,...n λi is called the maximal Lyapunov
exponent, λmax for short. For a generic initial perturbation ξ(t0), the definition
(1) leads to the maximal LE. To remind the reader, when λmax is positive,
the system displays sensitive dependence on initial conditions and is chaotic. If
alternatively, the maximal LE is negative, any small perturbation asymptotically
converges to x. However, this convergence can be very slow and preceded by long
chaotic transients, as the finite-time growth rates Λ(t0, T ) can still be positive
for large intervals of time [34]. In this way, the finite-time growth rates provide
additional information about the dynamics of x.
When we consider an ensemble of oscillators consisting of N elements, each
of them described by k independent variables, the full system has a phase space
of dimension equal to n = Nk. Here, the Nk-dimensional perturbation vec-
tor ξ(t) can be represented as ξ(t) = (ξ1(t), . . . , ξN (t)), where ξi(t) ∈ Rk, i ∈
{1, 2, . . . , N} is the projection to the subspace corresponding to the i-th oscil-
lator. We propose a new characteristic measuring the response of oscillator i
to a homogeneous perturbation of the form ξ(t0) = (ξ1(t0), . . . , ξ1(t0)): The
finite-time growth rate of the Lyapunov vector projected onto the subspace cor-
responding to this oscillator, which we call the index of local sensitivity (ILS)
and which we define as
Λi(t0, T ) :=
1
T
ln
‖ξi(t0 + T )‖
‖ξi(t0)‖
=
1
T
ln
√
N
‖ξi(t0 + T )‖
‖ξ(t0)‖ . (3)
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The ILS is related to the finite-time LE, as
e2Λ(t0,T )T =
1
N
N∑
i=1
e2Λi(t0,T )T
and in some sense, it can be represented as a mean of the individual contributions
of the ILSs to the maximal LE
λmax = lim sup
T→∞
1
2T
ln
1
N
N∑
i=1
e2Λi(t0,T )T . (4)
By replacing Λ(t0, T ) by λmax here, we assumed that the homogeneous pertur-
bation is ”generic” in the sense that it is not contained in the subspace cor-
responding to smaller Lyapunov exponents λ2, . . . , λn. In the specific case,
when all oscillators are synchronized, all indices of local sensitivity are identical
(Λ0(t0, T ) = Λ1(t0, T ) = · · · = ΛN (t0, T )), and it holds
lim sup
T→∞
Λi(t0, T ) = λmax. (5)
Even though the ILS can asymptotically converge to the maximal Lyapunov
exponent for less coherent ensembles, the direction (from above or from below)
and the speed provide valuable information about the finite-time ”sensitivity”
of a particular oscillator. In the following sections, we numerically investigate
the dependence of the ILS on the index i, as well as on the reference time T .
For brevity, from now on, we omit the dependence on t0 and when numerical
results are presented, the associated spatial profile xi(t0) will be clearly stated,
where it is appropriate.
2. Nonlocally coupled Ro¨ssler oscillators
To showcase the approach, we use a system of N nonlocally coupled chaotic
Ro¨ssler oscillators, which are known to demonstrate various spatiotemporal
structures, including chimera states [35]. The system under consideration is
described by the following set of 3N ordinary differential equations:
x˙i(t) = −yi(t)− zi(t) + σ
2P
i+P∑
k=i−P
(xk(t)− xi(t)) ,
y˙i(t) = xi(t) + ayi(t) +
σ
2P
i+P∑
k=i−P
(yk(t)− yi(t)) ,
z˙i(t) = b+ zi(t)(xi(t)− c) + σ
2P
i+P∑
k=i−P
(zk(t)− zi(t)) ,
xi+N (t) = xi(t), yi+N (t) = yi(t),
zi+N (t) = zi(t), i = 1, ...N,
(6)
such that the underlying coupling topology of the system is periodic, i.e. it is
a nonlocal ring, where index i determines the position of an oscillator, which
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is coupled to its P -nearest neighbors from each side with coupling strength σ.
The parameters a, b, and c determine the dynamics of an individual oscillator.
For numerical purposes, we confine ourselves to a = 0.2, b = 0.2, and c = 4.5,
so that in the uncoupled case the dynamics of each element is chaotic. We
consider an ensemble consisting of N = 300 oscillators, each one coupled to
its P = 100 nearest neighbors. In the following, we numerically compute the
ILS for different values of the coupling strength and relate the results to the
temporal dynamics of the system, in order to familiarize the reader with this
approach.
2.1. Complete incoherence versus complete chaotic synchronization
At first we contrast two limiting cases: Complete spatial incoherence and
the regime of complete synchronization. For small positive values of the cou-
pling strength σ ≈ 0, one observes complete spatial incoherence [36, 37]. Here
for randomly chosen initial conditions, each individual element is chaotic, and
at a fixed moment in time the spatial distribution does not exhibit any appar-
ent coherent ensemble. The corresponding ILSs Λi(T ) are shown in Fig. (1)(a)
alongside an example of spatial distribution of the oscillators xi, see Fig. (1)(a,
inset). Naturally in this case, the ILS are close to the maximal LE with some
Figure 1: (Color online) Spatial distribution of ILS Λi(T ), T = 10
4 in the regime of complete
spatial incoherence (a) σ ≥ 0 small, and complete coherence (b) σ ≫ 1. Panels show Λi(T )
versus i in comparison with the maximal LE λmax (red). The inset in (a), respectively (b),
shows the spatial distribution of xi at a fixed instant of time.
local variation among the oscillators, as finite-time LE do not depend contin-
uously on the initial condition. Note that in this case all Λi attain smaller
values than the maximal LE, as it corresponds to the direction along which the
expansion is maximal. Increasing the coupling strength σ to large values, com-
plete chaotic synchronization can be observed in the system [38, 39, 40, 41]. In
this regime, after some transient, all elements still oscillate chaotically, but syn-
chronously so, with xi(t) = xj(t), for all i, j. As the dynamics of the oscillators
is identical, all Λi(T ) coincide and as T → ∞, they converge to the maximal
Lyapunov exponent up to the precision given by the resolution of Fig. 1(b). For
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a corresponding example spatial distribution of the oscillators xi see Fig. (1)(b,
inset). We have made a simple observation here: incoherent (coherent) ensem-
bles of oscillators posses incoherent (coherent) ILS. Throughout this paper, we
will exploit this fact and investigate how the value and scaling of ILSs reflect
dynamical properties of the system state and what additional information can
be obtained from the ILS.
2.2. Partial chaotic synchronization
For intermediate values of the coupling, one can observe partial coherence
between the individual chaotic oscillators [35]. Solutions in this regime are
characterized by piecewise smooth instantaneous spatial profiles, see Fig. 2(a),
where almost all adjacent elements of the ensemble oscillate approximately syn-
chronously, but two distant elements can have (possibly very) different instanta-
neous states. For example, the solution shown in Fig. 2(a) is almost coherent in
space: small (large) values of oscillator xi correspond to small (large) values of
xj for all j. However, it exhibits two points of discontinuity in its spatial profile
at the oscillators i = 85, and i = 240 respectively, such that it can be thought
of as two clusters of oscillators i = 1, . . . , 85, 240, . . . , 300 and i = 85, . . . , 240
each one coherent in space.
The distribution of ILSs Λi(T ) along this solution is shown in Fig. 2(b). We
observe that it varies continuously in space and has a pronounced maximum
about oscillator i = 160, where Λi(T ) > λmax, which corresponds to local rates
of expansion higher than the maximum Lyapunov exponent. This observation
contrasts with our intuition that the maximal sensitivity of the ensemble must be
observed in the regions around the profile distortions. Surprisingly, the minima
of the ILS distribution are observed around the points, where the spatial profile
is discontinuous.
Our numerical simulations show that the range of Λi(T ), that is RILS(T ) :=
maxi Λi(T ) −mini Λi(T ) decreases with time 2(c) and asymptotically, all sen-
sitivity indices Λi(T ) have approximately the same value λmax Fig. 2(b). The
qualitative explanation for this effect is as follows: for T → ∞ the vector of
perturbation of the whole system line up with the direction corresponding to
the maximal Lyapunov exponent [28, 42]. This perturbation is changing along
the phase trajectory, however, the lengths of all the projections of a perturba-
tion vector in partial oscillators are changed proportionally. In the limit, any
projection either increases or decreases exponentially with the same rate, which
is determined by the value of the maximal Lyapunov exponent λmax.
We emphasize that the variation of ILS for different oscillators is an effect
of the finite calculation time T . In order to use this characteristic, one should
choose it in an optimal way: small enough to avoid the asymptotic limit (in our
case study of the Ro¨ssler system T < 104), and large enough to exceed the char-
acteristic timescale of the system. Interestingly, we observe that, although the
local variation in Λi(T ) decreases, the local maxima and minima of the spatial
ILS profile remain over time, see Fig. 2(d). The ILS distribution rescaled by
RILS forms a characteristic shape providing qualitative and quantitative infor-
mation about the sensitivity of different oscillators in the ensemble.
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t = 5 · 103
t = 7 · 104
Figure 2: (Color online) Spatial distribution of Λi(T ) in the regime of partial synchronization
of chaotic dynamics for intermediate coupling strength σ = 0.05. Panel (a) shows an example
trajectory of the system for t ∈ [104, 2 · 104] in a spatiotemporal plot. Panel (b) shows the
corresponding spatial distribution of the ILS Λi(T ) for T = 5 · 103 (solid line), T = 7 · 104
(dotted line) and the maximal LE λmax of the full system along this solution. One observes
that Λi(T ) converges to λmax and the local minima along the spatial distribution correspond to
the boundaries between the two clusters. Panel (c) shows the spatial range of ILSs RILS(T ) =
maxi Λi(T ) −mini Λi(T ) versus the reference time T for a fixed initial profile (inset). Panel
(d) shows the temporal evolution of the rescaled ILS Si(T ) = (Λi(T )− Λ(T ))/RILS(T ).
3. Index of local sensitivity: Results
3.1. Local sensitivity to noise
In this section, we study the impact of a noisy perturbation on a partially
coherent solution as shown in Fig. (2)(a). We relate our findings to the ILS
distribution (Fig. (3)(a)) and reveal how the deviations in Λi(T ) influence the
response of an individual oscillators. In particular, we show that the oscillators i
with small ILS correspond to stable (with respect to noise) regions of the profile,
see Fig. (3)(b, region I). On the other hand, oscillators with ILS locally higher
than the maximal LE, Λi(T ) > λmax, respond to external perturbation more
strongly, see Fig. (3)(b, region II).
To do so, we consider the following stochastic system
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Figure 3: (Color online) Influence of uniform noise with low intensity D = 10−5 on the spatial
structure in the regime of partial synchronisation σ = 0.05, see also Fig. 2. Panel (a) shows
ILS distribution Λi(T ) versus i for T = 5 · 103 (black, solid), the finite-time LE Λi(T ) for
T = 5 ·103 (red, dashed) and the maximal LE λmax (red, solid). Spatial Regions I (Oscillators
i with Λi(T ) < Λ(T )) and II (Oscillators i with Λi(T ) > λmax) are highlighted in every panel.
Panel (b) shows the influence of noise (black) on a spatial profile (red). Panel (c) shows the
degree of incoherence ∆i averaged over t ∈ [5 · 10
3, 7 · 104].
x˙i = −yi − zi + σ
2P
i+P∑
k=i−P
(xk − xi) +
√
2D(i, t)n(t),
y˙i = xi + ayi +
σ
2P
i+P∑
k=i−P
(yk − yi) +
√
2D(i, t)n(t),
z˙i = b+ zi(xi − c) + σ
2P
i+P∑
k=i−P
(zk − zi) +
√
2D(i, t)n(t),
(7)
with periodic boundary conditions, as in (6). Here, n(t) is a normalized source
of Gaussian white noise with intensity D(i, t).
In order to measure the effect of noise applied to the system, we use the
quantity
∆i = 〈(2xi(t)− xi+1(t)− xi−1(t))2〉 (8)
as the degree of the local incoherence of the spatial profile at point i, see
[23, 43] for more details. Here, the averaging 〈·〉 is performed with respect
to time. This characteristic displays the averaged ”curvature”, as the expression
(2xi(t)− xi+1(t)− xi−1(t))2 is a measure of the local deviation from the linear
state. ∆i admits small values for coherent states and larger values for incoherent
as it is shown in [23].
At first, we consider a constant noise intensity D(i, t) ≡ D, uniform for all
time t and oscillators i. Figure 3(b) shows an example profile in space for a
fixed instant of time with and without noise. The corresponding distribution
of ∆i in space is shown in Fig. 3(c), where the time averaging is performed for
5 · 103 time units. The distinct peaks in Fig. 3(c, region I) correspond to the
profile distortion. At the same time, the maximum of ∆i in region II, coincides
with the maximum in the ILS distribution in the plots in Figs. 3(a). Thus,
the elements with the largest values of Λi(T ) are most sensitive to the noise
influence, in contrast to the elements, which are characterized by smaller values
of ILS.
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Additionally, when studying the influence of localized short-time noise,
D(i, t) =
{
D, i ∈ [i1; i2] and t ∈ [0, Tn],
0, otherwise,
(9)
where [i1, i2] is the spatial and [0, Tn] the temporal interval of the noise action,
we can relate the value of the ILS, to the characteristic decay time of this
perturbation. We consider the system (7) without noise to be in the regime
of partial coherence, as studied above (Fig. 2), with noise parameters chosen
as D = 0.05 and Tn = 0.1. Figure (4) exhibits the spatiotemporal plot of two
local perturbations applied in regime I (low ILS, Fig. (4)(a)), and regime II
(high ILS, Fig. (4)(b)) respectively. One can observe that the perturbation in
the high-sensitive region II persists significantly longer then in the low-sensitive
region I. Thus, the ILS can serve as a sensitivity measure to noisy perturbations.
The non-coherent response, which is induced by the localized short-time high-
intensity influence of noise, persists significantly longer in the case when the
perturbation is applied to a high-sensitive region (with higher ILS) than in
case of the influence to the region with low values of ILS. The obtained results
indicate the non-homogeneity of the response of system (6) in the regime of
partial coherence.
Figure 4: (Color online) Influence of spatially localized short-time noise with intensity D =
0.05 in the regime of partial synchronization of chaotic dynamics for intermediate coupling
strength σ = 0.05. Panels (a) and (b) show the spatiotemporal evolution of a perturbation in
regions I (a) and II (b) (see Fig. 3 for the definition of regions I and II) in a corresponding
reference frame: xi − x140 in (a) and xi − x150 in (b). In panel (a), oscillator numbers are
shifted such that the perturbation appears centered.
3.2. Local sensitivity of chimera states
In the regime of partial chaotic synchronization, so called ”chimera” states
have been observed. There are 2 main flavors in which a spatially coherent
profile can become locally incoherent [21]: (1) An oscillator that is close to
the boundary of two coherent clusters, say cluster 1 and 2, can be irregularly
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“shifted” in space with respect to the instantaneous phase of adjacent oscilla-
tors belonging to cluster 1, but the oscillator itself has values comparable to an
oscillator in cluster 2: the so-called “phase” chimera, which needs to be distin-
guished from a “chimera of phase oscillators”. (2) In an “amplitude” chimera,
the oscillators locally possess an irregular spatial distribution with respect to
the surrounding cluster. So naturally, phase chimeras occur in the region of low
ILS (compare region I in Fig. 3(a)) and amplitude chimeras in the region of high
ILS (compare region II in Fig. 3(a)). In this section, we numerically investigate
the distributions of ILS for these regimes.
Firstly we study the phase chimera shown in Fig. 5(a). Here, elements of
the incoherent cluster oscillate almost periodically in time. Their instantaneous
amplitudes are almost identical (changes smoothly with i), and the adjacent
elements oscillate either in-phase or anti-phase. Moreover, these shifts are ir-
regularly distributed in space. It has been argued that this chimera type is
stable in time and resistant to external influence [44], which is also reflected by
the ILS. Figure 5(b) shows the distribution of ILSs Λi(i) rescaled by their range
RILS(T ) corresponding to the phase chimera in (a). The ILS distribution in the
coherence cluster changes smoothly leading to the similar sensitivity of adjacent
elements. On the contrary, the ILS of the incoherence cluster varies irregularly
and most importantly has lower ILS than the oscillators in the coherent clusters.
Figure 5: (Color online) Spatial distribution of Λi(T ) in the regime of partial coherence
(“phase” chimera) of chaotic dynamics for coupling strength σ = 0.044. Panel (a) shows
the temporal evolution of the oscillators xi with respect to oscillator 150 that is part of the
incoherent ensemble. Panel (b) shows the temporal evolution of the rescaled ILS Si(T ) =
(Λi(T ) − Λ(T ))/RILS(T ). (In panels (a) and (b) oscillator numbers have been shifted, such
that the chimera state appears centered)
An example of amplitude chimera is presented in Fig. 6(a). Amplitude
chimeras in ensembles of chaotic oscillators are presumably metastable states,
unlike for the phase chimeras. They exist for a finite (but possibly very long)
time [44] and are regarded as sensitive to perturbations in the form of noise.
Fig. 6(b) represents the spatial distribution of Λi(T ) rescaled by rangeRILS(T )
in the regime of the amplitude chimera. The ILS distribution is continuous in
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the coherence cluster, while the values of Λi(T ) can significantly vary for the
elements of the incoherence cluster. The ILS has a maximum in the region of an
incoherence cluster, unlike the phase chimera. Thus, the region of an amplitude
chimera is the least stable part of the spatial structure.
Figure 6: (Color online) Spatial distribution of Λi(T ) in the regime of partial coherence
(“amplitude” chimera) of chaotic dynamics for coupling strength σ = 0.04. Panel (a) shows
the temporal evolution of the oscillators xi with respect to oscillator 150 that is part of the
incoherent ensemble. Panel (d) shows the temporal evolution of the rescaled ILS Si(T ) =
(Λi(T ) − Λ(T ))/RILS(T ). (In panels (a) and (b) oscillator numbers have been shifted, such
that the chimera state appears centered)
Conclusion
We are convinced that the index of local sensitivity enriches the numerical
toolbox for the study of spatiotemporal structures and the fast growing field of
network analysis. There are two major reasons for this:
(1) It has a clear interpretation in terms of the finite-time growth rate of
perturbations to a specific oscillator. We have shown that this interpretation is
indeed valid, as the value of ILS is related to the decay time of perturbations by
short-time noise applied to a specific oscillator. In this way, we are able to iden-
tify elements, which are most sensitive to small perturbations (including noise).
This information is important for the development and evaluation of methods
to influence single oscillators and larger ensembles by an external control and
to improve the structure of a general network in order to render it more robust
to external perturbations. From a theoretical point of view, we showed that the
ILS provides valueable information in the study of complex spatial structures,
as it can predict the onset locus of spatial chaos in the case of chimera states in
a system of coupled Ro¨ssler oscillators.
(2) It is computationally cheap, such that it can be applied to coupled sys-
tems with a large number of elements. As a finite-time measurement, it can
be calculated for a varying range of timescales that, needless to say, need to be
adjusted to the phenomenon under consideration. We plan to investigate the
11
scaling behavior of the ILS as T → ∞ in more detail, as for the solutions we
considered, each ILS converges to the maximum Lyapunov Exponent of the full
system (up to numerical intergration error). Here, many questions arise: Does
the distribution of ILSs rescaled by RILS converge to an asymptiotic shape?
Does negativity of an ILS imply local contraction and the spatiotemporal struc-
ture becomes fixed in time? For a general system, this of course need not
necessarily be the case and there are many such open questions that can be
investigated in the future.
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