Abstract. Suppose that D ⊂ R n , n ≥ 2, is a Lipschitz domain and let N t (r) be the number of excursions of Brownian motion inside D with diameter greater than r which started before time t. Then rN t (r) converges as r → 0 to a constant multiple of local time on ∂D, a.s. and in L p for all p < ∞. The limit need not exist or may be trivial (0 or ∞) in Hölder domains, non-tangentially accessible domains and domains whose boundaries have finite surface area.
Introduction. Consider an open domain D in R n
, where n ≥ 2, and an ndimensional Brownian motion X. Let {e t } t∈V be the collection of all excursions of X in D, i.e., V = {t > 0 : X t ∈ ∂D} and each e t is a piece of X contained in D with endpoints X(t) and X(t ) in ∂D (although some excursions e t may be null). The collection {e t } of excursions may be described in terms of the exit system of Maisonneuve (1975) . If D is a half-space this description is completely satisfactory and many explicit formulae have been derived, see, e.g., Burdzy (1987) or Burdzy, Toby and Williams (1989) .
Intuition suggests that when ∂D is sufficiently smooth, then the properties of excursions in D are similar to the properties of excursions in a half-space. One may consider two basic types of properties: local and global. Burdzy and Williams (1986) considered local properties of excursions such as the local law of the iterated logarithm and proved that in every C 1,α -domain, all excursions have the same local properties as excursions in a half-space. They also constructed a C 1 -domain such that w.p.1, all excursions in this domain lack a certain property which characterizes excursions in a half-space. This paper is devoted to global properties of excursions. An obvious candidate for a global property of an excursion is its size. In the rest of the introduction, "size" of an excursion will mean either its diameter or the square root of its lifetime; we have applied the square root function to the lifetime in order to simplify the statement of the results. Of course, we cannot infer anything about the smoothness of ∂D from the size of a single excursion. However, we may count the number of excursions of different sizes. Let N t (r) be the number of excursions of size greater than r which started before t. If D is a half-space then for each t > 0, (1.1) rN t (r) → L t as r → 0
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1 where L t is a certain continuous additive functional ("local time," up to a constant multiple). This result follows easily from the one-dimensional version, which is well known (see Itô and McKean (1974) ). Burdzy, Toby and Williams (1989) extended (1.1) to C 1,α -domains, α > 0. If the boundary of D is not smooth, for example if it has many "crevices", then one would expect to see a very large number of small excursions generated in small crevices and, consequently, rN t (r) would diverge. Thus, the convergence of rN t (r) may serve as an indicator of the smoothness of the domain. The main result of our paper is the following (see Sections 6 and 7 for a more precise statement). In Section 7, we prove a result slightly stronger than Theorem 1.1 (ii). Lipschitz domains probably form the widest natural class of domains for which (1.1) is true.
The above discussion can be summed up by asking
Question. Which domains have smooth boundaries from the point of view of Brownian excursions?
The answer is contained in the following table.
Local properties Global properties of excursions of excursions
Smooth C 1,α , α > 0 Lipschitz
Non-smooth C 1
Hölder
To prove our main theorem, we derive an inequality for the Green function which may have some interest of its own (see Section 3). We also present some results on convergence of continuous additive functionals which hold in situations more general than the ones considered in our paper.
The paper is organized as follows. The next section is devoted to notation and a review of known results. Section 3 presents an inequality for the Green function. Convergence of continuous additive functionals is discussed in Section 4. Section 5 is devoted to estimates of excursion laws. Sections 6 and 7 present a rigorous version of Theorem 1.1.
Our main theorems are true as stated for n ≥ 2 but we will give the proofs only for n ≥ 3 to avoid the usual problems with the recurrence of 2-dimensional Brownian motion. The modifications needed for n = 2 (i.e. killing) are obvious.
We would like to point out some related results. Bass (1984) studied convergence of continuous additive functionals of Brownian motion, while excursions of reflecting Brownian motion in smooth domains were considered in Hsu (1986).
Preliminaries.
In this section, we will establish notation and review some known results. In order to save space, we will not go into details, e.g., measurability questions. The reader is referred to Sharpe (1988) for a meticulous exposition of Markov processes and exit systems. Fabes et al. (1986) is an excellent reference for boundary problems in parabolic potential theory. The notation and results on semimartingales used in Section 4 may be found in Dellacherie and Meyer (1980) or Durrett (1984) .
We start with some general notation. We will consider domains in R n where n ≥ 2. We will tacitly assume that n ≥ 3 in all our proofs. Most of the time, n will be suppressed in the notation. The diameter of a set A ⊂ R n will be denoted diam(A) and dist(x, A) will refer to the usual distance between a point x and a set A. The symbol Dist(A, B) will stand for the Hausdorff distance between sets A and B i.e.,
A set D ⊂ R n will be called a Lipschitz domain with character λ if for every x ∈ ∂D there exist a neighborhood V of x, an orthonormal coordinate system CS(x) and a Lipschitz function f with constant λ, mapping R n−1 into R, such that
where y = (y 1 , y 2 , . . . , y n ) in CS(x). If D is a bounded Lipschitz domain then, by compactness, we may choose a finite number of coordinate systems CS 1 , CS 2 , . . . , CS m so that for each x ∈ ∂D, the coordinate system CS(x) is one of CS k 's.
For x ∈ ∂D, the symbol N x will stand for the inward normal unit vector at x, provided it exists. Notice that
By abuse of notation, x + εN x will have the usual meaning only for ε ≤ ε x and it will denote
bounded Lipschitz domain we may find an ε 0 > 0 and choose a finite family of local coordinate systems so that x + εN x ∈ D for all ε ∈ (0, ε 0 ) and all x such that N x is well defined.
For a Greenian domain D, the Green function will be denoted G D ( · , · ). See Doob (1984) for the definitions of harmonic and parabolic functions and a detailed review of the corresponding potential theory.
The Harnack inequality easily implies the following inequality. (Recall our convention concerning x + rN x .) Suppose that D is a bounded Lipschitz domain and let x 0 ∈ D. Then there exists r 0 > 0 and c < ∞ such that for all x ∈ ∂D with N x well-defined and all r < r 0 , we have
where c depends only on D and x 0 but not on x or r.
The boundary Harnack principle was first proved by Dahlberg (1977) . We present a version adapted from Burdzy (1987) . 
for all y, z ∈ D 1 such that |y − x| < r/2 and |z − x| < r/2, where c > 0 is a constant which depends only on λ.
We will work with the same probability setup as in Burdzy et al. (1989) . Specifically, let Ω be the space of paths mapping [0, ∞) to R n ∪ {δ} which are continuous on [0, R) for some R ≤ ∞ and equal to δ for t ≥ R. Thus, R denotes the lifetime of a path, which may be infinite. Let X be the canonical process. We will use the symbol ω to denote harmonic measure. Denote
For a stopping time T let F T denote the usual σ-field of pre-T -events and let θ t , t ≥ 0, be the shift operators on Ω. For a set
Let P x denote a measure on (Ω, F) which makes X the standard n-dimensional Brownian motion starting from x. Analogously, P 
for all stopping times T > 0, all nonnegative and F-measurable b, and all nonnegative and F T -measurable a.
The following is a version of the exit system theorem. See Maisonneuve (1975) for more details on exit systems and see Revuz (1970) or Sharpe (1988) for the definition and properties of continuous additive functionals (CAF's).
Suppose that D ⊂ R n is a Lipschitz domain and let µ denote the surface area measure on ∂D. Let L be the CAF of the Brownian motion X (with associated probability measures {P For u such that X u ∈ ∂D let e u = {e u (t), t ≥ 0} ∈ Ω be the excursion of X in D i.e., 
Proof. The proof is completely analogous to that of Theorem 4.1 of Burdzy (1987) except that it uses the parabolic version of the boundary Harnack principle proved in Theorem 6.1 of Burdzy et al. (1989) .
The potential of Brownian motion will be denoted in the usual way as
Note that U agrees, up to a constant, with the Green function G R n for n ≥ 3. Now we will review some facts about A p -weights. See Garnett (1981) for more details. We will present the results in the form slightly different from the usual one in order to make them readily applicable in the next section.
Suppose that D is a Lipschitz domain and µ is surface area measure on ∂D.
(µ) is a positive function and 1 < p < ∞, then g belongs to the Muckenhoupt
where the sup is taken over all surface balls ∆ in ∂D. For x ∈ ∂D a surface ball is defined by ∆(x, r) = B(x, r) ∩ ∂D where B(x, r) is the ball in R n centered at x with radius r. When p = ∞ we say that g ∈ A ∞ (µ) if there are positive constants c 1 , c 2 , and α such that for any surface ball ∆ ⊂ ∂D and any Borel subset V ⊂ ∆,
, and similarly for g (∆) .
where the sup is taken over all surface balls ∆ which contain x. The following are two well known results on A p -weights. The proofs may be found in Garnett (1981) , Muckenhoupt (1974) and Coifman and Fefferman (1974) .
3. An inequality for the Green function. We start this section with an elementary estimate of the harmonic measure.
Let D be a bounded Lipschitz domain and let x 0 ∈ D. Let ω denote harmonic measure on ∂D relative to x 0 and let µ be surface area measure on ∂D. Recall that ∆ denotes a surface ball i.e., ∆ = ∆(x, r) = {y ∈ ∂D : |y − x| < r}.
for all sets A ⊂ ∂D. Moreover, the bound 1/2 on α cannot be improved. However, we will show that we have a better bound if we limit ourselves to surface balls ∆ in place of arbitrary sets A.
for all surface balls ∆ = ∆(x, r).
Remark 3.1. The bound (n − 2)/(n − 1) on the exponent β is strictly better than 1/2 only in dimensions n ≥ 4. The bound 1/2 is the best possible for n = 2, 3.
Proof. In a Lipschitz domain, we have
for some c 1 < ∞. Thus it is sufficient to prove only (3.2). We start with a special case. Let D be defined in some coordinate system by
where λ > 0. Then there exist α > 0 and a strictly positive harmonic function h with a pole at infinity such that
and such that h vanishes continuously on ∂D (see Burkholder (1977) ). For x ∈ ∂D, x = 0, we have
.
Let b > 0 and let
Suppose that x 1 is such that |x 1 
for |x| < b/4, where c 3 does not depend on x 1 . The limit in (3.6) is equal to a constant multiple of the density of harmonic measure ω = ω Consider an arbitrary x ∈ ∂D and a coordinate system CS such that x = 0 in CS and the boundary of D may be represented in the ball B(x, ρ) as the graph of a Lipschitz function with constant λ 1 . The radius ρ may be chosen independently of x.
Let λ = 2λ 1 and b be as above.
It is elementary to check that for some
By the first part of the proof, we obtain
This completes the proof of (3.2).
By a result of Dahlberg (1977) , ω is absolutely continuous with respect to µ and
if N x is well defined and W (x) = 0 otherwise. 
Proof. We will use the results on A p -weights which have been reviewed in the previous section. By Dahlberg (1977 , Corollary on p. 276), the function K belongs to the class
If β > 0 and p is sufficiently large so that (p − 1)β > p 0 − 1, we have by Hölder's inequality, for all surface balls ∆,
By (3.7), we have for sufficiently large p, c 1 = c 1 (D, β, p) < ∞ and all surface balls ∆,
By Dahlberg (1977) , there exist r 0 > 0 and c 2 = c 2 (D) < ∞ such that for all x ∈ ∂D and r < r 0 ,
and by Lemma 3.1, for some
Since D is Lipschitz,
for some c 3 = c 3 (D) < ∞ and all x, r. Let r < r 1 < r 0 . Then, by (3.9)-(3.11),
≤ c 5 (D, r 1 ) < ∞ and, therefore, for
. This implies that
for r < r 1 < r 0 and x ∈ ∂D. By Hölder's inequality, we have for surface balls ∆,
for p > p 0 . Thus, (3.9) and (3.11) yield for r < r 0 ,
Recall the definition of the maximal function from Section 2. The last inequality shows that for r 2 < r 0 , y ∈ ∂D and x ∈ ∆(y, r 2 ), W r 2 (x)
By Hölder's inequality
This, (3.10), (3.11) and (3.13) imply
W r 2 (x)
Finally, by (3.12), we have for r < r 1 < r 0 , and y ∈ ∂D,
The constant γ is greater than (n − 2)/(n − 1), β may be chosen arbitrarily close to 0 and p may be arbitrarily large, so the exponent in the last expression may be made greater than n − 2 which completes the proof.
Remark 3.1. It follows from the above proof that for some r 0 > 0 and p > 1,
A small change in the proof gives
for some r 0 > 0 and α > 0. . We will use · to denote the supremum norm in R | log r|
If in addition ν a → ν 0 weakly as a → 0, then
Proof. Changing to polar coordinates and integrating by parts,
Using (4.1) and (4.2) gives (4.3).
is an equicontinuous family of functions of x. Since ν a → ν 0 weakly,
for each x. By virtue of the equicontinuity, we see that the convergence is uniform.
On the other hand, setting r(
and bounding the right hand side as in (4.5),
can be made uniformly small by taking M large enough. Hence U ν a tends to U ν 0 uniformly. sup
Moreover, if N a t is non-increasing in a for each t, and
Proof. Note that for (4.6) and (4.7), by Jensen's inequality it suffices to consider only the case p ≥ 2. Let
We know by Brosamler (1970) 
Fix a for the moment and let ε = U ν a − U ν 0 . By Itô's lemma,
Since for all x and t,
But then by the Markov property,
and hence, by Dellacherie and Meyer (1980, p. 188) ,
By the Burkholder-Gundy inequalities (Dellacherie and Meyer (1980, p. 304)),
Since U ν a − −− → a→0 U ν 0 uniformly, using (4.9) gives us (4.6).
The proof of (4.7) follows similar lines. Let 
By Dellacherie and Meyer (1980) again,
and by Burkholder-Gundy,
which is (4.7). Now we assume that N a t is non-increasing in a for each t and sup
Suppose q ∈ (0, 1) and let a n = q n . By (4.10)-(4.11) applied with p = 2 and Chebyshev inequality, for each λ > 0,
Then, by the Borel-Cantelli lemma,
Similarly, since aN a t ≥ a n+1 N a n t for a n+1 < a < a n , lim inf
Since q can be taken arbitrarily close to 1 and sup t L 0 t < ∞, this proves (4.8).
Estimates for excursion laws.
First we will present two lemmas relating Brownian excursion laws to the Green function. Consider the following events. 
provided N x is well defined.
Proof. Fix an x ∈ ∂D and let
The functions h( · ) and G D (x 0 , · ) are harmonic in D\B 1 and vanish on ∂D\B 1 . By the boundary Harnack principle (Lemma 2.1) there exists c 1 < ∞ such that
for y 1 = x + (r/4)N x and all y ∈ D with |y − x| < r/2. By the Harnack principle
We obviously have h(
This proves the lemma for k = 1.
Since A 2 (x, r) ⊂ A 1 (x, r), the case k = 2 follows immediately from (5.1) with k = 1.
We have A 3 (x, r) ⊂ A 1 (x, r/2) H x -a.s. By the Harnack principle,
This and (5.1) applied with k = 1 imply
This completes the proof for k = 3.
To prove (5.1) with k = 4, it suffices to show that
By Theorem 2.1,
Now we apply the parabolic boundary Harnack principle (we use the version proved in Theorem 6.1 of Burdzy et al. (1989) ) to obtain
where y 0 = x + (r/32)N x and y ∈ D with |y − x| < r/16. It is easy to see that
By the scaling of Brownian motion, the constant c 6 can be chosen independent of r. The inequality (5.7) implies now
This and (5.6) give (5.5), which completes the proof.
and let H x be the standard excursion law in D. Then
Proof. The lemma follows immediately from Theorem 4.1 of Burdzy et al. (1989) for k = 1, 2, 4. We turn to the case k = 3. Let
and f 
where H x * is an excursion law in {y ∈ R n : (y − x) · N x > 0} normalized so that the H x * -chance of hitting {y ∈ R n : (y − x) · N x = 1} is equal to 1. It is now easy to see that the limits lim ε→0 d ε k exist for k = 5, 6 and are equal to a constant which we will call d 3 . This proves (5.8) for k = 3 since
In order to see that Proof. Fix a point x 0 ∈ D and let ω be the harmonic measure on ∂D relative to
We have normalized the excursion laws H x so that
By Dahlberg (1977) , the last limit is equal to c(dω/dµ)(x) where c is an absolute constant. Thus H
and, by Lemma 5.1,
where W r 0 (x) has been defined in Section 3. The inequality (5.10) holds for all r less than some r 0 > 0. By Theorem 3.1 and (3.14), for some α > n − 2, and all surface balls ∆,
Hence, the ν r satisfy (4.1) and (4.2). Lemma 5.2 and (5.9) imply that
For every set B 1 ⊂ ∂D we have
because the integrands converge pointwise and the dominated convergence theorem may be applied by (5.11). We have thus shown that ν r converge weakly to d u µ, which completes the proof. a) and , y) be the usual potential operator for the Brownian motion (see Section 2). By a result of Revuz (1970, Section V.1),
Lemma 5.4. Suppose that D is a bounded Lipschitz domain. Then there exists
The right hand side of (5.13) increases to a finite limit when a → ∞ by Theorem 3.1 and Lemma 4.1 for a suitable r 0 > 0. It follows that
and the proof is complete.
6. Representations of local time. Our main theorem comes next. The excursions e s of the process X in D and the exist system (dL, H) have been defined in Section 2. Events A k have been defined at the beginning of the previous section and constants d k in Lemma 5.2. Observe that A k is a family of paths in Ω so that the expression e s ∈ A k makes sense. 
Proof. Let k be fixed. For r > 0 let
Since by 
We have
By (5.12), the last integrand converges to 0 pointwise. We have shown in Lemma 5.4 that
By (5.10), the last integrand in (6.3) is dominated by c 2 W r 0 (X u ) + d k , for r < r 0 . By the dominated convergence theorem, the right hand side of (6.3) converges to 0 P x -a.s. as r → 0. This completes the proof of (6.2) and of the theorem.
Remark 6.1. Theorem 6.1 holds also for unbounded Lipschitz domains, provided that the limit in (6.1) is taken in P x -probability. This may be proved by stopping X at the hitting times of {y ∈ R n : |y| = k} and then letting k → ∞.
For the sake of comparison and completeness we give the following result. The a.s. convergence was proved in Bass (1984, Corollary 3.11). 
Proof. We will sketch an example in R
2
. Examples in higher dimensions may be concocted in a similar way.
Suppose that λ satisfies the assumptions of the proposition. Then there exists another function λ such that λ ≤ λ, λ satisfies the same assumptions and λ is piecewise linear. Hence, we may assume without loss of generality that λ itself is piecewise linear; more precisely, we will assume that λ is continuous and there exist sequences {a j } j≥1 and {b j } j≥1 such that
We will construct inductively a sequence of domains {D j } j≥1 converging to a domain D. We will do it by describing first curves F j passing through (0,0), (0,1), (1,1) and (1,0). The four pieces of F j will be (by definition) similar to each other so we will define explicitly only the one joining (0,0) and (1,0). The domain D j is defined as the interior of F j .
The curve F 1 is the straight line segment joining (0, 0) and (1, 0) .
. . , f j , and α 1 , . . . , α j have been defined. In order to construct D j+1 , we will need a large integer m which will be specified later. Let
For an integer s ≥ 0, let g s be a continuous function such that
Moreover, let g ∞ be continuous and
and let F j+1 be the graph of f j+1 between 0 and 1. Now we will impose several conditions on m. First, let m be so large that 
where T = T (∂D j+1 ). Thus, since β m → 0, we take m sufficiently large so that
Fix some k between 1 and 4 and let N 
T +1/j → 0 as r → 0 and, therefore, for some r j+1 > 0,
. Now choose α j+1 so small that Proof. The proof is completely analogous to that of Proposition 7.1 and, therefore, it is omitted. It will suffice to say that one should construct a "snowflake" domain, also called a Koch domain, in the manner of Mandelbrot (1982) . Then one can use the fact that the boundary of such a domain has infinite length if it is suitably constructed.
Propositions 7.1-7.2 may suggest that the finiteness of the surface area measure is the indicator of applicability of Theorem 6.1. This is false, as our next example shows. and then make some minor adjustments. We leave the details to the reader.
