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Resumo 
Desde as primeiras recomendações da ITU-T sobre o padrão ATM no final da década de 
80, muitos trabalhos foram realizados com intuito de fornecer melhor suporte para tráfego 
IP sobre ATM. IP foi desenvolvido sobre as bases de um modelo sem conexão, enquanto 
ATM segue um modelo orientado a conexão, o que traz dificuldades na integração destas 
duas tecnologias. 
Esta dissertação propõe um novo mecanismo de policiamento de tráfego, chamado 
de Balde Furado para Pacote (BFP), que tenta minimizar a perda de pacotes IP e de 
células ATM. Mostra-se que o mecanismo de descarte seletivo de células MFIFD (Modified 
First-In-First-Drop) quando usado com BFP gera os mesmos resultados das políticas de 
descarte de pacotes. Além disso, estuda-se a integração entre mecanismos de descarte de 
pacote e de célula. 
vi i 
Abstract 
Since the first ITU-T recommendation on ATM in the late 80's, the support of IP traffic 
over ATM has been a focus of attention of the research community. IP follows a connec-
tionless model, while ATM a connection-oriented model, which bring challenges to the 
integration of these two technologies. 
This work pro poses a policing algorithm called Packet Leaky Bucket (PLB) which 
attempts to minimise the loss of IP packets and ATM cells. It is shown that the push-
out mechanism MFIFD (Modified First-In-First-Drop) used with BFP leads to the same 
results of packet discarding policies. Furthermore, the integration of packet and cell 
discard mechanisms is studied. 
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Capítulo 1 
Introdução 
É cada vez mais comum a situação na qual a pilha de protocolos TCP /IP é usada sobre 
redes ATM. Redes ATM possuem funções para prover garantias de Qualidade de Serviço 
( QoS - Quality o f Service) e possuem uma grande variedade de mecanismos para controle 
de tráfego. Além disso, ATM utiliza uma pequena unidade de transferência, células de 
53-bytes, fazendo com que pacotes IP sejam fragmentados na fonte. 
O crescente uso de TCP /IP sobre ATM gerou uma vasta quantidade de pesquisa. Em 
essência, a questão é como melhor gerenciar o tamanho de segmentos TCP, tamanho da 
janela e políticas de controle de congestionamento de um lado, e qualidade de serviço e 
mecanismos de controle de tráfego ATM do outro, a fim de alcançar alto desempenho 
para tráfego TCP /IP, alocação justa entre as várias conexões TCP, e uso eficiente da 
rede ATM subjacente. Entretanto, existem diferenças marcantes na forma de operação 
destas duas tecnologias. IP foi desenvolvido sobre as bases de um modelo sem conexão 
( connectionless), enquanto ATM foi originalmente projetado para serviços orientados a 
conexão. Assim sendo, desenvolver técnicas para transportar tráfego de aplicações IP 
sobre redes ATM é de fundamental importância. 
Em redes ATM, mecanismos de controle de tráfego foram definidos com o objetivo 
de garantir as requisições de QoS do usuário. Entre esses mecanismos menciona-se: me-
canismo de controle de admissão, mecanismo de policiamento e mecanismo de descarte 
seletivo. Implementações convencionais de policiamento em redes ATM são baseadas no 
Generic Cell Rate Algorithm (GCRA), definido pelo ATM Forum [The99]. Este algoritmo 
atua diretamente sobre células da camada ATM sem considerar o pacote que estas células 
pertecem. Um mecanismo de descarte seletivo descarta células em uma situação de trans-
bordo, de acordo com o nível de prioridade da célula. O nível de prioridade expressa a 
relevância da célula, por exemplo, em uma codificação de vídeo, células com prioridade 
baixa são menos significantes para a qualidade da imagem. Além do descarte seletivo em 
nível de células, várias políticas de descarte de pacotes foram definidas a fim de preservar 
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a integridade dos pacotes no nível da camada de transporte. Para algumas aplicações, tal 
como IP sobre ATM, se uma das células de um pacote é perdida o pacote inteiro deve 
ser retransmitido. Portanto, transmitir células de um pacote corrompido1 ocupa banda 
passante e pode, conseqüentemente, aumentar o congestionamento na rede. Assim sendo, 
mecanismos de descarte seletivo de célula se preocupam com a utilização a nível de link 
de rede sem levar em consideração a integridade do pacote da camada de transporte, 
enquanto que as políticas de descarte de pacote levam em consideração o desempenho a 
nível da camada de transporte. 
Nesta dissertação, propõem-se um mecanismo de policiamento de tráfego, chamado 
de Balde Furado para Pacote, cujo objetivo é minimizar a perda de pacotes e de células, 
bem como manter as especificações do contrato de tráfego. Investiga-se a eficácia deste 
mecanismo tanto a nível de pacote como a nível de célula, comparando-o com o meca-
nismo balde furado tradicional (GCRA). Em seguida, compara-se o desempenho entre o 
mecanismo de descarte de célula MFIFD (Modified First-In-First-Drop) e as políticas de 
descarte de pacote Taildrop e EPD (Early Packet Discard) e avalia-se se existem vanta-
gens em se integrar políticas de descarte de pacote com mecanismos de descarte de célula. 
Para obter os resultados, analisa-se o compromisso entre o goodput de célula (a proporção 
de células boas transmitidas pelo número total de células que chegaram na fila) e o go-
odput de pacote (a proporção de pacotes bons transmitidos pelo número total de pacotes 
que chegaram na fila), utilizando tráfego sintético e tráfego Internet real. Estende-se a 
análise também para um ambiente de rede formado por vários nós. 
Essa dissertação está organizada da seguinte maneira: no capítulo 2, são apresentados 
os principais conceitos de processos auto-semelhantes. No capítulo 3, são introduzidos 
os mecanismos de gerenciamento de tráfego em redes ATM. No capítulo 4, introduz-
se o mecanismo de policiamento alternativo balde furado para pacote, e apresenta-se 
os resultados da avaliação deste em relação ao mecanismo balde furado convencional. 
No capítulo 5, compara-se o desempenho entre descarte seletivo de célula e descarte de 
pacotes. Além disso, propõem-se a integração entre mecanismos de descarte seletivo de 
célula e políticas de descarte de pacote. No capítulo 6, conclusões são derivadas, e propõe-
se alguns trabalhos futuros. 
1 Pacote que teve pelo menos uma de suas células perdida durante a transmissão. 
Capítulo 2 
Tráfego de Auto-Semelhante 
Após as conclusões do estudo realizado por Leland et al. [LTWW93}, no qual se 
estabeleceu a base para se considerar o fenômeno de auto-semelhança no tráfego de redes, 
uma gama de outros trabalhos investigou este fenômeno. Estes trabalhos demonstraram 
que o tráfego de rede atual é auto-semelhante e exibe o fenômeno de dependência de 
longa-duração (tráfego em rajadas sobre uma larga faixa de escalas de tempo). Estas 
conclusões contrastam com os paradigmas até então utilizados para modelagem de tráfego 
como, por exemplo, o paradigma de que tráfego de dados é adequadamente descrito por 
certos modelos Markovianos. A descoberta e, mais importante, a formulação concisa e 
o reconhecimento de que tráfego de redes pode não exibir as propriedades apresentadas 
pelos paradigmas até então utilizados na modelagem de tráfego, tem significativamente 
influenciado o panorama das pesquisas em teletráfego, provocando uma reavaliação de 
algumas de suas premissas fundamentais. 
Neste capítulo são apresentados os principais conceitos relacionadas com processos 
auto-semelhantes. A seção 2.1 conceitua auto-semelhança e apresenta algumas proprieda-
des dos processos auto-semelhantes. O fenômeno de auto-semelhança no nível de fonte de 
dados é abordado na seção 2.2, juntamente com o movimento Browniano fractal (mBf). 
Ainda na seção 2.2, mostra-se um método para geração de dados auto-semelhantes ba-
seado no mBf. Na seção 2.3, discute-se alguns métodos para se estimar o grau de auto-
semelhança de um processo. 
2.1 Auto-Semelhança: Conceitos e Propriedades 
Auto-semelhança ou fractal foram conceitos inicialmente descritos por Mandelbrot 
[Man82]. Este conceito descreve o fenômeno onde certa propriedade de um objeto é pre-
servada em diferentes escalas no espaço efou no tempo. Se um objeto é auto-semelhante 
ou fractal, então suas partes quando ampliadas assemelham-se a forma do todo. 
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Para o propósito de modelagem de tráfego, onde a variação aleatória é um componente 
essencial, faz-se uso de auto-semelhança estocástica. Auto-semelhança estocástica admite 
a infusão de não-determinismo, tal como acontece em medições de tráfego real (traces), 
não obstante, é uma propriedade que pode ser ilustrada visualmente. 
Processos estocásticos auto-semelhantes são invariantes em sua estrutura de correlação 
em diferentes escalas de tempo. De fato, a função de autocorrelação é um importan-
te aspecto na formulação matemática de processos auto-semelhantes, conforme veremos 
adiante. Assim, olhando-se vários gráficos de um processo estocástico auto-semelhante 
em diferentes escalas de tempo eles irão parecer muito "semelhantes", ainda que não seja 
com finos detalhes como acontece com fractais determinísticos. 
2.1.1 Processos Auto-Semelhantes de Segunda-Ordem 
Auto-semelhança de segunda-ordem representa um dos mais comuns frameworks para 
modelagem de tráfego de rede. Um processo X(t) é chamado exatamente auto-semelhante 
de segunda-ordem com parâmetro de Hurst H (1/2 <H< 1) se sua função de autocor-
relação e:[Cox84] [TG97]: 
r(k) = ; [(k + 1)2H- 2k2H + (k- 1)2H], k = 1, 2, 3, ... (2.1) 
e X(t) é chamado assintoticamente auto-semelhante de segunda-ordem com parâmetro H, 
se para todo k = 1, 2, 3, ... 
(2.2) 
A equação 2.1 implica que r(k) = r(m)(k) para todo m :::: 1. Dessa forma, auto-
semelhança de segunda-ordem captura a propriedade de que a estrutura de correlação é 
exatamente ou assintoticamente preservada durante agregação de tempo. 
2.1.2 Dependência de Longa-Duração 
Vamos retornar a definição de auto-semelhança de segunda ordem e sua autocova-
riância r(k). Seja g(k) = r(k)/a2 sua função de autocorrelação. Então para O< H< 1, 
H i= ~, temos que: 
g(k) ""H(2H- 1)k2H-2, k-+ oo (2.3) 
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Figura 2.1: Função de autocorrelação de um processo exatamente auto-semelhante de 
segunda-ordem com parâmetro de Hurst H= 1-/3/2. 
No caso particular de ~ <H< 1, g(k) comporta-se assintoticamente como ck-!3 para 
O< f3 < 1, onde c> O é uma constante, f3 = 2- 2H (ou H= 1- /3/2), e temos que: 
00 
2: g(k) = oo (2.4) 
k=-oo 
ou seja, quando a função de autocorrelação g(k) decresce hiperbolicamente tal que a 
condição (2.4) é satisfeita, então temos um processo com dependência de longa-duração 
(LRD- Long Range Dependence). Por outro lado, caso a função de autocorrelação seja 
totalizável, então temos um processo com dependência de curta-duração (SRD - Short 
Range Dependence). 
A Figura 2.1 mostra a função de autocorrelação g(k) como função de k para três valores 
de {3. Note que a função de autocorrelação decresce lentamente, ou seja, hiperbolicamente. 
2.1.3 Propriedades 
A auto-semelhança é expressa matematicamente em um número de modos equivalen-
tes: 
(i) a variância da média amostrai decresce mais lentamente do que a variância do ta-
manho da amostra ( variância decrescendo lentamente), ou seja, var(X(m)) rv am-!3, 
com m-+ oo, com O< f3 < 1; 
2.1. Auto-Semelhança: Conceitos e Propriedades 6 
0.8 0.8 
~ o 0.6 ~~ 0.6 "' 12 <.> "' lll ~ 
8 0.4 o 0.4 <.> 
2 B 
::::1 ::::1 
< <( 
0.2 0.2 
o o 
o 20 40 60 80 100 o 20 40 60 80 100 
K K 
(a) (b) 
Figura 2.2: Exemplos de estruturas de autocorrelação a) processo com dependência de 
curta duração b) processo com dependência de longa duração. 
(ii) as autocorrelações decrescem hiperbolicamente ao invés de exponencialmente, impli-
cando em uma função de autocorrelação não totalizável, conforme a condição (2.4). 
Veja Figura 2.2b, e 
(iii) a densidade espectral (Transformada de Fourier) f(.) perto da origem comporta-se 
como f(>.) ""a>.--r, para ). -+O, O < "f < 1 e 'Y = 1 - /3. 
Os processos auto-semelhantes contrapõem-se aos modelos de tráfego tradicionais de-
vido a estes serem caracterizados por: 
(i) a variância da média amostrai decresce com a variância do tamanho da amostra, ou 
seja, var(X(m)) ""am-1, com m -+ oo; 
(ii) uma função de autocorrelação que decresce exponencialmente (g(k) "" r},O < 
p < 1), implicando numa função de autocorrelação totalizável Lk g(k) < oo, de-
pendência de curta-duração. Veja a figura 2.2a, e 
(iii) a densidade espectral limitada na origem. 
A Figura 2.2 compara o comportamento da autocorrelação de um processo com de-
pendência de curta-duração (figura 2.2a) com o comportamento de um processo com 
dependência de longa-duração (figura 2.2b). Nota-se que no caso de dependência de curta 
duração tem-se valores expressivos de autocorrelação apenas para pequenos valores de 
k (k < 10), enquanto que para dependência de longa duração continua-se a ter valores 
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expressivos de autocorrelação mesmo para valores maiores de k (veja também a figura 
2.1). 
A característica mais notável dos processos auto-semelhantes de segunda-ordem é que 
seus processos agregados x<m) possuem uma estrutura de correlação não degenerativa, 
com m ~ oo. A existência de uma estrutura de correlação não degenerativa para os 
processos x<m), com m -+ oo, está em completo contraste com os modelos típicos de 
tráfego de pacotes até então considerados na literatura, os quais têm processos agregados, 
x<m), que tendem para ruído puro de segunda-ordem, ou seja, para todo k 2: 1, 
r(m)(k) -+O, com m-+ oo, para k > 1. (2.5) 
Uma das grandes vantagens dos processos auto-semelhantes é a parcimonidade do 
número de parâmetros para representar uma série temporal de centenas de milhares de 
observações. No caso de processos que não são auto-semelhantes, existe a necessidade 
de se ter um grande número de parâmetros para modelar longas séries. Em contraste, a 
componente de longa duração pode ser modelada com um único parâmetro quando se usa 
processos auto-semelhantes. ry 
Dois processos estocásticos que produzem representações elegantes de fenômenos auto-
semelhantes são: o ruído Gaussiano fractal (fractional Gaussian noise) e os processos 
fractal auto-regressivo de médias móveis integradas (fractional autoregressive integrated 
moving-average processes- F-ARIMA) . O ruído Gaussiano fractal X= (Xk : k 2: O) com 
parâmetro H E (0, 1) foi introduzido em [MN68J, e é um processo Gaussiano estacionário 
J.L, variânciao-2, e função de autocorrelação r(k) = 1/2(Jk+1J2H-JkJ2H +Jk-1J 2H), k >O. É 
possível mostrar que o ruído Gaussiano fractal é exatamente auto-semelhante de segunda-
ordem com parâmetro de auto-semelhança H entre 1/2 < H < 1. A série de ruídos 
Gaussianos fractais Xi, i> 1 é o incremento do movimento Browniano fractal (mBf), isto 
é Xi = BH(i + 1)- BH(i), i> 1 (mais detalhes sobre mBf na seção 2.2.1). 
Os processos fractais ARIMA(p,d,q) são uma generalização da classe de modelos 
Box-Jenkins [BJ76], onde se permite que o parâmetro d assuma valores não inteiros. 
São processos assintoticamente auto-semelhantes de segunda-ordem com parâmetro auto-
semelhante d + 1/2, onde O< d < 1/2. O F-ARIMA foi usado para modelar tráfego de 
vídeo VBR (Variable Bit Rate) [BSTW95, HDLK95] e o desempenho de fila do F-ARIMA 
(1, d, O) foi analisado através de simulação para um servidor (First Come First Serve -
FCFS) [AM95]. 
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2.2 Modelos de fonte on/off com caudas longas 
Diversos estudos de medidas de tráfego de uma variedade de tipos de redes demonstra-
ram que o tráfego atual de rede tem natureza auto-semelhante. Apesar dessas descobertas 
faltava compreender qual a explicação física para que o tráfego agregado observado tives-
se esse comportamento. Willinger et. ai [WTE96, WTSW97] fornecem uma explicação 
simples e plausível em termos de tráfego de fontes individuais que formam o tráfego agre-
gado. Desenvolvendo uma abordagem proposta originalmente por Mandelbrot [Man69], 
eles mostram que a superposição de muitas fontes onfoff independentes e identicamente 
distribuídas (i. i. d), cada uma das quais exibindo um fenômeno chamado de efeito N oé 
(Noah effect), resulta em um mBf, que é um processo exatamente auto-semelhante de 
segunda-ordem (mais detalhes sobre mBf na seção 2.2.1). 
Uma fonte on/offidealizada é uma fonte onde períodos de geração de pacotes (períodos 
on) podem ser sucedidos por outros períodos on. Da mesma forma períodos sem geração 
de pacotes (períodos off) podem ser sucedidos por outros períodos off. Em um mode-
lo o n/ off de alternância estrita, um período on não pode ser seguido de outro período 
on, e um período off por outro período off. Os modelos de fontes onfoff de alternância 
estrita são comumente considerados na literatura de comunicações. Em [WTE96] fo-
ram demonstradas as condições para que fontes onj off idealizadas gerassem um processo 
auto-semelhante, e em [WTSW97] os mesmos resultados foram obtidos usando fontes de 
alternância estrita. Apesar dos resultados em [WTE96] serem essencialmente os mesmos 
apresentados em [WTSW97], a prova da convergência com fontes onfoff com alternância 
estrita é muito mais complexa. Uma prova rigorosa é fornecida em [WTS97]. 
O efeito Noé para um modelo de fonte onfoff individual significa longos períodos on e 
longos períodos offcom probabilidade não negligenciável. Em outras palavras, o efeito Noé 
implica que cada fonte onfoff exibe características que encerram uma grande extensão de 
escalas de tempo. O efeito Noé é sinônimo de síndrome de variância infinita- a observação 
empírica de que muitos fenômenos naturais podem ser bem descritos usando distribuições 
com variância infinita (para referências veja [ST94, TL86, WTE96]). Distribuições com 
cauda longa, ou seja, distribuições que decrescem hiperbolicamente, apresentam síndrome 
de variância infinita. Uma variável aleatória Z tem uma distribuição com cauda longa se: 
Pr(Z > x) fV ex-a, x ~ oo (2.6) 
onde O < a < 2 é chamado parâmetro de forma ( shape parameter) e c é uma constante 
positiva. Assim, a cauda da distribuição, assintoticamente, decresce hiperbolicamente. 
Além da variância infinita, outra característica importante de distribuições com cauda 
longa é que elas também têm média infinita quando O < a :::; 1. Uma distribuição 
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que satisfaz as condições (2.6) é a distribuição de Pareto (veja [ST94]). Sua função de 
distribuição é dada por: 
(2.7) 
onde O < a < 2 é o parâmetro de forma e b é chamado de parâmetro de localização. 
A média é dada por abj(a - 1). A principal característica de uma variável aleatória 
seguindo uma distribuição de cauda longa é que ela exibe extrema variação. Na prática 
isso quer dizer que uma distribuição de cauda longa gera valores bem elevados com uma 
probabilidade não negligenciável de modo que uma amostragem de dessa distribuição 
resulta em um conjunto onde a maioria dos valores são "pequenos" e o restante são 
valores extremamente "grandes". 
Uma relação simples entre o parâmetro a e o parâmetro H é dada por H= (3- a)/2, 
onde H mede o grau de auto-semelhança do fluxo do tráfego agregado [WTSW97]. 
2.2.1 Movimento Browniano Fractal 
O movimento Browniano ordinário, B(t), descreve o movimento de uma partícula em 
um líquido sujeito a colisões e outras forças [Pap78]. É uma função aleatória real com 
incrementos Gaussianos independentes tal que: 
E[B(t + s)- B(t)] =O Var[B(t + s)- B(t)] = (J2 Isl (2.8) 
Mandelbrot define um movimento Browniano fractal ( mBf) como sendo o movimento 
médio de dB(t) no qual incrementos que ultrapassam B(t) são ponderados por (t-s)H-l/2 
[MN68]. 
Definição: Seja H tal que O <H< 1. O mBf é definido pela integral de Weyl de B(t). 
1 !o lot BH(t) = ((t- s)H-l/2 - (-s)H-lf2 )dB(s) + (t- s)H-lf2dB(s) (2.9) 
f(H + 1/2) -oo o 
Essa equação tende para o movimento Browniano ordinário se H = 1/2. Sua pro-
priedade auto-semelhante é baseada no fato de que BH(ps) é idêntica em distribuição a 
ph * BH(s). Os incrementos do mBf, Yj, formam uma seqüência estacionária chamada 
ruído Gaussiano fractal (rGf ): 
Yj = B H (j + 1) - B H (j)' j = ... ' -1, o, 1, ... (2.10) 
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Esses incrementos não são independentes a não ser que se tenha movimento Browniano 
puro, i.e. H= 1/2. Além disso, a lei de Hurst estabelece que Var[BH(t + s)- BH(t)] = 
o-s2H, i.e., um modelo de chegada mBf é também capaz de capturar a alta variabilidade 
inerente exibida pelo tráfego de rede real. 
O mBf normalizado com parâmetro H E [~, 1) é um processo estocástico B(t), t E 
( -oo, +oo), caracterizado pelas seguintes propriedades [Nor95]: 
1. B(t) tem incrementos estacionários; 
2. B(O) =O, e EB(t) =O para todo t; 
3. EB(t) 2 = 1ti 2H para todo t; 
4. B(t) tem caminhos contínuos; e 
5. B(t) é Gaussiano, i.e., todas suas distribuições conjuntas são Gaussianas. 
Esse processo foi descoberto por Kolmogorov [Kol40), mas pouca atenção lhe foi dis-
pensada até o artigo pioneiro de Mandelbrot e Van Ness [MN68]. 
2.3 Métodos para Estimativa do Parâmetro H 
O grau de auto-semelhança (parâmetro H) de uma série temporal pode ser estimado 
através das seguintes ferramentas gráficas: (1) análise do domínio de tempo baseado 
em estatística R/S, (2) análise de variância de processos agregados X(m), e (3) análise 
baseada em periodograma no domínio da freqüência. A seguir são descritos os métodos 
para estimativa do grau de auto-semelhança de um processo. 
1. estatística R/S- Descrita em (MW69] consiste em plotar log(R(n)/S(n)) versus 
log(n), onde R(n)/S(n) = 1/S(n)[max(O, W11 W2, ... , Wn)-min(O, W11 W2, ... , Wn)], 
com Wk = (X1 + X2 + · · · + Xk)- kX(n)(k :2: 1). Quando H é bem definido, a 
plotagem típica de extensão de re-escala ajustada inicia com uma zona transiente de 
natureza de dependência de curta duração na amostra, mas eventualmente decresce 
e oscila em torno de uma reta com certo declive. Análise gráfica R/S é usada para 
determinar se tais comportamentos assintóticos parecem sustentados pelos dados. 
No caso afirmativo, um valor estimado de H, Êl, é dado pelo declive assintótico, 
podendo variar entre 1/2 e 1. 
2. análise de variância de processos agregados xm - Observa-se que para 
processos auto-semelhantes de segunda-ordem, a variância dos processos agregados 
X(m), m :2: 1, decresce linearmente (para grandes m) em uma escala log-log. A 
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análise de variância de processos agregados é obtida pela plotagem log( var(X(m))) 
contra log(m) ("tempo") e pelo ajuste de uma linha quadrática mínima, ignorando-
se os valores menores de m. Valores estimados do declive assintótico, -/J, entre -1 
e O sugerem auto-semelhança, e uma estimativa de grau de auto-semelhança é dada 
por fi= 1- /J/2. 
3. análise baseada em periodograma- Consiste em plotar log(g(w)) versus w, 
onde g(w) = 2;ni.Lj=1 Xjeiiwl 2 , O::; w::; 7r de X= (X1 ,X2, ••• ,Xn), e aplicar 
um ajuste linear de mínimo-quadrado em uma seção do gráfico correspondente a w 
pequeno. O declive desse ajuste é igualado a -(1- /J), de onde fi é computado com 
1- /J/2. 
A estatística R/S tem propriedades robustas, particularmente com respeito às dis-
tribuições com caudas longas. Contudo, ela tem a desvantagem de poder conduzir a 
estimativas imprecisas [Ber92]. A análise de variância de processos agregados é também 
um ponto de partida útil na análise de dados. 
Análises de dados mais refinadas baseadas em métodos MLE (Maximum Likehood 
Estimate) são usadas para estimar H quando Xt é um processo Gaussiano ou aproxi-
madamente Gaussiano. Esses métodos e suas aproximações são baseados na densida-
de espectral de Xt e propriedades dos métodos MLE são discutidas por vários autores 
[Ber92, Dah89, Yaj85, FT86]. Um método específico que tem sido usado amplamente 
é aproximação de Whittle MLE. Em [MTT97] discute-se as qualidades dos estimadores 
Whittle "padrão", Whittle "agregado" e Whittle "local". 
O estimador Whittle padrão é um método paramétrico que assume como conhecida 
à densidade da série espectral, com exceção de poucos parâmetros que são estimados. 
Essa suposição de parâmetros permite estimativas muito precisas quando a série sendo 
examinada ajusta-se exatamente ao modelo assumido. Se, por outro lado, a série não 
é especificada de forma correta no modelo o estimador paramétrico pode gerar valores 
incorretos. Uma técnica adicional para obtenção de um valor estimado de H é fornecida 
pelo estimador Whittle agregado. Esse estimador pode ser usado se a série temporal é 
muito longa. A idéia é agregar os dados, o que cria uma nova série mais curta, 
X~m) ·= 2_ ~ X· t • L.. J• 
m j=m(i-1)+1 
A nova série aumenta o desvio padrão do estimador. Por outro lado, m1-H x}m) 
converge fracamente para um ruído Gaussiano fractal. Se o nível de agregação m é 
bastante alto e a dependência de longa duração está presente, então a nova série estará 
perto de um ruído Gaussiano fractal. O estimador Whittle padrão é então usado com um 
modelo de rGf na série agregada. 
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Alternativamente, pode se utilizar um estimador semiparamétrico, Whittle local. Para 
estimar a dependência de longa duração, o estimador Whittle local geralmente assume que 
a autocorrelação para a série comporta-se como h2H-2 , onde h é o lag, e H é o parâmetro 
de dependência de longa duração. De forma equivalente ele pode assumir que a densidade 
espectral é proporcional a lvi1- 2H para freqüências pequenas de v. Esse estimador foi 
recentemente desenvolvido por [Rob94]. Ele é obtido através de um método não gráfico 
pela minimização de uma função similar aquela do Whittle padrão. 
Capítulo 3 
Gerenciamento de Tráfego em Redes 
ATM 
Em redes ATM recursos como banda passante e buffers são compartilhados entre os 
usuários. Recursos são alocados para um usuário somente quando ele tem algo a trans-
mitir, permitindo a rede utilizar multiplexação estatística para maximizar recursos. A 
suposição de que multiplexação estatística pode ser usada para maximizar banda passan-
te é que todos os usuários não transmitem a taxa de pico simultaneamente. Entretanto, 
demandas por tráfego são aleatórias e toda vez que a taxa de entrada é maior que a ca-
pacidade do canal, congestionamento acontece. Em uma situação de congestionamento, o 
tamanho da fila pode se tornar muito grande em um curto período de tempo, ocasionando 
transbordo ( buffer overftow) e perda de células. Gerenciamento de tráfego é responsável 
por garantir a Qualidade de Serviço (QoS- Quality of Service) desejada pelos usuários. 
O problema é especialmente difícil durante períodos de elevada carga, principalmente, se 
a demanda de tráfego não pode ser prevista. As funções de gerenciamento de tráfego 
podem ser divididas em dois grupos [CFZ98J: (1) aquelas que atuam durante a fase de 
estabelecimento da conexão, e (2) aquelas que atuam durante a conexão. Como exemplos 
de funções do primeiro grupo cita-se: Controle de Admissão de Conexões ( CAC) e Ro-
teamento. Como exemplos de funções do segundo grupo cita-se: policiamento de tráfego 
e modelagem de tráfego ( shaping). 
Este capítulo está dividido da seguinte maneira: na seção 3.1, descreve-se as categorias 
de serviço em redes ATM. Na seção 3.2, apresenta-se o mecanismo de controle de admissão. 
A seção 3.3 define e descreve alguns dos mecanismos de policiamento de tráfego. Na seção 
3.4, mostra-se os mecanismos de descarte seletivo de células. Na seção 3.5, mostra-se 
algumas das políticas de descarte de pacotes. 
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3.1 Categorias de Serviço 
As categorias de serviço fornecidas pela camada ATM relacionam as características de 
tráfego e os requisitos de QoS. Em geral, funções tal como roteamento, controle de ad-
missão de conexões (CAC - Connection Admission Control) e alocação de recursos são 
estruturadas de forma diferenciada para cada categoria de serviço. 
A arquitetura serviços especificada pelo ATM Forum consiste das seguintes categorias 
de serviço: 
• CBR ( Constant Bit Rate) - é usado para conexões que necessitam de uma quan-
tidade fixa de largura de banda durante todo o tempo de vida da conexão. Uma 
conexão CBR é caracterizada pela sua PCR (Peak Cell Rate). A categoria CBR 
suporta aplicativos que operam em tempo real, ou seja, que requerem atraso e va-
riação de atraso rigidamente limitados, como por exemplo aplicativos de voz, vídeo 
e de emulação de circuitos. 
• VBR ( Variable Bit Rate) - está dividido em duas sub-categorias baseado nos re-
quisitos de delay das aplicações: real time VBR (rt-VBR) e non-real time VBR 
(nrt-VBR). A categoria de serviço rt-VBR suporta aplicativos que operam em tem-
po real e que possuem tráfego em rajadas. Uma conexão rt-VBR é caracterizada em 
termos dos parâmetros PCR, SCR (Sustainable Cell Rate) e MBS (Maximum Burst 
Size ). Aplicações típicas incluem tráfego de voz e vídeo. A categoria de serviço 
nrt-VBR suporta aplicativos que possuam características de tráfego em rajadas e 
que não operam em tempo real, ou seja, que não requerem atraso e variação de 
atraso rigidamente limitada. É caracterizada em termos dos parâmetros PCR, SCR 
e MBS. Nenhum limite de atraso é associado a esta categoria. 
• UBR ( Unspecijied Bit Rate) - algumas vezes referido como serviço "melhor esforço" 
é direcionado para aplicações que não operam em tempo real e que emitem tráfego 
em rajadas. Estas incluem transferências de arquivos e e-mail. UBR não oferece 
garantias de qualidade de serviço e não requer qualquer conhecimento anterior sobre 
as características do tráfego; 
• ABR (Available Bit Rate)- fornece uma taxa de célula mínima (MCR- Minimum 
Cell Rate) somada a qualquer largura de banda disponível. Uma conexão ABR é 
caracterizada por sua PCR e MCR, e são usadas por aplicações que podem adaptar 
seu tráfego de acordo com as informações de congestionamento fornecidas pela rede. 
Aplicações são similares aquelas para UBR; 
• GFR ( Garanteed Frame Rate) - recentemente definida pelo ATM Forum (março 
de 1999), suporta aplicações que operam sem retrições de tempo. É projetada 
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para aplicações que podem requerer garantia de taxa mínima e podem se beneficiar 
acessando largura de banda adicional disponível na rede. 
3.2 Controle de Admissão de Conexões 
Controle de Admissão de Conexões (CAC -Control Admission Connection) é definido 
como o conjunto de ações tomadas durante a fase de estabelecimento da chamada no 
sentido de determinar se uma conexão requisitada deve ser aceita ou deve ser rejeitada. 
De acordo com o algoritmo CAC, uma requisição de conexão é aceita somente quando 
os recursos disponíveis ao longo do caminho da conexão são suficientes para atender os 
requisitos de QoS desta conexão e de todas as outras conexões existentes. 
Caso uma requisição de conexão seja aceita pelo CAC, é gerado um contrato de tráfego, 
um acordo que especifica as características de uma conexão entre o usuário e a rede ATM. 
Essas características são definidas por dois elementos básicos: o Descritor de Tráfego e os 
parâmetros de QoS. Enquanto o usuário enviar tráfego em conformidade com o Descritor 
de Tráfego da Conexão, a rede fornecerá o QoS negociado. O Descritor de Tráfego é um 
conjunto de parâmetros que descrevem a utilização de largura de banda esperada que a 
conexão necessita. Estes parâmetros são: 
• PCR (Peak Cell Rate) -representa a taxa de emissão de pico da fonte. PCR não 
pode ser maior que a velocidade do link da fonte. O inverso da PCR é igual a taxa 
de chegada mínima teórica de células no comutador ATM; 
• SCR (Sustainable Cell Rate) e MBS (Maximum Burst Size) - SCR representa o 
tempo médio teórico entre chegadas de células com relação à velocidade do link. 
MBS especifica o número máximo de células que podem ser transmitidas a taxa de 
pico (PCR) e ainda estar de acordo com a SCR negociada; 
• MCR (Minimun Cell Rate)- Representa a largura de banda mínima requerida. A 
largura de banda disponível pela rede pode variar, mas não pode tornar-se menor 
que MCR. MCR pode ser igual a zero. 
Os parâmetros de QoS são usados para medir a qualidade de serviço da conexão e 
quantificar o desempenho fim-a-fim da rede na camada ATM. Estes parâmetros são: 
• CLR ( Cell Loss Rate) - é definida como a razão entre o número de células perdidas 
e o número total de células transmitidas. CLR refere-se somente a perda de células 
de alta prioridade; 
• CTD ( Cell Transfer Delay) - é o tempo decorrido entre a transmissão de uma célula 
e sua recepção pelo destinatário final; 
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• CDV ( Cell Delay Variation Time) - algumas vezes chamado de jitter, mede a 
flutuação dos atrasos de transferência de células. 
3.3 Mecanismos de Policiamento de Tráfego 
Um mecanismo de policiamento é responsável por avaliar se as fontes geradoras de 
tráfego estão respeitando os parâmetros descritos no contrato de tráfego negociado du-
rante a fase de estabelecimento da conexão com o intuito de proteger e manter a QoS 
de conexões já existentes. A violação do contrato de tráfego pode ser causada por vários 
fatores, desde estimativas imprecisas de um determinado parâmetro de tráfego ou mesmo 
pelo comportamento mal intencionado de um usuário. Fontes que violam o contrato de 
tráfego estão sujeitas a penalização pelo mecanismo de policiamento. A penalização é 
feita através do descarte imediato das células mal comportadas ou através da identifi-
cação dessas células mal comportadas para descarte futuro, caso encontrem uma situação 
de congestionamento. A seguir são apresentados alguns dos algoritmos de policiamento 
descritos na literatura. 
O mecanismo de policiamento Balde Furado (BF - Leaky Bucket) [Tur86) é o mais 
popular. De fato, o GCRA ( Gereneric Cell Rate Algorithm}, mecanismo de policiamento 
adotado pelo ATM Forum, é equivalente ao mecanismo balde furado [The99]. No meca-
nismo de policiamento BF, uma célula necessita de uma permissão para entrar na rede. 
Permissões são geradas a uma taxa constante, e existe um número máximo de permissões 
(tamanho do balde) aceitas em um reservatório de permissões (balde). Cada permissão 
corresponde a uma célula. Assim, quando uma célula chega e existem permissões, a célula 
é aceita e uma permissão é removida do reservatório de permissões. Caso não existam 
permissões, a célula é descartada ou marcada para descarte futuro. O mecanismo BF 
também pode ser implementado com um contador, uma taxa de vazamento e um limite. 
O contador é decrementado (se o valor for maior que zero) à taxa de vazamento e é in-
crementado a cada chegada de célula até o valor máximo definido pelo limite. As células 
que ao chegarem encontrarem o contador no seu valor máximo são descartadas ou marca-
das. Em uma outra variante, chamada de balde furado com memória ( buffered leaky 
bucket), células são armazenadas em um buffer caso não existam permissões disponíveis. 
Células que ao chegar encontrarem o buffer cheio são descartadas. Da mesma forma que 
no BF, cada célula que deixa o buffer e entra na rede consome uma permissão. 
Existe também uma outra classe de mecanismos de policiamento baseados em janelas 
[Rat91]. O mecanismo de Janela Saltitante (JS- Jumping Window) limita o número 
máximo de células que uma fonte pode transmitir dentro de um intervalo de tempo T, que 
representa o tamanho da janela, a um valor N. O mecanismo possui um contador que é 
incrementado sempre que chega uma célula da fonte monitorada, e as células só passam a 
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ser descartadas ou marcadas quando o valor do contador ultrapassar N. Um novo intervalo 
começa imediatamente após o final do precedente e o contador sempre é zerado ao final 
do intervalo. Portanto o intervalo de tempo durante o qual uma célula contribui para o 
valor do contador varia de zero ao tamanho da janela. Para o mecanismo de JS ter uma 
taxa equivalente a do mecanismo BF, a razão entre o limite superior do número de células 
durante um intervalo e a duração do intervalo deve ser igual à taxa de vazamento do BF. 
No mecanismo Janela Saltitante com Gatilho ( JSG - Triggered Jumping Window) o 
início da janela é disparado ( triggered) pela chegada de uma célula, de modo que janelas 
consecutivas não são necessariamente consecutivas no tempo como acontece no mecanismo 
JS. Uma desvantagem do mecanismo JS/JSG é o fato de este perder o histórico do tráfego 
gerado pela fonte que está sendo monitorada. No mecanismo Janela Deslizante (JD 
- Moving Window) um histórico de tráfego é mantido por um período de tempo igual 
ao tamanho da janela o que permite ao mecanismo "lembrar" o comportamento recente 
do tráfego. Entretanto, o custo para implementação do mecanismo JD é alto devido 
à necessidade de se registrar o número de células que chegaram e o tempo de chegada 
de até N células. No mecanismo de Média Móvel Ponderada Exponencialmente 
(MMPE- Exponentially Weighted Moving Average) o número de células aceitas durante 
uma janela é determinado por uma soma ponderada do número de células aceitas nas 
janelas anteriores. [Rat91] mostrou que BF e MMPE são mecanismos mais promissores 
do que JD e JSG com respeito ao tempo de reação, tráfego no pior caso e sensibilidade à 
variação de carga. 
Nem o mecanismo de BF nem os mecanismos baseados em janelas são eficientes no 
policiamento de fontes VBR [BCT91, YSS95]. O reduzido número de parâmetros dis-
poníveis para ajustar o processo de policiamento frente às diversas naturezas de tráfego 
faz com que esses mecanismos sejam poucos flexíveis. Mesmo fontes descritas somente por 
sua taxa média e de pico são difíceis de monitorar pelo uso desses mecanismos. Considere 
por exemplo fontes em rajada. Nesse caso um valor baixo de limite no mecanismo de 
BF pode fazer com que células bem comportadas sejam marcadas e, conseqüentemente, a 
probabilidade de violação seja alta. Por outro lado, um valor alto de limite faz com que o 
tempo necessário para detectar a violação seja alto, agravando congestionamento. Além 
do mais, a rajada do fluxo de saída de um sistema de fila aumenta com o limite. Outra 
opção é escolher uma taxa de vazamento alta, mas assim não seria possível policiar a taxa 
média da fonte. A solução usual é escolher uma taxa de vazamento próxima da taxa de 
pico da fonte, entretanto, isto pode desperdiçar banda passante uma vez que fontes em 
rajada normalmente não transmitem a taxa máxima todo o tempo. Em mecanismos de 
policiamento baseados em janela o tempo de reação à violação é fortemente dependente 
da duração da janela para uma certa taxa. 
Para superar a limitação dos mecanismos de policiamento tradicionais, foram criados 
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mecanismos de policiamento multi-nível. Em cada estado de um mecanismo multi-nível 
existe um mecanismo simples [SFMS96]. Por exemplo, em cada estado de um mecanismo 
balde furado de multi-nível (Multi Level Leaky Bucket) existe uma taxa de vazamento, um 
contador e um limite [MS95]. Quando o limite do estado i é atingido, o mecanismo "pula" 
para o próximo estado que tem uma taxa de vazamento maior. Quando o contador voltar 
a zero, o mecanismo retoma ao estado anterior. Além dos parâmetros já conhecidos, em 
cada estado existe um tempo máximo de residência dentro de um intervalo de duração 
fixa (ciclo). Se o tempo de residência em um estado excede o seu valor máximo permitido, 
células são consideradas mal comportadas. Uma vez que um mecanismo multi-nível reage 
mais rápido as mudanças de estado das fontes do que mecanismos simples, mecanismos 
multi-nível são mais eficientes na monitoração de fontes VBR [SFMS96]. Outros trabalhos 
sobre mecanismos de policiamento podem ser encontrados em [MPL95, Vec94, HY96J 
3.4 Descarte Seletivo de Células 
Devido a natureza da taxa variável do tráfego multimídia, perdas de células podem 
ocorrer com freqüência em redes que utilizam multiplexação estatística, tal como redes 
ATM. Uma maneira de evitar estas perdas é alocar largura de banda de acordo com taxa 
de pico da fonte, o que torna multiplexação estatística ineficaz. Uma vez que diferentes 
aplicações têm diferentes requisitos de perda, atender a todos esses requisitos não é uma 
tarefa simples. Os requisitos de QoS relacionados a perda de uma aplicação são usualmen-
te traduzidos em dois parâmetros de desempenho: a taxa de perda de células e o tamanho 
do intervalo de perdas (número de células perdidas consecutivamente). Descarte Seletivo 
é um mecanismo de controle de congestionamento que visa habilitar a rede a tratar os 
diversos requisitos de perda das aplicações. Nesse caso, células são descartadas de acordo 
com o seu nível de prioridade, indicada pelo bit CLP ( Cell Loss Priority) situado no 
cabeçalho da célula ATM [The99]. O nível de prioridade de uma célula pode ser determi-
nado tanto estatisticamente como dinamicamente. Quando determinado estatisticamente 
o nível de prioridade indica a importância de uma célula. Prioridades determinadas di-
namicamente estão relacionadas a discrepâncias entre o modelo de tráfego negociado e o 
modelo atual de uma conexão. Nessa situação células de baixa prioridade correspondem 
a células que violaram o contrato de tráfego (células mal comportadas). 
Descarte seletivo está relacionado somente com o gerenciamento de espaço em buffer 
e não com a ordem de transmissão. Um mecanismo de descarte seletivo é completamente 
especificado pela política de organização do buffer e pela política de descarte. Uma 
política de organização do buffer define qual parte do buffer pode ser ocupado por qual 
célula, enquanto uma política de descarte escolhe uma célula para ser descartada entre as 
células da classe com prioridade mais baixa. As políticas de organização do buffer mais 
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comuns são [KK80}: 
• Compartilhamento Completo - todos os espaços de buffer são acessíveis para 
todas as classes. Células são descartadas se e somente se o buffer está cheio. Esta 
política minimiza a perda total de células; 
• Compartilhamento Completo com Descarte - funciona da mesma maneira 
que a política Compartilhamento Completo, mas se uma célula encontra o buffer 
cheio e existe uma célula da classe com prioridade baixa na fila então esta célula é 
descartada; 
• Particionamento Completo - cada classe tem a sua própria fila individual, ou 
seja, não existe compartilhamento de buffer entre as classes. Cada fila pode ser 
otimizada para manipular o fluxo de tráfego esperado. Apesar de ser uma política 
atrativa por não ter overhead de controle, perdas ocorrem mesmo se existe espaço 
disponível no buffer; 
• Compartilhamento Parcial - cada classe tem uma posição limite até a qual as 
células podem ser aceitas no buffer. Se uma célula chega e existem mais células na 
fila do que a posição limite da sua classe, então a célula é perdida; 
• Compartilhamento Completo com Tamanho de Fila Máximo - existe um 
limite máximo para o número de células enfileiradas de cada classe; 
• Compartilhamento Completo com Tamanho de Fila Mínimo - cada classe 
tem um espaço mínimo inviolável de buffer. O resto do espaço em buffer é compar-
tilhado da mesma forma que a política Compartilhamento Completo; 
• Compartilhamento com Garantia de Tamanho Mínimo de Fila - difere do 
compartilhamento completo por garantir um espaço mínimo de buffer para cada 
classe na situação de transbordo. Nessa situação, células das classes que excedem 
esse espaço mínimo são descartadas de acordo com o seu nível de prioridade. Essa 
política tenta maximizar a ocupação do buffer e ao mesmo tempo garante uma certa 
taxa de perda de células para todas as classes [LZ92]. 
A Figura 3.1 ilustra os cenários de perda para diferentes políticas de organização de 
buffer. 
Políticas de organização do buffer que perdem células somente quando ocorre transbor-
do são chamadas de políticas de conservação da taxa de perda. São exemplos de políticas 
de conservação da taxa de perda: Compartilhamento Completo (com e sem descarte) e 
Compartilhamento Completo com Garantia de Tamanho Mínimo de Fila. Políticas que 
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Figura 3.1: Exemplos de políticas de organização de buffer. 
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conservam a taxa de perda são de interesse especial pois minimizam a perda total de 
células e portanto maximizam a vazão. Outros trabalhos sobre organização de buffer 
podem ser encontrados em [THP94, CGK95, CH96]. 
Uma política de descarte de célula seleciona uma célula para ser descartada entre as 
células da classe com prioridade baixa. As políticas mais comuns são LIFD (Last-In-
Fisrt-Drop), FIFD (Fisrt-In-Fisrt-Drop), RAND (Random) e MFIFD (Modijied First-
In-First-Drop ). Descartar células da classe com prioridade baixa em diferentes posições 
define diferentes distribuições de fila e, conseqüentemente, pode ter impacto diferenciado 
no parâmetro de QoS. Como exemplo, suponha que existem duas células da classe com 
prioridade baixa na fila, uma no final e outra no início (Figura 3.2). Se uma célula da 
classe com prioridade alta encontra o buffer cheio, conforme a política LIFD, a célula 
da classe com prioridade baixa no final da fila é descartada. De acordo com a política 
FIFD a célula do início da fila é descartada. Após várias chegadas de células da classe 
com prioridade alta, o buffer estará cheio novamente. Na fila com LIFD, a célula no 
início da fila antes das chegadas de células da classe com prioridade alta (que não foi 
descartada) já foi transmitida e, conseqüentemente, a célula da classe com prioridade alta 
é perdida. Na fila com FIFD, contudo, a célula da classe com prioridade baixa no final 
da fila antes das chegadas de células da classe com prioridade alta não foi descartada e 
pode ser agora descartada para liberar espaço para a nova célula da classe com prioridade 
alta. A política MFIFD sempre descarta uma célula da classe com prioridade mais baixa 
para liberar espaço de buffer para uma célula que chegou, seja qual for o seu nível de 
prioridade. Assim, a política MFIFD concentra as células da classe com prioridade baixa 
no final da fila e, portanto, maximiza a taxa de perda das células da classe com prioridade 
baixa, ao mesmo tempo em que minimiza a taxa de perda da classe com prioridade alta 
[THP94]. 
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Figura 3.2: Um exemplo de perda de célula devido a diferentes distribuições de tamanho 
de fila produzidas pelas políticas de descarte LIFD e FIFD. 
3.5 Políticas de Descarte de Pacotes para Redes ATM 
Em redes ATM a informação do usuário é transmitida por meio de células de tamanho 
fixo de 53-bytes (48-bytes de carga útil e 5-bytes de cabeçalho). Uma vez que a infor-
mação a ser transmitida é usualmente maior do que a caga útil de uma célula, pacotes 
são segmentados em várias células ATM. A Camada de Adaptação ATM (AAL- ATM 
Adaptation Layer) executa a segmentação de pacotes de tamanho variável em células no 
lado do transmissor e a remontagem dessas células em pacotes no lado do receptor. 
O padrão ATM especifica controle de erro para o cabeçalho da célula, mas não para 
a sua carga útil. Controle de erro da carga útil é manipulado de forma fim-a-fim e no 
caso de aplicações sensíveis a perda se uma célula do pacote é perdida, o pacote completo 
deve ser retransmitido. Trata-se do problema da fragmentação e remontagem de pacotes 
que pode afetar severamente o desempenho da aplicação e a utilização da rede. Então, 
transmitir células de um pacote corrompido desperdiça largura de banda e contribuí para 
formação de congestionamento na rede. O problema então consiste em transmitir pacotes 
completos através de uma rede que manipula e envia células de 53-bytes. 
Políticas de descarte de pacotes são usadas para reduzir congestionamento e trans-
missão de tráfego que inevitavelmente seria retransmitido. Para aplicações de dados uti-
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lizando serviço do tipo "melhor esforço", políticas de descarte de pacotes são mecanismos 
que implementados em cada nó intermediário e que decidem, reativamente ou proativa-
mente, descartar pacotes para reduzir congestionamento e liberar espaço em buffer. Essas 
políticas podem ser aplicadas no caso do transporte de pacotes TCP /IP sobre ATM, assim 
como para o transporte de pacotes de outros protocolos. Dentre as políticas de descarte 
de pacotes encontradas na literatura estão: 
• Taildrop - nesta política quando uma célula é perdida devido a transbordo do 
buffer, todas as células subseqüentes do mesmo pacote são descartadas, ou seja, não 
são admitidas no buffer [FR95]. Apesar do descarte das células pertencentes ao 
pacote corrompido, as primeiras células do pacote ainda são transmitidas; 
• Early Packet Discard (EPD) - utiliza uma posição limite ( threshold) no buf-
fer que indica o princípio de congestionamento. Quando o nível de ocupação do 
buffer atinge o threshold, nenhum pacote novo é admitido no buffer, ou seja, pa-
cotes completos são descartados [FR95]. Entretanto, células pertencentes a pacotes 
aceitos antes do threshold ser atingido são admitidas, caso exista espaço disponível 
no buffer. EPD é usualmente usada junto com Taildrop, melhorando ainda mais o 
desempenho; 
• Selective Discard (SD) -é uma versão aperfeiçoada de EPD com o objetivo de 
melhorar a justiça entre as conexões. Quando o threshold é alcançado, SD descarta 
os pacotes novos de conexões que estão utilizando mais espaço em buffer no momento 
[GJK+97]; 
• Early Selective Packet Discard (ESPD) - é um aperfeiçoamento de EPD que 
trata o problema da sincronização global do TCP. Para alcançar esse objetivo ESPD 
seleciona fontes específicas para descartar seus pacotes, liberando espaço em buffer 
para as sessões restantes. ESPD utiliza dois thresholds. Depois de alcançar o th-
reshold maior, toda conexão que envia um pacote novo é marcada e todos pacotes 
seguintes são descartados até a marca ser removida. A marca é removida quando o 
nível de ocupação do buffer alcançar o threshold menor. Assim, numa situação de 
congestionamento, ESPD restringe o descarte de pacotes sobre um certo número de 
conexões [CP98]; 
• Age Priority Packet Discarding (APPD) - proposta para diminuir o des-
perdício de largura de banda e alcançar justiça entre pacotes de tamanhos diferentes. 
Nessa política, toda vez que não existe espaço em buffer suficiente para acomodar 
células de diferentes pacotes competindo por recursos, APPD prioriza os pacotes 
que possuem mais células já admitidas no buffer (pacote com maior idade) [CT98]. 
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Priorizar pacotes com maior idade diminui o desperdício de largura de banda e reduz 
o número de células corrompidas; 
• Longest-Packet-In (LPI)- maximizao número de células dos pacotes transmiti-
dos com sucesso e, dado que células têm tamanho fixo, isto equivale a maximizar a 
largura de banda para transmitir pacotes. LPI sempre admite um pacote que chega 
no buffer caso exista espaço disponível. Caso contrário, ela descarta um ou mais 
pacotes enfileirados de modo que o tamanho total desses pacotes descartados seja 
menor que o pacote que começa a chegar (FF98]. 
Outras políticas de descarte de pacotes podem ser encontradas em (Tur96, LN096, 
LB99]. 
Capítulo 4 
Policiamento para Tráfego IP sobre 
ATM 
Originalmente o mecanismo de policiamento balde furado foi concebido para redes 
ATM. Dessa forma, o mecanismo atua diretamente sobre as células que saem da origem, 
limitando o tráfego gerado sem considerar o pacote a qual essas células pertencem. Como 
conseqüência, células em diferentes pacotes podem ser descartadas (ou marcadas para 
descarte futuro). Uma vez que a camada ATM não implementa retransmissão de células, 
se uma das células que compõem um pacote é perdida durante a transmissão, o pacote 
completo terá que ser retransmitido quando este erro for detectado pelas camadas supe-
riores. Assim sendo, a perda de uma única célula implica na perda e retransmissão de 
todo o pacote (problema da fragmentação e remontagem de pacotes, seção 3.5). 
Baseado nestas observações sugerimos um mecanismo de policiamento (BFP - Balde 
Furado para Pacote) que é uma variante do mecanismo balde furado convencional, mas 
que porém, policia o fluxo de células considerando os pacotes aos quais elas pertencem, 
usando como parâmetro a prioridade da célula. Esta prioridade pode ser alta ou baixa. 
Células com prioridade baixa são marcadas para serem descartadas em situações de con-
gestionamento da rede. Compara-se esse mecanismo alternativo com o o mecanismo balde 
furado convencional, investigando-se o compromisso entre o goodput de célula (proporção 
de células boas transmitidas pelo número total de células que chegaram na fila) e o good-
put de pacote (proporção de pacotes bons transmitidos pelo número total de pacotes que 
chegaram na fila). 
Este capítulo está organizado da seguinte maneira: na seção 4.1, introduz-se o meca-
nismo balde furado para pacote. Na seção 4.2, valida-se o mecanismo balde furado para 
pacote com respeito ao policiamento de tráfego. Na seção 4.3, descreve-se o modelo de 
simulação adotado para estudar o impacto gerado pelo descarte seletivo de células no 
tráfego policiado pelos mecanismos balde furado para pacote e balde furado. Na seção 
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4.4, os principais resultados são discutidos. 
4.1 Princípios do Mecanismo Balde Furado para Pa-
cote 
Como dito anteriormente, a motivação para criação de um mecanismo de policiamento 
baseado em pacotes é o fato de que a perda de uma célula implica na perda do pacote 
inteiro o qual a célula pertence, uma vez que o destino não será capaz de remontá-lo. 
O princípio do mecanismo balde furado para pacote é fazer com que o todas as células 
que compõem um pacote gerado pela fonte transmissora sejam marcadas com a mesma 
prioridade (alta ou baixa). Para marcar todas as células de um pacote com o mesmo nível 
de prioridade, em algumas situações, células consideradas como excessivas ao contrato de 
tráfego são marcadas com prioridade alta e células geradas em períodos de conformidade 
com o contrato são marcadas com prioridade baixa. Dessa forma, é possível marcar 
todas as células de um pacote com a mesma prioridade, e ao mesmo tempo penalizar a 
fonte transmissora com a mesma intensidade que o mecanismo balde furado convencional. 
De fato, as definições de User Parameter Control da ITU-T (!.371 (ITU95]) e do ATM 
Forum (UNI 3.1 [The94]) explicitamente permitem tal comportamento. Elas requerem 
somente que a quantidade de células julgadas como mal comportadas estejam dentro de 
uma certa tolerância da quantidade de células que seriam julgadas como mal comportadas 
pelo "mecanismo de policiamento perfeito". 
No mecanismo balde furado para pacote (Algoritmo 1), existem dois baldes chamados 
de balde positivo e balde negativo. O balde positivo refere-se ao modelo convencional do 
mecanismo balde furado para policiamento de células. A existência de fichas no balde 
negativo representa a deficiência de fichas no balde positivo, ou seja, indica que foram 
transmitidas mais células do que fora previamente definido pelo contrato de tráfego e 
que estas células foram transmitidas com prioridade alta. O balde positivo (B+) pode 
comportar uma quantidade máxima (TamanhoBalde) de fichas que são geradas à taxa 
constante (Tx). Não há limite para o número de fichas no balde negativo (B-), poden-
do inclusive conter valores menores que zero. Todo pacote novo que chega recebe uma 
prioridade que pode ser: 
• Alta: se o número de fichas em B- for menor ou igual a zero no instante da chegada 
da primeira célula do pacote; 
• Baixa: se o número de fichas em B- for maior que zero no instante da chegada da 
primeira célula do pacote. 
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Toda célula que chega recebe a mesma prioridade definida para o pacote que ela 
pertence, ou seja: 
• Alta: neste caso, subtrai-se uma ficha de B+. Caso não existam mais fichas em B+, 
adiciona-se uma ficha em B- (Figura 4.1a); 
• Baixa: neste caso, subtrai-se uma ficha de B+ e subtrai-se uma ficha de B-. Caso 
não existam mais fichas em B+, ambos os baldes permanecem inalterados (Figura 
4.1b). 
DDDD ~o ... DDDD-----0 ~ 
~~ ~~ 
~o ~rnwrnm 
-----o ~[JJDJITJ[JJ 
~~ ~~ 
O = Prioridade Alta 1 = Prioridade Baixa 
(a) (b) 
Figura 4.1: Balde Furado para Pacote- BFP. 
4.1. Princípios do Mecanismo Balde Furado para Pacote 
Algoritmo 1 MECANISMO BALDE FURADO PARA PACOTE- BFP 
Variáveis: 
T amanhoBalde: Quantidade máxima de fichas permitidas no balde 
B+: Contador de fichas do balde positivo 
B-: Contador de fichas do balde negativo 
Tx: Taxa de geração de fichas por unidade de tempo 
PrioPacote: Prioridade do Pacote 
PrioCelula: Prioridade da Célula 
I* Acumula fichas até o limite máximo do tamanho do balde *I 
Incremente B+ à taxa Tx; 
B+ := min{TamanhoBalde, B+} 
I* Durante a chegada de células *I 
se "célula é a primeira do pacote" então 
se (B- <= O) então 
PrioPacote := "Alta" 
senão 
PrioPacote := "Baixa" 
fimse 
fimse 
PrioCelula := PrioPacote 
se ( PrioCelula = "Alta") 
se (B+ >O) 
B+ := B+ -1 
senão 
B- :=B-+1 
fimse 
senão 
se (B+ >O) 
B+ :=B+ -1 
B- := B- -1 
fim se 
fim se 
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4.2 Validação do Mecanismo Balde Furado para Pa-
cote 
Para se verificar a equivalência entre os mecanismos BP e BFP com respeito a policia-
mento de tráfego, criou-se o modelo de simulação ilustrado na Figura 4.2. O modelo 
mostra uma fonte gerando tráfego constituído por células ATM. O tráfego gerado é então 
policiado tanto pelo mecanismo BF como pelo mecanismo BFP. Ao final da simulação a 
Probabilidade de Violação (PV- Violation Probability) é computada para ambos mecanis-
mos. PV é a probabilidade de uma célula ser marcada pelo mecanismo de policiamento, 
no caso o BF e BFP. 
PV = Células marcadas 
Células transmitidas (4.1) 
Resultados das simulações demonstraram que o mecanismo BFP proposto apesar de 
agregar células com prioridade baixa num mesmo pacote, gera a mesma probabilidade de 
violação do mecanismo BF convencional. Em outras palavras, o mecanismo BFP marca 
com prioridade baixa a mesma quantidade de células que são marcadas quando a fonte 
geradora de tráfego é policiada pelo mecanismo BF convencional. 
Balde FuradO__.. Tráfego 
Tráfego ~ ~n Policiado 
~~Q ~~~ ~ ~ ~-=-=-=~·o ~ ~--~~~ 
"""""'!\ 
RR 
Figura 4.2: Modelo de simulação utilizado para validar o balde furado para pacote. 
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4.3 O Modelo de Simulação e Tráfego 
Para se avaliar a eficácia de BFP, submete-se o tráfego policiado pelo mecanismo a 
nós de rede com descarte de célula. No modelo de simulação (Figura 4.3), todos os nós 
da rede, modelados como uma fila, tem bujjers com capacidade para o mesmo número 
de células, utilizam a mesma política de organização de buffer e o mesmo mecanismo de 
descarte seletivo de célula. Somente o fluxo agregado atravessa toda a rede, ou seja, passa 
por todos os nós. Todos os outros fluxos de tráfego, chamados de fluxos de interferência, 
passam por um único nó cada (veja Figura 4.3). Não há fluxo de interferência no primeiro 
nó. Com este modelo é possível estudar o desempenho fim-a-fim apresentado pelo tráfego 
agregado, com diferentes mecanismos de policiamento e diferentes estratégias de descarte 
de célula e de pacote. 
O conjunto de filas é alimentado por um processo agregado de várias fontes on-off 
homogêneas. No modelo de tráfego on-ojj, uma fonte alterna entre dois estados diferentes 
conhecidos como período on e período off. Durante o período on, a fonte gera células 
pertencentes a um pacote. Estas células são espaçadas de forma uniforme por um número 
fixo de fatias de tempo (time slots). Períodos off por sua vez correspondem a intervalos 
de "silêncio", ou seja, intervalos entre a geração de pacotes. 
Fluxo agregado 
FilaA 1 FilaA 2 / FilaAN / 
--+ t tO;;-- -1 1-1-D /-:=Irn)-
Fluxo de Interferência 
Figura 4.3: Modelo de simulação e tráfego. 
Nos experimentos de simulação realizados, considerou-se dois tipos de tráfego: sintético 
e real. No caso do tráfego sintético, gera-se processos com dependência de longa-duração 
utilizando a distribuição de Pareto tanto para a duração dos períodos on como para 
duração dos períodos off. O resultado foi um tráfego agregado auto-semelhante com 
dependência de longa duração [Wil97]. A carga de um fluxo de tráfego é expressa por: 
onde N é o número de fontes e 
Ton 
€=-----(Ton + ToJJ) 
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é a taxa de atividade, isto é, a probabilidade estacionária de uma fonte estar em estado 
on. T on e Toff são a duração média dos períodos on e ojj, respectivamente. Varia-se a 
carga do sistema pela mudança de N ou de E. 
Tráfego real foi gerado a partir de traces de tráfego das redes de Colorado State Uni-
versity, San Diego Super Computer Center, Michigan universities, Columbia University, 
Florida universities e Indiana University, EUA. Todos os traces são constituídos pelo 
tráfego IP agregado observado em backbones ATM que ligam estas redes ao resto da In-
ternet. Estes traces estão disponíveis no site do National Laboratory for Applied Network 
Research (NLANR, http:/ /www.nlanr.net). 
A tabela 4.1 resume as principais características dos traces utilizados. 
I REDE-TRACE I LINK I DURAÇÃO I FRAME I N° PACOTES IP I 
COS-9615166581 OC3c 98 seg. 
12SDC-964130254 OC12c 94 seg. 
MRT -964378549 OC3c 81 seg. 
BWY-974951706 OC3c 81 seg. 
FLA-990265951 OC3c 82 seg. 
IND-970275951 OC12c 85 seg. 
COS-9615166581 = Colorado State University 
12SDC-964130254 = San Diego Super Computer Center 
MRT-964378549 = Michigan universities 
BWY-974951706 = Columbia University 
FLA-990265951 = Florida universities 
IND-970275951 =Indiana University 
ATM-AAL5 836.000,00 
ATM-AAL5 327.000,00 
ATM-AAL5 434.000,00 
ATM-AAL5 327.000,00 
ATM-AAL5 301.000,00 
ATM-AAL5 270.000,00 
Tabela 4.1: Sumário dos traces de tráfego IP agregado. 
Apesar de se tratar de um tráfego IP sobre ATM com classe de serviço AAL5, os 
traces coletados só contém informações sobre o cabeçalho do pacote IP e o time stamp 
do pacote. Assim fez-se necessário o seguinte pre-processamento antes da utilização dos 
traces nos simuladores: 
• Segmentação de pacotes IP em células- seja tpbytes o tamanho do pacote IP em bytes, 
então o número de células necessárias para se transportar este pacote é calculado 
por: 
tpcelulas = f(tPbytes + 8)/481 
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onde 8 representa o trailer inserido pelo protocolo AAL5 para cada pacote IP [Hei93]. 
• Conversão do time stamp de segundos para time slots - seja: 
tm = taxa média do trace em células/segundo 
p = carga do sistema 
f c = fator de conversão calculado por: 
fc = .!!._ 
tm 
tssegundo = time stamp expresso em segundos 
tstimeslot = time stamp expresso em time slots 
então: 
LtSsegundosj tStimeslots = f C 
• Divisão do trace entre as fontes - A fim gerar tráfego para o número de fontes 
utilizado na simulação, dividi-se o trace da seguinte maneira: considerando uma 
simulação para y fontes, a leitura do trace é feita em blocos contendo y registros 
(cada registro corresponde à chegada de um pacote IP) e dentro de cada bloco lido, 
um registro é alocado para cada uma das y fontes geradoras de tráfego de forma 
seqüencial, ou seja, o primeiro registro lido é alocado para fonte 1, o segundo registro 
lido é alocado para fonte 2 e assim sucessivamente até o final do bloco. 
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4.4 Resultados Numéricos 
A fim de avaliar a eficácia do mecanismo balde furado para pacote (BFP), compara-se 
o mesmo com o mecanismo balde furado convencional (BF). Analisa-se o compromisso 
entre maximizar o número de células transmitidas em pacotes com sucesso e maximizar 
o número de pacotes transmitidos com sucesso. Estudos anteriores adotaram diferentes 
objetivos de desempenho para comparar políticas de descarte. Turner [Tur96] e Romanov 
e Floyd [FR95] consideraram a vazão efetiva ( effective throughput) que é a proporção de 
células boas em pacotes não corrompidos no fluxo de saída pelo total de células no fluxo 
de saída. Lapid et. al [LRS97] definiram o goodput como a proporção de células boas no 
fluxo de saída pelo número total de células que chegaram na fila. No presente trabalho, 
defini-se o goodput de célula como em Lapid et. al. O goodput de célula mostra quanto de 
tráfego não é desperdiçado. Ele difere da vazão efetiva no sentido de que a vazão efetiva 
não leva em consideração células descartadas. A vazão efetiva considera apenas o fluxo 
de saída. Além disso, apresenta-se o goodput de pacote que é a proporção de pacotes 
bons no fluxo de saída pelo número total de pacotes que chegaram na fila. O goodput 
de pacote fornece a percentagem de pacotes de usuário transmitidos com sucesso. Em 
resumo, o goodput de célula fornece a eficácia de uma política em nível de link de rede, 
enquanto o goodput de pacote indica a eficácia de uma política em nível da camada de 
transporte. Nos experimentos de simulação, as filas utilizam CCD (Compartilhamento 
Completo com Descarte) como a política de organização do buffer. Com CCD, células 
são descartadas somente em situações de transbordo, em outras palavras, essa política de 
organização do buffer minimiza a perda total de células e, conseqüentemente, maximiza a 
vazão. Com intuito de minimizar a taxa de perda dos pacotes com prioridade alta utiliza-
se o mecanismo de descarte seletivo de célula MFIFD. Nos experimentos de simulação, 
investiga-se o impacto da carga da rede e parâmetro de Hurst no goodput de célula e no 
goodput de pacote utilizando tanto tráfego sintético é tráfego real em redes formadas por 
um único nó e por vários nós. 
4.4.1 'Iráfego Sintético 
Ambiente composto por um único nó 
Investiga-se primeiramente a eficácia dos mecanismos BFP e BF num ambiente com-
posto por um único nó. A tabela 4.2 sumariza os parâmetros utilizados para o fluxo 
agregado nos experimentos de simulação. O tamanho médio de 10 células para o pacote 
corresponde basicamente ao número de células necessárias para se transportar um pacote 
IP de 512-bytes. 
Na Figura 4.4, mostra-se o goodput de célula como função da carga da rede, para 
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FLUXO Nó MECANISMO DE 
AGREGADO POLICIAMENTO 
N = 16 TBu = 150 para PAgr=l.O: Tx=0.062 e TBa=10 
H = O. 70, 0.80, 0.85, 0.90 POB = CCD para PAgr=0.9: Tx=0.056 e TBa=lO 
TMP = 10 MD = MFIFD para PAgr=0.8: Tx=0.050 e TBa=10 
para PAgr=0.7: Tx=0.044 e TBa=10 
N-Número de fontes TEu-Tamanho do buffer em células PAur-Carga do fluxo agregado 
H-Parâmetro de Hurst POB-Política de organização do buffer 
TMP-Tamanho médio MD-Mecanismo de descarte 
Tx-Taxa de geração de fichas por time slot 
TBa-Tamanho do balde em células 
do pacote em células 
Tabela 4.2: Sumário dos parâmetros utilizados nas simulações com tráfego sintético, fluxo 
agregado. 
diferentes valores do parâmetro de Hurst. As legendas "BF MFIFD" e "BFP MFIFD" 
significam que o tráfego é policiado pelo mecanismo BF e BFP, respectivamente, e que 
MFIFD é o mecanismo de descarte de células utilizado pelo nó. Com o aumento do 
parâmetro de Hurst, períodos de transbordo tornam-se mais longos e, conseqüentemente, 
o goodput de célula diminui. O mecanismo BFP fornece goodput de célula superior ao 
mecanismo BF considerando parâmetro de Hurst até 0.8. Com o aumento do parâmetro 
de Hurst a diferença no goodput de célula entre os dois mecanismos diminui. De fato, pa-
ra H=0.85 praticamente não há diferença no goodput fornecido pelos mecanismos e, para 
H=0.9 o mecanismo BF fornece goodput de célula superior. Nota-se que dependência de 
longa-duração tem impacto considerável no goodput de célula produzido por ambos me-
canismos. Por exemplo, para carga O. 7 e parâmetro H=O. 7 o goodput de célula produzido 
por BFP é O. 77, e para H=0.9 é 0.57. No caso de BF, o goodput de célula passa de 0.892 
para 0.574. 
No caso do goodput de pacote (Figura 4.5), o mecanismo BFP mostrou-se mais sensível 
ao parâmetro de Hurst e tem desempenho inferior independente da carga da rede. Por 
exemplo, para carga 1.0 e parâmetro H=0.7, BFP fornece goodput de pacote 0.91 e BF 
0.945. Mantendo a carga em 1.0 e aumentado o parâmetro H para 0.9, BFP fornece 
goodput de pacote 0.769 e BF 0.93, de modo que as reduções foram de 0.141 e 0.015, para 
BFP e BF respectivamente. 
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Figura 4.5: Goodput de pacote vs. Carga num ambiente com 1 nó e tráfego sintético. 
Ambiente composto por vários nós 
Nesta etapa investiga-se se o comportamento apresentado pelos mecanismos BFP e 
BF num ambiente de rede formado por um único nó é mantido num ambiente de rede 
formado por vários nós. Os parâmetros utilizados para o fluxo agregado são os mesmos 
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utilizados no ambiente composto por um único nó, descritos na seção 4.4.1, tabela 4.2. A 
tabela 4.3 sumariza os parâmetros de simulação utilizados para o fluxo de interferência. 
Note que os parâmetros são os mesmos em todos nós da rede, salvo o primeiro nó onde 
não há fluxo de interferência. 
FLUXO DE Nó MECANISMO DE 
INTERFERÊNCIA POLICIAMENTO 
N = 1 para cada nó TBu = 150 Pint=0.1, Tx=0.1 e TBa=10 
H = O. 70, 0.80, 0.85, 0.90 POB = CCD independente de PAgr 
TMP = 10 
N-Número de fontes 
H-Parâmetro de Hurst 
TMP-Tamanho médio 
do pacote em células 
MD = MFIFD 
TBu-Tamanho do buffer em células PAgr-Carga do fluxo agregado 
POB-Política de organização do buffer Pint-Carga do fluxo de interferência 
MD-Mecanismo de descarte Tx-Taxa de geração de fichas por time slot 
TBa-Tamanho do balde em células 
Tabela 4.3: Sumário dos parâmetros utilizados nas simulações com tráfego sintético, fluxo 
de interferência. 
Na Figura 4.6, mostra-se o goodput de célula como função da carga da rede, para 
diferentes valores do parâmetro de Hurst. Tanto o mecanismo BF quanto o mecanismo 
BFP fornecem goodput de célula inferiores aos que foram apresentados no ambiente de 
rede composto por um único nó (seção 4.4.1). Isto era esperado uma vez que agora num 
ambiente de rede com 5 nós aumenta-se a possibilidade de se perder células (e o pacote 
correspondente). Apesar do desempenho inferior em relação ao ambiente composto por 
único nó, o comportamento apresentado por ambos mecanismos se mantém, ou seja, 
considerando parâmetros e Hurst até 0.8, o mecanismo BFP fornece goodput de célula 
superior. Com o aumento do parâmetro de Hurst (H>0.8) a diferença entre o goodput dos 
mecanismos diminui e para H=0.9, BF fornece goodput de célula superior. Nota-se que no 
ambiente com vários nós a diferença entre o goodput de célula dos mecanismos torna-se 
maior. Por exemplo, para carga 1.0 e parâmetro H=0.7, a diferença entre o goodput de 
célula fornecido por BFP e BF é de 0.02, para o ambiente com um único nó, ao passo que 
no ambiente com 5 nós a diferença está acima de 0.05. 
Tal como acontece com o goodput de célula, o comportamento apresentado pelos me-
canismos BF e BFP também se manteve no ambiente composto por vários nós, ou seja, 
com o mecanismo BF fornecendo goodput de pacote superior independente da carga ou 
parâmetro de Hurst (Figura 4.7). Além disso, no ambiente com vários nós a diferença 
entre o goodput de pacote dos mecanismos torna-se maior. Por exemplo, para carga 1.0 
e parâmetro H=0.8, a diferença entre o goodput de pacote fornecido por BF e BFP é de 
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0.07, para o ambiente com um único nó, ao passo que no ambiente com 5 nós a diferença 
é de 0.11. 
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Figura 4.6: Goodput de célula fim-a-fim vs. Carga num ambiente com 5 nós e tráfego 
sintético. 
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Figura 4. 7: Goodput de pacote fim-a-fim vs. Carga num ambiente com 5 nós e tráfego 
sintético. 
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4.4.2 Tráfego Real 
Nesta seção, utiliza-se nos experimentos de simulação tráfego real, gerado a partir dos 
traces descritos na seção 4.3, tabela 4.1. Mostra-se resultados para os traces 12SDC-
964130254 e COS-9615166581, que representam o comportamento padrão apresentado 
por todos os traces. 
Ambiente composto por um único nó 
A tabela 4.4 sumariza os parâmetros utilizados para o fluxo agregado nos experimentos 
de simulação. Para se estimar o parâmetro de Hurst dos traces utilizou-se a análise gráfica 
variance time. 
FLUXO 
AGREGADO 
N = 16 
H= 0.93 
TMP 16 
FLUXO 
AGREGADO 
N = 16 
H= 0.91 
TMP = 11 
N-Número de fontes 
H-Parâmetro de Hurst 
TMP-Tamanho médio 
do pacote em células 
Trace 12SDC-964130254 
Nó MECANISMO DE 
POLICIAMENTO 
TBu = 250 para PAgr=l.O: Tx=0.062 e TBa=16 
POB = CCD para PAgr=0.9: Tx=0.056 e TBa=16 
MD = MFIFD para PAgr=0.8: Tx=0.050 e TBa=16 
para PAgr=0.7: Tx=0.044 e TBa=16 , 
Trace COS-9615166581 
Nó MECANISMO DE 
pOLICIAMENTO 
TBu = 150 para PAgr=l.O: Tx=0.062 e TBa=ll 
POB = CCD para PAgr=0.9: Tx=0.056 e TBa=ll 
MD = MFIFD para PAgr=0.8: Tx=0.050 e TBa=ll 
para P.4gr=0.7: Tx=0.044 e TBa=ll 
TEu-Tamanho do buffer em células PAgr-Carga do fluxo agregado 
POB-Política de organização do buffer Tx-Taxa de geração de fichas por túne slot 
MD-Mecanismo de descarte TBa-Tamanho do balde em células 
Tabela 4.4: Sumário dos parâmetros utilizados nas simulações com tráfego real, fluxo 
agregado. 
Na Figura 4.8, mostra-se o goodput de célula em função da carga da rede. O mecanismo 
BFP gerou goodput de célula superior ao do mecanismo BF. com umn rlifrrrnç<'~ m~xim<1 
de 0.175 no caso do trace 12SDC-964130254 e 0.122 no caso do trace COS-961516658. 
Com o aumento da carga, a redução do goodput de célula fornecido pelo mecanismo BF 
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foi mais acentuada que o foi para mecanismo BFP. Por exemplo, no caso do trace COS-
961516658-1 o goodput de célula de BF que é 0.94 para carga 0.7, cai para 0.688 quando 
a carga passa para 1.0, portanto com redução de 0.252. No caso do mecanismo BFP a 
mesma variação na carga diminui o goodput de célula de 0.97 para 0.81, redução de 0.16. 
Assim como o goodput de célula, o goodput de pacote fornecido pelo mecanismo BFP 
também é superior ao que é fornecido pelo mecanismo BF, como mostra a Figura 4.9. 
A diferença de goodput de pacote entre os mecanismos chega a 0.045 no caso do trace 
12SDC-964130254 e 0.03 no caso do trace COS-961516658-1. Apesar do desempenho 
superior, a diferença entre o goodput de pacote fornecido por BFP e BF manteve-se muito 
próximo com o aumento da carga da rede. Por exemplo, para o trace 12SDC-96~130254 
a diferença entre o goodput de pacote dos mecanismos foi de 0.035 para carga 0.7, e 0.039 
para carga 1.0. 
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Figura 4.8: Goodput de célula vs. Carga num ambiente com 1 nó e tráfego real. 
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Figura 4.9: Goodput de pacote vs. Carga num ambiente com 1 nó e tráfego real. 
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Ambiente composto por vários nós 
Nesta etapa investiga-se se o comportamento apresentado pelos mecanismos BFP e BF 
num ambiente composto por um único é mantido num ambiente de rede composto por 
vários nós. Os parâmetros utilizados para o fluxo agregado são os mesmos utilizados no 
ambiente composto por um único nó, descritos na seção 4.4.2, tabela 4.4. A tabela 4.5 
sumariza os parâmetros de simulação utilizados para o fluxo de interferência. 
Trace 12SDC-964130254 
FLUXO DE Nó MECANISMO DE 
lNTERFERÊN CIA POLICIAMENTO 
N = 2 para cada nó TBu = 250 para PAgr=l.O: Pint=0.12. Tx=0.062 e TBa=16 
H= 0.93 POB = CCD para PAgr=0.9: Pint=O.ll, Tx=0.056 e TBa=16 
TMP = 16 MD = MFIFD para PAgr=0.8: Pint=0.10, Tx=0.050 e TBa=16 
para P.4gr=0.7: Pint=0.08, Tx=0.044 e TBa=16 
Trace COS-9615166581 
FLUXO DE Nó MECANISMO DE 
INTERFERÊNCIA POLICIAMENTO 
N = 16 TBu = 150 para PAgr=l.O: Pint=0.12, Tx=0.062 e TBa=ll 
H= 0.91 POB = CCD para PAgr=0.9: Pint=O.ll, Tx=0.056 e TBa=ll 
TMP = 11 MD = MFIFD para PAgr=0.8: Pint=O.lO, Tx=0.050 e TBa=ll 
para PAgr=0.7: Pint=0.08, Tx=0.044 e TBa=ll 
N-Número de fontes TBu-Tamanho do buffer em células PAgr-Carga do fluxo agregado 
PinrCarga do fluxo de interferência 
I j 
I 
I 
I 
H-Parâmetro de Hurst POB-Política de organização do buffer 
TMP-Tamanho médio MD-Mecanismo de descarte 
do pacote em células 
Tx-Taxa de geração de fichas por time slot 
TBa-Tamanho do balde em células 
Tabela 4.5: Sumário dos parâmetros utilizados nas simulações com tráfego real, fluxo de 
interferência. 
Na Figura 4.10, mostra-se o goodput de célula em função da carga da rede. O compor-
tamento apresentado por ambos mecanismos se mantém, ou seja, BFP fornece goodput 
de célula superior independente da carga da rede. Além disso, no ambiente com vários 
nós a diferença entre o goodput de célula fornecido pelos mecanismos torna-se maior. Por 
exemplo, no caso do trace 12SDC-964130254 e carga 1.0, a diferença entre o goodput de 
célula fornecido por BFP e BF é de 0.175, para o ambiente com um único nó, ao passo 
que no ambiente com 5 nós a diferença sobe para 0.22. 
Em relação ao goodput de pacote, o comportamento apresentado pelos mecanismos 
no ambiente com 5 nós também se mantém, com o desempenho superior do mecanismo 
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BFP, independente da carga da rede (Figura 4.11). Também, no ambiente com vários nós 
a diferença entre o goodput de pacote fornecido pelos mecanismos é ligeiramente menor. 
Por exemplo, no caso do trace 12SDC-964130254 e carga 1.0, diferença entre o goodput de 
célula fornecido por BFP e BF foi de 0.039, para o ambiente com um único nó, ao passo 
que no ambiente com 5 nós a diferença cai para 0.029. 
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Figura 4.10: Goodput de célula fim-a-fim vs. Carga num ambiente com 5 nós e tráfego 
real. 
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Figura 4.11: Goodput de pacote fim-a-fim vs. Carga num ambiente com 5 nós e tráfego 
real. 
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4.4.3 Tráfego Sintético X Tráfego Real 
Uma explicação plausível para as diferenças de desempenho apresentadas pelos meca-
nismos BF e BFP quando submetidos a tráfego sintético e tráfego real é a seguinte. No 
caso do tráfego sintético, o tamanho do pacote em células (período on) é gerado através 
da distribuição de Pareto com média 10. Sabe-se que a distribuição de Pareto é uma 
distribuição do tipo cauda-longa (heavy tailed), ou seja, uma distribuição que decai hi-
perbolicamente. Na prática isto significa que a probabilidade de que observações (período 
on) extremamente grandes ocorram não é negligenciável. Assim, uma amostra de uma 
distribuição de cauda-longa resulta num conjunto com a maioria dos valores "pequenos" e 
alguns valores extremamente grandes (valores observados nos experimentos de simulação 
para o tamanho do período on variaram de 3 a 2.729.075). De acordo com o mecanismo 
BFP (seção 4.1), um pacote que teve sua primeira célula marcada com prioridade alta terá 
todas as suas células marcadas com prioridade alta e, caso a quantidade de fichas do balde 
positivo não seja suficiente para atender todas as células do pacote, fichas são geradas no 
balde negativo, indicando a quantidade de células com prioridade alta enviadas além do 
permitido. Dessa forma um pacote extremamente grande que começa a ser marcado com 
prioridade alta irá gerar um número positivo também extremamente grande de fichas no 
balde negativo e, conseqüentemente, uma grande quantidade dos pacotes subseqüentes 
serão marcados com prioridade baixa até que o número de fichas do balde negativo seja 
menor ou igual a zero. O resultado é uma cadeia de transmissão formada por um pacote 
extremamente grande com prioridade alta seguido por vários pacotes menores com priori-
dade baixa. Com o mecanismo BF a situação é diferente. O pacote extremamente grande 
que começa a chegar terá apenas algumas de suas células marcadas com prioridade alta e 
o restante das células marcadas com prioridade baixa, de modo que as fichas geradas após 
a transmissão deste pacote e a chegada do próximo pacote (período off) serão usadas 
normalmente para marcar os pacotes subseqüentes com prioridade alta. O resultado é 
uma cadeia de transmissão formada por um pacote extremamente grande com a grande 
maioria das suas células marcadas com prioridade de baixa seguido por vários pacotes 
menores marcados com prioridade alta. 
No caso do tráfego real a situação descrita não ocorre, pois tamanho do maior pacote 
identificado nos traces possui 32 células ATM, número de células necessárias para se 
transmitir um pacote Ethernet cujo MTU é de 1500-bytes. 
Capítulo 5 
Descarte de Informações em Redes 
ATM 
Fragmentação em redes ATM é quase inevitável devido ao tamanho relativamente 
pequeno e fixo das células ATM (53-bytes). O problema da fragmentação em redes ATM 
levou ao desenvolvimento de várias políticas de descarte de pacotes com o objetivo de 
se transportar tráfego IP sobre ATM de forma eficiente. Neste capítulo avalia-se a real 
necessidade de se implementar políticas de descarte de pacotes em redes ATM diante dessa 
nova situação onde o tráfego IP sobre ATM é policiado e, conseqüentemente, células 
de dados do usuário podem ser seletivamente descartadas por mecanismos de descarte 
de célula. Além disso, avalia-se se existem vantagens em se integrar mecanismos de 
descarte de célula e políticas de descarte de pacotes. Para tal, introduz-se duas políticas: 
EPD+ MFIFD e Taildrop+ MFIFD que correspondem, respectivamente, à integração entre 
as políticas EPD e Taildrop com o mecanismo de descarte de células MFIFD. Por fim, 
avalia-se o algoritmo BFP no contexto da categoria de serviço GFR definido pelo ATM 
Forum. 
Este capítulo está organizado da seguinte maneira: Na seção 5.1, compara-se mecanis-
mos de descarte de células com políticas de descarte de pacotes. Na seção 5.2, introduz-se 
as políticas EPD+ MFIFD e Taildrop+ MFIFD utilizadas na integração entre descarte de 
células e descarte de pacotes. Tanto na seção 5.1 como na seção 5.2 resultados numéricos 
são apresentados para um ambiente formado por um único nó e para um ambiente com 
vários nós . A seção 5.3 avalia o algoritmo do BFP dentro do contexto da classe de serviço 
GFR. 
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5.1 Descarte de Células vs. Descarte de Pacotes 
Nessa seção compara-se o mecanismo de descarte de célula MFIFD com as políticas 
de descarte de pacote Taildrop e EPD. A motivação para esta comparação é que embora 
comutadores possam implementar políticas de descarte de pacote, isso não é um requisito 
obrigatório, ao passo que mecanismos de policiamento e mecanismos de descarte de célula 
são padrões já estabelecidos em redes ATM. Além disso, a categoria de serviço UBR com 
descarte de pacote não prove garantias de QoS, o que pode ser alcançado com policiamento 
e descarte de células. Analisa-se o compromisso entre maximizar o número de células 
transmitidas em pacotes com sucesso e maximizar o número de pacotes transmitidos com 
sucesso. 
Nos experimentos de simulação, utiliza-se o modelo de simulação descrito na seção 
4.3. Nas simulações com as políticas de descarte de pacotes ( Taildrop e EPD) o tráfego 
gerado pelas fontes não é policiado. A política EPD descarta pacotes completos toda vez 
que o nível de ocupação do buffer alcança um determinado limite chamado de threshold. 
O desempenho de EPD está diretamente relacionado ao valor do threshold escolhido. No 
entanto, a escolha do threshold depende de uma variedade de parâmetros do sistema, 
o que dificulta o ajuste deste para um valor ótimo [LB99]. Neste trabalho, o threshold 
da política EPD é configurado para 70% e 80% do tamanho do buffer, sem preocupação 
com a escolha de um valor ótimo. Investiga-se o impacto da carga da rede e parâmetro 
de Hurst no goodput de célula e no goodput de pacote utilizando tanto tráfego sintético 
como tráfego real e ambiente de rede formado por um único nó ou por vários nós. Os 
parâmetros utilizados nas simulações são os mesmos utilizados no capítulo 4, tabelas 4.2 
e 4.3 para tráfego sintético e tabelas 4.4 e 4.5 para tráfego real. 
5.1.1 Tráfego Sintético 
Na Figura 5.1, mostra-se o goodput de célula como função da carga da rede num 
ambiente com um único nó, e para diferentes valores do parâmetro de Hurst. As legendas 
"epd70" e "epd80" significam que a política de descarte de pacote EPD é aplicada com 
um valor de threshold igual a 70% e 80% do buffer, respectivamente. Independente da 
carga ou do parâmetro de Hurst, EPD e Taildrop fornecem goodput de célula superior aos 
mecanismos de descarte de célula, BF E BFP. A política EPD fornece o maior goodput 
de pacote para ambos valores do threshold. De fato, a variação no valor do threshold de 
70% para 80% do tamanho do buffer gerou resultados muito próximos para o goodput 
de célula desta política. Além disso, EPD é capaz de manter o goodput de célula acima 
de 0.68, mesmo sob um fluxo com H=0.9, o que não acontece cornos mecanismos BF e 
BFP, onde o goodput de célula fica abaixo de 0.46. Nota-se que mecanismos de descarte 
de célula são mais sensíveis ao parâmetro de Hurst do que as políticas de descarte de 
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pacote. Por exemplo, para carga de 0.7, o aumento do parâmetro H de 0.7 para 0.9 causa 
as seguintes reduções no goodput de célula: 0.23 para EPD, 0.29 para Taildrop, 0.350 para 
BFP e 0.359 para BF. 
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Figura 5.1: Goodput de célula vs. Carga num ambiente com 1 nó e tráfego sintético. 
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Na Figura 5.2, mostra-se o goodput de célula como função da carga da rede num 
ambiente com cinco nós, e para diferentes valores do parâmetro de Hurst. Nota-se que 
com o aumento do número de nós da rede, as políticas de descarte de pacote ainda 
fornecem goodput de célula superior aos mecanismos de descarte de célula, independente 
da carga ou do parâmetro de Hurst, entretanto, o goodput de célula fornecido por Taildrop 
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e, principalmente, por EPD, tem redução mais acentuada do que o fornecido por BF e 
BFP. Por exemplo, para carga 1.0 e parâmetro H=0.85, o aumento do número de nós 
de 1 para 5 causa a seguintes reduções no goodput de célula: 0.185 para EPD, 0.09 para 
Taildrop, 0.07 para BFP e 0.7 para BF. De fato, a redução no goodput de célula de EPD 
é tão acentuada com o aumento do número de nós da rede, que num ambiente com 5 
nós, carga 1.0 e parâmetro H>0.8, EPD e Taildrop fornecem goodput de célula quase 
indistinguíveis. 
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Figura 5.2: Goodput de célula fim-a-fim vs. Carga num ambiente com 5 nós e tráfego 
sintético 
Por outro lado, considerando o goodput de pacote, a política EPD tem desempenho in-
ferior a política Taildrop e mecanismos BF e BFP, seja num ambiente de rede formado por 
um único ou vários nós, como mostram as Figuras 5.3 e 5.4 (salvo para H=0.9 e ambiente 
com um único nó, onde EPD80 obteve goodput de pacote superior BFP para carga maior 
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que 0.8, veja Figura 5.3a). Num ambiente com um único nó (Figura 5.3), Taildrop e em 
seguida BF, fornecem goodput de pacote superior a BFP e EPD, independente da carga 
ou do parâmetro de Hurst. Taildrop e BF mantêm o goodput de pacote acima de 0.92, 
mesmo sob um fluxo com H=0.9, o que não acontece com BFP e EPD, onde o goodput de 
pacote fica abaixo de 0.79. Nota-se que BF e principalmente Taildrop são menos sensíveis 
ao parâmetro de Hurst do que BFP e EPD. Por exemplo, para carga de 0.7, o aumento 
do parâmetro H de O. 7 para 0.9 causa as seguintes reduções no goodput de pacote: 0.004 
para Taildrop, 0.025 para BF, 0.09 para BFP e 0.15 para EPD80 e EPD70. 
5.1. Descarte de Células vs. Descarte de Pacotes 
$ 
o 
o 
ai 
Q. 
(I) 
'"O 
'5 
Q. 
"8 
o 
(.'J 
I 
Q. 
(I) 
0.95 
0.9 
0.85 
0.8 
0.75 
H=0.7 
=~::::~::.=~.:-.:=:::~::::.~====~=--====~~:====~-=~~-=~=----
····-·--·-·····-····---------·-·····-- --
.............................................. 
bfpmfifd _,__ 
taildrop --'*-· 
epd70 ......... . 
epd80 -ill--
bf mfifd -------· 
0.7 ...._ __ ___.. ___ __._ __ ....._ ___ .~---__ __. ___ ....J 
0.7 0.75 0.8 0.85 
Carga 
H=0.8 
0.9 0.95 
---------------·----M--------------------x---------------------
0.95 -------·-------·----------·-·-------·------·---------------------.--.• 
0.9 ....................................................................... . 
'"O 0.85 
0.75 
bfpmfifd _,__ 
taildrop --'*---
epd70 ......... . 
epd80 -ill---
bf mfifd -----· 
0.7 ...._ __ ___.. ___ __._ __ ....._ ___ .~---__ __. ___ ....J 
0.7 0.75 0.8 0.85 
Carga 
Figura 5.3a 
0.9 0.95 
61 
5.1. Descarte de Células vs. Descarte de Pacotes 
2 
o (.) 
<1l 
a. 
Q) 
" "5 
a. 
" o o 
0 
~ (.) 
<1l 
a. 
Q) 
" "5 
a. 
" o o 
0 
0.95 
0.9 
0.85 
0.8 
0.75 
H=0.85 
~~· ---------------------------- -x-- -------------- --------------- -x-- ---------------------- --
--------
-----·-------------------·------------
bfp mfifd ____,_ 
taildrop ·---~--­
epd70 ... ., .. · 
epd80 o 
bf mfifd --•--
0.7 '------1.-----'-----'-----'-----'------l 
0.7 0.75 0.8 0.85 
Carga 
H=0.9 
0.9 0.95 
--------------------------------><--------------------------------x--------------------------------
0.95 
0.9 
0.85 
0.8 
0.75 
0.7 
0.7 
---------·-------------------·----------
0.75 0.8 0.85 
Carga 
Figura 5.3b 
0.9 
bfp mfifd ____,_ 
taildrop ----~--­
epd70 ... ,. .. 
epd80 o 
bf mfifd --•--
0.95 
Figura 5.3: Goodput de pacote vs. Carga num ambiente com 1 nó e tráfego sintético. 
62 
Com o aumento do número de nós da rede, a política Taildrop e o mecanismo BF 
ainda fornecem goodput de pacote superior a BFP EPD, independente da carga ou do 
parâmetro de Hurst (Figura 5.4). Contudo, o aumento do número de nós causa maior 
impacto no goodput de pacote fornecido por Taildrop do que o fornecido por BF, de modo 
ao contrário do que acontece no ambiente com um único nó, no ambiente com cinco nós 
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o mecanismo BF fornece goodput de célula superior a Taildrop. Por exemplo, para carga 
1.0 e parâmetro H=0.9, o aumento do número de nós de 1 para 5 causa as seguintes 
reduções no goodput de pacote: 0.035 para BF e 0.11 para Taildrop, ou seja, a queda de 
desempenho de Taildrop foi 3 vezes maior do que a queda de desempenho de BF. 
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Figura 5.4: Goodput de pacote fim-a-fim vs. Carga num ambiente com 5 nós e tráfego 
sintético. 
5.1.2 Tráfego Real 
Na Figura 5.5, mostra-se o goodput de célula em função da carga da rede num ambiente 
com um único nó. Nos traces utilizados, EPD fornece goodput de célula superior, seguido 
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pelos mecanismos BFP, Taildrop e BF. Nota-se que em alguns traces, Taildrop fornece 
goodput de célula superior a BFP, entretanto, a diferença foi sempre inferior a 0.01. O 
trace COS-961516658 é um exemplo. Neste caso, diferença máxima entre o goodput de 
célula fornecido por Taildrop e BFP foi de 0.005. Para carga O. 7 a diferença entre o goodput 
de célula fornecidos por EPD em relação a BFP e Taildrop é muito pequena, porém, EPD 
se mostrou mais estável ao aumento da carga que os demais mecanismos. Por exemplo, 
no caso do trace COS-961516658, o aumento da carga da rede de 0.7 para 1.0 causa as 
seguintes reduções no goodput de célula: 0.123 para EPD70, 0.123 para EPD80, 0.155 
para BFP e 0.159 para Taildrop. Também ficou bem evidenciado, o desempenho muito 
inferior de BF em relação EPD, BFP e Taildrop, principalmente para carga maior que 
0.8. Por exemplo, para carga 1.0 e trace COS-961516658, o goodput de célula fornecido 
foi de 0.850 para EPD80, 0.845 para EPD70, 0.809 para Taildrop, 0.809 para BFP e 0.686 
para BF. 
5.1. Descarte de Células vs. Descarte de Pacotes 
C1l 
"3 
:a> 
o 
(I) 
"O 
'5 
c. 
"O 
8 (!) 
C1l 
"3 
:a> 
o 
(I) 
"O 
'5 
c. 
8 (!) 
0.9 
0.85 
0.8 
0.75 
0.7 
0.65 
0.6 
0.55 
0.5 
trace 12SDC-964130254 
~ .... ~ .... ~ ........ 
··························· 
0.45 L..-.----'----...1----L------'----....1-.----' 
0.7 0.75 
0.95 
0.9 
0.85 
0.8 
0.75 
0.7 
0.8 0.85 
Carga 
trace COS-961516658 
0.9 0.95 
bfp mfifd --+--bf mfifd __ .,. __ _ 
taildrop ····*···· 
epd70-
epd80 -·----·-· 
0.65 ....._ _ __._ __ _._ ___ .__ __ __._ __ ...._ __ __. 
0.7 0.75 0.8 0.85 
Carga 
0.9 0.95 
Figura 5.5: Goodput de célula vs. Carga num ambiente com 1 nó e tráfego real. 
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Com o aumento do número de nós da rede, a ordem de desempenho se mantém, ou 
seja, EPD fornece goodput de célula superior, seguido por BFP, Taildrop e BF. Entretanto, 
EPD se mostrou mais estável ao aumento do número de nós da rede do que os demais 
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mecanismos. Por exemplo, para carga 1.0 e trace 12SDC-964130254, o aumento do número 
de nós da rede de 1 para 5 causou as seguintes reduções no goodput de célula: 0.059 para 
EPD70, 0.059 para EPD80, 0.086 para BFP, 0.089 para Taildrop e 0.136 para BF. Nota-
se que mesmo com o aumento do número de nós, BFP se mostrou tão estável quanto 
Taildrop. O mecanismo BF se mostrou o menos estável ao aumento do número de nós da 
rede. 
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Figura 5.6: Goodput de célula fim-a-fim vs. Carga num ambiente com 5 nós e tráfego real. 
Na Figura 5. 7, mostra-se o goodput de pacote em função da carga da rede num ambiente 
com um único nó. Nos traces utilizados, Taildrop fornece goodput de pacote superior, 
seguido pelos mecanismos BFP, EPD e BF. No caso do trace COS-961516658, o goodput 
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de pacote oferecido por BF e EPD70 está muito próximo, (a diferença entre o goodput de 
pacote oferecido por EPD70 e BF foi de 0.001 para carga da rede 0.7 e 0.015 para carga 
da rede 1.0). Entretanto, nos demais traces nota-se que a diferença entre o goodput de 
pacote oferecido por EPD70 em relação BF e, conseqüentemente, por Taildrop, BFP e 
EPD80 em relação a BF, é acentuada. No caso do trace 12SDC-964130254 e carga 0.7, a 
diferença entre o goodput de pacote oferecido por EP70 e BF foi de 0.020, entre EPD80 
e BF 0.036, entre BFP e BF 0.032 e entre Taildrop e BF a diferença foi de 0.036. Com 
o aumento da carga a diferença torna-se ainda mais acentuada. Por exemplo, para carga 
1.0 a diferença foi de entre o goodput de pacote oferecido por EPD70 e BF foi de 0.036, 
entre EPD80 e BF 0.041, entre BFP e BF 0.042 e entre Taildrop e BF a diferença foi de 
0.060. 
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Figura 5. 7: Goodput de pacote vs. Carga num ambiente com 1 nó e tráfego real. 
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Na Figura 5.8, mostra-se o goodput de pacote como função da carga da rede num 
ambiente com cinco nós. Tal como acontece no ambiente formado por um único nó, no 
ambiente com cinco nós as políticas Taildrop e BF forneceram, respectivamente, o maior 
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e o menor goodput de pacote. Por outro lado, BFP forneceu goodput de pacote inferior a 
EPD (veja por exemplo na Figura 5.8, o trace 12SDC-964130254 e cargas acima de 0.8). 
De fato, EPD se mostrou mais estável ao aumento do número de nós da rede do que BFP. 
Por exemplo, para carga 1.0 e trace 12SDC-964130254, o aumento do número de nós da 
rede de 1 para 5 causou as seguintes reduções no goodput de célula: 0.059 para EPD70, 
0.060 para EPD80, 0.087 para BFP. 
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Figura 5.8: Goodput de pacote fim-a-fim vs. Cargà num ambiente com 5 nós e tráfego 
real. 
Nota-se que BFP gerou desempenho mais balanceado entre a camada de transporte 
(goodput de pacote) e a camada de rede (goodput de célula) do que as políticas Taildrop 
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e EPD. Em outras palavras, quando a métrica de desempenho é o goodput de célula, a 
política EPD tem o melhor desempenho, seguida por BFP e por último Taildrop. Mu-
dando a métrica de desempenho para o goodput de pacote, Taildrop passa a ter o melhor 
desempenho, BFP continua com o segundo melhor desempenho e EPD passa a ter o pior 
desempenho. 
Por outro lado, resultados apresentados pelo mecanismo BF foram insatisfatórios, 
com desempenho em nível da camada de transporte e de rede inferiores a todas as outras 
políticas. 
5.2 Integração entre Descarte de Células e Descarte 
de Pacotes 
Esta seção visa estudar as vantagens em se integrar políticas de descarte de pacote 
com mecanismos de descarte de célula. Introduz-se duas novas políticas resultantes da 
integração entre EPD e Taildrop com o mecanismo de descarte de células MFIFD. Nas 
próximas seções encontra-se a descrição das políticas integradas propostas. 
5.2.1 Integração entre Taildrop e MFIFD 
O algoritmo 5.2.1 apresenta a integração proposta entre Taildrop e MFIFD. Na política 
Taildrop, uma célula que chega e encontra o buffer cheio é perdida por transbordo, e todas 
as células restantes do pacote o qual a célula pertence não são admitidas no buffer. No 
caso da integração entre Taildrop e MFIFD a idéia consistem em primeiro tentar liberar 
espaço em buffer por meio de MFIFD para que a célula que chega e encontra o buffer 
cheio possa ser admitida, ao invés de imediatamente descarta-la por transbordo. 
Ao tentar liberar espaço em buffer por meio de MFIFD, duas situações podem ocorrer. 
Na primeira, existe uma célula marcada com prioridade baixa no buffer que é então 
descartada, e assim libera espaço para que a célula que chega seja admitida. Além disso, 
aplica-se Taildrop no pacote da célula descartada por MFIFD. Na segunda situação, não 
existem células marcadas com prioridade baixa no buffer, conseqüentemente nenhuma 
célula é descartada por MFIFD e a célula que chega é perdida por transbordo. Aplica-se 
Taildrop no pacote a qual a célula perdida por transbordo do buffer pertence. Através 
do algoritmo 5.2.1, pode-se notar que o mecanismo de descarte de células MFIFD tem 
precedência sobre a política de descarte de pacote Taildrop. Em outras palavras, quando 
uma célula chega e encontra o buffer cheio, o tentará primeiro retirar do buffer por meio 
de MFIFD uma célula marcada com prioridade baixa a assim liberar espaço para a célula 
que chega. Chamamos essa política integrada de Taildrop+MFIFD. 
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Algoritmo 2 POLÍTICA TAILDROP+MFIFD 
Variáveis: 
Cchegou: Célula que chegou para ser admitida no buffer 
Cdescartada: Célula descartada do buffer por MFIFD 
ListaDescarte: Lista com os pacotes marcados para descarte por Taildrop 
I* Durante a chegada de células *I 
se ( Pacote de Cchegou E ListaDescarte ) 
descarta C chegou I* descarte por Taildrop *I 
se "Cchegou era a última do Pacote" 
remove o Pacote de Cchegou da ListaDescarte 
fim se 
senão 
I* Tenta admitir célula que chegou no buffer *I 
se "buffer não está cheio" 
admite Cchegou no buffer 
senão 
I* Aplica descarte de célula *I 
Cdescartada := MFJFD 
se ( Cdescartada = " " ) então 
/* Não há células com prioridade baixa no buffer *I 
descarta Cchegou I* transbordo do buffer *I 
inclui o Pacote de Cchegou na ListaDescarte 
senão 
/*Uma célula com prioridade baixa foi removida do buffer por MFIFD *I 
admite Cchegou no buffer 
inclui o Pacote de Cdescartada na ListaDescarte 
fim se 
fim se 
fim se 
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O algoritmo 5.2.2 apresenta a integração proposta. A política EPD descarta pacotes 
completos que chegam quando o nível de ocupação do buffer ultrapassa um valor máximo 
conhecido como threshold. No caso da integração entre EPD e MFIFD a idéia consiste em 
descartar, por meio do mecanismo MFIFD, células marcadas com prioridade baixa a fim 
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de deixar o nível de ocupação do buffer abaixo do valor de threshold, e assim permitindo a 
admissão de novos pacotes. Caso a quantidade de células marcadas com prioridade baixa 
não seja suficiente para deixar o nível de ocupação do bujjer abaixo do threshold, nenhuma 
célula é descartada e EPD é aplicado normalmente, ou seja, os pacotes que chegam são 
descartados por completo. Chamamos essa política integrada de EPD+MFIFD. 
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Algoritmo 3 POLÍTICA EPD+MFIFD 
Variáveis: 
Cchegou: Célula que chegou para ser admitida no buffer 
Cdescartada: Célula descartada do buffer por MFIFD 
ListaDescarte: Lista com os pacotes marcados para descarte por Taildrop e EPD 
T hreshold: Indicador de congestionamento da política EPD 
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CelulasPrioridadeBaixa: Quantidade atual de células com prioridade baixa armazena-
das no buffer 
OcupacaoBuf f er: Quantidade atual de células armazenadas no buffer 
i: Variável de controle 
I* Durante a chegada de células* I 
se ( Pacote de Cchegou E ListaDescarte ) 
descarta Cchegou I* descarte por Taildrop ou EPD *I 
se "Cchegou era a última do Pacote" 
remove o Pacote de Cchegou de ListaDescarte 
fim se 
senão 
I* Tenta admitir célula que chegou no buffer *I 
se "buffer não está cheio" 
se ( OcupacaoBuf fer > Threshold E "Cchegou é a primeira do Pacote" ) 
se ( CelulasPrioridadeBaixa >= (OcupacaoBuffer- Threshold)) 
para (i:= 1; i< (OcupacaoBuf fer- Threshold); i++) 
Cdescartada := MFJFD 
inclui o Pacote de Cdescartada na ListaDescarte 
fim para 
I* Agora OcupacaoBuf fer <= Threshold * / 
admite Cchegou no buffer 
senão 
descarta C chegou I* descarte por EPD *I 
inclui o Pacote de Cchegou na ListaDescarte 
fimse 
senão 
admite Cchegou no buffer 
fim se 
senão I* buffer está cheio *I 
descarta Cchegou I* transbordo do buffer *I 
inclui o Pacote de Cchegou na ListaDescarte 
fim se 
fim se 
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5.2.3 Tráfego Real 
A fim de avaliar a eficácia das políticas integradas Taildrop+MFIFD e EPD+MFIFD, 
compara-se essas com as políticas Taildrop, EPD e BFP. Analisa-se o compromisso en-
tre maximizar o número de células transmitidas em pacotes com sucesso e maximizar o 
número de pacotes transmitidos com sucesso. Os parâmetros utilizados nas simulações 
são os mesmos utilizados no capítulo 4, tabelas 4.4 e 4.5. 
Nas Figuras 5.9 e 5.10, mostra-se o goodput de célula como função da carga da rede 
num ambiente composto por um único nó e cinco nós, respectivamente. A legenda "BFP 
EPD80+ MFIFD" significa que o tráfego é policiado pelo mecanismo BFP e o threshold 
da política integrada EPD+ MFIFD é 80% do tamanho do buffer. Nota-se melhora no 
desempenho de BFP quando este é integrado com a política de descarte de pacote Taildrop. 
A explicação é que na política integrada BFP Taildrop+MFIFD, Taildrop atua de forma 
complementar a MFIFD, descartando a cauda de pacotes corrompidos por transbordo do 
buffer ou pelo mecanismo descarte de células MFIFD. Quando MFIFD atua de forma 
isolada, células inúteis pertencentes a cauda de pacotes corrompidos são admitidas no 
buffer contribuindo para o congestionamento. Por exemplo, no caso da Figura 5.9, carga 
1.0 e trace 12SDC-964130254, o goodput de célula foi de 0.640 para Taildrop, 0.668 para 
BFP e 0.682 para BFP Taildrop+MFIFD. Com relação a integração entre EPD e MFIFD, 
os resultados não mostraram ganhos. BFP EPD+ MFIFD apresentou goodput de de célula 
inferior ao apresentado quando EPD e BFP foram utilizados de forma isolada, mostrando 
não ser uma boa estratégia descartar um conjunto de células do início do buffer em função 
de apenas um pacote que chega. Por exemplo, para carga 1.0, trace COS-961516658 e 
ambiente de rede com um único nó, o goodput de célula foi de 0.850 para EPD80, 0.809 
para BFP e 0.803 para BFP EPD80+MFIFD. 
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Figura 5.9: Goodput de célula vs. Carga num ambiente com 1 nó e tráfego real. 
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Figura 5.10: Goodput de célula fim-a-fim vs. Carga num ambiente com 5 nós e tráfego 
real. 
Nas Figuras 5.11 e 5.12, mostra-se o goodput de pacote como função da carga da rede 
num ambiente composto por um único nó e cinco nós, respectivamente. Da mesma forma 
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que acontece com o goodput de célula, também há melhora no desempenho de BFP quando 
quando este é integrado com a política de descarte de pacote Taildrop, ou seja, Taildrop 
atua de forma complementar a MFIFD, descartando a cauda de pacotes corrompidos por 
transbordo do buffer ou pelo mecanismo descarte de células MFIFD. Por exemplo, no caso 
da Figura 5.11, carga 1.0 e trace 12SDC-964130254, o goodput de pacote foi de O. 776 para 
Taildrop, 0.759 para BFP e 0.770 para BFP Taildrop+MFIFD. Com relação a integração 
entre EPD e MFIFD, os resultados não mostraram ganhos para o goodput de pacote, de 
modo que BFP EPD+MFIFD apresentou desempenho inferior a EPD e BFP atuando de 
forma isolada. Por exemplo, para carga 1.0, trace COS-961516658 e ambiente de rede 
com um único nó, o goodput de pacote foi de 0.850 para EPD80, 0.847 para BFP e 0.842 
para BFP EPD80+MFIFD. 
5.2. Integração entre Descarte de Células e Descarte de Pacotes 
~ 
o 
o 
as 
c. 
<!) 
"O 
'5 
c. 
"O 
o 
o (!j 
~ 
8 
as 
c. 
~ 
'5 
.g. 
o 
o (!j 
trace 12SDC-964130254 
0.9 
0.88 
0.86 
0.84 
0.82 
0.8 
0.78 
0.76 
0.74 
0.72 '-------1-----'-----'----.l..------1-----1 
0.7 0.75 
0.98 
0.96 
0.94 
0.92 
0.9 
0.88 
0.86 
0.84 
0.82 
0.7 0.75 
0.8 0.85 
Carga 
trace COS-961516658 
0.8 0.85 
Carga 
0.9 0.95 
bfp taildrop+mfifd -~-­
taildrop --... -
bfp mfifd ····*···· 
epd80 -e-
bfp epd80+mfifd ------· 
0.9 0.95 
Figura 5.11: Goodput de pacote vs. Carga num ambiente com 1 nó e tráfego real. 
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Figura 5.12: Goodput de pacote fim-a-fim vs. Carga num ambiente com 5 nós e tráfego 
real. 
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5.3 O Mecanismo Balde Furado para Pacote no Con-
texto da Classe de Serviço GFR 
Espera-se que GFR ( Guaranteed Frame Rate) torne-se uma importante categoria de 
serviço para suportar de forma eficiente tráfego TCP /IP em redes ATM. A garantia 
de serviço é baseado em pacotes AAL5 e, em situações de congestionamento, a rede 
tenta descartar pacotes AAL5 completos. O contrato de tráfego GFR é composto de 
quatro parâmetros principais: PCR (Peak Cell Rate), MCR (Minimun Cell Rate), MBS 
(Maximum Burst Size) e MFS (Maximum Frame Size). PCR é a taxa máxima que é 
permitida ao usuário transmitir. MFS é o tamanho máximo do pacote AAL5 que pode 
ser enviado pelo usuário. Especificando um MCR maior que zero, o usuário requisita a 
rede a garantia de uma largura de banda mínima. Expresso em células por segundo, MCR 
corresponde a largura de banda média que é reservada para o VC (Virtual Channel) dentro 
da rede durante o tempo da conexão. MCR é similar ao parâmetro SCR da categoria 
de serviço VBR, embora MCR forneça a largura de banda mínima para pacotes AAL5 
inteiros, enquanto SCR fornece a largura de banda mínima para células individuais. MBS 
controla o limite superior a rajada máxima de tráfego permitida a qual MCR se aplica 
[The99). 
A categoria de serviço GFR define uma particular utilização do bit CLP das células 
ATM. Dado que a unidade lógica de informação é pacote AAL5, GFR impõe que todas as 
células do pacote tenham o bit CLP marcado com mesmo valor. Pacotes AAL5 com bit 
CLP=l são considerados com prioridade baixa e devem ser transmitidos pela rede com a 
filosofia do "melhor esforço" . A garantida de largura de banda mínima é aplicada apenas 
aos pacotes marcados com bit CLP=O. 
A principal diferença entre GCRA e F -GCRA é que F -GCRA declara pacotes com-
pletos com bit CLP=O como elegíveis ou não elegíveis para a largura de banda mínima 
definida por MCR. Os pacotes AAL5 elegíveis são aqueles que devem ser entregues ao 
destino de modo a preencher a largura de banda mínima garantida pela rede ao trans-
missor. Pacotes com bit CLP=l não são considerados como elegíveis para a largura de 
banda mínima. Enquanto F -GCRA é usado para especificar quais pacotes são elegíveis 
para largura de banda mínima, deve ser notado que GFR explicitamente permite ao trans-
missor enviar pacotes em excesso. F -GCRA é um algoritmo ideal que pode ser difícil de 
implementar na prática. Assim o ATM Forum definiu o simple-F -GCRA, uma versão 
simplificada que é equivalente a F-GCRA(T, L) para conexões onde os pacotes contem 
células marcadas com o mesmo bit CLP e passam pelo teste GCRA(PCR, Tpcr)· Veja o 
Algoritmo 5.3. 
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Algoritmo 4 SIMPLE-F-GCRA(T, L) - SF-GCRA 
Parte 1: Chegada da primeira célula do quadro no tempo ta: 
X' : = X - ( ta - LPT) 
se (X' > L ) ou (a célula tem CLP=1) então 
elegível := false /* célula não elegível * / 
senão 
elegível := true /* célula elegível *I 
fim se 
se (elegível) então 
X':= X- (ta- LPT) 
X:= max(O, X')+ T 
LPT :=ta 
fim se 
Parte 2: Chegada das células subseqüentes do quadro no tempo ta: 
se (elegível) então 
X':= X - (ta - LPT) /* célula elegível *I 
X:= max(O, X')+ T 
LPT :=ta 
fimse 
Com o intuito de facilitar a comparação com o algoritmo BFP (seção 4.1), o algoritmo 
5.3 apresenta a versão do SF-GCRA implementado com balde e fichas. Note que o balde 
pode conter quantidade negativa de fichas (B < 0), indicando que células em excesso ao 
contrato de tráfego foram marcadas com prioridade alta. Esta violação é compensada com 
as geração de fichas no período em que não há chegada de células. No caso do algoritmo 
BFP, violação é compensada marcando células que estão em conformidade com o contrato 
com prioridade baixa. De fato, o algoritmo SF -GCRA gerou probabilidade de violação 
inferior a gerada pelo mecanismo BFP nos experimentos de simulação realizados. 
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Algoritmo 5 VERSÃO DO SF -GCRA IMPLEMENTADO COM FICHAS 
Variáveis: 
TamanhoBalde : Quantidade máxima de fichas permitidas no balde 
B: Contador de fichas do balde 
Tx: Taxa de geração de fichas por unidade de tempo 
PrioPacote: Prioridade do Pacote 
PrioCelula: Prioridade da Célula 
I* Acumula fichas até o limite máximo do tamanho do balde *I 
Incremente B à taxa Tx; 
B := min{TamanhoBalde, B} 
I* Durante a chegada de células *I 
se "célula é a primeira do pacote" então 
se (B >O) então 
PrioPacote := "Alta" 
senão 
PrioPacote := "Baixa" 
fim se 
fimse 
PrioCelula := PrioPacote 
se ( PrioCelula = "Alta") 
B :=B-l 
fimse 
5.3.1 SF-GCRA e comutadores ATM com descarte de células 
Nesta seção compara-se o mecanismo SF -GCRA com os mecanismos BF e BFP. 
Analisa-se o compromisso entre maximizar o número de células transmitidas em pacotes 
com sucesso e maximizar o número de pacotes transmitidos com sucesso. Nos experimen-
tos de simulação, considera-se o modelo descrito na seção 4.3. Mostra-se os resultados 
para o tráfego real e ambiente de rede composto por um único nó. 
Na Figura 5.13, mostra-se o goodput de pacote e o goodput de célula como função da 
carga da rede utilizando tráfego real gerado a partir do trace 12SDC-964130254. Nota-se 
que BFP fornece goodput de pacote e de célula superior a SF -GCRA, que por sua vez é 
superior a BF. Além disso, a taxa de redução tanto para o goodput de célula quanto para 
o goodput de pacote foi ligeiramente mais acentuada para SF -GCRA do que para BFP. 
Por exemplo, com o aumento da carga de O. 7 para 1.0, a redução no goodput de pacote 
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foi de 99 para SF-GCRA e 990 para BFP. No caso do goodput de célula, a redução foi 
de 99 para SF-GCRA e 99 BFP. Com o aumento do tamanho do buffer, o desempenho 
oferecido por BFP e SF-GCRA tende a se aproximar, até um ponto em que não há mais 
diferença entre os mecanismos. Isso pode ser visto na Figura 5.14. Neste caso o tamanho 
do buffer utilizado é 50do que o tamanho de buffer utilizado na Figura 5.13. 
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Figura 5.13: Goodput de pacote e célula vs. Carga num ambiente composto por 1 nó, 
buffer = 100 e tráfego real- trace 12SDC-964130254. 
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Figura 5.14: Goodput de pacote e célula vs. Carga num ambiente composto por 1 nó, 
buffer = 150 e tráfego real- trace 12SDC-964130254. 
Na Figura 5.15, mostra-se o goodput de pacote e de célula como função da taxa de 
geração de fichas para uma carga fixa igual 0.9. Nota-se que mesmo com taxa de geração 
de fichas abaixo da taxa média da fonte (menor que 0.056) ou acima (maior que 0.056), 
o mecanismo BFP se mostrou mais estável em relação a SF-GCRA e BF. À medida que 
a taxa de geração de fichas aumenta, o desempenho dos mecanismos BFP, SF -GCRA 
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e BF sofre melhora acentuada até um ponto máximo. No caso do mecanismo BFP, o 
ponto máximo ocorreu quando a taxa de geração de fichas foi de 0.036, enquanto para 
SF-GCRA e BF o ponto máximo ocorreu para taxa de geração de fichas 0.028 e 0.020, 
respectivamente. Após o ponto máximo, BFP foi o mecanismo que teve a menor queda 
de desempenho com o aumento da taxa de geração de fichas. Por exemplo, a redução no 
goodput de pacote com o aumento da taxa de geração de fichas 0.036 para 0.084 foi de 
0.006 para BFP, 0.021 para SF-GCRA e 0.014 para BF. 
Na Figura 5.16, mostra-se o goodput de pacote e de célula como função do tamanho do 
balde para uma carga fixa igual 0.9. Tam como acontece com a taxa de geração de fichas, 
o mecanismos BFP também mostrou ser mais estável a variação do parâmetro tamanho 
do balde. Por exemplo, para tamanho do balde 8, o goodput de pacote oferecido foi de 
0.684 para BFP e 0.677 para SF-GCRA. Aumentando-se o tamanho do balde para 16, o 
goodput de pacote de BFP continua em 0.684 e SF-GCRA passa para 0.674, ou seja, BFP 
permanece com desempenho superior. 
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Figura 5.15: Goodput de pacote e célula vs. Taxa de geração de fichas num ambiente 
composto por 1 nó, carga 0.9, buffer = 100 e tráfego real- trace 12SDC-964130254. 
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Figura 5.16: Goodput de pacote e célula vs. Tamanho do balde num ambiente composto 
por 1 nó, carga 0.9, buffer = 100 e tráfego real- trace 12SDC-964130254. 
Capítulo 6 
Conclusões 
A tecnologia do Modo de Transferência Assíncrono (ATM - Asynchronous Transfer 
Mode) foi proposta em meados de 1980 como uma evolução das redes públicas para su-
portar serviços de banda larga. Desde a primeira recomendação da ITU-T sobre ATM 
no final da década de 80, muitos trabalhos foram realizados com intuito de fornecer me-
lhor suporte para tráfego TCP /IP sobre redes ATM. Redes ATM são capazes de prover 
diferentes tipos de serviços, incluindo serviços do tipo "melhor esforço" comparáveis aos 
serviços fornecidos atualmente pela Internet. Além disso, uma motivação comum para uti-
lização de tecnologias de rede de alta velocidade, tal como ATM, continua a ser a provisão 
de garantias de Qualidade de Serviço (QoS) para as aplicações que elas interconectam. 
Entretanto, IP foi independentemente desenvolvido sobre as bases de um modelo sem 
conexão, enquanto ATM foi originalmente projetada para serviços orientados a conexão, 
o que traz dificuldades para a integração destas duas tecnologias. 
Esta dissertação propôs um mecanismo de policiamento de tráfego, Balde Furado pa-
ra Pacote (BFP), que policia o fluxo de células levando em consideração o limite dos 
pacotes ( AAL5 frames). Mostrou-se através de simulações que o mecanismo Balde Fura-
do para Pacote, apesar de agregar células mal comportadas em um mesmo pacote, gera 
probabilidade de violação igual a do mecanismo Balde Furado (GCRA). Investigou-se a 
eficácia do mecanismo Balde Furado para Pacote e do mecanismo Balde Furado sob a 
influência de processo com dependência de longa-duração, utilizando tráfego sintético e 
real. Considerou-se no estudo a disciplina de descarte seletivo de célula MFIFD ( M odi-
fied First-In-First-Drop) e a política de organização do buffer CCD (Compartilhamento 
Completo com Descarte). Analisou-se através de simulação o impacto das características 
do processo de entrada (tais como carga do sistema e parâmetro de Hurst) e número de 
nós da rede no goodput de célula e de pacote. 
No estudo entre descarte seletivo de célula e de pacote, investigou-se a eficácia da 
disciplina MFIFD e mecanismos de policiamento BFP e BF em relação as políticas Tail-
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drop e EPD. Também, introduziu-se duas políticas, Taildrop+MFIFD e EPD+MFIFD, 
que integram descarte seletivo de célula com descarte seletivo de pacote, e comparou-se 
essas políticas com as políticas Taildrop e EPD e com o mecanismo de descarte de célula 
MFIFD. Analisou-se o compromisso entre o goodput de célula e o goodput de pacote. Por 
fim, comparou-se o mecanismo BFP e BF com SF -GCRA, o algoritmo de policiamento 
definido pelo ATM Forum para a classe de serviço GFR. 
6.1 Principais Contribuições 
Pode-se resumir as principais contribuições da presente dissertação nos seguintes itens: 
• Os resultados de simulação com traces mostraram que o tráfego policiado pelo me-
canismo Balde Furado para Pacote produz maior goodput de pacote e de célula que 
o mecanismo Balde Furado convencional quando este tráfego passa por um nó co-
mutador que utiliza CCD como política de organização do buffer e MFIFD como 
mecanismo de descarte seletivo de células. Além disso, o melhor desempenho do me-
canismo Balde Furado para Pacote se mantém quando o tráfego policiado atravessa 
um ambiente de rede composto por vários nós comutadores; 
• Comparando descarte de células diretamente com descarte de pacotes verificou-se 
que a política Taildrop fornece o maior goodput de pacote enquanto EPD fornece 
o maior goodput de célula. O mecanismo MFIFD com tráfego policiado por BFP 
fornece o segundo maior goodput de célula e o segundo maior goodput de pacote, 
portanto um desempenho mais balanceado entre a camada de transporte (pacotes 
IP) e link de rede (células ATM). No ambiente de rede formado por vários nós 
comutadores o desempenho dos mecanismos de descarte de células tem queda de 
desempenho mais acentuada com o aumento da carga da rede do que as políticas de 
descarte de pacotes ( Taildrop e EPD), independente do mecanismo de policiamento 
utilizado (BF ou BFP); 
• Foram propostos dois algoritmos para integração entre mecanismos de descarte 
de célula e políticas de descarte de pacote. Na integração entre EPD e MFIFD, 
EPD+MFIFD, verificou-se que não houve vantagens pois o goodput de célula e de 
pacote desta política foi inferior a todas outras políticas (EPD, Taildrop e o mecanis-
mo MFIFD). Entretanto, a integração entre Taildrop e MFIFD, Taildrop+MFIFD, 
se mostrou atrativa pois, junto com a política Taildrop, gerou o maior goodput de 
pacote e junto com a política EPD gerou o maior goodput de célula. 
• Comparando o mecanismo BFP e BF com o mecanismo de policiamento SF -GCRA 
da classe de serviço GFR, verificou-se que o tráfego policiado pelo mecanismo BFP 
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fornece maior goodput de célula e de pacote que os mecanismos BF e SF-GCRA. E 
ainda, que o mecanismo SF -GCRA desempenho superior a BF, principalmente em 
relação ao goodput de célula; 
6.2 Trabalhos Futuros 
A seguir descreve-se algumas sugestões para extensão deste trabalho: 
• Um dos problemas com as políticas de descarte de pacotes Taildrop e EPD diz 
respeito à justiça dessas políticas com relação as conexões TCP. EPD e Taildrop 
não discriminam entre os pacotes pertencentes a múltiplas conexões TCP. Isto pode 
levar a situação onde uma conexão TCP finaliza a transmissão de um pacote e é 
capaz de aumentar o tamanho da sua janela de congestionamento, o que pode causar 
a célula de uma outra conexão TCP ser descartada devido a transbordo do buffer. A 
segunda conexão TCP, após timeout do pacote perdido, é então forçada a reduzir a 
sua janela de congestionamento. Dessa forma, a primeira conexão é capaz de obter 
injustamente uma porção maior de largura de banda. No caso do tráfego policiado 
pelo BFP e comutador com descarte de célula, espera-se que a maior parte das 
células descartadas sejam de baixa prioridade e portanto pertencentes a conexões 
que transmitiram além do que foi concedido no contrato de tráfego. Neste caso, 
e diferente do que acontece com as políticas EPD e Taildrop, são as conexões que 
consumiram largura de banda acima do permitido que serão forçadas a reduzir a sua 
janela de congestionamento. Pesquisas futuras devem investigar o efeito do descarte 
de células com respeito a justiça entre as conexões; 
• As políticas EPD e Taildrop também sofrem do problema da sincronização global 
relacionado as conexões TCP. Todas vez que um pacote é descartado, TCP, como 
parte do seu mecanismo de controle de fluxo e congestionamento, assume que a rede 
está congestionada e inicia a sua fase de controle de congestionamento usando o 
mecanismo slow start. No princípio do congestionamento, se a política de descarte 
simultaneamente descarta um pacote de toda conexão, todas fontes TCP irão re-
duzir o tamanho de suas janelas ao mesmo tempo e a rede será subutilizada. No 
caso de BFP com MFIFD, espera-se que a penalização (descarte de células) das 
conexões que estão consumindo mais recursos que outras possa aliviar o problema 
da sincronização global uma vez que estas conexões serão forçadas a diminuir suas 
janelas de congestionamento primeiro. Portanto nem todas conexões TCP serão 
forçadas a diminuir suas janelas de congestionamento ao mesmo tempo. Pesquisas 
futuras devem investigar o efeito do descarte de células com respeito ao problema 
da sincronização global do TCP; 
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• Essa dissertação traz contribuições específicas para o entendimento dos mecanis-
mos de policiamento BFP, BF e SF -GCRA, utilizando simulações com tráfego real. 
Pesquisas futuras devem investigar a derivação de resultados analíticos destes me-
canismos; 
• Estudar as características de outras políticas de descarte de pacotes (SD, ESPD, 
DfF, etc.) e propor novos algoritmos para integração destas com mecanismos de 
descarte de células (MFIFD, FIFD, LIFD, RAND) também é uma tarefa interessante 
a ser abordada. 
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