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ABSTRACT

Lennaerts, Dennis Stefan Renier. M.S. Department of Chemistry, Wright State
University, 2013. Effect of sample history on dissolution rates of gypsum {010}
surfaces.

Mineral dissolution plays a significant role in geochemical processes such as
carbon sequestration and isotope geochemistry. While factors such as
temperature, pressure, and solution chemistry have been widely studied, the
effects of sample history and surface morphology on dissolution rates have been
studied to a lesser extent. This research focuses on the dissolution of cleaved,
polished, and reacted samples of the atomically flat natural {010} cleavage plane
of gypsum (CaSO4⋅2H2O) to further investigate upon the effect of sample history.
Gypsum was chosen as the mineral of interest because of its planar crystal
surface and relatively fast dissolution rate. Chemical dissolution rates as well as
changes in surface morphologies were determined for cleaved, polished, and
reacted crystals exposed to undersaturated solutions in continuously stirred,
free–drift, batch reactors. Results from chemical rate determination showed a
history effect as dissolution rate decreased in consecutive dissolution runs for
polished samples. For cleaved samples, relatively slow initial dissolution rates
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were observed. Surface morphology development showed that cleaved samples
initially dissolved through etch pit nucleation and growth, while polished samples
initially dissolved through step retreat. After dissolution, both cleaved and
polished surfaces only showed step bunches along the [001] direction suggesting
that both cleaved and polished crystals will eventually have similar surface
morphologies and dissolution rates. In conclusion, surface morphology and thus
sample preparation affect the initial dissolution rates on the (010) surface of
gypsum. Therefore, sample preparation is a variable that should be accounted
for in laboratory experiments.
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1. Introduction
1.1 Motivation
Mineral dissolution plays a key role in various geochemical and industrial
processes, for example, isotope geochemistry (Alonso-Azcárate et al., 2001,
2006; Khademi et al., 1997; Sofer, 1978), carbon sequestration (Amjad, 1988;
Bachu et al., 1994; Fulford, 1968; Knauss et al., 2005), and civil engineering
(James, 1992). Therefore, it is important to better understand this process and
the parameters that influence it. A significant amount of research has been done
on the influence of temperature, pressure, saturation state, and background
electrolytes on mineral dissolution. For example, Xu and coworkers (2010)
measured step velocities on the {10 1 4} surface of calcite at a pressure of 5 psi
above ambient with temperatures of 50, 60 and 70 °C using a hydrothermal

€ (HAFM) (Higgins et al., 1998). Their results showed that
atomic force microscope
an increase in saturation state (deionized water as compared with a CaCl2 and
NaHCO3 solution) changed the shape of the etch pits from rhombic to rounded
along the acute steps, caused by local crystal growth during dissolution
experiments. Increasing temperature and saturation state also significantly
increased the anisotropy between the faster dissolving obtuse and slower
dissolving acute steps. Ruiz-Agudo and coworkers (2011) measured the etch pit
density on the {10 1 4} surface of dolomite by contact mode atomic force
microscopy (AFM) in a fluid cell in the presence of different background
€
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electrolytes. Their results showed that background electrolytes do not affect etch
pit shape, but can either increase (CsCl at Ionic strength (IS)=0.001, 0.01, 0.1
and NaNO3 at IS=0.001) or decrease (LiCl KCl, NaCl, NaI, NaF at IS=0.001,
0.01, 0.1, 1 NaNO3 at IS=0.01, 0.1, 1 and CsCl at IS=1) dolomite dissolution rate.
Because temperature, pressure, saturation state, and background electrolytes
affect mineral dissolution, it is important to investigate the effects of other
variables on mineral dissolution.
Less work has been done on the effect of sample history and the influence of
surface morphology on dissolution rate. MacInnis and Brantley (1992) measured
the dissolution rates of strained and unstrained calcite crystals that were grinded
and etched for either a short period of time versus a longer period. Dissolution
rates were determined by pH measurements and dislocation density was
measured by X-ray topography. They concluded that strained samples dissolve
faster (2.3x) than unstrained samples due to their higher dislocation density
(6x108 *cm-2 for strained versus ~103 *cm-2 for unstrained). The dissolution rate
of the grinded samples was lower for the samples that were etched longer (20
minutes) as compared to the shorter etching (30 seconds). This suggests that
grinding creates dislocation loops and cracks that make the surface more
reactive. This is an important parameter to further investigate due to the variation
in sample history in nature but also due to the difference in sample preparation
(etching, polishing and cleaving) in laboratory experiments. For example, the use
of crushed crystals (Noiriel et al., 2012) in calcite growth studies can lead to
different rates than those measured using cleaved crystals, which had been
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equilibrated with a saturated solution (Nehrke et al., 2007). It is also important to
gain more insight into surface morphology development during dissolution of
crystals with different initial surface morphologies to explain the differences in
various experimental dissolution rates.
The main goal of this work is to determine the differences in initial dissolution
rates for cleaved, polished, and reacted {010} surfaces of gypsum and to
examine the development of surface morphology during dissolution.
Chapter 1 also includes background information on gypsum, an explanation of
mineral dissolution by the TLK-model and a discussion on surface/chemicalcontrolled versus diffusion-controlled dissolution. This is followed by a summary
of previous work on gypsum dissolution by Fan and Teng. Chapter 1 is
concluded by a brief description of the specific aims and methods of this study.
Chapter 2 provides detailed information on the sample preparation and
characterization, dissolution experiments, chemical rate determination by flame
atomic absorption spectroscopy (FAAS), and surface morphology determination
by atomic force microscopy (AFM) and profilometry. Chapter 3 discusses the
development of the chemical rates and surface morphologies of the cleaved,
polished and reacted samples. Finally Chapter 4 draws conclusions from the
data discussed in chapter 3 and includes suggestions for future work.

1.2. Gypsum
Gypsum (CaSO4⋅2H2O) is the most common sulfate mineral and is widely
accruing, underlying about 25% of the worlds land surface (Ford and Williams

!

3!

1989). It is an important mineral from a civil engineering perspective because it is
not easily removed by dissolution from a construction site, such as when gypsum
is found in foundation soils or rocks, but it dissolves fast enough to affect the
foundation of a structure over its lifespan (~100 years) (James, 1992). It is also of
particular importance for geochemists due to its involvement in the global sulfur
and redox cycles (Alonso-Azcárate et al., 2001, 2006). Additionally, the isotopic
composition of its hydration waters can be used to determine the origin of the
water body that the gypsum precipitated from. Seawater usually has a higher
concentration of the heavier isotopes of hydrogen and oxygen as compared to
meteoric water, therefore, the relative amount of heavier isotopes depends on
the location in which the analyzed gypsum formed (Halas and Krouse, 1982;
Khademi et al., 1997; Sofer, 1978). In agriculture, gypsum is also used to
condition soils because it promotes the growth of roots. Root growth increases
the production of organic matter that attracts mesofauna, such as earthworms,
which create burrows through which water, oxygen, and carbon dioxide are
transported (Korcak, 1998).
The crystal structure (Figure 1) of gypsum was first refined by Wooster in 1936
and has undergone further refinement in subsequent decades by Pedersen and
Semmingsen (1982), S. Follner and coworkers (2002), Atoji and Rundle (1958),
and Cole and Lancucki (1974). Gypsum has a monoclinic crystal structure with
2/m as the point group because of the 2-fold rotation axis along the b-axis and
the mirror plane perpendicular to the b-axis. Different research groups have
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different layer arrangements. Energy was calculated by shifting one layer against another along a grid
parallel to (010) and rotating it 360° around each grid point in increments of 10°. In all cases, an
energetically favourable angle range was found for nearly every point on the grid
Keywords: real structure, gypsum
(Received October 12, 2001; Accepted November 1, 2001)

described the gypsum crystal structure using different cell choices, which leads
1. Introduction

to different1.space
groups
and unit
cell parameters (Table 1).
1 Cell choices
of gypsum
crystals
Reading the literature about gypsum is often difficult due to the use of different choices of
axes (Table 1, VOGEL ). Even in more recent studies, an indication of the axial system used is
often missing. In this study, the axes given by PEDERSEN and SEMMINGSEN were used for all
Table
1: Space
and
cellgroup
parameters
describe
the gypsum
crystal
calculations.
Thegroups
origin of
theunit
space
used by used
these to
authors,
however,
is shifted
by 1/4structure
Reprinted
from
Crystal
Research
and
Technology,
vol.
37,
S.
Follner,
A.
Wolter,
Helming, C.
1/4 1/4 in reference to that in the International Tables (No. 15, I 2/a, cell choice 3). K.
This
Silber,
H. Bartels,
and H.ofFollner,
On the Real
Structure of Gypsum Crystals, p.p. 207, Copyright
study uses
the cell choice
the International
Tables.
(2002), with permission from John Wiley and Sons.
Table 1: Cell choices of gypsum (PDF: Powder Diffraction File).

Literature

a0 [Å]

b0 [Å]

c0 [Å]

β 0 [°]

ONORATO (1929)

10.470

15.150

6.280

98.97

WOOSTER (1936)

Space
group
C 2/m

Transformation
matrix
101/020/101

10.470

15.150

6.510

151.55

C 2/c

101/010/001

B OUMAN (1939)

5.630

15.150

6.230

113.8

A 2/n

100/010/101

RAMDOHR, STRUNZ (1967)

6.520

15.180

6.290

127.40

A 2/a

101/010/100

PDF 33-311
PEDERSEN, SEMMINGSEN (1982)

6.285
5.679

15.208
15.202

5.678
6.522

114.09
118.43

C 2/c
I 2/a

001/010/101

DE J ONG,

© WILEY-VCH Verlag Berlin GmbH, 13086 Berlin, 2002 0232 -1300/02/2-303-0207 $ 17.50+.50/0

The molecular structure of gypsum consists of sheets perpendicular to the b-axis.
These sheets consist of double layers of (SO4)2- (tetrahedral coordination) bound
together by Ca2+ atoms which are coordinated (square-antiprismatic) by eight
oxygen atoms, six of which belong to the (SO4)2- groups and two of which belong
to water molecules. The water molecules have one hydrogen bond to their own
sheet and one to the opposite sheet, which weakly binds the sheets together.
This causes the (010) surface of gypsum to be an easily cleavable, atomically
flat, natural cleavage plane, and is therefore the most commonly studied surface
on gypsum (Bosbach and Rammensee, 1994; Fan and Teng, 2007; Karshin and
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Grigoryan, 1970).

A!

B!

Figure 1: The crystal structure of gypsum viewed from the A) X-axis (a-axis) and B) Z-axis. (caxis). The blue spheres represent calcium, the yellow ones sulfur, the red ones oxygen, and the
green ones hydrogen. The water layer weakly binds the two sheets of CaSO4 together through
hydrogen bonding. This figure was made with CrystalMaker V. 6.1.1

1.3 Crystal dissolution models
Mineral dissolution has two distinct stages: breaking of chemical bonds to the
bulk crystal and diffusion away from the bulk crystal into solution. The first part is
described using the terrace-ledge-kink model (TLK-model) by representing a
crystal as a simple (hypothetical, as it does not exist in nature) mineral consisting
of only the same sized cubic growth units. The TLK model (Kossel, 1927;
Stranski, 1928) describes three energetically distinct surface positions based on
bonds to nearest neighbors. These include the terrace position, where the growth
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unit has five nearest neighbors it is bonded to, the ledge (or step) position, where
the unit has four nearest neighbors, and the kink position, where the unit has
three nearest neighbors (Figure 2). The number of nearest neighbors is inversely
proportional to the reactivity during dissolution, therefore the order of reactivity is
that kink sites are more reactive than step sites, which in turn are more reactive
than terrace sites. Due to their relatively low reactivity, terrace sites are the most
common sites on a mineral (Kossel, 1927; Stranski, 1928), followed by steps,
which are less common but still widely observed in AFM experiments. In the
conditions explored in this research, kink sites are assumed to only exist for a
short time, due to their involvement in step growth. Kink site nucleation,
attachment of a growth unit to a step that results in a double kink site, can either
detach to reform a step or propagate resulting in two kink sites, which will
propagate until the step is completed. This is the main mechanism behind crystal
growth and dissolution because propagation of a kink site results in a new kink
site with equal reactivity as the previous kink site. Because the steps observed
on gypsum {010} surfaces by Fan and Teng (2007) and in this research are
straight, and thus have a low kink site density, it is assumed that the kink site
propagation rate is higher than the kink site nucleation rate. Nucleation of a
reactive site onto a terrace as a result of adsorption of an adatom creates a site
with only one bond to the bulk, which is easier to detach than surface sites with
multiple bonds to the bulk. Therefore, these sites do not contribute appreciably to
the overall dissolution rate. However, this so called 2-D nucleation can contribute
to the overall growth rate in solutions above a certain critical supersaturation
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(Pina et al., 1998; De Yoreo and Vekilov, 2003). The energy difference between
terrace, ledge, and kink sites can be quantitatively described as a function of
sublimation energy by equations 1, 2, and 3 (Venables, 2000), where the
sublimation energy per unit volume of the crystal, L, is described by:
L=(6ϕ/2)(1/a3), where ϕ is the bond strength for each of the 6 bonds to the bulk.
The division by two is due to the two atoms involved in each bond and a is the
lattice parameter of the cube (Venables, 2000).

Figure 2: A schematic representation of the reactive sites of the TLK model: 1 terrace site, 2
ledge site, 3 kink site, 4 double kink site, 5 terrace adatom. Modified from Morse et al., (2007)

Terrace atoms have an extra energy per unit area et as compared to bulk atoms
due to them being bonded to only 5 nearest neighbors instead of 6. This leads to
one missing bond for every a2 and this extra energy can be described by
(Venables, 2000):

et = (6-5) ϕ/2a2 = ϕ/2a2 = La/6
Equation 1
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The extra energy per unit length of ledge atoms over terrace atoms is due to
having 4 bonds to the bulk instead of five and is described by (Venables, 2000):

el = (5-4)ϕ/2a = ϕ/2a = La2/6
Equation 2

Finally, the same argument describes the extra energy per atom of a kink atom
over a ledge atom as(Venables, 2000):

ek = (4-3)ϕ/2 = ϕ/2 = La3/6
Equation 3

The next stage of the dissolution process is the diffusion away from the surface
(Figure 3). Under laminar flow conditions, the fluid close to the solid crystal
surface has limited mobility, creating a diffusion or hydrodynamic boundary layer
(Lasaga, 1998). Due to the limited flow, dissolved molecules from the mineral
diffuse through this layer, creating a higher concentration close to the surface as
compared to the bulk solution. The thickness of this layer and thus the time it
takes to diffuse through it depends on the relative motion between the sample
and the solution. Once turbulent flow is reached, the layer thickness is much
smaller and independent of the flow rate, therefore diffusion into the bulk solution
is faster.
If the rate-limiting step for dissolution is the breakage of bonds to the crystal, the
reaction is said to be surface- or chemical-controlled (Berner, 1978). If the rate-
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limiting step is the diffusion away from the surface, the reaction is diffusion
controlled.

Figure 3: The diffusion/hydrodynamic boundary layer. Modified from Lasaga (1998)

1.4. Gypsum dissolution
Gypsum has a relatively fast dissolution rate (~7*10-8 mol/cm2/s in DI water
(Raines and Dewers, 1997)) as compared to calcite (~2*10-12 (Arvidson et al.,
2003)). Dissolution of the {010} surface of gypsum is a layer-by-layer process
(Bosbach and Rammensee, 1994). This can occur through etch pit (vacancies
created during dissolution on a flat surface) formation or step retreat. Close to
equilibrium, step retreat dominates because of its lower activation energy as
compared to etch pit formation, which is observed more readily in solutions
further from equilibrium. Etch pits on gypsum are enclosed by steps in the [001]
and [100] direction (Figure 4) (Fan and Teng, 2007) and not the [101] direction as
previously thought (Bosbach and Rammensee, 1994; Hall and Cullen, 1996).
Fan and Teng (2007) proved this by imaging the (010) and (01̄0) surfaces of
gypsum in situ with a fluid cell using ContactMode® AFM (Figure 4). Because the
!
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pits in figure A3 and B3 are mirror images, they must be enclosed by steps only
in the [100] and [001] directions.

1̄0) Note
Fig. 1. Etch pits formed on gypsum
(A) pits
and (010)-B
(B)(010)
surfacesand
at Ω(0
= 0.96.
that theofmorphologies
the pits
in (A)
and [001]
(B) are mirror
Figure(010)-A
4: Etch
on the
surface
gypsum. of
The
[100]
and
lines are
images of each other.
perpendicular to the direction of step retreat of the [100] and [001] steps. Reprinted from

drawn

Chemical Geology, vol. 245, C. Fan and H. Teng, Surface behavior of gypsum during dissolution,
p.p. 244, Copyright (2007), with permission from Elsevier.

The dissolution rates of the [001] and [100] steps are highly anisotropic where
dissolution of the [100] step is much faster than the [001] step. This anisotropy is
caused by the differences in orientation of the Ca2+ and (SO4)2- atoms along
these steps. Along the [001], the oppositely charged Ca2+ and (SO4)2- ions are in
a staggered formation resulting in each Ca2+ neighboring three (SO4)2- atoms and
vice versa. However, along the [100], the Ca2+ and (SO4)2- ions are stacked right
on top of each other and each Ca2+ is only neighboring two (SO4)2-. The distance
between adjacent Ca2+ also differs between 4.046 Å for the [001] and 5.674 Å for
the [100] (Fan and Teng, 2007). The tighter packing and staggered formation
causes the [001] steps to dissolve slower than the [100] steps (Figure 5). This
anisotropy is more pronounced at lower saturation states due to the stronger
positive influence of Ω (saturation state) on the [100] steps compared to the [001]
steps (Fan and Teng, 2007).
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248

C. Fan, H.H. Teng / Chemical Geology 245 (2007) 242–253

Figure 5: Molecular structure of gypsum A) steps along the [001] B) steps along the [100] where
small
open circles and half open circles respectively. Reprinted from Chemical Geology, vol. 245, C.
Fan
and H.
Teng, Surface
behavior of
gypsum during
dissolution,
p.p. 248,
Copyright
elementary
reactions
involved (Lasaga,
1981).
Eq. (1)(2007), with
and [001] concerning
charge
distribution
and atomic
permission
from
Elsevier.
predicts that dissolution rate is independent of underdensity is thus likely more pronounced than that besaturated conditions where − ΔG is large, but should be
tween the b4̄41N+ and b4̄41N−, resulting in a larger
linearly related to free energy near equilibrium. A fit of
separation in step stability on gypsum than on cal(1) elongated
with n = 1 shown
in Fig.
3 (dashed
lines) seems
cite. This speculationDue
is consistent
the theoretical
to this with
anisotropy,
etch pitsEq.are
in the
[001]
direction.
Generally
to indicate that the TST model is in good agreement with
estimation in which γ([100] / [001]) = 2.65 (Weijen and
thegypsum
experimental
Van Rosmalen, 1987)
whilepits
γ(b4̄41N
+ / b4̄41N
−) =1.94
etch
on the
{010}
surface of
areobservations.
only a couple monolayers (~0.7-~5
Caution should be exercised if one is to generalize
(de Leeuw et al., 1999) where γ[uvw] is the surface free
the TST fit to broader conditions for gypsum dissolution
energy in a specific direction. A larger value in the ratio
nm) deep
and
pits deeper thanor10
are rarely
observed
(Bosbach
to nm
including
other minerals.
Present
study was and
conindicates a greater difference
in step
stability.
ducted at conditions relatively near equilibrium with a
thatenergy
pits are
out-dissolved
by faster
minimum free
of −2.7
kJ/mol, contrasting
to
3.3. Step kinetics andRammensee,
Gibbs free energy1994). It is hypothesized
previous studies where the − ΔGr value went as high as
several
tens direction
kJ/mol (Burch
et al.,they
1993;
Lasaga
and
In addition of thedissolving
kinetic anisotropy
of step moveless stable
steps in the
[u0w]
before
reach
deeper
Luttge, 2001; Hellmann and Tisserand, 2006). It is
ment, Fig. 3 also revealed a non-linear relationship
hence premature to conclude that the TST model, inbetween step velocity and the Gibbs free energy, ΔG, of
depths
and Teng,
2007). stead
The of
relatively
fastrelationship
dissolution
and
the
other complex
suchrate
as the
sigmoithe dissolution reactions.
In the(Fan
experimental
saturation
dal curve (Hellmann and Tisserand, 2006; Lüttge,
range of − 2.7 kJ/mol b ΔG b 0 kJ/mol, v[001] showed a
relatively
good understanding
of
etchwill
pitbeformation
and
stepdissolution
retreat during
2006),
applicable to
gypsum
in the
strong dependence upon
ΔG at near-equilibrium
condientire range of undersaturation. It is also worthwhile to
tions (− 1 kJ/mol b ΔG b 0 kJ/mol) but became less
point mineral
out that the
between
stepof
sensitive to free energy
change withmake
increasing
under-an ideal
dissolution
gypsum
on observed
which toagreement
study the
effects
kinetics and the TST theory does not necessarily indisaturation. This trend was less prominent for v[100]
cate that the overall dissolution kinetics of gypsum
probably due to the low speed of the [100] steps.
sample history.
should follow the prediction of the transition state
Our attempt to fit existing v − (ΔG) models to the
theory. Rather, it only implies that processes responsible
step speed measurements suggests that the observed
for step retreat may have one rate-limiting step. This is
non-linear relation follows the prediction of the tranbecause step kinetics reflects the detachment of particles
sition state theory (TST). The TST model relates disat step edges but provides no information about the step
solution kinetics to the following free energy function
generation that is normally controlled by saturation and
f ðDGÞ ¼ ½1 $ expðnDG=RT Þ&
ð1Þ
the specific nature of the crystal defects. It has been
demonstrated that more complex relations between diswhere R and T are the gas constant and temperature,
solution rate and ΔG are operative if etch pit formation
respectively, and n describes the number of rate-limiting
Fig. 5. Ball-and-stick model showing the atomic structures of the [001] and [100] monolayer steps. Note the difference in the stacking pattern of the
calcium, sulfur, hydrogen and oxygen are shown as large solid circles, small solid circles,
bilayer at each step.
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1.5. This study
This research focuses on the differences in initial dissolution rates for cleaved,
polished, and reacted {010} surfaces of gypsum, as well as the changes in
surface morphologies during dissolution. The effect of crystallographic orientation
on surface morphology and dissolution rate (M.E. Smith et al., 2011), as well as
the effect of mechanical polishing on the initial dissolution rate, has been
observed on calcite (MacInnis and Brantley, 1992). Therefore, we hypothesize
that changes in surface morphology during dissolution will influence the
dissolution rate and that polished samples will have a higher initial dissolution
rate than the cleaved samples. Dissolution experiments took place in
temperature-controlled, continuously-stirred, free-drift batch-reactors. Chemical
rates were determined by analyzing aliquots of the solution by flame atomic
absorption spectroscopy (FAAS). Through atomic force microscopy (AFM) and
profilometry, we analyzed the surfaces for the driving forces behind the
difference in dissolution rates. Our experiments showed that sample history does
have an effect on initial dissolution rates of gypsum {010} surfaces. Chemical
rate determination showed that polished samples had relatively fast initial
dissolution rates as compared to both reacted and cleaved samples. This can be
explained by the higher initial surface roughness due to polishing as compared to
the stepped (reacted) and flat (cleaved) samples that was seen by AFM analysis
of the samples. In AFM experiments after dissolution, only steps in one
crystallographic direction were observed for polished, reacted, and cleaved
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samples even though the surface morphologies that developed during dissolution
were different for cleaved and polished samples.
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2. Material and methods.
2.1 Sample preparation
Gypsum crystals (selenite) from Washington County, Utah (purchased through
Wards Natural Science) were cleaved along the (010) cleavage plane and cut to
size with a razor blade. The crystals of desired size were encapsulated with
epoxy (Buhler EpoHeat™ resin and hardener) in a 1¼” diameter sample cup with
the freshly cleaved {010} surface facing down. The epoxy was cured in an oven
at 55°C for 90 minutes. This was done to only expose the {010} surface to the
undersaturated solution and in order to be able to polish the crystals on a
mechanical polishing apparatus. After encapsulation, the crystals labeled as
cleaved were set aside and the ones labeled as polished were polished in five
steps (Table 2) on a Buehler MiniMet® 1000 Grinder-Polisher. For the rough
grinding step, water was used as a lubricant because the scratches created are
deeper than any etch pits that may form as a result of dissolution from the water.
For the remaining polishing steps, a lubricant that does not dissolve gypsum,
either lappin oil (Buehler) or an equilibrated CaSO4 solution, was used.
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Table 2: Polishing procedure for encapsulated gypsum crystals.

Polishing step

Pad and abrasive

Lubricant

Time (min)

Rough
grinding
Fine grinding

320 grit SiC

Water

600 grit SiC

Polishing

6 µm
polycrystalline
diamond paste
1 µm
polycrystalline
diamond paste
0.05 µm alumina
suspension in
equilibrated
calcium sulfate
solution

Equilibrated
calcium sulfate
solution
Lappin oil

Until crystal
is exposed
30

Polishing
Fine polishing

Force
(lb)
1
1

60

1

Lappin oil

30

1

Equilibrated
calcium sulfate
solution

30

1

2.2 Sample characterization
2.2.1 Geometric surface area
The length and width of the exposed crystal surface were measured directly with
a ruler and the surface area was calculated from these measurements (Table 3).
The measurements were taken at different points of the crystal to calculate the
standard deviation (SD) and relative standard deviation (RSD). The limitation of
geometric surface area measurements is that the roughness of the crystal is not
accounted for; therefore, it could be an underestimation of the real surface area.
A method to determine the surface area accounting for roughness is BET
(Brunauer, Emmett, Teller (Brunauer et al., 1938)) surface analysis. The
downside of this method is that it could overestimate the surface area if high
surface area impurities are present (Brantley and Mellott, 2000). We used
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geometric surface areas because the crystals used for this study were too large
to fit in the BET tubes and could therefore not be measured by the BET method.

Table 3: Crystal surface areas and uncertainty.
Crystal
Surface area (cm2) ±
standard deviation (SD)
C
3.10±0.21
D
4.37±0.14
F
3.17±0.13
G
2.75±0.12
J
3.02±0.17
K
3.10±0.08
P
1.23±0.05
Q
1.27±0.05

Relative standard
deviation (RSD) (%)
6.71
3.16
4.07
4.22
5.59
2.59
3.66
3.78

2.2.2 Initial surface morphology
The cleaved sample showed steps smaller than 10 nm whereas the polished
surfaces had scratches up to 50 nm deep (Figure 6). The average surface
roughness was calculated as the full width at half of the maximum of the size of
the histogram in Figure 6 and was found to be 3 nm for the cleaved sample and
20 nm for the polished sample.
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A!

B!

Figure 6: Gypsum {010} surface A) after cleaving. The line profile shows a step of 10 nm and the
height histogram shows a surface roughness of 3 nm B) after polishing. The line profile shows
scratches <50 nm and the height histogram shows surface roughness of ~20 nm.

2.2.3 Impurities
It is important to characterize impurities in the crystal because they can affect
dissolution rate. For example Xu et al. (2010) observed random circular features,
or “blebs” as they call them, in AFM images during calcite dissolution. Because
these blebs only appear at near-equilibrium mineral dissolution experiments they
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are believed to be slower dissolving impurities. Trace metal content of a
representative sample of the purchased gypsum crystals was determined by
dissolving 0.1205 g of the crystals in 100 ml of 5% trace metal grade nitric acid
and analyzing the solution with Inductively Coupled Plasma Optical Emission
Spectroscopy (ICP-OES).
A multiple element standard containing 100 ppm of: Ba, Co, Cu, Fe, Mg, Mn, Na,
Ni, Pb, Sr, and Zn was diluted with 5% trace metal grade nitric acid to create five
external standards with the following concentrations: 30, 50, 80, 100 and 200
ppb.
The concentrations, in ppb and mol percent, of trace metals found in the gypsum
sample are shown in Table 4. Strontium and sodium are the main impurities with
concentrations of 159.2 and 51.4. Magnesium was also detected, but at a
concentration lower than the lowest standard and was therefore not quantified.

Table 4: Concentration and mol percent of trace metals in the gypsum sample.

Element
Ba
Co
Cu
Fe
Mg
Mn
Na
Ni
Pb
Sr
Zn
*

Concentration (ppb)
not detected
not detected
not detected
not detected
below limit of quantification*
not detected
51.4
not detected
not detected
159.2
not detected

Detected at concentration below lowest standard.
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Mol %
< 0.0031
< 0.0073
< 0.0067
< 0.0077
<0.0176
< 0.0013
0.0279
< 0.0073
< 0.0021
0.0254
< 0.0066

Equation 4 was used to calculate the mol percent for all elements. For elements
that were not detected, or below the limit of quantification, the lowest standard
was used to calculate the upper mol % limit.

!"!#!$%!!"#!$#%&'%("#! !!" ∗ 0.1!
0.1205!
∗ 10!! /
∗ 100%! = !!"#%
atomic!weight!of!the!element
172.17!!/!"#
Equation 4

2.3 Aqueous solutions
All solutions were prepared by dissolving the appropriate amount of reagent
grade salts of CaCl2⋅2H2O (s), Na2SO4⋅10H2O (s) and NaCl (s) in Milli-Q water
(18.2 MΩ/cm) (Table 5). CaCl2⋅2H2O and Na2SO4⋅10H2O were dissolved
separately and subsequently combined to prevent local supersaturation and
precipitation of gypsum (CaSO4⋅2H2O). The amount of added NaCl was varied to
keep the ionic strength constant at 0.100 in all solutions in order to prevent it
from affecting the dissolution rate. The solutions were equilibrated with
atmospheric CO2 and pH as well as saturation state were allowed to vary during
dissolution. The ionic strength and Ω were calculated using Visual Minteq
(equation 5; Ksp= 2.45*10-5)(R.M. Smith et al., 2003).

Ωgypsum =

aCa2+ ⋅ aSO2−
4

K spgypsum

Equation 5
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Table 5: Initial concentrations and activities (mmol/L) for undersaturated
solutions, ionic strength was 0.100 for all solutions
Ω
[Ca2+]
[SO42-]
[Na+]
[Cl-]
α!!!!
α!"!!!
0.190
7.5
2.24
7.5
2.08
78.4
78.4
0.459
12.4
3.47
12.4
3.25
65.0
65.0
2.4 Experimental apparatus
Dissolution experiments took place in reaction vessels consisting of 250 mL
glass beakers with a Teflon-coated stir bar and a holder for the epoxy mold. The
vessel was covered with a watch glass to prevent evaporation during dissolution
as this would increase the calcium concentration and increase the apparent
dissolution rate. Multiple vessels were placed in a temperature controlled water
bath (19°C) with a magnetic stirrer underneath. A 100 mL volumetric pipette was
used to dispense the solution with desired Ω into the reaction vessel.

2.5 Dissolution experiments
Mineral specimens with cleaved and polished surfaces were reacted with
solutions with defined initial saturation states in free–drift experiments while
periodically sampling the solution. After the initial dissolution experiment, the
samples were taken out of the solution, rinsed, sonicated in ethanol (as it would
not dissolve the crystal), rinsed with ethanol, blown dry with compressed nitrogen
gas, and stored. Some of the samples (hereafter referred to as reacted samples)
were again exposed to fresh undersaturated solutions with the same initial
saturation states to determine the effect of the surface morphology change
created by the previous dissolution on subsequent dissolution rates.
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2.6 Dissolution rate determinations
Free–drift dissolution experiments generally took between 26 and 34 hours with
sampling intervals of ~2 hours for the first 6 to 10 hours and intervals between 2
and 10 hours afterwards. During dissolution, between 8 and 14 aliquots, each of
which were approximately 200 µL (1.6-2.8 % of total solution), of the solution
were taken with an air-dispensing micropipette, dispensed into a 50 mL
volumetric flask on a balance to calculate the precise volume (the density of the
solution was determined to be 1 g/mL), and filled to volume with 5% (vol.) trace
metal grade nitric acid. The samples were analyzed for calcium content on a
Varian AA240FS flame atomic absorption spectrometer (FAAS) and dissolution
rates were calculated from the increase in calcium concentration. Additional
details on FAAS analysis can be found in the supplementary materials.

2.7 Method validation
2.7.1 Surface blank experiments
Surface blank experiments indicate that the beaker with stir bar, epoxy, and
sample holder is not a significant sink or source of calcium and are therefore
used to establish the percent relative standard deviation in the calcium
concentration for each experiment. These experiments also indicate that
evaporation of the solution during dissolution experiments is insignificant and
does not affect the solution concentration.
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Figure 7: Calcium concentration versus time plot for a surface blank experiment at Ω=0.459

2.7.2 Stir rate experiments
To accurately measure the dissolution rate and to effectively relate surface
morphology to saturation state, the solution composition should be homogenous
so that aliquots taken from the solution are representative of the whole solution.
In order for the solution to be homogenous, the diffusion layer must be in
equilibrium with the rest of the solution. To test if the solution composition in the
reactor was homogenous, a sample was exposed to the same undersaturated
solution at two different stir rates and repolished in between experiments.
Increasing the stir rate (from setting 3 to 9) did not significantly affect the
dissolution rate (Figure 8). Because of this, it was concluded that either the
thickness of the diffusion layer did not affect the dissolution rate and was thus in
equilibrium with the rest of the solution or that experiments were performed under
turbulent conditions and no significant boundary layer had formed. These
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findings also suggest that rates were controlled by surface detachment instead of
diffusion through the hydrodynamic boundary layer.
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Figure 8: Calcium concentration versus time plot for a polished crystal at two different stir rate
settings. Similar dissolution rates at both stir rates prove that dissolution reactions are under
surface control.

2.8 Surface morphology
To determine the surface morphology on the nanometer scale, the samples were
imaged by atomic force microscopy before and after dissolution to determine
initial and final surface morphologies. To gain more insight into surface
morphology development, a cleaved and a polished sample were exposed to
undersaturated solution (initial Ω=0.459) and taken out of solution for imaging
after 2, 5 and 10 minutes. The AFM was operated in tapping mode with silicon
cantilevers to minimize contact with the surface as this could alter the surface
morphology. Different images were obtained at different areas of the crystal and
with different scan sizes to get the best quality image. During AFM imaging, the
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piezoelectric scanner limits scan size and vertical height measurements. The
scanner used for this research was limited to a 100X100 µm2 scan area and
5.977 µm vertical range. This range was too limited to image the micro–facets
that were seen through an optical microscope. Therefore, line profiles were taken
with a Dektak profilometer. The profilometer works similar to the AFM as it scans
a stylus over the sample surface, however in contrast to AFM, it can only obtain
two-dimensional line profiles instead of three-dimensional images. The vertical
range for the profilometer utilized is 65.5 µm. The horizontal resolution is 2000
data points per scan, therefore the line length was set to 2000 µm per scan to
have a resolution of one data point per µm. Line profile data was stitched
together using Microsoft Excel in order to create a profile of the whole crystal.
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3. Experimental results and discussion
3.1. Chemical rate determination
An example of a calcium concentration ([Ca2+]) versus time plot is presented in
Figure 9; all [Ca2+] versus time plots can be found in the supplementary
materials. The dissolution rate was calculated from the slope of the [Ca2+] versus
time plot by taking the first derivative of the exponential ! = !! + ! ∗ !
trend line for polished samples or the Lorentzian ! = !! +

!
!!!! ! !!

!!∗!

trend line

for cleaved samples. These trend lines were chosen because they best
described the experimental data. The saturation state was computed using
Visual Minteq software where the calcium concentration was converted from
mol/cm2 to mol/L and used as the input. The sulfate concentration was assumed
to be equal to the calcium concentration due to the stoichiometric relation
between calcium and sulfate of 1:1 in gypsum and the congruent dissolution of
gypsum (Wang et al., 2006). The resulting rate versus saturation state plots are
presented in Figures 10 through 12.
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Figure 9: [Ca] versus time plot for the initial dissolution of cleaved crystal C with initial Ω = 0.459

For polished samples (crystals C, D, F, and G), dissolution rates started out as
high as 9*10-9 mol/cm2/s at Ω=0.190 and decreased towards zero as equilibrium
was approached (Figures 10 and 11). In consecutive dissolution runs, the initial
rates were generally lower and the decrease in the rates was not as dependent
on saturation state as in the previous run(s). This decrease in the initial rates in
consecutive dissolution runs was due to step bunching (Figures 13C and 14D)
and the decrease in the number of faster dissolving steps on the surface. The
decrease in dependency of rate on saturation state in consecutive dissolution
runs is also due to the decrease in faster dissolving steps along the [100]
direction as their step retreat rate is more dependent on saturation state as
compared tot the steps along the [001] direction.
Cleaved samples (crystals J, K, P, and Q) with initial Ω=0.459 showed very low
initial dissolution rate due to their relatively flat surface before dissolution. After
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this initial phase, the rates increased, peaking between 9*10-10 and 1.3*10-9
mol/cm2/s before decreasing due to the increase in saturation state. The highest
dissolution rate of the cleaved samples matches the dissolution rate of the
polished samples during their second (initial Ω=0.459) and third (initial Ω=0.190)
consecutive dissolution runs. This indicates that both cleaved and polished
crystals eventually approach the same dissolution rate as their surfaces
approach the same morphology. Results from AFM (Figures 14 and 16) and
profilometry (Figures 17 and 18) suggest that bunched steps along the [001]
direction are responsible for this slow dissolution.
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A

B
Figure 10: Initial and consecutive dissolution runs for polished crystal C (A) and D (B) started at
Ω=0.459. For crystal C, consecutive dissolution showed a lower initial rate and a slower decrease
in rate at increasing saturation state. Crystal D did not show this history effect, most likely due to
fast dissolving crystallographic imperfections.
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Figure 11: Initial and consecutive dissolution runs for polished crystal F (A) and G (B) started at
Ω=0.190. Consecutive dissolution runs showed a decrease in initial rate and a less rapid
decrease of the rate at increasing saturation state.
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Figure 12: Initial dissolution runs for cleaved crystals J, K, P, and Q started at Ω=0.459.
Dissolution started at a rate close to zero due to the flat surface and then reached a maximum
-10
-9
2
dissolution rate between 9*10 and 1.3*10 mol/cm /s before decreasing due to the increase of
saturation state.

Compared to the other polished crystals, crystal D, which was reacted with a
solution with initial Ω=0.459, gives deviating results. The dissolution rates of
crystals C (initial Ω=0.459), F (initial Ω=0.190), and G (initial Ω=0.190) showed an
overall decrease over consecutive dissolution runs, however crystal D did not
show such decrease. Compared to the initial dissolution run of crystal C, crystal
D showed less dependence on saturation state and reached a higher final
saturation state (Figure 10). Given these observations, the assumption is made
that crystal D likely had more crystallographic defects. These crystallographic
defects are imperfections in the crystallographic alignment of the atoms in the
crystal structure. These imperfections in the crystal structure, such as a screw
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dislocations (Figure 13), can cause high-energy sites on the exposed surface,
which results in a more reactive surface. In the case of a screw dislocation, an
infinite step is created because when the step along the dislocation dissolves, it
creates a new step perpendicular to the dissolving step.

Figure 13: A screw dislocation on a cubic crystal. Reprinted from Manual of Mineralogy, Revised
st
21 edition, J. D. Dana, C. Klein and C. S. Hurlbut Jr., Page 163, Copyright (1993), with
permission from John Wiley and Sons. (Dana et al., 1999)

A similar difference was seen for the initial dissolution run of crystal F, but
contrary to crystal D, the consecutive dissolution runs did show the history effect
seen in the other experiments. This suggests that the crystallographic defects in
crystal F were dissolved away during the first dissolution run. Based on the
surface retreat of 245.7 µm for the initial dissolution run of crystal F as compared
to 105.4 and 110.3 µm for the first and second dissolution run of crystal D(Table
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6), this is a very likely assumption. Surface retreat was calculated from the mols
of calcium released through dimensional analysis (equation 6):

!" =

!"

!

∗ !! − !" ! ∗ !! ∗ !! ∗

1
1
∗ !! ∗
!
!!

Equation 6

where SR is the surface retreat, [Ca]i and [Ca]f are the initial and final Ca
concentrations in the solution, Vs is the solution volume, NA is Avagadro’s
number, Z is the number of molecules in the unit cell, Vu is the unit cell volume,
and Sc is the geometric surface area of the crystal.

Table 6: Surface retreat, initial and final calcium concentration for polished crystals during
dissolution experiments.

Dissolution
run
C1
C2
D1
D2
D3
F1
F2
F3
G1
G2
G3

Initial saturation
state (Ω)
0.459
0.459
0.459
0.459
0.459
0.190
0.190
0.190
0.190
0.190
0.190

Initial [Ca]
(mol/L) x10-2
1.1811
1.1873
1.2164
1.2068
1.2360
0.8739
0.7562
0.8637
0.7708
0.8245
0.7921

Final [Ca]
(mol/L) x10-2
1.5565
1.5608
1.8345
1.8534
1.7961
1.9185
1.5450
1.5483
1.4475
1.4103
1.2416

Surface retreat
(µm)
90.3
89.8
105.4
110.3
95.5
245.7
185.5
161.0
183.4
158.8
121.8

Dissolution experiments started at Ω=0.459 exhibited mixed results, whereas
dissolution experiments started at Ω=0.190 clearly showed a decrease in
reactivity over consecutive dissolution runs. Crystal C (initial Ω=0.459) showed a
significant decrease in rate for the second dissolution, whereas crystal D (initial
Ω=0.459) had comparable rates for all three consecutive dissolution runs. There
!
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was also a significant difference in the saturation state at which the calculated
rates reached zero. Crystal C reached a calculated zero rate around Ω=0.65,
while crystal D appeared to reach zero rate past Ω=0.80. It is likely that this
arises from the increased amount of defects crystal D has, as this would cause it
to remain reactive in consecutive dissolution runs and at saturation states closer
to equilibrium.
Except for crystal D, the consecutive dissolution runs showed lower rates even
after the initial scratches of polishing (<50 nm) had been dissolved away. This
implies that there is a history effect and that even after the initial scratches had
been dissolved away, surface imperfections can affect mineral dissolution. This
suggests that the initial surface morphology affects the surface morphology
development during dissolution experiments. As expected, cleaved crystals
initially dissolved slowly due to the relative smoothness of the surface prior to
dissolution. Once more energetic sites were formed on the surface, the
dissolution rates initially increased rapidly versus saturation state and then
decreased due to the increasing saturation state.
The highest dissolution rate observed for the cleaved crystals (initial Ω=0.459) is
very similar to the rate observed during the second (crystal C, initial Ω=0.459)
and third (crystal F and G, initial Ωi=0.190) dissolution run for polished crystals.
This suggests that crystals with both high (polished) and low (cleaved) initial
surface energy tend to relax towards the same dissolution rate. The next section
will further explain this observation by looking at the surface morphology
development during dissolution.
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3.2. Surface morphology
As expected, there were clear differences in initial morphologies of polished and
cleaved samples. Because the (010) cleavage plain is a perfect cleavage plane
on gypsum, the cleaved samples are relatively flat and showed only small steps
(<7.5 nm) contrary to the polished samples, which showed scratches (<50 nm)
from the final polishing step.
The surface morphology development during dissolution was also different. After
two minutes of exposure to undersaturated solution (initial Ω=0.459), the cleaved
crystals showed the formation of relatively long and narrow pits (Figure 14B) that
were between 2.5 and 50 nm deep, ~1um wide and 3-5 µm long. After five
minutes these pits followed the same crystallographic orientation as the pits seen
by Fan & Teng (2007) (Figure 14C) and have grown deeper (150-250 nm
average but as deep as 500 nm), wider (~3µm), and longer (between 20 and 30
µm). At this point the anisotropy between the faster dissolving steps along the
[100] (length of the pits) direction and slower dissolving [001] steps (width of the
pits) became more pronounced. After 10 minutes of dissolution (Figure 14D), the
pits no longer grew appreciably deeper anymore. The post dissolution (~32h)
image (Figure 14E) did not show pits but only steps in one general direction.
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A!

B!

C!

D!

E!

Figure 14: Atomic force microscopy images of surface morphology development of a cleaved
crystal during dissolution at initial Ω=0.459 A) relatively flat surface before dissolution B) a single
etch pit after 2 minutes of dissolution C) after 5 minutes multiple deeper etch pits with pit walls
oriented along the [001] and [100] direction. D) after 10 minutes etch pits do not grow significantly
deeper anymore F) after ~51 hours of dissolution only steps along [001] are observed.
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Due to the high anisotropy, it is assumed that the faster dissolving [100] steps
create longer [001] steps and when fewer new pits are nucleated, [001] steps will
become more abundant and dissolution will slow down. The nucleation and
growth of individual etch pits on a flat surface is in good agreement with the delay
in initial dissolution rates observed in the chemical data. The subsequent
increase in dissolution rates can be explained by the fast dissolution of the [100]
steps that are abundant from the created etch pits. Then, due to the faster
dissolution rates, the saturation state of the solution increases causing the pit
nucleation rates to slow down. When fewer pits are nucleated, fewer new steps
are created, and due to the anisotropy, the faster dissolving steps along the [100]
direction will terminate each other (Figure 15). These will bunch together sooner
than the slower dissolving steps along the [001] direction, slowing the dissolution
rates down. Eventually the steps along the [001] direction will also terminate
each other and bunch together slowing down the dissolution more. Since after
dissolution, only steps in one direction are observed, these steps are most likely
to be along the [001] direction. This is supported by the anisotropy between the
[001] and [100] steps as this results in the [001] steps and step bunches being
frozen in the sample at high saturation state while the [100] steps and, to a lesser
extent, the [100] step bunches are still dissolving.
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Figure 15: Different scenarios when two or more steps meet, arrows indicate direction of step
retreat: A) complete termination when two equally high steps meet B) partial termination when
two steps of different height meet C) step bunching when two steps with different step retreat
meet. Partial termination and step bunching are most likely causing the reacted surface to only
consist of large steps along the {001} direction.

Etch pit formation on cleaved samples was also seen in previous work (Bosbach
et al., 1995; Fan and Teng, 2007). However, etch pits observed in our work after
two minutes were much deeper, up to 500 nm deep compared to the ones
previously seen by Fan and Teng (2007) (0.7-5 nm). Fan and Teng (2007)
explained that the lack of deep etch pits in their experiments was caused by fast
dissolving step trains in the general [u0w] direction and hypothesized that these
steps were initiated at the corners of the crystal. This hypothesis is in line with
the observations that the larger crystals (~2 cm2) used in our “cook and look”
experiment are less affected by these step trains and thus develop deeper etch
pits than Fan and Teng’s 3 x 3 x 3 mm crystals.
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The surface morphology development on the polished crystals were different
from the cleaved samples as no etch pit nucleation was observed in the first five
minutes of dissolution. Instead, after two minutes of dissolution, the scratches on
the polished sample have developed into deeper steps leaving a much rougher
surface behind (Figure 16B). No clear crystallographic orientation was observed
at this time, but the steps are not randomly oriented (as after polishing, Figure
16A) anymore either. After five minutes, the steps became deeper again and
were clearly oriented in two directions (Figure 16C). The measured angle
between these steps (~45°—50°) was the same as the angle between the pit
walls and these steps are therefore assumed to also be [001] and [100] steps.
The much higher initial step and kink density can explain the higher initial
dissolution rates of the polished samples. Eventually faster dissolving steps
along the [100] direction will meet each other or reach the end of the crystal and
be terminated. When this termination happens at a faster rate than pit nucleation
(nucleation of new [100] steps), dissolution will slow down and, as seen after
dissolution for ~32 hours, only steps along the [001] direction will remain (Figure
16D). This observation is also in good agreement with the chemically determined
dissolution rates that show similar rates for cleaved samples and polished
samples in their second or third consecutive dissolution run.
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A

B!

C

D!

B
Figure 16: Atomic force microscopy images of surface morphology development of a polished
crystal during dissolution at initial Ω=0.459 A) after polishing the surface shows scratches
generally shallower than 50 nm B) after two minutes of dissolution showing steps that start to
orient along the [001] and [100] direction C) after 5 minutes, showing steps clearly oriented along
the [001] and [100] direction and D) after ~32 hours of dissolution, showing bunched steps along
the [001] direction only.

Profilometry data (Figures 17 and 18) showed step bunches or micro facets after
the initial dissolution of crystal C and D. The surface of crystal D was much
rougher, likely due to relatively fast dissolution at crystallographic imperfections.
However, crystal C also had large (~10 µm) step bunches.
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Figure 17: line profile of crystal C after 32 hours of dissolution

Figure 18: Line profile of crystal D after 32 hour of dissolution
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4. Conclusion
Chemical rate determination experiments with polished crystals proved that there
was a sample history effect during consecutive dissolution runs that started at the
same initial saturation state, as experiments started at both Ω=0.459 and
Ω=0.190 showed lower initial dissolution rates and slower decrease in dissolution
rates at increasing omega. Experiments conducted with cleaved crystals add to
this conclusion, as they showed almost zero initial dissolution rates due to their
relative flat surface.
Results from surface morphology development showed that the anisotropic [100]
and [001] steps drive the dissolution of the {010} surface of gypsum as previously
seen by Fan and Teng (2007). The anisotropy of these steps and initial surface
roughness explains the difference between cleaved, polished, and reacted
crystal surfaces. A cleaved surface starts out flat and develops etch pits with
steps in both [100] and [001] direction, therefore there is a delay in initial
dissolution. When more pits are nucleated, dissolution rate increases. Then the
faster dissolving [100] pits start to meet each other causing termination and step
bunching. When saturation state increases, pit nucleation will decrease, therefore
fewer [100] steps will remain and dissolution slows down. After dissolution, only
steps in the [001] direction were observed
Polished samples were initially very reactive due to defects introduced by
polishing. These defects developed into steps in the [001] and [100] direction
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making the surface very reactive initially. Then steps started to meet again and
termination and bunching slowed down dissolution. Due to the anisotropy, as
seen on the polished crystals, after dissolution the cleaved crystals also only
showed steps in the [001] direction. This explains the lower dependency of rate
on saturation state in consecutive dissolution runs, as the step retread along the
[001] direction is less dependent on saturation state as compared to the steps
along the [100] direction. The second (crystal C initial Ω=0.459) and third (crystal
F and G initial Ω=0.190) dissolution runs of polished crystals showed rates
similar to those for cleaved crystals (initial Ω=0.459). The effect of sample history
indicates that surface preparation is an important parameter in gypsum
dissolution experiments as different surface preparations give different initial
rates.
Future work on the effect of sample history should expand upon this work by
investigating if other minerals show the same history effect as gypsum and by
more closely looking at the effects of crystallographic defects on mineral
dissolution rate and solubility. In situ AFM dissolution experiments of larger
(~1cm2) crystals and slowly increasing saturation state should give more insight
on the surface morphology development of the (010) cleavage plane on gypsum
during dissolution.
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6. Suplementary materials:
6.1 [Ca] versus time plots.
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Figure A1: [Ca ] versus time plots for polished crystals, initial Ω=0.459 for crystal C and D and
0.190 for crystal F and G, A: Crystal C initial dissolution B: Crystal C second dissolution C: crystal
D initial dissolution D: crystal D second dissolution E: Crystal D third dissolution F: Crystal F initial
dissolution G: crystal F second dissolution H: crystal F third dissolution I: crystal G initial
dissolution J: crystal G second dissolution K: crystal G third dissolution
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Figure A2: [Ca ] versus time plots for cleaved crystals, initial Ω=0.459 for all four crystals.
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Wavelength
455.403
238.892
327.395
238.204
279.553
257.610
589.592
231.604
220.353
215.283
213.857

Equation
y=103.4x-245.2
y=2.8x+3.8
y=5.1x+5.6
y=6.0x+36.7
y=115.6-295.9
y=24.8x-50.5
y=33.4x-48.7
y=1.4x+5.8
y=0.4x+5.7
y=0.2x+4.2
y=5.2x+32

58!

R2
0.999750
0.999426
0.999357
0.995215
0.999698
0.999727
0.997301
0.999458
0.999537
0.997735
0.997736

