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Resumo
O objetivo deste trabalho consiste em expor os resultados obtidos em quatro artigos, [2], [3], [28]
e [6]. De forma geral, estes artigos fazem um estudo da geometria de variedades Riemannianas
tridimensionais com curvatura escalar limitada inferiormente que possuem superf´ıcies fechadas que
sa˜o localmente de menor a´rea. Tais superf´ıcies podem ser homeomorfas a` esfera, ao plano projetivo,
ao toro ou a` superf´ıcies hiperbo´licas. No artigo [6], Cai e Galloway consideram o caso em que a
superf´ıcie e´ um toro de 2-lados e mostram que neste caso a variedade e´ plana em uma vizinhanc¸a
da superf´ıcie, desde que sua curvatura escalar seja na˜o-negativa. Nos outros casos, Bray-Brendle-
Eichmair-Neves [2], Bray-Brendle-Neves [3] e Nunes [28] obtiveram desigualdades envolvendo a
curvatura escalar da variedade, a a´rea da superf´ıcie e sua caracter´ıstica de Euler. Ale´m disso,
caracterizaram a variedade no caso em que ocorre a igualdade.
Palavras Chaves: Variedades Tridimensionais, Curvatura Escalar, Superf´ıcies Mı´nimas, Rigidez.
v
Abstract
The main task of this work is to study the results established in the papers [2], [3], [28] and [6].
Roughly speaking, these papers work with Riemannian 3-manifolds with lower bounded scalar
curvature which have locally area-minimizing closed surfaces. Such surfaces may be homeomorphic
to the sphere, to the projective plane, to the torus or to the hyperbolic surfaces. In the paper [6], Cai
and Galloway have considered the case in which the surface is a 2-sided torus. They showed under
the assumption that the scalar curvature is nonnegative that the manifold is flat in a neighborhood
of the surface. In the other cases, Bray-Brendle-Eichmair-Neves [2], Bray-Brendle-Neves [3] and
Nunes [28] have obtained inequalities involving the scalar curvature of the manifold, the area of
the surface and its Euler characteristic. Furthermore, they characterize the manifold in case of
equality.
Key Words: 3-Manifolds, Scalar Curvature, Minimal Surfaces, Rigidity.
vi
Introduc¸a˜o
Um fato interessante em geometria diferencial e´ que a limitac¸a˜o inferior da curvatura seccional,
da curvatura de Ricci ou da curvatura escalar de uma variedade Riemanniana M pode influenciar
na geometria de M ou ate´ mesmo em sua topologia. O Teorema de Synge afirma que dada uma
variedade Riemanniana compacta M de dimensa˜o n que possui curvatura seccional positiva, enta˜o
ela sera´ orienta´vel se n e´ ı´mpar, ou simplesmente conexa se n e´ par e M e´ orienta´vel. O Teorema
de Bonnet-Myers nos diz que se a curvatura de Ricci de uma variedade Riemanniana completa M
e´ maior que uma constante positiva enta˜o M e´ compacta.
Em [32] o autor observou que em uma variedade de curvatura de Ricci positiva na˜o existem
hipersuperf´ıcies fechadas mı´nimas esta´veis de 2-lados. Neste trabalho estaremos interessados no
estudo da geometria de uma variedade Riemanniana tridimensional com curvatura escalar limitada
inferiormente admitindo a existeˆncia de uma superf´ıcie fechada que localmente e´ de menor a´rea.
As principais ferramentas para este estudo e´ a segunda fo´rmula de variac¸a˜o de a´rea, a Equac¸a˜o de
Gauss e o Teorema de Gauss-Bonnet.
Em 1979 R. Schoen e S. T. Yau em [31] mostraram que toda variedade Riemanniana tridimensi-
onal orientada com curvatura escalar positiva na˜o possui uma superf´ıcie fechada orienta´vel mı´nima
imersa com geˆnero positivo. Usando esse fato, eles mostraram o seguinte resultado.
Teorema 0.1 (R. Schoen e S. T. Yau). Seja (M, g) uma variedade Riemanniana tridimensional
orientada compacta com curvatura escalar na˜o-negativa. Se M conte´m uma superf´ıcie compacta
orienta´vel incompress´ıvel Σ com geˆnero maior ou igual a 1, enta˜o M e´ plana.
Em 1980 Fischer-Colbrie e Schoen em [15] mostraram que se M e´ uma variedade Riemanniana
compacta tridimensional com curvatura escalar na˜o-negativa e se Σ e´ um toro de 2-lados mı´nimo
esta´vel em M , enta˜o Σ e´ plana e totalmente geode´sica. Ainda neste trabalho, os autores observaram
que para que o Teorema 0.1 fosse va´lido seria suficiente que existisse um toro de 2-lados de menor
a´rea em M (na˜o necessariamente incompress´ıvel), e enta˜o inspirados no Teorema da Decomposic¸a˜o
de Cheeger-Gromoll (1971) eles lanc¸aram a seguinte conjectura.
Conjectura: Se (M, g) e´ uma variedade Riemanniana completa de dimensa˜o 3 com curvatura
escalar na˜o-negativa e Σ e´ um toro de 2-lados que e´ de menor a´rea em M , enta˜o M e´ plana.
Esta conjectura foi provada em 2000 por M. Cai e G. Galloway em [6], que assumiram que Σ
e´ de menor a´rea em sua classe de isotopia. A prova desta conjectura segue do seguinte resultado
local.
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Teorema 0.2. Seja (M, g) uma variedade Riemanniana tridimensional com curvatura escalar na˜o-
negativa, Rg ≥ 0. Se Σ e´ um toro de 2-lados mergulhado em M que e´ localmente de menor a´rea,
enta˜o M e´ plana em uma vizinhanc¸a de Σ.
A demonstrac¸a˜o deste teorema consiste primeiramente em utilizar uma pertubac¸a˜o com curva-
tura escalar positiva da me´trica g, para mostrar que Σ na˜o e´ estritamente de menor a´rea. Com
isso, pode-se concluir que em uma vizinhanc¸a normal V existem toros de 2-lados Σ+ e Σ−, um
em cada lado de Σ, que sa˜o localmente de menor a´rea. A partir de duas co´pias da regia˜o em
V limitada pelos toros Σ+ e Σ−, obtemos um toro tridimensional T3 com curvatura escalar na˜o-
negativa. Finalmente, o resultado segue do fato que T3 na˜o admite uma me´trica com curvatura
escalar positiva.
O Teorema 0.2, provado por M. Cai e G. Galloway, e´ um exemplo de que a existeˆncia de
uma superf´ıcie localmente de menor a´rea em uma variedade Riemanniana tridimensional M com
curvatura escalar limitada inferiormente influencia na geometria de M . Inspirado neste trabalho,
surgiram outros resultados.
Em [2], H. Bray, S. Brendle, M. Eichmair e A. Neves estenderam o estudo para as variedades
Riemannianas tridimensionais que admitem superf´ıcies fechadas homeomorfas ao plano projetivo.
Eles denotaram por A(M, g) o ı´nfimo das a´reas de todas as superf´ıcies homeomorfas ao plano
projetivo mergulhadas em M , e deram uma cota superior para esta quantidade em termos de sua
caracter´ıstica de Euler e o ı´nfimo da curvatura escalar de M . Ale´m disso, mostraram que se a
igualdade e´ va´lida enta˜o M e´ isome´trica ao espac¸o projetivo tridimensional. Mais precisamente
eles mostraram o seguinte resultado.
Teorema 0.3. Seja (M3, g) uma variedade Riemanniana compacta. Assuma que M conte´m uma
superf´ıcie mergulhada homeomorfa ao plano projetivo. Enta˜o
A(M, g) inf
M
Rg ≤ 12pi, (1)
e
A(M, g) ≥ 2
pi
(sys(M, g))2 > 0, (2)
onde sys(M, g) denota a systole de (M, g) que e´ definida por
sys(M, g) = inf{L(γ); γ e´ uma curva fechada na˜o-contra´til em M}.
Ale´m disso, se a igualdade em (1) e´ satisfeita, enta˜o (M, g) e´ isome´trica a RP3.
A demonstrac¸a˜o da Desigualdade 2, usa essencialmente a Desigualdade de Pu [29] e a compaci-
dade da variedade M . Para a demonstrac¸a˜o da Desigualdade 1, mostra-se que o ı´nfimo A(M, g) e´
atingido por algum plano projetivo mergulhado em M . Com isso, esta desigualdade segue fazendo
uso da segunda fo´rmula de variac¸a˜o de a´rea, observando-se que planos projetivos admitem mergu-
lhos de 1-lado. Para a demonstrac¸a˜o do resultado de rigidez, basta submeter a me´trica g em M a
um fluxo de Ricci e usar a equac¸a˜o de evoluc¸a˜o da curvatura escalar.
Em [3] H. Bray, S. Brendle e A. Neves estudaram o caso de superf´ıcies fechadas Σ homeomorfas
a` esfera S2 imersas em uma variedade Riemanniana tridimensional compacta (M, g). Neste caso,
2
na˜o e´ necessa´rio preocupar-se se Σ e´ de 2-lados ou de 1-lado, ja´ que a esfera S2 e´ sempre de 2-lados
independentemente do ambiente. Eles mostraram uma desigualdade similar a Desigualdade 1 e que
se va´lida a igualdade enta˜o M e´ um cilindro em uma vizinhanc¸a de Σ. Ale´m disso, a variedade
produto (S2 ×R, h+ dt2), onde h e´ a me´trica canoˆnica da esfera S2, e´ o recobrimento universal de
(M, g). Mais precisamente eles mostraram o seguinte resultado.
Teorema 0.4. Seja (M, g) uma variedade Riemanniana compacta tridimensional com curvatura
escalar positiva e com segundo grupo de homotopia na˜o-trivial. Enta˜o
A(M, g) inf
M
Rg ≤ 8pi, (3)
onde A(M, g) e´ o ı´nfimo das a´reas de todas as esferas mergulhadas em (M, g). Ale´m disso, se vale
a igualdade, enta˜o o recobrimento universal de (M, g) e´ isome´trico ao cilindro (S2 × R, h + dt2),
onde h e´ a me´trica canoˆnica da esfera.
Sacks, Uhlenbeck, Meeks e Yau mostraram em [17] que sob as hipo´teses do Teorema 0.4 existe
uma esfera mı´nima imersa em M que e´ de menor a´rea em sua classe de homotopia, isto e´, o ı´nfimo
em A(M, g) e´ atingido. Com isso, a desigualdade (3) segue essencialmente da segunda fo´rmula de
variac¸a˜o de a´rea. Para a prova do resultado de rigidez, e´ usado o Teorema da Func¸a˜o Impl´ıcita
para encontrar uma famı´lia a 1-paraˆmetro de esferas imersas em M com curvatura me´dia constante
e em seguida mostra-se que todas elas sa˜o superf´ıcies mı´nimas em M . A partir da´ı, e´ constru´ıda
uma isometria local entre o cilindro (S2 × R, h+ dt2) e (M, g).
Um resultado similar a este u´ltimo foi mostrado por I. Nunes em [28], que considerou superf´ıcies
fechadas Σ orienta´veis de 2-lados com geˆnero maior ou igual a 2 que sa˜o localmente de menor a´rea
mergulhadas em uma variedade Riemanniana tridimensional com curvatura escalar maior ou igual
a −2. Ele mostrou uma desigualdade envolvendo a a´rea destas superf´ıcies e a sua topologia, e que
se vale a igualdade enta˜o M e´ um cilindro em uma vizinhanc¸a de Σ. Mais precisamente, temos o
seguinte teorema.
Teorema 0.5. Seja (M, g) uma variedade Riemanniana tridimensional com curvatura escalar Rg ≥
−2. Se Σ ⊂M e´ uma superf´ıcie fechada orienta´vel de 2-lados mergulhada de geˆnero g(Σ) ≥ 2 que
e´ localmente de menor a´rea, enta˜o
|Σ|g ≥ 4pi(g(Σ)− 1) = −2piχ(Σ), (4)
onde |Σ|g e´ a a´rea de Σ com respeito a` me´trica induzida. Ale´m disso, se vale a igualdade, enta˜o Σ
tem uma vizinhanc¸a isome´trica ao cilindro ((−ε, ε)×Σ, dt2 + gΣ), onde ε > 0 e gΣ e´ a me´trica em
Σ que possui curvatura Gaussiana constante igual a −1. Mais precisamente, a isometria e´ dada
por f(t, x) = expx(tN(x)), (t, x) ∈ (−ε, ε) × Σ, onde N e´ um campo normal unita´rio cont´ınuo
globalmente definido em Σ.
A prova da Desigualdade 4 segue essencialmente da segunda fo´rmula de variac¸a˜o de a´rea e do
Teorema de Gauss-Bonnet. Para caracterizar as superf´ıcies satisfazendo a igualdade em (4), e´ usado
o Teorema da Func¸a˜o Impl´ıcita para construir uma famı´lia a 1-paraˆmetro de superf´ıcies mergulhadas
todas homeomorfas a Σ e com curvatura me´dia constante. Em seguida usa-se o Princ´ıpio do Ma´ximo
de Hopf e a soluc¸a˜o do Problema de Yamabe para variedades com fronteira para mostrar que essas
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superf´ıcies tem todas a mesma a´rea que Σ, em particular, que todas elas sa˜o superf´ıcies mı´nimas
em M . Por fim, obte´m-se uma isometria local entre o cilindro ((−ε, ε)×Σ, dt2 + gΣ) e a variedade
Riemanniana (M, g), para algum nu´mero real ε positivo.
E´ importante mencionar aqui que apo´s estes trabalhos surgiram outros nesta direc¸a˜o, como por
exemplo, o trabalho de Micallef e Moraru [27] que deu uma prova unificada para os Teoremas 0.2, 0.4
e 0.5. Ale´m deste, Ambrozio [1] mostrou um resultado nesta direc¸a˜o em variedades tridimensionais
com fronteira e superf´ıcies de 2-lados de fronteira livre.
O objetivo principal deste trabalho e´ apresentar com detalhes as demonstrac¸o˜es originais dos
Teoremas 0.2, 0.3, 0.4 e 0.5. Iniciamos no Cap´ıtulo 1 apresentando resultados preliminares que
sera˜o necessa´rios para um bom entendimento dos cap´ıtulos seguintes. Definimos me´tricas Rie-
mannianas, subvariedade mı´nimas, fibrados vetoriais, superf´ıcies de 1-lado e de 2-lados e espac¸os
de recobrimento. Recordamos o fluxo de Ricci e uma versa˜o do Problema de Yamabe com bordo.
Apresentamos ferramentas que sera˜o importantes nas demonstrac¸o˜es tais como o Teorema de Gauss-
Bonnet, as fo´rmulas de variac¸a˜o de a´rea, Princ´ıpios do Ma´ximo e um resultado de existeˆncia de
superf´ıcies minimizando a´rea em sua classe de isotopia. Os cap´ıtulos seguintes sa˜o dedicados as
demonstrac¸o˜es dos resultados principais desta dissertac¸a˜o.
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Cap´ıtulo 1
Preliminares
Neste cap´ıtulo apresentaremos algumas definic¸o˜es e resultados ba´sicos da geometria Riemanniana,
bem como ferramentas de geometria, topologia e da ana´lise que sera˜o utilizadas ao longo deste
trabalho. Em todo trabalho usaremos a notac¸a˜o de Einstein que diz que ı´ndices repetidos abaixo
e acima representam somas variando de 1 ate´ a dimensa˜o da variedade, como por exemplo,
aib
i =
n∑
i=1
aib
i.
1.1 Me´tricas Riemannianas e Curvatura
Aqui denotaremos por X (M) o conjunto de todos os campos de vetores suaves em M e C∞(M) o
conjunto de todas as func¸o˜es suaves definidas em uma variedade diferencia´vel suave M .
Definic¸a˜o 1.1. Uma me´trica Riemanniana em uma variedade diferencia´vel M e´ um tensor suave
g do tipo (2, 0) em M tal que em cada ponto p ∈M , a aplicac¸a˜o gp : TpM × TpM → R dada por
gp(u, v) := g(U, V )(p),
onde U, V ∈ X (M) sa˜o tais que U(p) = u e V (p) = v e´ um produto interno em TpM .
Teorema 1.1. Toda variedade diferencia´vel Hausdorff com base enumera´vel admite uma me´trica
Riemanniana.
Definic¸a˜o 1.2. Seja M uma variedade diferencia´vel. A operac¸a˜o [., .] : X (M) × X (M) → X (M)
definida por
[X,Y ] := XY − Y X
e´ chamada de Colchete de Lie X e Y .
Proposic¸a˜o 1.1. Sejam X,Y, Z ∈ X (M) campos diferencia´veis em M e f, g ∈ C∞(M), enta˜o
1. [X,Y ] = −[Y,X] (Anticomutatividade);
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2. [[X,Y ], Z] + [[Y,Z], X] + [[Z,X], Y ] = 0 (Identidade de Jacobi);
3. [fX, gY ] = fg[X,Y ] + fX(g)Y + gY (f)X.
Seja M uma variedade diferencia´vel e x : U ⊂ Rn → M um sistema de coordenadas locais em
M . Note que,
[
∂
∂xi
, ∂∂xj
]
= 0 pois
∂f
∂xi∂xj
=
∂f
∂xj∂xi
,
para toda func¸a˜o f : M → R suave.
Definic¸a˜o 1.3. Uma conexa˜o afim ∇ em uma variedade diferencia´vel M e´ uma aplicac¸a˜o ∇ :
X (M)×X (M)→ X (M), que sera´ denotada por
∇XY = ∇(X,Y ),
e satisfaz
1. ∇fX+gY Z = f∇XZ + g∇Y Z,
2. ∇X(Y + Z) = ∇XY +∇XZ,
3. ∇X(fY ) = f∇XY +X(f)Y,
onde X,Y, Z ∈ X (M) e f, g ∈ C∞(M).
Teorema 1.2 (Levi-Civita). Dada uma variedade Riemanna (M, g) existe uma u´nica conexa˜o afim
∇ satisfazendo as condic¸o˜es
(i) [X,Y ] = ∇XY −∇YX (sime´trica);
(ii) Xg(Y,Z) = g(∇XY,Z) + g(X,∇XZ) (compat´ıvel com a me´trica).
A conexa˜o afim dada pelo Teorema 1.2 e´ chamada de conexa˜o Riemanniana ou de Levi-Civita.
A partir daqui, sempre que falarmos em conexa˜o estaremos nos referindo a ela.
Seja M uma variedade Riemanniana e x : U ⊂ Rn → M uma parametrizac¸a˜o de M . Os
s´ımbolos de Christoffel sa˜o as componentes da conexa˜o Riemanniana e sa˜o definidos em U por
∇ ∂
∂xi
∂
∂xj
= Γkij
∂
∂xk
,
onde
Γlij =
1
2
glk
{
∂
∂xj
gik +
∂
∂xi
gjk − ∂
∂xk
gij
}
.
Aqui e em todo o texto (gij) sa˜o as componentes da me´trica no sistema de coordenadas dado e
(gij) sa˜o as componentes de sua inversa neste mesmo sistema de coordenadas.
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Definic¸a˜o 1.4 (Gradiente). Definimos o gradiente de uma func¸a˜o f ∈ C∞(M), como o u´nico
campo de vetores ∇gf em X (M) tal que
∇f(X) = g(∇gf,X).
Em um sistema de coordenadas pode-se mostrar que
∇gf = gij ∂f
∂xj
∂
∂xi
.
Definic¸a˜o 1.5. Seja (M, g) uma variedade Riemanniana de dimensa˜o n. Considere a aplicac¸a˜o
φ : X (M) → X (M) dada por φ(Y ) = ∇YX onde X ∈ X (M) e´ um campo fixo. Definimos o
divergente do campo X com respeito a` me´trica g como sendo
divg(X) = trg(φ).
Considere x : U ⊂ Rn →M um sistema de coordenadas locais emM . Se escrevermosX = ai ∂∂xi ,
onde ai : x(U)→ R sa˜o func¸o˜es suaves para cada 1 ≤ i ≤ n, podemos mostrar que
divgX =
∂ai
∂xi
+ ajΓ
i
ij .
Seja f ∈ C∞(M). O Laplaciano de f com respeito a` me´trica g e´ definido como
∆gf := divg(∇gf) = trg∇2f,
onde ∇2f e´ a hessiana de f .
Em coordenadas
∆gf =
1√|g| ∂∂xi
(√
|g|gij ∂f
∂xj
)
,
onde |g| = det(gij).
Definic¸a˜o 1.6. Seja (M, g) uma variedade Riemanniana de dimensa˜o n. O tensor curvatura de
M e´ um tensor de tipo (3, 1) definido por
R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z
onde X,Y, Z ∈ X (M) e ∇ e´ a conexa˜o Riemanniana.
Suas componentes sa˜o
R
(
∂
∂xi
,
∂
∂xj
)
∂
∂xk
= Rlijk
∂
∂xl
.
Usando a me´trica g obtemos um tensor do tipo (4, 0) definido por
R(X,Y, Z,W ) = g(R(X,Y )Z,W ), X, Y, Z,W ∈ X (M).
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Suas componentes sa˜o
Rijkl := R
(
∂
∂xi
,
∂
∂xj
,
∂
∂xk
,
∂
∂xl
)
= Rmijkgml,
onde
Rlijk =
∂
∂xi
Γljk −
∂
∂xj
Γlik + Γ
m
jkΓ
l
im − ΓmikΓljm.
Proposic¸a˜o 1.2. Tem-se as seguintes propriedades para o tensor curvatura
1. Rijkl = −Rjikl = Rjilk = Rlkji
2. Rijkl +Riklj +Riljk = 0 (1
a Identidade de Bianchi)
Dado um ponto p ∈ M e um subespac¸o bidimensional σ ⊂ TpM . Definimos a curvatura
seccional de σ como
Kσ =
R(u, v, v, u)
||u||2||v||2 − 〈u, v〉2 ,
onde {u, v} e´ uma base qualquer de σ. Pode-se mostrar que a curvatura seccional de σ em um
ponto p de M na˜o depende da escolha da base.
O tensor de Ricci de (M, g) e´ definido por
Ric(X,Y ) = tr (Z → R(Z,X)Y ) .
Em um sistema de coordenadas
Rij = g
klRkijl.
A curvatura escalar e´ dada pelo trac¸o do tensor de Ricci, isto e´
Rg := tr(Ricg) = g
ijRij .
O tensor curvatura pode ser escrito como
R = Wg − Rg
2(n− 1)(n− 2)g  g +
1
n− 2Ricg  g
= Wg +Ag  g,
(1.1)
onde Wg e´ o tensor de Weyl,
Ag =
1
n− 2
(
Ricg − Rg
2(n− 1)g
)
(1.2)
e´ o tensor de Schouten e  e´ o produto de Kulkarni-Nomizu que e´ definido como
AB(X,Y, Z,W ) = A(X,W )B(Y, Z) +A(Y,Z)B(X,W )
−A(X,Z)B(Y,W )−A(Y,W )B(X,Z),
para quaisquer tensores sime´tricos A e B do tipo (2,0).
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O tensor de Weyl tem as mesmas simetrias alge´bricas do tensor curvatura, Proposic¸a˜o 1.2, todos
os seus trac¸os sa˜o zero, incluindo gikWijkl = 0, e e´ identicamente nulo para n = 3. Ale´m disso, o
tensor de Weyl e´ conformemente invariante, isto e´
Wefg = e
fWg
para qualquer func¸a˜o suave f sobre M . Veja [9] para mais detalhes.
Para mais detalhes sobre o conteu´do desta sec¸a˜o ver [8].
1.2 O Teorema de Gauss-Bonnet
Em geometria diferencial o Teorema de Gauss-Bonnet e´ um importante resultado sobre superf´ıcies,
que relaciona a sua geometria (no sentido de curvatura) com a sua topologia (no sentido de carac-
ter´ıstica de Euler). Nesta sec¸a˜o vamos apresentar o Teorema de Gauss-Bonnet tanto para superf´ıcies
orienta´veis quanto para na˜o-orienta´veis. Para mais detalhes sobre o conteu´do desta sec¸a˜o ver [16],
[22] e [8].
Definic¸a˜o 1.7. Uma triangulac¸a˜o de uma regia˜o R e´ uma famı´lia de triaˆngulos {Ti}ni=1 tal que
1. R =
⋃n
i=1 Ti,
2. Se Ti ∩ Tj 6= ∅ com i 6= j enta˜o Ti ∩ Tj e´ um ve´rtice ou uma aresta comum a Ti e Tj.
Para efeito de notac¸a˜o chamaremos τ = {Ti}ni=1 uma triangulac¸a˜o de uma regia˜o R e V,A e F
o nu´mero de ve´rtices, arestas e faces da triangulac¸a˜o, respectivamente. Mostra-se que o nu´mero
V −A+ F independe da escolha da triangulac¸a˜o da regia˜o R.
Definic¸a˜o 1.8. Dada uma superf´ıcie Σ, definimos a caracter´ıstica de Euler como
χ(Σ) = V −A+ F.
Exemplo 1.1. χ(S2) = 2, χ(T2) = 0 e χ(RP2) = 1.
Em todo este trabalho apenas trataremos de superf´ıcies compactas, por isso enunciaremos o
Teorema de Gauss-Bonnet somente para este caso.
Teorema 1.3 (Teorema de Gauss-Bonnet). Se (Σ, g) e´ uma superf´ıcie Riemanniana Compacta e
orienta´vel, enta˜o ∫
Σ
Kdσg = 2piχ(Σ),
onde K e dσg e´ a curvatura Gaussiana e o elemento de a´rea de Σ, respectivamente.
Definic¸a˜o 1.9. Seja M uma variedade diferencia´vel na˜o-orienta´vel. Dizemos que uma variedade
diferencia´vel orienta´vel M e´ o recobrimento duplo orienta´vel de M , se existe uma aplicac¸a˜o di-
ferencia´vel sobrejetiva pi : M → M tal que cada p ∈ M possui uma vizinhanc¸a U ⊂ M com
pi−1(U) = V1 ∪ V2, onde V1 e V2 sa˜o abertos disjuntos em M e pi restrita a cada Vi, i = 1, 2, e´ um
difeomorfismo sobre U . A aplicac¸a˜o pi e´ chamada de aplicac¸a˜o de recobrimento.
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Proposic¸a˜o 1.3. Toda variedade diferencia´vel na˜o-orienta´vel admite um recobrimento duplo ori-
enta´vel. Ale´m disso, este e´ u´nico a menos de difeomorfismo.
Exemplo 1.2. A esfera S2 e´ o recobrimento duplo orienta´vel do plano projetivo RP2 e o toro T2
e´ o recobrimento duplo orienta´vel da garrafa de Klein K2.
Sejam (M, g) uma variedade Riemanniana na˜o-orienta´vel e f ∈ C∞(M). A integral de f sobre
M e´ definida por ∫
M
fdvg =
1
2
∫
M
pi∗fdvpi∗g,
onde M e´ o recobrimento duplo orienta´vel de M e pi e´ a aplicac¸a˜o de recobrimento.
O teorema a seguir nos da´ uma versa˜o do Teorema de Gauss-Bonnet para superf´ıcies compactas
na˜o-orienta´veis, que pode ser encontrado em ([16], pa´gina 147).
Teorema 1.4. Sejam (Σ, g) uma superf´ıcie Riemanniana compacta na˜o-orienta´vel e pi : Σ→ Σ o
recobrimento duplo orienta´vel de Σ. Enta˜o
1. χ(Σ) = 2χ(Σ);
2. K˜ = pi∗K, onde K˜ e´ a curvatura Gaussiana da me´trica Riemanniana g˜ := pi∗g em Σ;
3. 2piχ(Σ) =
∫
Σ
Kdσg.
1.3 O Fluxo de Ricci e a Equac¸a˜o de Evoluc¸a˜o da Curvatura Es-
calar
Seja M uma variedade diferencia´vel e g(t), t ∈ [0, T ), uma famı´lia a 1-paraˆmetro de me´tricas
Riemannianas em M . Dizemos que g(t) e´ soluc¸a˜o para o fluxo de Ricci se
∂
∂t
g(t) = −2Ricg(t).
O matema´tico Richard Streit Hamilton mostrou que se M e´ compacta e g0 e´ uma me´trica Rieman-
niana em M , exitem um nu´mero real T > 0 e uma famı´lia a 1-paraˆmetro de me´tricas Riemannianas
g(t), t ∈ [0, T ) que e´ soluc¸a˜o para o fluxo de Ricci com g(0) = g0. Ale´m disso, ele mostrou que a
soluc¸a˜o g(t) e´ u´nica.
Vejamos alguns exemplos. Considere (Sn, gSn) a esfera unita´ria com a me´trica canoˆnica. Defina
uma me´trica em Sn por g0 = r20gSn com r0 > 0 e a famı´lia a 1-paraˆmetro de me´tricas
g(t) := (r20 − 2(n− 1)t)gSn .
Note que para que de fato g(t) defina uma me´trica devemos ter que λ(t) = r20 − 2(n − 1)t seja
um nu´mero positivo, consequentemente g(t) esta´ definida no intervalo (−∞, T ) com T = r202(n−1) .
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Desde que o tensor de Ricci de uma me´trica e´ invariante por multiplicac¸a˜o por escalar e a me´trica
canoˆnica da esfera e´ uma me´trica Einstein, enta˜o temos que Ricg(t) = RicgS2 = (n− 1)gS2 , logo
∂
∂t
g(t) = −2(n− 1)gS2 = −2Ricg(t).
Portanto g(t), t ∈ (−∞, T ) com T = r202(n−1) e g(0) = g0 e´ soluc¸a˜o para o fluxo de Ricci.
De forma mais geral, se (M, g0) e´ uma variedade Einstein, isto e´, Ricg0 = ρg0 pra alguma
constante ρ, enta˜o a famı´lia a 1-paraˆmetro g(t) = (1 − 2ρt)g0 e´ soluc¸a˜o para o fluxo de Ricci com
g(0) = g0. Como por exemplo as formas espaciais: Espac¸o hiperbo´lico Hn, esfera Sn e o espac¸o
euclidiano Rn.
Seja (M, g0) uma variedade Riemanniana e g(t), t ∈ [0, T ), a famı´lia a 1 paraˆmetro de me´tricas
Riemannianas em M que e´ soluc¸a˜o para o fluxo de Ricci com g(0) = g0. Enta˜o a curvatura escalar
de M com respeito a` me´trica g(t) satisfaz a equac¸a˜o de evoluc¸a˜o
∂
∂t
Rg(t) = ∆Rg(t) + 2|Ricg(t)|2. (1.3)
Podemos ainda reescrever a equac¸a˜o de evoluc¸a˜o (1.3) em func¸a˜o do tensor de Ricci sem trac¸o como
segue
∂
∂t
Rg(t) = ∆Rg(t) +
2
3
R2g(t) + 2|
◦
Ricg(t)|2, (1.4)
onde o tensor Ricci sem trac¸o e´ definido por
◦
Ricg(X,Y ) = Ric(X,Y )− 1
n
Rgg(X,Y ), X, Y ∈ X (M).
Para mais detalhes sobre fluxo de Ricci ver [4] e [9].
1.4 Subvariedades Riemannianas Mı´nimas
Sejam Mn e M
m+n
variedades diferencia´veis e f : M →M uma imersa˜o. Pelo Teorema da Func¸a˜o
Inversa, para cada p ∈M existe uma vizinhanc¸a V de p em M , tal que f : V →M e´ um mergulho.
Segue que f(V ) e´ uma subvariedade mergulhada de M . Como V e f(V ) sa˜o difeomorfos, temos
que dfp : TpM → Tf(p)(f(V )) e´ um isomorfismo para todo p ∈ V . Assim podemos identificar V
com f(V ) e campos X ∈ X (V ) com df(X) ∈ X (f(V )). Se (M, g) e´ uma variedade Riemanniana,
enta˜o considerando a me´trica f∗g em M teremos que f e´ uma imersa˜o isome´trica. Daqui por diante
iremos considerar que M ⊂ M . Observe que para todo p ∈ M , podemos decompor TpM na soma
direta
TpM = TpM ⊕ (TpM)⊥.
Considere ∇ a conexa˜o Riemanniana de X (M) e defina ∇ : X (M)×X (M)→ X (M) por
∇XY = (∇XY )>,
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onde X e Y sa˜o extenso˜es locais de X e Y a M , respectivamente. Pode-se mostrar que ∇ assim
definida e´ a conexa˜o Riemanniana de M .
A segunda forma fundamental da imersa˜o f e´ a aplicac¸a˜o bilinear sime´trica B : X (M)×X (M)→
(X (M))⊥ dada por
B(X,Y ) = ∇XY −∇XY,
onde X,Y ∈ X (M) e X e Y sa˜o extenso˜es locais de X e Y , respectivamente, a M . Pode-se mostrar
que para todos X,Y ∈ X (V ) o valor de B(X,Y ) na˜o depende das extenso˜es escolhidas.
Dado p ∈M e η ∈ (TpM)⊥, defina a aplicac¸a˜o linear Sη : TpM → TpM por
Sη(u) = −
(∇uN)> ,
onde (.)> denota a componente tangente e N e´ uma extensa˜o local do vetor η normal a M . Observe
que a aplicac¸a˜o Sη satisfaz
〈Sη(u), v〉 = 〈B(u, v), η〉,
para todo u, v ∈ TpM. Segue da simetria da aplicac¸a˜o B que Sη e´ uma aplicac¸a˜o auto-adjunta.
O exemplo a seguir mostra que quando M = Rn+1 a aplicac¸a˜o −Sη tem uma interpretac¸a˜o
geome´trica interessante, a saber, neste caso ela coincide com a derivada da aplicac¸a˜o normal de
Gauss.
Exemplo 1.3. Seja Mn ⊂ Rn+1 e η ∈ (TpM)⊥. Considere N uma extensa˜o local de η a um
campo normal em M . Seja Sn a esfera unita´ria em Rn+1 e defina a aplicac¸a˜o normal de Gauss
G : M → Sn, transladando a origem do campo N para a origem do Rn+1 e fazendo
G(q) = ponto final do translado de N(q).
Observe que para cada q ∈ M o vetor N(q) e´ normal tanto ao espac¸o tangente TqM quanto ao
espac¸o tangente TG(q)Sn, segue que estes espac¸os tangente sa˜o paralelos e consequentemente podem
ser vistos como o mesmo espac¸o vetorial. Da´ı, considerando uma curva suave α : (−ε, ε)→M em
M tal que α(0) = q e α′(0) = v, temos que dGq : TqM → TqM e´ dada por
dGq(v) = d
dt
∣∣∣∣
t=0
N ◦ α(t) = ∇vN.
Desde que |N | = 1 temos que 〈∇vN,N〉 = 0, consequentemente, (∇vN)⊥ = 0. Portanto,
dGq(v) = (∇vN)> = −Sη.
O teorema que enunciaremos a seguir nos permite relacionar a curvatura seccional de M com a
curvatura seccional de M e a segunda forma fundamental.
Teorema 1.5 (Gauss). Seja e1, · · · , en um referencial ortonormal tangente a M . Enta˜o
Rijkl = Rijkl +BikBjl −BilBjk,
onde R e R sa˜o os tensores curvatura de M e M , respectivamente.
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Considere o caso particular em que a codimensa˜o da imersa˜o e´ igual a 1, isto e´, o caso em
que Mn ⊂ Mn+1 e´ uma hipersuperf´ıcie. Sabemos que dado p ∈ M e η ∈ (TpM)⊥ com |η| = 1, a
transformac¸a˜o linear Sη e´ auto-adjunta, segue do Teorema Espectral para operadores auto-adjuntos
que existe uma base ortonormal {e1, . . . , en} de TpM formada por autovetores de Sη, ou seja,
Sη(ei) = λiei onde λi ∈ R. Os autovalores de Sη sa˜o chamados de curvaturas principais e seus
autovetores de direc¸o˜es principais. Neste caso temos que,
B(ei, ei) = 〈B(ei, ei), η〉η
= 〈Sη(ei), ei〉η
= λiη
Analogamente temos que B(ei, ej) = 0 para todo i 6= j. Segue do Teorema 1.5 que
K(ei, ej)−K(ei, ej) = λiλj .
Em particular, se M2 ⊂ R3 e´ uma superf´ıcie, dado p ∈M e η ∈ (TpM)⊥ a aplicac¸a˜o normal de
Gauss coincide com a aplicac¸a˜o −Sη, consequentemente Sη(e1) = k1e1 e Sη(e2) = k2e2, onde k1 e
k2 sa˜o as curvaturas principais e e1 e e2 as direc¸o˜es principais. Assim
K(e1, e2)−K(e1, e2) = k1k2.
Desde de que a curvatura seccional do R3 e´ igual a zero temos que K(e1, e2) = k1k2. Isso mostra
que neste caso a curvatura seccional coincide com a curvatura Gaussiana.
Definic¸a˜o 1.10. Uma imersa˜o f : M → M e´ geode´sica em p ∈ M se B(u, v) = 0 para todo
u, v ∈ TpM . A imersa˜o f e´ dita totalmente geode´sica se esta e´ geode´sica em todo ponto p ∈ M ,
isto e´, B ≡ 0.
Proposic¸a˜o 1.4. Uma imersa˜o f : M →M e´ geode´sica em p ∈M se, e somente se, toda geode´sica
γ de M partindo de p e´ geode´sica de M em p.
Mostraremos mais adiante que se Σ e´ uma superf´ıcie compacta e totalmente geode´sica mergu-
lhada na esfera S3 , enta˜o Σ e´ isome´trica a` esfera S2.
Definic¸a˜o 1.11. Dizemos que uma imersa˜o f : M → M e´ mı´nima se para todo p ∈ M e η ∈
(TpM)
⊥ tem-se que o trac¸o de Sη e´ identicamente nulo, isto e´, tr(Sη) = 0.
Seja e1, · · · , en um referencial local ortonormal em torno de p ∈M , isto e´, existe uma vizinhanc¸a
V de p em M tal que para cada ponto q ∈ V o conjunto {e1(q), · · · , en(q)} e´ uma base de TqM .
Defina o vetor normal
H =
n∑
i,j=1
gijB(ei, ej).
Pode-se mostrar que H na˜o depende do referencial {ei}ni=1 escolhido. O vetor H e´ chamado de
vetor curvatura me´dia de f . E´ claro que a imersa˜o f e´ mı´nima se, e somente se, H(p) = 0 para
todo p ∈M .
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Exemplo 1.4. Considere uma superf´ıcie Σ ⊂ S3 ⊂ R4 definida como sendo o equador de S3, isto
e´,
Σ := {x = (x1, x2, x3, x4) ∈ S3;x4 = 0}.
Observe que Σ com a me´trica induzida do mergulho (neste caso, o mergulho e´ a aplicac¸a˜o
inclusa˜o de Σ em S3) e´ isome´trica a esfera S2 com a me´trica canoˆnica. Consequentemente, toda
geode´sica em Σ e´ uma geode´sica em S3. Segue da Proposic¸a˜o 1.4 que Σ e´ totalmente geode´sica.
Com isso, podemos ver que as curvaturas principais de Σ sa˜o ambas iguais a zero. Logo Σ ⊂ S3 e´
uma esfera bidimensional mergulhada mı´nima e totalmente geode´sica.
Exemplo 1.5. Considere a aplicac¸a˜o f : R2 → R4 dada por
f(u, v) =
1√
2
(cosu, sinu, cos v, sin v).
Observe que f e´ diferencia´vel e
df(u, v) =

− 1√
2
sinu 0
1√
2
cosu 0
0 − 1√
2
sin v
0 1√
2
cos v
 .
Note que f e´ uma imersa˜o e que f(R2) = S1(
1√
2
) × S1(
1√
2
) = T2. Isso nos diz que f nada mais
e´ que uma imersa˜o de R2 na esfera S3 ⊂ R4 cuja imagem e´ um toro T2. Por um simples ca´lculo
mostra-se que
∇fufv = 0,∇fufu =
1√
2
(− cosu,− sinu, 0, 0) e ∇fvfv =
1√
2
(0, 0,− cos v,− sin v),
onde ∇ e´ a conexa˜o Riemanniana do R4. Note que ∇fufu e ∇fvfv pertence ao espac¸o normal
(Tf(u,v)T2)⊥. Consequentemente,
(∇fufu)> = (∇fvfv)> = 0.
Como o R4 tem curvatura seccional constante igual a zero segue do Teorema 1.5 que
K(fu, fv) = 〈B(fu, fu), B(fv, fv)〉 − 〈B(fu, fv), B(fu, fv)〉
=
〈
(∇fufu)⊥, (∇fvfv)⊥
〉
−
〈
(∇fufv)⊥, (∇fufv)⊥
〉
=
1
2
〈(− cosu,− sinu, 0, 0), (0, 0,− cos v,− sin v)〉
= 0.
Logo a imagem de f e´ um toro bidimensional T2 ⊂ R4 com curvatura seccional constante igual
a zero.
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Considere os vetores
e1 = (− sinu, cosu, 0, 0),
e2 = (0, 0,− sin v, cos v),
e
η =
1√
2
(− cosu,− sinu, cos v, sin v).
Note que {e1, e2} e´ uma base ortonormal para o espac¸o tangente TpT2 e η e´ uma base ortonormal
para o complemento ortogonal de TpT2 relativo ao espac¸o TpS3, p ∈ T2. Por um simples ca´lculo
mostra-se que
Sη =
(
1 0
0 −1
)
Observe que tr(Sη) = 0. Logo a imersa˜o do toro T2 na esfera unita´ria S3 ⊂ R4 induzida por f
e´ uma imersa˜o mı´nima. Este toro e´ chamado de toro de Clifford (Ver [8], cap. 6, exerc´ıcio 8).
Figura 1.1: Toro de Clifford
Exemplo 1.6. O cateno´ide e´ a superf´ıcie de revoluc¸a˜o em R3 que e´ obtida ao girar a catena´ria
α(t) = (0, cosh t, t), t ∈ (−∞,+∞) em torno do eixo Oz. Esta superf´ıcie tem a parametrizac¸a˜o
φ(u, v) = (cosh v cosu, cosh v sinu, v),
onde 0 < u < 2pi e −∞ < v < +∞.
Figura 1.2: Cateno´ide
Por um simples ca´lculo mostra-se que as suas curvaturas principais sa˜o
k1 = − 1
cosh2(v)
e k2 =
1
cosh2(v)
.
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Portanto, o cateno´ide e´ uma superf´ıcie mı´nima em R3 (Ver [7], sec. 3.5).
Exemplo 1.7. Considere a projec¸a˜o natural pi : S3 → RP3. A partir do mergulho S2 ⊂ S3 obtemos
o mergulho RP2 = pi(S2) ⊂ RP2. Seja α : I → RP2 uma geode´sica do plano projetivo. Como pi e´
uma isometria local, enta˜o existe uma curva γ : I → S2 tal que α = pi ◦ γ, ale´m disso γ e´ uma
geode´sica de S2. Como S2 e´ uma subvariedade totalmente geode´sica de S3, segue que γ tambe´m
e´ uma geode´sica da esfera S3, consequentemente, a curva pi ◦ γ = α e´ uma geode´sica do espac¸o
projetivo RP3. Segue da Proposic¸a˜o 1.4 que RP2 ⊂ RP3 e´ totalmente geode´sica. Com isso, podemos
ver que as curvaturas principais de RP2 sa˜o ambas iguais a zero. Logo, o plano projetivo RP2 ⊂ RP3
e´ uma superf´ıcie mergulhada mı´nima e totalmente geode´sica.
Ainda neste trabalho daremos uma interpretac¸a˜o geome´trica para subvariedades mı´nimas, a
saber, elas sa˜o pontos cr´ıticos do funcional volume, que a princ´ıpio podem ou na˜o minimizar
volume.
Para mais detalhes sobre o conteu´do desta sec¸a˜o ver [8].
1.5 O Problema de Yamabe
Seja M uma variedade diferencia´vel. Duas me´tricas Riemannianas g e g em M sa˜o ditas conformes
se existe uma func¸a˜o positiva suave f tal que g = fg. O conjunto de todas as me´tricas conformes
a` me´trica g de uma variedade diferencia´vel M e´ denotado por [g]. Assim, se g ∈ [g] enta˜o g = fg,
para alguma func¸a˜o suave positiva f , consequentemente, podemos sempre escrever g como g = e2ug,
onde u =
1
2
ln(f).
A proposic¸a˜o a seguir relaciona as curvaturas escalares de duas me´tricas conformes em uma
variedade diferencia´vel M .
Proposic¸a˜o 1.5. Sejam g e g duas me´tricas Riemannianas em uma variedade diferencia´vel n-
dimensional M . Se g¯ = e2ug, enta˜o
Rg = e
−2u(Rg − 2(n− 1)∆gu− (n− 1)(n− 2)|∇gu|2),
onde Rg e Rg sa˜o a curvaturas escalares de M relativas a`s me´tricas g e g, respectivamente.
Seja (Mn, g) uma variedade Riemanniana compacta de dimensa˜o n ≥ 3 com fronteira ∂M 6= ∅.
Uma versa˜o do Problema de Yamabe com fronteira consiste em encontrar uma me´trica na classe
conforme de g com curvatura escalar constante e curvatura me´dia da fronteira nula. E´ um fato bem
conhecido que este problema e´ equivalente a existeˆncia de uma func¸a˜o suave positiva u ∈ C∞(M)
satisfazendo 
∆gu − n− 2
4(n− 1)Rgu +
n− 2
4(n− 1)Cu
(n+2)
(n−2) = 0 em M
∂u
∂η
+
n− 2
2(n− 1)uHg = 0 em ∂M,
(1.5)
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onde η e´ a normal para fora da fronteira ∂M com respeito a` me´trica g.
Se u e´ soluc¸a˜o para (1.5), enta˜o u e´ um ponto cr´ıtico do funcional Qg : C
∞(M) → R definido
como
Qg(φ) =
∫
M
(
|∇gφ|2g +
n− 2
4(n− 1)Rgφ
2
)
dvg +
n− 2
2(n− 1)
∫
∂M
Hgφ
2dσg(∫
M
|φ| 2n(n−2)dvg
) (n−2)
n
,
onde dvg e dσg sa˜o os elementos de volume com respeito a` me´trica g em M e ∂M , respectivamente.
O quociente de Sobolev Q(M) e´ enta˜o definido por
Q(M) = inf{Qg(φ) : φ ∈ C1(M), φ 6= 0}.
E´ um fato bastante conhecido que Q(M) ≤ Q(Sn+) e Q(Sn+) > 0, onde Sn+ e´ o hemisfe´rio
superior da esfera Sn, e se Q(M) < Q(S2+), enta˜o existe uma func¸a˜o u suave positiva que e´ ponto de
mı´nimo do funcional Qg. Mais precisamente, existe uma func¸a˜o suave positiva u tal que a me´trica
g = u
4
(n−2) g satisfaz
Rg = C em M e Hg = 0 em ∂M.
Ale´m disso, o sinal da constante C e´ o mesmo que o de Q(M).
Para mais detalhes sobre o conteu´do desta sec¸a˜o ver [14].
1.6 Fibrados Vetoriais
Nesta sec¸a˜o apresentaremos algumas definic¸o˜es e resultados ba´sicos da teoria de fibrados vetoriais
que sera˜o u´teis para um melhor entendimento deste trabalho. Para mais detalhes sobre o conteu´do
desta sec¸a˜o ver [19] e [24].
Sejam M e E variedades diferencia´veis. Considere uma aplicac¸a˜o sobrejetiva suave pi : E →M ,
tal que para cada p ∈M a fibra pi−1(p) tem uma estrutura de espac¸o vetorial de dimensa˜o r. Uma
carta trivializante sobre um aberto U ⊂ M e´ um difeomorfismo que preserva fibras φ : pi−1(U) →
U×Rr, e que e´ um isomorfismo linear em cada fibra, isto e´, para cada q ∈ U , φ : pi−1(q)→ {q}×Rr
e´ um isomorfismo linear entre espac¸o vetoriais. Uma colec¸a˜o {(Uα, φα)}, com {Uα} sendo uma
cobertura aberta de M , onde cada (Uα, φα) e´ uma carta trivializante, e´ chamada de trivializac¸a˜o
local para E. A variedade E junto com uma aplicac¸a˜o suave sobrejetiva pi : E → M que possui
uma estrutura de espac¸o vetorial em cada fibra, e´ um fibrado vetorial r-dimensional se existe uma
trivializac¸a˜o local para E. A variedade E e´ chamada de espac¸o total do fibrado vetorial e a variedade
M de espac¸o base. Denotaremos um fibrado vetorial sobre uma variedade M como sendo a tripla
(E, pi,M), pore´m, por abuso de notac¸a˜o, as vezes vamos nos referir a E como sendo um fibrado
vetorial sobre M . Um fibrado vetorial (E, pi,M) e´ chamado de fibrado linha se para todo p ∈M , a
fibra pi−1(p) e´ um espac¸o vetorial de dimensa˜o 1.
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Exemplo 1.8 (Fibrado Produto). A tripla (M × Rn, pi,M) onde pi : M × Rn → M e´ a projec¸a˜o
no primeiro fator, e´ um fibrado vetorial n-dimensional sobre M . Este fibrado vetorial e´ chamado
de fibrado produto ou trivial.
Exemplo 1.9 (Fibrado Normal). Sejam (M, g) uma variedade Riemanniana e Σ ⊂ M uma sub-
variedade Riemanniana. Para cada p ∈ Σ, dizemos que um vetor η ∈ TpM e´ normal a Σ em p se
g(η, u) = 0, para todo u ∈ TpΣ. O conjunto NpΣ de todos os vetores η ∈ TpM normais a Σ em p e´
chamado de espac¸o normal a Σ em p. Defina o espac¸o
NΣ :=
⋃
p∈Σ
NpΣ = {(p, v); p ∈ Σ e v ∈ NpΣ}.
A tripla (NΣ, pi,Σ) onde pi : NΣ→ Σ e´ a projec¸a˜o dada por pi(p, v) = p, e´ um fibrado vetorial
sobre Σ chamado de fibrado normal.
Sejam (E1, pi1,M) e (E2, pi2, N) fibrados vetoriais, possivelmente de dimenso˜es distintas. Um
isomorfismo de E1 para E2 e´ um par de aplicac¸o˜es (f, f˜), f : M → N e f˜ : E1 → E2 tais que
1. O diagrama
E1
f˜ //
pi1

E2
pi2

M
f
// N
e´ comutativo, isto e´, pi2 ◦ f˜ = f ◦ pi1.
2. f˜ e´ um isomorfismo linear em cada fibra, isto e´, para cada p ∈M , f˜ : pi−11 (p)→ pi−12 (f(p)) e´
um isomorfismo linear entre espac¸o vetoriais.
Um fibrado vetorial r-dimensional (E, pi,M) e´ dito trivial, se e´ isomorfo ao fibrado produto
M × Rr.
Uma sec¸a˜o de um fibrado vetorial (E, pi,M) e´ uma aplicac¸a˜o s : M → E tal que pi ◦ s = IdM .
Dizemos que uma sec¸a˜o e´ suave se e´ uma aplicac¸a˜o diferencia´vel de M para E. Denotaremos Γ(E)
como sendo o conjunto de todas as sec¸o˜es suaves de um fibrado vetorial E.
Exemplo 1.10. Considere o fibrado tangente (TM, pi,M) de uma variedade diferencia´vel M . Um
campo de vetores X : M → TM nada mais e´ que uma sec¸a˜o do fibrado tangente TM . O conjunto
de todos os campos de vetores tangentes definido em M e´ dado por X (M) = Γ(TM).
Teorema 1.6. Seja (E, pi,M) um fibrado linha sobre uma variedade diferencia´vel M . Se E e´
trivial, enta˜o E admite uma sec¸a˜o na˜o-nula.
Considere um fibrado vetorial (E, pi,M) sobre uma variedade diferencia´vel M e uma aplicac¸a˜o
diferencia´vel f : N → M , onde N e´ uma variedade diferencia´vel. Definimos o pullback de E pela
aplicac¸a˜o f por
f∗(E) = {(p, q) ∈ N × E; f(p) = pi(q)}.
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O conjunto f∗(E) junto com a aplicac¸a˜o p˜i : f∗(E)→ N dada pela projec¸a˜o no primeiro fator,
e´ um fibrado vetorial sobre N . Toda sec¸a˜o s ∈ Γ(E) induz uma sec¸a˜o em f∗s ∈ Γ(f∗(E)) chamada
de pullback da sec¸a˜o s pela aplicac¸a˜o f , e e´ definida por f∗s := s ◦ f.
Uma orientac¸a˜o em um fibrado vetorial (E, pi,M) consiste de uma orientac¸a˜o em cada fibra
pi−1(p) com a propriedade: para cada p ∈ M existe uma carta trivializante (ϕ,U) com p ∈ U , tal
que ϕ transporta para cada q ∈ U a orientac¸a˜o dada em pi−1(q) na orientac¸a˜o canoˆnica de Rn. Outra
maneira de expressar essa condic¸a˜o seria dizer que a orientac¸a˜o das fibras de E pode ser definida
por n-uplas ordenadas de sec¸o˜es locais independentes. Um fibrado vetorial e´ dito orienta´vel, se
possui uma orientac¸a˜o.
Teorema 1.7. Todo fibrado linha sobre a esfera unita´ria Sn e´ trivial.
Demonstrac¸a˜o. Ver [19], pa´gina 25.
1.7 Superf´ıcies de 1-lado e de 2-lados
Nesta sec¸a˜o estudaremos dois tipos de superf´ıcies, que diferem na maneira que esta˜o situadas em
seu espac¸o ambiente (as superf´ıcies podem estar imersas ou mergulhadas), sa˜o elas as superf´ıcies
de 1-lado e as superf´ıcies de 2-lados. Para mais detalhes sobre o conteu´do desta sec¸a˜o ver [23] e
[34].
Seja M uma variedade diferencia´vel de dimensa˜o n. Dizemos que uma curva suave fechada
α : [0, 1] → M inverte a orientac¸a˜o se para toda base ortonormal {e1(t), · · · , en(t)} de Tα(t)M ,
t ∈ [0, 1], onde ei : [0, 1] → TM sa˜o campos cont´ınuos unita´rios de vetores tangentes a M ao
longo de α, as bases {e1(0), · · · , en(0)} e {e1(1), · · · , en(1)} esta˜o em orientac¸o˜es opostas de TpM ,
p = α(0) = α(1). Se o contra´rio acontece, dizemos que α preserva orientac¸a˜o.
Teorema 1.8. Uma superf´ıcie Σ e´ orienta´vel se, e somente se, todo c´ırculo mergulhado em Σ
preserva orientac¸a˜o.
Demonstrac¸a˜o. Ver [23], pa´gina 13, Teorema 1.
Seja Σ uma superf´ıcies conexa imersa em uma variedade Riemanniana tridimensional M . A
superf´ıcie Σ e´ dita de 2-lados se o fibrado normal NΣ e´ trivial, isto e´, se existe um campo normal
unita´rio cont´ınuoN globalmente definido em Σ. Caso contra´rio, dizemos que Σ e´ de 1-lado. Vejamos
alguns exemplos.
Exemplo 1.11. A faixa de Mo¨bius F imersa em R3 e´ uma superf´ıcie de 1-lado. Para ilustrar esse
fato, considere uma curva fechada suave α : [0, 1]→ F como mostra a figura 1.3. Seja ν : [0, 1]→ F
um campo de vetores normais a F ao longo da curva α. Note que ao movermos ν ao longo da
curva α e retornando ao ponto de partida, a normal ν tem direc¸a˜o oposta a direc¸a˜o original, isto
e´, ν(0) = −ν(1).
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Figura 1.3: Faixa de Mo¨bius
Segue do Exemplo 1.11 que toda superf´ıcie imersa em R3 que conte´m uma faixa de Mo¨bius e´
de 1-lado, pois em particular, a curva α deste u´ltimo exemplo inverte a direc¸a˜o da normal. Como
exemplos que ilustram este fato temos, o plano projetivo RP2 e a garrafa de Klein K2.
Figura 1.4: Garrafa de Klein
Exemplo 1.12. A esfera unita´ria S2 ⊂ R3 e´ uma superf´ıcie de 2-lados, onde N : S2 → NS2
definido por N(p) = p e´ um campo normal unita´rio cont´ınuo globalmente definido em S2. Em
geral, considere a esfera S2 ⊂ M , onde M e´ uma variedade Riemanniana tridimensional. Desde
que o fibrado normal de S2 e´ um fibrado linha, segue do Teorema 1.7 que NS2 e´ trivial. Logo, a
esfera S2 imersa em qualquer variedade Riemanniana tridimensional e´ uma superf´ıcie de 2-lados.
Em geral, uma superf´ıcie ser de 2-lados na˜o e´ equivalente a ela ser orienta´vel. Veremos agora
alguns exemplos que ilustram este fato.
Exemplo 1.13. A superf´ıcie RP2×{q} ⊂ RP2×S1, onde q ∈ S1, e´ na˜o-orienta´vel. Ale´m disso, esta
e´ uma superf´ıcie de 2-lados, pois o campo de vetores N = (0, N1), onde N1 e´ um campo unita´rio
cont´ınuo de vetores tangentes a S1, e´ um campo normal unita´rio cont´ınuo globalmente definido em
RP2 × {q}.
Exemplo 1.14. Sabemos que o plano projetivo RP2 e´ uma superf´ıcie na˜o-orienta´vel. Da´ı, pelo
Teorema 1.8 temos que existe um c´ırculo S1 mergulhado em RP2 que inverte orientac¸a˜o. Considere
uma parametrizac¸a˜o α : [0, 1] → RP2 deste c´ırculo com α(0) = α(1) = q ∈ S1. De agora em
diante denotaremos a curva α como sendo o c´ırculo que inverte a orientac¸a˜o mergulhado no plano
projetivo. Defina um mergulho do toro T2 = S1 × S1 em S1 ×RP2 no qual o c´ırculo S1 do segundo
fator do produto e´ levado na curva α em RP2. Afirmamos que T2 ⊂ S1 × RP2 e´ uma superf´ıcie
de 1-lado. De fato, suponha que isso na˜o e´ verdade, isto e´, que existe um campo normal unita´rio
cont´ınuo N globalmente definido em T2. Podemos escrever N = (N1, N2), onde N1 e N2 sa˜o
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campos unita´rios cont´ınuos de vetores tangentes a S1 e RP2, respectivamente. Considere os campo
e1 = (V1, 0) e e2 = (0, V2), onde V1 e´ um campo cont´ınuo unita´rio na˜o-nulo de vetores tangentes
a S1 e V2 e´ um campo de vetores tangentes a S1 ⊂ RP2 dado por V2(p, q) = V2(α(t)) := α′(t),
q = α(t). Supondo que a curva α tem todos seus vetores velocidade de comprimento constante igual
a 1, temos que {e1, e2} e´ um referencial ortonormal em T2 ⊂ S1 × RP2. Podemos completar este
referencial a um referencial ortonormal {e1, e2, N} de S1 × RP2 em pontos de T2. Note que
0 = 〈e1(p, q), N(p, q)〉 = 〈V1(p, q), N1(p, q)〉,
para todo (p, q) ∈ T2 ⊂ S1 × RP2. Assim, como V1(p, q), N1(p, q) ∈ TpS1 e este tem dimensa˜o 1,
conclu´ımos que N1 ≡ 0. Isso implica que para todo (p, q) ∈ T2 ⊂ S1 × RP2 temos que N(p, q) ∈
TqRP2. Fixe p ∈ S1 e fac¸a N(t) = N(p, α(t)) ∈ Tα(t)RP2, t ∈ [0, 1]. Da´ı o conjunto {α′(t), N(t)}
e´ uma base ortonormal de Tα(t)RP2 para todo t ∈ [0, 1]. Desde que α e´ uma curva que inverte
orientac¸a˜o temos que {α′(0), N(0)} e {α′(1), N(1)} sa˜o bases em orientac¸o˜es opostas de TqRP2,
onde q = α(0) = α(1). Da´ı, como N(0) = N(1) temos que α′(0) = −α′(1). Mas isso e´ uma
contradic¸a˜o, pois como α e´ suave implica que α′(0) = α′(1). Portanto o toro T2 ⊂ S1×RP2 e´ uma
superf´ıcie orienta´vel de 1-lado.
O teorema a seguir, nos da´ uma condic¸a˜o sobre a variedade ambiente para que orientabilidade
seja equivalente a ser de 2-lados.
Teorema 1.9. Seja Σ ⊂M uma superf´ıcie imersa em uma variedade Riemanniana tridimensional
orienta´vel. Enta˜o, a superf´ıcie Σ e´ orienta´vel se, e somente se, e´ de 2-lados.
Demonstrac¸a˜o. Suponha que Σ e´ orienta´vel, mas e´ de 1-lado. Assim, para todo campo normal
unita´rio ν definido em Σ, existe uma curva suave fechada α : [0, 1]→ Σ tal que ν(α(0)) = −ν(α(1)).
Considere {e1(t), e2(t)} uma base ortonormal de Tα(t)Σ para cada t ∈ [0, 1], onde ei : [0, 1] → TΣ
sa˜o campos cont´ınuos ao longo de α. Chamemos ν(t) = ν(α(t)) e completemos a base {e1(t), e2(t)}
de Tα(t)Σ a uma base ortonormal {e1(t), e2(t), ν(t)} de Tα(t)M . Como ν(0) = −ν(1), enta˜o as bases
{e1(0), e2(0), ν(0)} e {e1(1), e2(1), ν(1)} sa˜o bases em orientac¸o˜es oposta de TpM , p = α(0) = α(1).
Mas isso e´ uma contradic¸a˜o, pois M e´ orienta´vel.
Suponha agora que Σ e´ de 2-lados, mas e´ na˜o-orienta´vel. Da´ı, existe uma curva fechada α :
[0, 1]→ Σ que inverte a orientac¸a˜o, ou seja, se {e1(t), e2(t)} e´ uma base ortonormal de Tα(t)Σ, onde
ei : [0, 1]→ TΣ sa˜o campos cont´ınuos ao longo de α, enta˜o {e1(0), e2(0)} e {e1(1), e2(1)} sa˜o bases
em orientac¸o˜es oposta de Tα(t)Σ. Completemos agora a base {e1(t), e2(t)} de Tα(t)Σ a uma base
{e1(t), e2(t), N(t)} de Tα(t)M , onde N e´ um campo normal unita´rio cont´ınuo globalmente definido
em Σ e N(t) := N(α(t)), consequentemente {e1(0), e2(0), N(0)} e {e1(1), e2(1), N(1)} sa˜o bases em
orientac¸o˜es opostas de TpM , p = α(0) = α(1). Mas isso e´ uma contradic¸a˜o, pois M e´ orienta´vel.
A partir do Teorema 1.9 conclu´ımos que o toro T2 ⊂ R3, o cateno´ide S ⊂ R3 e o toro de Clifford
T2 ⊂ S3 sa˜o superf´ıcies de 2-lados. Lembremos que o espac¸o projetivo n-dimensional e´ orienta´vel
se, e somente se, n e´ par (Ver [8], pa´gina 36). Com isso, segue do Teorema 1.9 que o plano projetivo
RP2 ⊂ RP3 e´ uma superf´ıcie de 1-lado.
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1.8 Fo´rmulas de Variac¸a˜o
1.8.1 Primeira Fo´rmula de Variac¸a˜o de A´rea
Sejam (N, g) uma variedade Riemanniana de dimensa˜o n, M uma variedade diferencia´vel de di-
mensa˜o m e F0 : M → N uma imersa˜o suave. Considere F : M × (−ε, ε)→ N uma variac¸a˜o suave
qualquer de F0. Vamos supor que para cada t ∈ (−ε, ε) fixo, a func¸a˜o suave Ft : M → N definida
por Ft = F (., t) e´ uma imersa˜o. Denote por Mt = Ft(M).
Como M × (−ε, ε) e´ uma variedade diferencia´vel de dimensa˜o m+ 1 podemos considerar uma
carta local x : U ⊂ Rm+1 →M × (−ε, ε) com coordenadas (x1, · · · , xm, t). Observe que para todo
p ∈ V = x(U) o conjunto
{
∂
∂x1
(p), · · · , ∂
∂xm
(p),
∂
∂t
(p)
}
e´ uma base de Tp(M × (−ε, ε)). Da´ı
∂F
∂x1
, · · · , ∂F
∂xm
,
∂F
∂t
∈ X (F (V )),
onde
∂F
∂xi
= dF
(
∂
∂xi
)
e
∂F
∂t
= dF
(
∂
∂t
)
,
para todo i = 1, · · · ,m. Ale´m disso,
{
∂F
∂x1
(q), · · · , ∂F∂xm (q)
}
e´ base de TqMt para todo q ∈ F (V ). O
campo X = ∂F∂t e´ chamado de campo variacional da variac¸a˜o F e note que X e´ um campo definido
em Mt, mas na˜o necessariamente tangente a esta.
Pela propriedade da naturalidade do colchete de Lie temos que
0 =
[
∂F
∂xi
,
∂F
∂xj
]
= dF
[
∂
∂xi
,
∂
∂xj
]
,
pois
[
∂
∂xi
, ∂∂xj
]
= 0, para todo i, j = 1, · · · ,m.
Analogamente, temos [
∂F
∂xi
, X
]
= 0, i = 1, · · · ,m.
Seja gt a me´trica riemanniana em M obtida pelo do pullback da me´trica g em N por Ft, isto e´,
gt = F
∗
t g. Por abuso de notac¸a˜o chamaremos g0 = g. Considere V ol : C → R o funcional volume
definido por
V ol(M,h) =
∫
M
dvh,
onde C = {(M,h);h e´ uma me´trica Riemanniana em M} e dvh e´ o elemento de volume de (M,h)
dado em coordenadas por
dvh =
√
det(hij(t))dx.
Queremos calcular
d
dt
∣∣∣∣
t=0
V ol(M, gt) =
∫
M
d
dt
∣∣∣∣
t=0
dvgt .
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Primeiramente note que
d
dt
gij(t) =
d
dt
F ∗t g
(
∂
∂xi
,
∂
∂xj
)
= X
〈
dF
(
∂
∂xi
)
, dF
(
∂
∂xj
)〉
= X
〈
∂F
∂xi
,
∂F
∂xj
〉
.
Segue que
d
dt
gij(t) =
〈
∇X ∂F
∂xi
,
∂F
∂xj
〉
+
〈
∇X ∂F
∂xj
,
∂F
∂xi
〉
, (1.6)
onde ∇ e´ a conexa˜o Riemanniana da me´trica g em N . Como
[
∂F
∂xj
, X
]
=
[
∂F
∂xi
, X
]
= 0 e a conexa˜o
∇ e´ sime´trica temos que
∇ ∂F
∂xi
X = ∇X ∂F
∂xi
,
para todo i, j = 1, · · · ,m. Da´ı
d
dt
gij(t) =
〈(
∇ ∂F
∂xi
X
)>
,
∂F
∂xj
〉
+
〈(
∇ ∂F
∂xj
X
)>
,
∂F
∂xi
〉
. (1.7)
Nos ca´lculos feitos abaixo estaremos utilizando a notac¸a˜o de Einstein. Observe que
d
dt
(dvgt) =
d
dt
√
det(gij(t))dx
=
1
2
√
det gij(t)
.
d
dt
(det gij(t))dx
=
det gij(t)
2
√
det gij(t)
(
gij(t)
d
dt
gij(t)
)
dx
O que implica que
d
dt
(dvgt) =
1
2
(
gij(t)
d
dt
gij(t)
)
dvgt . (1.8)
Por (1.7) obtemos,
d
dt
(dvgt) =
1
2
(
gij(t)
〈(
∇ ∂F
∂xi
X
)>
,
∂F
∂xj
〉
+ gij(t)
〈(
∇ ∂F
∂xj
X
)>
,
∂F
∂xi
〉)
dvgt
= Tr(Y 7−→ (∇YX)>)dvgt .
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Logo
d
dt
(dvgt) = divgtX.dvgt .
Agora fac¸amos a seguinte decomposic¸a˜o:
X = X> +X⊥,
onde X⊥ e X> sa˜o as componentes normal e tangente de X, respectivamente. Assim,
divgtX = divgtX
> + divgtX
⊥.
Note que
divgtX
⊥ =
m∑
i,j=1
gijt
〈
∇ ∂F
∂xi
X⊥,
∂F
∂xj
〉
=
m∑
i,j=1
gijt
(
∂F
∂xi
〈
X⊥,
∂F
∂xj
〉
−
〈
X⊥,∇ ∂F
∂xi
∂F
∂xj
〉)
= −
m∑
i,j=1
gijt
〈
X⊥,∇ ∂F
∂xi
∂F
∂xj
〉
= −
m∑
i,j=1
gijt
〈
X⊥,∇ ∂F
∂xi
∂F
∂xj
+B
(
∂F
∂xi
,
∂F
∂xj
)〉
,
onde ∇ e B sa˜o a conexa˜o riemanniana e a segunda forma fundamental de M , respectivamente.
Segue que
divgtX
⊥ = −
m∑
i,j=1
gijt
〈
X⊥, B
(
∂F
∂xi
,
∂F
∂xj
)〉
= −
〈
X⊥,
m∑
i,j=1
gijt B
(
∂F
∂xi
,
∂F
∂xj
)〉
= −〈X⊥, HMt〉,
onde HMt e´ a curvatura me´dia de Mt. Logo
d
dt
∣∣∣∣
t=0
V ol(M, gt) =
∫
M
d
dt
∣∣∣∣
t=0
dvgt
=
∫
M
divgXdvg
=
∫
M
divgX
>dvg +
∫
M
divgX
⊥dvg
=
∫
M
divgX
>dvg −
∫
M
〈X⊥, HM 〉dvg.
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Se X tem suporte compacto em M , pelo Teorema da Divergeˆncia temos que∫
M
divgX
>dvg =
∫
Supp(X)
divgX
>dvg =
∫
∂(Supp(X))
〈X>, η〉dvg,
onde η e´ a normal unita´ria para fora na fronteira de M . Como X se anula na fronteira de seu
suporte, obtemos ∫
M
divgX
>dvg = 0.
Portanto,
d
dt
∣∣∣∣
t=0
V ol(M, gt) = −
∫
M
〈X⊥, HM 〉dvg. (1.9)
A expressa˜o (1.9) e´ chamada Primeira Fo´rmula de Variac¸a˜o de A´rea. Note que M e´ ponto
cr´ıtico do funcional volume se, e somente se,
−
∫
M
〈X⊥, HM 〉dvg = 0,
para todo campo X com suporte compacto em M . Logo, M e´ ponto cr´ıtico do funcional volume
se, e somente se HM = 0.
1.8.2 Segunda Fo´rmula de Variac¸a˜o de A´rea
Vimos que uma subvariedade M de uma variedade Riemanniana N e´ mı´nima se e´ ponto cr´ıtico do
funcional volume. Pore´m, ser ponto cr´ıtico deste funcional na˜o quer dizer que M minimiza volume
em N . Vamos agora obter condic¸o˜es sobre a geometria de M que nos ajude a dizer quando uma
subvariedade mı´nima minimiza volume. Para isso, vamos encontrar a segunda fo´rmula de variac¸a˜o
de M , que nada mais e´ do que a segunda derivada do funcional volume.
Para simplificar os ca´lculos, a partir de agora denotaremos
g′ij(t) =
d
dt
(gij(t)) e g
′′
ij(t) =
d2
dt2
(gij(t)).
Vimos em (1.8) que
2
d
dt
(dvgt) = g
ij(t)g′ij(t)dvgt .
Vamos calcular
2
d2
dt2
∣∣∣∣
t=0
dvgt =
d
dt
∣∣∣∣
t=0
(g′ij(t)g
ij(t))dvg + g
′
ij(0)g
ij(0)
d
dt
∣∣∣∣
t=0
dvgt
= g′′ij(0)g
ij(0)dvg + g
′
ij(0)
d
dt
∣∣∣∣
t=0
gij(t)dvg +
1
2
g′ij(0)g
ij(0)g′kl(0)g
kl(0)dvg
=
(
tr(g′′ij(0)) + g
′
ij(0)
d
dt
∣∣∣∣
t=0
gij(t) +
1
2
[tr(g′ij(0))]
2
)
dvg.
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Vamos primeiramente obter uma expressa˜o para ddtg
ij(t). Para isso, observe que
gik(t)gkl(t) = δil.
Assim (
d
dt
gik(t)
)
gkl(t) + g
ik(t)g′kl(t) = 0.
Multiplicando ambos os lados desta u´ltima igualdade por gjl(t) e somando em l obtemos(
d
dt
gik(t)
)
gkl(t)g
jl(t) = −gik(t)g′kl(t)gjl(t).
Da´ı
d
dt
gij(t) = −gik(t)g′kl(t)gjl(t). (1.10)
Por (1.10) temos que
g′ij(0)
d
dt
∣∣∣∣
t=0
gij(t) = −g′ij(0)gik(0)g′kl(0)gjl(0) = −|g′(0)|2.
Logo
2
d2
dt2
∣∣∣∣
t=0
dvgt = (tr(g
′′(0))− |g′(0)|2 + 1
2
[tr(g′(0))]2)dvg.
Note que se X> = 0 e HM = 0 temos que
divMX = divMX
⊥ = −〈X⊥, HM 〉 = 0.
Por outro lado por (1.8)
divMX =
1
2
tr(g′ij(0)).
Segue que tr(g′(0)) = 0. Consequentemente
2
d2
dt2
∣∣∣∣
t=0
dvgt = (tr(g
′′(0))− |g′(0)|2)dvg.
Lema 1.1. Se X> = 0, enta˜o temos que
|g′(0)|2 = 4|〈B(., .), X〉|2.
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Demonstrac¸a˜o. Note que se X> = 0 enta˜o em t = 0 obtemos〈
∇ ∂F
∂xi
X,
∂F
∂xj
〉
=
∂F
∂xi
〈
X⊥,
∂F
∂xj
〉
−
〈
X⊥,∇ ∂F
∂xi
∂F
∂xj
〉
= −
〈
X⊥,∇ ∂F
∂xi
∂F
∂xj
+B
(
∂F
∂xi
,
∂F
∂xj
)〉
Segue que 〈
∇ ∂F
∂xi
X,
∂F
∂xj
〉
= −
〈
X⊥, B
(
∂F
∂xi
,
∂F
∂xj
)〉
. (1.11)
Por (1.7) e (1.11) temos que
g′ij(0) = −2
〈
X,B
(
∂F
∂xi
,
∂F
∂xj
)〉
.
O que implica que
|g′(0)|2 = 4gikgjl
〈
X,B
(
∂F
∂xi
,
∂F
∂xj
)〉〈
X,B
(
∂F
∂xk
,
∂F
∂xl
)〉
.
Portanto
|g′(0)|2 = 4|〈B(., .), X〉|2.
Lema 1.2. Se X> = 0, enta˜o temos que
tr(g′′(0)) = 2|〈B(., .), X〉|2 + 2|∇⊥X|2 + 2tr(〈R(X, .)X, .〉) + 2divM (∇XX),
onde R e´ o tensor curvatura de (N, g).
Demonstrac¸a˜o. Inicialmente note que
d
dt
〈
∇ ∂F
∂xi
X,
∂F
∂xj
〉
=
〈
∇X∇ ∂F
∂xi
X,
∂F
∂xj
〉
+
〈
∇ ∂F
∂xi
X,∇X ∂F
∂xj
〉
.
Como
[
∂F
∂xi
, X
]
= 0 para todo i = 1, · · · ,m, temos que ∇[ ∂F
∂xi
,X
]X = 0. Segue que
d
dt
〈
∇ ∂F
∂xi
X,
∂F
∂xj
〉
=
〈
∇X∇ ∂F
∂xi
X,
∂F
∂xj
〉
+
〈
∇ ∂F
∂xi
X,∇X ∂F
∂xj
〉
+
〈
∇ ∂F
∂xi
∇XX, ∂F
∂xj
〉
−
〈
∇ ∂F
∂xi
∇XX, ∂F
∂xj
〉
−
〈
∇[
X, ∂F
∂xi
]X, ∂F
∂xj
〉
.
=
〈
∇X∇ ∂F
∂xi
X −∇ ∂F
∂xi
∇XX −∇[X, ∂F
∂xi
]X, ∂F
∂xj
〉
+
〈
∇ ∂F
∂xi
∇XX, ∂F
∂xj
〉
+
〈
∇ ∂F
∂xi
X,∇X ∂F
∂xj
〉
.
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O que implica que
d
dt
〈
∇ ∂F
∂xi
X,
∂F
∂xj
〉
= R
(
X,
∂F
∂xi
, X,
∂F
∂xj
)
+
〈
∇ ∂F
∂xi
∇XX, ∂F
∂xj
〉
+
〈
∇ ∂F
∂xi
X,∇X ∂F
∂xj
〉
. (1.12)
Por (1.7) temos que
g′′ij(0) =
d
dt
∣∣∣∣
t=0
〈
∇ ∂F
∂xi
X,
∂F
∂xj
〉
+
d
dt
∣∣∣∣
t=0
〈
∇ ∂F
∂xj
X,
∂F
∂xi
〉
.
Segue de (1.12) e da simetria do tensor curvatura que
g′′ij(0) = R
(
X,
∂F
∂xi
, X,
∂F
∂xj
)
+
〈
∇ ∂F
∂xi
∇XX, ∂F
∂xj
〉
+
〈
∇ ∂F
∂xi
X,∇X ∂F
∂xj
〉
+ R
(
X,
∂F
∂xj
, X,
∂F
∂xi
)
+
〈
∇ ∂F
∂xj
∇XX, ∂F
∂xi
〉
+
〈
∇ ∂F
∂xj
X,∇X ∂F
∂xi
〉
Disto obtemos
Tr(g′′(0)) = 2gijR
(
X,
∂F
∂xi
, X,
∂F
∂xj
)
+ 2gij
〈
∇ ∂F
∂xi
∇XX, ∂F
∂xj
〉
+ 2gij
〈
∇ ∂F
∂xi
X,∇ ∂F
∂xj
X
〉
. (1.13)
Vamos encontrar agora uma expressa˜o para
(
∇ ∂F
∂xi
X
)>
. Para isso escreva
(
∇ ∂F
∂xi
X
)>
=
m∑
l=1
ail
∂F
∂xl
.
Da´ı 〈(
∇ ∂F
∂xi
X
)>
,
∂F
∂xk
〉
=
m∑
l=1
ailglk.
O que implica que
ail = g
kl
〈
∇ ∂F
∂xi
X,
∂F
∂xk
〉
.
Logo (
∇ ∂F
∂xi
X
)>
= gkl
〈
∇ ∂F
∂xi
X,
∂F
∂xk
〉
∂F
∂xl
.
Da´ı 〈(
∇ ∂F
∂xi
X
)>
,
(
∇ ∂F
∂xj
X
)>〉
= gklgabglb
〈
∇ ∂F
∂xi
X,
∂F
∂xk
〉〈
∇ ∂F
∂xj
X,
∂F
∂xa
〉
= gkl
〈
∇ ∂F
∂xi
X,
∂F
∂xk
〉〈
∇ ∂F
∂xj
X,
∂F
∂xl
〉
.
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Segue de (1.11) que〈(
∇ ∂F
∂xi
X
)>
,
(
∇ ∂F
∂xj
X
)>〉
= gkl
〈
X,B
(
∂F
∂xi
,
∂F
∂xk
)〉〈
X,B
(
∂F
∂xj
,
∂F
∂xl
)〉
.
Observe que,〈
∇ ∂F
∂xi
X,∇ ∂F
∂xj
X
〉
=
〈(
∇ ∂F
∂xi
X
)>
+
(
∇ ∂F
∂xi
X
)⊥
,
(
∇ ∂F
∂xj
X
)>
+
(
∇ ∂F
∂xj
X
)⊥〉
=
〈(
∇ ∂F
∂xi
X
)>
,
(
∇ ∂F
∂xj
X
)>〉
+
〈(
∇ ∂F
∂xi
X
)⊥
,
(
∇ ∂F
∂xj
X
)⊥〉
.
= gkl
〈
X,B
(
∂F
∂xi
,
∂F
∂xk
)〉〈
X,B
(
∂F
∂xj
,
∂F
∂xl
)〉
+
〈(
∇ ∂F
∂xi
X
)⊥
,
(
∇ ∂F
∂xj
X
)⊥〉
Substituindo a expressa˜o acima em (1.13) obtemos,
tr(g′′(0)) = 2gijR
(
X,
∂F
∂xi
, X,
∂F
∂xj
)
+ 2gijgkl
〈
X,B
(
∂F
∂xi
,
∂F
∂xk
)〉〈
X,B
(
∂F
∂xj
,
∂F
∂xl
)〉
+ 2gij
〈
∇ ∂F
∂xi
∇XX, ∂F
∂xj
〉
+ 2gij
〈(
∇ ∂F
∂xi
X
)⊥
,
(
∇ ∂F
∂xj
X
)⊥〉
= 2|〈B(., .), X〉|2 + 2|∇⊥X|2 + 2tr(〈R(X, .)X, .〉) + 2divM (∇XX).
Segue dos Lemas 1.1 e 1.2 que
d2
dt2
∣∣∣∣
t=0
(dvgt) = (−|〈B(., .), X〉|2 + |∇⊥X|2 − tr(〈R(X, .)., X〉) + divM (∇XX))dvg.
O que implica que
d2
dt2
∣∣∣∣
t=0
V ol(M, gt) =
∫
M
(−|〈B(., .), X〉|2 + |∇⊥X|2 − tr(〈R(X, .)., X〉) + divM (∇XX))dvg.
Fac¸amos a seguinte decomposic¸a˜o,
∇XX = (∇XX)> + (∇XX)⊥.
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Da´ı
divM∇XX = divM (∇XX)> + divM (∇XX)⊥.
Observe agora que
divM (∇XX)⊥ = gij
〈
∇ ∂F
∂xi
(∇XX)⊥, ∂F
∂xj
〉
= gij
(
∂F
∂xi
〈
(∇XX)⊥, ∂F
∂xj
〉
−
〈
(∇XX)⊥,∇ ∂F
∂xi
∂F
∂xj
〉)
= −gij
〈
(∇XX)⊥, B
(
∂F
∂xi
,
∂F
∂xj
)
+∇ ∂F
∂xi
∂F
∂xj
〉
= −
〈
(∇XX)⊥, gijB
(
∂F
∂xi
,
∂F
∂xj
)〉
= −
〈
(∇XX)⊥, HM
〉
= 0.
Ale´m disso, como o campo variacional X tem suporte compacto, pelo Teorema da Divergeˆncia
temos que ∫
M
divM (∇XX)>dvg =
∫
Supp(X)
divM (∇XX)>dvg
=
∫
∂(Supp(X))
〈(∇XX)>, η〉dvg,
onde η e´ a normal unita´ria para fora na fronteira de M . Como a conexa˜o riemanniana ∇ e´ tensorial
na primeira varia´vel e X se anula na fronteira de seu suporte, conclu´ımos que∫
M
divM (∇XX)>dM = 0.
Segue que ∫
M
divM (∇XX)dM = 0.
Logo
d2
dt2
∣∣∣∣
t=0
V ol(M, gt) =
∫
M
(−|〈X,B(., .)〉|2 − tr(〈R(X, .)., X〉) + |∇⊥X|2)dvg. (1.14)
A expressa˜o (1.14) e´ chamada Segunda Fo´rmula de Variac¸a˜o de A´rea.
1.8.3 Subvariedades Esta´veis
Definic¸a˜o 1.12. Seja Σn uma subvariedade imersa em uma variedade Riemanniana (Mn+k, h).
Defina o operador L : Γ(NΣ)→ Γ(NΣ) como
L(V ) = ∆⊥V + tr[R(V, .).] +A(V ),
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onde para um referencial local ortonormal E1, · · · , En de vetores em Σ, o operador A e´ dado por
A(V ) =
m∑
i,j=1
〈B(Ei, Ej), V 〉B(Ei, Ej),
e ∆⊥ e´ o Laplaciano no fibrado normal definido por
∆⊥V =
k∑
i=1
(∇⊥Ei∇
⊥
EiV )−
m∑
i=1
(∇
(∇⊥EiEi)>
V ).
O operador L e´ chamado de operador de estabilidade ou operador de Jacobi.
Observe que usando o Teorema da Divergeˆncia obtemos
d2
dt2
∣∣∣∣
t=0
V ol(Σ, gt) = −
∫
Σ
〈L(X), X〉dσg,
para toda variac¸a˜o com suporte compacto.
Definic¸a˜o 1.13. Dizemos que uma subvariedade mı´nima Σn ⊂Mn+k e´ esta´vel se
d2
dt2
∣∣∣∣
t=0
V ol(Σ, gt) ≥ 0,
para todo variac¸a˜o com suporte compacto. Caso contra´rio, dizemos que Σ e´ insta´vel.
Note que por definic¸a˜o Σ e´ esta´vel se, e somente se
−
∫
Σ
〈L(X), X〉dσg ≥ 0,
para todo sec¸a˜o X ∈ Γ(NΣ) com suporte compacto.
Em alguns casos de subvariedades imersas, o operador de estabilidade pode ser escrito de forma
mais simples. Descreveremos a seguir, dois deste casos que sera˜o utilizados ao longo deste trabalho.
Caso 1. Considere Σn uma subvariedade mı´nima imersa em Mn+1 de dois lados, isto e´, Σ
possui um campo normal unita´rio cont´ınuo N globalmente definido. Assim, podemos escrever
qualquer sec¸a˜o X do fibrado normal NΣ como X = fN , onde f ∈ C∞(Σ).
Tome e1, · · · , en um referencial local ortonormal em torno de um ponto p ∈ Σ e observe que
∇eiX = ∇ei(fN) = f∇eiN + ei(f)N.
Isso implica que
∇⊥eiX = ei(f)N.
Segue que
|∇⊥X|2 =
n∑
i=1
〈∇⊥eiX,∇
⊥
eiX〉 =
n∑
i=1
(ei(f))
2.
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Logo,
|∇⊥X|2 = |∇Σf |2. (1.15)
Temos ainda que
tr(〈R(X, .)., X〉) =
n∑
i=1
R(X, ei, ei, X) = f
2
n∑
i=1
R(N, ei, ei, N).
Segue que
tr(〈R(X, .)., X〉) = f2
n∑
i=1
R(ei, N,N, ei) = f
2Ric(N,N). (1.16)
Ale´m disso,
|〈X,B(., .)〉|2 =
n∑
i,j=1
(〈X,B(ei, ej)〉)2 = f2
n∑
i,j=1
(〈N,B(ei, ej)〉)2.
O que implica que
|〈X,B(., .)〉|2 = f2
n∑
i,j=1
(〈∇eiN, ej〉)2 = f2|B|2. (1.17)
Assim, por (1.15), (1.16) e (1.17) podemos reescrever a segunda fo´rmula de variac¸a˜o para uma
hipersuperf´ıcie mı´nima de dois lados da seguinte forma
d2
dt2
∣∣∣∣
t=0
V ol(Σ, gt) =
∫
Σ
(|∇Σf |2 − (|B|2 +Ric(N,N))f2)dσg.
Ale´m disso, o operador de estabilidade L : C∞0 (Σ)→ C∞0 (Σ) e´ dado por
L(f) = ∆Σf + (|B|2 +Ric(N,N))f.
Assim, uma hipersuperf´ıcie Σ ⊂M e´ esta´vel se, e somente se
−
∫
Σ
fL(f)dσg ≥ 0,
para toda func¸a˜o f ∈ C∞0 (Σ).
Uma outra condic¸a˜o necessa´ria e suficiente para que uma hipersuperf´ıcie mı´nima de 2-lados
Σ ⊂ M seja esta´vel e´ que o primeiro autovalor de Dirichlet de seu operador de estabilidade seja
na˜o-negativo, isto e´,
λ1 = inf
{∫
Σ
(|∇gφ|2 − (Ric(N,N) + |B|2)φ2)dσg;
∫
Σ
φ2dσg = 1
}
≥ 0.
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Exemplo 1.15. Considere o mergulho S2 ⊂ S3 do Exemplo 1.4. Desde que S2 e´ uma uma superf´ıcie
mı´nima e totalmente geode´sica mergulhada em S3 temos que o operador de estabilidade de S2 e´ dado
por
L(f) = ∆S2f + 2f,
onde f ∈ C∞(S2), pois S3 e´ uma variedade Eistein com RicgS3 = 2gS3. Note que para a func¸a˜o
constante f ≡ 1 temos que
−
∫
S2
fL(f)dσgS2 = −
∫
S2
L(1)dσgS2 = −8pi < 0.
Logo a esfera S2 ⊂ S3 e´ insta´vel.
Caso 2. Vamos agora considerar o caso em que Σ e´ uma superf´ıcie compacta na˜o-orienta´vel de
um lado imersa em uma variedade Riemanniana tridimensional (M, g) e com pi : S2 → Σ como seu
recobrimento duplo orienta´vel. Seja φ : Σ→M uma imersa˜o mı´nima, enta˜o φ˜ = φ ◦ pi : S2 →M e´
uma imersa˜o mı´nima de S2 em M . Assim, podemos ver S2 como uma subvariedade imersa de M .
Vamos considerar o fibrado normal (NS2, pi,S2) de S2, onde pi : NS2 → S2 e´ a projec¸a˜o no primeiro
fator. Observe que para cada x ∈ S2, a fibra
pi−1(x) = {(x, v); v ∈ (Tφ(x)Σ)⊥},
e´ isomorfa a (Tφ(x)Σ)
⊥, que por sua vez, e´ isomorfo a R. Segue que NS2 e´ um fibrado linha em S2.
Desde que todo fibrado linha em S2 e´ trivial, temos que o fibrado normal NS2 e´ trivial, isto e´, S2
tem dois lados.
Considere agora, o fibrado vetorial (pi∗(NΣ), p˜i,S2) em S2 obtido pelo pullback do fibrado normal
NΣ pela aplicac¸a˜o pi. Analogamente, mostramos que pi∗(NΣ) e´ um fibrado linha em S2, consequen-
temente, pi∗(NΣ) e´ trivial. Assim, existe uma sec¸a˜o na˜o-nula ν ∈ Γ(pi∗(NΣ)) tal que |ν(x)| = 1
para todo x ∈ S2. Note que para cada x ∈ S2 temos que ν(x) ∈ (Tpi(x)Σ)⊥, ou seja, ν(x) e´ normal
a Σ no ponto pi(x). Assim, como Σ tem um lado temos que ν(τ(x)) = −ν(x) para todo x ∈ S2,
onde τ e´ a involuc¸a˜o relativa ao recobrimento S2, isto e´, τ : S2 → S2 e´ um difeomorfismo tal que
pi ◦ τ = pi. Temos que o fibrado normal NS2 e´ isomorfo ao fibrado pi∗(NΣ). Assim, dada uma sec¸a˜o
η ∈ Γ(NΣ) existe uma sec¸a˜o η˜ ∈ Γ(NS2) obtida pelo pullback da sec¸a˜o η por pi, isto e´, η˜ = η ◦ pi.
Como o fibrado NS2 e´ trivial, podemos escrever η˜ = fν, onde f : S2 → R e´ uma aplicac¸a˜o suave.
Observe que η˜(τ(x)) = η˜(x), consequentemente a aplicac¸a˜o f satisfaz f(τ(x)) = f(x). Assim,
podemos fazer a seguinte identificac¸a˜o
Γ(NΣ) ≡ {f ∈ C∞(S2); f ◦ τ = f}.
Sejam L e L˜ os operadores de estabilidade de Σ e S2, respectivamente. Desde que S2 e´ o
recobrimento duplo orienta´vel de Σ temos que
−
∫
Σ
〈L(η), η〉dσg = −1
2
∫
S2
fL˜(f)dσpi∗g,
onde, neste caso, o operador L pode ser reescrito como
L(η) = ∆⊥η + (Ric(ν, ν) + |B|2)η.
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Da´ı, Σ e´ esta´vel se, e somente se,
−
∫
S2
fL˜(f)dσpi∗g ≥ 0,
para toda func¸a˜o f ∈ C∞(S2) satisfazendo f ◦ τ = f .
Para mais detalhe sobre o que foi descrito neste u´ltimo caso ver [33].
Teorema 1.10. Se Σn−1 e´ uma hipersuperf´ıcies imersa em (Mn, g), enta˜o
2Ricg(ν, ν) +Rg + |B|2 = Rg + |HΣ|2,
onde HΣ e´ a curvatura me´dia de Σ e ν e´ um vetor unita´rio normal a Σ em um ponto p ∈ Σ.
Demonstrac¸a˜o. Considere p ∈ Σ e {e1, · · · , en−1} uma base ortonormal de TpΣ. Completemos esta
base a uma base ortonormal {e1, · · · , en} de TpM , onde en = ν e´ um vetor unita´rio ortogonal a
TpΣ. Segue do Teorema de Gauss 1.5 que
Rijji = Rijji −BiiBjj +BijBij , (1.18)
onde R e R sa˜o os tensores curvatura de Σ e M , respectivamente. Lembremos que a curvatura
escalar de Σ em relac¸a˜o a me´trica g e´ dada por
Rg =
n−1∑
i,j=1
gijRij =
n−1∑
i,j=1
Rijji.
Note que
2Rnn =
n∑
i=1
Rinni +Rnn =
n−1∑
i=1
Rinni +Rnn.
Por outro lado,
n−1∑
i=1
n∑
a=1
Riaai −
n−1∑
i=1
n−1∑
j=1
Rijji =
n−1∑
i=1
Rinni.
Assim,
2Rnn =
n−1∑
i=1
n∑
a=1
Riaai −
n−1∑
i,j=1
Rijji +Rnn.
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Segue da equac¸a˜o (1.18) que,
2Rnn =
n−1∑
i=1
(Ri11i + · · ·+Rinni)−
n−1∑
i,j=1
(Rijji −BiiBjj +BijBij) +Rnn
=
n−1∑
i=1
Ri11i + · · ·+
n−1∑
i=1
Rinni −
n−1∑
i,j=1
Rijji +
n−1∑
i,j=1
BiiBjj −
n−1∑
i,j=1
BijBij +
n∑
a=1
Ranna
=
n∑
a=1
Raa −
n∑
a=1
Rnaan −Rg + |HΣ|2 − |B|2 +
n∑
a=1
Rnaan
= Rg −Rg + |HΣ|2 − |B|2.
Consequentemente,
2Ricg(ν, ν) +Rg + |B|2 = Rg + |HΣ|2.
Teorema 1.11. Se Σ e´ uma superf´ıcie mı´nima esta´vel fechada de 2-lados imersa em uma 3-
variedade Riemanniana (M, g) com curvatura escalar positiva, enta˜o ou Σ e´ homeomorfa a esfera
S2 ou Σ e´ homeomorfa ao plano projetivo RP2.
Demonstrac¸a˜o. Desde que Σ e´ de 2-lados, podemos escrever o operador de estabilidade de Σ da
seguinte forma
L(f) = ∆Σf + (|B|2 +Ric(N,N))f,
onde N e´ um campo normal unita´rio globalmente definido em Σ. Desde que Σ e´ esta´vel temos que∫
Σ
(|B|2 +Ric(N,N))f2dσg ≤
∫
Σ
|∇Σf |2dσg,
para toda func¸a˜o f ∈ C∞(Σ).
Em particular, se f ≡ 1 temos ∫
Σ
(|B|2 +Ric(N,N))dσg ≤ 0. (1.19)
Pelo Teorema 1.10 temos que∫
Σ
(|B|2 +Ric(N,N))dσg = 1
2
∫
Σ
(|B|2 − 2KΣ +Rg)dσg.
Segue de (1.19) que ∫
Σ
(|B|2 +Rg)dσg ≤
∫
Σ
KΣdσg.
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Desde que Rg > 0, pelo Teorema de Gauss-Bonnet temos
0 <
∫
Σ
(|B|2 +Rg)dσg ≤ 2piχ(Σ).
Assim, temos que a caracter´ıstica de Euler de Σ e´ positiva. Segue do teorema de classificac¸a˜o
de superf´ıcies que ou Σ e´ homeomorfa a esfera S2 ou Σ e´ homeomorfa ao plano projetivo RP2.
Exemplo 1.16. Como a curvatura escalar da esfera S3 e´ positiva, pelo Teorema 1.11 conclu´ımos
que o toro de Clifford T2 imerso em S3 e´ insta´vel.
Seja f : Σ → M uma imersa˜o suave mı´nima de uma superf´ıcie compacta de dois lados Σ em
uma variedade tridimensional M . Considere φ : (−ε, ε)×Σ→M uma variac¸a˜o suave de f . Denote
por Σt = {φ(t, x);x ∈ Σ} as superf´ıcies da variac¸a˜o φ, N(t) um campo normal unita´rio cont´ınuo
globalmente definido em Σt e H(t) a curvatura me´dia de Σt com respeito a N(t).
Teorema 1.12. Seja ρ(t) = ρ(t, x) =
〈
∂φ
∂t (t, x), N(t)
〉
. Enta˜o
d
dt
H(t) = LΣt(ρ(t)),
onde LΣt e´ o operador de estabilidade de Σt.
Demonstrac¸a˜o. Ver [20], Teorema 3.2.
Para mais detalhes sobre o conteu´do desta sec¸a˜o ver [12].
1.9 Existeˆncia de Superf´ıcies Minimizando A´rea em Classes de
Isotopia
Seja (M3, g) uma variedade Riemanniana compacta tridimensional e Σ ⊂M uma superf´ıcies com-
pacta mergulhada.
Dizemos que uma superf´ıcie compacta Σ˜ mergulhada em M e´ homoto´pica a Σ se existe uma
aplicac¸a˜o suave φ : [0, 1]×M → M tal que φ(1,Σ) = Σ˜ e φ(0, .) = IdM . Se ale´m disso, para todo
t ∈ [0, 1] fixo, a aplicac¸a˜o φt = φ(t, .) : Σ→M for um mergulho dizemos que Σ˜ e´ isoto´pica a Σ.
A classe de isotopia de Σ, denotada por I(Σ), e´ definida como
I(Σ) = {Σ˜ : Σ˜ e´ isoto´pica a Σ}.
Definic¸a˜o 1.14. Uma superf´ıcie compacta de 2-lados mergulhada em uma variedade Riemanniana
tridimensional (M, g) e´ localmente de menor a´rea desde que em alguma vizinhanc¸a normal V de Σ
em M , |Σ|g ≤ |Σ′|g para toda superf´ıcie Σ′ isoto´pica a Σ em V , onde | . |g denota o funcional a´rea
em relac¸a˜o a me´trica g. Se a desigualdade e´ estrita para Σ′ 6= Σ, dizemos que Σ e´ estritamente
localmente de menor a´rea.
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Uma variedade tridimensional M e´ dita irredut´ıvel se toda esfera bidimensional mergulhada em
M limita uma bola tridimensional mergulhada em M , e e´ dita RP2-irredut´ıvel se e´ irredut´ıvel e
na˜o conte´m um plano projetivo de 2-lados mergulhado. Pode-se mostrar que se o recobrimento
universal de uma variedade tridimensional M e´ irredut´ıvel enta˜o M e´ irredut´ıvel. Uma esfera
bidimensional mergulhada em uma variedade tridimensional e´ incompress´ıvel em M se na˜o limita
uma bola tridimensional mergulhada em M . Uma superf´ıcie mergulhada Σ ⊂ M diferente de
uma esfera bidimensional e´ dita incompress´ıvel em M se sempre que D for um disco bidimensional
mergulhado em M tal que D ∩ Σ = ∂D, enta˜o ∂D limita um disco bidimensional mergulhado
em Σ. Pode-se mostrar que uma superf´ıcie mergulhada de 2-lados diferente de uma 2-esfera e´
incompress´ıvel se, e somente se, a aplicac¸a˜o induzida pela inclusa˜o sobre os grupos fundamentais e´
injetiva.
O teorema a seguir nos da´ condic¸o˜es sobre a variedade M e a superf´ıcie mergulhada Σ ⊂ M ,
que garantem a existeˆncia de uma superf´ıcie mergulhada que minimiza a´rea na classe de isotopia
de Σ.
Teorema 1.13 (J. Hass, P. Scott). Seja (M, g) uma variedade Riemanniana fechada trdimensi-
onal RP2-irredut´ıvel e que na˜o conte´m uma superf´ıcie compacta de 1-lado mergulhada. Se Σ e´
uma superf´ıcie fechada de 2-lados incompress´ıvel mergulhada em M , enta˜o existe uma superf´ıcie
mergulhada Σ˜ ∈ I(Σ) tal que
|Σ˜|g = inf
Σ′∈I(Σ)
|Σ′|g.
Demonstrac¸a˜o. Ver Teorema 5.1 em [17].
O teorema acima e´ verdadeiro quando ∂M 6= ∅. Neste caso devemos assumir que a curvatura
me´dia na fronteira de M com respeito a normal para fora de ∂M e´ sempre na˜o-negativa (Ver sec¸a˜o
6 em [17]).
Para mais detalhes sobre o conteu´do desta sec¸a˜o ver [17] (ver tambe´m [26]).
1.10 Espac¸os de Recobrimento
Nesta sec¸a˜o citaremos algumas definic¸o˜es e resultados da topologia alge´brica, mais especificamente,
da teoria de espac¸os de recobrimento, que sera˜o u´teis para melhor entendimento deste trabalho. O
material desta sec¸a˜o pode ser encontrado em [10], [18] e [21].
Seja X um espac¸o topolo´gico. Um recobrimento para X e´ um espac¸o topolo´gico X˜ junto com
uma aplicac¸a˜o cont´ınua sobrejetiva pi : X˜ → X, tal que para todo x ∈ X, existe uma vizinhanc¸a U
de x em X, tal que a imagem inversa
pi−1(U) =
⋃
i∈Γ
Vi,
e´ a unia˜o disjunta de abertos em X˜, onde pi restrita a cada um desses abertos Vi e´ um homeomorfismo
sobre U . A aplicac¸a˜o pi e´ chamada de aplicac¸a˜o de recobrimento, o conjunto X e´ chamado de espac¸o
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base, X˜ de espac¸o total e os abertos Vi de folhas do recobrimento. Se X˜ for simplesmente conexo
dizemos que este e´ o recobrimento universal de X.
Todo espac¸o topolo´gico conexo por caminhos possui um recobrimento universal, ale´m disso, este
e´ u´nico a menos de homeomorfismos.
Exemplo 1.17. A esfera Sn e´ o recobrimento universal do espac¸o projetivo n-dimensional RPn,
o espac¸o euclidiano Rn e´ o recobrimento universal do toro Tn e a reta real R e´ o recobrimento
universal do c´ırculo S1.
Observac¸a˜o 1.1. Se estivermos trabalhando com uma variedade diferencia´vel que, em particular, e´
um espac¸o topolo´gico, o seu recobrimento tambe´m sera´ uma variedade diferencia´vel e sua aplicac¸a˜o
de recobrimento sera´ um difeomorfismo restrita as folhas.
Pode-se mostrar que se pi : X˜ → X e´ uma aplicac¸a˜o de recobrimento e X˜ e´ compacto, enta˜o X e´
compacto e e´ coberto por um nu´mero finito de folhas. Neste caso, dizemos que X˜ e´ o recobrimento
de X por n− folhas e temos que
χ(X˜) = nχ(X),
onde χ(X˜) e χ(X) denota a caracter´ıstica de Euler de X˜ e X, respectivamente.
Teorema 1.14. Sejam (M, g) e (N,h) variedades Riemannianas e f : M → N uma isometria
local. Se M e´ completa, enta˜o f e´ uma aplicac¸a˜o de recobrimento e N e´ completa.
Se pi : X˜ → X e´ uma aplicac¸a˜o de recobrimento e ϕ : Y → X e´ uma aplicac¸a˜o cont´ınua entre
os espac¸os topolo´gicos Y e X, um levantamento de ϕ e´ uma aplicac¸a˜o cont´ınua ϕ˜ : Y → X˜ tal que
pi ◦ ϕ˜ = ϕ.
X˜
pi

Y ϕ
//
ϕ˜
??
X
Teorema 1.15. Seja pi : X˜ → X uma aplicac¸a˜o de recobrimento. Suponha que Y e´ um espac¸o
topolo´gico conexo, ϕ : Y → X uma aplicac¸a˜o cont´ınua e ϕ˜1, ϕ˜2 : Y → X˜ levantamentos de ϕ tal
que ϕ˜1(x) = ϕ˜2(x) para algum x ∈ Y . Enta˜o ϕ˜1 e´ identicamente igual a ϕ˜2.
Proposic¸a˜o 1.6. Seja pi : X˜ → X uma aplicac¸a˜o de recobrimento. Se α : [0, 1]→ X e´ uma curva
em X tal que α(0) = x, x ∈ X. Enta˜o para cada x˜ pertencente a fibra pi−1({x}), existe um u´nico
levantamento α˜ : [0, 1]→ X˜ de α tal que α˜(0) = x˜.
Suponha que pi : X˜ → X e´ uma aplicac¸a˜o de recobrimento. Uma transformac¸a˜o deck do
recobrimento X˜ e´ um homeomorfismo F : X˜ → X˜ tal que pi ◦ F = pi. Denotaremos por G(X˜)
o conjunto de todas as transformac¸o˜es deck do recobrimento X˜, este forma um grupo com a
operac¸a˜o de composic¸a˜o. Pela propriedade de unicidade de um levantamento (Teorema 1.15), uma
transformac¸a˜o deck fica unicamente determinada se soubermos seu valor em um ponto de X˜.
Suponha que pi : X˜ → X e´ uma aplicac¸a˜o de recobrimento e x ∈ X. Existe uma ac¸a˜o do
grupo fundamental pi1(X,x) sobre a fibra pi
−1(x). Seguiremos descrevendo esta ac¸a˜o. Considere
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[α] ∈ pi1(X,x), temos que para cada x˜ ∈ pi−1(x) existe um u´nico levantamento α˜ : [0, 1]→ X˜ de α
tal que α˜(0) = x˜. Definimos a ac¸a˜o da classe de homotopia [α] em x˜ por
[α].x˜ = α˜(1).
Observe que esta definic¸a˜o na˜o depende da escolha feita, a saber, se ao inve´s de α usa´ssemos
uma curva homoto´pica, o resultado desta ac¸a˜o seria o mesmo. Sabemos que existe uma u´nica
transformac¸a˜o deck ϕα : X˜ → X˜ tal que ϕα(x˜) = [α].x˜. Isso nos induz a definir uma aplicac¸a˜o
[α] 7→ ϕα do grupo pi1(X,x) em G(X˜). Pode-se mostrar que se X˜ e´ o recobrimento universal de X,
enta˜o a aplicac¸a˜o [α] 7→ ϕα e´ um isomorfismo (Ver [21], cap´ıtulo 12).
Teorema 1.16. Se X˜ e´ o recobrimento universal de M , enta˜o X˜/G(X˜) e´ homeomorfo a X.
1.11 Princ´ıpios do Ma´ximo
Nesta sec¸a˜o enunciaremos os princ´ıpios do ma´ximo que utilizaremos neste trabalho.
Seja Ω ⊂ Rn um conjunto aberto e conexo. Considere um operador linear diferencial A em Ω
de segunda ordem da seguinte forma.
A =
n∑
i,j=1
aij(x)
∂
∂xi∂xj
+
n∑
i=1
bi(x)
∂
∂xi
+ c(x).
Suponha que a matriz aij(x) e´ sime´trica para todo x ∈ Ω e A e´ um operador uniformemente
el´ıptico, isto e´, existe uma constante λ > 0 tal que
n∑
i,j=1
aijηiηj ≥ λ|η|2, ∀x ∈ Ω,∀η ∈ Rn.
Ale´m disso, vamos supor tambe´m que existe uma contante C > 0 tal que
|aij(x)|, |bj(x)|, |c(x)| ≤ C,∀x ∈ Ω.
Teorema 1.17 (Princ´ıpio do Ma´ximo de Hopf). Seja Ω ⊂ Rn um conjunto aberto conexo e A um
operador diferencial linear em Ω de segunda ordem tal que c(x) ≤ 0. Suponha u ∈ C2(Ω) ∩ C0(Ω)
satisfazendo A(u) ≥ 0. Se u atinge seu ma´ximo M ≥ 0 em Ω, enta˜o u e´ constante igual a M em
Ω. Caso contra´rio, se u(x0) = M em x0 ∈ ∂Ω e M ≥ 0, enta˜o a derivada normal para fora, se esta
existe, satisfaz
∂u
∂ν
(x0) > 0, desde que x0 pertenc¸a a fronteira de uma bola contida em Ω. Ale´m
disso, se c(x) ≡ 0, as mesmas concluso˜es sa˜o va´lidas para um ma´ximo M < 0.
Demonstrac¸a˜o. Ver [30], pa´gina 44.
Daremos a seguir uma versa˜o do Princ´ıpio do Ma´ximo Forte para variedade Riemannianas.
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Teorema 1.18 (Princ´ıpio do Ma´ximo Forte I). Sejam (M, g) uma variedade Riemanniana conexa,
h uma func¸a˜o suave na˜o negativa e u ∈ C2(M) satisfazendo
(−∆g + h)u ≥ 0.
Se u atinge seu mı´nimo m ≤ 0, enta˜o u e´ constante sobre M .
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Cap´ıtulo 2
Superf´ıcies Hiperbo´licas
Nesta sec¸a˜o vamos expor os resultados obtidos em [28]. O principal objetivo de demonstrar o
seguinte teorema:
Teorema 2.1. Seja (M, g) uma variedade Riemanniana tridimensional com curvatura escalar Rg ≥
−2. Se Σ ⊂M e´ uma superf´ıcie fechada orienta´vel de 2-lados mergulhada de geˆnero g(Σ) ≥ 2 que
e´ localmente de menor a´rea, enta˜o
|Σ|g ≥ 4pi(g(Σ)− 1) = −2piχ(Σ), (2.1)
onde |Σ|g e´ a a´rea de Σ com respeito a` me´trica induzida. Ale´m disso, se vale a igualdade, enta˜o Σ
tem uma vizinhanc¸a isome´trica ao cilindro ((−ε, ε)×Σ, dt2 + gΣ), onde ε > 0 e gΣ e´ a me´trica em
Σ que possui curvatura Gaussiana constante igual a −1. Mais precisamente, a isometria e´ dada
por f(t, x) = expx(tN(x)), (t, x) ∈ (−ε, ε) × Σ, onde N e´ um campo normal unita´rio cont´ınuo
globalmente definido em Σ.
Iniciaremos a demonstrac¸a˜o do Teorema 2.1 provando a desigualdade (2.1). Segue do fato de Σ
minimizar a´rea localmente que Σ e´ uma superf´ıcie mı´nima esta´vel. Com isso, a desigualdade (2.1)
segue essencialmente da Segunda Fo´rmula de Variac¸a˜o de A´rea e do Teorema de Gauss-Bonnet.
Para caracterizar as superf´ıcies satisfazendo a igualdade em (2.1), usaremos o Teorema da Func¸a˜o
Impl´ıcita para construir uma famı´lia a 1-paraˆmetro de superf´ıcies mergulhadas todas homeomorfas
a Σ e com curvatura me´dia constante. Em seguida usaremos o Princ´ıpio do Ma´ximo de Hopf e a
soluc¸a˜o do Problema de Yamabe para variedades com fronteira para mostrar que essas superf´ıcies
tem todas a mesma a´rea que Σ, em particular, que todas elas sa˜o superf´ıcies mı´nimas em M .
Por fim, construiremos uma isometria local entre o cilindro ((−ε, ε) × Σ, dt2 + gΣ) e a variedade
Riemanniana (M, g), para algum nu´mero real ε positivo.
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2.1 Prova da Desigualdade
Seja N um campo normal unita´rio cont´ınuo globalmente definido em Σ. Como Σ minimiza a´rea
localmente, esta˜o Σ e´ uma superf´ıcie mı´nima esta´vel. Segue da condic¸a˜o de estabilidade que∫
Σ
(Ric(N,N) + |B|2)φ2dσ ≤
∫
Σ
|∇gφ|2dσ, ∀φ ∈ C∞(Σ),
onde B e dσ denotam a segunda forma fundamental e o elemento de a´rea de Σ, respectivamente.
Em particular, escolhendo φ = 1, obtemos∫
Σ
(Ric(N,N) + |B|2)dσ ≤ 0. (2.2)
Agora, do Teorema 1.10 temos
Ric(N,N) =
1
2
Rg −KΣ − 1
2
|B|2, (2.3)
onde KΣ denota a curvatura Gaussiana de Σ.
Somando |B|2 em ambos os lados da igualdade (2.3) obtemos
Ric(N,N) + |B|2 = 1
2
Rg −KΣ + 1
2
|B|2.
Da´ı, por (2.2) ∫
Σ
(
1
2
Rg −KΣ + 1
2
|B|2
)
dσ ≤ 0.
O que implica que
1
2
∫
Σ
(Rg + |B|2)dσ ≤
∫
Σ
KΣdσ.
Como Rg ≥ −2 e |B|2 ≥ 0, temos
−
∫
Σ
dσ ≤
∫
Σ
KΣdσ.
Pelo Teorema de Gauss-Bonnet
−|Σ|g ≤ 2piχ(Σ),
onde χ(Σ) denota a caracter´ıstica de Euler de Σ. Como
χ(Σ) = 2− 2g(Σ),
onde g(Σ) e´ o geˆnero de Σ, enta˜o
|Σ|g ≥ 4pi(g(Σ)− 1).
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2.2 Caso Igualdade
Proposic¸a˜o 2.1. Se Σ satisfaz a igualdade em (2.1), enta˜o Σ e´ totalmente geode´sica. Ale´m disso,
Ric(N,N) = 0 e Rg = −2 em Σ e a curvatura Gaussiana da me´trica gΣ e´ igual a −1.
Demonstrac¸a˜o. Pelo Teorema 1.10 temos que
Ric(N,N) + |B|2 = 1
2
Rg −KΣ + 1
2
|B|2.
Como Rg ≥ −2 temos que
Ric(N,N) + |B|2 ≥ −1−KΣ + 1
2
|B|2.
O que implica que∫
Σ
(Ric(N,N) + |B|2)dσ ≥ −
∫
Σ
dσ −
∫
Σ
KΣdσ +
1
2
∫
Σ
|B|2dσ
≥ −
∫
Σ
dσ −
∫
Σ
KΣdσ.
Pelo Teorema de Gauss-Bonnet e pela igualdade em (2.1) temos que∫
Σ
(Ric(N,N) + |B|2)dσ ≥ 0.
Por outro lado, pela condic¸a˜o de estabilidade,∫
Σ
(Ric(N,N) + |B|2)dσ ≤ 0.
Segue que ∫
Σ
(Ric(N,N) + |B|2)dσ = 0 (2.4)
Considere o operador de estabilidade L(φ) = ∆Σφ+(|B|2+Ric(N,N))φ. Seu primeiro autovalor
e´ dado por
λ1 = inf
{∫
Σ
(|∇gφ|2 − (Ric(N,N) + |B|2)φ2)dσ;
∫
Σ
φ2dσ = 1
}
.
Desde que Σ e´ esta´vel temos que λ1 ≥ 0. Note que a func¸a˜o constante ϕ ≡ 1√|Σ|g e´ tal que∫
Σ
ϕ2dσ = 1 e
∫
Σ
|∇gϕ|2dσ = 0.
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Ale´m disso, por (2.4)∫
Σ
(|∇gϕ|2 − (Ric(N,N) + |B|2)ϕ2)dσ = − 1|Σ|g
∫
Σ
(Ric(N,N) + |B|2)dσ = 0.
Segue que λ1 = 0. Assim, L(ϕ) = 0, o que implica que Ric(N,N) + |B|2 = 0 em pontos de Σ.
Como Rg ≥ −2, pelo Teorema 1.10 temos que |B|2 ≤ 2 + 2KΣ, da´ı, pelo Teorema de Gauss-Bonnet
obtemos que ∫
Σ
|B|2dσg ≤ 2|Σ|g + 4piχ(Σ).
Desde que e´ va´lida a igualdade em (2.1) conclu´ımos que∫
Σ
|B|2dσg = 0.
Segue que B ≡ 0. Consequentemente, Σ e´ totalmente geode´sica e Ric(N,N) = 0 em pontos
de Σ. Com isso, pelo Teorema 1.10 temos que KΣ =
1
2Rg ≥ −1, o que implica que KΣ + 1 ≥ 0.
Pela igualdade em (2.1) e o Teorema de Gauss-Bonnet temos que
∫
Σ(KΣ + 1)dσ = 0. Portanto,
KΣ = −1 em Σ.
Proposic¸a˜o 2.2. Se Σ satisfaz a igualdade em (2.1), enta˜o existe ε > 0 e uma famı´lia suave
Σt ⊂M , com t ∈ (−ε, ε), de superf´ıcies compactas mergulhadas satisfazendo:
• Σt = {expx(w(t, x)N(x)) : x ∈ Σ}, onde w : (−ε, ε)× Σ→ R e´ uma func¸a˜o suave tal que
w(0, x) = 0,
∂w
∂t
(0, x) = 1 e
∫
Σ
(w(t, .)− t)dσ = 0.
• Σt tem curvatura me´dia constante para todo t ∈ (−ε, ε).
Demonstrac¸a˜o. Da Proposic¸a˜o 2.1, temos que o operador de estabilidade de Σ e´ LΣ = ∆Σ. Fixe
α ∈ (0, 1) e considere os espac¸os X = {u ∈ C2,α(Σ); ∫Σ udσ = 0} e Y = {u ∈ C0,α(Σ); ∫Σ udσ = 0}.
Note que X e Y sa˜o fechados em C2,α(Σ) e C0,α(Σ), respectivamente, logo sa˜o espac¸os de Banach.
Para cada func¸a˜o u : Σ→ R, defina ϕu : Σ→M por
ϕu(x) = expx(u(x)N(x)),
onde N e´ um campo normal unita´rio definido ao longo de Σ. Chame Σu = ϕu(Σ). Escolha ε, δ > 0,
tais que ϕu+t com u ∈ B(0, δ) = {v ∈ X; ||v||C2,α(Σ) < δ} e t ∈ (−ε, ε) seja um difeomorfismo.
Com essa escolha, Σu+t e´ uma superf´ıcie compacta mergulhada de classe C
2,α. Denote por Hu+t a
curvatura me´dia de Σu+t.
Defina F : (−ε, ε)×B(0, δ)→ Y por
F (t, u) = Hu+t − 1|Σ|g
∫
Σ
Hu+tdσ.
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Note que F esta´ bem definida, pois∫
Σ
F (t, u)dσ =
∫
Σ
Hu+tdσ − |Σ|g|Σ|g
∫
Σ
Hu+tdσ = 0.
Note ainda que F (0, 0) = 0, pois H0 e´ a curvatura me´dia de Σ que e´ mı´mima. Tome v ∈ X e
veja que
DF(0.0)(0, v) =
dF
ds
∣∣∣∣
s=0
(0, sv)
=
d
ds
∣∣∣∣
s=0
Hsv − 1|Σ|g
∫
Σ
d
ds
∣∣∣∣
s=0
Hsvdσ.
Pelo Teorema 1.12 e pelo Teorema da Divergeˆncia, temos
DF(0.0)(0, v) = LΣ(v)−
1
|Σ|g
∫
Σ
LΣ(v)dσ
= ∆Σv − 1|Σ|g
∫
Σ
∆Σvdσ
= ∆Σv.
Afirmac¸a˜o 2.1. O operador ∆Σ : X → Y e´ um isomorfismo.
Injetividade: Sejam f, f¯ ∈ X e suponha que ∆Σf = ∆Σf¯ . fac¸a h = f − f¯ e note que como
Σ e´ compacta, existe m ∈ R tal que m ≤ h(x) para todo x ∈ Σ. Como ∫Σ hdσg = 0 temos que
m|Σ|g ≤ 0. Segue que h atinge mı´nimos m ≤ 0, pelo Princ´ıpio do Ma´ximo Forte h e´ constante.
Como
∫
Σ hdσg = 0 conclu´ımos que h = 0 e portanto f = f¯ .
Sobrejetividade: Considere f ∈ Y . Assim, existe u ∈ H1(Σ) soluc¸a˜o fraca de ∆u = f com∫
Σ udσg = 0. Como f ∈ Y ⊆ C0,α(Σ), segue do Teorema de Regularidade El´ıptica Global que
u ∈ X ⊆ C2,α(Σ).
Pela Afirmac¸a˜o 2.1 temo que DF(0,0) e´ isomorfismo de X em Y . Como F (0, 0) = 0, pelo
Teorema da Func¸a˜o Impl´ıcita, existe ε1 < ε e uma func¸a˜o u : (−ε1, ε1)→ B(0, δ) tal que
u(0) = u(0, .) = 0 e F (t, u(t, .)) = 0, ∀t ∈ (−ε1, ε1).
Defina w(t, .) = u(t, .) + t, onde t ∈ (−ε1, ε1). Note que como F (t, u(t, .)) = 0, a superf´ıcie Σt =
ϕw(t,.)(Σ) tem curvatura me´dia constante para todo t ∈ (−ε1, ε1). Ale´m disso, w(0, x) = u(0, x) = 0
e como u(t, .) ∈ B(0, δ) temos ∫
Σ
(w(t, .)− t)dσ =
∫
Σ
u(t, .)dσ = 0.
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Defina φ : (−ε1, ε1)× Σ→M por
φ(t, x) = expx(w(t, x)N(x)). (2.5)
Como w(0, x) = 0, enta˜o
∂φ
∂t
(0, x) =
∂w
∂t
(0, x)N(x), ∀x ∈ Σ. (2.6)
Agora observe que como F (t, u(t, .)) = 0 para todo t ∈ (−ε1, ε1), temos
Hw(t,.) −
1
|Σ|g
∫
Σ
Hw(t,.)dσ = 0.
O que implica que
∂
∂t
∣∣∣∣
t=0
Hw(t,.) −
1
|Σ|g
∫
Σ
∂
∂t
∣∣∣∣
t=0
Hw(t,.)dσ = 0.
Pelo Teorema 1.12 temos
∆Σ
(
∂w
∂t
(0, .)
)
− 1|Σ|g
∫
Σ
∆Σ
(
∂w
∂t
(0, .)
)
dσ = 0.
Assim
∆Σ
(
∂w
∂t
(0, .)
)
= 0.
O que implica que ∫
Σ
∂w
∂t
(0, .)∆Σ
(
∂w
∂t
(0, .)
)
dσ = 0.
Por outro lado, pela Primeira Identidade de Green∫
Σ
∂w
∂t
(0, .)∆Σ
(
∂w
∂t
(0, .)
)
dσ = −
∫
Σ
∣∣∣∣∇Σ(∂w∂t (0, .)
)∣∣∣∣2 dσ.
Segue que ∫
Σ
∣∣∣∣∇Σ(∂w∂t (0, .)
)∣∣∣∣2 dσ = 0,
e enta˜o
∇Σ
(
∂w
∂t
(0, .)
)
= 0.
Logo
∂w
∂t
(0, .) e´ constante. Agora, como
∫
Σ(w(t, .)− t)dσ = 0, temos∫
Σ
(
∂w
∂t
(t, .)− 1
)
dσ = 0.
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O que implica que ∫
Σ
∂w
∂t
(t, .)dσ = |Σ|g.
Como
∂w
∂t
(0, .) e´ constante, obtemos que
∂w
∂t
(0, .) = 1.
Vamos considerar a func¸a˜o φ : (−ε1, ε1)×Σ→M definida em (2.5) por φ(t, x) = expx(w(t, x)N(x)).
A famı´lia Σt = φt(Σ) dada pela Proposic¸a˜o 2.2 tem curvatura me´dia constante para todo t ∈
(−ε1, ε1). Seja H(t) a curvatura me´dia de Σt, e considere ~H(t) = −H(t)Nt, onde Nt e´ um campo
normal globalmente definido em Σt. Defina para cada t ∈ (−ε1, ε1) a func¸a˜o ρt : Σ→ R por
ρt(x) =
〈
Nt(x),
∂φ
∂t
(t, x)
〉
. (2.7)
Pela Proposic¸a˜o 2.2 temos que ∂w∂t (0, .) = 1, assim, por (2.6) obtemos que
∂φ
∂t (0, x) = N(x),
consequentemente, ρ0(x) = 1, ∀x ∈ Σ. Pela continuidade de ρt podemos encontrar um nu´mero real
positivo ε2 < ε1 tal que ρt(x) > 0, ∀x ∈ Σ e ∀t ∈ (−ε2, ε2).
Proposic¸a˜o 2.3. Existe 0 < ε3 < ε1, tal que H(t) ≤ 0, para todo t ∈ [0, ε3).
Demonstrac¸a˜o. Suponha por contradic¸a˜o que existe (εk) sequeˆncia de nu´meros reias positivos com
lim
k→+∞
εk = 0, tal que, H(εk) > 0 para todo k ∈ N. Considere (Vk, gk), onde Vk = [0, εk] × Σ e gk
me´trica em Vk obtida a partir do pullback de g por φk = φ
∣∣
Vk
. Assim, (Vk, gk) e´ uma variedade
compacta de dimensa˜o 3 com bordo e
∂Vk = ({0} × Σ) ∪ ({εk} × Σ) = Σ ∪ Σεk .
Note que
• A variedade Riemanniana (Vk, gk) e´ isome´trica a (φk(Vk), g). Assim como {0} × Σ ⊂ Vk e
Σ ⊂ φk(Vk) sa˜o isome´tricas temos que
|Σ|gk = |Σ|g = 4pi(g(Σ)− 1).
• Como φk e´ um difeomorfismo local, temos que (Vk, gk) e´ localmente isome´trica a (M, g).
Disto, e do fato que Rg ≥ −2 segue que Rgk ≥ −2.
• Denote por H∂Vk a curvatura me´dia da fronteira em relac¸a˜o a normal para fora. Como
∂Vk = Σ∪Σεk , enta˜o os pontos de ∂Vk que pertencem a Σ tem curvatura me´dia zero e os que
pertencem a Σεk tem curvatura me´dia constante positiva. Segue que H∂Vk ≥ 0.
Afirmac¸a˜o 2.2. Para k suficientemente grande, o Quociente de Sobolev Q de Vk e´ tal que, Q(Vk) <
0. Em particular, Q(Vk) < Q(S3+).
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Como Rg = −2 em Σ e a func¸a˜o curvatura escalar e´ cont´ınua, podemos considerar −2 ≤ Rgk ≤
−1, para k suficientemente grande. Escolha ϕ ≡ 1 e note que
Qgk(1) =
1
8
∫
Vk
Rgkdvgk +
1
4
∫
∂Vk
H∂Vkdσgk
V olgk(Vk)
1
3
.
Como ∂Vk = Σ ∪ Σεk , segue que H∂Vk = 0 em Σ. Assim
Qgk(1) =
1
8
∫
Vk
Rgkdvgk +
1
4
H(εk)
∫
Σεk
dσgk
V olgk(Vk)
1
3
≤
−18
∫
Vk
dvgk +
1
4
H(εk)|Σεk |gk
V olgk(Vk)
1
3
.
Consequentemente
Qgk(1) ≤
−18V ol(Vk) + 14H(εk)|Σεk |gk
V olgk(Vk)
1
3
. (2.8)
Vimos que ∂φ∂t (0, x) =
∂w
∂t (0, x)N(x) = N(x) para todo x ∈ Σ. Assim ρ0(x) = 〈N(x), N(x)〉 = 1.
Segue da Proposic¸a˜o 1.12 que H ′(0) = LΣ(ρ0) = 0. Fazendo a expansa˜o de H : [0, ε1) → R em
se´rie de Taylor, obtemos que H(t) = H(0) +H ′(0)t+O(t2), o que implica que H(εk) = O(ε2k), pois
H(0) = 0.
Considere V (t) = [0, t]× Σ e gt = φ|∗V (t) g. Note que
V ol(V (t), gt) =
∫
[0,t]×Σ
dvgt
=
∫
[0,t]×Σ
φ|∗V (t) (dvg.
Como o espac¸o das 3-formas em Vk tem dimensa˜o 1, φ|∗V (t) (dvg) e ds ∧ dσ diferem por uma
func¸a˜o h : [0, t]× Σ→ R, ou seja
φ|∗V (t) (dvg) = h(s, x)ds ∧ dσ.
Vamos encontrar uma expressa˜o para h. Para isso, considere {e1, e2} um referencial ortonormal
positivo em Σ e veja que
φ|∗V (t) (dvg)
(
∂
∂s
, e1, e2
)
= h(s, x)(ds ∧ dσ)
(
∂
∂s
, e1, e2
)
.
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O que implica que,
dvg
(
∂φ
∂s
(s, x), Dφ(s, x)(e1), Dφ(s, x)(e2)
)
= h(s, x)ds
(
∂
∂s
)
dσ(e1, e2).
Segue que,
h(s, x) = dvg
(
∂φ
∂s
(s, x), Dφ(s, x)(e1), Dφ(s, x)(e2)
)
.
Da´ı,
V ol(V (t), gt) =
∫
[0,t]×Σ
h(s, x)ds ∧ dσ
=
∫ t
0
∫
Σ
h(s, x)ds ∧ dσ.
Pelo Teorema Fundamental do Ca´lculo, temos
d
dt
V ol(V (t)) =
∫
Σ
h(t, x)dσ. (2.9)
Lembre-se que ∂φ∂s (0, x) = N(x), e da´ı
h(0, x) = dvg(N(x), Dφ(0, x)(e1), Dφ(0, x)(e2)).
Observe que {N(x), Dφ(0, x)(e1), Dφ(0, x)(e2)} e´ um referencial ortonormal positivo, o que
implica que h(0, x) = 1. Com isso e pela igualdade (2.9) obtemos
d
dt
∣∣∣∣
t=0
V ol(V (t)) =
∫
Σ
h(0, x)dσ =
∫
Σ
dσ
= |Σ|g = |Σ|gk .
Fazendo a expansa˜o em se´rie de Taylor da func¸a˜o real que associa a cada t o volume de V (t)
obtemos
V ol(V (t)) = V ol(V (0)) + t
d
dt
∣∣∣∣
t=0
V ol(V (t)) +O(t2).
Observe que V (0) = Σ e esta tem medida 3-dimensional nula. Assim
V ol(Vk) = εk|Σ|gk +O(ε2k). (2.10)
Assim, comoH(εk) = O(ε
2
k), segue de (2.8) e (2.10) queQgk(1) < 0. Lembremos que o Quociente
de Sobolev de Vk e´ definido por
Q(Vk) = inf{Qgk(φ);φ ∈ C1(Vk), φ 6= 0}.
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Consequentemente Q(Vk) ≤ Qgk(φ) para toda func¸a˜o na˜o-nula φ ∈ C1(Vk), em particular,
Q(Vk) ≤ Qgk(1). Segue que Q(Vk) ≤ Qgk(1) < 0 para k suficientemente grande. Logo, Q(Vk) <
Q(S3+).
Decorre da soluc¸a˜o do problema de Yamabe para variedades Riemannianas compactas com
fronteira de dimensa˜o n ≥ 3 que existe u ∈ C∞(Vk) positiva tal que a curvatura escalar da me´trica
g¯ = u4gk e´ constante negativa e o bordo e´ uma superf´ıcie mı´nima, ou seja,
Rg¯ = C < 0, C ∈ R e Hg¯ = 0 em ∂Vk.
Fac¸a f = 2 log u e note que g¯ = e2fgk. Pela Proposic¸a˜o 1.5 temos
Rg¯ = e
−2f (Rg − 4∆gf − 2|∇gf |2).
Multiplicando a me´trica g¯ pela constante −C2 > 0 temos que a me´trica obtida tem curvatura
escalar igual a −2. Assim podemos supor Rg¯ = C = −2. Assim, u e´ soluc¸a˜o de
∆gku −
1
8
Rgku −
1
4
u5 = 0 em Vk
∂u
∂η
+
1
4
uH∂Vk = 0 em ∂Vk
onde η e´ a normal para fora da fronteira de Vk. Note que como Rgk ≥ −2 temos
∆gku+
1
4
u− 1
4
u5 ≥ 0 em Vk.
Defina v = u− 1 e h = 14(u+ u2 + u3 + u4) e veja que
∆gkv − hv = ∆gku−
(u− 1)
4
(u+ u2 + u3 + u4)
= ∆gku−
1
4
u5 +
1
4
u ≥ 0.
Agora defina o operador linear el´ıptico L¯ : C∞(Vk) → C∞(Vk) por L¯(f) = ∆gkf − hf. Note
que, L¯(v) ≥ 0. Como v ∈ C∞(Vk) e Vk e´ compacto, v assume ma´ximo em algum x0 ∈ Vk. Suponha
v(x0) ≥ 0. Como h > 0 e L¯(v) ≥ 0, pelo Princ´ıpio do Ma´ximo de Hopf: ou v e´ constante ou
x0 ∈ ∂Vk com ∂v∂η (x0) > 0. Note que v na˜o pode ser constante pois se fosse u tambe´m seria, da´ı
ter´ıamos que λH∂Vk = 0, onde λ e´ uma constante positiva, o que implica que H∂Vk = 0, isso na˜o e´
verdade pois ha´ pontos em ∂Vk com curvatura me´dia positiva. Segue que x0 ∈ ∂Vk e ∂v∂η (x0) > 0.
Assim ∂u∂η (x0) > 0, que implica que u(x0)H∂Vk(x0) < 0, o que e´ uma contradic¸a˜o pois u > 0 e
H∂Vk ≥ 0. Logo v(x0) < 0.
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Como v(x) ≤ v(x0) < 0 para todo x ∈ Vk, enta˜o u(x) < 1. Desde que g¯ = u4gk temos
|Σ|g¯ =
∫
Σ
dvg¯
=
∫
Σ
u6dvgk
<
∫
Σ
dvgk = |Σ|gk .
Segue que
|Σ|g¯ < |Σ|gk = 4pi(g(Σ)− 1).
Afirmac¸a˜o 2.3. A superf´ıcie Σ e´ incompress´ıvel em V .
Como Σ e´ de 2-lados diferente de uma 2-esfera (pois Σ tem geˆnero maior ou igual a 2), temos
que ela e´ incompress´ıvel em Vk se, e somente se, a aplicac¸a˜o i# : pi1(Σ) → pi1(Vk) definida por
i#([α]) = [i(α)] e´ injetiva, onde i : Σ → Vk e´ a aplicac¸a˜o inclusa˜o. Faremos a demonstrac¸a˜o desta
afirmac¸a˜o por contradic¸a˜o. Suponha que a aplicac¸a˜o i# na˜o e´ injetiva. Considere [γ], [β] ∈ pi1(Σ)
tais que [γ] 6= [β] e i#([γ]) = i#([β]). Da´ı, as curvas γ(t) = (0, γ(t)) e β(t) = (0, β(t)) em Vk sa˜o
homoto´picas. Considere F uma homotopia entre as curvas γ e β. Note que a aplicac¸a˜o G = pi2 ◦F
e´ uma homotopia entre as curvas γ e β, onde a aplicac¸a˜o pi2 : Vk → Σ e´ a projec¸a˜o no segundo
fator. Mas isso e´ uma contradic¸a˜o, pois [γ] 6= [β]. Logo segue a afirmac¸a˜o.
Afirmac¸a˜o 2.4. Vk na˜o conte´m uma superf´ıcie compacta de 1-lado mergulhada.
De fato, como Σ tem geˆnero maior ou igual a 2, pelo Teorema de Classificac¸a˜o de superf´ıcies
compactas, Σ e´ homeomorfa a soma conexa de n toros, n ≥ 2. Assim, existe um mergulho suave
f : Σ→ R3 de Σ no espac¸o euclidiano tridimensional R3. Defina uma aplicac¸a˜o F : Vk → R3 por
F (t, x) = expf(x)(tN(f(x))),
onde N e´ um campo normal unita´rio cont´ınuo globalmente definido em Σ ⊂ R3. Podemos tomar
k suficientemente grande para que F seja um mergulho suave. Suponha por contradic¸a˜o que Vk
conte´m uma superf´ıcie S mergulhada compacta de 1-lado. Da´ı, como Vk e´ orienta´vel, pelo Teorema
1.9 temos que S e´ na˜o-orienta´vel. Defina a superf´ıcie S = F (S). Observe que S e´ uma superf´ıcie
compacta na˜o-orienta´vel mergulhada em R3. Mas isso e´ uma contradic¸a˜o, pois toda superf´ıcie
compacta mergulhada em R3 e´ orienta´vel. Portanto, segue a afirmac¸a˜o.
Afirmac¸a˜o 2.5. A 3-variedade Vk e´ RP2-irredut´ıvel.
De fato, note que a 3-variedade V˜k = [0, εk] × R2 e´ o recobrimento universal de Vk, pois R2
e´ o recobrimento universal de Σ, ja´ que Σ e´ homeomorfa a soma conexa de n toros, n ≥ 2.
Obviamente, V˜k e´ uma variedade irredut´ıvel. Segue do fato de que se o recobrimento universal de
uma 3-variedade N e´ irredut´ıvel, enta˜o N e´ irredut´ıvel, que a variedade Vk e´ irredut´ıvel. Ale´m
disso, como Σ e´ orienta´vel temos que Vk e´ orienta´vel. Segue do Teorema 1.9 que Vk na˜o conte´m
um plano projetivo de 2-lados mergulhado. Portanto, segue a afirmac¸a˜o.
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Va´lidas as afirmac¸o˜es acima, como Hg¯ = 0 podemos aplicar o Teorema 1.13, que garante a
existeˆncia de uma superf´ıcie Σ¯ ∈ I(Σ) tal que
|Σ¯|g¯ = infI(Σ) |Σ˜|g¯,
onde I(Σ) denota a classe de isotopia de Σ em Vk. Em particular,
|Σ¯|g¯ ≤ |Σ|g¯ < |Σ|gk = 4pi(g(Σ)− 1).
Isso e´ uma contradic¸a˜o, pois como Σ¯ ⊂ M e´ uma superf´ıcie compacta, mergulhada, de dois
lados e g(Σ¯) = g(Σ) ≥ 2, temos que |Σ¯|g¯ ≥ 4pi(g(Σ) − 1) = |Σ|g. Portanto existe 0 < ε3 < ε1 tal
que H(t) ≤ 0 para todo t ∈ [0, ε3).
Proposic¸a˜o 2.4. Se Σ satisfaz a igualdade em (2.1), enta˜o Σ esta´ contida em uma vizinhanc¸a
isome´trica ao cilindro ((−ε, ε) × Σ, dt2 + gΣ), onde ε > 0 e gΣ e´ a me´trica induzida em Σ com
curvatura gaussiana igual a −1.
Demonstrac¸a˜o. Pela Proposic¸a˜o 2.3 H(t) ≤ 0 para todo t ∈ [0, ε3). Tome ε = min{ε2, ε3}, da´ı
ρt > 0 e H(t) ≤ 0 para todo t ∈ [0, ε), onde ρt e´ a func¸a˜o definida em (2.7). Assim, pela Primeira
Fo´rmula de Variac¸a˜o de A´rea
d
dt
|Σt|g = H(t)
∫
Σ
ρtdσg ≤ 0.
Segue que a func¸a˜o que associa a cada t ∈ [0, ε) a a´rea de Σt e´ na˜o-crescente. O que implica
que |Σt|g ≤ |Σ|g, mas como Σ e´ mı´nima conclu´ımos que |Σt|g = |Σ|g = 4pi(g(Σ) − 1). Assim, Σt e´
mı´nima esta´vel e pela Proposic¸a˜o 2.1 e´ totalmente geode´sica e Ric(Nt, Nt) = 0 em Σt para todo
t ∈ [0, ε). Com isso, o operador de estabilidade de Σt e´ LΣt = ∆Σt . Pela Proposic¸a˜o 1.12 temos que
H ′(t) = LΣt(ρ(t)) = ∆Σt(ρt) = 0, pois Σt e´ mı´nima. Como Σt e´ compacta sem fronteira, segue que
ρt na˜o depende de x, ja´ que toda func¸a˜o harmoˆnica em uma superf´ıcie fechada e´ constante.
Considere x : U ⊂ R2 → Σ uma carta local com coordenadas (x1, x2). Como Σt e´ totalmente
geode´sica temos que sua segunda forma fundamental e´ identicamente nula, isto e´, Bt ≡ 0 para todo
t ∈ [0, ε). Assim temos que ∇ ∂φ
∂xi
Nt = 0, para todo i = 1, 2 e todo t ∈ [0, ε). Ale´m disso, como
〈Nt, Nt〉 = 1 temos que
∂
∂t
〈Nt, Nt〉 = 0.
O que implica que 〈
∇ ∂φ
∂t
Nt, Nt
〉
= 0.
Assim, (
∇ ∂φ
∂t
Nt
)⊥
= 0.
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Note que 〈
∇ ∂φ
∂t
Nt,
∂φ
∂xi
〉
=
∂
∂t
〈
Nt,
∂φ
∂xi
〉
−
〈
Nt,∇ ∂φ
∂t
∂φ
∂xi
〉
= −
〈
Nt,∇ ∂φ
∂t
∂φ
∂xi
〉
= −
〈
Nt,∇ ∂φ
∂xi
∂φ
∂t
〉
= − ∂
∂xi
〈
Nt,
∂φ
∂t
〉
= − ∂
∂xi
ρt
= 0,
para todo i = 1, 2, pois ρt e´ constante para cada t ∈ [0, ε). Segue que(
∇ ∂φ
∂t
Nt
)>
= 0.
Consequentemente,
∇ ∂φ
∂t
Nt = 0.
Seja αx : [0, ε)→M , x ∈ Σ fixo, uma curva suave em M dada por
αx(t) = φ(t, x) = expf(x)(w(t, x)N(x)).
Note que
α′x(t) = d(expx)w(t,x)N(x)
(
∂w
∂t
(t, x)N(x)
)
,
e
∇α′xNt = ∇ ∂φ
∂t
Nt = 0.
Isso nos diz que Nt e´ um campo paralelo ao londo da curva αx, e ainda que transporta paralela-
mente o vetor N(x) = α′x(0) ao londo de αx, pois w(0, x) = 0. Por outro lado, como αx e´ geode´sica
temos que ∇α′xα′x = 0. Assim α′x e´ um campo paralelo ao longo de αx que tambe´m transporta pa-
ralelamente o vetor N(x) = α′x(0) ao longo de αx. Por unicidade do transporte paralelo conclu´ımos
que
Nt(x) = α
′
x(t) =
∂φ
∂t
(t, x). (2.11)
Como 〈Nt(x), Nt(x)〉 = 1, temos〈
d(expx)w(t,x)N(x)
(
∂w
∂t
(t, x)N(x)
)
, d(expx)w(t,x)N(x)
(
∂w
∂t
(t, x)N(x)
)〉
= 1.
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O que implica que
∂w
∂t
(t, x)
1
w(t, x)
〈
d(expx)w(t,x)N(x)(w(t, x)N(x)), d(expx)w(t,x)N(x)
(
∂w
∂t
(t, x)N(x)
)〉
= 1.
Segue do Lema de Gauss que (
∂w
∂t
(t, x)
)2
= 1.
Como ∂w∂t (0, x) = 1, obtemos que
∂w
∂t
(t, x) = 1, ∀t ∈ [0, ε).
Assim, temos que w(t, x) = t, ∀t ∈ [0, ε), pois w(0, x) = 0. Portanto, podemos concluir que
φ(t, x) = expx(tN(x)) para todo t ∈ [0, ε).
Vamos verificar agora que a me´trica produto g˜ = dt2 + gΣ, em [0, ε) × Σ, onde gΣ e´ a me´trica
induzida em Σ coincide com a me´trica induzida por φ. Para isso, basta mostrar que as componentes
dos tensores me´tricos sa˜o iguais. Considere φ = φ|[0,ε)×Σ e a me´trica g¯ = φ∗g. Sabemos que,
• g˜ ( ∂∂t , ∂∂t) = 1
• g˜
(
∂
∂t ,
∂
∂xi
)
= 0
• g˜
(
∂
∂xi
, ∂∂xj
)
= (gΣ)ij
Vamos agora calcular as componentes da me´trica g¯. Temos que
g¯
(
∂
∂t
,
∂
∂t
)
= φ∗g
(
∂
∂t
,
∂
∂t
)
= g
(
∂φ
∂t
,
∂φ
∂t
)
.
Note que
∂φ
∂t
= d(expx)tN(x) (N(x)) .
Se t = 0 temos que
g¯
(
∂
∂t
,
∂
∂t
)
= 〈d(expx)0 (N(x)) , d(expx)0 (N(x))〉
= 〈N(x), N(x)〉
= 1.
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Se t 6= 0, pelo Lema de Gauss temos que
g¯
(
∂
∂t
,
∂
∂t
)
=
〈
d(expx)tN(x)(N(x)), d(expx)tN(x)(N(x))
〉
=
1
t
〈
d(expx)tN(x)(tN(x)), d(expx)tN(x)(N(x))
〉
=
1
t
〈tN(x), N(x)〉
= 1.
Por (2.11) temos que
g¯
(
∂
∂t
,
∂
∂xi
)
= g
(
∂φ
∂t
,
∂φ
∂xi
)
=
〈
Nt(x),
∂φ
∂xi
〉
= 0.
Temos ainda que
g¯
(
∂
∂xi
,
∂
∂xj
)
= g
(
∂φ
∂xi
,
∂φ
∂xj
)
= (gΣ)ij .
Assim as componentes das me´tricas coincidem, o que implica que sa˜o iguais. Logo ([0, ε) ×
Σ, dt2 + gΣ) e´ isome´trica a (φ([0, ε)× Σ), g). Note que φ([0, ε)× Σ) e´ aberto de M que conte´m Σ.
Portanto Σ esta´ contida em uma vizinhanc¸a isome´trica a variedade Riemanniana ([0, ε)×Σ, dt2+gΣ).
Para t ≤ 0, basta fazer argumentos ana´logos aos feitos para t > 0 com a normal N˜ = −N .
Proposic¸a˜o 2.5. Considere a variedade Riemanniana produto (Σ × R, gΣ + dt2). A aplicac¸a˜o
φ : Σ× R→M dada por φ(x, t) = expx(tN(x)) e´ uma isometria local.
Demonstrac¸a˜o. Primeiramente vamos mostrar que φ
∣∣
Σ×[0,+∞) e´ uma isometria local. Suponha por
absurdo que isto e´ falso. Considere t o maior nu´mero real positivo tal que φ|Σ×[0,t] e´ uma isometria
local. Defina a superf´ıcie imersa Σt = φt(Σ) com respeito a me´trica induzida gt = φ
∗
t g, onde
φt := φ(., t). Note que Σ e Σt sa˜o homoto´picas via a homotopia suave φ, assim elas tem o mesmo
geˆnero. Ale´m disso, como φ|Σ×[0,t] e´ uma isometria local temos que para cada s ∈ [0, t] a me´trica
φ∗sg coincide com a me´trica gΣ, em particular, a me´trica gt em Σt coincide com a me´trica gΣ.
Consequentemente,
|Στ |gt = |Σ|gΣ = 4pi(g(Σ)− 1)
Segue que Σt e´ uma superf´ıcie mı´nima que satisfaz a igualdade em (2.1). Pela Proposic¸a˜o 2.4,
existe um nu´mero real δ > 0 tal que φ|Σ×[0,t+δ) e´ uma isometria local. Pela maximalidade de
t temos uma contradic¸a˜o. Logo φ|Σ×[0,+∞) e´ uma isometria local. Analogamente mostra-se que
φ|Σ×(−∞,0] e´ uma isometria local. Portanto φ : Σ× R→M e´ uma isometria local.
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Desde que, (M, g) e´ completa segue do Teorema 1.14 que a aplicac¸a˜o φ dada pela Proposic¸a˜o
2.5 e´ uma aplicac¸a˜o de recobrimento. Portanto, (Σ× R, gΣ + dt2) e´ um recobrimento para (M, g).
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Cap´ıtulo 3
Superf´ıcies Esfe´ricas
Nesta sec¸a˜o vamos expor os resultados obtidos em [3].
Para entender o principal teorema denote por F o conjunto de todas as imerso˜es suaves f :
S2 →M que representam um elemento na˜o-trivial do segundo grupo de homotopia pi2(M) e defina
A(M, g) = inf{area(S2, f∗g), f ∈ F}. (3.1)
Teorema 3.1. Seja (M, g) uma variedade Riemanniana compacta tridimensional com curvatura
escalar positiva e com segundo grupo de homotopia na˜o-trivial. Enta˜o
A(M, g) inf
M
Rg ≤ 8pi, (3.2)
onde Rg e´ a curvatura escalar de (M, g). Ale´m disso, se vale a igualdade, enta˜o o recobrimento
universal de (M, g) e´ isome´trico ao cilindro (S2×R, dt2 +h), onde h e´ a me´trica canoˆnica da esfera
S2.
Iniciaremos a demostrac¸a˜o deste teorema provando a desigualdade (3.2). Sacks, Uhlenbeck,
Meeks e Yau mostraram que existe uma esfera mı´nima imersa em M que minimiza a´rea em sua
classe de homotopia (ver [17], Teorema 4.2), isto e´, o ı´nfimo em (3.1) e´ atingido, mais precisamente
temos o seguinte teorema:
Teorema 3.2 (Sacks-Uhlenbeck, Meeks-Yau [17]). Seja (M, g) uma variedade Riemanniana com-
pacta tridimensional com segundo grupo de homotopia pi2(M) na˜o-trivial, enta˜o existe uma aplicac¸a˜o
f em F tal que area(S2, f∗g) = A(M, g).
Com isso, a desigualdade (3.2) segue essencialmente da segunda fo´rmula de variac¸a˜o de a´rea.
Para demonstrar o resultado de rigidez, ou seja, caracterizar as superf´ıcies satisfazendo a igual-
dade em (3.2), podemos reescalonar a me´trica, se necessa´rio, tal que A(M, g) = 4pi e inf
M
Rg = 2.
Usaremos o Teorema da Func¸a˜o Impl´ıcita para encontrar uma famı´lia a 1-paraˆmetro de esferas
imersas em M com curvatura me´dia constante e em seguida mostramos que todas estas esferas tem
a´rea igual a A(M, g) = 4pi, em particular, todas elas sa˜o superf´ıcies mı´nimas em M . A partir da´ı,
constru´ımos uma isometria local entre o cilindro S2 × R com a me´trica canoˆnica e (M, g).
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3.1 Prova da Desigualdade
Pelo Teorema 3.2, existe uma imersa˜o mı´nima suave f : S2 →M tal que
A(M, g) = area(S2, f∗g).
Vimos na sec¸a˜o 1.7, mais precisamente no Exemplo 1.12, que uma esfera imersa em qualquer
variedade tridimensional e´ sempre de 2-lados, sendo assim, podemos considerar um campo normal
unita´rio cont´ınuo N globalmente definido em f(S2).
Pela da condic¸a˜o de estabilidade para a superf´ıcie de 2-lados (S2, f∗g) temos que∫
S2
h2(|B|2 +Ric(N,N))dσf∗g ≤
∫
S2
|∇h|2f∗gdσf∗g,
para toda h ∈ C∞(S2), onde dσf∗g e´ o elemento de a´rea de (S2, f∗g). Em particular, para h ≡ 1.
Segue que ∫
S2
(|B|2 +Ric(N,N))dσf∗g ≤ 0. (3.3)
Note que
A(M, g) inf
M
Rg = area(S2, f∗g) inf
M
Rg ≤
∫
S2
(Rg + |B|2)dσf∗g.
Segue do Teorema 1.10 que
Rg + |B|2 = 2K − |H|2 + 2Ric(N,N) + 2|B|2,
onde K e H denotam a curvatura Gaussiana e a curvatura me´dia de f(S2) ⊂M, respectivamente.
Assim, como f e´ uma imersa˜o mı´nima, temos que
A(M, g) inf
M
Rg ≤ 2
∫
S2
(Ric(N,N) + |B|2)dσf∗g + 2
∫
S2
Kdσf∗g.
Por (3.3) e pelo Teorema de Gauss-Bonnet,
A(M, g) inf
M
Rg ≤ 8pi.
3.2 Caso Igualdade
Suponhamos agora o caso em que vale a igualdade no Teorema 3.1, ou seja,
A(M, g) inf
M
Rg = 8pi. (3.4)
Neste caso, multiplicando a me´trica por uma constante positiva, podemos supor que A(M, g) =
4pi e infM Rg = 2. Pelo Teorema 3.2, existe uma esfera mı´nima esta´vel imersa em M . Considere
f : S2 →M esta imersa˜o. Assim
A(M, g) = area(S2, f∗g) = 4pi.
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Proposic¸a˜o 3.1. Se inf
M
Rg = 2 e f ∈ F e´ tal que area(S2, f∗g) = 4pi, enta˜o Σ = f(S2) e´ totalmente
geode´sica. Ale´m disso, Rg = 2 e Ric(N,N) = 0 em pontos de Σ.
Demonstrac¸a˜o. Como Rg ≥ 2, enta˜o pelo Teorema 1.10 obtemos que
Ric(N,N) + |B|2 ≥ 1−K + 1
2
|B|2 ≥ 1−K.
O que implica que∫
S2
(Ric(N,N) + |B|2)dσf∗g ≥
∫
S2
dσf∗g −
∫
S2
Kdσf∗g.
Pelo Teorema de Gauss-Bonnet temos que∫
S2
(Ric(N,N) + |B|2)dσf∗g ≥ area(S2, f∗g)− 2piχ(S2).
Segue que ∫
S2
(Ric(N,N) + |B|2)dσf∗g ≥ 0.
Por outro lado, pela condic¸a˜o de estabilidade temos∫
S2
(Ric(N,N) + |B|2)dσf∗g ≤ 0.
Segue que ∫
S2
(Ric(N,N) + |B|2)dσf∗g = 0 (3.5)
Considere o operador de estabilidade de (S2, f∗g), L(φ) = ∆f∗gφ + (|B|2 + Ric(N,N))φ. Seu
primeiro autovalor e´ dado por
λ1 = inf
{∫
S2
(|∇S2φ|2 − (Ric(N,N) + |B|2)φ2)dσf∗g;
∫
S2
φ2dσf∗g = 1
}
.
Desde que Σ = f(S2) e´ esta´vel temos que λ1 ≥ 0. Note que a func¸a˜o constante ϕ ≡ 1√4pi e´ tal
que ∫
S2
ϕ2dσf∗g = 1 e
∫
S2
|∇S2ϕ|2dσf∗g = 0.
Ale´m disso, por (3.5) temos que∫
S2
(|∇S2ϕ|2 − (Ric(N,N) + |B|2)ϕ2)dσf∗g = −
1
4pi
∫
S2
(Ric(N,N) + |B|2)dσf∗g = 0.
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Segue que λ1 = 0. Assim, L(ϕ) = 0, o que implica que Ric(N,N) + |B|2 = 0 em pontos de Σ.
Como Rg ≥ 2, pelo Teorema 1.10 temos que |B|2 ≤ −2 + 2K. Da´ı, pelo Teorema de Gauss-Bonnet
obtemos que ∫
S2
|B|2dσf∗g ≤ −2area(S2, f∗g) + 4piχ(S2) = 0.
Assim, ∫
S2
|B|2dσf∗g = 0.
Segue que B ≡ 0. Consequentemente, Σ = f(S2) e´ totalmente geode´sica e Ric(N,N) = 0 em
pontos de Σ. Consequentemente, pelo Teorema 1.10 e pelo Teorema de Gauss-Bonnet temos que∫
S2
Rgdσf∗g = 8pi = 2
∫
S2
dσf∗g.
O que implica que ∫
S2
(Rg − 2)dσf∗g = 0.
Portanto, Rg = 2 em pontos de Σ, pois Rg ≥ 0.
Proposic¸a˜o 3.2. Se inf
M
Rg = 2 e f ∈ F e´ tal que area(S2, f∗g) = 4pi . Enta˜o existe δ1 > 0 e uma
func¸a˜o suave w : S2 × (−δ1, δ1)→ R com as seguintes propriedades:
a) Para cada ponto de S2, temos w(x, 0) = 0 e
∂
∂t
∣∣∣∣
t=0
w(x, t) = 1.
b) Para cada t ∈ (−δ1, δ1), temos
∫
S2
(w(., t)− t)dσf∗g = 0.
c) Para cada t ∈ (−δ1, δ1), a superf´ıcie
Σt = {expf(x)(w(x, t)N(x)) : x ∈ S2}
tem curvatura me´dia constante.
Demonstrac¸a˜o. Da Proposic¸a˜o 3.1, temos que o operador de estabilidade associado a imersa˜o
mı´nima f e´ L = ∆f∗g. Fixe α ∈ (0, 1) e considere os espac¸os X = {u ∈ C2,α(S2);
∫
S2 udσf∗g = 0}
e Y = {u ∈ C0,α(S2); ∫S2 udσf∗g = 0}. Note que X e Y sa˜o fechados em C2,α(S2) e C0,α(S2),
respectivamente, logo sa˜o espac¸os de Banach. Para cada func¸a˜o u : S2 → R, defina ϕ : S2 →M por
ϕu(x) = expf(x)(u(x)N(x)),
onde N e´ o campo normal unita´rio definido ao longo de Σ = f(S2). Fac¸a Σu = ϕu(S2) e escolha
ε, δ > 0, tais que ϕu+t com u ∈ B(0, δ) = {v ∈ X; ||v||C2,α(S2) < δ} e t ∈ (−ε, ε) seja um
difeomorfismo. Com essa escolha, Σu+t e´ uma superf´ıcie compacta mergulhada de classe C
2,α.
Denote por Hu+t a curvatura me´dia de Σu+t.
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Defina F : (−ε, ε)×B(0, δ)→ Y por
F (t, u) = Hu+t − 1
4pi
∫
S2
Hu+tdσf∗g.
Note que F esta´ bem definida, pois∫
S2
F (t, u)dσf∗g =
∫
S2
Hu+tdσf∗g − area(S
2, f∗g)
4pi
∫
S2
Hu+tdσf∗g = 0.
Note ainda que F (0, 0) = 0, pois H0 e´ a curvatura me´dia de Σ = f(S2) que e´ mı´nima. Tome
v ∈ X e veja que
DF(0.0)(0, v) =
∂F
∂s
∣∣∣∣
s=0
(0, sv)
=
∂
∂s
∣∣∣∣
s=0
Hsv − 1
4pi
∫
S2
∂
∂s
∣∣∣∣
s=0
Hsvdσf∗g.
Pelo Teorema 1.12 e pelo Teorema da Divergeˆncia, temos
DF(0,0)(0, v) = L(v)−
1
4pi
∫
S2
L(v)dσf∗g
= ∆f∗gv − 1
4pi
∫
S2
∆f∗gvdσf∗g
= ∆f∗gv
Afirmac¸a˜o 3.1. O operador linear ∆f∗g : X → Y e´ um isomorfismo.
Injetividade: Sejam h¯, f¯ ∈ X tais que ∆f∗gh¯ = ∆f∗gf¯ . Fac¸a h = h¯ − f¯ e note que como S2
e´ compacta, existe m ∈ R tal que m ≤ h(x) para todo x ∈ S2. Como ∫S2 hdσf∗g = 0 temos que
area(S2, f∗g).m ≤ 0. Segue que h atinge o valor mı´nimo m ≤ 0, pelo Princ´ıpio do Ma´ximo Forte
h e´ constante. Como
∫
S2 hdσf∗g = 0 conclu´ımos que h = 0 e portanto h¯ = f¯ .
Sobrejetividade: Considere f ∈ Y . Segue que existe u ∈ H1(S2) soluc¸a˜o fraca de ∆u = f
com
∫
S2 udσf∗g = 0. Como f ∈ Y ⊆ C0,α(S2), pelo Teorema de Regularidade El´ıptica Global
conclu´ımos que u ∈ X ⊆ C2,α(S2).
Pela Afirmac¸a˜o 3.1 segue que DF(0,0) e´ um isomorfismo de X em Y . Como F (0, 0) = 0, pelo
Teorema da Func¸a˜o Impl´ıcita, existe δ1 < ε e uma func¸a˜o u : (−δ1, δ1)→ B(0, δ) ⊂ X tal que
u(0) = u(0, .) = 0 e F (t, u(t, .)) = 0, ∀t ∈ (−δ1, δ1).
Defina w(t, .) = u(t, .) + t, onde t ∈ (−δ1, δ1). Note que como F (t, u(t, .)) = 0, enta˜o a superf´ıcie
Σt = ϕw(t,.)(S2) tem curvatura me´dia constante para todo t ∈ (−δ1, δ1). Ale´m disso, w(0, x) =
u(0, x) = 0 e como u(t, .) ∈ B(0, δ) ⊂ X temos∫
S2
(w(t, .)− t)dσf∗g =
∫
S2
u(t, .)dσf∗g = 0.
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Defina φ : (−δ1, δ1)× S2 →M por
φ(t, x) = expf(x)(w(t, x)N(x)).
Como w(0, x) = 0 e d(expf(x))0 ≡ Id, enta˜o
∂φ
∂t
(0, x) =
∂w
∂t
(0, x)N(x), ∀x ∈ S2.
Ale´m disso, F (t, u(t, .)) = 0 para todo t ∈ (−δ1, δ1), implica que
Hw(t,.) −
1
4pi
∫
S2
Hw(t,.)dσf∗g = 0,
e assim
∂
∂t
∣∣∣∣
t=0
Hw(t,.) −
1
4pi
∫
S2
∂
∂t
∣∣∣∣
t=0
Hw(t,.)dσf∗g = 0.
Pelo Teorema 1.12 temos
∆f∗g
(
∂w
∂t
(0, .)
)
− 1
4pi
∫
S2
∆f∗g
(
∂w
∂t
(0, .)
)
dσf∗g = 0.
Assim
∆f∗g
(
∂w
∂t
(0, .)
)
= 0.
O que implica que ∫
S2
∂w
∂t
(0, .)∆f∗g
(
∂w
∂t
(0, .)
)
dσf∗g = 0.
Por outro lado, pela Primeira Identidade de Green
−
∫
S2
∂w
∂t
(0, .)∆f∗g
(
∂w
∂t
(0, .)
)
dσf∗g =
∫
S2
∣∣∣∣∇f∗g (∂w∂t (0, .)
)∣∣∣∣2 dσf∗g.
Segue que ∫
S2
∣∣∣∣∇f∗g (∂w∂t (0, .)
)∣∣∣∣2 dσf∗g = 0.
Assim
∇f∗g
(
∂w
∂t
(0, .)
)
= 0.
Logo,
∂w
∂t
(0, .) e´ constante. Agora note que
∫
S2
(w(t, .)− t)dσf∗g = 0, implica que∫
S2
(
∂w
∂t
(t, .)− 1
)
dσf∗g = 0.
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Da´ı ∫
S2
∂w
∂t
(t, .)dσf∗g = 4pi.
Como
∂w
∂t
(0, .) e´ constante, obtemos que
∂w
∂t
(0, .) = 1.
Para cada t ∈ (−δ1, δ1), definimos a aplicac¸a˜o φt : S2 →M por
φt(x) = φ(t, x) = expf(x)(w(t, x)N(x)).
E´ claro que φ0(x) = f(x), para todo x ∈ S2, ja´ que w(0, x) = 0. A partir daqui, denotaremos
por Nt o campo normal globalmente definido em Σt = φt(S2), tal que N0 = N . Ale´m disso,
denotaremos por Bt a segunda forma fundamental da imersa˜o φt.
Lema 3.1. Existe δ2 < δ1 tal que, para todo t ∈ (−δ2, δ2) e u ∈ C∞(S2) tal que
∫
S2
udσgt = 0
(onde gt = φ
∗
t g), temos que∫
S2
|∇gtu|2dσgt −
∫
S2
(Ric(Nt, Nt) + |Bt|2)u2dσgt ≥ 0.
Demonstrac¸a˜o. Pela Desigualdade de Poincare´, existe uma constante c > 0, tal que∫
S2
(u− u¯)2dσgt ≤ c
∫
S2
|∇gtu|2dσgt ,
onde
u¯ =
∫
S2 udσgt∫
S2 dσgt
.
Por hipo´tese,
∫
S2
udσgt = 0, o que implica que u¯ = 0. Assim, existe uma constante c¯ > 0 tal
que
c¯
∫
S2
u2dσgt ≤
∫
S2
|∇gtu|2dσgt .
Vimos na Proposic¸a˜o 3.1 que Ric(N,N) + |B|2 = 0. O que implica que
lim
t→0
sup{Ric(Nt, Nt) + |Bt|2} = 0.
Assim, para todo ε > 0 existe δ > 0 tal que sempre que t ∈ (−δ, δ), temos que sup{Ric(Nt, Nt)+
|Bt|2} ∈ (−ε, ε). Em particular, tomando ε = c¯, tem-se que
sup{Ric(Nt, Nt) + |Bt|2} < c¯, ∀t ∈ (−δ, δ).
O que implica que
Ric(Nt, Nt) + |Bt|2 < c¯, ∀t ∈ (−δ, δ).
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Tome δ2 = min{δ, δ1}. Assim∫
S2
|∇gtu|2dσgt ≥ c¯
∫
S2
u2dσgt
≥
∫
S2
(Ric(Nt, Nt) + |Bt|2)u2dσgt ,
para todo t ∈ (−δ2, δ2). Portanto∫
S2
|∇gtu|2dσgt −
∫
S2
(Ric(Nt, Nt) + |Bt|2)u2dσgt ≥ 0, ∀t ∈ (−δ2, δ2).
Lema 3.2. Para cada t ∈ (−δ1, δ1), temos∫
S2
(Ric(Nt, Nt) + |Bt|2)dσgt ≥ 0.
Demonstrac¸a˜o. Como (S2, f∗g) minimiza a´rea em sua classe de homotopia, temos que area(S2, f∗g) ≤
area(S2, gt), para todo t ∈ (−δ1, δ1). Assim, de (3.4),
8pi ≤ area(S2, gt) inf
M
Rg
≤
∫
S2
Rgdσgt .
Consequentemente, ∫
S2
(Rg + |Bt|2)dσgt ≥ 8pi. (3.6)
Pelo Teorema 1.10, temos
Rg + |Bt|2 ≤ 2(Ric(Nt, Nt) + |Bt|2) + 2K.
Integrando a desigualdade acima e usando o Teorema de Gauss-Bonnet, obtemos∫
S2
(Rg + |Bt|2)dσgt ≤ 2
∫
S2
(Ric(Nt, Nt) + |Bt|2)dσgt + 8pi.
Portanto, de (3.6) ∫
S2
(Ric(Nt, Nt) + |Bt|2)dσgt ≥ 0, ∀t ∈ (−δ1, δ1).
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A famı´lia de superf´ıcies Σt dada pela Proposic¸a˜o 3.2 tem curvatura me´dia constante para todo
t ∈ (−δ1, δ1). O vetor curvatura me´dia de Σt pode ser escrito por ~H(t) = −H(t)Nt, onde H(t) e´
uma func¸a˜o suave de t. Defina para cada t ∈ (−δ1, δ1) a func¸a˜o ρt : S2 → R por
ρt(x) =
〈
Nt(x),
∂φ
∂t
(t, x)
〉
.
Como ∂φ∂t (0, x) = N(x), temos que ρ0(x) = 1, para todo x ∈ S2. Pela continuidade de ρt podemos
encontrar um nu´mero real positivo δ3 < δ2 tal que ρt(x) > 0, para todo x ∈ S2 e t ∈ (−δ3, δ3).
Desde que a curvatura me´dia de Σt em relac¸a˜o a normal Nt e´ −H(t), segue da Proposic¸a˜o 1.12 que
−H ′(t) = ∆f∗gρt + (Ricg(Nt, Nt) + |Bt|2)ρt. (3.7)
Proposic¸a˜o 3.3. Temos que area(S2, gt) = 4pi, para todo t ∈ (−δ3, δ3).
Demonstrac¸a˜o. Considere a me´dia da func¸a˜o ρt
ρ¯t =
∫
S2
ρtdσgt∫
S2
dσgt
,
e note que ∫
S2
(ρt − ρ¯t)dσgt =
∫
S2
ρtdσgt −
∫
S2
ρtdσgt∫
S2
dσgt
.
∫
S2
dσgt = 0.
Assim, pelo Lema 3.1 obtemos∫
S2
|∇gtρt|2dσgt −
∫
S2
(Ric(Nt, Nt) + |Bt|2)(ρt − ρ¯t)2dσgt ≥ 0, ∀t ∈ (−δ2, δ2). (3.8)
Como ρ¯t e´ constante, pelo Lema 3.2 temos∫
S2
(Ric(Nt, Nt) + |Bt|2)ρ¯t2dσgt = ρ¯t2
∫
S2
(Ric(Nt, Nt) + |Bt|2)dσgt ≥ 0, ∀t ∈ (−δ1, δ1).
Da´ı∫
S2
|∇gtρt|2dσgt −
∫
S2
(Ric(Nt, Nt) + |Bt|2)(ρt − ρ¯t)2dσgt ≤ −
∫
S2
(Ric(Nt, Nt) + |Bt|2)ρ2tdσgt
+
∫
S2
2ρtρ¯t(Ric(Nt, Nt) + |Bt|2)dσgt
+
∫
S2
|∇gtρt|2dσgt .
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De (3.8) obtemos∫
S2
|∇gtρt|2dσgt +
∫
S2
ρt(2ρ¯t − ρt)(Ric(Nt, Nt) + |Bt|2)dσgt ≥ 0, ∀t ∈ (−δ2, δ2). (3.9)
Por (3.7) temos que
∆gtρt + (Ric(Nt, Nt) + |Bt|2)ρt = −H ′(t).
Multiplicando esta igualdade por (2ρ¯t − ρt), integrando e usando o fato que para cada t ∈
(−δ1, δ1) a curvatura me´dia H(t) e´ constante, obtemos∫
S2
(2ρ¯t − ρt)∆gtρtdσgt +
∫
S2
ρt(2ρ¯t − ρt)(Ric(Nt, Nt) + |Bt|2)dσgt = −H ′(t)
∫
S2
(2ρ¯t − ρt)dσgt
= −H ′(t)
∫
S2
ρtdσgt .
Pela Primeira Identidade de Green,∫
S2
|∇gtρt|2dσgt +
∫
S2
ρt(2ρ¯t − ρt)(Ric(Nt, Nt) + |Bt|2)dσgt = −H ′(t)
∫
S2
ρtdσgt , ∀t ∈ (−δ1, δ1).
Assim, por (3.9) temos que
H ′(t)
∫
S2
ρtdσgt ≤ 0, ∀t ∈ (−δ2, δ2).
Como ρt > 0 para todo t ∈ (−δ3, δ3), temos que H ′(t) ≤ 0, para todo t ∈ (−δ3, δ3). Segue
que H : (−δ3, δ3) → R e´ uma func¸a˜o na˜o-crescente. Como H(0) = 0, temos que H(t) ≤ 0 para
t ∈ [0, δ3) e H(t) ≥ 0 para t ∈ (−δ3, 0]. Como H(t) e´ constante, pela Primeira Fo´rmula de Variac¸a˜o
de A´rea, temos
d
dt
(area(S2, gt)) = H(t)
∫
S2
ρtdσgt .
Note que para t ∈ (−δ3, 0], a derivada ddt(area(S2, gt)) ≥ 0, ou seja, a func¸a˜o que associa a cada
t ∈ (−δ3, 0] a a´rea de (S2, gt) e´ na˜o-decrescente. Assim,
area(S2, gt) ≤ (S2, f∗g) = 4pi.
Por outro lado (S2, f∗g) e´ mı´nima esta´vel. Segue que area(S2, gt) = 4pi, para todo t ∈ (−δ3, 0].
Analogamente mostramos que area(S2, gt) = 4pi, para todo t ∈ [0, δ3). Portanto,
area(S2, gt) = 4pi, ∀t ∈ (−δ3, δ3).
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Proposic¸a˜o 3.4. Para cada t ∈ (−δ3, δ3), a superf´ıcie Σt = φt(S2) e´ totalmente geode´sica, Rg = 2
e Ric(Nt, Nt) = 0 em Σt. Ale´m disso, a func¸a˜o ρt : S2 → R e´ constante.
Demonstrac¸a˜o. Pela Proposic¸a˜o 3.3 temos que
area(S2, φ∗t g) = 4pi, ∀t ∈ (−δ3, δ3).
Assim, pela Proposic¸a˜o 3.1 tem-se que Σt e´ totalmente geode´sica, Rg = 2 e Ric(Nt, Nt) = 0 em
pontos de Σt. Da´ı, pela Proposic¸a˜o 1.12 temos que
−H ′(t) = LΣt(ρt) = ∆φ∗t g(ρt).
Desde que a superf´ıcie (S2, f∗g) e´ mı´nima e area(S2, f∗g) = area(S2, φ∗t g) = 4pi para todo t ∈
(−δ3, δ3), temos que as superf´ıcies Σt sa˜o mı´nimas para todo t ∈ (−δ3, δ3). Segue que ∆φ∗t g(ρt) = 0.
Desde que S2 e´ compacta e ρt > 0 para todo t ∈ (−δ3, δ3), temos que ρt assume valor ma´ximo para
algum x0 ∈ S2 com ρt(x0) > 0. Portanto, pelo Princ´ıpio do Ma´ximo Forte temos que para cada
t ∈ (−δ3, δ3) a aplicac¸a˜o ρt : S2 → R e´ constante.
Pelo Teorema 1.10 e pela Proposic¸a˜o 3.1, a curvatura Gaussiana de (S2, f∗g) e´ constante igual
a 1, consequentemente, as superf´ıcies (S2, f∗g) e´ isome´trica a (S2, h), onde h e´ a me´trica canoˆnica
da esfera S2 (Ver [22], cap´ıtulo 11). Isso nos diz que as me´tricas h e f∗g em S2 sa˜o as mesmas.
Proposic¸a˜o 3.5. Se f ∈ F e´ tal que area(S2, h) = 4pi, enta˜o Σ = f(S2) esta´ contida em uma
vizinhanc¸a isome´trica ao cilindro ((−δ3, δ3)× S2, dt2 + h).
Demonstrac¸a˜o. Considere x : U ⊂ R3 → (−δ3, δ3)×S2 uma carta local com coordenadas (x1, x2, t).
Como Σt e´ totalmente geode´sica temos que sua segunda forma fundamental e´ identicamente nula,
isto e´, Bt ≡ 0. Consequentemente, temos que ∇ ∂φ
∂xi
Nt = 0 para todo t ∈ (−δ3, δ3). Ale´m disso,
como 〈Nt, Nt〉 = 1 temos que
∂
∂t
〈Nt, Nt〉 = 0.
O que implica que 〈
∇ ∂φ
∂t
Nt, Nt
〉
= 0.
Assim, (
∇ ∂φ
∂t
Nt
)⊥
= 0.
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Note que 〈
∇ ∂φ
∂t
Nt,
∂φ
∂xi
〉
=
∂
∂t
〈
Nt,
∂φ
∂xi
〉
−
〈
Nt,∇ ∂φ
∂t
∂φ
∂xi
〉
= −
〈
Nt,∇ ∂φ
∂t
∂φ
∂xi
〉
= −
〈
Nt,∇ ∂φ
∂xi
∂φ
∂t
〉
= − ∂
∂xi
〈
Nt,
∂φ
∂t
〉
= − ∂
∂xi
ρt
= 0, ∀i = 1, 2,
pois pela Proposic¸a˜o 3.4 a func¸a˜o ρt e´ constante para cada t ∈ (−δ3, δ3).Segue que(
∇ ∂φ
∂t
Nt
)>
= 0.
Consequentemente,
∇ ∂φ
∂t
Nt = 0.
Seja αx : (−δ3, δ3)→M , x ∈ S2 fixo, uma curva suave em M dada por
αx(t) = φ(t, x) = expf(x)(w(t, x)N(x)).
Note que
α′x(t) =
∂φ
∂t
(t, x) = d
(
expf(x)
)
w(t,x)N(x)
(
∂w
∂t
(t, x)N(x)
)
,
e
∇α′xNt = ∇ ∂φ
∂t
Nt = 0.
Isso nos diz que Nt e´ um campo paralelo ao longo da curva αx, e ainda que transporta parale-
lamente o vetor N(x) ao longo de αx. Por outro lado, como αx e´ geode´sica temos que ∇α′xα′x = 0.
Assim, α′x e´ um campo paralelo ao longo de αx que tambe´m transporta paralelamente o vetor
N(x) = α′x(0) ao longo de αx. Por unicidade do transporte paralelo conclu´ımos que
Nt(x) = α
′
x(t) =
∂φ
∂t
(t, x). (3.10)
Como 〈Nt(x), Nt(x)〉 = 1, temos〈
d
(
expf(x)
)
w(t,x)N(x)
(
∂w
∂t
(t, x)N(x)
)
, d
(
expf(x)
)
w(t,x)N(x)
(
∂w
∂t
(t, x)N(x)
)〉
= 1.
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O que implica que
∂w
∂t
(t, x)
1
w(t, x)
〈
d
(
expf(x)
)
w(t,x)N(x)
(w(t, x)N(x)), d
(
expf(x)
)
w(t,x)N(x)
(
∂w
∂t
(t, x)N(x)
)〉
= 1.
Segue do Lema de Gauss que (
∂w
∂t
(t, x)
)2
= 1.
Como
∂w
∂t
(0, x) = 1, obtemos que
∂w
∂t
(t, x) = 1, ∀t ∈ (−δ3, δ3).
Assim, temos que w(t, x) = t, ∀t ∈ (−δ3, δ3), pois w(0, x) = 0. Portanto, podemos concluir que
φ(t, x) = expf(x)(tN(x)).
Vamos verificar agora que a me´trica produto g˜ = dt2 + h, em (−δ3, δ3) × S2 coincide com a
me´trica induzida por φ. Para isso, basta mostrar que as componentes dos tensores me´tricos sa˜o
iguais. Considere φ = φ|(−δ3,δ3)×S2 e a me´trica g¯ = φ∗g. Sabemos que,
• g˜ ( ∂∂t , ∂∂t) = 1
• g˜
(
∂
∂t ,
∂
∂xi
)
= 0
• g˜
(
∂
∂xi
, ∂∂xj
)
= hij
Vamos agora calcular as componentes da me´trica g¯. Temos que
g¯
(
∂
∂t
,
∂
∂t
)
= φ∗g
(
∂
∂t
,
∂
∂t
)
= g
(
∂φ
∂t
,
∂φ
∂t
)
.
Note que
∂φ
∂t
= d
(
expf(x)
)
tN(x)
(N(x)) .
Se t = 0 temos que
g¯
(
∂
∂t
,
∂
∂t
)
=
〈
d
(
expf(x)
)
0
(N(x)) , d
(
expf(x)
)
0
(N(x))
〉
= 〈N(x), N(x)〉
= 1.
69
Se t 6= 0, pelo Lema de Gauss temos que
g¯
(
∂
∂t
,
∂
∂t
)
=
〈
d
(
expf(x)
)
tN(x)
(N(x)), d
(
expf(x)
)
tN(x)
(N(x))
〉
=
1
t
〈
d
(
expf(x)
)
tN(x)
(tN(x)), d
(
expf(x)
)
tN(x)
(N(x))
〉
=
1
t
〈tN(x), N(x)〉
= 1.
Por (3.10) temos que
g¯
(
∂
∂t
,
∂
∂xi
)
= g
(
∂φ
∂t
,
∂φ
∂xi
)
=
〈
Nt(x),
∂φ
∂xi
〉
= 0.
Temos ainda que
g¯
(
∂
∂xi
,
∂
∂xj
)
= g
(
∂φ
∂xi
,
∂φ
∂xj
)
= hij .
Assim as componentes das me´tricas coincidem, o que implica que sa˜o iguais. Logo ((−δ3, δ3)×
S2, dt2+h) e´ isome´trica a (φ((−δ3, δ3)×S2), g). Note que φ((−δ3, δ3)×S2) e´ aberto de M que conte´m
Σ. Portanto Σ esta´ contida em uma vizinhanc¸a isome´trica a variedade Riemanniana ((−δ3, δ3) ×
S2, dt2 + h).
Proposic¸a˜o 3.6. Considere a variedade Riemanniana produto (S2 × R, h + dt2). A aplicac¸a˜o
φ : R× S2 →M dada por φ(x, t) = expf(x)(tN(x)) e´ uma isometria local.
Demonstrac¸a˜o. Primeiramente vamos mostrar que φ
∣∣
S2×[0,+∞) e´ uma isometria local. Suponha por
absurdo que isto e´ falso. Considere τ o maior nu´mero real positivo tal que φ|S2×[0,τ ] e´ uma isometria
local. Defina f˜ : S2 →M por f˜(x) := φ(x, τ). Observe que f˜ e f sa˜o homoto´picas via a homotopia
suave φ. Desde que f representa um elemento na˜o-trivial de pi2(M) e f˜ e´ homoto´pica a f , temos
que [f˜ ] ∈ pi2(M) e´ tal que [f˜ ] 6= 0. Como φ|S2×[0,τ ] e´ uma isometria local temos que para cada
t ∈ [0, τ ] a me´trica φ∗t g coincide com f∗g = h, em particular, a me´trica f˜∗g coincide com a me´trica
f∗g. Consequentemente
area(S2, f˜∗g) = area(S2, h) = 4pi.
Segue que a imersa˜o f˜ tem a´rea mı´nima dentre todas a imerso˜es em F . Assim temos que
Σ˜ = f˜(S2) e´ uma superf´ıcie mı´nima em M e area(S2, f˜∗g) = 4pi. Pela Proposic¸a˜o 3.5, existe um
nu´mero real δ > 0 tal que φ|S2×[0,τ+δ) e´ uma isometria local. Pela maximalidade de τ temos uma
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contradic¸a˜o. Logo φ|S2×[0,+∞) e´ uma isometria local. Analogamente mostra-se que φ|S2×(−∞,0] e´
uma isometria local. Portanto φ : S2 × R→M e´ uma isometria local.
Segue da Teorema 1.14 que a aplicac¸a˜o φ dada na Proposic¸a˜o 3.6 e´ uma aplicac¸a˜o de recobri-
mento. Desde que a variedade produto S2×R e´ simplesmente conexa, conclu´ımos que o recobrimento
universal de (M, g) e´ isome´trico ao cilindro (S2 × R, h+ dt2).
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Cap´ıtulo 4
Planos Projetivos
Neste cap´ıtulo vamos expor os resultado obtidos em [2].
Para entender melhor o teorema principal denote por F o conjunto de todas as superf´ıcies
mergulhadas Σ ⊂M tal que Σ e´ homeomorfa ao plano projetivo RP2, ou seja,
F = {Σ ⊂M ; Σ e´ homeomorfa a RP2}.
Vamos assumir que F 6= ∅. Defina
A(M, g) = inf{|Σ|g; Σ ∈ F},
onde |Σ|g e´ a a´rea de Σ em relac¸a˜o a me´trica g.
Teorema 4.1. Seja (M3, g) uma variedade Riemanniana compacta. Assuma que M conte´m uma
superf´ıcie mergulhada homeomorfa ao plano projetivo. Enta˜o
A(M, g) inf
M
Rg ≤ 12pi, (4.1)
e
A(M, g) ≥ 2
pi
(sys(M, g))2 > 0, (4.2)
onde sys(M, g) denota a systole de (M, g) que e´ definida por
sys(M, g) = inf{L(γ); γ e´ uma curva fechada na˜o-contra´til em M}.
Ale´m disso, se a igualdade em (4.1) e´ satisfeita, enta˜o (M, g) e´ isome´trica a RP3.
Iniciaremos a demostrac¸a˜o do Teorema 4.1 mostrando que se Σ e´ um plano projetivo mergulhado
em M enta˜o a aplicac¸a˜o induzida pela inclusa˜o nos grupos fundamentais e´ injetiva. Com isso, a
desigualdade (4.2) segue essencialmente da Desigualdade de Pu’s em [29] e da compacidade da
variedade M . Para provar a desigualdade (4.1), primeiramente usaremos resultados e notac¸o˜es de
[26] para garantir que o ı´nfimo A(M, g) e´ atingido por uma superf´ıcie Σ ∈ F . Da´ı, consideraremos
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dois casos: Σ e´ de 2-lados ou Σ e´ de 1-lado. No caso em que Σ e´ de 2-lados, podemos considerar
um campo normal unita´rio cont´ınuo globalmente definido em Σ, da´ı a desigualdade (4.1) segue
diretamente da Segunda Fo´rmula de Variac¸a˜o de A´rea. No caso em que Σ e´ de 1-lado na˜o podemos
utilizar a Segunda Fo´rmula de Variac¸a˜o de A´rea de forma direta, neste caso, a desigualdade (4.1)
segue do procedimento descrito na sec¸a˜o 1.8 deste trabalho. Para demonstrar o resultado de
rigidez, consideraremos a me´trica g0 em M satisfazendo igualdade em (4.1). Podemos reescalonar
a me´trica g0, se necessa´rio, tal que A(M, g0) = 2pi e inf
M
Rg0 = 6. Submeteremos a me´trica g0 a um
fluxo de Ricci. Usando a equac¸a˜o de evoluc¸a˜o da curvatura escalar e alguns princ´ıpios do ma´ximo
mostramos que Rg(t) =
6
1−4t , e da´ı segue que a variedade Riemanniana (M, g0) tem curvatura
seccional contante igual a 1. Conclu´ımos a prova do resultado de rigidez utilizando alguns fatos
topolo´gicos, mais precisamente, fatos envolvendo a teoria de espac¸o de recobrimento.
4.1 Prova das Desigualdades (4.1) e (4.2)
Proposic¸a˜o 4.1. Seja Σ ∈ F . Enta˜o a aplicac¸a˜o induzida i# : pi1(Σ)→ pi1(M) e´ injetiva.
Demonstrac¸a˜o. Suponha por contradic¸a˜o que i# e´ na˜o injetiva.
Afirmac¸a˜o 4.1. Se i# na˜o e´ injetiva, enta˜o TM |Σ e´ orienta´vel.
De fato, como Σ e´ homeomorfa a RP2 enta˜o pi1(Σ) e´ isomorfo a pi1(RP2), que por sua vez, e´
isomorfo a Z2. Segue que pi1(Σ) e´ isomorfo a Z2 = {0, 1}. Dizer que i# e´ na˜o injetiva e´, neste
caso, dizer que qualquer curva na˜o-contra´til em Σ e´ contra´til em M . Suponha por contradic¸a˜o
que TM |Σ e´ na˜o-orienta´vel. Enta˜o existe uma curva fechada α : [0, 1]→ Σ que inverte orientac¸a˜o,
isto e´, se {e1(t), e2(t), e3(t)} e´ uma base ortonormal de Tα(t)M, onde ei : [0, 1] → TM sa˜o campos
unita´rios cont´ınuos ao longo da curva α, enta˜o {e1(0), e2(0), e3(0)} e {e1(1), e2(1), e3(1)} sa˜o bases
em orientac¸o˜es opostas de Tα(0)M . Da´ı, por continuidade, todas as curvas homoto´picas a α invertem
orientac¸a˜o. Como α e´ contra´til temos enta˜o que uma curva constante inverte orientac¸a˜o, mas isso
e´ uma contradic¸a˜o. Portanto TM |Σ e´ orienta´vel.
Afirmac¸a˜o 4.2. Se TM |Σ e´ orienta´vel, enta˜o Σ tem um lado.
De fato, desde que Σ e´ homeomorfa a RP2 temos que Σ e´ na˜o-orienta´vel, isto implica que
como fibrado vetorial, o fibrado tangente TΣ de Σ e´ na˜o-orienta´vel (Ver sec¸a˜o 1.6). Vamos supor
por contradic¸a˜o que o fibrado normal NΣ e´ trivial. Enta˜o Σ possui um campo normal unita´rio
cont´ınuo N globalmente definido. Como TΣ e´ na˜o-orienta´vel existe uma curva α : [0, 1] → Σ
com α(0) = α(1) = p que inverte a orientac¸a˜o, ou seja, se {e1(t), e2(t)} e´ uma base ortonormal
de Tα(t)Σ, onde ei : [0, 1] → TΣ sa˜o campos unita´rios cont´ınuos ao longo da curva α , enta˜o
{e1(0), e2(0)} e {e1(1), e2(1)} sa˜o bases em orientac¸o˜es oposta de TpΣ. Denote por N(t) = N(α(t))
o campo normal unita´rio N ao longo da curva α. Completemos agora a base {e1(t), e2(t)} de Tα(t)Σ
a uma base ortonormal {e1(t), e2(t), N(t)} de Tα(t)M . Consequentemente {e1(0), e2(0), N(0)} e
{e1(1), e2(1), N(1)} sa˜o bases em orientac¸o˜es opostas de Tα(t)M . Mas isso e´ uma contradic¸a˜o, pois
TM |Σ e´ orienta´vel.
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Seja γ : [0, 1] → Σ uma curva fechada na˜o-contra´til. Para cada t ∈ [0, 1] temos a seguinte
decomposic¸a˜o
Tγ(t)M = Tγ(t)Σ⊕ (Tγ(t)Σ)⊥.
Como (Tγ(t)Σ)
⊥ tem dimensa˜o 1, encontramos para cada t ∈ [0, 1] um vetor η(t) ∈ Tγ(t)M que e´
ortogonal ao plano tangente Tγ(t)Σ. Ale´m disso, podemos supor que η(t) depende continuamente de
t. Pela Afirmac¸a˜o 4.2 temos que o fibrado normal NΣ e´ na˜o-trivial, isso implica que η(1) = −η(0).
Defina para cada ε > 0 uma curva γε : [0, 1]→M por
γε(t) = expγ(t)(ε sin(pit)η(t)).
Note que γε e´ uma curva suave, γε(0) = expγ(0)(0) = γ(0) e γε(1) = expγ(1)(0) = γ(1). Da´ı
como γ e´ fechada temos que γε tambe´m e´ fechada. Ale´m disso, obtemos que para cada t ∈ (0, 1)
o ponto γε(t) correspondente ao ponto da geode´sica de M que sai ortogonalmente de Σ no tempo
d(t) ∈ (0, epsilon). Assim, para ε suficientemente pequeno a curva γε intersecta a superf´ıcie Σ em
exatamente um ponto, a saber, o ponto p = γ(0) = γ(1), e como η(1) = −η(0) esta intersec¸a˜o e´
transversal. Disto conclu´ımos que γε e´ na˜o-contra´til em M . caso contra´rio, γε teria que intersectar
Σ em pelo menos dois pontos, ja´ que Σ e´ fechada. Observe ainda, que γε e γ sa˜o homoto´picas via
a homotopia suave F : [0, 1]× [0, 1]→M dada por
F (s, t) = expγ(t)(sε sin(pit)η(t)).
Isso e´ uma contradic¸a˜o, pois por i# ser na˜o-injetiva e γ ser na˜o-contra´til em Σ, implica que γ e´
contra´til em M , e consequentemente toda curva homoto´pica a γ tem que ser contra´til em M .
Corola´rio 4.1.1. Temos que A(M, g) ≥ 2pi (sys(M, g))2 > 0.
Demonstrac¸a˜o. Tome Σ ∈ F . Sejam α : [0, 1]→ Σ e β : [0, 1]→M curvas na˜o-contra´teis de menor
comprimento em Σ e M , respectivamente. Pela Proposic¸a˜o 4.1 a aplicac¸a˜o i# e´ injetiva, assim α e´
na˜o-contra´til em M . Se β([0, 1]) ⊂ Σ enta˜o L(α) = L(β), o que implica que sys(M, g) = sys(Σ, g).
Se β([0, 1]) 6⊂ Σ enta˜o L(α) ≥ L(β), e assim, sys(Σ, g) ≥ sys(M, g). Logo
(sys(Σ, g))2 ≥ (sys(M, g))2. (4.3)
A Desigualdade de Pu em [29] diz que se Σ e´ um plano projetivo enta˜o
|Σ|g ≥ 2
pi
(sys(Σ, g))2.
Consequentemente, por (4.3) temos que
A(M, g) ≥ 2
pi
(sys(M, g))2.
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Vamos mostrar agora que sys(M, g) > 0. Para isso suponha que sys(M, g) = 0, isso implica
que
inf{L(α);α e´ na˜o-contra´til em M} = 0.
Segue que para todo n ∈ N existe uma curva αn : I → M fechada na˜o-contra´til em M tal que
L(αn) <
1
n . Observe que (αn) e´ uma sequeˆncia de curvas em M tal que
lim
n→∞L(αn) = 0.
Considere (pn)n∈N ⊂ M uma sequeˆncia de pontos de M tal que pn ∈ αn(I), para todo n ∈ N.
Desde que M e´ compacta, (pn)n∈N admite uma subsequeˆncia (pk)k∈N′ convergente, onde N′ ⊂ N.
Digamos que pk → p com p ∈ M e considere V ⊂ M uma vizinhanc¸a coordenada em torno p.
Da´ı, para k suficientemente grande pk ∈ V . Como limL(αn) = 0 e pk ∈ αk(I) para todo k ∈ N′,
temos que para k suficientemente grande αk(I) ⊂ V . Como V e´ homeomorfo a um aberto U ⊂ R3,
conclu´ımos que para k arbitrariamente grande αk e´ contra´til. O que e´ uma contradic¸a˜o, pois
tomamos αn na˜o-contra´til para todo n ∈ N. Portanto, sys(M, g) > 0.
O teorema a seguir mostra que o ı´nfimo A(M, g) e´ atingido por uma superf´ıcie Σ ∈ F . Para
demonstra´-lo, usaremos resultados e notac¸o˜es de [26]. Por serem muito te´cnicos na˜o entraremos
em muito detalhes.
Proposic¸a˜o 4.2. Existe uma superf´ıcie Σ ⊂ F tal que |Σ|g = A(M, g).
Demonstrac¸a˜o. Pela propriedade de ı´nfimo, existe uma sequeˆncia de superf´ıcies (Σk)k∈N ⊂ F tal
que
|Σk|g ≤ A(M, g) + εk,
onde εk → 0 quando k →∞. Denote por C a colec¸a˜o de todas as superf´ıcies conexas compactas e
sem bordo mergulhadas em M e I(Σ) a classe de isotopia de uma superf´ıcie Σ ∈ C. Observe que
F ⊂ C e I(Σk) ⊂ F , para todo k ∈ N, da´ı temos que
A(M, g) ≤ inf
Σ∈I(Σk)
|Σ|g.
Assim temos que (Σk)k∈N ⊂ C e
|Σk|g ≤ A(M, g) + εk ≤ inf
Σ∈I(Σk)
|Σ|g + εk.
Ale´m disso, como Σk e´ homeomorfa a RP2 para todo k ∈ N temos que g(Σk) = g(RP2) = 1,
consequentemente
lim sup
k→∞
(|Σk|g + g(Σk)) = lim sup
k→∞
(|Σk|g + 1)
= lim
k→∞
(|Σk|g + 1)
≤ A(M, g) + 1.
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Logo,
lim sup(|Σk|g + g(Σk)) <∞.
Da´ı a sequeˆncia (Σk)k∈N e´ minimizante. Assim pelo Teorema 1 em [26] encontramos nu´meros
inteiro positivos R,n1, · · · , nR e superf´ıcies mı´nimas mergulhadas Σ(1), · · · ,Σ(R) ∈ C duas a duas
disjuntas tais que
R∑
j=1
nj
∫
Σ(j)
fdσg = lim
k→∞
∫
Σk
fdσg,
para toda func¸a˜o cont´ınua f : M → R. Em particular, para a func¸a˜o constante f ≡ 1. Da´ı temos
que
R∑
j=1
nj |Σ(j)|g = lim
k→∞
|Σk|g
≤ A(M, g) + lim
k→∞
εk
= A(M, g).
Ou seja,
R∑
j=1
nj |Σ(j)|g ≤ A(M, g). (4.4)
Vamos agora definir superf´ıcies S
(1)
k , · · · , S(R)k da seguinte forma: se nj = 2mj , enta˜o
S
(j)
k =
mj⋃
r=1
{
x ∈M ; d(x,Σ(j)) = r
k
}
,
e se nj = 2mj + 1, enta˜o
S
(j)
k = Σ
(j)
mj⋃
r=1
{
x ∈M ; d(x,Σ(j)) = r
k
}
.
Segue da Observac¸a˜o 3.27 em [26] que podemos encontrar superf´ıcies mergulhadas S
(0)
k e Σ˜k
com as seguintes propriedades:
(i) A superf´ıcie Sk =
R⋃
j=0
S
(j)
k e´ isoto´pica a Σ˜k para k suficientemente grande.
(ii) A superf´ıcie Σ˜k e´ obtida a partir de Σqk ∈ (Σk)k∈N por uma γ0-reduc¸a˜o (Ver [26], Sec. 3).
(iii) S
(0)
k ∩ (∪Rj=1S(j)k ) = ∅. Ale´m disso, |S(0)k |g → 0 quando k →∞.
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Desde que Σqk ∈ (Σk)k∈N temos que Σqk e´ homeomorfa a RP2, assim como Σ˜k e´ obtida a partir
de Σqk por uma γ0-reduc¸a˜o enta˜o Σ˜k tem componente conexa Σ˜
∗
k tambe´m homeomorfa a RP2.
Pelo item (i), para k suficientemente grande temos que Sk e´ isoto´pica a Σ˜k. Em particular,
existe um homeomorfismo f : Σ˜k → Sk. Da´ı Ek := f(Σ˜∗k) ⊂ Sk e´ uma componente conexa de Sk
homeomorfa a Σ˜∗k. Logo Ek e´ homeomorfa a RP2. Segue que Ek ⊂ Sk e´ conexo e Ek ∈ F . Assim
|Ek|g ≥ A(M, g) > 0.
Por outro lado, pelo item (iii), |S(0)k |g → 0 quando k →∞. Assim para k suficientemente grande
|Ek|g > |S(0)k |g, consequentemente, Ek 6⊂ S(0)k . Desde que Ek ⊂ Sk e S(0)k
⋂
(
R⋃
j=1
S
(j)
k ) = ∅ temos
que
Ek ⊂
R⋃
j=1
S
(j)
k .
Observe que para k suficientemente grande e i 6= j temos que S(j)k ∩ S(i)k = ∅. Da´ı Ek e´ uma
componente conexa de S
(i)
k para algum i ∈ {1, · · · , R}. Temos duas possibilidades:
(1) Considere o caso em que Σ(i) tem 2-lados. Note que para ε suficientemente pequeno o conjunto
{x ∈ M ; d(x,Σ(i)) = ε} tem duas componentes conexas ambas isoto´picas a Σ(i). Assim,
independentemente de ni ser par ou ı´mpar teremos que para k suficientemente grande todas
as componentes conexas de S
(i)
k sa˜o isoto´picas a Σ
(i). Em particular, Ek e´ homeomorfo Σ
(i).
(2) Considere agora que Σ(i) tem 1-lado. Observe que para ε suficientemente pequeno o conjunto
{x ∈ M ; d(x,Σ(i)) = ε} e´ conexo e nos da´ um recobrimento duplo para Σ(i). Se ni e´ par,
enta˜o para k suficientemente grande Ek e´ um recobrimento duplo para Σ
(i). Se ni e´ ı´mpar,
enta˜o ou Ek = Σ
(i) ou Ek e´ um recobrimento duplo para Σ
(i).
Segue de (1) e (2) que ou Ek e´ homeomorfo a Σ
(i) ou e´ um recobrimento duplo de Σ(i). Se Ek
e´ um recobrimento duplo de Σ(i), segue que χ(Ek) = 2χ(Σ
(i)). Desde que Ek e´ homeomorfo a RP2
e χ(RP2) = 1 temos que 2χ(Σ(i)) = 1. Mas isso e´ uma contradic¸a˜o pois a caracter´ıstica de Euler
de uma superf´ıcie e´ sempre um nu´mero inteiro. Logo, Ek e´ homeomorfo a Σ
(i) e consequentemente
Σ(i) e´ homeomorfa a RP2. Segue que Σ(i) ∈ F , e com isso
|Σ(i)|g ≥ A(M, g).
Portanto, por (4.4)
|Σ(i)|g = A(M, g).
Proposic¸a˜o 4.3. Se Σ ∈ F e´ tal que |Σ|g = A(M, g), enta˜o∫
Σ
(Ric(ν, ν) + |B|2)dσg ≤ 4pi.
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Demonstrac¸a˜o. Primeiramente suponha que Σ tem 2-lados. Neste caso, Σ possui um campo normal
unita´rio cont´ınuo N globalmente definido. Desde que Σ e´ esta´vel, segue da condic¸a˜o de estabilidade
que ∫
Σ
f2(Ric(N,N) + |B|2)dσg ≤
∫
Σ
|∇Σf |2dσg,
para toda func¸a˜o f ∈ C∞(Σ), onde L e´ o operador de estabilidade de Σ. Consequentemente, se
tomarmos f ≡ 1 temos que ∫
Σ
(Ric(N,N) + |B|2)dσg < 0 < 4pi.
Considere agora que Σ tem 1-lado. Neste caso, na˜o podemos usar a condic¸a˜o de estabilidade
de forma direta, ja´ que Σ na˜o possui um campo normal cont´ınuo unita´rio globalmente definido.
Desde que quaisquer superf´ıcies suaves homeomorfas sa˜o difeomorfas, considere um difeomorfismo
ϕ : RP2 → Σ. Considere a me´trica h¯ = ϕ∗g em RP2 obtida pelo pullback de g por ϕ e pi : S2 → RP2
a projec¸a˜o natural. Considere agora a me´trica h˜ = pi∗h¯ em S2. Pelo Teorema da Uniformizac¸a˜o de
Riemann existe uma func¸a˜o positiva u ∈ C∞(S2) tal que a curvatura Gaussiana da me´trica g˜ = uh˜
e´ constante e igual a 1. Ale´m disso, e´ poss´ıvel mostrar que u(p) = u(−p). Consequentemente,
a superf´ıcie Riemanniana (S2, g˜) e´ isome´trica a (S2, gS2), onde gS2 e´ a me´trica canoˆnica da esfera
S2. E´ conhecido que a me´trica canoˆnica de RP2 e´ dada pelo pushforward de gS2 por pi, isto e´,
gRP2 = (pi
−1)∗gS2 , onde pi−1 e´ a inversa local da aplicac¸a˜o pi. Segue da´ı que
gRP2 = (pi
−1)∗g˜
= (u ◦ pi−1)(pi−1)∗h˜
= (u ◦ pi−1)(pi−1)∗(pi∗h¯)
= (u ◦ pi−1)h¯,
isto e´, a me´trica ϕ∗g e´ conforme a me´trica canoˆnica do plano projetivo. Considere ϕ = ϕ◦pi : S2 →
Σ. Observe que ϕ e´ um difeomorfismo local e ϕ(x) = ϕ(−x) para todo x ∈ S2, consequentemente
S2 e´ o recobrimento duplo orienta´vel de Σ onde ϕ e´ a aplicac¸a˜o de recobrimento. Ale´m disso,
ϕ∗g = pi∗(ϕ∗g) = vpi∗(gRP2),
para alguma func¸a˜o positiva v ∈ C∞(S2). Consequentemente ϕ∗g = vgS2 , ou seja, a me´trica ϕ∗g e´
conforme a me´trica canoˆnica da esfera.
Vamos agora considerar o fibrado vetorial (ϕ∗(NΣ), p˜i,S2) obtido pelo pullback do fibrado nor-
mal NΣ de Σ pela aplicac¸a˜o ϕ : S2 → Σ. Observe que para cada x ∈ S2 tem- se que a fibra
p˜i−1(x) = {(x, v); v ∈ (Tϕ(x)Σ)⊥},
e´ isomorfa a (Tϕ(x)Σ)
⊥, que por sua vez, e´ isomorfo a R. Segue que ϕ¯∗(NΣ) e´ um fibrado linha
em S2. Desde que todo fibrado linha em S2 e´ trivial, temos que o fibrado vetorial ϕ∗(NΣ) e´ trivial.
Consequentemente, existe uma sec¸a˜o na˜o-nula ν ∈ Γ(ϕ∗(NΣ)) tal que |ν(x)| = 1 para todo x ∈ S2.
Note que para cada x ∈ S2 temos que ν(x) ∈ (Tϕ(x)Σ)⊥, ou seja, ν(x) e´ normal a Σ no ponto ϕ(x).
Assim, como Σ tem um lado temos que ν(x) = −ν(−x) para todo x ∈ S2.
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Vamos agora identificar a esfera S2 com a esfera unita´ria em R3. Para cada j ∈ {1, 2, 3} defina
a sec¸a˜o σj ∈ Γ(ϕ∗(NΣ)) por σj(x) = fj(x)ν(x) para todo x = (x1, x2, x3) ∈ S2, onde fj sa˜o as
func¸o˜es coordenadas, isto e´, fj(x) = xj para cada j ∈ {1, 2, 3}. Desde que ν(x) = −ν(−x), temos
que σj(x) = σj(−x) para todo x ∈ S2. Como σj ∈ Γ(ϕ∗(NΣ)), enta˜o σj e´ o pullback por ϕ de
alguma sec¸a˜o Vj ∈ Γ(NΣ), ou seja, σj(x) = Vj ◦ ϕ(x) para todo x ∈ S2. Note que
3∑
j=1
|σj(x)|2 =
3∑
j=1
x2j = 1,
e
|Vj(y)|2 = |Vj(ϕ(x))|2 = |σj(x)|2.
Consequentemente,
3∑
j=1
|Vj(y)|2 = 1, ∀y ∈ Σ.
Desde que Σ e´ esta´vel temos que∫
Σ
(Ricg(ν, ν) + |B|2)|Vj |2dσg ≤
∫
Σ
|∇Vj |2dσg.
Como S2 e´ o recobrimento duplo orienta´vel de Σ onde ϕ e´ a aplicac¸a˜o de recobrimento tem-se
que ∫
Σ
|∇Vj |2dσg = 1
2
∫
S2
ϕ∗(|∇Vj |2)dσϕ∗g = 1
2
∫
S2
|∇ϕ∗gfj |2dσϕ∗g.
Consequentemente∫
Σ
(Ricg(ν, ν) + |B|2)|Vj |2dσg ≤ 1
2
∫
S2
|∇ϕ¯∗gfj |2dσϕ¯∗g.
Somando em 1 ≤ j ≤ 3 ambos os lados desta u´ltima desigualdade obtemos que∫
Σ
(Ricg(ν, ν) + |B|2)
3∑
j=1
|Vj |2dσg ≤ 1
2
∫
S2
3∑
j=1
|∇ϕ¯∗gfj |2dσϕ¯∗g.
O que implica que ∫
Σ
(Ricg(ν, ν) + |B|2)dσg ≤ 1
2
∫
S2
3∑
j=1
|∇ϕ¯∗gfj |2dσϕ¯∗g. (4.5)
Vimos anteriormente que existe uma func¸a˜o positiva v ∈ C∞(S2) tal que ϕ∗g = vgS2 . Assim
dσϕ∗g = vdσgS2 . (4.6)
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Ale´m disso, em um sistema de coordenadas o gradiente da func¸a˜o fj em relac¸a˜o a me´trica ϕ
∗g
e´ dado por
∇ϕ∗gfj = (ϕ∗g)ik ∂fj
∂xi
∂
∂xk
.
O que implica que
∇ϕ∗gfj = 1
v
∇gS2fj ,
e consequentemente
|∇ϕ¯∗gfj |2 = 1
v
|∇gS2fj |2. (4.7)
Substituindo (4.6) e (4.7) em (4.5) temos que∫
Σ
(Ricg(ν, ν) + |B|2)dσg ≤ 1
2
∫
S2
3∑
j=1
|∇gS2fj |2dσgS2 .
Temos ainda que as func¸o˜es coordenadas sa˜o autofunc¸o˜es para o laplaciano associadas ao auto-
valor 2, isto e´, ∆gS2fj + 2fj = 0. Assim pela Primeira Identidade de Green temos que∫
S2
|∇gS2fj |2dσgS2 =
∫
S2
gS2(∇gS2fj ,∇gS2fj)dσgS2
= −
∫
S2
fj∆gS2fjdσgS2
=
∫
S2
2f2j dσgS2 .
Somando em 1 ≤ j ≤ 3 obtemos que∫
S2
3∑
j=1
|∇gS2fj |2dσgS2 =
∫
S2
2
3∑
j=1
f2j dσgS2 = 2area(S
2, gS2) = 8pi.
Portanto, ∫
Σ
(Ricg(ν, ν) + |B|2)dσg ≤ 4pi.
Proposic¸a˜o 4.4. Temos que A(M, g) infM Rg ≤ 12pi.
Demonstrac¸a˜o. Pelo Teorema 1.10 temos que
Rg − 2Ric(η, η)− |B|2 = 2K,
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onde K e´ a curvatura Gaussiana de Σ e Rg e´ a curvatura escalar de M com respeito a` me´trica g.
Isso implica que
Rg + |B|2 = 2Ric(η, η) + 2|B|2 + 2K.
Segue que ∫
Σ
(Rg + |B|2)dσg = 2
∫
Σ
(Ric(η, η) + |B|2)dσg + 2
∫
Σ
Kdσg.
Como Σ e´ homeomorfa a RP2 temos que χ(Σ) = χ(RP2) = 1. Segue do Teorema de Gauss-
Bonnet para superf´ıcies compactas na˜o-orienta´veis 1.4 e da Proposic¸a˜o 4.3 que∫
Σ
(Rg + |B|2)dσg ≤ 12pi. (4.8)
Pela Proposic¸a˜o 4.2, existe uma superf´ıcie Σ ∈ F tal que A(M, g) = |Σ|g. Consequentemente,
A(M, g) inf
M
Rg = |Σ|g inf
M
Rg
≤
∫
Σ
Rgdσg
≤
∫
Σ
(Rg + |B|2)dσg
Portanto, por (4.8) temos que
A(M, g) inf
M
Rg ≤ 12pi.
4.2 Caso Igualdade em (4.1)
Com o objetivo de demonstrar o resultado de rigidez no Teorema 4.1, isto e´, caracterizar as vari-
edades (M, g) satisfazendo a igualdade em (4.1), vamos a partir daqui considerar g0 uma me´trica
Riemanniana em M tal que A(M, g0) infM Rg0 = 12pi. Reescalonando a me´trica, se necessa´rio,
podemos supor que A(M, g0) = 2pi e infM Rg0 = 6. Vamos considerar agora T > 0 e a famı´lia de
me´tricas g(t), t ∈ [0, T ] que e´ soluc¸a˜o do fluxo de Ricci com g(0) = g0, ou seja,
∂
∂t
g(t) = −2Ricg(t).
Proposic¸a˜o 4.5. Temos que
A(M, g(t)) ≥ A(M, g0)− 8pit,
para todo t ∈ [0, T ].
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Demonstrac¸a˜o. Suponha por contradic¸a˜o que existe τ ∈ (0, T ] tal que
A(M, g(τ)) < A(M, g0)− 8piτ.
Podemos encontrar ε > 0 tal que
A(M, g(τ)) < A(M, g0)− 8piτ − 2ετ.
Defina
t0 = inf{t ∈ [0, T ];A(M, g(t)) < A(M, g0)− 8pit− ετ − εt}.
Note que t0 < τ e t0 6= 0 pois caso contra´rio ter´ıamos que ετ < 0, o que na˜o acontece ja´ que
ε, τ > 0. Consequentemente, t0 ∈ (0, τ). Ale´m disso, para todo t ∈ [0, t0) temos
A(M, g(t)) ≥ A(M, g0)− 8pit− ετ − εt.
O que implica que
A(M, g0) < A(M, g(t)) + 8pit+ ετ + εt.
Consequentemente
A(M, g(t0)) < A(M, g0)− 8pit0 − ετ − εt0
≤ A(M, g(t)) + 8pit+ ετ + εt− 8pit0 − ετ − εt0
= A(M, g(t))− (8pi + ε)(t0 − t).
Segue que
A(M, g(t0))−A(M, g(t)) < −(8pi + ε)(t0 − t),
para todo t ∈ [0, t0). Pela Proposic¸a˜o 4.2, existe uma superf´ıcie Σ ∈ F tal que
A(M, g(t0)) = |Σ|g(t0).
Sempre temos que
−A(M, g(t)) ≥ −|Σ|g(t).
Logo
|Σ|g(t0) − |Σ|g(t) ≤ A(M, g(t0))−A(M, g(t))
< −(8pi + ε)(t0 − t),
para todo t ∈ [0, t0). Isto implica que
|Σ|g(t0) − |Σ|g(t)
(t0 − t) < −(8pi + ε).
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Segue que
lim
t→t0
|Σ|g(t0) − |Σ|g(t)
(t0 − t) ≤ −8pi − ε.
Consequentemente
d
dt
∣∣∣∣
t=t0
|Σ|g(t) ≤ −8pi − ε. (4.9)
Por outro lado
d
dt
∣∣∣∣
t=t0
|Σ|g(t) =
∫
Σ
d
dt
∣∣∣∣
t=t0
dσg(t),
onde dσg(t) e´ o elemento de a´rea de Σ em relac¸a˜o a me´trica g(t). Como g(t) e´ soluc¸a˜o para o fluxo
de Ricci para todo t ∈ [0, T ], temos
∂
∂t
g(t) = −2Ricg(t).
Consequentemente
d
dt
dσg(t) =
1
2
√
det(gij(t))
d
dt
(det gij(t))dx
=
det(gij(t))
2
√
det(gij(t))
(
gij(t)
d
dt
gij(t)
)
dx
= −
(
gij(t)
(
Ricg(t)
)
ij
)
dσg(t).
Considere {e1, e2} um referencial local ortonormal em relac¸a˜o a me´trica g(t0). Da´ı
d
dt
∣∣∣∣
t=t0
dσg(t) = −
(
Ricg(t0)(e1, e1) +Ricg(t0)(e2, e2)
)
dσg(t0)
=
(
Ricg(t0)(e1, e1) +Ricg(t0)(e2, e2)
)
dσg(t0)
=
(
Ricg(t0)(e1, e1) +Ricg(t0)(e2, e2) +Ricg(t0)(η, η)−Ricg(t0)(η, η)
)
dσg(t0)
=
(
Rg(t0) −Ricg(t0)(η, η)
)
dσg(t0).
O que implica que
d
dt
∣∣∣∣
t=t0
|Σ|g(t) = −
∫
Σ
(
Rg(t0) −Ricg(t0)(η, η)
)
dσg(t0).
Seque do Teorema 1.10 que
Rg(t0) −Ricg(t0)(η, η) = 2K +Ricg(t0)(η, η) + |B|2.
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Integrando esta igualdade, aplicando o Teorema de Gauss-Bonnet e a Proposic¸a˜o 4.3 obtemos,
d
dt
∣∣∣∣
t=t0
|Σ|g(t) = −
∫
Σ
(
Rg(t0) −Ricg(t0)(η, η)
)
dσg(t0)
= −2
∫
Σ
Kdσgt0 −
∫
Σ
(Ricg(t0)(η, η) + |B|2)dσgt0
≥ −4piχ(Σ)− 4pi
= −8pi.
Logo
d
dt
∣∣∣∣
t=t0
|Σ|g(t) ≥ −8pi.
O que por (4.9) e´ uma contradic¸a˜o.
Proposic¸a˜o 4.6. Temos que
Rg(t) =
6
1− 4t ,
para todo t ∈ [0, T ) com T ≤ 14 .
Demonstrac¸a˜o. Como A(M, g0) = 2pi, segue da Proposic¸a˜o 4.5 que A(M, g(t)) ≥ 2pi(1 − 4t), para
todo t ∈ [0, T ]. Pela desigualdade (4.1) temos que
inf
M
Rg(t) ≤
12pi
A(M, g(t)) .
Logo,
inf
M
Rg(t) ≤
6
1− 4t .
Para mostrar a desigualdade contra´ria defina τ = min{T, 14} e a func¸a˜o h : M × (0, τ)→ R por
h(p, t) = Rg(t) −
6
1− 4t .
Note que
∂
∂t
h =
∂
∂t
Rg(t) −
2
3
(
6
1− 4t
)2
.
Pela equac¸a˜o de evoluc¸a˜o (1.3) temos
∂
∂t
h = ∆h+ 2|Ricg(t)|2 −
2
3
(
6
1− 4t
)2
.
84
Observe que
〈g(t), Ricg(t)〉 = gij(t)
(
Ricg(t)
)
ij
= Rg(t).
Segue da Desigualdade de Cauchy-Shuwarz que
|〈g(t), Ricg(t)〉|2 ≤ |g(t)|2|Ricg(t)|2.
O que implica que
R2g(t) ≤ 3|Ricg(t)|2.
Da´ı
∂
∂t
h ≥ ∆h+ 2
3
R2g(t) −
2
3
(
6
1− 4t
)2
= ∆h+ βh,
onde β : M × [0, τ)→ R e´ uma func¸a˜o suave dada por
β(p, t) =
2
3
(
Rg(t)(p) +
6
1− 4t
)
.
Observe que como M e´ compacta a func¸a˜o curvatura escalar Rg(t) e´ limitada. Consequente-
mente, para cada t ∈ [0, τ) existe um nu´mero real Ct dependendo apenas de t tal que β(p, t) ≤ Ct,
para todo p ∈ M . Ale´m disso, note que h(p, 0) ≥ 0 para todo p ∈ M . Segue do princ´ıpio do
Ma´ximo que h(p, t) ≥ 0 para todo p ∈M e para todo t ∈ [0, τ) (Ver [11], pa´gina 95, Teorema 4.3).
Consequentemente, infM Rg(t) ≥ 61−4t para todo t ∈ [0, τ).
Com isso conclu´ımos que
inf
M
Rg(t) =
6
1− 4t ,
para todo t ∈ [0, T ) com T ≤ 14 . Portanto pelo Princ´ıpio do Ma´ximo Estrito,
Rg(t) =
6
1− 4t ,
para todo t ∈ [0, T ) com T ≤ 14 .
Proposic¸a˜o 4.7. A variedade Riemanniana (M, g0) tem curvatura seccional constante igual a 1.
Demonstrac¸a˜o. Pela Proposic¸a˜o 4.6 temos que Rg(t) =
6
1−4t , para todo t ∈ [0, T ) com T ≤ 14 .
Substituindo este valor da curvatura escalar na equac¸a˜o de evoluc¸a˜o (1.4), conclu´ımos que
◦
Ricg(t) ≡
0 em M × [0, T ). Como Rg0 = 6 e
◦
Ricg(t) ≡ 0 temos que (M, g0) e´ uma variedade Einstein com
Ricg0 = 2g0. Consequentemente o tensor de Schouten definido em (1.2) em relac¸a˜o a me´trica g0 e´
Ag0 =
1
2g0. Desde que o tensor de Weyl e´ identicamente nulo para n = 3, temos por (1.1) que
R = Ag0  g0.
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Assim, para qualquer par de vetores ortonormais e1 e e2 tangentes a (M, g0) temos que
K(e1, e2) = R(e1, e2, e2, e1) = 1.
Portanto (M, g0) tem curvatura seccional constante igual a 1.
Considere pi : M˜ → M o recobrimento universal de M . Podemos introduzir uma me´trica g˜
em M˜ atrave´s do pullback de g0 por pi. Com isso, temos que (M˜, g˜) e (M, g0) sa˜o localmente
isome´tricas e consequentemente (M˜, g˜) tem curvatura seccional igual a 1. Desde que M˜ e S3 sa˜o
simplesmente conexos, conclu´ımos que (M˜, g˜) e (S3, h) sa˜o isome´tricos, onde h e´ a me´trica canoˆnica
da esfera (Ver [22], cap. 11).
Proposic¸a˜o 4.8. Temos que |pi1(M)| = 2.
Demonstrac¸a˜o. Pela Proposic¸a˜o 4.2 existe Σ ∈ F tal que |Σ|g0 = A(M, g0). Assim, temos que
|Σ|g0 infM Rg0 = 12pi. Isto implica que
12pi = |Σ|g0 inf
M
Rg0 ≤
∫
Σ
Rg0dσg0 ≤
∫
Σ
(Rg0 + |B|2)dσg0 .
Por outro lado, segue do Teorema 1.10, do Teorema de Gauss-Bonnet e da Proposic¸a˜o 4.2 que∫
Σ
(Rg0 + |B|2)dσg0 ≤ 12pi.
Consequentemente, ∫
Σ
(Rg0 + |B|2)dσg0 = 12pi.
Como Rg0 = 6, temos que
6|Σ|g0 +
∫
Σ
|B|2dσg0 = 12pi.
O que implica que ∫
Σ
|B|2dσg0 = 0.
Assim temos que B ≡ 0, isto e´, a superf´ıcie Σ e´ totalmente geode´sica.
Vimos que existe uma isometria f : (S3, gS3)→ (M˜, g˜) de S3 para o recobrimento universal deM ,
onde g˜ = pi∗g0 e gS3 e´ a me´trica canoˆnica da esfera. Defina F := pi ◦f : S3 →M e note que F e´ uma
isometria local. Segue do Teorema 1.14 que F e´ uma aplicac¸a˜o de recobrimento, consequentemente
a esfera S3 e´ o recobrimento universal de M . Defina agora a superf´ıcie mergulhada Σ˜ ⊂ S3 por
Σ˜ = F−1(Σ).
Afirmac¸a˜o 4.3. A superf´ıcie Σ˜ e´ totalmente geode´sica.
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De fato, sejam p ∈ Σ˜ e c : [0, 1]→ Σ˜ a geode´sica em Σ˜, tal que, c(0) = p e c′(0) = v. Considere
a curva β = F ◦ c : [0, 1]→ Σ em Σ. Desde que F e´ uma isometria local e c e´ uma geode´sica em Σ˜,
temos que β e´ uma geode´sica em Σ tal que β′(0) = dFp(v) = w e β(0) = F (p). Como Σ e´ totalmente
geode´sica conclu´ımos que β e´ uma geode´sica em M . Seja c a geode´sica em S3 tal que c(0) = p e
c′(0) = v, novamente por F ser uma isometria local temos que a curva β = F ◦ β e´ a geode´sica em
M com β(0) = F (p) e β
′
(0) = w. Por unicidade das geode´sicas segue que β = β, consequentemente,
c = c. Com isso, obtemos que c e´ uma geode´sica em S3 e portanto Σ˜ e´ totalmente geode´sica.
Afirmac¸a˜o 4.4. A superf´ıcie Σ˜ e´ isome´trica a S2.
Pela Afirmac¸a˜o 4.3 temos que Σ˜ e´ totalmente geode´sica, segue do Teorema 1.5 que KΣ˜ = KS3 =
1, onde KΣ˜ e KS3 denotam a curvatura Gaussiana de Σ˜ e S
3, respectivamente. Consequentemente,
ou Σ˜ e´ isome´trica a S2 ou Σ˜ e´ isome´trica a RP2 (Ver [8], sec. 8.4). Suponha que Σ˜ e´ um plano
projetivo mergulhado em S3, da´ı, pela Proposic¸a˜o 4.1 a aplicac¸a˜o induzida i# : pi1(Σ˜) → pi1(S3) e´
injetiva, o que e´ uma contradic¸a˜o, pois pi1(Σ˜) = Z2 e pi1(S3) = {0}.
Vamos agora considerar a aplicac¸a˜o induzida i# : pi1(Σ) → pi1(M). Mostramos na Proposic¸a˜o
4.1 que i# e´ injetiva. Afirmamos que i# tambe´m e´ sobrejetiva. Para mostrar isso, considere uma
curva fechada α : [0, 1]→M com base no ponto p ∈M . Considere a transformac¸a˜o deck φ = φα de
S3 associada a curva α atrave´s do isomorfismo [α] 7→ φα do grupo fundamental pi1(M) em G(S3).
Defina a superf´ıcie mergulhada Σ ⊂ S3 por Σ = φ−1(Σ˜). Desde que φ e´ uma isometria, temos que
Σ e´ totalmente geode´sica. Fazendo um argumento ana´logo ao feito na Afirmac¸a˜o 4.4, conclu´ımos
que Σ e´ isome´trica a uma esfera mergulhada em S3. Desde que quaisquer duas esferas mergulhadas
em S3 se intersectam, temos que Σ˜ ∩ Σ 6= ∅. Fixemos um ponto q˜ ∈ Σ˜ ∩ Σ. Como Σ˜ e´ conexa
por caminhos, podemos encontrar uma curva suave γ˜ : [0, 1] → Σ˜ tal que γ˜(0) = q˜ e γ˜(1) = φ(q˜).
Vamos agora definir uma curva suave γ : [0, 1]→ Σ por γ(t) = F (γ˜(t)). Note que
γ(0) = F (γ˜(0)) = F (q˜)
e
γ(1) = F (γ˜(1)) = F (φ(q˜)) = F (q˜).
Segue que γ e´ uma curva fechada. Observe que a transformac¸a˜o deck φ satisfaz, φ(q˜) = [γ].q˜ =
γ˜(1), isto e´, φ = φα = φγ . Desde que a aplicac¸a˜o [α] 7→ φα e´ um isomorfismo de pi1(M) em G(S3),
temos que α e´ homoto´pica a γ. Mais precisamente, [α] = [i(γ)]. Segue que i# e´ sobrejetiva e,
consequentemente, bijetiva. Portanto, |pi1(M)| = |pi1(Σ)| = 2.
Vimos que G(S3) e´ isomorfo a pi1(M), que pela Proposic¸a˜o 4.8, e´ isomorfo a Z2. Segue do
Teorema 1.16 que (M, g) e´ isome´trica a S3/Z2. Portanto, (M, g0) e´ isome´trica ao espac¸o projetivo
RP3 ( Ver [22], cap. 11).
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Cap´ıtulo 5
Toros
Nesta sec¸a˜o vamos expor os resultados obtidos em [6] com o objetivo de demonstrar o seguinte
teorema:
Teorema 5.1. Seja (M, g) uma variedade Riemanniana tridimensional com curvatura escalar na˜o-
negativa, Rg ≥ 0. Se Σ e´ um toro de 2-lados mergulhado em M que e´ localmente de menor a´rea,
enta˜o M e´ plana em uma vizinhanc¸a de Σ.
Observe que, sob as hipo´teses do Teorema 5.1, M na˜o e´ necessariamente globalmente plana.
Para ilustrar esse fato, considere S1 × S2, onde S2 e´ uma esfera que e´ plana em uma vizinhanc¸a do
equador E, como mostra a Figura 5.1.
Figura 5.1: Esfera localmente plana
Note que S1 × E e´ um toro de 2-lados mergulhado em S1 × S2 com campo normal unita´rio
cont´ınuo globalmente N = 0 + ν, onde ν e´ um campo normal a E em S2. Tome arbitrariamente
um ponto (p, q) ∈ S1 × E e um vetor u ∈ T(p,q)(S1 × E), u = u1 + u2, onde u1 ∈ TpS1 e u2 ∈ TqE.
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Veja que
∇uN = ∇1u10 +∇2u2ν = ∇2u2ν,
onde ∇1 e ∇2 sa˜o as conexo˜es Riemannianas de S1 e S2, respectivamente. Desde que o campo ν e´
um campo paralelo ao longo de E, temos que ∇uN = 0. Assim, a segunda forma fundamental de
S1×E e´ identicamente nula, e consequentemente esta e´ totalmente geode´sica e mı´nima. Desde que,
a curvatura de Ricci de S1 × S2 na direc¸a˜o normal N e´ nula, temos que o operado de estabilidade
de S1 × E e´ L(f) = ∆Σf , onde Σ = S1 × E e f ∈ C∞(Σ). Da´ı,
−
∫
Σ
fL(f)dσ =
∫
Σ
|∇Σf |2dσ ≥ 0.
Logo, S1 × E e´ mı´nima esta´vel, mas a variedade S1 × S2 na˜o e´ plana, pois esta possui pontos
onde a curvatura escalar e´ positiva.
Para demonstrar o Teorema 5.1, primeiramente mostraremos que Σ na˜o e´ estritamente local-
mente de menor a´rea. Se o contra´rio fosse verdade, enta˜o sob uma pertubac¸a˜o suficientemente
pequena da me´trica para uma me´trica de curvatura escalar positiva, Σ seria perturbada para um
toro de 2-lados mı´nimo esta´vel que ainda e´ localmente de menor a´rea, o que pelo Teorema 1.11
e´ uma contradic¸a˜o. Da´ı, conclu´ımos que existem toros de 2-lados Σ+ e Σ−, um em cada lado de
Σ em uma vizinhanc¸a normal de desta em M , que sa˜o localmente de menor a´rea. Considerando
duas co´pias da regia˜o limitada pelos toros Σ+ e Σ−, e colando apropriadamente suas fronteiras,
obteremos pelo Teorema B em [5] um toro tridimensional T3 com curvatura escalar na˜o-negativa.
Pore´m, Schoen-Yau em [31] mostraram o seguinte teorema:
Teorema 5.2 (Schoen-Yau, Teorema 5.2 em [31]). Seja N ma variedade compacta orientada de
dimensa˜o 3. Suponha que N satisfaz uma das seguintes condic¸o˜es:
(i) pi1(N) conte´m um subgrupo abeliano na˜o-c´ıclico finitamente gerado, ou
(ii) pi1(N) conte´m um subgrupo abstratamente isomorfo ao grupo fundamental de uma superf´ıcie
de geˆnero maior que 1.
Enta˜o N na˜o admite me´trica com curvatura escalar positiva. De fato, toda me´trica com curvatura
escalar na˜o-negativa e´ plana.
Desde que Z2 e´ um subgrupo de pi1(T3) = Z3, e este e´ abeliano na˜o-c´ıclico finitamente gerado,
conclu´ımos que T3 na˜o admite me´trica com curvatura escalar positiva.
5.1 Demonstrac¸a˜o do Teorema 5.1
Considere Σ uma superf´ıcie compacta de 2-lados mergulhada em uma variedade Riemanniana
tridimensional (M, g). Defina uma variac¸a˜o suave φ : (−l, l)× Σ→M de Σ por
φ(t, x) = expx(tN(x)),
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onde N e´ um campo normal unita´rio cont´ınuo globalmente definido em Σ. Como Σ e´ mergulhada,
enta˜o podemos escolher l > 0 suficientemente pequeno para que φ seja um difeomorfismo. Por
definic¸a˜o o conjunto V = φ((−l, l) × Σ) e´ chamada vizinhanc¸a normal de Σ em M . Desde que
φ : (−l, l) × Σ → V e´ um difeomorfismo, podemos identificar os pontos de V com os pontos de
(−l, l) × Σ, desta forma, muitas vezes iremos considerar V = (−l, l) × Σ. Note que fixado x ∈ Σ,
temos que φ(·, x) e´ uma geode´sica de M ortogonal a Σ. Ale´m disso, esta geode´sica e´ tambe´m
ortogonais aos n´ıveis φ(t,Σ). Isto implica que a me´trica em V e´ dada por
g = dt2 +
2∑
i,j=1
gij(t, x)dx
i ⊗ dxj . (5.1)
O lema a seguir serve para garantir que depois de certas operac¸o˜es de cortes e colagens a me´trica
resultante e´ suave.
Lema 5.1. Seja (M, g) uma variedade Riemanniana tridimensional com curvatura escalar na˜o-
negativa, Rg ≥ 0. Suponha que Σ e´ um toro de 2-lados mergulhado em M que e´ localmente de
menor a´rea, enta˜o com respeito a um sistema de coordenadas normais ao longo de Σ,
∂ngij
∂tn
(0, x) = 0,
para todo inteiro positivo n e todo x ∈ Σ.
Demonstrac¸a˜o. Seja {e1, e2} um referencial ortonormal em Σ. Note que como Σ e´ um toro, tal
referencial existe. Estenda e1 e e2 para a vizinhanc¸a normal V = (−l, l) × Σ transportando-os
paralelamente ao longo das geode´sicas normais de Σ. Para 1 ≤ i, j ≤ 2, considere λij = B(ei, ej).
Pelo Teorema B em [5] temos que
∂n
∂tn
λij(0, x) = 0, (5.2)
para todo inteiro na˜o-negativo n e todo x ∈ Σ. Considere um sistema de coordenadas geode´sicas
normais (t = x0, x1, x2) em V . Neste sistema de coordenadas
g00 =
〈
∂
∂t
,
∂
∂t
〉
= 1 e g0j =
〈
∂
∂t
,
∂
∂xj
〉
= 0,
para todo j = 1, 2. Note que
∂
∂t
gij =
∂
∂t
〈
∂
∂xi
,
∂
∂xj
〉
=
〈
∇ ∂
∂t
∂
∂xi
,
∂
∂xj
〉
+
〈
∇ ∂
∂t
∂
∂xj
,
∂
∂xi
〉
=
〈
∇ ∂
∂xi
∂
∂t
,
∂
∂xj
〉
+
〈
∇ ∂
∂xj
∂
∂t
,
∂
∂xi
〉
= B
(
∂
∂xi
,
∂
∂xj
)
+B
(
∂
∂xj
,
∂
∂xi
)
= 2Bij ,
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onde Bij = B
(
∂
∂xi
, ∂∂xj
)
. Segue que
Bij =
1
2
∂
∂t
gij . (5.3)
Por (5.2) temos que
∂n
∂tn
Bij(0, x) = 0,
para todo inteiro na˜o-negativo n e todo x ∈ Σ. Portanto, por (5.3) temos
∂ngij
∂tn
(0, x) = 0,
para todo inteiro positivo n e todo x ∈ Σ.
Lema 5.2. Suponha que Σ e´ uma superf´ıcie compacta de 2-lados mergulhada em uma variedade
Riemanniana tridimensional (M, g) com curvatura escalar na˜o-negativa, Rg ≥ 0. Enta˜o existem
uma vizinhanc¸a U de Σ em M e uma sequeˆncia de me´tricas {gn} em U tal que gn → g na topologia
C∞ em U, e para n suficientemente grande, cada gn tem curvatura escalar positiva, Rgn > 0.
Demonstrac¸a˜o. Seja V = (−l, l) × Σ uma vizinhanc¸a normal de Σ em M e a me´trica g da forma
(5.1). Defina uma sequeˆncia de me´tricas gn = e
−2n−1t2g. Desde que, para cada n as me´tricas gn
e g sa˜o conformes com gn = e
2ug, onde u = −n−1t2, pela Proposic¸a˜o 1.5 podemos relacionar as
curvaturas escales de gn e g pela equac¸a˜o
Rgn = e
2n−1t2(Rg − 4∆gu− 2|∇gu|2).
Observe que em um sistema de coordenadas (x1, x2, x3 = t) em V temos que,
∇gu = gij ∂u
∂xi
∂
∂xj
.
Como ∂u∂xi = 0 para i 6= 3, obtemos
∇gu = g3j ∂u
∂t
∂
∂xj
.
Ale´m disso, g3j = 0 para j 6= 3 e g33 = 1. Consequentemente,
∇gu = ∂u
∂t
∂
∂t
.
O que implica que
|∇gu|2 = 4n−2t2. (5.4)
Vamos agora encontrar uma expressa˜o para ∆gu. Sabemos que,
∆gu =
1√|g| ∂∂xi
(√
|g|gij ∂u
∂xj
)
,
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onde |g| = √det(gij). Da´ı
∆gu =
1√|g| ∂∂xi
(√
|g|gi3∂u
∂t
)
=
1√|g| ∂∂t
(√
|g|∂u
∂t
)
=
1√|g| ∂
√|g|
∂t
∂u
∂t
+
∂2u
∂t2
Mostramos na Sec¸a˜o 1.8.1 que
∂
√|g|
∂t
= divg
(
∂
∂t
)√
|g| = Ht
√
|g|,
onde Ht e´ a curvatura me´dia da superf´ıcie Σt = {t} × Σ com respeito a me´trica g. Assim,
∆gu = −2n−1tHt − 2n−1. (5.5)
Segue de (5.5) e (5.4) que
Rgn = e
2n−1t2(Rg + 8n
−1tHt + 8n−1 − 4n−2t2).
Desde que Rg ≥ 0, temos que para n suficientemente grande e l suficientemente pequeno temos
que Rgn > 0.
Lema 5.3. Suponha que Σ e´ um toro de 2-lados mergulhado em uma variedade Riemanniana
tridimensional que e´ estritamente localmente de menor a´rea. Seja {gn} uma sequeˆncia de me´tricas
tal que gn → g na topologia C∞. Enta˜o para qualquer vizinhanc¸a U de Σ em M e qualquer inteiro
positivo N existe, para algum n ≥ N , uma superf´ıcie Σn ⊂ U isoto´pica a Σ em U que e´ localmente
de menor a´rea em (M, gn).
Demonstrac¸a˜o. Seja U uma vizinhanc¸a de Σ em M . Escolha l > 0 suficientemente pequeno para
que a vizinhanc¸a normal V = [−l, l]× Σ de Σ esteja contida em U . Vamos a partir de agora focar
na variedade Riemanniana compacta (V, g) com bordo ∂V isome´trico a Σl∪Σ−l, onde Σl = {l}×Σ
e Σ−l = {−l}×Σ . Desde que Σ e´ estritamente localmente de menor a´rea, diminuindo o valor de l
se necessa´rio, temos que
|Σ|g < |Σ′|g,
para todo Σ′ ∈ I(Σ), Σ′ 6= Σ, onde I(Σ) denota a classe de isotopia de Σ em V .
Defina V0 =
[− l2 , l2]×Σ. Considere uma func¸a˜o suave f = f(t) na˜o-negativa definida em [−l, l]
tal que f = 0 em
[− l2 , l2]. Fazendo as derivadas f ′(l) e f ′(−l) suficientemente grandes em valor
absoluto, com f ′(l) > 0 e f ′(−l) < 0, a me´trica Riemanniana definida por g = efg satisfaz as
seguintes condic¸o˜es:
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(a) g|V0 = g|V0 .
(b) A curvatura me´dia na fronteira de (V, g) com respeito a` normal para dentro e´ positiva.
(c) |Σ|g < |Σ′|g, para toda Σ′ ∈ I(Σ), Σ′ 6= Σ.
De fato,
(a) Para demonstrar o item (a) basta notar que ef = 1 em V0.
(b) Denote por Hg e Hg as curvaturas me´dias de ∂V em relac¸a˜o as me´tricas g e g, respectivamente.
Recordemos que se (Mn, g) e´ uma variedade Riemanniana e u ∈ C∞(M) e´ uma func¸a˜o
positiva, podemos relacionar a curvatura me´dia Hg de ∂M em relac¸a˜o a me´trica g com a
curvatura me´dia Hg de ∂M em relac¸a˜o a me´trica g = u
n
n−2 g pela equac¸a˜o
∂u
∂η
− n− 2
2
Hgu = −Hgu
n
n−2 ,
onde η e´ a normal para dentro da fronteira em ∂M . Observe que em nosso caso n = 3 e
u = e
f
4 . Da´ı
Hg = − 1
e
3f
4
∂
∂η
(e
f
4 ) +
1
2e
f
2
Hg.
Note que em t = l temos que η = − ∂
∂t
, consequentemente
Hg =
1
4e
f
2
f ′(l) +
1
2e
f
2
Hg > 0
para f ′(l) suficientemente grande em valor absoluto com f ′(l) > 0.
Analogamente, em t = −l temos que η = ∂
∂t
, consequentemente
Hg = − 1
4e
f
2
f ′(−l) + 1
2e
f
2
Hg > 0
para f ′(−l) suficientemente grande em valor absoluto com f ′(−l) < 0.
Portanto, desde que ∂V = Σl ∪ Σ−l conclu´ımos que a curvatura me´dia na fonteira de V em
relac¸a˜o a me´trica g e´ positiva.
(c) Considere uma superf´ıcie Σ′ ∈ I(Σ) em (V, g). Note que
|Σ′|g =
∫
Σ′
√
det(efgij)dx
=
∫
Σ′
√
e3fdσg
≥ |Σ′|g,
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pois f ≥ 0 implica que e3f ≥ 1. Como Σ e´ estritamente localmente de menor a´rea temos que
|Σ′|g > |Σ′|g > |Σ|g,
para toda Σ′ ∈ I(Σ), Σ′ 6= Σ. Desde que as me´tricas g e g˜ coincidem em t = 0 temos que
|Σ|g = |Σ|g. Consequentemente, |Σ′|g > |Σ|g para toda Σ′ ∈ I(Σ), Σ′ 6= Σ.
Defina para cada n ∈ N a me´trica gn = efgn. Note que gn satisfaz:
(i) gn|V0 = gn|V0 .
(ii) gn → g na topologia C∞.
(iii) Existe n0 ∈ N tal que para n ≥ n0, a curvatura me´dia na fronteira de (V, gg) com respeito a
normal para dentro e´ positiva, pois as curvaturas me´dias da fronteira em relac¸a˜o as me´tricas
gn convergem para curvatura me´dia da fronteira em relac¸a˜o a me´trica g.
Para cada n considere
αn = inf
Σ′∈I(Σ)
|Σ′|gn .
Afirmac¸a˜o 5.1. A superf´ıcie Σ e´ incompress´ıvel em V .
Como Σ e´ de 2-lados diferente de uma 2-esfera, temos que ela e´ incompress´ıvel em V se, e
somente se, a aplicac¸a˜o i# : pi1(Σ)→ pi1(V ) definida por i#([α]) = [i(α)] e´ injetiva, onde i : Σ→ V
e´ a aplicac¸a˜o inclusa˜o. Faremos a demonstrac¸a˜o desta afirmac¸a˜o por contradic¸a˜o. Suponha que a
aplicac¸a˜o i# na˜o e´ injetiva. Considere [γ], [β] ∈ pi1(Σ) tais que [γ] 6= [β] e i#([γ]) = i#([β]). Da´ı,
as curvas γ(t) = (0, γ(t)) e β(t) = (0, β(t)) em V sa˜o homoto´picas. Considere F uma homotopia
entre as curvas γ e β. Note que a aplicac¸a˜o G = pi2 ◦ F e´ uma homotopia entre as curvas γ e β,
onde a aplicac¸a˜o pi2 : V → Σ e´ a projec¸a˜o em Σ. Mas isso e´ uma contradic¸a˜o, pois [γ] 6= [β]. Logo
segue a afirmac¸a˜o.
Afirmac¸a˜o 5.2. A variedade V e´ RP2-irredut´ıvel.
De fato, note que a 3-variedade V˜ = [−l, l] × R2 e´ o recobrimento universal de V , pois R2 e´ o
recobrimento universal de Σ, ja´ que esta e´ um toro. Obviamente, V˜ e´ uma variedade irredut´ıvel.
Segue do fato de que se o recobrimento universal de uma 3-variedade N e´ irredut´ıvel, enta˜o N
e´ irredut´ıvel, que a variedade V e´ irredut´ıvel. Ale´m disso, como Σ e´ orienta´vel temos que V e´
orienta´vel. Segue do Teorema 1.9 que V na˜o conte´m um plano projetivo de 2-lados mergulhado.
Portanto, segue a afirmac¸a˜o.
Afirmac¸a˜o 5.3. V na˜o conte´m uma superf´ıcie compacta de 1-lado mergulhada.
De fato, seja f : Σ → R3 um mergulho suave de Σ no espac¸o euclidiano tridimensional R3.
Defina uma aplicac¸a˜o F : V → R3 por
F (t, x) = expf(x)(tN(f(x))),
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onde N e´ um campo normal unita´rio cont´ınuo globalmente definido em f(Σ) ⊂ R3. Podemos tomar
l suficientemente pequeno para que F seja um mergulho suave. Suponha por contradic¸a˜o que V
conte´m uma superf´ıcie S mergulhada compacta de 1-lado. Da´ı, como V e´ orienta´vel, pelo Teorema
1.9 temos que S e´ na˜o-orienta´vel. Defina a superf´ıcie S = F (S). Observe que S e´ uma superf´ıcie
compacta na˜o-orienta´vel mergulhada em R3. Mas isso e´ uma contradic¸a˜o, pois toda superf´ıcie
compacta mergulhada em R3 e´ orienta´vel. Portanto, segue a afirmac¸a˜o.
Va´lidas todas as afirmac¸o˜es acima, podemos aplicar o Teorema 1.13 que afirma que para cada
n ≥ n0 existe uma superf´ıcie mergulhada Σn ∈ I(Σ) tal que |Σn|gn = αn (Neste caso, como ∂V 6= ∅
para aplicar o Teorema 1.13 e´ necessa´rio que a curvatura me´dia na fronteira de V em relac¸a˜o a
me´trica gn seja na˜o-negativa para todo n ≥ n0, o que de fato acontece pelo item (iii)).
Para cada n > n0, a superf´ıcie Σn e´ isoto´pica a Σ e minimiza a´rea em sua classe de isotopia
em (V, gn) assim temos que Σn e´ uma superf´ıcie compacta mı´nima esta´vel mergulhada em (V, gn).
Ale´m disso,
lim
n→∞αn = limn→∞ |Σn|gn ≤ limn→∞ |Σ|gn = |Σ|g. (5.6)
O que implica que a sequeˆncia {αn} e´ limitada. Com isso, temos que existe uma subsequeˆncia
da sequeˆncia {Σn} que localmente converge na topologia C∞ para uma superf´ıcie mı´nima compacta
Σ˜ mergulhada em (V, g) (Ver [25]). Pela propriedade natural de convergeˆncia, podemos tomar n
suficientemente grande para que todas as superf´ıcies Σn estejam contidas em alguma vizinhanc¸a
tubular W de Σ˜. Note que para n suficientemente grande, todas as superf´ıcies Σn intersectam
transversalmente as geode´sicas normais de Σ˜ (Observe a Figura 5.2).
Figura 5.2: As superf´ıcies Σ e Σn na vizinhanc¸a normal W .
Segue que Σn e´ um recobrimento para Σ˜ via a projec¸a˜o ao longo das geode´sicas normais de Σ˜.
Desde que V na˜o conte´m uma superf´ıcie compacta de 1-lado mergulhada, temos que a superf´ıcie
Σ˜ e´ necessariamente de 2-lados. Segue que o recobrimento de Σ˜ por Σn e´ de 1-folha, isto e´, a
aplicac¸a˜o de recobrimento dada pela projec¸a˜o ao longo das geode´sicas normais de Σ˜ e´ injetiva, nos
fornecendo um difeomorfismo entre Σn e Σ˜.
Como Σn e´ isoto´pica a Σ e difeomorfa a Σ˜, temos que Σ˜ e´ isoto´pica a Σ. Ale´m disso, por (5.6)
temos que
|Σ˜|g = lim
n→∞αn ≤ |Σ|g.
Consequentemente, pelo item (c) conclu´ımos que Σ˜ = Σ. Logo, pela propriedade natural de
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convergeˆncia, podemos tomar n suficientemente grande para que todas as superf´ıcies Σn estejam
contidas em int V0 =
(− l2 , l2)× Σ, onde pelo item (i) tem-se gn = gn. Assim temos que
|Σn|gn = inf
Σ′∈I(Σ)
|Σ′|gn ≤ |Σ′|gn ,
para toda Σ′ ∈ I(Σ) em V0. Portanto, para n suficientemente grande, a superf´ıcie Σn e´ localmente
de menor a´rea em (M, gn).
Demonstrac¸a˜o do Teorema 5.1. Seja V = (−l, l)×Σ uma vizinhanc¸a normal de Σ em M . Como
Σ e´ localmente de menor a´rea em (M, g), podemos tomar l suficientemente pequeno para que Σ
seja de menor a´rea em sua classe de isotopia em (V, g). Considere uma me´trica g˜ em V como da
forma (5.1), isto e´,
g˜ = dt2 +
2∑
i,j=1
g˜ij(t, x)dx
i ⊗ dxj ,
onde as func¸o˜es componentes g˜ij , 1 ≤ i, j ≤ 2, sa˜o dadas por
g˜ij(t, x) =
{
gij(t, x), se t ∈ [0, l)
gij(−t, x), se t ∈ (−l, 0]
Segue do Lema 5.1 que as func¸o˜es componentes de g˜ sa˜o suaves, pois como as derivadas parciais
de todas as ordens em relac¸a˜o a t em t = 0 de gij(t, x) se anulam, enta˜o o mesmo acontece com
as derivadas parciais de todas as ordens em relac¸a˜o a t em t = 0 de g˜ij(t, x). Da´ı, (V, g˜) e´ uma
variedade Riemanniana com curvatura escalar Rg˜ ≥ 0, pois Rg˜(t, x) = Rg(|t|, x) ≥ 0 para todo
(t, x) ∈ V . Note que se t > 0, temos que as componentes da me´trica g˜ satisfaz a condic¸a˜o
g˜ij(−t, x) = gij(t, x) = g˜ij(t, x).
Assim temos que a reflexa˜o ao longo de Σ, (t, x) 7→ (−t, x), e´ uma isometria. Segue que Σ minimiza
a´rea em sua classe de isotopia em (V, g˜).
Afirmac¸a˜o 5.4. A superf´ıcie Σ na˜o e´ estritamente de menor a´rea em sua classe de isotopia em
(V, g˜).
Suponha que esta afirmac¸a˜o e´ falsa, isto e´, que Σ e´ estritamente de menor a´rea em sua classe de
isotopia em (V, g˜). Escolha l suficientemente pequeno para que o Lema 5.2 seja va´lido para U = V e
considere a sequeˆncias de me´tricas {g˜n} dada por este lema. Pelo Lema 5.3, para n suficientemente
grande, existe um toro de 2-lados Σ′ ⊂ V pro´ximo de Σ que e´ localmente de menor a´rea em (V, g˜n).
Desde que, para n suficientemente grande Rg˜n > 0 temos que Σ
′ e´ um toro de 2-lados mı´nimo
esta´vel com respeito a uma me´trica com curvatura escalar positiva. Mas pelo Teorema 1.11 isso e´
uma contradic¸a˜o. Portanto, segue a afirmac¸a˜o.
Segue da Afirmac¸a˜o 5.4 que existe Σ˜ ∈ I(Σ), Σ˜ 6= Σ tal que |Σ˜|g˜ = |Σ|g˜. Assim a superf´ıcie Σ˜
tambe´m minimiza a´rea em sua classe de isotopia em (V, g˜).
Afirmac¸a˜o 5.5. Os toros Σ˜ e Σ sa˜o totalmente geode´sicos em (V, g˜).
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De fato, desde de que Σ e´ mı´nima esta´vel em (V, g˜) temos que∫
Σ
(Ricg˜(N,N) + |B|2)f2dσg˜ ≤
∫
Σ
|∇g˜f |2dσg˜,
para toda func¸a˜o f ∈ C∞(Σ), onde N e´ um campo normal unita´rio cont´ınuo globalmente definido
em Σ, B e´ a segunda forma fundamental de Σ e Ricg˜ e´ o tensor curvatura de Ricci de (V, g˜). Em
particular temos que ∫
Σ
(Ricg˜(N,N) + |B|2)dσg˜ ≤ 0. (5.7)
Pelo Teorema 1.10 temos que
Ricg˜(N,N) + |B|2 = 1
2
Rg˜ +
1
2
|B|2 − 1
2
KΣ, (5.8)
onde KΣ e´ a curvatura Gaussiana de Σ com respeito a me´trica g˜. Por (5.7) e (5.8) obtemos que∫
Σ
(Rg˜ + |B|2 −KΣ)dσg˜ ≤ 0.
Como χ(Σ) = 0, enta˜o pelo Teorema de Gauss-Bonnet temos∫
Σ
(Rg˜ + |B|2)dσg˜ ≤ 0.
Desde que Rg˜ ≥ 0 conclu´ımos que a segunda forma fundamental B de Σ e´ identicamente nula,
isto e´, que Σ e´ totalmente geode´sica. Da mesma forma mostra-se que Σ˜ tambe´m e´ totalmente
geode´sica. Portanto segue a afirmac¸a˜o.
Afirmac¸a˜o 5.6. Se Σ e Σ˜ se intersectam, enta˜o a intersec¸a˜o e´ transversal.
De fato, se o contra´rio acontecesse existiria um ponto p ∈ Σ ∩ Σ˜ tal que TpΣ = TpΣ˜ ⊂ TpV , e
ale´m disso quaisquer duas vizinhanc¸as de p em Σ e em Σ˜ sa˜o distintas. Veja a Figura 5.3.
Figura 5.3: Localizac¸a˜o do ponto p na intersec¸a˜o de Σ e Σ˜.
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Pore´m, como pela Afirmac¸a˜o 5.5 Σ e Σ˜ sa˜o totalmente geode´sicas, segue que as aplicac¸o˜es
exponenciais de cada uma delas e´ a restric¸a˜o da aplicac¸a˜o exponencial de V a Σ e a Σ˜. Mas como
o domı´nio desta restric¸a˜o e´ TpΣ = TpΣ˜ ⊂ TpV , segue que qualquer vizinhanc¸a normal de p em Σ
tambe´m e´ uma vizinhanc¸a normal de p em Σ˜. Mas isso e´ uma contradic¸a˜o. Logo, segue a afirmac¸a˜o.
Afirmac¸a˜o 5.7. A superf´ıcie Σ˜ esta´ contida em uma das componentes de V/Σ.
De fato, suponha que esta afirmac¸a˜o e´ falsa. Da´ı, temos que as superf´ıcies Σ˜ e Σ se intersectam.
Segue da Afirmac¸a˜o 5.6 que Σ e Σ˜ se intersectam transversalmente. Assim, temos que esta intersec¸a˜o
consiste numa quantidade finita de c´ırculos. Vamos refletir a porc¸a˜o de Σ˜ em (−l, 0]× Σ ao longo
de Σ para [0, l)× Σ. Considere a superf´ıcie Σ como a superf´ıcie em [0, l)× Σ obtida de Σ˜ como a
parte de Σ˜ contida em [0, l)× Σ unida com a parte refletida de Σ˜ como na Figura 5.4.
Figura 5.4: Reflexa˜o de Σ˜.
Observe que Σ na˜o e´ suave ao longo dos c´ırculos de intersec¸a˜o, ja´ que Σ e Σ˜ se intersectam
transversalmente. Como Σ na˜o e´ suave, segue que podemos suaviza´-la de tal forma que obtemos
uma nova superf´ıcie suave isoto´pica a Σ e com a´rea com respeito a me´trica g˜ estritamente menor
que |Σ|g˜. O que e´ uma contradic¸a˜o, pois Σ minimiza a´rea em sua classe de isotopia em (V, g˜).
Portanto, segue a afirmac¸a˜o.
Observe que, se Σ˜ estiver contida na porc¸a˜o (0, l) × Σ de V enta˜o temos que |Σ˜|g˜ = |Σ˜|g, e se
Σ˜ estiver contida na porc¸a˜o (−l, 0)×Σ de V enta˜o a reflexa˜o de Σ˜ ao longo de Σ nos fornece uma
superf´ıcie Σ isoto´pica a Σ contida na porc¸a˜o (0, l) × Σ tal que |Σ|g˜ = |Σ|g. Em ambos os casos
temos que na variedade original (V, g) existe um toro Σ+ contido na porc¸a˜o (0, l) × Σ de V que
e´ localmente de menor a´rea. Considerando a me´trica g˜ em V como da forma (5.1), mas com as
func¸o˜es componentes g˜ij , 1 ≤ i, j ≤ 2 dadas por
g˜ij(t, x) =
{
gij(t, x), se t ∈ (−l, 0]
gij(−t, x), se t ∈ [0, l)
e fazendo argumentos ana´logos aos feitos anteriormente, conclu´ımos que existe um toro Σ− na
porc¸a˜o (−l, 0)×Σ de V que e´ localmente de menor a´rea em (V, g). Seja W a regia˜o em V limitada
por Σ− e Σ+ como mostra a Figura 5.5.
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Figura 5.5: Regia˜o W .
Observe que W e´ difeomorfo a [−1, 1] × T2. Considere duas co´pias de (W, g). Para efeito
de notac¸a˜o, chame W1 = (W, g1) e W2 = (W, g2), onde as me´tricas Riemannianas g1 e g2 em W
coincidem com a me´trica g. Defina uma relac¸a˜o de equivaleˆncia em W1∪W2 identificando os pontos
(1, x) e (−1, x) em W1 com os pontos (1, x) e (−1, x) em W2, respectivamente. Aqui, por abuso de
notac¸a˜o, estamos considerando que ∂W = ({−1} × Σ) ∪ ({1} × Σ). Seja M o espac¸o quociente de
W1 ∪W2 por esta relac¸a˜o de equivaleˆncia. Defina uma me´trica em M por
g(t, x) =
{
g1(t, x), se (t, x) ∈W1
g2(t, x), se (t, x) ∈W2
Note que
g1(1, x) = g2(1, x) e g1(−1, x) = g2(−1, x),
para todo x ∈ T2. Ale´m disso, pelo Lema 5.1 temos que
∂ng1
∂tn
(1, x) =
∂ng2
∂tn
(1, x) = 0
e
∂ng1
∂tn
(−1, x) = ∂
ng2
∂tn
(−1, x) = 0
para todo inteiro positivo n e todo x ∈ T2. Segue que (M, g) e´ uma variedade Riemanniana suave
com curvatura escalar na˜o-negativa difeomorfa ao toro tridimensional. Desde que Z2 e´ um subgrupo
abeliano na˜o-c´ıclico finitamente gerado de pi1(M), pelo Teorema 5.2 segue que (M, g) e´ plana, e
portanto (W, g) tambe´m e´ plana.

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