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a b s t r a c t
In this paper, we introduce vector modular spaces and prove the existence of fixed points
for generalized quasicontraction maps and discuss their uniqueness in these spaces. Our
fixed point theorem, even in the case of modular spaces, extends themain result of Khamsi
[M.A. Khamsi, Quasicontraction mappings in modular spaces without∆2-condition, Fixed
Point Theory and Applications 2008, 6 pages, ID 916187].
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction and preliminaries
Modular spaces were initiated by Nakano in 1950 [1] in connection with the theory of order spaces and redefined and
generalized by Luxemburg [2–11] and Orlicz in 1959. These spaces were developed following the successful theory of Orlicz
spaces, which replaces the particular, integral form of the nonlinear functional, which controls the growth of members of
the space, by an abstractly given functional with some good properties. The monographic exposition of the theory of Orlicz
spaces may be found in the book of Krasnoseĺskii and Rutickii [12]. For a current review of the theory of Musielak–Orlicz
spaces and modular spaces, the reader is referred to the books of Musielak and Orlicz [13] and Kozłowski [14]. For more
information on fixed point theory in modular spaces, the reader is advised to consult [15–19], and the references therein.
In 1974, Ćirić [20] introduced quasicontraction maps and proved an existence fixed point result for these kind of maps in
completemetric spaces. Recently, Khamsi [17] proved a fixed point theorem for quasicontractionmaps inmodular spaces. In
this paper, we introduce vector modular spaces and present a fixed point result for generalized quasicontractionmaps in these
spaces. Our fixed point theorem, even in the case of the modular spaces, extends the main result of Khamsi [17, Theorem
3.4]. To set up our results in the next section, we recall some definitions and facts.
Let Y be a real Banach space. A nonempty subset P of Y is called cone if cP ⊆ P for each c ≥ 0. A cone P is called pointed
if P ∩ (−P) = {0}. It is easy to see that the relation
x ≼ y if and only if y− x ∈ P
defines a partial ordering≼ in Y , where P is a closed convex pointed cone.
The cone P is called normal if there is a number K > 0 such that for all x, y ∈ Y ,
0 ≼ x ≼ y ⇒ ‖x‖ ≤ K‖y‖.
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The least positive number satisfying the above condition is called the normal constant of P . We say that P (or Y ) satisfies the
Levi property [21], if every nondecreasing order-bounded sequence in P (or equivalently in Y ) is norm convergent. It is well
known that every cone with Levi property is normal [21, Theorem 2.45]. Y is called σ -complete [21], if every nondecreasing
sequence in Y which is bounded from above has a supremum. Equivalently, Y is σ -complete if every nonincreasing sequence
in Y which is bounded frombelowhas a infimum. By an ordered Banach spacewemean a real Banach space (Y ,≼, ‖.‖)which
is ordered by a pointed closed convex normal cone P with int P ≠ ∅. Every ordered Banach space with the Levi property is
necessary σ -complete [21, page 97]. Let Y be an ordered Banach space. Y is said to be a Riesz space if every nonempty finite
subset of Y has a supremum. Let Y be a Riesz space. For each x ∈ Y the absolute value of x is defined by |x| = sup{−x, x}.
2. Main results
Lemma 2.1. Let (Y ,≼, ‖.‖) be an ordered Banach space and C ⊆ Y . Let P be a normal cone of Y with normal constant K . Then
the following statements are equivalent:
(1) C is order-bounded;
(2) C is norm-bounded.
Proof. To prove (1) ⇒ (2), without loss of generality we may assume that C ⊆ P . Let τ ∈ Y be such that 0 ≼ y ≼ τ for
each y ∈ C . Since P is normal then for each y ∈ C, ‖y‖ ≤ K‖τ‖, that is C is norm-bounded. Now, suppose that (2) holds.
Then there exists a constant M > 0 such that ‖y‖ ≤ M for each y ∈ C . Let e ∈ int P . Then there exists a positive number
r > 0 such that e+ u ∈ P for ‖u‖ < r . Let λ = r2M , then for each y ∈ C
e− λy ∈ P and e+ λy ∈ P.
Therefore
−e
λ
≼ y ≼ e
λ
,
for each y ∈ C . Thus C is order-bounded. 
Let (Y ,≼, ‖.‖) be an ordered Banach space and let P be a cone of Y with Levi property. Let {xn} be a norm-bounded (or
equivalently order-bounded) sequence in Y . Since Y is σ -complete, then for each n ∈ N, supm≥n xm and infm≥n xm exist.
Define
limn→∞xn = inf
n∈N supm≥n
xm
and
limn→∞xn = sup
n∈N
inf
m≥n xm.
Since P has Levi property, then
limn→∞xn = inf
n∈N supm≥n
xm = lim
n→∞ supm≥n
xm,
and
limn→∞xn = sup
n∈N
inf
m≥n xm = limn→∞ infm≥n xm.
(note that since P has Levi property and (supm≥n xm)n is nonincreasing and norm-bounded then (supm≥n xm)n is convergent,
and the limit and the greatest lower bound of (supm≥n xm)n are equal [22, proposition 1.1.3]).
Lemma 2.2. Let {xn} and {yn} are nonnegative norm-bounded sequences in Y . Then the following hold:
(i) xn ≼ yn for n ≥ n0 implies limn→∞xn ≼ limn→∞yn;
(ii) xn ≼ yn for n ≥ n0 implies limn→∞xn ≼ limn→∞yn;
(iii) limn→∞xn ≼ limn→∞xn;
(iv) limn→∞(xn + yn) ≼ limn→∞xn + limn→∞yn;
(v) limn→∞xn = 0 implies limn→∞ xn = 0;
(vi) limn→∞ xn = x ⇒ limn→∞xn = x.
Proof. (i), (ii) and (iii) are immediate. For (iv), since
sup
m≥n
(xm + ym) ≼ sup
m≥n
(xm)+ sup
m≥n
(ym),
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then,
limn→∞(xn + yn) = lim
n→∞ supm≥n
(xm + ym)
≼ lim
n→∞ supm≥n
(xm)+ lim
n→∞ supm≥n
(ym)
= limn→∞xn + limn→∞yn.
For (v), note that sine 0 ≼ xn ≼ supm≥n xm then
‖xn‖ ≤ K‖ sup
m≥n
xn‖,
where K is normal constant of P . Since
0 = limn→∞xn = lim
n→∞ supm≥n
xm,
then limn→∞ ‖xn‖ = 0. For (vi), since xn ≼ supm≥n xm then
x = lim
n→∞ xn ≼ limn→∞ supm≥n xm = limn→∞xn. (2.1)
Now since limn→∞ ‖xn − x‖ = 0 then for each ϵ > 0 there exists N such that ‖xn − x‖ < ϵ for n > N . Since the sequence xn−x
ϵ

is norm-bounded then by the Lemma 2.1, there exists τ such that xn−x
ϵ
≼ τ or xn − x ≼ ϵτ . Hence for n > N , we
have
xn = (xn − x)+ x ≼ ϵτ + x. (2.2)
From (2.2), we get
limn→∞xn ≼ ϵτ + x. (2.3)
Since the positive number ϵ is arbitrary, then from (2.3), we get
limn→∞xn ≼ x. (2.4)
From (2.1) and (2.4), we have
limn→∞xn = lim
n→∞ xn. 
Definition 2.3. Let (Y ,≼, ‖.‖) be an ordered Banach space. Let∞ be an arbitrary element which is not in Y and let y ≺ ∞
for each y ∈ Y . LetX be a vector space over R (or C). A vector-valued function ρ : X→ P ∪ {∞} is called a vector modular,
if for arbitrary f and g , elements ofX, there hold the following:
(1) ρ(f ) = 0 if and only if f = 0;
(2) ρ(αf ) = ρ(f )whenever |α| = 1;
(3) ρ(α + βg) ≼ ρ(f )+ ρ(g)whenever α, β ≥ 0 and α + β = 1.
If ρ is a vector modular inX, then the set defined by
Xρ = {h ∈ X; lim
λ→0 ρ(λh) = 0}
is called a vector modular space.Xρ is a vector subspace of X .
Definition 2.4. Let (X, ρ, Y ) be a vector modular space.
(1) The sequence {fn}n ⊆ Xρ is said to be ρ-convergent to f ∈ Xρ if
ρ(fn − f )→ 0, as n →∞.
(2) The sequence {fn}n ⊆ Xρ is said to be ρ-Cauchy if ρ(fn − fm)→ 0 as n andm go to∞.
(3) A subset C ofXρ is called ρ-closed if the ρ-limit of a ρ-convergent sequence of C always belongs to C .
(4) A subset C ofXρ is called ρ-complete if any ρ-Cauchy sequence in C is ρ-convergent and its ρ-limit is in C .
(5) A subset C ofXρ is called ρ-bounded if
sup{‖ρ(f − g)‖; f , g ∈ C} <∞.
The following property is crucial throughout this paper.
Definition 2.5. The vector modular ρ has the Fatou property if and only
ρ(f ) ≼ limn→∞ρ(fn)
whenever {fn}ρ-converges to f .
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Example 2.6. Let (Y ,≼, ‖.‖) be a Riesz space. Let P be a normal cone of Y . A function ϕ : P → P which is nondecreasing,
continuous and such thatϕ(0) = 0, ϕ(u) ≻ 0 for u ≻ 0 and ‖ϕ(u)‖ → ∞ as ‖u‖ → ∞ is called aϕ-function. Let (Ω,Σ, µ)
be a measure space.
(1) LetX be the space of all vector-valuedΣ-measurable maps x : Ω → Y with equality µ-almost everywhere. Then
ρ(x) =
∫
Ω
ϕ(|x|)dµ for x ∈ X,
is a vector modular inX (if ϕ(|x|) is not Bochner integrable, let ρ(x) = ∞);
(2) LetX be the space of all vector-valued maps x : [a, b] → Y vanishing at t = a. The value (possibly also∞)
Vϕ(x) = sup
π
Σmi=1ϕ(|x(ti)− x(ti−1)|),
where the supremum is taken over all partitions π : a = t0 < t1 <, . . . , tm = b of the interval [a, b], is called the
ϕ-variation of the function x ∈ X. The ϕ-variation Vϕ is a vector modular inX.
Let (Y ,≼, ‖.‖) be an ordered Banach spacewith Levi property. Throughout the paper, letΦ be the class of allmapsφ : P → P
which satisfy the following conditions:
(1) φ is nondecreasing;
(2) for each x ∈ P ,
lim
n→∞(sup{φ
n(x), φn+1(x), φn+2(x), . . .}) = 0.
Now, we introduce the concept of generalized quasicontractions in vector modular spaces.
Definition 2.7. Let (X, ρ, Y ) be a vector modular space. Let C be a nonempty subset ofXρ . The self-map T : C → C is said
to be generalized quasicontraction if there exists a φ ∈ Φ such that
ρ(Tx− Ty) ≼ Qφ(x, y),
where
Qφ(x, y) = sup{φ(ρ(x− y)), φ(ρ(x− Tx)), φ(ρ(y− Ty)), φ(ρ(x− Ty)), φ(ρ(y− Tx))},
for any x, y ∈ C .
In what follows, we prove an existence fixed point theorem for such mappings. First, let T and C as in the above definition.
For any x ∈ C , define the orbit
O(x) = {x, Tx, T 2x, . . .},
and its ρ-diameter by
δρ(x) = diam(O(x)) = sup{ρ(T nx− Tmx); n,m = 0, 1, 2, 3, . . .},
note that δρ(x) ≺ ∞ if O(x) is norm-bounded (or equivalently order-bounded) and otherwise δρ(x) = ∞.
Lemma 2.8. Let (X, ρ, Y ) be a vector modular space. Let C be a nonempty subset of Xρ and T : C → C be generalized
quasicontraction. Let x ∈ C such that δρ(x) ≺ ∞. Then for any n ≥ 1, one has
δρ(T nx) ≼ φn(δρ(x)).
Moreover, one has
ρ(T nx− T n+mx) ≼ φn(δρ(x)), (2.5)
for any n ≥ 1 and m ∈ {0, 1, 2, 3, . . .}.
Proof. Letm ≥ n ≥ 1, we have
ρ(T nx− Tmy) ≼ Qφ(T n−1x, Tm−1y).
This obviously implies the following:
δρ(T nx) ≼ φ(δρ(T n−1x)),
for any n ≥ 1. Hence for any n ≥ 1, we have
δρ(T nx) ≼ φn(δρ(x)).
Moreover for any n ≥ 1 andm ∈ {0, 1, 2, 3, . . .}, we have
ρ(T nx− T n+mx) ≼ δρ(T nx) ≼ φn(δρ(x)). 
To prove our main result, we use the technique in [17].
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Theorem 2.9. Let (Y ,≼, ‖.‖) be an ordered Banach space with the Levi property. Let (X, ρ, Y ) be a vector modular space
such that ρ satisfies the Fatou property. Let C be a ρ-complete nonempty subset of Xρ and let T : C → C be generalized
quasicontraction. Let x ∈ C such that δρ(x) ≺ ∞. Then, the ρ-limit ω of {T nx} exists and is a fixed point of T . Moreover, if ω∗
is any fixed point of T in C such that ρ(ω − ω∗) ≺ ∞, then ω = ω∗.
Proof. Notice first that, since
0 ≼ φn(u) ≼ sup{φn(u), φn+1(u), φn+2(u), . . .}
and
lim
n→∞ sup{φ
n(u), φn+1(u), φn+2(u), . . .} = 0
then,
lim
n→∞φ
n(u) = 0 for each u ∈ P.
Since limn→∞ φn(δρ(x)) = 0, then from (2.5), we have that {T n(x)} is ρ-Cauchy sequence. Since C is ρ-complete, then there
exists ω ∈ C such that {T n(x)}ρ-converges to ω. Since ρ satisfies the Fatou property then from (2.5) we get
ρ(T nx− ω) ≼ limm→∞ρ(T nx− T n+mx) ≼ φn(δρ(x)), (2.6)
for any n ≥ 0. Since T is generalized quasicontraction, we have
ρ(Tx− Tω) ≼ Qφ(x, ω).
Since φ is nondecreasing then from (2.6), we get
ρ(Tx− Tω) ≼ sup{φ(δρ(x)), φ2(δρ(x)), φ(ρ(ω − Tω)), φ(ρ(x− Tω))}.
Assume that for n ≥ 1, we have
ρ(T nx− Tω) ≼ sup{φn(δρ(x)), φn+1(δρ(x)), φ(ρ(ω − Tω)), φ2(ρ(ω − Tω)), . . . ,
φn(ρ(ω − Tω)), φn(ρ(x− Tω))}. (2.7)
Then,
ρ(T n+1x− Tω) ≼ sup{φ(ρ(T nx− ω)), φ(ρ(T nx− T n+1x)), φ(ρ(ω − Tω)),
φ(ρ(T n+1x− ω)), φ(ρ(T nx− Tω))}. (2.8)
Hence from (2.5), (2.6) and (2.8), we have
ρ(T n+1x− Tω) ≼ sup{φn+1(δρ(x)), φn+2(δρ(x)), φ(ρ(ω − Tω)), φ(ρ(T nx− Tω))}.
Since φ is nondecreasing, by using our previous assumption, we get
ρ(T n+1x− Tω) ≼ sup{φn+1(δρ(x)), φn+2(δρ(x)), φ(ρ(ω − Tω)),
φ2(ρ(ω − Tω)), . . . , φn+1(ρ(ω − Tω)), φn+1(ρ(x− Tω))}.
So by induction, we have
ρ(T nx− Tω) ≼ sup{φn(δρ(x)), φn+1(δρ(x)), φ(ρ(ω − Tω)),
φ2(ρ(ω − Tω)), . . . , φn(ρ(ω − Tω)), φn(ρ(x− Tω))},
for any n ≥ 1. Since
sup{φn(δρ(x)), φn+1(δρ(x)), φ(ρ(ω − Tω)), φ2(ρ(ω − Tω)), . . . , φn(ρ(ω − Tω)), φn(ρ(x− Tω))}
≼ φn(δρ(x))+ φn+1(δρ(x))φn(ρ(x− Tω))+ sup{φ(ρ(ω − Tω)), φ2(ρ(ω − Tω)), . . . , φn(ρ(ω − Tω))}, (2.9)
then from (2.7) and (2.9), we get
ρ(T nx− Tω) ≼ φn(δρ(x))+ φn+1(δρ(x))+ φn(ρ(x− Tω))
+ sup{φ(ρ(ω − Tω)), φ2(ρ(ω − Tω)), . . . , φn(ρ(ω − Tω))},
for any n ≥ 1. Therefore, we have
limn→∞ρ(T nx− Tω) ≼ limn→∞φn(δρ(x))+ limn→∞φn+1(δρ(x))+ limn→∞φn(ρ(x− Tω))
+ limn→∞{φ(ρ(ω − Tω)), φ2(ρ(ω − Tω)), . . . , φn(ρ(ω − Tω))}
= limn→∞{φ(ρ(ω − Tω)), φ2(ρ(ω − Tω)), . . . , φn(ρ(ω − Tω))}
≼ sup{φ(ρ(ω − Tω)), φ2(ρ(ω − Tω)), . . . , φn(ρ(ω − Tω)), . . .}.
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Using the Fatou property satisfied by ρ, we get
ρ(ω − Tω) ≼ limn→∞ρ(T nx− Tω)
≼ limn→∞ρ(T nx− Tω)
≼ sup{φ(ρ(ω − Tω)), φ2(ρ(ω − Tω)), . . . , φn(ρ(ω − Tω)), . . .}. (2.10)
Since φ is nondecreasing then from (2.10), we have
φ(ρ(ω − Tω)) ≼ sup{φ2(ρ(ω − Tω)), φ3(ρ(ω − Tω)), . . . , φn(ρ(ω − Tω)), . . .},
which along with (2.10) implies that
ρ(ω − Tω) ≼ sup{φ2(ρ(ω − Tω)), φ3(ρ(ω − Tω)), . . . , φn(ρ(ω − Tω)), . . .}.
So by induction, we have
ρ(ω − Tω) ≼ sup{φn(ρ(ω − Tω)), φn+1(ρ(ω − Tω)), . . .}, (2.11)
for each n ≥ 1. From (2.11), we get
ρ(ω − Tω) ≼ lim
n→∞ sup{φ
n(ρ(ω − Tω)), φn+1(ρ(ω − Tω)), . . .} = 0,
which implies that ρ(ω− Tω) = 0 or Tω = ω. Let ω∗ be another fixed point of T such that ρ(ω−ω∗) ≺ ∞. Then, we have
ρ(ω − ω∗) = ρ(Tω − Tω∗) ≼ φ(ρ(ω − ω∗)).
Since φ is nondecreasing then from above, we have
ρ(ω − ω∗) ≼ φ(ρ(ω − ω∗)) ≼ φ2(ρ(ω − ω∗)).
So, by induction for each n ≥ 1, we get
ρ(ω − ω∗) ≼ φn(ρ(ω − ω∗)),
which implies that ρ(ω − ω∗) = 0 or ω = ω∗ (note that limn→∞ φn(ρ(ω − ω∗)) = 0). 
As a corollary, we get the following extension of [17, Theorem 3.4], in the setting of modular spaces.
Theorem 2.10. Let (X, ρ) be a modular space such that ρ satisfies the Fatou property. Let C be a ρ-complete nonempty subset
of Xρ and let T : C → C be generalized quasicontraction such that φ : [0,∞) → [0,∞) is a nondecreasing map with
limn→∞ φn(t) = 0 for each t > 0. Let x ∈ C such that δρ(x) <∞. Then, the ρ-limit ω of {T nx} exists and is a fixed point of T .
Moreover, if ω∗ is any fixed point of T in C such that ρ(ω − ω∗) ≺ ∞, then ω = ω∗.
Proof. We show that φ ∈ Φ and then the conclusion follows immediately from Theorem 2.9. We claim that φ(t) < t for
each t > 0. On the contrary, assume that φ(t0) ≥ t0 for some t0 > 0. Since φ is nondecreasing then, we get
0 < t0 ≤ φ(t0) ≤ φ2(t0) ≤ φ3(t0) ≤, . . . ,
contradicting our assumption (note that limn→∞ φn(t0) = 0). Now Since φ(t) < t then
φn(t) ≥ φn+1(t) ≥ φn+2(t) ≥, . . . .
Therefore
0 ≤ sup{φn(t), φn+1(t), φn+2(t), . . .} = φn(t),
and so
lim
n→∞ sup{φ
n(t), φn+1(t), φn+2(t), . . .} = 0. 
Remark 2.11. If we take φ(t) = kt , where k ∈ [0, 1), then Theorem 2.9 reduces to the result of Khamsi [17, Theorem 3.4].
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