Personalized recommender systems provide great opportunities for targeted advertisements, by displaying ads alongside genuine recommendations. We consider a biased recommendation system where such ads are displayed without any tags (disguised as genuine recommendations), rendering them indistinguishable to users. We consider the problem of detecting such a bias and propose an algorithm that uses statistical analysis based on binary feedback data from a subset of users. We prove that the proposed algorithm detects bias with high probability for a broad class of recommendation systems with sufficient number of feedback samples.
INTRODUCTION
The growth of online services has provided a vast variety of choices to users. This choice exists today in multiple domains including retail market, search engines, social networking websites, online news portals etc. With users having to choose from an overwhelming set of items, personalized recommender systems have become indispensable in easing the information overload and search complexity. Such recommender systems serve as an attractive platform for advertisers to reach their targeted consumers. It is now customary to see ads alongside other genuine recommendations in many of the websites that provide recommendation services. One can distinguish these ads from genuine recommendations, for example, by the location of their placement or by their special tags.
But recommendation engines are not legally obliged to facilitate such distinction and could possibly serve these ads mixed with genuine recommendations in a manner that renders them indistinguishable to users. Such a biased recommender system can have far reaching consequences, including user dissatisfaction with the recommendations [1] . Social and political consequences of bias in the context of media Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage, and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). Copyright is held by the author/owner(s). and online content have also been studied [2] . A basic question of interest to the users of such systems is whether or not such a biased recommender system can be detected.
We say a recommendation engine is biased, if it systematically favors a small set of items over other items in the database irrespective of users' preferences. On the other hand, we say that a recommendation engine is objective, if it satisfies a simple monotonic property in its recommendations to users -better suited items are given higher priority (in a statistical sense). The primary goal of this paper is then to develop algorithms to answer the following question: Can a meaningful distinction be drawn between objective and biased recommendation engines?
SYSTEM MODEL
The recommendation engine recommends products to users from a large database of m items indexed from 1 to m. A user's opinion about an item is represented by a numerical value that we call the user's rating of that item. We denote the user-item rating matrix for the entire database by R, where rows indicate users and columns indicate items. We introduce a parameter called the efficacy threshold, denoted by η which is used to represent opinions on a binary scale. We assume that a user is satisfied with a recommendation if the rating of the recommended item is greater than or equal to η. We refer to such a recommendation and item as being effective for that user.
Definition 1 (Effective & Ineffective
). An item i is effective for a user u if the rating of that item by the user, Rui is at least η. Similarly, a recommendation is said to be effective for a user if the recommended item is effective. An item or recommendation that is not effective is said to be ineffective.
We next describe the behavior of a recommendation engine using a probabilistic model. Let 1ui(t) indicate whether item i has been recommended to user u at time t, i.e.,
We make the following assumption about any recommender system: An item that has been recommended to a user once is not recommended to the same user again, i.e., for any user, u and item, i, ∞ t=1 1ui(t) ≤ 1.
Objective Recommendation Engine An objective recommendation engine is considered to consist of two components -one is the learning strategy which estimates the user-item rating matrix by the means of available feedback from users, and another is the recommendation strategy which generates recommendations based on the estimated user preferences. Our model does not specify the details of the learning strategy except requiring that the output of the strategy, that is the estimate of the user-item matrix, be close to the original rating matrix, R. Therefore, this model could be applied to a wide class of recommendation engines which estimate users' preferences fairly well. Let the estimate of the rating matrix at time t be denoted bŷ
The recommendation strategy uses the estimated useritem rating matrixR(t) to make recommendations at time t. The following model characterizes the behavior of an objective recommendation strategy:
1. Recommendations are made based on a user-item weight matrix, denoted by W(t) = [Wui(t)] . This is a stochastic matrix (rows sum to one), which is updated based on the current estimate of the rating matrix,R(t).
2. Given the weight matrix, a user is given a recommendation by choosing an item randomly, independent of everything else, with weights given by the row corresponding to the user in the user-item weight matrix.
3. At any time t, the weight matrix W(t) satisfies the following monotonic property: if i and j are two items that have not been shown to user u and the ratings are such thatRui(t) ≥Ruj(t), then the weights satisfy Wui(t) ≥ Wuj(t).
Biased Recommendation Engine A biased recommendation engine marks a small set of items, A (⊆ [m]) from the item database as ads. To make a recommendation to a user, with probability γ, independent of everything else, it chooses an item that has not been shown from the ad-pool, A. And with probability 1 − γ, it can follow any recommendation algorithm (for example, an objective recommendation algorithm). We refer to γ as the bias probability. Note that the strategy for showing ad items is unspecified except that no item is shown to a user twice. In particular, the engine may even customize its ad recommendations according to users' tastes.
ALGORITHM: BiAD
The problem is to design a test to detect if a recommendation engine is biased. In other words, the test has to decide between the following two hypotheses:
• H1 : "The recommendation engine is biased," and • H0 : "The recommendation engine is not biased."
We now describe an algorithm called Binary feedback Anomaly Detector (BiAD), that uses the recommendations made to the players and their feedback to decide between one of the two hypotheses. In every round of recommendation, each player is recommended an item by the recommendation engine. In round t, the algorithm uses the feedback from the players and computes for each item, the total number of players until that round who have been recommended that item and found the item ineffective. This number is denoted Algorithm 1 Binary feedback Anomaly Detector (BiAD)
Compute Bi(t) = number of players who have rated item i ineffective upto round t for all i ∈ [m].
Compute S(t) = sum of the largestÂ(t) among
Stop and accept H1. else t ← t + 1. end if end while Stop and reject H1.
by Bi(t) for item i. If the sum of the largestÂ(t) of these numbers among all the items is greater than or equal to a threshold T (t), the recommendation engine is declared to be biased. Otherwise, the same procedure is repeated in the next round. If the algorithm does not declare the engine to be biased in Q(m) rounds, then the hypothesis that the engine is biased is rejected. Here,Â(t), T (t) and Q(m) in the algorithm are appropriately designed parameters. The pseudocode for this algorithm is shown in Algorithm 1.
The principal idea underlying this algorithm is that it searches for concentration of large number of ineffective items in a small set. Since the number of potential ads is unknown, the algorithm makes decisions in real-time as it gets feedback from the players. Larger the size of the ad-pool, larger is the number of feedback samples required to detect a biased engine. Thus, the algorithm increases the size of the search set with progressing rounds of recommendation. Also, note that it requires only binary feedback from the players.
Details on how to choose the algorithm parametersÂ(t), T (t), Q(m) and related performance can be found in [3] . We show, in [3] , that appropriate choice of these parameters results in error probability that tends to zero with increasing size of the database and the number of feedback samples. We provide extensive simulation results with real data sets and practical recommendation algorithms, which confirm the trade offs deduced from theoretical analysis. In addition, we describe how such an anomaly detector can be applied to real world issues such as identification of search engine bias and pharmaceutical lobbying.
