The relative homotopy theory of modules, including the (module) homotopy exact sequence, was developed by Peter Hilton (1965). Our thrust is to produce an alternative proof of the existence of the injective homotopy exact sequence with no reference to elements of sets, so that one can define the necessary homotopy concepts in arbitrary abelian categories with enough injectives and projectives, and obtain, automatically, the projective relative homotopy theory as the dual. Furthermore, we pursue the relative (module) homotopy theory analogously to the absolute (module) homotopy theory. For these purposes, we embed the relative category into the category of long exact sequences, as a full subcategory, in our search for suitable notions of monomorphisms and injectives in the relative category.
Introduction.
The relative homotopy theory of modules, including the (module) homotopy exact sequence, was developed by Peter Hilton and stated in [1, Chapter 13] . The approach in this paper produces an alternative proof of the existence of the injective homotopy exact sequence without involving any reference to elements of sets in the arguments, so that one can define the necessary homotopy concepts in arbitrary abelian categories with enough injectives and projectives, and obtain, automatically, the projective relative homotopy theory as the dual.
In addition, having established a few new examples of nontrivial (absolute) homotopy groups of modules in [2] , we here pursue the relative (module) homotopy theory analogously to the absolute (module) homotopy theory. For these purposes, to find suitable notions of monomorphisms and injectives in the relative category, we embed the relative category ᏹ r in the category Ᏹ of long exact sequences as a full subcategory and say that a morphism (an object) in ᏹ r is a monomorphism (an injective) if its image in Ᏹ is a monomorphism (an injective).
The relative category.
In the relative category, denoted ᏹ r , of the category ᏹ of, say, right Λ-modules, where Λ is a unitary ring, the objects are where CA is an injective container of A, ι n−1 is the inclusion map, and ΣA is the suspension of A (see [1, page 134]), for it represents an element of the nth (injective) relative homotopy group π n (A, β), n ≥ 1, β : B 1 → B 2 , which is to be discussed in Section 4. Since we build up the relative homotopy theory of modules analogously to the absolute homotopy theory of modules (see [1, Chapter 13]), we say that a pair of maps (ρ, σ ) : ι n−1 → β is i-nullhomotopic if it can be extended to an injective container of ι n−1 . Thus, we must look for suitable notions of monomorphisms and injectives in the relative category. If, in (2.1), to say that (ρ, σ ) is a monomorphism in ᏹ r simply required ρ and σ to be monomorphic, one could not expect to obtain injective objects. The following diagram illustrates this situation:
However, it is necessary, though not sufficient, that ρ and σ are both monomorphic in ᏹ in the search for monomorphisms in ᏹ r . The next line of thought is to extend (2.1) to
where ρ| is the restriction of ρ and σ is the induced map of σ . This amounts to embedding ᏹ r in Ᏹ, the category of long exact sequences in ᏹ, and calling (ρ, σ ) a monomorphism if its image in Ᏹ is a monomorphism. In other words, we identify the object φ : A → B in ᏹ r with the exact sequence ker φ A φ → B coker φ in Ᏹ and the morphism (ρ, σ ) : φ → φ in ᏹ r with a collection of maps (ρ|,ρ,σ ,σ ) in Ᏹ. It would, then, seem reasonable to regard (ρ, σ ) as a monomorphism if ρ|, ρ, σ , and σ are all monomorphisms.
3. The category of long exact sequences. In the category of long exact sequences, denoted Ᏹ, the objects are long exact sequences in ᏹ and the morphisms are collections of maps of ᏹ such that the following diagram commutes:
Note that a monomorphism in Ᏹ is a collection of monomorphisms; it forces the restrictions on kernel images to be monomorphic. By embedding the relative category ᏹ r in Ᏹ, we say that in (2.1), (ρ, σ ) is a monomorphism in ᏹ r if ρ and σ , together with the induced map σ on cokernels, are all monomorphisms. Moreover, we remark that if we embed ᏹ in ᏹ r by identifying A with 0 A, a monomorphism in ᏹ is automatically a suitable monomorphism in ᏹ r . Thus, this is a genuine relativization of (module) homotopy theory. Since the purpose is to define i-nullhomotopy in the relative category, we search for injectives in Ᏹ. First, we make the following definition. Moreover, this category has enough injectives and the span of an injective containing A may be taken to be the same as that of the given sequence A.
We remark that the second half of the theorem is an extension of [1, Proposition 13.13].
Proof. First, let I be a long exact sequence of injective modules with kernelimages also injective; we show that I is an injective in Ᏹ. Suppose given two long exact sequences A and B with a monomorphism µ : A B and a map ξ : A → I, the deduction that the map ξ extends to B is based on the following 
In (3.2), supplement the sequence I by the kernel images so that, for each n ∈ Z, there is a commutative triangle
which yields a splitting short exact sequence
Im γ n+1 (inj .) .
(3.4)
This means that there exist maps ρ n : I n → Im γ n and σ n : Imγ n+1 → I n such that ρ n ι n = 1 Im γn , γ n+1 σ n = 1 Im γ n+1 , and ι n ρ n + σ n γ n+1 = 1 In . In addition, the map ρ n ξ n in the diagram
extends to B n , that is, there is a map η n : B n → Im γ n such that η n µ n = ρ n ξ n . Based on these, for each n, we define φ n : B n → I n via φ n = ι n η n + σ n η n+1 β n+1 . It remains to show that φ n µ n = ξ n and γ n φ n−1 = φ n β n :
(1)
Before deriving the converse, we prove that the category Ᏹ has enough injectives; by this, we mean that every object in Ᏹ can be embedded in an injective. Let A : ··· → A n−1 αn → A n → ··· be in Ᏹ. For each n ∈ Z, embed the kernel image Im α n in an injective module I n , so that the long exact sequence J : ··· → J n−1 γn → J n → ···, where J n = I n ⊕ I n+1 and γ n is the expected "rotation" on the summands, is an injective in Ᏹ. To show that J is a container of A, we use the facts that the inclusion map λ n : Imα n I n , n ∈ Z, extends to A n by a map named θ n and the map {θ n ,θ n+1 α n+1 } : A n → J n is monomorphic to construct the desired commutative diagram
About the span of an injective container, the exact sequence A and a suitably chosen J end on the left (right) simultaneously because if A n = 0 for n < r (n > s), then Imα n = Im α n+1 = 0, so that one makes I n = I n+1 = 0 since it is a matter of choice. Finally, by the following diagram, we assure that if I is an injective in Ᏹ, it has to be a sequence of injective modules with kernel images also injective for the diagram shows that Im γ n , as a direct summand in Im η n , is injective:
Im γ n (3.9)
Since the proof of Theorem 3.2 does not involve any reference to elements of sets, by duality, we introduce epimorphisms and projectives in Ᏹ without further argument.
An epimorphism in the category of long exact sequences is a collection of epimorphisms, which forces the induced maps on kernel images to be epimorphic.
Theorem 3.3. In Ᏹ, the projectives are long exact sequences of projective modules with kernel images also projective.
Moreover, this category has enough projectives, and the span of a projective P over A may be taken to be the same as that of the given sequence A.
In the case where an injective (a projective) in Ᏹ ends on the left (right), we have the following corollary. Notice that these extra criteria are not automatic, even for abelian groups. For instance, in the diagram
the induced map Z 6 → Z 4 is clearly not monomorphic; in the exact sequence Z Q Q/Z, the kernel Z is not injective although Q and Q/Z are. Hereafter, diagram (2.2) becomes
where ι n−1 is the inclusion map and n is the quotient map, and Theorem 3.2 lets us pursue the relative homotopy theory analogously to the absolute theory (see [1, Chapter 13] We remark that, by duality, given a map α : A 1 → A 2 , one can define pnullhomotopy and the nth (projective) relative homotopy group π n (α, B) accordingly.
The homotopy exact sequence of modules.
We introduce the relative homotopy groups in module theory in order to imitate the homotopy exact sequence in topology. As expected, in the injective relative (module) homotopy theory, let β : B 1 → B 2 be a map, there is then an exact sequence of the map β (see [ 
We remark that a proof of this theorem is given in [1] . We produce an alternative proof without any reference to elements of sets, so that it is suitable for arbitrary abelian categories with enough injectives and projectives, and one can define the necessary homotopy concepts. Especially, the dual, the homotopy exact sequence in the projective relative homotopy theory, arises automatically.
The approach is, first, to prove the special case when the map β is a monomorphism, then to expand to Theorem 5.1 the general case by exploiting the mapping cylinder of β. We start with a couple of propositions; Proposition 5.2 is an evident relativization. Proof. Proof of Theorem 5.1. Assume, first, that the map β is monomorphic. We construct an injective resolution of A; thus,
When applying the functor Hom Λ (C, −) to β, there arises a short exact sequence of chain complexes; thus,
(5.5)
To conclude that, when β is monomorphic, the induced homology sequence coincides with the homotopy exact sequence (5.1); it suffices to show that in the third complex,
To prove (5.6), first, we pick φ : CΣ n−1 A → B 2 , for which the equivalence class
ker ι * n−1 which yields φι n−1 = βν for some ν : Σ n−1 A → B 1 . In addition, since β is monomorphic, the map ν is uniquely determined; call it φ|. Therefore, the map φ forces a commutative square
which represents an element in π n (A, β); we thus define ξ : ker 
where κ is the quotient map and B 12 = coker{ι, β}, which leads to a homotopy exact sequence; thus,
Since CB 1 is injective, π n (A, CB 1 ⊕B 2 ) π n (A, B 2 ) for n ≥ 0. Thus, to conclude that the homotopy exact sequence (5.10) of {ι, β} is canonically isomorphic to the homotopy exact sequence (5.1) of β, we show that π n (A, {ι, β}) π n (A, β), n ≥ 1.
Note that the diagrams
{ι,β} Furthermore, since CB 1 is injective, the map ν extends to CΣ n A by a map η 1 .
Hence, γ = ιθ + ν n = ιθ + η 1 ι n n , which yields {γ, σ } = {ι, β}θ +{η 1 ,η 2 }ι n n , so that (ρ, {γ, σ }) i 0 by Proposition 5.3. One final remark is that our arguments do not involve any elements of sets, so that, by duality, one can easily proceed with the projective relative (module) homotopy theory without further argument. As an example, the statement dual to that of Theorem 5.1 is the following theorem. 
(5.14)
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Special Issue on Intelligent Computational Methods for Financial Engineering Call for Papers
As a multidisciplinary field, financial engineering is becoming increasingly important in today's economic and financial world, especially in areas such as portfolio management, asset valuation and prediction, fraud detection, and credit risk management. For example, in a credit risk context, the recently approved Basel II guidelines advise financial institutions to build comprehensible credit risk models in order to optimize their capital allocation policy. Computational methods are being intensively studied and applied to improve the quality of the financial decisions that need to be made. Until now, computational methods and models are central to the analysis of economic and financial decisions. However, more and more researchers have found that the financial environment is not ruled by mathematical distributions or statistical models. In such situations, some attempts have also been made to develop financial engineering models using intelligent computing approaches. For example, an artificial neural network (ANN) is a nonparametric estimation technique which does not make any distributional assumptions regarding the underlying asset. Instead, ANN approach develops a model using sets of unknown parameters and lets the optimization routine seek the best fitting parameters to obtain the desired results. The main aim of this special issue is not to merely illustrate the superior performance of a new intelligent computational method, but also to demonstrate how it can be used effectively in a financial engineering environment to improve and facilitate financial decision making. In this sense, the submissions should especially address how the results of estimated computational models (e.g., ANN, support vector machines, evolutionary algorithm, and fuzzy models) can be used to develop intelligent, easy-to-use, and/or comprehensible computational systems (e.g., decision support systems, agent-based system, and web-based systems)
This special issue will include (but not be limited to) the following topics:
• Computational methods: artificial intelligence, neural networks, evolutionary algorithms, fuzzy inference, hybrid learning, ensemble learning, cooperative learning, multiagent learning
• Application fields: asset valuation and prediction, asset allocation and portfolio selection, bankruptcy prediction, fraud detection, credit risk management • Implementation aspects: decision support systems, expert systems, information systems, intelligent agents, web service, monitoring, deployment, implementation
