Abstract-We formulate the automated MAC protocol gen eration problem under dynamic traffic conditions for multiple neighborhoods and in the presence of acknowledgments. We show that the problem can be formulated as a functional optimization program in which each design (a.k.a. decision) function of the program is the probability that a node takes an action given its knowledge state, as a function of the effective traffic demand at the current time at that node. In order to 
I. INTRODUCTION
Automated MAC protocol generation is a novel frame work that was proposed in [1] , and developed for the single-neighborhood broadcast channel in [3] , for the multi neighborhood (unicast control) case with acknowledgments in [4] , and for dynamic topologies in [5] . The main difference between automated generation of MAC protocols and prior frameworks (presented in [7] , [8] , [9] , [lO ] , [11] and [12] ) is that in the former, the impact of control information exchanges is incorporated into the protocol model for optimization. This enables one to write a general optimization program that can subsume structurally different protocols. The resulting optimization programs typically need to be generated via automated expression generation tools and are subsequently solved by state-of-the-art nonlinear solvers. This approach is also different from "layered protocol decomposition," [6] which does not incorporate the impact of control information into optimization.
Reference [3] formulated a solution to the automated MAC protocol generation problem using a reduced global state space; however, this formulation did not scale well to the multi-neighborhood case with acknowledgments. Refer ence [4] solved the complexity problem by introducing a new technique, called Symbolic Monte Carlo simulation, in which the expression for the objective function is obtained from a Monte Carlo simulation of the MAC channel of the network. The objective function obtained via this approach converges to the correct one in the limit as the number of experiments goes to infinity, and provides a practical trade off between computational complexity and accuracy. Refer ence [5] formulated the automated MAC protocol generation problem for dynamic topologies, as found in wireless ad hoc networks, in which the network topology varies as a function of time. By using the Symbolic Monte Carlo method, the authors showed how to develop an optimal protocol given the frequency distribution with which local topologies (subgraphs) occur within the global network.
The main contribution of the current paper is to build a methodology for MAC protocol generation under dynamic traffic demands, that is, traffic demands that are different at each node and which also vary with time. In the previous papers, the nodes were assumed to have an infinite amount of data to send in their buffers. However, realistic networks have bursty traffic patterns, and significant differences in the long-term traffic demands of the nodes may exist. In this case, a methodology has to be developed to address both long term traffic needs as well as short-term bursty traffic patterns (which we assume are known only at the transmitting node at a given time). A major challenge is to weave these long-term and short-term dynamic and variable demands into a single optimization framework that can generate a MAC protocol.
In this paper, we model stationary networks with multiple MAC neighborhoods in which nodes can exchange advertise ments and acknowledgments whose effects are fully modeled, under dynamic traffic demands. (The approach in this paper can also be extended to mobile networks via the framework of [5] .)
The rest of the paper is organized as follows: In Section II, we state our assumptions about the dynamic traffic model used in this paper. In Section III, we introduce an efficient way to represent the dynamic traffic on a wireless network by using a code book. In Section IV, we present our framework for automatic protocol generation for dynamic traffic, and discuss symbolic Monte Carlo simulation as well as program generation and optimization in this setting. In Section V, we display and discuss our simulation results. In Section VI, we present our conclusions.
II. ASSUMPTIONS AND PRELIMINARIES
We assume that N identical nodes, V = {I, 2, ... , N}, have been deployed onto a two-dimensional deployment region. We assume that the transmission range, RTX, and the inter ference range, RlTF, are much smaller than the size of the deployment region, which allows for a multi-neighborhood MAC. A bidirectional link l is formed as I = {i, j} iff nodes i and j are located within the transmission range of each other. As a result, the N nodes form an undirected transmission graph G = (V, E) with vertex set V and edge set E = {{i,j}ll � i,j � N}.
In this paper, we consider only unicast data transmission. We further assume that at each time, a node has a single radio that allows the transmission of a MAC frame to only one neighbor. Except for possibly different traffic demands that they will see at different times, we assume that all the nodes are identical. We now switch to the perspective of any one of these nodes. At any given time, if there is an outgoing transmission of a MAC frame at this node, we can examine the traffic stream with which this MAC frame is associated, and record the traffic demand associated with that stream outgoing to that neighbor. We denote the rate of this traffic demand by a continuous function, J.L( t) (in bits per second). (Note that this notation requires the index of neither the sending node nor the receiving node. We shall see in the next section that the behavior of each node is the same for a given traffic demand at that time. This is possible by virtue of the MAC layer abstraction, which separates it from routing issues.) Since the traffic in a wireless network is bursty, we model the current traffic demand of this node for this traffic stream as J.L(t) = L m hm<5(t -tm), where m is the index for the m-th traffic "spike", hm is the number of packets in the m-th "spike", and tm is when the m-th spike occurs. (Note that this definition is for the traffic stream associated with the current outgoing MAC frame at this node. We fix that stream and examine its traffic demand pattern over time.) An example is given in Fig. 1 . Since the traffic stream that has been singled out belongs to a single application, which may have an end-to end delay requirement, we incorporate soft delay guarantees into our framework by imputing an average target link delay of Dm seconds to each spike based on the average remaining time for the delivery of the packets in that spike. (This assumption on the higher-layer routing layer is invoked only to give one example as to how a delay constraint may arise at the MAC layer.)
In order to create a mathematical model on which the long term averages of the next section shall be based, we define the "effective traffic demand" as Jl(t) = L m �8m(t -tm), where 8m (t) is the rectangle function with unit height and duration Dm, as shown in Fig. 1 . Considering the fact that ft HD m �: 8m(t)dt = ft HD m hm<5(t)dt, Jl(t) is a smoothed version of J.L(t). This effective traffic demand, Jl(t), sets the minimal average throughput around time t, which needs to be supported by the MAC protocol such that each packet meets the soft delay guarantee. (We assume that the retransmissions from the data link layer are incorporated into the traffic demands; however, we do not model the data link layer in this paper.) Let F(J.L(t)) be the achieved throughput around t, under traffic demand J.L(t). Then,
is our requirement on the average throughput.
We assume that the nodes are slot-synchronized and that the slot size is equal to the duration of a packet. Thus, the slot duration is assumed to be much smaller than the coherence time, Te, of the effective traffic demand, which is the duration over which the effective traffic demand remains roughly constant. Then, Jl(t) can be discretized into Pk, as Pk == Jl( kTe ).
We assume that only a single (data or control) packet can be successfully transmitted by a node, or received by a node in each time slot. A collision occurs at a time slot at the receiver when at least two packets overlap in that time slot, in which case no packet can be decoded correctly for that time slot. We assume that each node has no knowledge about any other node unless it obtains control information through a successfully received control packet.
III. FORMULATION OF MAC PROTOCOL OPTIMIZATION PROBLEM FOR DYNAMIC TRAFFIC CONDITIONS
The first key idea in this section is that a MAC protocol is uniquely characterized by the choice of the design functions that are functions of the local effective traffic demand at the current time. We shall write afunctional optimization program that optimizes over these functions over the entire set of links in the network. Even though this functional optimization program will be global, the information that is assumed to be known to each node is only its own P at the current time, which is locally available. Since each node acts identically, the goal is to obtain off-line, a look-up table for the probability that a node takes a given action given its knowledge state as a function of p.
Before we deal with any specific MAC protocol, we can describe our design space generally by defining the design functions in vector form, as 0(-
where A is the set of actions that a node can take given its knowledge state. (See [4] .) Thus, the goal of automatic MAC protocol generation for dynamic traffic is to find the optimal 0(·) as a vector function of the local effective traffic demand P k · Let flk denote the vector of effective traffic demands over all of the links in the network. Then, let C(flk; 0(-)) and F(flk; 0(-)) denote the objective function (which will be a cost function in this case) and the constraint function, respectively. Then the general form of the functional optimization problem is as follows:
where M is the number of time slots over which the opti mization is performed. Thus, k "Li! l C(flk; 0(.)), is the time average of the cost function.
Finding the optimal function 0(.) by directly solving the functional optimization program in (2) and (3) is particularly difficult, when it is possible. In order to make the optimization program computationally viable, the second key idea in this section is to quantize the vector fl of effective traffic demands over all the links in the network, with a vector quantizer, which we denote as Q(fl) = Y j with j E {1, ... ,L}. Here, the vector Y j is the output of the quantization, and L is the number of possible outputs. The partition for Y j is given 
. , O(y[UQ] )T] T.
Then, the quantized version of the optimization program can be written as (4) (5) A simple example is given in Fig. 2 to illustrate the typical scenario we consider and to show intuitively the construction of a traffic pattern codebook: node 1, node 2 and node 3 are deployed as shown in the figure. The traffic links are shown as arrows and the traffic demands on each link, fLl(t), fL2(t) and fL3(t), as functions of time, are also shown below the network. For simplicity, we assume that the traffic demands on all the links are periodic with T = 20. Within each period T, 200 packets at node 1, and 100 packets at node 2 are I A thorough analysis of vector quantizer Q(p,) is beyond the scope of this paper, but will be studied in our future work.
112(t)
11,(t) node 1 node 2 node 3 1.jJo=20 1.jJl=20 1.jJ2= 20 1.jJ3=20 Fig. 2 . A simple example of the "traffic pattern codebook" generated at tl = kT + 1 and at t2 = kT + 7, respectively. The maximal allowed delay Dl and D2 are both equal to 10. With the above assumptions, the keys of the effective traffic demand codebook, Y j ' j = {O, 1, 2, 3} as well as the associated probability distribution, 'ljJ j , j = {O, 1, 2, 3}, can be calculated as shown in Fig. 2 .
IV. MAC PROTOCOL GENERATION MODEL
We use a MAC protocol model that is similar to the one in [4] and [5] : each node takes an action from the set of actions denoted by A = {n, d, c, j, a } (each action occupies one time slot), where n means "listen to the channel", d means "send data packet", c means "send control packet", j means "send control packet and require acknowledgment for the control packet from the destined receiver," and a means "send acknowledgment". Based on these action defi nitions, we define the "knowledge state", S, as the control information that is "owned" by a node, namely, the control information packets it has sent and the control information packets that is has received in the last W slots. (As in [4] and [5] , W is the control information lifetime, namely, how long the effects of each control packet was designed to last.) The set of knowledge states of a node is denoted by S = {cp, CPo, Se, sf, Sa, qe, qf, qa, Ie, If, la}, where cp is the null state, in which no control information has been sent or received by the node during the last W slots but with data waiting to be sent out in the network layer buffer, and CPo, a newly introduced state which has the same definition as cp except that there is no data is to send out in the network layer buffer; Se, sf, Sa mean that c, j or a, respectively, has just been sent in the last slot; qe, qf and qa mean that c, j or a, respectively, has just been received in the last slot and the packet was destined to this node; Ie, If and la mean that c, j or a, respectively, has state S action x p(xls) timer w(xls) <P n, d, c, f en(-), ed(-), ee(-), e f (-) We define the design functions (a.k.a. decision functions), enC), edC), eeC), efC) (2: eC) = 1) as the probability, P(x l s )( -), with which the node chooses an action x E .,4, upon arriving at one of the states, s E S, as a function of the effective traffic demand at the current time at that node. As was described for the general case in the previous section, we denote by BC) = [en C) , edC), eeC), eeaC)]T the vector of design functions, to represent all the design functions collectively. The transition rules of this model are summarized in Ta ble I. 2 In this paper, we pick a particular objective function of inter est, the average transmission power, which we shall minimize. In order to obtain the optimization program expressions, we utilize the Symbolic Monte Carlo method [4] to explore the global state space of the network. Let G, Rand T denote the power consumption of a node, the network throughput, and the length of a cycle, respectively, where a "cycle" is defined as the time between two subsequent visits to the same recurrent state. Let Fr and Fe denote the successful transmissions per cycle and the energy consumed by a node per cycle, respectively. We collect symbolic terms, and accumulate the symbolic expressions for the three metrics of interest that 
The key aspect of the Symbolic Monte Carlo method is that the whole state space need not be explored; this would be a computationally intensive task even for a small network with multiple neighborhoods. Instead, the state space is "sampled" by running a symbolic Monte Carlo simulation in which symbolic expressions are collected via only the sampled routes through the state space. In the end, an approximation of the objective function is obtained. Finally, after the objective func tion and the constraints (based on the optimization program in (4) and (5) 
(under the further constraints that all the probabilities are between 0 and 1, and sum to lover the set of actions) is solved by using the openopt package available for Python.
V. SIMULATIONS
The simulation set-up is as follows: 4 nodes are deployed as shown in Fig. 3 , with the shown neighbor relationships.
We set the control lifetime W = 5. We assume that each node generates the same type of bursty traffic with the same distribution. In this simulation, we assume a convergecast scenario: All the traffic converges onto node 2; node 0 and node 3 generate data. Node 0 sends to node 2 through a relay node 1. Relay node 1 generates no traffic of its own. In order to simplify the problem while keeping its essential features, the following assumptions are made: (1) Each burst has the same deterministic number of packets. (2) The maximal allowed delay on each link is D = 1 second, which is the same for all the traffic streams. (3) Each node is equipped with only one half-duplex radio. (4) The radio on each node is able to finish transmission/reception of a maximum number of c bursts of traffic within the average target delay of D seconds, i.e., the radio capacity is c (bursts/target delay). In our simulations, we set c = 20. (5) The arrival process of bursts at each node is an independent Poisson process with arrival rate A, i.e., Al = A2 = A (arrivals/second).
In order to evaluate the proposed automated MAC genera tion framework for dynamic traffic, we built a simulation en vironment in Python, incorporated with three main packages: pylab, which enables a MATLAB-like working environment; networkx, which provides powerful graph-related functions; and openopt, which is able to solve the resulting non-linear optimization problem efficiently (in this simulation we use the NLP non-linear solver within the openopt package). All the simulations were run on a Dell Studio 540 Mini-Tower, with Intel Core 2 Quad Processor Q9550 (2.83GHz, 1333MHz FSB and 12MB cache) with no other concurrent compute-intensive processes.
The simulation structure is illustrated in Fig. 4 : the Dynamic Traffic Generator randomly generates bursty traffic according to the Poisson distribution. The traffic Codebook Generator takes in the bursty traffic and builds the corresponding traffic codebook for this dynamic traffic. Based on the given MAC model, symbolic Monte Carlo simulation explores the design space and generates approximate symbolic expressions which In this simulation, we use the "two-stage" symbolic Monte Carlo method, which is introduced in our previous paper [5] . This approach accelerates the earlier [4] symbolic Monte Carlo method by intelligently choosing the samples which are never duplicates of each other. In the first stage, we exhaustively search the design space using breadth-first search for the first Dbfs steps, starting from the null state ¢, where Dbfs = 2 in this paper. In the second stage, we continue each of the sample paths built in the first stage and run the original symbolic Monte Carlo, in which each next step is chosen randomly until the path loops back to the null state. (If the path loops back to ¢ within the first Dbfs steps, we terminate that path and keep it as one of the sample paths.)
In Fig. 5 , we show the optimized design functions {Bd (-) as a function of the effective traffic demand, for the low traffic load network (arrival rate A = 0.1, characterizing the traffic generator, and is constant during the simulation). We vary the local effective traffic demand from 0.00 to 0.10. We can see that when the node has no traffic to send, the node chooses to listen (denoted by action n) almost all the time (Bn � 1.0). (There is a small discrepancy, not completely visible in the graph, which is due to the randomness inherent in the generation of the approximate objective function in symbolic Monte Carlo.) As the traffic demand increases, Bn decreases and the other Bs decrease, which means that the node chooses to send packets more often in order to meet the average traffic demand. When the local effective traffic demand reaches 0.10, instead of choosing only one of the sending methods, i.e. d, c or f, the optimal MAC protocol chooses a combination of them, with different probabilities. These values in the figures characterize the optimal MAC protocol for dynamic traffic, which can be stored at each node during the operation, and do not need to be recomputed.3 Each time that the local traffic load changes, the node only needs to look up the B in its lookup table and set the optimal Bs for the current traffic condition at almost no computational cost.
Furthermore, this "hybrid" protocol (which uses d, c, and f)
results from the optimization, and is very difficult to be found as a hand-designed protocol.
In Fig. 6 , we show the optimized design functions {Bi}(-)' as a function of the effective traffic demand, for the high traffic load (arrival rate A = 0.5). We vary the effective traffic demand from 0.00 to 0.20. In this figure, we can see a trend similar to the one in Fig. 5 ; namely, the node listens less and sends more packets into the channel as the traffic demand increases. However, because the network is more loaded (A = 0.5), the node chooses to send d, c and f more aggressively (for the same traffic demands, the values of Bd, Be and Bf are larger than in Fig. 5 ).
When we compare Fig. 6 4. This recurring pattern in the two figures implies that the "irregularity" of the theta function eo does not come from randomness, but rather from the complex nature of this optimization problem.
In Fig. 7 , we display the average power consumption of a node under different arrival rates, where the arrival rate A ranges from 0.0 to 0.7. We see that the average power consumption increases as the traffic load increases, but the average power consumption is not a linear function of the traffic load because as A increases, the nodes have different optimal combinations of actions and thus more complex power consumption patterns, which are difficult to derive analytically.
In Fig. 8 , the computational complexities (characterized by the execution times) for the four major parts of the framework are shown. It can be seen that solving the optimization program accounts for most of the complexity, which is different from the result obtained in [3] and [4] , where the computation time for symbolic Monte Carlo and expression generation 41n Fig. 5 . the local effective traffic demand ranges only between 0.0 and 0.10 because the generated traffic codebook does not contain entries with local traffic higher than 0.1, thus no design function (1(-) can be evaluated beyond 0.1. Similarly, for Fig. 6, the design function (1(-) is not evaluated for values higher than p, = 0.2.
was dominant. This is due to the fact that the objective function in this paper is a weighted sum of multiple identical symbolic expressions (one for each value of effective traffic demand), which does not incur much additional computational complexity for the generation of symbolic expressions, but which does result in much higher computational complexity for solving the resulting optimization program.
VI. CONCLUSIONS
We have demonstrated the viability of automated MAC protocol generation under dynamic traffic conditions for mul tiple neighborhoods, in the presence of acknowledgments. By formulating the problem as a functional optimization program whose design (or decision) functions are the probabilities that a node takes a given action in a given knowledge state, as a function of the current effective traffic demand at that node, and by discretizing the problem, we have presented a method by which a MAC protocol can be generated off line, characterized completely by the optimal probabilities of such actions as a function of the effective traffic demand at a node. Structurally different MAC protocols result based on differing traffic loads, and the switch-over points between different MAC protocols are automatically generated under this framework.
