We present exact unitary 2-designs on n qubits that can be implemented with O(n) elementary gates from the Clifford group. This is essentially a quadratic improvement over all previous constructions that are exact or approximate (for sufficiently strong approximations).
New results
We give three constructions of exact unitary 2-designs on n qubits that have the following quantum gate costs (number of one-and two-qubit gates):
• O(n log n log log n) gates (all Clifford gates) for infinitely many n, assuming the extended Riemann Hypothesis is true.
• O(n log n log log n) gates (including non-Clifford gates) for all n, unconditionally.
• O(n log 2 n log log n) gates (all Clifford gates) for all n, unconditionally.
All three constructions use 5n bits of randomness (more precisely, they sample from a uniform distribution on a set of size 2 5n − 2 3n ) and they consist of unitaries in the Clifford group (even in the second construction, where non-Clifford gates are used to compute Clifford unitaries efficiently). The efficient constructions are circuits that use ancilla qubits during their computation of n-qubit unitaries (each ancilla qubits is initially in state |0 and restored to this state at the end of the computation). The circuits for the first two constructions can be organized so as to perform their computation in O(log n) depth; the third in O(log 2 n)-depth (using the fact that efficient multiplication/convolution algorithms require only O(log n)-depth [22] ).
We conjecture that it is possible to reduce the log log n factors in the above algorithms to 2 O(log * n) by employing the improved algorithms for integer multiplication initiated by Fürer [9] .
Since all our constructions yield exact unitary 2-designs, they are also valid for all notions of approximate unitary 2-designs. Furthermore, in some applications, the approximation parameter is amplified by a dimensional factor that can be exponential in n (for example, Theorem 1 in [24] ). Using our exact construction, such terms vanish, yielding tighter bounds while keeping the circuit O(n) in size.
Definition of a unitary 2-design
Before we prove our results, we discuss the several definitions in literature that are either equivalent to, or related to the concept of unitary 2-designs.
Let U N denote the group of N × N unitary matrices. We are interested in distributions over U N . The Haar measure on U N is the unique measure on U N that is invariant under left and right multiplication by any U ∈ U N . We denote the Haar measure by µ(U ). Let E = {p i , U i } k i=1 denote a finite ensemble of unitary matrices U 1 , U 2 , · · · , U k ∈ U N where p i ≥ 0 and i p i = 1.
Sampling from the Haar measure is a powerful technique in quantum information theory. Sometimes, we use a physical procedure that averages over such random choices of unitary transformation (for example [8, 6] ). Some other times, we have a randomized argument, for example, in the proof of quantum channel capacity [7, 14, 20, 23] , in which the average performance over all possible unitary encoding is evaluated.
We are interested in contexts in which such sampling from the Haar measure can be replaced by sampling from a finite ensemble E = {p i , U i } k i=1 of unitary matrices. This can reduce the required resources such as shared randomness or communication to implement the random unitary, as well as the computational complexity of implementing the randomly chosen unitary. We now discuss several of these circumstances.
The first context is concerned with the expected value of polynomials of the entries of unitary matrices drawn according to some distribution. This definition is essentially the original definition of unitary 2-design in [6] , and is useful for proving results in other contexts. Definition 1. We say that E is degree-2 expectation preserving if, for every polynomial γ(U ) of degree at most 2 in the matrix elements of U and at most 2 in the complex conjugates of those matrix elements,
In Eq.
(1) and throughout the paper, an integral written without a specific domain is taken over U N . The second context is concerned with distinguishing whether a random sample U is drawn from the Haar measure or from the ensemble E, when an arbitrary distinguishing circuit is allowed to make a total of at most two queries of U or U † . A general circuit Γ of this form is depicted in Figure 1 . The circuit Γ starts with an arbitrary initial state ρ (a positive semidefinite matrix of trace 1). Then, the first query, an arbitrary operation V , the second query, and an arbitrary final measurement are applied in order. We denote the output state of any such arbitrary distinguishing circuit as η 2 (Γ, U ). Definition 2. We say that E is 2-query indistinguishable, if, for any distinguishing circuit Γ making up to two queries of a random unitary or its adjoint,
The next context is a special case of the scenario depicted in Figure 1 and it is motivated operationally. Consider bipartite operations in which two disjoint systems undergo the same unitary transformation drawn according to some distribution. These operations are some times called bilateral twirls [2, 8] . The E bilateral twirl is defined as the quantum operation
The full bilateral twirl is defined as the quantum operation
Definition 3. We say that the ensemble E implements the full bilateral twirl if T µ (ρ) = T E (ρ).
Bilateral twirling (illustrated in Fig. 2 ) is a particular instance of the distinguishing circuit described in figure 1 . The full bilateral twirl is motivated operationally [2, 8] and it appears in various mathematical proofs in quantum information [14, 24] . Definition 3 describes ensembles that derandomize the full bilateral twirl. We now show that these three relationships between ensembles and the Haar measure are equivalent. Lemma 1. Let E be any ensemble of unitaries in U d . Then, the following are equivalent: (1) E is degree-2 expectation preserving. (2) E is 2-query indistinguishable. (3) E implements the full bilateral twirl.
Proof.
(1) ⇒ (2): Consider any distinguishing circuit Γ making up to two queries of U or U † . Note that the output state η 2 (Γ, U ) is a product of matrices with at most two factors of U and two factors of U † . Thus, each entry of η 2 (Γ, U ) is a polynomial of degree at most 2 in the matrix elements of U and at most 2 in the complex conjugates of those matrix elements. By hypothesis, E is a unitary 2-design, thus the following holds entrywise:
and E is 2-query-indistinguishable.
(2) ⇒ (3): follows from definition that the bilateral twirl circuit is a special case of a general distinguishing circuit Γ making up to two queries of U or U † .
(3) ⇒ (1): Suppose E implements the full bilateral twirl, so, ∀ρ,
Since the density matrices span the complex Hilbert space of all possible square matrices of the same dimension, the above relation holds if we replace ρ by |a 1 a 3 | ⊗ |a 2 a 4 |. Furthermore, we can left-and right-multiply the above equation by a 5 | a 6 | and |a 7 |a 8 . This gives
Repeating the above for all possible a 1 , · · · , a 8 and applying linearity implies Eq. (1) and that E is degree-2 expectation preserving.
Lemma 1 allows us to think of an ensemble that satisfies one of the three derandomization conditions in many ways. For instance, for
E is 2-query-indistinguishable iff E † is. Thus, by Lemma 1, E is a unitary 2-design iff E † is. We also have the following conclusion which is not obvious from definition 3.
Because of Lemma 1, when we do not need to specify the context, we just call an ensemble satisfying one of the three conditions a "unitary 2-design".
It also follows from Lemma 1 that:
If E is a unitary 2-design then E implements the full channel twirl.
Proof. This follows from the fact that channel twirl is a special case of the distinguishing circuit with one query U and one query U † .
Finally, we discuss a property that every unitary 2-design has, but that is not known to be a characterizing property. It is concerned with the task of converting any quantum channel into a depolarizing channel of the same average fidelity. One application of this is in benchmarking, which estimates the average fidelity of a channel. This conversion has many important applications, for example, benchmarking of quantum devices [6] and error estimation (for detecting eavesdropping) in quantum key distribution [5] .
Let Λ be any quantum channel that maps d-dimensional quantum states to d-dimensional quantum states. An E-channel-twirl of Λ, denoted by E E (Λ), is defined as the quantum channel that acts as
In other words, a random change of basis is applied to the system before the channel Λ acts and it is reverted afterwards. A full-channel-twirl of a quantum channel Λ is given by
Definition 4. We say that E implements the full channel-twirl if E E (Λ) = E µ (Λ) for all quantum channels Λ.
The channel twirl is a special case of 2-query indistinguishibility (definition 2).
Pauli mixing implies a unitary 2-design
We describe a simple sufficient condition for E to be a unitary 2-design. We begin by reviewing some basic definitions and terminology associated with the Pauli group. Let X = 0 1 1 0 , Y = 0 −i i 0 , and Z = 1 0 0 −1 denote the 2×2 Pauli matrices. For any a ∈ {0, 1} n , define X a = X a 1 ⊗ · · · ⊗ X an and Z a = Z a 1 ⊗ · · · ⊗ Z an .
Definition 5. The Pauli group P n consists of all operators of the form i k X a Z b , where k ∈ {0, 1, 2, 3} and a, b ∈ {0, 1} n . Let Q n = P n /{±1, ±i}, the quotient group that results from disregarding global phases in P n (each element of Q n can be represented as P a,b = X a Z b ). We call P 0,0 = I the trivial Pauli. 
Definition 6. The Clifford group C n can be defined as the set of all unitary matrices that permute the elements of P n (and thus Q n ) under conjugation. An equivalent definition of C n is the set of all n-qubit unitary matrices that can be constructed by composing H, CNOT, and S gates.
Recall that we denote the Pauli group on n qubits as P n , and the quotient group Q n = P n /{±1, ±i}. The conjugation of P ∈ P n by some U ∈ C n is a permutation of elements in P n . This induces a permutation π U on Q n .
Definition 7. Consider an ensemble
of unitary matrices U 1 , U 2 , · · · , U k in the Clifford group C n . We say that E is Pauli mixing, if for all P ∈ Q n such that P = I, the distribution {p i , π U i (P )} is uniform over Q n \{I}.
For any ensemble
where R j ranges over all elements in Q n . Intuitively, E Q is the ensemble where a random element drawn from E is preceded by a random Pauli operation drawn from Q n .
Pauli mixing by E is a sufficient condition for the ensemble E Q of Clifford unitaries to be a unitary 2-design. More precisely, we have the following lemma.
Lemma 2. Let E be an ensemble of Clifford unitaries and E Q be defined as above. If E is Pauli mixing, then E Q implements the full bilateral twirl.
The original proof idea of Lemma 2 was given by [8] . A short proof based on representation theory can be found in [11] . A new elementary proof is given below.
Proof. The goal is to show that T E Q (ρ) = T µ (ρ) for all density matrices ρ. Note that both T E Q and T µ are linear transformations on 2 2n × 2 2n matrices. So, it suffices to show that T E Q and T µ act identically on a basis for these matrices. We consider a basis that contains the identity matrix I 2n and the swap operator F 2n acting on 2n qubits, completed with matrices M trace orthonormal to I 2n and F 2n (i.e., Tr(I 2n M ) = Tr(F 2n M ) = 0). We will prove the following three claims:
Recall from Eqs. (2) and (3) that
So, the first claim holds trivially. Furthermore, since
, the second claim follows.
To prove the third claim, it suffices to show T E Q (M ) = 0. This is because ∀X, T µ (X) = T µ (T E Q (X)). In turns, this is due to the fact ∀ V ∈ U 2 n , ∀X, T µ (X) = T µ (V ⊗V XV † ⊗V † ); applying the last identity to each unitary in E Q and invoking linearity gives the desired result. We make another crucial observation that
, and thus
Now, we use the fact that Q n is a basis for 2 n × 2 n matrices to write M = ab α ab R a ⊗ R b for some α ab ∈ C. We take R 0 = I n ∈ Q n , so, the two conditions on M can be rephrased as α 00 = 0 and a α aa = 0. By linearity, we focus on analyzing
If a = b, ∃c such that R c commutes with R a and anticommutes with R b . So,
Substituting the above into Eq. (8) and using the fact that E is Pauli mixing, we obtain
for a matrix T independent of a. Putting all the pieces together,
3 Pauli mixing using the structure of SL 2 (GF(2 n ))
Review of some properties of Galois fields GF(2 n )
Let GF(2 n ) denote the Galois field of size 2 n (more information about these fields can be found in [19] ). The elements of this field are a vector space over GF(2) so the notion of a basis is well-defined: ω 1 , . . . , ω n ∈ GF(2 n ) are a basis if they are linearly independent and span the field.
Relative to a basis ω 1 , . . . , ω n that we refer to as the primal basis, we identify each a ∈ GF (2 n ) with the binary string a 1 . . . a n for which a = a 1 ω 1 + · · · + a n ω n . A polynomial basis of GF(2 n ) is a basis that is of the form 1, α, α 2 , . . . , α n−1 , for some α ∈ GF(2 n ). The standard constructions of GF(2 n ) in terms of irreducible polynomials result in a polynomial basis; however, there are bases that are not of this form-and these arise in our constructions. The addition of two field elements is the pointwise sum (mod 2) of their binary strings, and this is basis-independent. The product of two field elements is an operation that is basis-dependent. Relative to any basis, multiplication by any particular r ∈ GF(2 n ) is a linear operator in the following sense. There exists a binary n × n matrix M r such that, for all s ∈ GF(2 n ), rs = M r s (with mod 2 arithmetic for the matrix-vector multiplication).
The dual of a basis is defined in terms of the trace function T : GF(2 n ) → GF (2), which is defined as T (a) = a 2 0 + a 2 1 + · · · + a 2 n−1 . The trace has the property that T (a + b) = T (a) + T (b), for all a, b ∈ GF(2 n ). In terms of T , we can define the trace inner product of a, b ∈ GF(2 n ) as T (ab). Now, for an arbitrary primal basis ω 1 , . . . , ω n ∈ GF(2 n ), we can define its dual basis as the uniqueω 1 , . . . ,ω n ∈ GF(2 n ) such that
The coordinates of any a ∈ GF(2 n ) with respect to the primal basis ω 1 , . . . , ω n satisfy a 1 . . . a n = T (aω 1 ) . . . T (aω n ). Also, for a ∈ GF(2 n ), letâ ∈ {0, 1} n denote the coordinates of a with respect to the dual basisω 1 , . . . ,ω n in the sense that a =â 1ω1 + · · · +â nωn . With this notation, a andâ can be interpreted as two binary strings that refer to the same element of GF(2 n ), but expressed in different coordinate systems. It is straightforward to show that the conversion from primal to dual basis coordinates corresponds to multiplication by
That is,â = W a (with matrix-vector multiplication in mod 2 arithmetic). The dual of the dual basis is the primal basis. A basis is self-dual if ω i =ω i for all i.
Returning to the trace inner product T (ab), it is simply the dot-product of the coordinates of a in the primal basis and the coordinates of b in the dual basis:
Clearly, algorithms for multiplication in GF(2 n ) are basis dependent; the obvious cost of converting between two bases is O(n 2 ). A normal basis is a basis that is of the form α 2 0 , α 2 1 , . . . , α 2 n−1 , for some α ∈ GF(2 n ). A normal self-dual basis is a basis that is normal and self-dual.
Pauli mixing from a subgroup isomorphic to SL
As a result of Lemma 2, it suffices to construct an efficiently computable ensemble of unitaries such that, for any nontrivial Pauli, conjugating from the ensemble yields a uniform distribution on all the nontrivial Paulis (up to a global phase). Chau [5] showed that there exist small subgroups of the Clifford group which implement Pauli mixing. In order to explain these subgroups, first recall that, for a, b ∈ {0, 1} n , X a = X a 1 ⊗· · ·⊗X an and Z b = Z b 1 ⊗ · · · ⊗ Z bn , which implies that, for any c ∈ {0, 1} n , X a |c = |a + c and Z b |c = (−1) a·c |c . In [5] , the Paulis are defined in a slightly different way that corresponds more directly to the abstract structure of GF(2 n ). Let us refer to the aforementioned X a and Z b as superscripted Paulis, and introduce the subscripted Paulis (from [5] ) X a and Z b , defined as X a = X a and
Define the special linear group of 2 × 2 matrices over GF(2 n ) as
It is shown in [5] that, for any M ∈ SL 2 (GF(2 n )), there is an element U M of the Clifford group such that
where
It should be noted that the use of subscripted Paulis in Eq. (13) is not merely a matter of convention: there does not exist an isomorphism from SL 2 (GF(2 n )) to the Clifford group along the lines of Eqns. (13) and (14) where
The isomorphism with superscripted Paulis requires the superscript of Z to be in the dual basis:
The following lemma implies that the ensemble corresponding to uniformly randomly sampling M ∈ SL 2 (GF(2 n )) and generating U M achieves Pauli mixing.
Lemma 3. Let M ∈ SL 2 (GF(2 n )) be chosen uniformly at random. Then, for any non-zero
is uniform over all the non-zero elements of GF(2 n ) × GF(2 n ).
Proof. It is straightforward to show that the size of SL 2 (GF(2 n )) is 2 3n − 2 n and that, if M is uniformly sampled from SL 2 (GF(2 n )), then the distribution of any row or column of M is uniform over all the non-zero elements of GF(2 n ) × GF(2 n ). Therefore, M 1 0 is uniform over all the non-zero elements of GF(2 n ) × GF(2 n ). For any non-zero
is uniformly mixed by the distribution M M ab , where M is uniformly sampled from SL 2 (GF(2 n )). But this distribution is the same as the uniform distribution on SL 2 (GF(2 n )).
A framework for implementing operations in SL
The proof in [5] of the existence of a suitable U M for any M ∈ SL 2 (GF(2 n )) is not constructive; however, since U M is in the Clifford group, its gate complexity is O(n 2 / log n). Here we show how to decompose every M ∈ SL 2 (GF(2 n )) into a constant number of simple operations, and then explicitly describe Clifford unitaries that implement these simple operations. In subsequent sections, we address the problem of implementing these unitaries efficiently.
Lemma 4. Every element M ∈ SL 2 (GF(2 n )) can be expressed as a product of a constant number of the following elements of SL 2 (GF(2 n )):
where r ∈ GF(2 n ) is non-zero.
Proof. For any M = α γ β δ ∈ SL 2 (GF(2 n )), we can decompose it into a product as follows:
Furthermore, for any non-zero s ∈ GF(2 n ), there exists t ∈ GF(2 n ) such that t 2 = s. This permits us to decompose further as 
In view of the above lemma, it suffices to implement U M where M is one of the simple elements specified in Eq. (15) .
First consider an element of SL 2 (GF(2 n )) of the form
for any non-zero r ∈ GF(2 n ). The element of the Clifford group that implements this is the multiply-by-r operation M r defined 1 as M r |c = |rc . To check this, note that, for all c ∈ {0, 1} n ,
= |c + ra
= X ra |c (23) and, furthermore,
= (−1)
It follows that, for all a, b ∈ GF(2 n ), M r X a ZbM † r = X ra Z r −1 b . We summarize the effect of conjugating a Pauli X a Zb by M r on the binary strings a andb as the following matrix whose entries are linear operators on n-bit strings ra
where M r is the linear operator corresponding to multiplication by r in the primal basis; (M r −1 ) T , the transpose of M r −1 as an n × n matrix, is the linear operator corresponding to multiplication by r −1 in the dual basis; 0 is the zero operator. Now consider the element 1 0 1 1 of SL 2 (GF(2 n )). The element of the Clifford group corresponding to this should map 
For any symmetric n × n binary matrix W , there is a Clifford unitary U W that implements 1 0 W 1 . Below, we show that U W can be defined as
We begin with some preliminary observations. Since, for all i, j ∈ {1, . . . , n}, W ij = W ji , an equivalent definition is
From this equivalent definition, it is clear that U W is in the Clifford group, since it is computed by the following composition of gates: an S gate acting on each qubit j for which W jj = 1; and a controlled-Z gate acting on qubits j and k for each j < k where W jk = 1 (all these gates commute). This generic construction consists of O(n 2 ) gates. In sections 4 and 5, we give two approaches that address the problem of efficiently computing U W when W is a suitable primal-to-dual basis conversion matrix.
To check that U W implements I 0 W I , it is convenient to separately consider the diagonal and off-diagonal entries of W . Let W = D + E, where D is diagonal and E jj = 0 for all j ∈ {1, . . . , n}. Clearly
Then U D = S W 11 ⊗ · · · ⊗ S Wnn and it is straightforward to check that
For U E , we have
and U W commutes with every Zb. Combining Eqns. (34) and (39), we have
which implies that U W implements I 0 W I . Finally, for the element 0 1 1 0 of SL 2 (GF(2 n )), the required effect on Paulis X a Zb is
For any symmetric invertible W , since
, is implemented by composing M W (defined as M W |c = |W c ) with H ⊗n . In sections 4 and 5, we give two approaches that address the problem of efficiently computing U W when W is a suitable primal-to-dual basis conversion matrix.
Efficient implementation based on self-dual basis for GF(2 n )
Here we represent GF(2 n ) in a self-dual basis (which is known to exist for all n, but the matter of performing fast multiplication restricts the values of n for which our construction works). In any self-dual basis, W = I, which makes 1 0 1 1 and 0 1 1 0 very easy to implement with O(n) gates, using S ⊗n and H ⊗n respectively. This works because
To implement r 0 0 r −1 we need to implement M r , the field multiplication, with respect to a selfdual basis. Efficient multiplication methods with respect to a polynomial basis are known; however, no polynomial basis of GF(2 n ) is self-dual for n ≥ 2 [18] . However, if the self-dual basis is based on Gauss periods then there is an efficient conversion between the self-dual basis and a polynomial basis. In the remainder of this section, we first describe the procedure of finding a self-dual basis using Gauss periods, and briefly state the efficient conversion between these two representations. Then we describe the structure of the implementation of M r .
Let n ≥ 1 be integers such that r = 2n + 1 is a prime. Then Z * r , the multiplicative group of Z r is a cyclic group with 2n elements. According to Fermat's little theorem, 2 2n ≡ 1 (mod r). So r divides 2 2n − 1 and there exists a primitive r-th root of unity β ∈ GF(2 2n ). Let K be the unique subgroup of Z * r with 2 elements, i.e., K = {1, −1}. Then
is called a prime Gauss period of type (n, 2) over GF (2) . Readers may refer to [10] for a more general definition of Gauss periods of type (n, k) (where r = nk + 1 is a prime) over GF(p n ) where p is a prime. The following theorem is a special case of Theorem 3.1 in [10] .
Theorem 3. Let α, β, r and n be defined as above, and e be the index of the subgroup generated by 2 in Z * r . Then the Gauss period
is a normal element in GF(2 n ) over GF(2) if and only if gcd(e, n) = 1.
According to [26] , there are infinitely many n (under ERH) such that GF(2 n ) has a normal basis generated by Gauss period of type (n, 2) over GF (2) . We refer to such n's as admissible n's. As a consequence of Corollary 3.5 in [10] , a normal basis of Gauss period of type (n, 2) over GF (2) is self-dual when n > 2. Therefore the basis
is a self-dual normal basis of GF(2 n ) over GF(2) for admissible n's.
For an admissible n, 2 and −2 generate Z * r (i.e., 2, K = Z * r ) [10] . So we have
. . , n, −n} (mod 2n + 1).
Since β 2n+1 = 1, the basis S can be written as the permuted basis
Note that S is merely a permutation of S. For the representation of an element a ∈ GF(2 n ) with respect to S , i.e., a = a 1 (β + β −1 ) + . . . + a n (β n + β −n ), we rewrite it as a = 0 · 1 + a 1 (β + β −1 ) + . . . + a n (β n + β −n ). The new representation of a is [0, a 1 , . . . , a n ] T with respect to the spanning set {1, β + β −1 , β 2 + β −2 , . . . , β n + β −n }. This spanning set is not a basis, since it contains one more element. However, it is convenient to have the "1" in this spanning set when we want to convert a self-dual representation to a polynomial representation. We define two row vectorsS and T as follows.S = [1,
and
With abuse of notations, we call the vectorS a self-dual spanning set and the vector T a polynomial spanning set if the context is clear. Note that T is not a basis as well, because of an additional element. However, the fact that T is not a basis does not affect how we represent a field element as a polynomial based on T , i.e., a = n i=0 a i (β + β −1 ) i , and we can multiply two polynomials of this form. The task is to convert betweenS and T efficiently. We need the linear transformations L n+1 and L
In the following of this section, we do not distinguish a linear transformation from a transition matrix. Since the elements ofS (T respectively) are linearly dependent, the linear transformation L n+1 (L −1 n+1 respectively) is not unique. One such transition matrix L n+1 which admits efficient representation conversion is defined based on binomial coefficients: L n+1 = (l i,j ) 0≤i,j≤n ∈ GF(2) (n+1)×(n+1) , where l i,j ∈ GF(2) satisfies (β + β −1 ) j = i∈Z l i,j x i .. In this manner, the transition matrix L k for arbitrary dimension k can be defined. Thus, a vector with respect to the polynomial spanning set T can be converted to a vector with respect to the self-dual spanning set S by right multiplying L n+1 by this vector and vice versa L −1 n+1 . The following theorem establishes the efficient representation conversion between T andS .
n+1 respectively) by the vector representation of an element in GF(2 n ) with respect to the spanning set T (S respectively) can be done using O(n log n) operations (additions and multiplications) in GF(2).
The proof of above theorem is shown in [27] , from which a representation conversion circuit can be built with O(n log n) CNOT gates. The intuition is that L n+1 and L −1 n+1 are sparse and the entries are in the form of binomials because each power (β + β −1 ) j for j ≥ 1 can be represented as a linear combination of β i + β −i for 1 ≤ i ≤ j. Since the linear transformation can be done with GF(2) additions and multiplications, it can be implemented with CNOT gates.
Below we sketch a proof of Theorem 4, which implies a recursive construction of the representation conversion circuit with O(n log n) CNOT gates. Our proof uses a different approach from the one in [27] , but the numbers of CNOT gates used in both constructions are asymptotically the same. We first consider the transition matrix L 8 generated by binomials: 
As shown in the above matrix, L 8 is composed of three non-zero blocks: the two identical diagonal blocks and the block above the diagonal. Note that above-diagonal block is a horizontal reflection of the lower diagonal block with a downward shift. Every L k matrix of dimension which is a power of 2 can be decomposed into three non-zero blocks as above. This is due to the nature of Pascal's triangle. The result of multiplication of L k by a vector is
Each diagonal block can be further decomposed into three non-zero blocks in a recursive manner. Therefore we can construct the circuit as shown in Figure 3 . Using standard recursion analysis, it can be easily shown that this circuit contains O(n log n) CNOT gates. Note that this analysis only works for matrices L k whose dimension is a power of 2. For most admissible n's, n + 1 is not a power of 2. In these cases, a circuit block does not break into two identical blocks at the top recursion level: one block contains fewer gates (i.e., the lower diagonal block matrix has a smaller dimension). This does not affect the total number of gates asymptotically and it is still in the order of O(n log n). To convert a vector from self-dual representation to polynomial representation, it suffices to run this circuit backward. In the representation conversion circuit, the very first qubit which corresponds to the additional "1" inS is always |0 and remains untouched during the computation. Therefore, it can be safely removed in the implementation. We keep it in the analysis for the sake of conceptual cleanness. Suppose we want to multiply two elements a, b ∈ GF(2 n ) for an admissible n. The vector representations of a and b are with respect to the permuted self-dual normal basis S . The efficient field multiplication works as follows.
1. insert a zero at the beginning of the vector representations of a and b to get the vectorsã andb with respect to the spanning setS .
2. convert the representations ofã andb to the ones with respect to the polynomial spanning set T . We denote the new representations ofã andb byã andb . This representation conversion operation L −1 n+1 can be done using O(n log n) GF(2) operations (i.e., O(n log n) CNOT gates).
3. multiplyã andb using Schönhage's multiplication algorithm [22] . The result is a vector with respect to the polynomial spanning set {1,
4. apply linear transformation L 2n+1 : using O(n log n) GF (2) operations (i.e., O(n log n) CNOT gates), convert this representation to the one with respect to the spanning set {1, β +β −1 , β 2 + β −2 , . . . , β 2n + β −2n }. Discard the first element in the vector (which is always 0), and we get the vector representation with respect to the spanning set {β +β −1 , β 2 +β −2 , . . . , β 2n +β −2n }. Since β is the (2n + 1)-th root of unity in GF(2 2n ) (i.e., β 2n+1 = 1), we have
. Therefore with additional n GF (2) operations, the resulting vector can be reduced to the one with respect to the permuted self-dual normal basis S .
In
Step 3, Schönhage's multiplication algorithm [22] uses a radix-3 FFT algorithm to do fast convolution. Readers not familiar with German may refer to [25] for another description of Schönhage's algorithm. This multiplication algorithm requires O(n log n log log n) operations (additions and multiplications). Additions can be implemented with CNOT gates. Multiplications involved in this radix-3 FFT are the ones between an element of GF (2)[x]/ x 2m + x m + 1 (for certain m) and x (which is a 3m-th root of unity in GF (2)[x]/ x 2m + x m + 1 ). The result of this kind of multiplications is a shift of coefficients and it can be implemented by SWAP gates. Therefore, the whole multiplication method can be implemented with O(n log n log log n) CNOT gates. As an example, Figure 4 shows the implementation of M r in GF(2 5 ).
|0
Figure 4: The implementation of M r for multiplication of a by r where a, r ∈ GF( 2 5 ). W r is an implementation of Schönhage's multiplication algorithm. The input and output bits are with respect to a self-dual basis.
The ancillary qubits can be reset to |0 using standard techniques in reversible computing. The result is an implementation of M r for any non-zero r ∈ GF(2 n ).
Efficient implementations based on polynomial basis for GF(2 n )
In this section we present an alternative construction in terms of polynomial bases for GF (2 n ). With respect to such bases, the elements r 0 0 r −1 of SL 2 (GF(2 n )) are straightforward to implement with O(n log n log log n) Clifford gates directly from fast polynomial multiplication algorithms [22, 25] ; however 1 0 1 1 and 0 1 1 0 are non-trivial, because they amount to implementing I 0
on the Paulis, where W is the primal-to-dual basis conversion matrix of Eq. (11). Since we are setting the primal basis to a polynomial basis, W is a Hankel matrix : for all j, k, j , k , if j+k = j +k then W jk = W j k . We make use of this property. (Note, however, that W −1 is not generally a Hankel matrix.)
5.1 Implementation of 1 0 1 1 with O(n log n log log n) non-Clifford gates
Here we provide an implementation of 1 0 1 1 using O(n log n log log n) gates. This construction uses non-Clifford gates (the next subsection contains a construction in terms of Clifford gates only that is slightly less efficient). The operation that we need to implement is I 0 W I , where W is the primal-to-dual basis conversion matrix of Eq. (11), which is a Hankel marix.
Recall from Eq. (31) that I 0 W I is implemented by U W satisfying
Note that the expression for the exponent of the phase is of the form
where it is sufficient to use use mod 4 arithmetic to compute the vector-matrix-vector product, since the base of the exponent is i (it is not sufficient to use mod 2 arithmetic). The product of a Hankel matrix with a vector reduces to convolution and hence to polynomial multiplication (over the ring Z 4 in this case). Therefore, we can compute e 1 , . . . , e n ∈ Z 4 , defined as
with a fast algorithm for polynomial multiplication over rings using only O(n log n log log n) gates (see, for example, Theorem 8.23 in [25] ). Then the correct phase to implement U W can be obtained from the 2n ancillary qubits containing e 1 , . . . , e n (each e j is a two-bit string) and the n qubits containing c 1 , . . . , c n as follows. For each j ∈ {1, . . . , n}, apply a controlled-Z gate between the high order bit of e j and c j and apply a controlled-S gate between the low order bit of e j and c j . This implementation appears to require non-Clifford gates, since the underlying ring is Z 4 and addition mod 4 requires non-Clifford gates; also, the implementation explicitly uses controlled-S gates. In the next section, we describe a different procedure for implementing 1 0 1 1 that is slightly less efficient, but uses only Clifford gates.
5.2 Implementation of 1 0 1 1 with O(n log 2 n log log n) Clifford gates
Here we provide an implementation of 1 0 1 1 using O(n log 2 n log log n) Clifford gates. The operation that we need to implement is I 0 W I , where W is the primal-to-dual basis conversion matrix of Eq. (11), which is a Hankel marix. In the previous section, we reduced the computation to a convolution in mod 4 arithmetic, and we needed non-Clifford gates to compute this efficiently. Here, we use a recursive procedure that is based on convolutions in mod 2 arithmetic, which can be performed efficiently with Clifford gates.
To simplify our presentation, we assume that n is a power of 2 (though our approach can be generalized to arbitrary n by dividing unevenly in the recursive step, as n =
where W (11) , W (12) , W (21) , W (22) are n 2 × n 2 Hankel matrices and W (12) = W (21) . Define
Clearly,
so we can implement I 0 A I , I 0 B I , and I 0 C I separately. We first show how to implement I 0 A I using O(n log n log log n) gates. From Eq. (32),
and the expression for the exponent in the phase in Eq. (53) is of the form
where it is sufficient to use mod 2 arithmetic to compute the vector-matrix-vector product (since the base of the exponent is −1). Since a product of a Hankel matrix with a vector reduces to convolution (and hence polynomial multiplication over the field GF(2)), we can compute the bits e 1 , . . . , e n 2 , defined as
in n 2 ancillary registers using only O(n log n log log n) gates. Moreover, since the convolution is with respect to entries of W -which are constants in our setting-all the gates can be Clifford gates (in fact, CNOT gates). Then we can apply O(n) controlled-Z gates between the bits e 1 , . . . , e n 2 and c n 2 +1 , . . . , c n (respectively) to apply the phase that correctly implements U A . What remains is to compute I 0 B I and I 0 C I . Each of these is equivalent to computing an instance of the original problem of size n/2. In the bottom of the recurrence (when W is a 1 × 1 matrix), a single S (phase) gate computes I 0 W I . The gate cost G(n) of the recursive procedure satisfies the recurrence G(n) = 2 G n 2 + O(n log n log log n),
whose solution satisfies G(n) ∈ O(n log 2 n log log n).
5.3 Bypassing the need to implement 0 1 1 0
We do not currently know how implement 0 1 1 0 efficiently (the fact that W is a Hankel matrix does not imply that W −1 is Hankel). Instead, at this stage we modify our approach to obtain a unitary 2-design.
The idea is based on the following decomposition of elements of SL 2 (GF(2 n )), along the lines of Eq. 
Note that all matrices in this decomposition are lower triangular, upper triangular, or 0 1 1 0 . For each of the three types of matrices, there exists a basis of GF(2 n ) in which they can be efficiently simulated. For lower triangular matrices, it is a polynomial basis; for upper triangular matrices, it is the dual of a polynomial basis; for 0 1 1 0 , it is a self-dual basis. What we do operationally is simulate each of the three types in a separate basis in which the simulation is efficient. For each α γ β δ we obtain an element of the Clifford group; however, the resulting compositions of elements no longer constitute a subgroup (due to the incompatible bases used). We now explain why the ensemble resulting from this procedure is nevertheless a unitary 2-design.
For each of the matrices in Eq. (58), we consider the mixing properties of the ensemble corresponding to generating it. For example, choosing a (uniformly) random lower triangular matrix γ 0 δ γ −1 in SL 2 (GF(2 n )) has the following effect, which we call lower triangular mixing. Define the first column of {(a, b) ∈ GF(2 n ) × GF(2 n ) : (a, b) = (0, 0)} to be all (a, b) for which a = 0. It is straightforward to see that, for any non-zero (a, b) in the first column, lower triangular mixing results in a uniform mixture of the non-zero elements of the first column. Also, for any (a, b) not in the first column, lower triangular mixing results in a uniform mixture on the set of all (a, b) that are not in the first column.
Upper triangular mixing is defined similarly, and has the effect of uniformly mixing along the non-trivial elements of the first row and also uniformly mixing in the complement of the first row.
Next, consider the effect of choosing a (uniformly) random matrix of the form 1 0 β 1 in SL 2 (GF(2 n )). This leaves any (a, b) in the first column as is. For any (a, b) not in the first column, the result is a uniform mixture along column a. We refer to this process as a column mixer.
Finally, consider the deterministic operation that maps (a, b) to (b, a) and applies a fixed permutation π 1 that leaves 0 fixed to the first component, and another fixed permutation π 2 that leaves 0 fixed in the second component. We call this a transposition.
From Eq. (58), we can deduce that our procedure is applying a probabilistic mixture of the two procedures below. With probability 2 n 2 n +1 it applies Procedure 1; with probability 1 2 n +1 it applies Procedure 2.
