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Abstract
We study the problem of chasing convex bodies online: given a sequence of convex bodies Kt ⊆ Rd
the algorithm must respond with points xt ∈ Kt in an online fashion (i.e., xt is chosen before Kt+1 is
revealed). The objective is to minimize the total distance between successive points in this sequence.
Recently, Bubeck et al. (STOC 2019) gave a 2O(d)-competitive algorithm for this problem. We give
an algorithm that is O(min(d,
√
d log T ))-competitive for any sequence of length T .
1 Introduction
We study the problem of chasing convex bodies. We are given a request sequence of closed convex sets
K1, . . . ,KT ⊆ Rd and the starting point x0 = 0. We must respond to each request Kt with a point
xt ∈ Kt. The points are chosen in an online fashion, namely xt is irrevocably chosen before Kt+1 is
revealed. The goal is to minimize the total movement cost:
ALG =
T∑
t=1
‖xt − xt−1‖
In this note we focus on the Euclidean norm; there are other results known for general norms—see,
e.g., [BLLS18a] for results and references. We work in the paradigm of competitive ratio; we compare the
algorithm’s cost to the optimal cost OPT incurred by an all-knowing adversary, and the ratio between
the two is called the competitive ratio.
Friedman and Linial [FL93] introduced this problem and showed that no algorithm achieves a com-
petitive ratio lower than
√
d. Recently, several groups gave competitive algorithms for special cases;
see, e.g., [ABN+16, BBE+18, ABC+19]. For nested convex bodies where the request sequence satisfies
Kt ⊇ Kt+1 for all t, Bubeck et al. [BLLS18a] gave a beautiful and simple O(min(d,
√
d log T ))-competitive
algorithm based on the classical notion of the Steiner point of convex bodies, and a more sophisticated
algorithm with a near-optimal competitive ratio of O(
√
d log d). In a parallel and equally remarkable
paper, Bubeck et al. [BLLS18b] gave the first f(d)-competitive algorithm for the general non-nested case
that works for general dimensions d, thereby resolving a long-standing open problem. Their algorithm
has f(d) = 2O(d), and it substantially extends the recursive approach of [ABC+19] for the nested case
using several new ideas. Our main result is the following:
Theorem 1.1. There is an O(min(d,
√
d log T ))-competitive algorithm for the general convex body chasing
problem in d-dimension Euclidean space.
This algorithm is an extension of the Steiner-point based algorithm for the nested case.
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1.1 Notation
Given an instance of convex body chasing, the work function wt(x) at time t for the point x ∈ Rd is
the cost of the optimal trajectory that starts at x0, satisfies the first t requests and ends at the point x.
Formally,
wt(x) = min
t∑
s=1
‖xs − xs−1‖+ ‖xt − x‖
s.t. xt ∈ Kt
x0 = 0
Let K ⊆ Rd be a convex body, and let cg(K) denote the center of mass of K. Let B denote the unit ball
in Rd. The Steiner point of the convex body K is [Prz96]:
st(K) := lim
s→∞ cg(K + sB). (1)
The Steiner point has several equivalent characterizations, including these two [Sch14, Section 5.4]:
st(K) = d
∫
θ∈Sd−1
θ hK(θ) dω(θ) = dEθ∼ω[θ hK(θ)] and (2)
st(K) =
∫
θ∈Sd−1
∇hK(θ) dω(θ) = Eθ∼ω[∇hK(θ)], (3)
where ω is the uniform (isometry invariant) measure on Sd−1 with ω(Sd−1) = 1, the function hK(θ) :=
maxx∈K 〈θ, x〉 is the support function of the convex body K, and ∇hK(θ) := arg maxx∈K 〈θ, x〉 is the
maximizing point. See, e.g., [BL00, Sch14], for more about the history and properties of the Steiner
point.
2 The Algorithm
The algorithm is simple: there is an outer guess-and-double step, where we maintain a current estimate
r that lies in [OPT/2, OPT ]. Given such an r, the algorithm is a single sentence: at each time t we take
the 2r-level set Ωt of the work function wt(x), and move to its Steiner point.
Algorithm 1 Steiner-Point General Chasing
1: x0 ← 0, r ← dist(x0,K1) . Assume that x0 /∈ K1
2: Ω1 ← {x | wt(x) ≤ 2r}
3: for t = 1, . . . , do
4: while (Ωt = ∅) do
5: r ← 2r
6: Ωt ← {x | wt(x) ≤ 2r}
7: xt ← st(Ωt) . Lemma 2.2 shows feasibility
Lemma 2.1. The work function wt is a convex function, and hence Ωt is a convex set.
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Proof. For x, y, let {xs}ts=1, {ys}ts=1 be the optimal solutions to the convex program that witness the
values wt(x), wt(y). Consider z := λx+ (1− λ)y. Then for each s, zs := λxs + (1− λ)ys ∈ Ks, and
wt(z) ≤
t∑
s=1
‖zs − zs−1‖+ ‖zt − z‖ ≤ λwt(x) + (1− λ)wt(y),
the second inequality by the convexity of the norm. Hence wt(·) is convex, and its (sub-)level sets Ωt are
convex.
The all-important yet simple claim is to show that our choice of xt in Step 7 is feasible.
Lemma 2.2. With Ωt and xt as defined in the algorithm, xt ∈ Kt.
Proof. By the first definition (1) of st(Ωt), it suffices to show that for any fixed s ≥ 0 we have cg(Ωt+sB) ∈
Kt. To this end, we show that cg(Ωt + sB) is contained in every halfspace containing Kt.
Let H := {x ∈ Rd | 〈a, x〉 ≥ b} be a halfspace containing Kt and let H= := {x ∈ Rd | 〈a, x〉 = b} denote
the supporting hyperplane of this halfspace. (Assume that a is a unit vector.) For x 6∈ H, define ρ(x) to
be the reflection of x across H=:
ρ(x) := x+ 2(b− 〈a, x〉) a.
Consider that
wt(x) = min
y∈Kt
{‖x− y‖+ wt−1(y)} .
Let y be the argmin of the expression on the right. Using that fact that y ∈ Kt ⊆ H, we have
wt(x) = ‖x− y‖+ wt−1(y) ≥ ‖ρ(x)− y‖+ wt−1(y) ≥ wt(ρ(x)).
It follows that if the point x ∈ Ωt \H, then its reflection ρ(x) ∈ Ωt as well.
A similar argument holds for any point z ∈ (Ωt + sB) \H: we claim that ρ(z) ∈ Ωt + sB. Get x ∈ Ωt
with ‖z − x‖ ≤ s. If x ∈ H, then ‖ρ(z) − x‖ ≤ ‖z − x‖ so ρ(z) ∈ Ωt + sB. Suppose x /∈ H. The above
argument shows that ρ(x) ∈ Ωt and furthermore ‖ρ(z)− ρ(x)‖ = ‖z − x‖ ≤ s, so ρ(z) ∈ Ωt + sB. Hence,
the reflection of the part of Ωt + sB that is infeasible for H actually lies within Ωt + sB: namely, for any
s ≥ 0,
ρ((Ωt + sB) \H) ⊆ (Ωt + sB) ∩H. (4)
For convenience, we will write the convex body Ωt + sB = Ω
− ∪ Ω+ ∪ Ω̂ where
• Ω− := (Ωt + sB) \H.
• Ω+ := ρ(Ω−).
• Ω̂ := [(Ωt + sB) ∩H] \ Ω+.
By symmetry cg(Ω− ∪ Ω+) lies on H=. Since Ω̂ ⊆ H, we have cg(Ω̂) ∈ H. Letting γ = Vol(Ω+∪Ω−)Vol(Ωt+sB) , it
follows that
cg(Ωt + sB) = cg((Ω
− ∪ Ω+) ∪ Ω̂) = γ · cg(Ω− ∪ Ω+) + (1− γ) · cg(Ω̂) ∈ H.
But H was chosen to be a generic halfspace containing Kt, so cg(Ωt + sB) is contained in every halfspace
H containing Kt.
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Figure 1: Proof of Lemma 2.2
An Alternate Proof of Lemma 2.2. This proof follows a reflection argument similar to the one in the first
proof, but is based on definition (2) of the Steiner point. By translating the frame of reference, assume
that the origin lies in H= ∩ Ωt. Consider some direction θ ∈ Sd−1 such 〈θ, a〉 ≤ 0 (i.e., θ lies to the left
of the separating hyperplane in Figure 2) and let zθ ∈ Ωt be such that hΩt(θ) = 〈θ, zθ〉. If zθ ∈ H then
define z′θ = zθ, else define z
′
θ = ρ(zθ) to be the reflection of zθ across H
=. By the arguments above,
z′θ ∈ Ωt as well, and moreover by construction z′θ ∈ H. Finally, let θ′ := θ − 2〈θ, a〉a be the “reflection”
of θ across H=. We claim that
〈z′θ, θ′〉 ≥ 〈zθ, θ〉 (5)
Indeed, we can rewrite (5) as 〈z′θ − zθ, θ′〉 + 〈zθ, θ′ − θ〉. The first term is either 0 (if zθ ∈ H), or it is
−2〈θ, a〉〈a, θ′〉 ≥ 0. To bound the second term, since θ′ is the reflection of θ across H=, 〈zθ, θ′ − θ〉 =
−2〈θ, a〉〈zθ, a〉 ≥ 0. This proves (5), and we can infer that
hΩt(θ
′) ≥ 〈z′θ, θ′〉
(5)
≥ 〈zθ, θ〉 = hΩt(θ),
where the first inequality follows from the definition of the support function as the maximizer. So
θhΩt(θ) + θ
′hΩt(θ′) is a point in H. Averaging over the choices of θ gives us a point also in H.
Theorem 1.1 is now proved by applying standard doubling arguments to the results of [BLLS18a].
Proof of Theorem 1.1. We consider the progression of the algorithm in phases; each new phase begins
when r changes. Suppose one phase consists of times {t1, . . . , t2}. From the fact that the work function
is non-decreasing over time, i.e., wt ≤ wt+1, it follows that
Ωt1 ⊇ Ωt1+1 ⊇ · · · ⊇ Ωt2 .
Moreover, B(0, 2r) ⊇ Ωt. This gives an instance of the nested body chasing problem. From Bubeck
et al. [BLLS18a, Theorem 3.3], the algorithm that moves to the Steiner point pays at most (2r) ·
O(min(d,
√
d log T )). It follows that our algorithm pays at most that quantity plus an additive O(r)
during the phase, where the extra O(r) comes from imaginarily moving to 0 at the beginning of the
phase. Summing over all phases, we pay at most rfinal ·O(min(d,
√
d log T )), whereas OPT pays at least
rfinal. Hence the proof.
Related work: After this work was completed, we were informed of independent work by Mark Sellke
that achieves the same competitive ratio for this problem. Both preprints are being posted to the ArXiv
simultaneously.
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