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Abstract

Display technology has evolved in pursuit of perceptual pleasure by providing realism and
visual impact. The endeavor of the evolution has brought HDR displays to the market. HDR
displays, which have become the mainstream display technology recently, are considered not
only the present, but also the future of displays because of their daunting technical goals: A
peak luminance of 10,000 cd/m2 and near-monochromatic primaries. However, both positive
and negative prospects in terms of perceptual aspects for future HDR displays coexist. On
the positive side, it is expected that HDR displays will provide better image quality and more
vivid color. On the negative side, apart from technical barriers such as production cost and
power consumption, HDR displays will induce side effects, for example, observer metamerism,
which refers to the phenomenon that color matches for one observer result in color mismatches
for other observers. This particular side effect could be a severe issue in HDR displays as their
narrow-band primaries likely worsen the color mismatches. Hence, critical to the success of
future HDR displays is dealing properly with the perceptual trade-offs. In other words, future
HDR display designers need to select physical specifications that maximize perceptual benefits
while minimizing adverse effects.
This dissertation aims at exploring both potentially positive and negative aspects of future
HDR displays, using various perceptual assessments. In particular, the dissertation focuses on
two physical factors of a display device: peak luminance and chromaticity color gamut, and the
effects of the two factors on related human perception: image quality, observer metamerism,
and colorfulness. The ultimate goal of this dissertation is to address the related human perception aroused by the physical factors and propose models to help design future HDR displays.
In order to achieve the goal, the dissertation first addresses the image quality trade-off
relationship between peak luminance and chromaticity color gamut. A psychophysical experiment was used to develop models to predict equivalent image quality under the trade-off
i

between peak luminance and chromaticity gamut as a function of the perceptual attributes
lightness and chroma. Second, a novel approach based on a computational evaluation to investigate potential observer metamerism in HDR displays was explored. This research shows how
observer metamerism in HDR displays varies with varying peak luminance and chromaticity
color gamut. This research aims at developing a straightforward model to predict observer
metamerism in HDR displays based on the computational evaluation. Third, a psychophysical
experiment to derive a colorfulness scale for very saturated colors is carried out. This experiment focuses on understanding how the sensitivity of the human visual system responds to
highly-saturated colors that extend beyond the stimuli studied in previous research. The colorfulness scale would help both advanced lighting system and display system designers. Fourth,
the dissertation suggests an evaluation tool devised based on the observer metamerism and
colorfulness scale works that can be utilized to determine the physical specification of HDR displays, maximizing perceptually positive effects while minimizing perceptually negative effects
at the same time.
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Chapter 1

Introduction

1.1

Motivations

Figure 1.1: The overall range of the human visual system (HVS) compared to the approximate
ranges of the steady-state HVS, LDR, and HDR displays [Kunkel and Reinhard, 2010].
The future display devices typically depicted in scientific films show things or people as
if they actually exist. It implies that conveying reality is the ultimate goal at which display
technology should aim. With improvements in technology, high dynamic range (HDR) displays
have emerged to provide greater impact, more presence, deeper immersion, and a "wow factor,"
[Borer and Cotton, 2016] which are important factors to increase reality. The emergence of
such HDR displays, in fact, is rooted in the limitation of legacy displays whose dynamic range
is up to 100 cd/m2 [ITU, 2011], far less than the range of our eyes are capable of perceiving at
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maximum, which is from 10−6 to 108 cd/m2 [Kunkel and Reinhard, 2010, Kunkel and Wanat,
2019]. In addition, the limitation of such legacy displays is not confined only to the dynamic
range but also chromaticity gamut restricted to the Rec.709.
Although the term, color gamut, has been widely used to refer to the 2-dimensional color
extent of a device capability in a lot of research, strictly speaking, it is inherently 3-dimensional,
including the luminance (Y) axis. In order to prevent the term from being vague or confused,
chromaticity gamut or chromaticity color gamut are used to refer to the 2-dimensional color
extent of a display device in this dissertation. In the same sense, color gamut or 3-D gamut
are used to indicate the 3-dimensional color extent of a display device.
The desire to approach the capability of the human visual system as closely as possible has
been partly fulfilled as the latest HDR standards have broken out of the outdated limitation
by specifying the ideal peak luminance and chromaticity gamut for HDR displays as 10,000
cd/m2 and Rec.2100 [ITU, 2018, ITU, 2019, SMPTE, 2014]. However, due to the daunting
specifications, no consumer HDR displays ultimately meeting the physical specifications are
available to date. For this reason, the ideal HDR display meeting the daunting specifications
can still be considered as a future display while current HDR displays are taking over the
mainstream display market.
Such formidable peak luminance and chromaticity color gamut are a huge impediment to
implement the ideal HDR display. Specifically, the problem is that a display could implement
the full extent of Rec.2100 only if the display has nearly monochromatic primary spectra,
which could be viable with laser light sources or well-optimized quantum dot phosphors [Zhu
et al., 2015]. What makes the problem tricky is that it should be considered under perceptual trade-offs, which would vary with varying technical specifications of HDR displays. For
example, a high peak luminance level of HDR displays could increase positive impacts such as
image preference or image quality [Daly et al., 2013a, Daly et al., 2013b, Choudhury and Daly,
2019, Hanhart et al., 2015], while such high peak luminance levels could impact health such
as visual discomfort or significant glare depending on stimulus size, ambient light condition,
2
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or viewing condition [Fang et al., 2016, Mantiuk et al., 2009]. Likewise, a wider chromaticity
gamut could typically improve the preference of image contents by increasing colorfulness;
however, it would also be possible to lower the preference of some images at the same time
because excessive chroma levels could distort their naturalness [Murdoch et al., 2010]. Besides, wide chromaticity gamut displays would lead to another perceptual problem, observer
metamerism, the phenomenon where color matches for one observer turn out to be obvious
color mismatches for other observers under the same viewing condition. Observer metamerism
fundamentally occurs due to the variance in color vision from person to person. Apart from
people with color vision deficiencies, even color-normal people have different spectral sensitivities for wavelengths, which play a critical role in color perception. Therefore, it is not
extremely unusual to witness observer metamerism in reality; however, the matter is how apparent metameric failure is. Importantly, the possibility and degree of metameric failure tends
to increase if color stimuli have much narrower spectra [Fairchild and Wyble, 2007, Long and
Fairchild, 2014, Long and Fairchild, 2015] because spectrally narrow stimuli could intensify
the difference between color-normal people. For this reason, HDR displays that essentially
require narrow-band primaries could cause severe observer metamerism [Hung, 2019, Wei,
2020]. Also, it is well known that there is a trade-off between luminous efficacy and spectra
bandwidth [Chen et al., 2018]. It means when considering the required spectral bandwidth to
achieve the Rec.2100 chromaticity color gamut of the ideal HDR display, it inevitably requires
a tremendous bright backlight unit and/or high driving power for the display to deliver the
peak luminance due to the trade-off. Presumably, it would result in higher production costs
and potentially higher operating costs. Therefore, at the moment, it would be rational for
the display industry to make decisions on the technical specifications of new HDR displays in
development, considering not only the technical trade-off but also the perceptual trade-offs.
The emergence of a commercial HDR display that meets the ultimate technical specifications is unlikely in the foreseeable future. Under this circumstance, it is evident that the
display industry would aim at less peak luminance levels and narrower chromaticity gamuts for
HDR displays, for example, 90% of Rec.2100 with 2, 000cd/m2 . However, even this arbitrary
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selection could lead the display industry to cast this critical question: "How can we reasonably select the primaries and chromaticity gamuts of this HDR display, considering the fact
that there are numerous primary combinations that can fulfill the technical specification?". If
we take into account additional variables such as spectral width, number of primaries, then
uncountable combinations, which meet the technical specification, would exist. Hence, a reasonable selection could be made if we fully understand the perceptual trade-offs as well as the
technical trade-off that can be witnessed in future HDR displays. However, due to the lack of
presence of HDR displays satisfying the ideal peak luminance level and chromaticity gamut,
studies of these perceptual aspects on future HDR displays are inevitably restricted to some
extent. From this point of view, this research suggests novel approaches within these limitations to address the effects of the two physical factors on both positive and negative perceptual
aspects such as color sensation and observer metamerism. The color sensation research aims
to explore a possible positive impact of increasing peak luminance and expanding chromaticity
color gamut, whereas the observer metamerism research focuses on a potentially negative effect
due to the same conditions. Ultimately, this dissertation introduces models derived from the
investigations to predict the perceptual trade-offs to help the display industry design future
HDR displays.

1.2

Approach

A possible solution for modeling the effect of peak luminance and chromaticity gamut on
human perception would be performing image quality evaluation through psychophysical experiments, and to develop a computational model based on the experiment. Image quality
evaluation was, indeed, utilized in this dissertation to look into the effect of the two physical
factors with a display that is not capable of covering the ideal peak luminance and chromaticity color gamut of HDR displays as a preliminary study. However, the value of image quality
evaluation is somewhat limited by the lack of an ideal HDR display. Because of this, two
different metrics, observer metamerism, and perceived colorfulness, which are able to explore
4
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potentially positive and negative effects of the physical factors without a real HDR product,
were also selected.
First, an image quality evaluation was conducted to investigate an image quality trade-off
relationship between peak luminance and chromaticity color gamut. The goal of the study was
to figure out how varying peak luminance and chromaticity color gamut of a display device
impact the image quality of input images, and to develop a model predicting equivalent image
quality for a given image under the trade-off relationship.
Second, observer metamerism in HDR display was explored, mainly focusing on the effect of
varying chromaticity gamut, peak luminance and spectral bandwidth on observer metamerism
in future HDR displays. In order to look into potential observer metamerism in future HDR
displays, a computational approach using individual colorimetric observers generated based
on the Asano model [Asano, 2015, Asano et al., 2016a], hypothetical HDR displays, and
uniformly distributed color stimuli was utilized instead of color matching experiments. Then,
a computationally efficient model to predict observer metamerism magnitude between a give
display pair was proposed.
Third, perceived colorfulness in future HDR displays was investigated with a customized
HDR display built using a 7-narrow-band primary LED system, which mostly cover the full
extent of the Rec.2100 chromaticity color gamut with high intensity, considering the absence
of an ideal HDR display. a new colorfulness scale for highly chromatic stimuli was suggested
based on the results of a psychophysical experiment.
Finally, the dissertation introduces an evaluation tool to predict the observer metamerism
magnitude and perceived color gamut volume (CGV) of displays given. This tool was developed based on the work explained above. A couple of use cases were introduced to show how
this tool can help design future HDR displays, maximizing perceptually positive effects while
minimizing perceptually adverse effects at the same time.
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1.3

Novelty

The combination of observer metamerism and color appearance in HDR displays has not been
deeply addressed previously due to the limitations of present displays. Therefore, this research
is the first attempt to address not only the topics individually in HDR displays but also the
interaction effect between the topics as a trade-off. There are mainly seven novel contributions
in this dissertation as follows:

• Development of models that predict the equivalent image quality of images under the
trade-off between peak luminance and the chromaticity color gamut of a display device.
• Development of a computationally efficient model that predicts the observer metamerism
magnitude between HDR displays.
• Introduction of colorfulness scales extended to quantify color sensation for extremely
saturated colors with high luminance levels.
• Introduction of an HDR color stimuli dataset that provides much more saturated and
brighter colors than traditional color datasets.
• Development of models that improve the performance of the predictors of previous color
appearance models (CAMs).
• Development of an evaluation tool to predict the observer metamerism magnitude and
perceived CGV of HDR displays.
• Introduction of a fundamental reason that explains what causes perceptual mismatches
of neutral metamers across individual observers.

A specific use of these contributions is the possibility that the effect of varying peak
luminance or chromaticity color gamut on human color perception could depend on image
content [Oh and Kwak, 2015, Shizume et al., 2014]. Thus, the equivalent image quality
6
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models were devised to take not only physical parameters of a display device but also image
statistics. Based on this feature, the models could be flexibly applied to designing a display
device aiming at a specific application, for example, public commercial displays likely play
brighter, more chromatic and vivid images than TVs. Therefore, these models could predict
required peak luminance levels for a public commercial display, which provides the equivalent
image quality for given bright and vivid images, corresponding to possible chromaticity color
gamuts.
Additionally, the proposed observer metamerism metric is capable of predicting the observer metamerism magnitude between a display pair without time consuming tasks. Also,
the metric highly correlates with observer metamerism indices previously suggested, such as
OMmax [Long and Fairchild, 2014] and POM2 [Xie et al., 2020]. Therefore, this metric could
be widely used to judge observer metamerism in displays.
The new dataset for color scaling suggested is, in fact, way beyond traditional color stimuli in terms of chromaticity gamut and luminance level. Therefore, the derived color scales
from the new dataset would help figure out how well previous CAMs perform at predicting
the perceptual attributes of highly saturated colors. Also, the approach developed to improve the performance of previous CAMs’ predictors is effective and straightforward, although
independent verification is further required with more highly saturated colors in the future.
The evaluation tool, which incorporates the observer metamerism metric and improved
colorfulness formulae, can be used in a display design process because it would help future
users to predict the observer metamerism magnitudes and perceived CGVs of given HDR
displays and advanced lighting systems.
In the Appendix section D, an interesting question "Why observer metamers of white
are usually pinkish or greenish", which is relevant to the observer metamerism work, was
addressed. An interactive web application developed to answer the question will help people
to understand why and how this happens. Also, it would give people a general idea of how
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this phenomenon relates to the human color vision.

1.4

Dissertation Structure

In Chapter 2, relevant research regarding this dissertation is reviewed. Specifically, HDR
standards and recommendations related to the display technology are introduced first. Subsequently, human perception research with respect to designing display devices, which has to
do with the preliminary study in this dissertation, is reviewed. Then, past studies regarding
observer metamerism and color perception measurements are introduced.
Chapter 3 first introduces a psychophysical experiment performed to look into the image
quality trade-off relationship between peak luminance and the chromaticity color gamut of a
display device. Then, the experimental results are presented with noticeable findings. Two
equivalent image quality models, which were devised based on the experimental results, are
suggested, and their performance are discussed.
Chapter 4 discusses a computational approach devised to investigate observer metamerism
in HDR displays. This chapter deals with how to design the computational approach and
provides the simulation results. Also, a novel and efficient observer metamerism metric is
introduced.
Chapter 5 explains a relative colorfulness scaling experiment performed using the direct
scaling method. This chapter introduces how properly the experiment was designed to derive
the relationship between the intensities of physical color stimuli and perceptual magnitudes.
Also, the experimental results and new formulae devised to improve the prediction in the
perceived colorfulness for highly saturated colors are discussed.
In Chapter 6, an evaluation tool developed based on the observer metamerism metric introduced in Chapter 4 and the perceptual colorfulness scale obtained in Chapter 5 is introduced.
Also, some examples are suggested to show how to use the evaluation tool to predict the
8
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perceptual trade-offs of HDR displays and advanced lighting systems.
Chapter 7 summarizes and reviews all the work presented in the previous chapters.
In the Appendix, supplemental data, MATLAB scripts, and the study on the neutral
perception on white metamers are presented.
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Chapter 2

Literature Review and Related Works
This chapter goes over past research related to the topics addressed in this dissertation. In
particular, HDR standards and recommendations specifying the technical requirements for
HDR displays are reviewed. Afterward, previous research on the impact of varying peak
luminance or chromaticity gamut on human perception is introduced. Then, the reviews of
past studies regarding observer metamerism and color perception measurements are followed.

2.1

HDR Standards and Recommendations

HDR standards and recommendations, which aim at specifying the technical requirements not
only for HDR display but also for HDR content and display metrology, have been introduced
up to date [Miseli et al., 2017, Ikizyan, 2019, Park and Kwon, 2017]. Although some technical associations, such as Video Electronics Standards Association (VESA) and the Ultra
High Definition (UHD) alliance, have introduced the technical specifications for HDR displays
[VESA, 2020, UHDA, 2020], these specifications do not reach up to the ideal specifications for
HDR displays [ITU, 2019], as described in Table 2.1. These standards and recommendations
represent the technical specifications for future HDR displays as well as for the present HDR
Chapter 2. Literature Review and Related Works
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Table 2.1: Summary of HDR standards and recommendations [ITU, 2019, VESA, 2020, UHDA,
2020, Chinnock, 2016]. Note the distinct discrepancies in peak luminance and chromaticity
gamut between the standards and recommendations. Also, all the percentiles represent the
area ratio to the given standard gamuts on xy chromaticity, not volume ratio.
Specified

Peak luminance level (cd/m2 )

Range of color

by
400 ∼ 1400 or higher

VESA

UHD Alliance

540 or higher for OLED displays
1000 or higher for LCDs

at least Rec.709 of 95%
at least DCI.P3 of 90%
at least DCI.P3 of 90%

HDR10 / HDR10+

1,000

up to Rec.2100 of 100%

Dolby Vision

4,000

up to Rec.2100 of 100%

ITU-R BT.2408-2

10,000

Rec.2100 of 100%

displays. Importantly, the discrepancy in the technical specification between the present HDR
displays and future HDR displays imply why there has not been much research on human
perception in future HDR displays.

2.2

Human Perception Research for Designing Displays

Human perception has been measured in various ways not only to evaluate the performance or
preference of display devices [Park et al., 2015, Yu et al., 1998] but also to utilize it for designing
display devices [Kawakita et al., 2012]. Fairchild et al., [Fairchild et al., 2021] emphasized why
studying human perception is valuable for HDR and display technologies, reviewing related
perceptual and colorimetric issues. In the following subsections, past research on the effect of
the two physical factors of interest, peak luminance, and chromaticity color gamut, on human
perception is mainly reviewed.
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2.2.1

Optimal Luminance Levels

Figure 2.1: A prototype HDR display system that can deliver up luminance levels from 0.001
cd/m2 to 20,000 cd/m2 [Daly et al., 2013a].
A psychophysical experiment using a prototype HDR display, which was designed to ask
preferred peak luminance levels, performed by Daly et al. [Daly et al., 2013a] found that
over 20,000 cd/m2 of the average preferred peak luminance level is required for future HDR
displays to satisfy 90% of their observers. Another study [Daly et al., 2013b] conducted by
the same authors claimed that high preferred peak luminance levels are similarly required for
future HDR displays but also reported that average peak luminance levels, which are ranged
from 1,400 cd/m2 to 18,000 cd/m2 , strongly depend on image content. However, there has
been several studies suggesting lower preferred peak luminance levels. Fang et al. [Fang
et al., 2016] approached to determine optimal peak luminance levels for HDR displays from a
different perspective other than preference. The optimal peak luminance levels were measured
with simple black & white patches to determine the least luminance level, where more than
30% of the observers start to reporting discomfort due to excessive luminance levels. The
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authors reported that the optimal peak luminance levels varied with not only illuminant levels
but also stimulus size. That is, the darker an illuminant level is, the lower the optimal peak
luminance level is or vice versa. On the other hand, the smaller a stimulus is, the higher the
optimal peak luminance acceptable is or vice versa. As a result, the optimal peak luminance
levels suggested were from about 170 cd/m2 with a stimulus size of 100% of display size (a FOV
of 37◦ ) in the dark room (0 lx) to about 500 cd/m2 with a stimulus size of 0.2% of display size
(a FOV of 1◦ ) in the ambient room (200 lx). A similar study [Mantiuk et al., 2009] was carried
out with a different approach to find comfortable luminance levels, which are preferred under
only night and low-illumination viewing condition. In their experiment, text and map images
were used other than simple color patches, altering the color (red, green, blue, and white) and
polarity (black on white or white on black, for example) of the images. The experimental result
showed that the comfortable luminance levels for reading are at least 20 cd/m2 and 40 cd/m2 ,
on average, and the highest luminance levels for reading could reach up to 200 cd/m2 under the
dark viewing condition. Interestingly, the authors also claimed that the comfortable luminance
levels to distinguish some map images could increase up to 500 cd/m2 . Another perspective
on the relevant topic was also introduced to find an optimum luminance for display under
different illuminations in terms of visibility and power consumption [Kim et al., 2018]. The
authors claimed that the luminance levels for indoor use between 200 and 500 cd/m2 would be
satisfactory. It is noteworthy that all these studies focused on finding the optimal luminance
levels for display devices, but significantly different results were derived. This discrepancy is
likely attributed to the different applications, stimuli, and viewing conditions.

2.2.2

Preferred Chromaticity Color Gamuts

In terms of finding a proper chromaticity gamut, preference-based works have been reported.
Murdoch et al. [Murdoch et al., 2014] claimed that chromaticity gamut boundaries for wide
gamut and multi-primary displays can be expanded up to 20%, on average, from the Rec.709.
The authors pointed out that the degree of boosting chromaticity gamut depends on not
14
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only hue but also image content and observer. Similarly, Sakurai et al. [Sakurai et al.,
2008] performed a visual assessment using a display device with sRGB chromaticity gamut
to investigate preferred chromaticity gamuts. It is noteworthy of the fact that the authors
considered a trade-off relationship between the area of color gamut and maximum luminance
of a display device, which would play an important role when designing a display device.
As shown in Figure 2.2, their experimental result represented that the trade-off relationship
impacts image preference. The figure implies that the equivalent image quality could be held
with decreasing the maximum luminance of a display device if the area of its chromaticity
gamut expands.

Figure 2.2: Contour map showing the effect of the trade-off relationship between the area of
color gamut and maximum luminance on image preference [Sakurai et al., 2008].

2.2.3

Image Quality Models

Image quality has been employed as an effective means to help not only assessing the performance of display devices [Ye et al., 2017] but also product development and technology
activities [Engeldrum, 2004]. For this reason, image quality has also been developed as models to provide a computational approach for predicting image quality. For example, Xia et
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al. [Xia et al., 2006] carried out two psychophysical experiments, asking the observers to
score perceived image quality of a mobile display. It is noteworthy that the experiments were
performed, considering a trade-off between peak luminance and chromaticity gamut of the display device. In addition, the proposed model was defined as a function of chromaticity-gamut
size and display luminance for images varying chromaticity levels due to image content. Another notable finding from the work is that the maximum luminance of the display necessarily
increases to compensate for the degradation in image quality caused due to a reduction in
chromaticity-gamut size, as shown in Figure 2.3. Also, their experimental result represented
that the degree of maximum luminance for compensation varies from image to image. However, unfortunately, because the CRT display used in their experiment, whose peak luminance
is about 150 cd/m2 , has a lower technical capability compared to cutting-edge display devices,
the model would not be appropriate to apply to the latest displays.

Figure 2.3: Image quality surface as a function of chromaticity-gamut size and display luminance for an image [Xia et al., 2006]
Another past research performed by Lin and Kuo [Lin and Kuo, 2011] tried to develop
a model to predict the image quality of a mobile display under different illuminations. The
proposed model was devised, taking into account different factors, such as luminance, contrast,
correlated color temperature (CCT), and resolution of input images. On the contrary, Choi
et al. [Choi et al., 2008] suggested an image quality model using image appearance attributes,
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such as colorfulness, contrast, naturalness, visual information, and sharpness other than physical factors. Such developing image quality models has been continued to date, adopting the
latest techniques, such as machine learning [Choudhury et al., 2017, Choudhury and Daly,
2018, Choudhury and Daly, 2019]. A noteworthy claim from these works done by the same
author is that the image quality model built using perceptual attributes derived from physical factors (maximum luminance, minimum luminance, chromaticity gamut area, etc.) using
human visual system models (Perceptual Quantizer [SMPTE, 2014], etc.) outperformed the
image quality model directly derived from the physical factors. It is likely plausible considering
the Weber-Fechner law, which refers to the relationship between physical stimuli changes and
changes in perception: for example, the human visual system does not perceive a luminance of
200 cd/m2 twice as bright as a luminance of 100 cd/m2 . Nonetheless, it does not necessarily
mean that it is easy to adopt perceptual attributes or color appearance attributes for developing an image quality model, because it is difficult to determine appropriate psychometric
scaling of quality or "nesses" for these attributes [Engeldrum, 1999]. Besides, such a difficulty
would be even worse in some cases, such as developing an image quality model under a trade-off
between luminance and chromaticity color gamut. For example, let us assume that the peak
luminance of a display increases as its chromaticity color gamut gets smaller by the trade-off.
Presumably, it occurs that the increase in peak luminance leads to an increase in brightness
while the decrease in chromaticity color gamut results in a decrease in colorfulness. However,
in this case, the decrease in colorfulness by the reduction of the chromaticity color gamut
could be cancelled out or attenuated by the Hunt effect, which refers to the phenomenon that
perceived colorfulness increases with luminance, induced by the increase in peak luminance.
Such the trade-off or changes in the physical factors would also entail other color appearance
phenomena, such as the Helmholtz-Kohlrausch (H-K) effect, which indicates the phenomenon
that as a stimulus becomes more chromatic, its perceived brightness increases, and the Stevens
effect, which refers to the phenomenon that perceived contrast increases with luminance. Previous studies, indeed, [Oh and Kwak, 2015, Shizume et al., 2014, Kim et al., 2009] pointed
out that changes in the physical factors induce the effect of such color appearance phenomena.
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Also, the degree of the effect depends on image content.

2.3

Observer Metamerism

A recent study [Hung, 2019] pointed out that observer metamerism, which refers to the phenomenon that spectrally different objects matched in color by an observer turn into color
mismatches by another observer under the same condition [Berns, 2019, 157–168], could be
a serious issue in HDR displays due to their spectrally narrow band primaries. A metameric
failure is technically rooted in a fundamental limitation of colorimetry attributed to physiological causes. The colorimetry began with the introduction of the standardized color matching
functions (CMFs), also known as the CIE 1931 standard observer. The problem is that the
standard color matching functions do not accurately represent the CMFs of all color normal population because human color vision is different from person to person. It is mainly
attributed to significant variations and differences in lens pigment, other ocular media, and
spectral responsivity of three cone types (L-cone, M-cone, and S-cone) [Fairchild and Wyble,
2007, CIE, 2006, Asano et al., 2016a]. Due to the variability in the human color vision, a
person’s CMFs derived from his/her spectral responses likely differ from others, as shown in
Figure 2.4. Moreover, observer metamerism would be even aggravated in wide color gamut
(WCG) displays as various studies reported that spectrally narrow stimuli are likely to increase
the possibility of occurring metameric failures [Hung, 2019, Fairchild and Wyble, 2007, Asano
et al., 2016b]. At the same time, recent studies informed that additional fundamental factors
affect color mismatches of metamers. Based on color matching experiments performed using
LED lighting systems, Li et al., [Li et al., 2019b] reported that different peak wavelengths and
primaries result in different degrees of observer metamerism for a given CMF. The same authors [Li et al., 2021a, Li et al., 2021b] also showed that a given set of primaries could enlarge
or reduce the degree of observer metamerism based on CMFs used to create the metamer. In
addition, age plays a critical role in this phenomenon was confirmed by showing its impact is
particularly significant to blue primaries. These observations are connected to previous studies
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[Murdoch and Fairchild, 2019, David et al., 2020], which explored inter-observer variation and
its effect on the color rendition characteristics of light sources.

Figure 2.4: 1,000 cone fundamentals showing the inter-observer variability [MCSL, 2020].
Not only for the lighting industry but also the display industry, observer metamerism can
be a severe issue, particularly in two different color-critical applications [Asano et al., 2016b,
Bodner et al., 2018]. The one application refers to soft-proofing in the cross-media application,
which is a process to preview on a display device what printout would appear when it is
printed. On the other hand, the other indicates color grading in digital cinema or television,
which is a process to adjust color on test displays and a reference display, comparing each
other. Previous research on observer metamerism in displays could be subdivided according
to these two applications. The following two subsections introduce past studies in accordance
with the classification.

2.3.1

Cross-media Applications

Fairchild and Wyble [Fairchild and Wyble, 2007] looked into how different observer metamerism
would be between a hypothetical broad-band primary display and narrow-band primary display using CIE 2006 cone fundamentals. An interesting approach to examine the topic was
using 25 CMFs varying field size and age derived based on the CIE 2006 technique [CIE,
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2006]. Instead of performing a visual color-matching experiment, they carried out computational evaluation using the CMFs. Specifically, a set of matching stimuli for the CMFs of each
individual observer were obtained from the standard GretagMacbeth ColorChecker under CIE
D65 and the two displays, and CIE color differences between the ColorChecker and display colors were then computed using the CIE 1931 standard observer. The simulation result showed
that the magnitude of mean-level observer metamerism for the narrow-band primary display is
significantly larger than that for the broad-band primary display. Nonetheless, the magnitude
and variability of observer metamerism in the study were evaluated within a limited number of
observers and color stimuli. Thus, the evaluation result would possibly underestimate the observer metamerism of all color-normal populations or possible color stimuli. This approach was
refined in another cross-media metamerism study by Long and Fairchild [Long and Fairchild,
2014]. The methodology of the study is similar to the way of Fairchild and Wyble [Fairchild
and Wyble, 2007] evaluating observer metamerism between spectral stimuli produced from
physical patchsets and corresponding matching stimuli for display devices using CMF sets.
The notable differences in terms of the approach were utilizing larger patchsets, a bigger pool
of CMFs, and 6 existent displays rather than hypothetical ones. In addition, the authors
suggested new observer metamerism indices to quantify observer metamerism magnitude and
variability. Unsurprisingly, two laser projectors, which have the narrowest primaries used in
this study, ended up having the largest observer metamerism magnitude and variability, on
average, regardless of the patchsets, light sources, and CMF sets. The work also claimed a
possibility of reducing observer metamerism for narrow-band displays by using seven multiprimaries optimized to select proper peak wavelengths. However, it may not be applicable for
using seven optimized primaries to consumer displays due to several issues, for example, design
and cost. Also, the proposed magnitude indices of observer metamerism take the average color
difference across all the given patches from an individual observer who has the maximum average color difference. Hence, if the individual observer’s responses are peculiar, then the values
of the indices could be skewed. Contrarily, another cross-media metamerism study presented
by Asano et al., [Asano et al., 2016b] utilized a different metric, the mean color difference from
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the mean (MCDM) which is usually used to evaluate measurement precision, to assess observer
metamerism using various sets of CMF. The study also demonstrated that the largest MCDM
was from the laser display with the narrowest spectral characteristic among the displays used
in their evaluation. One thing that needs to bear in mind is that the experimental approaches
to evaluate observer metamerism in these works were designed to focus on the possible impact
of observer metamerism on cross-media applications. Therefore, the results introduced from
these works might not be enough to indicate the impact of observer metamerism on which
viewing two spectrally different displays at the same time.

2.3.2

Color-grading Applications

In professional color management works, it could be quite common to utilize two displays at
the same time, using one display as a reference and another for a test. There are several
studies performed in terms of this situation. Sarkar et al., [Sarkar et al., 2010] performed
visual color-matching experiments to directly evaluate observer metamerism provoked due to
spectral discrepancy and inter-observer variability between a CRT display with broad-band
primaries and an LCD with narrow-band primaries. It would be hard to tell that the LCD
used in the work presented in 2010, in fact, has narrow-band spectral characteristic when comparing to the up-to-date display technology. However, the authors confirmed that significant
color mismatches between the two displays, which matched in color by the CIE 10◦ standard
observer, were reported by some individual observers. Another observer metamerism evaluation between two spectrally different displays was performed by Asano et al., [Asano et al.,
2014]. The evaluation was carried out using natural images for a pair of two displays: a conventional broad-band LCD monitor and a laser projector with nearly monochromatic spectral
characteristics. From a similar point of view, a recent study explored observer metamerism
between a conventional LCD and a cutting-edge OLED display [Wu et al., 2021]. These experimental results commonly confirmed that the degree of observer metamerism between the two
displays is apparent due to the spectral discrepancy and inter-observer variability. While these
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works merely evaluated observer metamerism between a pair of displays, Xie et al., [Xie et al.,
2020] evaluated observer metamerism across seven commercial displays, which mostly cover
the extent of the DCI.P3 color gamut, using 1,000 hypothetical observers generated based on
the Asano’s work [Asano et al., 2016a]. One notable point of this work is that the magnitude of observer metamerism between displays having nearly the same chromaticity gamut
could be significantly different due to spectral dissimilarity between displays in addition to
inter-observer variability.

Figure 2.5: Spectral power distributions (SPDs) of the seven commercial displays used in the
Xie’s work [Xie et al., 2020]. Note that the display (a), (c), (d), (e), and (f) are LCDs with
a LED backlight. The display (b) is an OLED display with four primaries (red, green, blue,
and white) while the display (g) is an LCD with fluorescent backlight. All the displays were
calibrated into the same chromaticity gamut, DCI.P3.
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2.4

Color Scaling

The necessity of color scaling was already emphasized about 70 years ago by Hasley, who
described that the precisely quantified difference between two colors would be useful for many
applications, such as specifying color tolerances and colors for coding [Halsey, 1954]. However,
color scaling is still an active area of color science research due to various reasons, such as
the difficulty of defining color and uncertainties in psychophysical methods. The difficulty of
defining color stems from the intrinsic property of color, which easily changes its appearance
with changes in the color and level of illumination, background color, and viewing conditions
[Berns, 2019, 1–16]. Hence, Fairchild pointed out that color appearance needs to be systematically described in a mathematical way [Fairchild, 2013, 85–96]. A representative uncertainty
in psychophysical methods is that different scaling methods frequently end up with different psychophysical scales [Palshler and Wixted, 2002, 91–138]. For these reasons, numerous
research studies on color scaling have been attempted in various ways to address such problems. Relevant studies mainly dealt with color appearance, color scaling, and psychophysical
methods are introduced in the following subsections.

2.4.1

Color Appearance Models

Color appearance models aim to predict the appearance of spatially-simple color stimuli under
various viewing conditions mathematically [Fairchild and Johnson, 2002]. These kinds of color
appearance models mostly implement four-stage procedure: chromatic adaptation, dynamic
cone responses, achromatic / opponent color decomposition, and computation of perceptual
attribute correlates [Kim et al., 2009]. Such color appearance models mainly yield color
appearance attributes or scales, such as hue, brightness, lightness, colorfulness, chroma, and
saturation [Luo and Li, 2007]. The following definitions of the color appearance attributes are
defined by CIE [CIE, 2020]:
• Hue: attribute of a visual perception according to which an area appears to be similar
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to one of the colours red, yellow, green, and blue, or to a combination of adjacent pairs
of these colours considered in a closed ring.
• Brightness: attribute of a visual perception according to which an area appears to emit,
transmit or reflect, more or less light.
• Lightness: brightness of an area judged relative to the brightness of a similarly illuminated area that appears to be white or highly transmitting.
• Colorfulness: attribute of a visual perception according to which the perceived colour of
an area appears to be more or less chromatic.
• Chroma: colourfulness of an area judged as a proportion of the brightness of a similarly
illuminated area that appears grey, white or highly transmitting.
• Saturation: colourfulness of an area judged in proportion to its brightness.

Notably, these perceptual attributes are separately used to describe the color of a stimulus,
relying on whether it is seen isolated from other colors or not. [Fairchild, 2013, 85–96]. If a color
is seen isolated, which is called unrelated color, it only exhibits hue, brightness, colorfulness,
and saturation. On the other hand, if a color is seen with other colors, which is called related
colors, it exhibits all of the perceptual attributes.
Some less-comprehensive color appearance models, such as CIELAB and CIELUV, are
able to predict the some attributes of related colors [Fairchild and Pirrotta, 1991], merely
suggesting lightness, chroma, and hue, and therefore these models are inappropriate to predict
the appearance of unrelated colors. In fact, Hunt [Hunt, 1991] asserted that it is essential
for color appearance models to be able to predict for both related colors and unrelated colors
distinctly, taking into account the effects of different luminance factors and the dependence
of hue on stimulus luminance. After all, his claim was materialized with the development of
the CIECAM97s (s indicates a simple version) and CAM97u (u stands for unrelated colors),
which function predicting for unrelated colors seen in dark surrounds in isolation from other
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colors [CIE, 1996, Luo and Hunt, 1998b, Hunt, 1998]. However, the CAM97u, CIECAM97s, its
comprehensive version [Hunt, 2005, 596–632] have not been widely used due to the emergence
of CIECAM02, which is a simpler formulation with better performance [Fairchild, 2013, 273–
286].
Despite the efforts to make predicting for both related colors and unrelated colors possible
using the color appearance models, the performance of predicting for unrelated colors by
the models has been ceaselessly questioned by various research. Fu et al. [Fu et al., 2012]
carried out a psychophysical experiment to obtain the color appearance data of unrelated
colors under photopic and mesopic conditions. They found that the CAM97u showed a better
performance of predicting brightness than CIECAM02, whereas CIECAM02 outperformed
CAM97 in terms of predicting colorfulness. Based on the findings, they suggested a new
color appearance model (CAM97Fu) for unrelated colors based on CIECAM02. However,
another research on the brightness perception of unrelated colors performed by Withouck et
al. [Withouck et al., 2013] reported that these two models do not accurately predict perceived
brightness due to a lack of precise prediction for the H-K effect. Subsequently, Withouck
et al. [Withouck et al., 2014] suggested a new color appearance model for unrelated colors,
CAM97um, which was improved predicting perceived brightness through rectifying the weight
of the colorfulness contribution to the brightness attribute in the CAM97u. After a year, the
same authors [Withouck et al., 2015] proposed a new color appearance model for unrelated
colors, CAM15u, through psychophysical experiments using a magnitude estimation method.
One of the interesting points in the work is that observers were asked to judge the colorfulness
scale for color stimuli, evaluating "amount of white versus non-white," because naive observers
particularly didn’t seem to well understand the term colorfulness according to the authors.
Importantly, this concern is, indeed, consistent with what another research [Kim et al., 2009]
evaluating the colorfulness scale using a similar magnitude estimation method reported. Also, a
recent research [Li et al., 2019a] on the development of a color appearance model for unrelated
colors derived using CAM16 [Li et al., 2017] showed that their proposed model, CAM16u,
outperformed CAM16 and CAM15u, in overall. However, as described in Table 2.2, the mean
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coefficient of variance (CV) [Luo and Hunt, 1998a] for the colorfulness prediction is similar
and still higher than the predictions for other color appearance attributes, brightness and hue.
By the definition, CV means how close the agreement of the two datasets is, for example,
measurements vs. predictions. It can be simply expressed as Equation (2.4.1):

q P
n
1
CV = 100

n

i=1 (Pi −
1 Pn
i=1 Vi
n

V i )2

(2.4.1)

where n indicates the number of color stimuli in a given dataset. Note that n is the number
of color stimuli used in the experiment. Pi and Vi mean the model prediction and the visual
measurement of ith color in the dataset. Ideally, a CAM flawlessly predicting the visual
measurements ends up with a CV of zero. Otherwise, the amount of CV means the degree of
disagreement between its predictions and the visual measurements. Thus, the results described
in Table 2.2 is presumably because scaling colorfulness is more complicated than scaling the
other two attributes.

2.4.2

Psychophysical Methods

In the book titled "Steven’s Handbook of Experimental Psychology" [Palshler and Wixted,
2002], psychophysical scaling is defined as "the process of quantifying mental events, especially
sensations and perceptions, after which it is possible to determine how these quantitative
measures of mental life are related to quantitative measures of the physical stimuli." In the
field of color science, scaling experiments have been used to derive relationships between
perceptual magnitudes and intensities of physical color stimuli, and to develop and to test
color appearance models [Fairchild, 2013, 38–55].
In fact, various psychophysical methods have been utilized for color scaling. Newhall
[Newhall, 1939] evaluated the ratio method, which yields numerical values representing the
magnitudes of given attributes that can be added or multiplied, to solve the color spacing
problem of Munsell colors. The author concluded that the method is complicated and meticu26
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Table 2.2: Comparison of the performances of CAM16, CAM15u, and CAM16u models in
terms of coefficient of variance (CV) values [Li et al., 2019a]. B, H, and M stand for brightness,
hue, and colorfulness, respectively. It is noteworthy that all the three models commonly
represent high mean CVs (intra-observer variability).
CAM16

CAM15u

CAM16u

Phase

B

H

M

B

H

M

B

H

M

60-10

15

11

29

19

10

27

13

11

28

60-0.5

9

12

24

19

11

25

8

12

24

5-10

9

10

24

22

9

21

8

10

23

5-0.5

10

10

29

25

9

24

9

10

30

1-10

11

9

27

26

9

27

10

9

26

1-0.5

12

11

45

35

9

40

14

11

47

0.1-10

21

12

51

33

15

46

12

12

38

0.1-2

16

9

46

43

9

43

17

9

39

0.1-1

17

8

32

41

11

41

16

8

36

0.1-0.5

26

10

41

52

12

43

30

10

43

Mean

15

10

35

32

10

34

14

10

33

lous because of difficulties of sample preparation and its time-consuming experimental process.
Another classic paper presented by Munsell et al. [Munsell et al., 1933] compared two perceptual scales for Munsell neutral colors obtained by two different experimental methods,
just-noticeable-difference (JND) method and value-step method. Note that the concepts of
the methods are similar to category scaling and partition scaling, respectively. Interestingly,
the experimental results showed that the resultant two scales represent close agreement with
each other. However, Halsey [Halsey, 1954], who compared three different methods, partition
scaling, method of adjustment, and category scaling, for color scaling, reported that the perceptual scale from partition scaling does not well agree with those from the other two methods.
The discrepancy between the works is likely attributed to the following experimental differences. First, the observers from the former work were asked to judge brightness of neutral
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color stimuli, whereas the observers from the latter work were asked to judge saturation for
color stimuli. We could speculate that the former experiments would be more easier than
the latter experiments, considering the results reported by the works [Kim et al., 2009, Li
et al., 2019a] introduced above. Another difference is that the former work used significantly
a smaller number of stimuli for the psychophysical experiments than the latter work did. For
example, only five categories for category scaling were given to the observer from the former
work. Also, a strip with fourteen neutral samples on it was presented to the same observers
for each bisection, as shown in Figure 2.6. Therefore, the observers would be biased to select
certain stimuli for the experiments, and it ended up with the close agreement.

Figure 2.6: Apparatus used for partition scaling by Munsell et al. [Munsell et al., 1933].

Figure 2.7: Schematic overview of a partition scaling method [de Perre et al., 2019]. The
initial two anchors, F, are given to an observer, and a test stimulus, A, is placed between the
two anchors. The observer’s task is to adjust the perceptual magnitude of the test stimulus so
that two equal-appearing perceptual intervals are produced. Importantly, once the perceptual
magnitude of the test stimulus is determined, it is used in the subdivision levels as an anchor.
A recent research by Perre et al. [de Perre et al., 2019] performed psychophysical experiments to investigate the relationship between the luminance scale and perceived brightness
28
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scale using partition scaling. The authors stated that partition scaling is susceptible to possible
biases, which coincides with what Halsey [Halsey, 1954] pointed out. Especially, a previously
set interval could propagate errors for subsequent intervals cumulatively. To minimize the
possibility of occurring error propagation, the authors proposed an improved partition scaling
method. The key feature of the proposed scaling method is, the position (left of right) of the
minimum and maximum luminance of the anchor points and the initial luminance level (high
or low) of the center stimulus are combined. Therefore, for each subdivision level (Figure 2.7),
the four possible combinations are run in a random order for each observer. Then, each anchor
point for the next subdivision is set as the arithmetic mean luminance of the four experimental
outputs. The authors stated that the improved partition scaling led to less cumulative errors
and better observer accuracy.
There is an alternative method for color scaling, which is magnitude estimation. The
main advantage of magnitude estimation is capable of obtaining ratio scales [Fairchild, 2013,
38–55]. Because of the merit, magnitude estimation has been widely used in developing and
evaluating color appearance models [Withouck et al., 2013, Withouck et al., 2014, Fu et al.,
2012, Kim et al., 2009, Withouck et al., 2015]. Magnitude estimation can be subdivided into
several ways according to the way of presenting stimuli. For example, the observer is asked to
report numbers to the stimuli corresponding to the magnitude of the perception, whereas the
observers is asked to produce a stimulus whose assigned number matches in the magnitude of
the perception [Fairchild, 2013, 38-55]. Alternatively, a reference stimulus with a particular
perceptual scale could be temporally presented to the observer before presenting a test stimulus
[Withouck et al., 2015]. Also, it is possible to simultaneously present a test stimulus with a
reference stimulus whose perceptual scale is preassigned [Kim et al., 2009], as shown in Figure
2.8.
Apart from the difference in the way of presenting a reference stimulus, it is particularly
noteworthy how these two works measure perceived colorfulness differently. Kim et al. asked
the observers to judge the perceived colorfulness in the open scale, which means there is no
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Figure 2.8: Magnitude estimation presenting a test stimulus with reference stimuli for lightness
and colorfulness [Kim et al., 2009]. The three stimuli at the center are a test stimulus and
reference stimuli. The reference stimuli (white and pink) are given with perceptual magnitudes
precalculated or predefined. In this example, the white stimulus is the reference for lightness
scaling, while the pink stimulus is the reference for colorfulness scaling. The observer’s task
is directly to scale the perceived lightness and colorfulness of the test stimulus, comparing it
to the reference stimuli.

upper or lower limit. In fact, by the definition of brightness and colorfulness, the open scale
sounds plausible. However, according to the authors, the observers stated difficulties in judging
the perceived colorfulness, although a reference stimulus is given side-by-side. Interestingly,
the other authors, Withouck et al., argued that the observers didn’t seem to be familiar with
the term colorfulness. For this reason, the authors tried to devise an instruction that sounds
familiar to the observers. That is, the authors used "amount of white versus non-white" instead
of colorfulness. Thus, the observers were asked to judge perceived colorfulness in the percentage
(0 ∼ 100 %). However, this instruction would lead to another problem that the measurements
near the end points (0 or 100%) could be likely skewed. For example, assuming that there
are three extremely chromatic colors, A, B, and C, and the alphabetic order coincides with
the ascending chromatic order. An observer reported a perceived colorfulness of 3% for the
color stimulus, B, presented first. Then, C and A, were, in turn, presented, and the observer
assigned 1% and 10%, respectively. However, in the post experiment, observer answered the
difference in the perceived colorfulness between C and B is larger than that between B and
30
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A. In particular, this problem could be a serious issue when highly chromatic colors, which
the observers barely experienced before, are used.
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Chapter 3

Image Quality Trade-off Relationship

3.1

Abstract

This chapter1 introduces a psychophysical experiment to investigate the image quality tradeoff relationship between peak luminance and the chromaticity area of the color gamut of a
display device, and models to predict equivalent image quality based on the experimental
results. The experimental results confirmed the hypothesis that the peak luminance required
to maintain equivalent image quality tends to decrease as the chromaticity gamut area expands.
At the same time, the relationship between peak luminance and chromaticity gamut strongly
depends on image content. Based on the experimental results, two models are suggested. These
models show good performance in terms of predicting the required luminance levels for given
chromaticity gamut areas. Notably, the model built using an observer-chosen region of interest
(ROI) in an image slightly outperforms the model generated without this information.

1

This chapter is based on the work published as [Park and Murdoch, 2020b].
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3.2

Motivations

There is a general trade-off relationship that optical efficiency is inversely proportional to
chromaticity color gamut [Zhu et al., 2015, Chen et al., 2018] , and choices for both have
implications on product cost and operating power. For example, in designing an expanded
chromaticity color gamut for an LCD display, more selective color filters or another technology
like quantum dot (QD) phosphors must be employed. These in turn require a brighter backlight
unit and/or higher driving power for the display in order to reach equivalent luminance levels,
resulting in higher production costs and potentially higher (power) operating costs. Therefore,
if the effect of the trade-off relationship on image quality could be quantified, it could be
used for practical applications, such as selecting an optimal combination of luminance and
chromaticity color gamut area of a display device. Such a quantified model would be useful
when designing a display device for specific goals such as reducing cost or minimizing power
consumption.
The main purpose of this work is to present models that equate, in terms of image quality,
variations in a modern display’s peak luminance and chromaticity color gamut area. The
intention is to apply such a model in the design of a display, where the physical limits to peak
luminance and chromaticity gamut are fixed, regardless of display system controls that would,
during use, modulate the luminance and chroma of images displayed. Notably, image quality
is the metric we selected for this work because image quality can be directly compared by
human subjects [Silverstein and Farrell, 1996] and is a key factor for consumer displays.

3.3

Methods

In order to develop models predicting equivalent image quality of a display under the constraint
of the trade-off, a psychophysical experiment was designed. The goal of this experiment was to
ask observers to adjust the luminance level of a test image rendered on a color gamut condition
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to match the image quality of a reference image rendered on a different chromaticity gamut
condition. The desired form of the result was to show the changes in the required luminance
level of images for the change in the chromaticity color gamut area.

3.3.1

Display Device

For the experiment, a 2016 55-inch LG OLED B6P TV with a chromaticity color gamut area
about 101% of DCI.P3 was chosen because the TV can cover more than the chromaticity color
gamut requirement for standard dynamic range (SDR) contents. The peak luminance of the
OLED TV varies with the average picture level (APL) of input signals. To put it simply, APL
represents the intensity of an input image, averaged over the image area. So, for example,
the APL of a full-screen white image is 100% while that of a full-screen black image is 0%.
An image with a white patch comprising 20% of its area, surrounded by black pixels, has an
APL of 20%. As it was observed that the peak luminance of the TV stays consistent for APLs
under 20%, images for the experiment were intentionally rendered on the central 20% of the
display area, surrounded by black pixels. For the same reason, the display characterization
adopting the LUT model [Fairchild and Wyble, 1998] was conducted using color patches filling
only the central 20% of the display. The measured tristimulus values of primaries and white
of the OLED TV are described in Table 3.1. The performance of the characterization model
was evaluated by calculating the CIEDE 2000 of 120 measured patches, including neutral, red,
green, blue, and randomly generated. The mean and maximum CIEDE 2000 values were 0.95
and 2.94, respectively. We considered that its performance is sufficient to use the OLED TV
to present stimulus in our psychophysical experiment.

3.3.2

Chromaticity Gamut Conditions & Color Gamut Mapping

Because the image quality in this experiment is composed of the perceptual aspects, color
appearance attributes such as lightness and chroma were used to determine chromaticity gamut
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Table 3.1: Measured tristimulus values of the primaries and the white point of the OLED TV.
X

Y

Z

x

y

R

186.9

87.6

0.2

0.680

0.319

G

104.0

274.0

28.0

0.256

0.675

B

102.5

40.1

583.8

0.141

0.055

W

393.4

400.0

612.3

0.280

0.285

conditions and luminance levels for the experiment. As there are various perceptual color
spaces and color appearance models to provide such color appearance attributes, selecting a
proper color space was necessary. Because the effect of a change in hue on evaluating the
image quality is not the matter of the present work, a uniform color space to keep the hue
of primaries of each chromaticity gamut condition consistent across the chromaticity gamut
conditions was required.
CIELAB, which is known as a perceptually uniform color space, was first considered to
generate the chromaticity gamut conditions. However, color gamut mapping on the CIELAB
color space ended up with distinct hue discrepancy in the blue regions between images rendered
to different chromaticity gamut conditions, as shown in the top two images in Figure 3.1. The
main reason for the artifact is likely that the CIELAB color space does not preserve hue
linearity in the blue region [Safdar et al., 2017]. The IPT color space [Ebner and Fairchild,
1998], which outperforms the CIELAB color space in terms of hue linearity in the blue regions
(as in the bottom two images in the figure), was ultimately selected. The IPT provides
transformations from tristimulus values to color appearance correlates such as hue, chroma,
and lightness [Fairchild and Johnson, 2004].
Considering the desired form of the experimental result, the chromaticity gamut conditions for the experiment were determined based on the maximum chromaticity gamut (101%
of DCI.P3) of the TV. Six levels of chroma ranging from 60% to 100% at every 10% were
considered for the chromaticity gamut conditions with the same white point. The percentage
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of the chromaticity gamut conditions refers to the ratio of chroma of the primaries (red, green,
and blue) to their maximum chroma level, not to the chromaticity gamut triangle area.
It should be noted that hard-clipping was adopted for color gamut mapping to render
images on the different gamuts. One assumption was made that an original image is first
encoded with the maximum chromaticity gamut of the TV, and the image is then clipped to
be rendered on the other chromaticity gamut conditions. Certainly, artifacts caused by hardclipping could affect the image quality due to loss of detail in the brightest areas of the image
[Korhonen et al., 2013, Kerofsky and Daly, 2006]. However, using an alternative such as softclipping would add an additional free parameter to the experiment whose appropriate setting
could vary from one image to another, and from one color gamut to another. Also, artifacts
caused by hard-clipping are reasonably common and practical to include in this experiment.
The gamut chromaticity limits determined using the IPT color space and hard-clipping are
illustrated in Figure 3.2.

Figure 3.1: A rendered image for 100% of L* (lightness) and 50% of C* (chroma) on the
CIELAB color space (top-left) and a rendered image for 50% of L* and 100% of C* level on
the same color space (top-right). A rendered images for 100% of J (lightness) and 50% of C
(chroma) on the IPT color space (bottom-left) and a rendered image for 50% of J and 100%
of C level on the same color space (bottom-right).
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Figure 3.2: The CIE u’v’ chromaticity diagram illustrating the chromaticity gamut conditions
ranging between 60% and 100% of the IPT chroma for the experiment.

3.3.3

Image Stimuli

As mentioned, image quality depends not only on a change in physical specification of the
display device but also on the specific image. In this sense, images with varied characteristics
in terms of chromaticness (chromatic or achromatic), hue (single dominant hues and mixed
hues), and subject (object, landscape, or human) were selected as a set of stimuli. A practical
limitation on the number of images was made in order to avoid making the observers fatigued;
the experiment was designed to take about 50 mins per observer, on average. Based on a
preliminary experiment with natural images which we are likely see on displays in reality, twelve
images were selected, as shown in Figure 3.3: two from Mark Fairchild’s HDR Photographic
Survey2 (images Frontier and Blooming Gorse), and the rest from Creative-Commons licensed
Pexel3 .
In order to properly present these images within the trade-off relationship, subdividing the
chromaticity gamut conditions determined using the six chroma levels, which reflect varying
chromaticity gamut area, into different luminance levels was necessary. As the IPT color space
provides color appearance correlates such as lightness (JIP T ), chroma (CIP T ), and hue (hIP T )
2
3
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Snowfield
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Figure 3.3: Twelve images selected for the experiment.

[Fairchild and Johnson, 2004], luminance value was converted into the IPT lightness scale for
the experiment. Note that JIP T itself equates with IIP T , however, JIP T is used as the notation
for lightness level in this paper following the reference [Fairchild and Johnson, 2004]. From
here, a luminance level will be labeled with the percentage of converted lightness (JIP T ) unit
and a chromaticity gamut condition will be labeled with the percentage of converted chroma
(CIP T ) unit for convenience. Also, note that all the lightness and chroma values without any
explanation indicate the ones derived from the IPT color space.
Preparing for the Method of Adjustment task, a total of 51 luminance levels ranging
from 50% to 100% at every unit lightness level were determined for each chromaticity gamut
condition. The purpose of this process directly relates to the experimental goal which is
finding optimal luminance levels for different chromaticity color gamut conditions which result
in equivalent image quality. Further detail with respect to the experimental task will be
introduced in the next section. The whole process for the image rendering was conducted
using the chromaticity gamut determination and color gamut mapping algorithm described in
the previous section, and its flow diagram is depicted in Figure 3.4: the chromaticity gamut
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Figure 3.4: Flow diagram for the chromaticity gamut determination process and gamut mapping process. Hard clipping is applied to all pixel values exceeding the maximum code value
range when color gamut mapping is carried out.
determination resulted in new XYZ values for primary colors red, green, and blue, using a
ratio of chroma and lightness level. Then, an image was rendered to the new color gamut
using hard clipping.

3.3.4

Experimental Task

As briefly described in the previous section, the experiment was performed to find luminance
levels for various chromaticity color gamut conditions that result in equivalent image quality.
The experiment proceeded using the Method of Adjustment with a pair of the same image
content presented side-by-side to observers, using the central 20% of the area of the full screen
due to the APL-related luminance limit mentioned previously. In order to match the 35 ∼
40 degrees of horizontal field of view typical of normal TV viewing, these small images were
viewed from about 0.7m away from the TV. The image on the left side was the reference
stimulus rendered with a fixed lightness and chromaticity gamut condition. The image on
40
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the right side was a test stimulus rendered with a different chromaticity gamut condition and
an initial lightness level, randomly selected within the range between 50% and 100% of JIP T
at every trial. The experimental instruction for the observers was that “Please adjust the
brightness level of the test stimulus until both the reference and the test have the equal image
quality. If you would not find a proper level, then please choose as close a level as possible.”.
The term brightness in the instruction was used rather than lightness or luminance because
we thought that the term brightness could be more intuitive and understandable, especially
to those who are not familiar with color science and image quality. The second sentence was
prepared in case the observers desired a level beyond the adjustable range. In order to rule
out unwanted bias by the sequence of image presentation, the sequence of image presentation
was random.

Figure 3.5: An illustration for the experimental task. The reference image (left) is unchangeable and rendered with a fixed chroma level (90%) and a fixed lightness level (90%), and the
test image (right) is rendered with a fixed chroma level (80%) and an initial lightness level.
Only the lightness level of the test image is adjustable.
Figure 3.5 depicts the experiment. The reference image was rendered with a fixed chroma
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level and a fixed lightness level, for example 90% of the chroma of the maximum chromaticity
gamut of the TV and 90% of the lightness of the maximum luminance of the TV. The test
image was initially rendered with a fixed chroma level (for example 80% of the chroma of
the maximum chromaticity gamut) and a random lightness level. The observers adjusted the
lightness level of the test image using a keyboard until they found the lightness level which
resulted in equivalent image quality between the two images.
Three chromaticity gamut conditions for the reference stimuli were carefully selected, and
these conditions are denoted with (JIP T,R , CIP T,R ) = (70%, 70%), (80%, 80%), and (90%, 90%).
Each reference chromaticity gamut condition can be thought to represent the luminance and
chromaticity color gamut of a virtual reference display. Chromaticity gamut conditions for the
test stimuli ranging from CIP T,T = 60% to 100%, were used, but never at the same chroma
level of the reference stimulus being presented. For example, if a reference stimulus is rendered
at (JIP T,R , CIP T,R ) = (70%, 70%), then test stimuli are rendered at the rest of the chroma
levels except for CIP T,T = 70%. Again, note that the observers’ responses, the luminance levels resulting in equivalent image quality, were recorded in lightness (JIP T ). Additionally, after
the end of the whole set of trials, observers were asked to mark a region of interest (ROI) in
each image that mainly affected their judgement, using an ellipse tool. A total of 24 observers
with normal color vision participated in the experiment, and their age range was between 20
and 60. The experiment was performed in a dark room (∼ 10 lux). Table 3.2 summarizes the
experimental condition has described so far.

3.4

Results & Discussions

The experimental results include the observer-adjusted lightness values required to match
image quality for a given image over the different color gamut conditions, which are denoted
as the percentage of the maximum chroma. Dependence on reference color gamut and image
content are explored graphically and through statistical tests, and the results of region of
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Table 3.2: Summary of the experimental condition.
LG 55" OLED 6BP TV, DCI.P3 101%,

Display

400.0 cd/m2 (Peak luminance)

Viewing

0.7

distance (m)
Images

12 (See Figure 3.4)

Observers

24, age:20 ∼ 60, normal color vision

Illumination

Dark (∼10 lux without TV)

Method

Method of Adjustment

Reference

Reference (%)

Test (%)

Group

JIP T,R

CIP T,R

CIP T,T 1

CIP T,T 2

CIP T,T 3

CIP T,T 4

1

70

70

60

80

90

100

2

80

80

60

70

90

100

3

90

90

60

70

80

100

interest (ROI) masking tasks are presented. Finally, based on the experimental results, models
of peak luminance that preserve equivalent image quality, dependent on chromaticity gamut
and image content are introduced and evaluated.

3.4.1

Experimental Results

Figure 3.6 presents the experimental results for the twelve images’ average observer-adjusted
lightness values, which lead to equivalent image quality for the given images over the different
chroma levels. In other words, each solid line represents the required lightness values (or
luminance levels if converted) to match image quality for TVs with the different chroma
levels (or chromaticity color gamuts if converted). Each plot suggests average lightness level
settings as a function of chroma for the three reference groups, (JIP T,R , CIP T,R ) = (70%, 70%),
(80%, 80%), and (90%, 90%). The unfilled circles in each plot represent the reference lightness
levels and chroma levels while the filled circles with the solid line in each plot indicate the
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Figure 3.6: Plots illustrating the mean observer-adjusted lightness values for the three different
reference groups. The blue filled circles represent the measurement for the reference group
(JIP T,R , CIP T,R ) = (70%, 70%) while the blue unfilled circle indicates the lightness and the
chroma value of the reference group. The green filled circles represent the measurement for
the reference group (JIP T,R , CIP T,R ) = (80%, 80%) while the green unfilled circle indicates
the lightness and the chroma value of the reference group. The red filled circles represent
the measurement for the reference group (JIP T,R , CIP T,R ) = (90%, 90%) while the red unfilled
circle indicates the lightness and the chroma value of the reference group. Each line connecting
to the circles indicates the lightness values leading to the equivalent image quality of a given
image for the chroma levels and each error bar means the standard error.
average of the observers’ responses in lightness, with error bars representing standard error (N
= 24). The lines connect stimuli found to be of equivalent image quality to each reference.
It is apparent at a glance that the slopes of these lines, which show the change in lightness
(JIP T ) relative to the the change in chroma (CIP T ), differ from one image to another. This is
consistent with the claims suggested by the previous studies that the impact of the Hunt effect
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or the H-K effect could vary from one image to another [Oh and Kwak, 2015, Shizume et al.,
2014] and the effect of varying chromaticity gamut area and luminance level on image quality
is dependant on image content [Xia et al., 2006]. The average slope magnitude over the entire
measurements was -0.125, which means that, on average, image quality is maintained when
0.125% of lightness level decreases with the increase of 1.0% in chroma level. The maximum
slope magnitude among the entire measurements was -0.356, from the image Umbrellas with
the reference group (J R , C R ) = (80%, 80%). This implies that the maximum luminance of
the display could be reduced to present the image Umbrellas more than the other images as
the chromaticity gamut area of the display expands. However, the most notable finding from
these results seems that the effect of a unit change in lightness is not identical to that of a unit
change in chroma in terms of image quality equivalence. This finding supports our assertion
described in the section Background that the effect on image quality loss by a unit decrement
in colorfulness or chroma would not be the same as the effect by a unit increment in brightness
or lightness. It could be also interpreted that the effect of a change in luminance to the image
quality would not be the same as that of a change in the area of a color gamut.
There are some measurements especially noteworthy. First, it is interesting to see that
the lightness-chroma slopes of some images, for example, the image Snowfield, are nearly flat,
meaning that almost the same lightness levels are required for the image over the chroma levels in terms of equivalent image quality. Or, equivalently, chroma level does not affect image
quality for the image Snowfield. On the other hand, the average lightness level decreases with
increase in the chroma level was observed from the measurements of some images, for example,
the image Fruits and Umbrellas. Second, it was observed that one slope of some images is
certainly different from the other slopes of the same images. For example, the slopes with
(JIP T,R , CIP T,R ) = (80%, 80%) of the image Blooming Gorse and Green Peppers are plainly
different from the other the other slopes of the same image. One possible explanation to the
results would be that there is a certain chroma level leading to a noticeable distortion or degradation of the image quality. So, if the images are rendered on the chromaticity gamuts below
a certain chroma level, the required luminance levels to compensate the degradation would
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need to rapidly increase. Next, the connected line with (JIP T,R , CIP T,R ) = (90%, 90%) of the
image Kids is slightly flat but is noticeably located below the reference lightness level, 90% of
lightness. Our inference is that most of the pixels of the image Kids would fit in the measured
lightness levels without any noticeable degradation of the image quality because there seems
to be not many highlight region requiring high digital code values. So, the observers might
have selected lower lightness levels unless they obviously notice the difference in image quality
between the reference image and the test image.

3.4.2

Statistical Analysis

Despite some noise in the measurements, the measurements depicted in Figure 3.6 demonstrate
that lightness-chroma slope is different from one image to another. Besides, almost the same
lightness levels are required to maintain equivalent image quality for some images regardless of
the chroma change. In order to quantitatively examine these observations, a series of analysis
of variance (ANOVA) tests were carried out using SPSS. The first ANOVA test (α = 0.05)
was designed to test null hypotheses for main and interaction effects of the three independent
variables: image ID (ID), chroma level (CIP T,i ), and reference level (CIP T,R ), on the dependant
variable, lightness level (JIP T ). Note that the image ID is defined as a nominal variable to
identify the twelve images used for our experiments (The IDs for each image is the same as
the names for the images represented in Figure 3.3). The others are scale variables; the three
levels of reference are (70%, 70%), (80%, 80%), and (90%, 90%); and the four levels of chroma
are four out of five levels, which are not the same chroma level of the reference as mentioned
above, 60%, 70%, 80%, 90%, and 100%.
The first ANOVA test described in Table 3.3 showed that there is statistically significant
difference of the mean lightness levels by the three independent variables, image ID, reference
level and chroma level. Also, the interaction effects by image ID × reference level, image ID ×
chroma level, and reference level × chroma level are statistically significant but not by image
ID × reference level × chroma level. These statistical results confirm that the lightness levels
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for equivalent image quality vary from one image to another and also affected by reference
level, chroma level, and their interactions.
Table 3.3: The result of the first ANOVA test.

Factor

df

p

F

ID

11

5.069

0.000

a

CIPT,i

3

112.311

0.000

a

CIPT,R

2

3534.470

0.000

a

ID × CIPT,i

33

7.529

0.000

a

ID × CIPT,R

22

7.941

0.000

a

CIPT,i × CIPT,R

6

4.141

0.000

a

ID × CIPT,i × CIPT,R

66

1.231

0.100

a

p < (α = 0.05)

Based on the results, a set of ANOVA tests (α = 0.05) was designed to see how these
independent variables affect the dependent variable for each image. These twelve ANOVA
tests were especially meaningful to determine which images require nearly the same lightness
levels over the chroma levels for equivalent image quality, for example, Snowfield, as illustrated
in Figure 3.6. For this reason, the ANOVA tests were independently performed for each image
to test null hypotheses for main and interaction effects of the two independent variables:
chroma level (CIP T,i ) and reference level (CIP T,R ). Note that the three levels of reference and
the four levels of chroma are identical to those in the first ANOVA test.
As described in Table 3.4, the ANOVA tests showed that there is a statistically significant
difference of the mean lightness levels among the chroma levels for eight of the twelve images:
Fruits, Frontier, Blooming Gorse, Green Peppers, Picnic, Flower, Park, and Umbrellas. Interestingly, as the p-values, 0.014 and 0.031, of the two images (Frontier and Picnic) are pretty
close to the alpha level (0.05), and the F ratios, 10.610 and 3.006 of the images are relatively
Chapter 3. Image Quality Trade-off Relationship

47

Table 3.4: The result of the ANOVA tests for the twelve images. Note that the image IDs in
the gray shade mean that their required lightness levels (CIP T,i ) are statistically equal across
the chroma levels in terms of equivalent image quality.

CIPT,i

CIPT,i × CIPT,R

CIPT,R

F

p

F

p

Snowfield

0.236

0.871

487.101

0.000

Fruits

38.023

0.000

a

385.613

Frontier

3.603

0.014

a

Blooming Gorse

10.610

0.000

Green Peppers

23.904

Picnic

a

F

p

a

0.797

0.573

0.000

a

1.074

0.378

284.500

0.000

a

0.625

0.710

a

432.052

0.000

a

2.172

0.046

0.000

a

200.570

0.000

a

2.070

0.057

3.006

0.031

a

235.031

0.000

a

0.489

0.817

Flower

4.134

0.000

a

462.160

0.000

a

4.549

0.000

Kids

0.636

0.593

120.698

0.000

a

0.950

0.460

Pitcher

0.547

0.650

354.386

0.000

a

0.488

0.817

Park

15.497

0.000

362.590

0.000

a

1.271

0.271

Beach

1.603

0.189

276.253

0.000

a

0.779

0.587

Umbrellas

41.109

0.000

310.496

0.000

a

1.662

0.130

a

a

a

a

p < (α = 0.05)

small compared to those of the other images. The Post-Hoc Tests with Tukey-HSD of the measurements of the two images supported that the possibility of which the difference of the mean
lightness levels over the chroma levels would not be statistically significant: the mean lightness
values between the chroma level 60% and 90% (Subset #1) and the ones between the chroma
level 80% and 100% (Subset #2) are statistically homogeneous, respectively. The p-values for
the two subsets of the image Frontier are 0.363 and 0.140, respectively, while the ones of the
image Picnic are 0.319 and 0.277, respectively. So, it would be possible to say that the image
quality of these two images is less affected by the chroma level changes. More interestingly,
the statistical analysis for the other four images: Snowfield, Kids, Pitcher, and Beach, revealed
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that the difference between the mean lightness levels among the chroma levels for the images is
not statistically significant. This means that the change in the chroma levels hardly affect the
image quality of these images. Such results are likely reasonable to some extent because the
image Snowfield, Kids, and Pitcher seem to include mostly achromatic pixels, which means
the image content of these images would be barely changed with the change in the chroma levels. On the other hand, the image Beach seems to contain fairly many chromatic pixels which
would lead to noticeable changes as the chroma level changes. However, the measured lightness
levels over the chroma levels were nearly identical. The further examination concerning the
image Beach will be introduced based on the result of ROI analysis later. Also, the ANOVA
tests represented that there is a statistically significant difference between the mean lightness
levels among the reference levels for all the images. The test results solidify the conclusion
that lightness levels are certainly affected by the level of reference as Figure 3.6 illustrates.
Apart from the analysis about the main effects, it is interesting to see the interaction effect
in the ANOVA tests is only present on two images, the image Blooming Gorse and Flower.
Because the F ratios of these images are relatively small, it is hard to exclude any possibility
of small effect by the interaction between reference level and chroma level. However, the fact
that the interaction effect for most images is not statistically significant is plausible because
the main effect by the chroma level is present on the part of the images.

3.4.3

ROI Analysis

The result of ROI analysis suggests which area strongly affects the measurements. The images
in Figure 3.7 illustrate the accumulated ROIs by the observers overlaid on the images. The
ROI images were generated by stacking the ROIs of the all observers up and dividing the
stacked images by the number of the observers (N = 24). So, any region where the more
observers selected in an image as ROI appears much brighter. It is noteworthy that the
ROIs of some images, for example, Snowfield, Pitcher, Beach, and etc., converge on a narrow
region while those of the other images, for example, Fruits, Flower, Park, and etc., disperse
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Figure 3.7: Images illustrate accumulated ROIs marked by the observers. Note that any region
where appears the much brighter indicates the more observers selected the region as ROI. Also,
the contrasts of the ROI images were intentionally adjusted to appear the images vividly, so
that viewers easily recognize the images on the printed version.
over the whole image areas. We presumed that the ROIs of the former images provide easily
noticeable changes with varying lightness level while those of the latter images do not. More
importantly, the ROIs of the images with flat lightness-chroma slopes certainly tend to consist
of more achromatic pixels. In other words, images including more achromatic pixels tend to
require nearly the same lightness values for different chroma levels. Interestingly, the ROI of
the image Beach, which is chromatic in overall, shows that most observers paid much of their
attention to the sand, which is certainly achromatic. Additionally, one finding from the image
is that the digital code values in the sand are pretty high, 190 gray levels at 8-bits, on average.
Therefore, reducing the lightness level of the image caused conspicuous detail distortion of the
sand which would attract the observers’ attention. Considering this finding, it would be fair
to say that the measured lightness levels were still sustained for the higher chroma levels to
prevent the detail distortion from the image. Based on the ROI analysis, it can be concluded
if an image or its ROI consist of more achromatic pixels, nearly equal luminance is necessary
for the image to maintain equivalent image quality regardless of expanding or shrinking color
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gamut area. On the other hand, if an image itself or its ROI have more chromatic pixels,
it would be possible to keep the equivalent image quality as a display reduces its maximum
luminance with expanding of its color gamut area. In addition, this analyzed result suggests
that creating a model to predict equivalent image quality using the ROIs of input images might
be better than a model with input images themselves. This perspective will be discussed in
the next section in detail.

3.4.4

Modeling Equivalent Image Quality

The experimental results showed that the lightness levels to keep the equivalent image quality of an image tend to decrease as the chroma of the image increases. Additionally, these
lightness levels were demonstrated as connected lines which symbolize equivalence over the
chroma levels in terms of image quality. These results could be rephrased as expanding the
chromaticity gamut area of a display allows the display to decrease its maximum luminance
while maintaining the image quality of an image. However, more importantly, such trends are
strongly dependant on image content. An image either containing a lot of achromatic pixels
or whose ROI consists of achromatic pixels tends to result in a flatter lightness-chroma slope
for the change in the lightness level with the change in the chroma level.
Based on the findings, it was concluded that the proposed model should be able to estimate
the image quality equivalence by taking not only physical specifications of a given display, such
as the maximum luminance and chromaticity gamut area, but also features of a given image
into account. In other words, the model should be not only display-oriented but also imageoriented. Following the way of illustrating the experimental results, it was decided to develop a
model estimating connected lines, which means equivalent image quality, for a given image over
the chroma levels. In order to prevent the model from over-fitting the experimental results, an
effort was made to simplify the model. Such effort would also help the model to be generalized
to expect the equivalent image quality for other images not used in the experiments. For this
purpose, it was assumed that the change in lightness level with the change in chroma level can
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be defined as a linear equation.

JIP T,o = αe CIP T,i + βe

(60 ≤ i ≤ 100)

(3.4.1)

Where JIP T,o indicates the lightness level necessary to equate image quality for an input
chroma, CIP T,i . The JIP T,o and CIP T,i can be regarded as terms representing the physical
specification of a display device, the maximum luminance and the area of a chromaticity
gamut, respectively. The slope αe refers to the change in lightness with the change in chroma
determined by features of a given image. Also, the y-intercept βe refers to the lightness value
at the minimum chroma level used in the experiments, 60. Therefore, the slope αe and the
y-intercept βe would vary from one image another. It means that a pair of αe and βe is used
to predict the change in lightness with the change in chroma of a single image. So, it was
essential for selecting proper features, which could well characterize an image, to make the
model accurately predict a pair of αe and βe for a given image.
As discussed earlier, the experimental results implied that the chromaticness of an image or
its ROI influences its slope and y-intercept. So, it was firstly considered to extract four features
from an image for modeling: the average chroma level (Cmean ), the average lightness level
(Jmean ), the 95th percentile chroma level (C95th ), and the 95th percentile lightness level (J95th ).
Presumably the first two features of an image are intuitive metrics which can summarize the
overall chromaticness of the image. However, the other two features were considered from
the point of the view that colors in an image located near the boundary of the 3-dimensional
color gamut of a display device would be considerably affected by varying the color gamut. In
addition to these features, the reference chroma level CIP T,R , which is not a selective parameter
for the model, was inevitably included to approximate the slopes and the y-intercepts for
images as the statistical results revealed that the effect of the reference level exists.
A nonlinear programming solver technique, fminunc in MATLAB, was used to approximate
the αe and βe values for given images. The target values for the approximation were slopes
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(αt ) and y-intercepts (βt ) computed using the method of least squares from the experimental
results in Figure 3.6. Note that each image has three slopes and y-intercepts because the
experimental results were performed for the three different reference levels. Also, to make the
model simple as possible taking its practicality and efficiency into account, its performance was
tested for two different feature sets, two features vs. four features, as described in Equation
(3.4.2) and (3.4.3), respectively (basically, without and with the 95th percentile statistics).
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fe = mean(

M
×3 q
X

(JIP T,e,m − JIP T,t,m )2 )

m=1
M
×3 q
X

(3.4.4)

((αe,m CIP T,m + βe,m ) − (αt,m CIP T,m + βt,m ))2 )

= mean(

m=1

The approximation using fminunc aimed to find a vector of (αe , βe ) for M images with
given features of the images and their corresponding reference levels (CIP T,R ). Again, because
the slopes for each image should be computed at the three different reference levels, the total
number of slopes equals M × 3. The approximated αe and βe values for the given images were
determined when the ω values reaches certain points which lead to a local minimum of the fe
in Equation (3.4.4). The function fe was intended to calculate the average Euclidean distance
between the target lightness (JIP T,t ) and the estimated lightness (JIP T,e ) values.

Table 3.5: Comparison of the average performance among the two different feature sets, 2 and
4.
Number of Features

Mean ∆JIP T

Max. ∆JIP T

Std.

2

1.56

7.17

1.43

4

1.58

7.28

1.34

Surprisingly, Table 3.5 shows that using two features, the average chroma level and the
average lightness level of images with the reference chroma levels, showed practically equivalent
performance as using the four features with the reference chroma levels. Based on this result,
we decided going forward to use the only two features, average chroma level and average
lightness level with reference chroma levels for modeling. It should be noted that the models
described in the following were optimized based on Equation (3.4.2) and the ω values for the
models are listed in Equation (3.4.5).
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 ω1 ω2 ω3   −0.00731 0.00173 0.00013 

 


=


 


 

ω4 ω5 ω6
0.61867 −0.14041 0.99305

(3.4.5)

In addition to the feature selection, because the experimental results showed that the
accumulated ROI could be meaningful to understand the experimental results of some images,
an additional approach for modeling was also examined. The original approach refers to
building a model with the original images while the additional one is building a model with the
ROI images. For the sake of convenience, the two models were named Slope Estimation with
Unmasked images (SEU) and Slope Estimation with Masked images (SEM), respectively. In
order to compare the performance of these two models, the mean difference (Mean ∆JIP T ), the
maximum difference between the measured lightness values and the estimated lightness values
(Max. ∆JIP T ), and the standard deviation of the mean differences (Std.) were computed.
The estimated lightness values were calculated using Equation (3.4.1), the slopes (αe ) and the
y-intercepts (βe ) from the approximation. Because the performance of an optimization could
vary with training and test data set, training for the models was repeatedly carried out with
three different training sets: the full image set (FI), the images with odd number indices (OI),
and the images with even number indices (EI). Then, the test was performed with the full set
of images. The index of each image for the training sets was assigned in the row-wise order of
image presented in Figure 3.4. Also, the grand mean of the mean differences, the maximum
differences, and the standard deviation of the mean differences for the different training sets
were computed to compare the overall performance between the two models.

Table 3.6: Comparison of the average performance among the two approximation approaches,
SEU and SEM.
Grand mean ∆JIP T

Mean Max. ∆JIP T

Mean Std.

SEU

1.76

8.95

1.61

SEM

1.69

7.50

1.41
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Table 3.7: Comparison of the performance for each training condition among the two approximation approaches, SEU and SEM.
Training Set
FI

OI

EI

Model

Mean ∆JIP T

Max. ∆JIP T

Std.

SEU

1.55

7.15

1.41

SEM

1.57

6.12

1.30

SEU

1.67

8.95

1.61

SEM

1.61

6.26

1.34

SEU

2.07

8.35

1.76

SEM

1.90

7.50

1.57

As described in Table 3.6 and 3.7, the overall performance of the both two models is good
by showing the means of the mean lightness differences which are about 1.5 ∼ 2.1 in the IPT
lightness unit, although these values fluctuate from one training set to another. Surprisingly,
the results represented that the difference between the two models seems to be very subtle.
For that reason, an independent t-test (The confidence level = 95%) conducted to make sure
whether the grand means of the lightness values from the two models are significantly different
from each other. The statistical test revealed that the grand means from the two models are
equal (t = −0.658, df = 862, p = 0.511). Although the statistical result revealed that there
is no significant difference in the performance between the two models, it is noteworthy that
the SEM relatively well predicts that the required lightness levels for the equivalent image
quality of the image Beach are nearly flat over the different chroma levels, while the SEU does
not. This is consistent with what we discussed in the section regarding ROI analysis. That
is, the image Beach certainly contains much of chromatic regions but the observers selected
achromatic regions as their ROI. As a result, the SEM built using the ROI information of the
image slightly outperforms the SEU for the particular image. However, because our test image
set does not include any other images like the image Beach, we need to investigate further to
make sure whether the SEM surely outperforms the SEU for such images in future.
Nonetheless, it is somewhat unexpected that the model built using the ROI information
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could not make a significant improvement against the model created using the original images.
One possibility for this is the fact that the ROI information is somewhat fuzzy. As mentioned
before, the ROIs for some images are present on a narrow region while those of the other images
spread over the whole region in the images. Also, it is hard to exclude the possibility that
some observers might actually judge the image quality of images by paying more attention to
additional regions to the single ROIs that they responded. So, the chromaticness information
extracted from the ROIs may not be sufficiently distinguished from those from the whole
images. Another possibility is that the assumption that the relationship between the change in
lightness level and the change in chroma level is linear, yields errors. In fact, as our experiment
results depicted in Figure 3.6 shows, the measured lightness levels for some images quite
fluctuate over the chroma levels. Due to the fluctuation, the mean ∆JIP T and the maximum
∆JIP T , which are the possible minimum errors caused by the linearity constraint, were 0.69 and
2.85, respectively. Therefore, the errors caused by the assumption could somewhat take over
from the difference in performance between the two models. Figure 3.8 and 3.9 which illustrate
the estimated measurements built by the two models supports our presumption to some extent.
The plots represent that the models commonly well approximate the measurements of most
images but relatively poor for some images having wriggling lightness levels, such as, Green
Peppers and Umbrellas. Based on the result, we believe that the SEU could be a better
option than the SEM to predict the equivalent image quality varying peak luminance and
chromaticity gamut, considering the complexity of determining the ROIs of images.

3.4.5

Image Quality Equivalence Map

The models described in the previous section were suggested to help design display devices
while maintaining equivalent image quality. As mentioned before, the main two physical factors considered for display devices are peak luminance and chromaticity gamut. Certainly,
these factors strongly affect the image quality of a display device and directly relate to the
manufacturing cost and power consumption of the display device as briefly described in InChapter 3. Image Quality Trade-off Relationship
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Figure 3.8: Plots illustrating the comparison between the measurements and the estimates
using the model SEU. The blue filled circles with the solid line represent the measurement for
the reference group (JIP T,R , CIP T,R ) = (70%, 70%) while the blue unfilled circles with broken
line indicates the estimates for the same reference group. The green filled circles with the
solid line represent the measurement for the reference group (JIP T,R , CIP T,R ) = (80%, 80%)
while the green unfilled circles with broken line indicates the estimated lightness for the same
reference group. The red filled circles with the solid line represent the measurement for the
reference group (JIP T,R , CIP T,R ) = (90%, 90%) while the red unfilled circles indicates the
estimated lightness level for the same reference group.

troduction section. It was found that the effect of varying peak luminance and chromaticity
gamut on image quality depends on image content. Thus, finding the image quality equivalence of a display device when varying the physical factors could be predominantly influenced
by what kind of images will be rendered on the display device. Another possible problem
is that the type of image content being rendered on a display device could be different from
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Figure 3.9: Plots illustrating the comparison between the measurements and the estimates
using the model SEM. The blue filled circles with the solid line represent the measurement for
the reference group (JIP T,R , CIP T,R ) = (70%, 70%) while the blue unfilled circles with broken
line indicates the estimates for the same reference group. The green filled circles with the
solid line represent the measurement for the reference group (JIP T,R , CIP T,R ) = (80%, 80%)
while the green unfilled circles with broken line indicates the estimated lightness for the same
reference group. The red filled circles with the solid line represent the measurement for the
reference group (JIP T,R , CIP T,R ) = (90%, 90%) while the red unfilled circles indicates the
estimated lightness level for the same reference group.

its application. For example, public commercial displays likely play brighter, more chromatic
and vivid images than TVs. Considering these aspects, using our model to define the balance
between peak luminance and chromaticity gamut may be more appropriate as a region rather
than a distinct line.
Figure 3.10 illustrates ranges for the balance between peak luminance and chromaticity
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Figure 3.10: Plots illustrating the range for the relationship between luminance and the
area of a chromaticity gamut for the different reference groups (or reference displays) that
provides the equivalent image quality. The leftmost plot represents the equivalent image quality range for the reference group , (JIP T,R , CIP T,R ) = (70%, 70%), the center one
shows that for (JIP T,R , CIP T,R ) = (80%, 80%), and the rightmost one denotes that for
(JIP T,R , CIP T,R ) = (90%, 90%). Note that each dark-gray-shaded region indicates the range
of peak luminance and chromaticity color gamut to preserve the equivalent image quality for a
given reference group (white circle) while the light-gray lines mean the average levels of peak
luminance and chromaticity color gamut.
gamut which provide equivalent image quality. The ranges were defined based on our experimental results and individually defined by the three reference levels. The x-axis and y-axis
in the plots refer to chromaticity gamut area and peak luminance in percentage, respectively.
These percentages were converted to physical units from the perceptual CIP T and JIP T units
based on the maximum luminance and the chromaticity gamut of the display computed in
the CIE 1976 perceptually uniform color space. For example, the conversion of the reference
group (JIP T,R , CIP T,R ) = (70%, 70%) ended up with 42.6% of luminance and 62.7% of the
chromaticity gamut area (See the white circle in the leftmost plot in Figure 3.10.). The darkgray-shared regions refer to the boundary determined by the maximum and minimum lightness
levels from the measurements for each given reference group while the light-gray lines refer
to the average lightness levels from the measurements. The computed regions can be used
to determine a proper luminance and the chromaticity gamut area of a display according to
its purpose or application. For example, let us assume that the maximum luminance and
the chromaticity gamut area of a reference display are the same as the reference group in
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the rightmost plot in Figure 3.10, 88.1% of luminance and 85.0% of the chromaticity gamut
area (white circle). If a new display needs to meet the equivalent image quality with the
reference for most images, then its proper luminance and the chromaticity gamut area need
to be selected based on the light-gray or the upper boundary of the dark-gray-shaded region.
Probably, any combination of peak luminance and chromaticity gamut area on the light-gray
line would give the equivalent image quality for most images. However, constraints on the
slope and offset are suggested to avoid unexpected effects on extreme images, such as solid
colors or monochrome images, whose image statistics may exceed the reasonable range seen
in natural images. For highly-saturated colors, if a given image exceeds the range derived
from the natural images, the slope for the images should be limited to the maximum slope
within the range of natural images (shown in Figure 10). For monochrome images, or as the
average chroma of an image approaches zero, the resulting slope should be necessarily limited
to 0. Each combination would result in different product cost or different power consumption.
Therefore, the ultimate combination of peak luminance and chromaticity gamut area could be
selected among available combinations based on cost merit or amount of power consumption.
For example, if a new display will merely be used to present less chromatic images without
noticeable highlights for a certain purpose, its proper luminance and the chromaticity gamut
area can be selected around the lower boundary of its dark-gray-shaded region. Like in the
previous example, the final luminance and chromaticity gamut for this particular display can
be determined based on which combination of luminance and chromaticity gamut could give
the best benefit in reducing either its product cost or power consumption. It would be also possible to regenerate this image quality equivalence map for any particular images that could be
intensively used for some limited applications using the proposed models, or with a larger set
of images meant to be representative. However, note that the effect of gamut mapping (which
in our experimental images was applied using a simple hard-clipping method) is secondary
to this luminance/chromaticity gamut relationship, but it will dominate the appearance of
extreme colors, such as an image of a solid color at the gamut boundary. Depending on application, a more nuanced gamut mapping algorithm may be necessary. Ultimately, with this
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image quality equivalence map, a trade-off between luminance and chromaticity gamut area
can be made – knowing that image quality will be unaffected – based instead on factors like
manufacturing cost or power consumption.

3.5

Summary

The present work introduced psychophysical results that show how the lightness levels of various images balance with the change in the chroma level while maintaining equivalent image
quality. The experimental results clearly showed that the required lightness for equivalent
image quality tend to decrease, on average, as the chroma expands. Equivalently, the required
luminance for equivalent image quality can be decreased as the chromaticity gamut area expands. In general, it was observed that a unit change in lightness does not equal a unit change
in chroma in terms of perceptual image quality. However, the relationship between luminance
and chromaticity gamut area varies from one image to another. A statistical analysis using
ANOVA revealed that some images either containing many achromatic pixels or having an
achromatic ROI need nearly the same lightness levels over the different chroma levels. Our
inference based on this analysis was that reducing the lightness level causes a noticeable detail
distortion in the ROI in these images, which would attract the observers’ attention. Such
noticeable detail distortion could be attributed to the reduction of the luminance and the
chromaticity gamut area but also the hard-clipping used to render images in the experiments.
Therefore, future work should pursue soft-clipping methods, which might be able to attenuate
such distortion.
Based on the experimental results, two simple models were proposed to predict the equivalent image quality using two image-specific terms for varying peak luminance and chromaticity
color gamut. These models consider not only the physical factors of the display device, luminance and chromaticity gamut area, but also the image statistics, lightness and chromaticness,
because the experimental results showed that the equivalent image quality trend varies from
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one image to another. Overall, these models show good performance in terms of predicting
the required lightness levels to maintain equivalent image quality for different chromaticity
gamuts. Interestingly, the model built using the accumulated ROIs only very subtly outperformed the unmasked image-based model, and only for some images. This is good news given
the difficulty of automatically determining each image’s ROI, because the model built based
on unmasked images performs nearly as well.
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Chapter 4

Observer Metamerism in HDR
Displays

4.1

Abstract

In this chapter1 , observer metamerism (OM), which likely causes potential issues in HDR
displays due to those formidable peak luminance and color gamut required, is examined using simulations. The simulations focus on investigating how observer metamerism in HDR
displays would vary with chromaticity gamut and peak luminance level changes, proposing a
new observer metamerism index, OMM. The effects of additional factors noteworthy on observer metamerism, such as reference white level, age, spectral characteristics, are discussed.
Finally, a simple metric capable of predicting observer metamerism between displays with less
computational complexity, OM MN , is introduced. The simulation results showed that observer metamerism magnitudes between displays tend to depend on the similarity in spectral
bandwidth between paired displays, in addition to the fact that narrow-band primary displays
generally cause larger metameric failures. Besides, the effect of changes in peak luminance on
1

This chapter is an expanded version of the work published as [Park and Murdoch, 2021]
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observer metamerism was found to be relatively small, increasing OMM by 7 ∼ 8 % when peak
luminance doubles. Notably, the proposed efficient metric OM MN outperforms metrics based
on spectral similarity by also factoring in inter-observer variability. In addition, the proposed
metric’s performance with 10 categorical observers, OM MN,10 , is nearly as good as that with
thousands more computations. OM MN,10 is recommended as a reliable and efficient metric
to evaluate observer metamerism between HDR displays.

4.2

Motivations

Although various studies pointed out that the possibility of observer metamerism issue in
displays, no studies have been systematically conducted to examine how observer metamerism
in HDR displays would vary if peak luminance increases and chromaticity gamut expands.
In particular, at this point, comprehensive studies regarding observer metamerism in HDR
displays would be necessary because spectrally extremely narrow displays have been developing
[Wyatt et al., 2017]. Thus, if the degree of observer metamerism in such HDR displays could
be predictable, it would be helpful for display manufactures. For example, a reliable prediction
would allow the display manufacturers to design HDR displays with proper peak wavelengths
or spectral width for primaries, which not only minimize observer metamerism but also cover
a large area of Rec.2020 color gamut as possible. From this point of view, this work, which
is the extension of our previous work [Park and Murdoch, 2020a] presented at the 28th Color
Imaging Conference (CIC), explores the effects of chromaticity gamut and peak luminance
changes with different reference white levels on observer metamerism in HDR displays based on
a simulation-based analysis. Afterward, additional aspects that impact observer metamerism
in displays, such as computational method, inter-observer variability with age, and spectral
bandwidth of displays, are discussed, in turn. Finally, a new method to predict observer
metamerism magnitudes in displays that reduce time complexity by 1,000x compared to the
method introduced in our previous work [Park and Murdoch, 2020a] is proposed.
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4.3

Procedures

To look into observer metamerism in displays, observers, color stimuli, and displays to be
evaluated are essential. Because inter-observer variability is a crucial factor causing observer
metamerism, color matching functions (CMFs) representing color-normal population are required in addition to suitable color stimuli and displays. In this section, how the three factors
are determined, in turn, are described.

4.3.1

Color Matching Functions

Figure 4.1: 1,000 2◦ Individual CMFs (red, green, and blue for each channel) and the CIE
1931 standard observer (black) which is superimposed on the individual CMFs.
In this study, as shown in Figure 4.1, 1,000 2◦ CMFs were generated according to the latest
age distribution reported by the United Nations [UN, 2019] based on the Asano model [Asano
et al., 2016a, Asano, 2015] using the LMS-to-XYZ transformation proposed by the author.
However, note that previous studies pointed out that the degree of observer metamerism would
vary with spectral discrepancies between displays and differences between reference CMFs and
individual CMFs. [Li et al., 2021a, Li et al., 2021b, Hu et al., 2020]. For example, metameric
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matches made for CIE 2015 2 or 10

◦

observers instead of the CIE 1931 standard observer

might result in a smaller degree of observer metamerism. The 1,000 CMFs are meant to
represent the CMFs of the color-normal population aged between 20 and 80, which is plausible
because the Asano model was developed to account for physiologically probable distributions
of observer variability. Also, the number of observers seemed sufficient as a sample to represent
the color-normal population.

4.3.2

Example HDR Displays
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Figure 4.2: Selected chromaticity gamuts for simulation including the three standard chromaticity gamuts, Rec.2020 (blue line), DCI.P3 (green line), and Rec.709 (red line). Five
intermediate chromaticity gamuts were determined to cover 75%, 80%, 85%, 90%, 95% of the
Rec.2020 on the xy chromaticity coordinate, respectively. The blue filled circle in the Rec.709
chromaticity gamut denotes the D65 white point. Note that any derived xy chromaticities
exceeding the spectral locus due to the curvatures were corrected to the nearest points on
the spectral locus. The percentages denoted with DCI.P3 and Rec.709 represent those area
coverage to Rec.2020, respectively.
For simulation, to represent probable HDR displays, example displays with various peak luminance levels and chromaticity gamuts were created to investigate the magnitude of observer
metamerism. In terms of peak luminance, 500, 1,000, 2,000, and 4,000 cd/m2 were determined
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taking the standards and recommendations for HDR displays [Park and Kwon, 2017] into account. For chromaticity gamuts, the three chromaticity gamut standards, Rec.709, DCI.P3,
and Rec.2020, widely used in the display industry, were considered as a starting point. Because
various technical approaches to achieve wider chromaticity gamuts beyond the DCI.P3 have
been proposed [Wyatt et al., 2017, Zhu et al., 2015], selecting several chromaticity gamuts
that cover the extent between the DCI.P3 and Rec.2020 was necessary. Because countless
intermediate chromaticity gamuts lying between the DCI.P3 and Rec.2020 could be made by
selecting different peak wavelengths of primaries and modulating the intensity of primaries, the
following assumption and rules were considered to select intermediate chromaticity gamuts.
First, based on the fact that the DCI.P3 approximately covers 72.0 % of the Rec.2020 on
the xy chromaticity coordinate, the intermediate chromaticity gamuts were defined to cover
75%, 80%, 85%, 90%, and 95% of the Rec.2020. Specifying gamut coverage in xy chromaticity
follows display industry practice, and usefully been shown to correlate well with gamut volume [Masaoka, 2016]. Second, possible xy coordinates of each primary were chosen along the
curved lines passing the xy coordinates of each primary of the three standards. The curved
lines were determined using a shape-preserving piecewise cubic interpolation algorithm. Then,
the xy coordinates of each primary of the intermediate chromaticity gamuts were determined
to be precisely equidistant to each other as shown in Figure 4.2. Some xy coordinates of the
primaries of the intermediate chromaticity gamuts slightly exceeded the spectrum locus due
to the curvatures of the curved lines. Hence, the deviated coordinates were carefully corrected
to the nearest points on the spectrum locus.

4.3.2.1

Spectral definitions

The next step to synthesize example displays, which cover the target chromaticity gamuts,
was to determine the spectral power distributions (SPDs) of the displays. For the sake of
convenience, all example displays were assumed to have three primaries, red, green, and blue,
and the SPD of each primary is a form of the Gaussian functions following the Equation
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(4.3.1),
1 λ−µ 2
1
SM (λ, µ, σ) = √ e− 2 ( σ )
µ 2π

(4.3.1)

where M indicates a primary of a given display while λ means the range of wavelength.
The wavelength range, λ, was limited from 390 to 780 nm with a 1nm step, considering the
wavelength range of the human sensitivity. The parameter µ means the peak wavelength of
a primary, while σ modulates the spectral bandwidth of the SPD. Also, the white point for
the chromaticity gamuts was assumed as the D65, (x, y) = (0.3127, 0.3290), according to the
international HDR standard [ITU, 2018]. Importantly, the two parameters, µ and σ, determine
the xy coordinates of the primaries of a display, but in some regions of color space there are
numerous combinations of µ and σ which meet the target xy coordinate. Also, only quantized
xy coordinates were generated with discrete values of µ and σ, to reduce the computational
cost. For this reason, the ranges of µ for each primary were limited to [600 nm : 0.1 nm :
630 nm] for red, [520 nm : 0.1 nm : 560 nm] for green, and [460 nm : 0.1 nm : 480 nm] for
blue. Likewise, the range of σ was limited to [0.1 nm: 0.1 nm: 50 nm]. At last, because it
is evident that display manufacturers prefer primaries as broad as possible when considering
luminous efficiency and cost if the primaries are able to meet the target chromaticity gamut,
the broadest possible SPD for a given primary were determined through the following steps.

I Compute all possible SPDs for a given primary using Equation (4.3.1) with a nested
loop for µ and σ.

II Compute xy coordinates for the computed SPDs using the CIE 1931 standard observer,
and calculate Euclidean distances between the computed xy coordinates and the target
xy coordinate. So, each pair of µ and σ is indexed with its Euclidean distance.

III Sort µ and σ pairs in descending order of Euclidean distance, and then sort again the
pairs in descending order of σ. These sortings end up that the first pair indicates the
broadest with a relatively short distance.
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IV Because the Gaussian function in Equation (4.3.1) with a pair of µ and σ is not scaled to
the luminance level (Y) of a given primary, a scalar (DM ) for a given SPD (SM , N × 1
matrix, N =the length of λ) is computed using Equation (4.3.2),

+



DM = 683 · Cstd · SM

XM 








· Y 
 M






ZM

(4.3.2)

where Cstd indicates the CIE 1931 standard observer, which is a 3 × N matrix while
[XM YM ZM ]T (3 × 1 matrix) represents the tristimulus value of a given target primary.
Because [XM YM ZM ]T is not a square matrix, its pseudo-inverse (+ operator) should be
used to compute the scalar.

0

0

0

V Compute an approximate tristimulus value, [XM YM ZM ]T , from the scaled SPD using
Equation (4.3.3),





X 0 
 M




 0 
 Y  = 683 · Cstd · SM · DM
 M




 0 
ZM

(4.3.3)

Due to the discrete values for µ and σ and assumption to select the broadest possible SPD
of a given primary, a decision rule was applied. The rule allowed to choose a scaled SPD for
0

0

0

a given primary if the color difference of [XM YM ZM ]T with [XM YM ZM ]T is less than ∆E00
0.1. However, in some cases, for example, the red primary for Rec.709, no pair of µ and σ was
0

able to meet the decision rule. For this reason, such a scaled SPD (SM ) should be corrected
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by properly adding SPDs of the other primaries such as green or/and blue. This correction
can be expressed as Equation (4.3.4),

T
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0

where [SC,red SC,green SC,blue ] represents the corrected SPDs while MC is a 3 × 3 correction
matrix. The correction matrix, MC , can be computed using Equation (4.3.5),



T

 S0 
 red 




 0
 −1
MC = (683 · Cstd · S
 ) · MT
 green 




 0 
Sblue

(4.3.5)

where MT indicates a 3 × 3 matrix of the tristimulus values of the target primaries. It should
be noted that the elements in the correction matrix should not be negative values. For the
reason, a function called lsqlin on MATLAB, which is a linear least-squares solver with linear
constraints, was used to avoid that problem.
Figure 4.3 shows the final SPDs of the 8 example displays and the spectral specifications
of the displays are described in Table 4.1. It is not surprising to see the primary spectra of
most of the displays get narrower as chromaticity gamut expands. In particular, the spectra
of the primaries of the Rec.2020 100% display approach its native monochromatic property,
and these peak wavelengths precisely coincide with the spectral description of the Rec.2020
described in the standard [ITU, 2018].
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Table 4.1: Spectral specifications of the 8 example displays. Note that coverage indicates the
ratio of the area of a given display gamut on the xy chromaticity coordinate to that of the
Rec.2020. The FWHM stands for full width at half maximum of the peak, which represents
how broad the spectral width of a primary is.

Display name

Coverage (%)

Peak wavelength (nm)

FWHM (nm)

R

G

B

R

G

B

Rec.709

55.0

629.5

539.1

460.0

58.4

78.4

50.2

DCI.P3

72.0

629.9

539.1

460.0

45.2

49.9

50.4

Rec.2020 75%

75.0

630.0

538.8

460.0

41.0

44.3

49.9

Rec.2020 80%

80.0

630.0

538.6

460.0

36.7

36.3

49.5

Rec.2020 85%

85.0

630.0

538.4

460.0

32.5

23.8

48.7

Rec.2020 90%

90.0

629.9

537.8

462.6

28.5

3.6

42.6

Rec.2020 95%

95.0

630.0

533.9

465.5

18.6

8.7

24.7

Rec.2020 100%

99.6

630.0

531.9

467.0

6.1

7.6

5.2

4.3.3

Color Stimuli

A large set of uniformly distributed color stimuli for simulation was created based on the
ICt Cp color space [Dolby, 2017]. The color stimuli set on the ICt Cp color space was designed
to utilize the entire 10,000 cd/m2 and Rec.2020 container with 10-bit precision. First of all,
the RGB colors on the surface of the entire 3-dimensional color volume were selected. Then,
lightness (I), chroma (C), and hue (H) values corresponding to the selected RGB colors were
computed through the ICt Cp conversion. This conversion resulted in 97 hue slices. Notably,
due to the limit of precision and non-uniformity of the RGB color space, the hue slices are
not completely uniformly spaced. Subsequently, the lightness range between the minimum (0)
and the maximum (1) was divided into 101 levels, and the chroma range which varies with
hue was divided into 21 levels. Because the entire container delivers a huge luminance range
which is up to 10,000 cd/m2 , the lightness range was more finely divided than the chroma
range. For each hue, ICH values locating within a given triangular-shape extent were sampled
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Figure 4.3: Example displays for simulation. Note that all the SPDs were scaled to represent
displays with a peak luminance of 1, 000 cd/m2 at the chromaticity of D65.

based on the division rule as conceptually depicted in Figure 4.4. Exceptionally, stimuli on the
boundary were included in the color stimuli set even if those do not comply with the division
rule. Figure 4.5 represents the selected color stimuli set, which consists of 102,044 colors, on
two different color spaces, ICt Cp and CIE xyY .
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Figure 4.4: A lightness-chroma plane, which is the cross-section of a hue, conceptually shows
how to select the color stimuli. The color stimuli were sampled to be uniformly spaced for
each axis except for the colors on the boundary.

4.3.4

Simulation Procedure

The simulation procedure is categorized into two phases. The first phase is to compute
metameric pairs of a display pair from the color stimuli set for given CMFs. The second
phase is to calculate color differences between metameric pairs for the CIE 1931 standard
observer. An alternative approach – computing each individual’s color difference for a pair of
displays that are metameric to the standard observer – was considered, but it would result in
non-standard color differences that may not be legitimately combined in the analysis. In the
method employed, all of the color differences are in the same, standard units. However, both
computations were made, and the results are discussed later.
A subsampling technique was devised to minimize computational cost because this simulation aimed at computing observer metamerism for 28 display pairs using 1,000 CMFs. Hence,
the subsampling was conducted to select about 5,000 color stimuli, uniformly distributed
within the intersection of the gamuts of a given display pair, at random from the large color
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Figure 4.5: Selected color stimuli on two different color spaces, ICt Cp (left) and CIE xyY
(right).
stimuli set generated in the previous section. The number of stimuli resulting from the subsampling differed due to the difference in gamut size between display pairs. This subsampling
technique also enabled using statistically identical color stimuli for simulation. It means that
the simulation results were not skewed or biased due to the random subsample selection. This
was confirmed by statistical analysis using ANOVA, which revealed that the three magnitudes
of observer metamerism between a display pair for three different sets of random color stimuli
are statistically the same (p > 0.421, α = 0.05). The metric used to compute the magnitudes
of observer metamerism is introduced at the end of this section.
First of all, a given color stimulus should be reproduced on two spectrally different displays
as a metameric pair for a given individual observer. In order for this, the color stimulus is
reproduced on one display, the reference display, using the CIE 1931 standard observer first.
Then, the SPDs of the other display, test display, are accordingly modulated to produce a
color match for each of the different observers. The specific procedure is as follows.

I Let two displays, ref and test, and their native SPDs, Sref and Stest .
II For the XYZ value of a given color stimulus, p, compute the required RGB intensity for
the display ref using the CIE 1931 standard observer (Cstd ) using Equation (4.3.6),
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Rref,p 
Xstd,p 
















Gref,p  = (683 · Cstd · Sref T )−1 ·  Ystd,p 
















Bref,p
Zstd,p

(4.3.6)

III Using the tuned SPDs (Sref,p ) of the display ref by the required RGB intensity, compute
the tristimulus value of the color stimulus ,p, for an individual observer (Cind ).





Xind,p 








 Yind,p  = 683 · Cind · Sref,p








Zind,p

(4.3.7)

IV As in Equation (4.3.6), compute the required RGB intensity for the display test using
the individual observer (Cind ). Then, this computed RGB intensity tunes the native
SPDs of the display test, and it ends up creating tuned SPDs (Stest,p ).









Xref,ind,p 
Rtest,ind,p 















T −1 
Gtest,ind,p  = (683 · Cind · Stest ) ·  Yref,ind,p 
















Zref,ind,p
Btest,ind,p

(4.3.8)

V Then, for each pair of SPDs, XYZ values for the CIE 1931 standard observer can be
computed as follows.
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 Ytest,std,p  = 683 · Cstd · Stest,p








Ztest,std,p

(4.3.9)

As a result, the two tuned SPDs, Sref,p and Stest,p , are a metameric pair for the individual
observer. However, they are likely to produce a color mismatch for other observers including
the CIE 1931 standard observer. The above steps (I ∼ V) were repeated for the generated
1,000 individual observers and a set of color stimuli. As noted earlier, although the number of
a color stimuli set slightly varies with the gamut extents of a display pair, it consists of about
5,000 colors. Thus, the simulation resulted in about 5,000,000 (1, 000 × 5, 000) SPDs pairs for
each of the 28 display pairs.
Although other metrics designed for HDR stimuli based on particular color appearance
models such as hdr-CIELAB, hdr-IPT, or ICtCp were introduced [Fairchild and Wyble, 2010,
Pytlarz and Pieri, 2017], a color difference formula based on the CIEDE 2000 color difference
formula was devised to assess observer metamerism in this paper because CIEDE 2000 is still
widely used in the display industry and those metrics have not been systematically verified
based on experiments yet. The color difference formula was modified by eliminating the term
computing differences in lightness from the CIEDE 2000 color difference formula as in Equation
(4.3.10). It was found that the mean difference in observer metamerism magnitude computed
between using the original CIEDE 2000 color difference formula and using the modified one
was about 1%. It coincides with a previous study performed by Oicherman et al., [Oicherman
et al., 2008] reporting that the effect of lightness differences on observer metamerism is not
significant. Also, Asano et al., [Asano et al., 2014] advocate this result based on their claims
that humans tend to become less sensitive to differences in lightness when two stimuli are
placed apart from each other; such separation is likely in the case of a pair of displays for color
reproduction or color grading placed side-by-side. For this reason, the mean color difference
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(according to the standard observer) between metameric pairs for an individual observer, was
computed using the modified color difference formula as expressed in Equation (4.3.11),

i

s
EC † =

i

EC † ,i

∆C 0
KC SC

2


+

∆H 0
KH SH

2
+ RT

∆C 0 ∆H 0
KC SC KH SH

P
1 Xi
=
EC † (L∗ a∗ b∗ref,std,p , L∗ a∗ b∗test,std,p )
P

(4.3.10)

(4.3.11)

p=1

where

a

EC † ,i refers to the mean color difference of the i th observer across all the colors

in the color stimuli set, and P denotes the number of colors in the color stimuli set. While
a
EC † ,i indicates the modified color difference function, L∗ a∗ b∗ref,std,p and L∗ a∗ b∗test,std,p mean
the CIELAB values derived from the XYZ values computed using Equation (4.3.7). Observer
metamerism magnitude (OM M ) was defined by the following Equation (4.3.12),

OM M = prctile90th(

i

EC † ,i )

(4.3.12)

where the function prctile90th returns the mean color difference of the 90th percentile observer.
The 90th percentile was determined to prevent observer metamerism magnitude from being
biased by a single peculiar observer who reports the maximum mean color difference. There are
a couple of points to make sure of here. First, it was assumed that the individual observers
are fully adapted to a reference display given. Therefore, the difference between adapting
to one display or the other would be tiny and does not significantly affect color difference
magnitudes. Second, a reference white of 200 cd/m2 with the D65 chromaticity coordinate is
firstly considered when converting CIE XYZ values to CIE L∗ a∗ b∗ values. Typically, the white
point with the highest luminance of the display has been considered for SDR displays as the
reference white for such conversion [Hung, 2019]. However, the use of the peak luminance of
HDR displays is usually reserved to present specular highlights in scenes [SMPTE, 2015]. It is,
in fact, not universally agreed what reference white level for HDR contents should be because
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a white object with a diffuse reflection in a scene is typically regarded as a reference white
point [Kunkel and Wanat, 2019, Jiang et al., 2019], although ITU-R BR.2480 [ITU, 2019]
suggests 200 cd/m2 with the D65 chromaticity coordinate. This issue is also quite important
in computing observer metamerism magnitudes because the magnitudes can be exaggerated or
understated for some colors depending on the reference white level. For this reason, the ITU
recommendation is firstly considered in this work as reference white level, but also the effect
of changes in reference white level is briefly addressed, showing how observer metamerism
magnitudes vary with different reference white levels.

4.4

Results & Discussion

The simulations were performed to understand how observer metamerism varies with expansions in chromaticity gamut and increases in peak luminance using the example displays
covering 8 different chromaticity gamuts with peak luminance levels of 500, 1,000, 2,000, and
4,000 cd/m2 . The simulations using the pair-wise comparison method resulted in OMM indices of 28 pairs of displays for each peak luminance level. The simulation results first show
the effects of chromaticity gamut, peak luminance, and reference white level, in turn, in the
following sections. Afterward, the two methods, standard color difference and individual’s
color difference, are compared to see how close to each other they are. Besides, two additional
terms, which possibly impact on observer metamerism, age and spectral characteristics of displays, are examined. Finally, a new metric with less time complexity for predicting observer
metamerism magnitude between two displays is introduced.

4.4.1

Effect of Chromaticity Gamut

Figure 4.6 shows a series of pairwise comparison matrices, which represent how the OMM index
varies with changes in the chromaticity gamut at different peak luminance levels, 500, 1,000,
2,000, and 4,000 cd/m2 , respectively. Each element in the matrices represents the OMM index
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Figure 4.6: Pairwise OMMs between the display Rec.709 (55%) and Rec.2020 100% with a
peak luminance of (a): 500 cd/m2 , (b): 1, 000 cd/m2 , (c): 2, 000 cd/m2 , and (d): 4, 000 cd/m2 .
Note that the column and row heading texts indicate the names of the example displays as in
Table 4.1.
between a pair of displays whose names are denoted in the row header and column header,
respectively. Note that the main diagonal elements are all zero because spectral matches (a
pair of the same displays) result in zero OM. For this reason, these diagonal elements were
excluded in this analysis; for example, these elements were not considered when examining
a pair of displays with the smallest OMM index. Because the matrices are symmetric, the
upper-right elements above the main diagonal were highlighted with chromatic colors to make
the difference in the OMM index noticeable. As mentioned, the proposed index stemmed from
the CIELAB color space, and the reference white level for the color space was 200 cd/m2 . The
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impact of changes in the reference white level on the magnitude of observer metamerism is
addressed later.
The simulation results show that OMM goes up steeply with increasing in the spectral
width between the paired displays. For example, looking at the first row of the matrix in
Figure 4.6 (a), the largest OMM index appears between the display Rec.709 and Rec.2020
100% while the smallest OMM index is witnessed between the display Rec.709 and DCI.P3. As
noted in Table 4.1, the display Rec.2020 100% has the narrowest bandwidth. On the contrary,
the display Rec.709 and DCI.P3 are the two display which have the broadest spectra. It is
noteworthy that the OMM indices induced by the display Rec.2020 100% are nearly twice
as large as those of display Rec.2020 90% regardless of paired displays except for one case,
which is they paired with Rec.2020 95%, respectively. This exception seems right because the
spectral width of the display Rec.2020 95% is closer to that of the display Rec.2020 100% than
Rec.2020 90%. However, more notably, the differences in the induced OMM index between the
display Rec.2020 100% and Rec.2020 90% increase as the primaries of those paired displays
get narrower except for the case. For example, as shown in Figure 4.6 (a), the OMM index
between the display Rec.2020 85% and Rec.2020 90% is 0.97 while that between the display
Rec.2020 85% and Rec.2020 100% is 4.14. Presumably, it is attributed to the fact that the
display Rec.2020 100% has monochromatic primaries that amplify inter-observer variability.
These results imply that such monochromatic primaries of the display Rec.2020 100% would
cause a large magnitude of observer metamerism even if spectrally conspicuous narrow-band
displays are paired with, for example, the display Rec.2020 90%.
Subsequently, an extra analysis was carried out to figure out what colors particularly lead
to larger disagreement between the individual observers. In order for this, mean color differences for the color stimuli across the individual observers were computed using the modified
color difference formula introduced earlier. It was found that neutral colors lead to larger
discrepancies. Figure 4.7 supports the finding by showing plots that represent the computed
mean color differences of three display pairs with a peak luminance of 1, 000 cd/m2 . The
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Figure 4.7: Plots showing mean color differences of the color stimuli versus ICt Cp chroma
values. Note that the color differences were computed for the display pairs with a peak
luminance of 1, 000 cd/m2 .
three display pairs were intentionally selected because they have different degrees of OMM indices. The plots confirm that although the degree of color differences differs from one display
pair to another, it is evident that the largest color discrepancies appear from neutral colors.
This result coincides with the observations reported by previous studies [Fairchild and Wyble,
2007, Asano et al., 2016b]. This large disagreement on neutral colors between the individual
observers will be further discussed in the subsection 4.4.7. However, the result could also
be interpreted in another way. Each display pair used was evaluated with color stimuli that
commonly fit in the color gamuts of both displays. Thus, if a wider color gamut display is
compared to a smaller color gamut display, there is less freedom in creating highly saturated
colors, so OMM indices might necessarily be lower for saturated colors.

4.4.2

Effect of Peak Luminance Level

At a glance, Figure 4.6 indicates the OMM index between a pair of display increases by only
a small fraction of the ratio of increase in peak luminance. For example, the OMM index
between the display Rec.709 and Rec.2020 100% with a peak luminance of 500 cd/m2 , (a),
is 4.97 while the OMM index between the same display pair with a peak luminance of 1,000
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Figure 4.8: Relations between the OMMs of the 28 display pairs with a peak luminance of 500
cd/m2 and the OMM indices of the 28 display pairs with the different peak luminance levels.

cd/m2 , (b), is 5.39. The relationship between the OMM index at one peak luminance level
(500 cd/m2 ) and that at the other peak luminance levels is graphically described in Figure
4.8. A set of colored circles is specified by the OMM indices for the display pairs with a peak
luminance of 500 cd/m2 and those for the same display pairs with another peak luminance
level. For example, the red circles are defined by the OMM indices for the display pairs with
500 cd/m2 and 1,000 cd/m2 . The colored lines are derived using a linear regression for each
set of colored circles. Interestingly, the linear regressions show that the OMM indices at one
peak luminance level highly correlate with those at another peak luminance level: R2 = 0.9997
for the pair 500 cd/m2 and 1000 cd/m2 , R2 = 0.9996 for the pair 500 cd/m2 and 2000 cd/m2 ,
and R2 = 0.9990 for the pair 500 cd/m2 and 4000 cd/m2 . These relationships imply that if
the peak luminance level of a given display pair increases twice, then the OMM index between
the display pair merely increases by about 7 ∼ 8%. Besides, these linear relationships suggest
a possibility that the magnitudes of observer metamerism between display pairs at different
peak luminance levels can be predicted from those between the same display pairs at one peak
luminance level known, without additional complicated computations.
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4.4.3

Effect of Reference White Level

Previous studies [Kunkel and Wanat, 2019, Jiang et al., 2019] pointed out that the reference
white level in HDR contents could differ from scene to scene. In this analysis, the mean color
differences of individual observers at one peak luminance level (200 cd/m2 ) were compared
to those at reference white levels: 100, 500, and 1,000 cd/m2 . As illustrated in Figure 4.9,
the relationships of the mean color differences of the individual observers between display
pairs computed at two different reference white levels are highly correlated, showing R2 values
of approximately 1. It is noteworthy that these linear relationships between two different
reference white levels between one display pair are virtually identical to those between different
display pairs. It indicates that reference white level can be regarded as a scalar. Therefore,
if the OMM between a display pair is computed with one reference white level, then those
between other display pairs for other reference white levels can be predicted using these linear
relationships.

4.4.4

Individual’s Color Difference

Observer metamerism in displays would be typically witnessed when a pair of displays calibrated to create a metamer for the standard observer are presented to individual observers.
In this sense, computing individuals’ color differences for a pair of displays that are metameric
to the standard observer sounds plausible. But, as noted earlier, this method would result
in non-standard color differences. In other words, a unit color difference computed for an
individual observer would not be the same as that for other individual observers. Thus, each
individual’s color differences may not be legitimately used in such analysis. Nonetheless, this
method is less complicated computationally than the method used in this work because the
former needs only a single metamer for the standard observer, while the latter should create
metamers between a pair of displays for each individual observer. Therefore, if the former
is statistically close to the other, the former may be used in similar works as a simplified
alternative. For this reason, both computations were made and compared as shown in Figure
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Figure 4.9: Relations between the mean color differences of each observer at a reference white
level of 200 cd/m2 and those at other reference white levels, 100, 500, and 1,000 cd/m2 .
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4.10. Figure 4.10 represents that although the individual’s color differences for the 28 paired
displays are less than the standard color differences for the same display pairs, they are highly
correlated.

Individual's color difference (OMM)
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10
Standard color difference (OMM)

12
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Figure 4.10: A plot showing the OMMs for 28 display pairs computed using two different
methods, standard color difference and individual color difference.

4.4.5

Effect of Age

Observer metamerism is fundamentally attributed to inter-observer variability, and our previous study [Park et al., 2020] revealed that age is one of the biggest effects on inter-observer
variability. This analysis aimed at looking at two different perspectives. First, how observer
metamerism magnitude would vary with age. Second, why the 90th percentile observer was selected to compute observer metamerism magnitude rather than the maximum observer, which
is used in previous studies. So, in this analysis, the 1,000 individual observers was subdivided
into 6 groups: 20∼29, 30∼39, 40∼49, 50∼59, 60∼69, and 70∼79.
Figure 4.11 represents the median (red line in each box), mean (blue diamond), minimum,
25%, 75%, and maximum color differences between three different display pairs whose peak
luminance is 1, 000cd/m2 as an example. As described above, the display pair, Rec.709 and
Rec.2020 100% shows the largest OMM index while the display pair, Rec.709 and DCI.P3
presents the smallest OMM index among the three display pairs. It is noticeable that the
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variances of color differences between the age groups and within each age group significantly
increase with the OMM index. While the variances of color differences between the age groups
at the display pair, Rec.709 and DCI.P3 are nearly identical, those between the same age
groups at another display pair, Rec.709 and Rec.2020 100% considerably elevate with age.
This result, indeed, coincides with previous studies showing that age plays a critical role in
shifting the human visual system’s physiological factors and ends up with a significant impact
on inter-observer variability [Li et al., 2021a, Li et al., 2021b, Park et al., 2020].
Furthermore, Table 4.2 reveals that why the 90th percentile observer is more reasonable
selection when computing OMMs. For example, if OMM is computed with the maximum
observer instead of the 90th percentile observer, a certain age group, 70 ∼ 80, extremely
dominantly impacts the OMM values. On the other hand, the 90th percentile observer tends
relatively uniformly distributed across the different age groups. Therefore, the 90th percentile
observer likely represents potential inter-observer variability across the color normal population being less biased. Another noteworthy finding from Table 4.2 is that significant color
mismatches from a pair of display metamers for a standard observer are likely witnessed
by elderly observers. Based on the finding, a practical average observer to reduce observer
metamerism needs to be determined, giving a different weight to each age group based on the
age distribution.

4.4.6

Spectral Characteristics & Observer Metamerism

Although various studies [Hung, 2019, Fairchild and Wyble, 2007, Asano et al., 2014, Long and
Fairchild, 2014, Long and Fairchild, 2015, Asano et al., 2016b, Sarkar et al., 2010] introduced
earlier reported that spectrally narrow stimuli would increase the possibility of metameric
failure by individual observers, the simulation results above suggested that it seems to depend
on spectral characteristics between a given display pair, for example, the spectral similarity
in terms of shape or spectral width. For instance, looking at the matrix in Figure 4.6 (d),
the OMM index between the display Rec.709 and DCI.P3, 1.33, is larger than that between
88

4.4. Results & Discussion

Rec.709 - DCI.P3

Rec.709 - Rec.2020 90%

Rec.709 - Rec.2020 100%

12
10
8
6
4
2
0
20-29

30-39

40-49 50-59
Age group

60-69

70-79

20-29

30-39

40-49
50-59
Age group

60-69

70-79

20-29

30-39

40-49
50-59
Age group

60-69

70-79

Figure 4.11: Box plots representing the median (red line in each box), mean (blue diamond),
minimum, 25%, 75%, and maximum color differences in each age group for three different
display pairs, a pair of display "Rec.709" and display "DCI.P3", a pair of display "Rec.709"
and display "Rec.2020 90%", and a pair of display "Rec.709" and display "Rec.2020 100%".
Note that the peak luminance of the display pairs is 1,000 cd/m2 .
the display Rec.2020 80% " and Rec.2020 85%, 0.77. This result could be interpreted that
the a pair of spectrally narrow displays, Rec.2020 80% and Rec.2020 85% induce the smaller
observer metamerism magnitude than a pair of broad-band displays, Rec.709 and DCI.P3.
Presumably, this result would be attributed to the fact that the former display pair is spectrally
closer each other than the latter display pair. Thus, based on this result, it would be fair to say
that observer metamerism magnitudes in displays are relatively determined by those spectral
relationships. However, it was still necessary to make sure whether there is a possibility of
spectrally narrow-band displays that would cause larger magnitudes of observer metamerism
in displays. A convincing case regarding this question could be realized that more spectrally
narrow-band displays could be used in the future as a reference, and observer metamerism could
be assessed between these kinds of reference displays and test displays. Three hypothetical
displays were created to answer the question. These hypothetical displays were determined to
have the same peak wavelengths for the three primaries but different FWHMs as described in
Table 4.3.
For convenience, these hypothetical displays were named A which has the broadest primaries, B, and C which has the second and the most narrowest primaries, respectively. Afterward, two additional displays were derived from each hypothetical display by shifting the
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Table 4.2: Frequencies of the age groups by four different criteria, the maximum, 99th, 95th,
and 90th percentile observer. The frequencies were counted for the 28 display pairs.

Age group

max

99th

95th

90th

20 ∼ 30

2

7

6

6

30 ∼ 40

0

4

1

2

40 ∼ 50

0

1

3

5

50 ∼ 60

0

4

3

3

60 ∼ 70

0

9

10

8

70 ∼ 80

26

3

5

4

mean age

71.1

49.5

54.9

52.3

max age

75.0

76.0

78.0

78.0

min age

21.0

21.0

20.0

20.0

three primaries of the displays 5 nm towards the longer and shorter wavelengths, respectively,
as shown in Figure 4.12. Each hypothetical display and its derived displays were grouped
for convenience as follows: Group A, Group B, and Group C. Notably, these spectral shifts
do not change the shape of the SPDs of these displays but alter the peak wavelength of the
those primaries. These arrangements were intended to solely focus on the effect of spectral
width on observer metamerism in displays. Hence, if it is true that spectrally narrow displays give rise to a larger magnitude of observer metamerism, the spectral shifts would cause
much larger observer metamerism magnitude and variability between narrow-band display
pairs than broad-band display pairs. The simulation results depicted in Figure 4.13 supports
the hypothesis by showing that the OMM indices for each group ranked in descending order
as follows: Group C > Group B > Group A. To sum up, these results confirmed that the
narrower the SPDs of a display are, the larger observer metamerism magnitudes are likely
witnessed. Besides, these two simulation results individually performed proved two possible
cases of observer metamerism in displays. First, strictly speaking, relative spectral similarities
across displays play a decisive role in determining the magnitudes of observer metamerism
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Table 4.3: Spectral specifications of the three hypothetical displays.

Peak wavelength (nm)

Display name

FWHM (nm)

R

G

B

R

G

B

A

630.0

532.0

467.0

48.0

48.0

48.0

B

630.0

532.0

467.0

24.0

24.0

24.0

C

630.0

532.0

467.0

2.4

2.4

2.4

between the displays. However, it is also true that spectrally narrow displays are likely to
cause a larger observer metamerism.
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Figure 4.12: Spectral Power Distributions (SPDs) of three native displays, A (left), B (middle),
and C (right), and those derived displays by shifting the primaries 5 nm towards the shorter
and longer wavelengths.
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Figure 4.13: OMMs between three hypothetical displays and their derived displays.
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4.4.7

Mismatches on Neutral Metamers

The analysis revealed that neutral metamers generally lead to more significant color mismatches between individual observers. In order to explore the reason, an extra simulation
was carried out. Two contrasting displays in terms of chromaticity gamut and spectral width,
Rec.709 display and Rec.2020 100% display, were used for the simulation. With the CIE
2006 32-years-old 10◦ observer, D65 neutral metamers were created for each display. Then,
color variations for the 10-categorical observers introduced by Asano and Fairchild [Asano and
Fairchild, 2020] were computed on the a*-b* plane of the CIELAB color space.

Figure 4.14: Color variations of the CIE D65 metamer for the CIE 2006 32-years-old 10◦ observer on the a*-b* plane of the CIELAB color space that the Asano’s 10 categorical observers
see on the two different displays. Note that (a) represents the result for Rec.2020 100% display
while (b) represents that for Rec.709 display.
Figure 4.14 illustrates the computed color variations for each display. Because the color
mismatches were independently computed for each categorical observer, the magnitudes for the
color mismatches between the observers do not accurately represent the actual magnitudes.
In other words, the CIELAB space for an observer is necessarily not the same as another
observer. However, it would be fair to assume that the visualized results are enough to show
the general trends between the two displays.
92

4.4. Results & Discussion

Obviously, the simulation results represent that the color xtitRec.2020 100% display are
significantly larger than those on Rec.709 display. Considering the distances between each
black dot and the center of the space, it is imaginable that some observers would see nonneutral colors on Rec.2020 100% display, and maybe even on Rec.709 display. This observation
might, indeed, not be very surprising. However, the color variations on both displays align
with nearly the same axis, which is pinkish-greenish but not yellowish-bluish or other axes.
Further analysis explaining why mismatches of neutral metamers typically appear pinkish or
greenish is introduced in the Section D.

4.4.8

Comparison of Metrics

As introduced, observer metamerism magnitudes between displays can be measured by colormatching experiments or computational approaches. In general, performing color-matching
experiments is more time-consuming and complicated than computational approaches but
computational approaches would also be time-consuming tasks depending on the number of
display pairs, CMFs, or stimuli to be compared. Due to the time complexity issue, the proposed
index, OMM, had to choose about 5,000 color stimuli randomly for the simulations. Nonetheless, this method was still time-consuming because of the numerous comparisons. Therefore,
it was examined if it is possible to predict or evaluate the degree of observer metamerism with
reliable predictability minimizing time complexity.
Several possible metrics, which have been examined in previous works [Xie et al., 2020, Imai
et al., 2002] as a metamerism index or metric, were considered: goodness-of-fit coefficient
(GFC) [Hernández-Andrés et al., 2001], spectral correlation angle (SCA), and spectral angle
mapper (SAM) [Naresh Kumar et al., 2011]. These metrics are commonly based on comparing
spectral similarity between spectral curves. Because each display consists of three primaries,
each metric was individually applied to each pair of the same primaries, and the outputs were
averaged out. However, one concern was posed that these metrics would be able to account for
spectral discrepancies between displays, whereas they would not be capable of reflecting interChapter 4. Observer Metamerism in HDR Displays
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observer variability, which also plays an important role in observer metamerism in displays.

4.4.8.1

OMMN,50 & OMMN,10

The proposed index, OMM, seems to meet both by the modified color difference formula.
However, it was still necessary to minimize time-complexity caused by the number of color
stimuli and individual observers. In fact, it took about 191 minutes, on average, on a computer
with an Intel i5-7200 CPU when computing OMMs for 28 display pairs × 1,000 individual
observers × 5,000 color stimuli. For this reason, two ideas for refining the proposed index
was considered. The first idea stemmed from the finding that large color differences typically
appear from neutral colors. Although there were various neutral colors selectable, for example,
skin-tone colors, which even result in worse color mismatches between the individual observers
as shown in Figure 4.7, the D65 white point with a luminance of 50 cd/m2 , was selected
because its spectral power distribution is standardized and any HDR display’s color gamut
could cover it. The second idea was using categorical observers [Asano and Fairchild, 2020]
instead of numerous individual colorimetric observers. It was worth trying because categorical
observers were devised to cluster numerous individual observers into limited groups based on
the individual observers’ similarity on the LMS cone fundamental space. According to the
previous work, two sets of categorical observers, 10 categorical observers, and 50 categorical
observers, were created to test the concise version of the proposed index, OMMN . The OMMN
was subdivided into three versions according to the observer set used: OMMN,1000 - the same
1,000 CMFs used to compute OMM, OMMN,50 - 50 categorical observers, and OMMN,10 - 10
categorical observers. Notably, these two ideas resulted in a huge improvement in computation
efficiency by reducing average time complexity from 191 minutes to about 2 seconds on the
same computer.
In order to verify the performance of the four metrics (SAM, SCA, GFC, and OMMN ),
the OMM indices of the 28 example display pairs with a peak luminance of 1,000 cd/m2
and outputs of the metrics were compared. Additionally, the SPDs of 7 commercial displays
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from Xie’s work [Xie et al., 2020] were included to use for evaluation in the same manner.
It should be noted that the 7 commercial displays resulted in 21 display pairs. Accordingly,
OMM indices for the 21 display pairs were computed. However, because the peak luminance
levels of the displays used in the work were adjusted to 120 cd/m2 , the peak luminance level
was used as the reference white level when computing the OMM indices. Interestingly, the
computed OMM indices were highly correlated with two indices, OM and POM2, used in
their work: R2 = 0.9488 and R2 = 0.9312, respectively. Based on the fact, the performance
of the metrics was solely evaluated by computing correlations between outputs of the metrics
and computed OMM indices. Additionally, the three hypothetical displays and those derived
displays introduced in the previous section were included for the evaluation. It means that the
same 9 display pairs used in the previous section were utilized. For convenience, these three
sets of display pairs were named as follows: Set α (28 display pairs), Set β (21 display pairs),
and Set γ (9 display pairs).
Table 4.4: Correlation coefficients (R2 ) between the computed OMM indices and the outputs
of four metrics (SAM, SCA, GFC, and OMMN ).

SAM

SCA

GFC

OMMN,1000

OMMN,50

OMMN,10

Set α

0.8486

0.7876

0.7784

0.9959

0.9912

0.9651

Set β

0.5144

0.3958

0.3902

0.9972

0.9803

0.9710

Set γ

0.6302

0.5824

0.5753

0.9691

0.9343

0.9834

As summarized in Table 4.4, the three metrics, SAM, SCA, and GFC, showed a good
performance for Set α. However, the performances of these metrics for Set β and Set γ were
relatively poor. Contrarily, all the three OMMN s showed significantly good prediction for the
OMM indices despite the subtle difference between them. There would be several reasons for
the result. Supposedly, the most plausible reasoning for the disparity would be whether a
metric takes into account inter-observer variability or not. For example, even though there
is a large discrepancy between two spectral curves at a particular wavelength, the disparity
could be attenuated by the CMFs of individual observers. On the contrary, differences in
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Figure 4.15: Relationships between the related metrics and computed OMM indices. Note that
these relationships in Figure 4.15 do not include data for Set β because a different reference
white level was used to compute the OMM indices for the displays in the set due to those lower
peak luminance (120 cd/m2 ). The colored cross marker refer to the outputs of the metrics
and OMM indices for six display pairs consisting of the display Rec.2020 90%, Rec.2020 95%,
Rec.2020 100% from Set α, the display C and its derived displays from Set γ. Each pair of
colored lines and texts indicates linear regressions derived from colored circles excluding the
six display pairs and the corresponding correlation coefficients. On the other hand, the pairs
of black lines and texts represent linear regressions including all the display pairs in the Set
α and Set γ and the corresponding correlation coefficients. Note that the plots shows that
the performances of the metamerism indices based on spectral similarity, SAM, SCA, and
GFC, significantly get worse when the spectrally narrow-band primary displays (x markers)
are added to the prediction.

the CMFs between individual observers and the standard observer could intensify a small
difference between two spectral curves, and it would result in a large observer metamerism
magnitude. Indeed, Figure 4.15, which represents the relationships between the four metrics
and the computed OMM indices, seems to support the speculation. The colored circles and
cross markers refers to the outputs of each metric and corresponding OMM indices for the
display pairs in the Set α and Set γ. In particular, the colored cross markers represent 6
pairs of narrow-band primary displays selected from the two Sets: Rec.2020 90%, Rec.2020
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95%, Rec.2020 100% from the Set α, the display C and its derived displays from the Set γ.
Commonly, these displays have at least one extremely narrow primaries whose FWHM is less
than 10 nm. Each pair of colored lines and texts indicates linear regressions derived from
colored circles excluding the six display pairs and the corresponding correlation coefficients.
On the other hand, the pairs of black lines and texts represent linear regressions including all
the display pairs in the Set α and Set γ and the corresponding correlation coefficients.
It is interesting to see that the three metrics, SAM, SCA, and GFC, represent fairly good
predictions when the 6 display pairs, which have extremely narrow primaries, were excluded.
On the other hand, all the versions of the OMMN s show nearly the same performance regardless
of whether the six display pairs were included or not. Importantly, the R2 values of all the
versions of the proposed metric subtly change with the change in the number of observers.
This result suggests several notable points. First, the former three metrics for comparing
spectral similarity might not be appropriate to evaluate spectral similarities between narrowband primary displays. On the contrary, the proposed metric, OMMN , would not be restricted
by such a limitation. Second, categorical observers could be a reliable alternative for observer
metamerism evaluation. In addition, for reference, not only OMMN,1000 but also OMMN,50 and
OMMN,10 showed high correlations with two other computed indices, OM and POM2, used
in the Xie’s work, which are (R2 = 0.9533 and R2 = 0.9219), (R2 = 0.9664 and R2 = 0.9191),
and (R2 = 0.8861 and R2 = 0.8864), respectively. As a result, these results confirmed that
observer metamerism magnitude depends on not only spectral discrepancy between displays
but also inter-observer variability. Accordingly, the proposed metric, OMMN would be effective
and could be utilized to assess observer metamerism magnitudes in displays without timeconsuming tasks.
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4.5

Summary

This work examines the effects of changes in chromaticity gamut, peak luminance, and reference white level on potential observer metamerism in HDR displays using simulation. Also,
the effects of age and spectral characteristics of displays are looked into in addition to the
comparison of two different computational methods to compute observer metamerism. Lastly,
a new metric to evaluate observer metamerism between displays is introduced, comparing its
performance to other metrics. For simulation, 1,000 2◦ individual CMFs created based on
the latest age distribution reported by the United Nations were used. Example displays with
eight different chromaticity gamuts ranging between Rec.709 and Rec.2020 were generated and
these displays were simulated with peak luminance levels 500, 1,000, 2,000, and 4,000 cd/m2
taking into account four different reference white levels: 100, 200, 500, and 1,000 cd/m2 . Also,
about 100,000 uniformly distributed color stimuli were created, considering the possible colors
in HDR contents.
The simulation results showed that the OMM of a display generally depends on the spectral
similarity of paired displays. Besides, the display Rec.2020 100% tends to cause large OMMs
even if paired with narrow-band primary displays. This result indicates that displays with less
narrow-band primaries than the display Rec.2020 100% might be a better option when wider
color gamut displays are required.
Surprisingly, the OMM between a pair of displays does not proportionally increase as much
as increases in peak luminance levels of the displays. Only an increase of 7 ∼ 8% in the OMM
was found when the peak luminance levels of a display pair is doubled. A similar tendency was
witnessed from the effect of changes in reference white level. The OMM increases by about
15% when the reference white level drops by half. Also, the OMM only reduces by about 82%
when the reference white levels increases up to 2.5 times. Notably, the OMM stays at about
70% even if the reference white level rises up to 5 times.
Two different computing methods for observer metamerism, individuals’ color difference
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and standard color difference, were compared. Although the standard color difference used
in this analysis would be more legitimate for such analysis because it provides the same unit
color difference for different observers, the computation results from two methods were highly
correlated to each other.
It was found that a display pair with a large OMM causes a large variance of color differences between age groups as well as within each age group. Also, the simulation results
supported our selection of using the 90th percentile observer instead of the maximum observer
for computing observer metamerism as it revealed that the 90th percentile observer is less
biased to a particular age group.
The simulation results also confirmed that although the relative spectral similarity between
a pair of displays is the key factor of determining the OMM between the displays, a pair of
narrow-band primary displays likely cause a larger OMM than a pair of broad-band primary
displays.
Lastly, a new simplified version of OMM using categorical observers and a single neutral color, OMMN , is proposed. This metric outperforms other metrics that account only
for spectral similarity between displays, additionally factoring in inter-observer variability.
Maximizing efficiency without sacrificing accuracy, the metric OM MN,10 , with 10 categorical
observers, is proposed and recommended as a reliable as well as efficient metric for evaluating
observer metamerism between displays.
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Chapter 5

Colorfulness Scaling

5.1

Abstract

Future HDR displays are required to cover a more extensive chromaticity gamut in addition
to a wide luminance range. However, how perceived colorfulness increases with expansions
in the chromaticity gamut has not been extensively studied yet due to the lack of an ideal
HDR display. In this work, a scaling experiment is performed to measure relative colorfulness
(or saturation) using an alternative solution; a 3-pixel HDR display built using narrowband
7-primary LED systems that produce extremely highly saturated color stimuli with high luminance levels.
The direct scaling method was utilized to measure the perceived colorfulness of a new set
of color stimuli named MCSL-HDR. Experimental results showed that previous color appearance models (CAMs), such as CIECAM02 and CAM16, do not accurately predict the trend
of the perceived colorfulness of highly saturated colors, although their overall performances
are similar to the performances for traditional color stimuli in terms of coefficient variation
(CV). Power-function-based modeling was proposed to improve the performance of various
CAMs’ predictors. Evaluation results revealed that the simple modeling results in statistically
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significant improvements in the performance of the predictors. However, future works will be
needed to verify the experimental results and modeling approach with more highly saturated
colors.

5.2

Motivations

Most research on the perceptual effects of HDR displays has focused on aspects related to
their dynamic ranges in luminance. However, HDR displays provide not only a high range in
luminance but also a wide range in chromaticity. The ultimate chromaticity gamut of HDR
displays, Rec.2100 or Rec.2020, has not been adopted in consumer HDR displays yet due to
its technical difficulty. Nevertheless, the display industry has suggested technical solutions to
get closer to the goal, providing wider color gamuts than DCI.P3, the practical target gamut
for most consumer HDR displays at this point [Wyatt et al., 2017]. It seems to be apparent
that such wider color gamuts give highly vivid and chromatic colors. However, no extensive
studies have been attempted to understand how much perceived colorfulness increases with
physical expansions in the chromaticity gamut. In order for this, psychophysical experiments
are performed to derive a perceptual scale in colorfulness, which would be helpful for the
display industry that wants to specify the chromaticity gamut when designing HDR displays.
This colorfulness scale could also benefit the lighting industry because multi-channel advanced
lighting systems have become more common.

5.3

Methods

An HDR display named 3-pixel HDR display was built to measure a colorfulness scale for highly
chromatic color stimuli. The customized display uses commercial 7-primary LED lighting
systems from ETC [ETC, 2018], making it possible to mimic a high dynamic range display
that provides a wider chromaticity gamut and a higher peak luminance level than consumer
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Figure 5.1: Spectral power distributions (left) and chromaticity color gamut of the 7-primary
LED system on the CIE1976 u’v’ diagram (right). Note that the primaries’ names refer to the
nomenclature by the manufacturer and the primary Indigo appears bluish while the primary
Blue is closer to light blue or skyblue.
HDR displays, as shown in Figure 5.1. A psychophysical experiment using the direct scaling
method was designed to explore perceived colorfulness for highly saturated colors. The color
stimuli for the experiment were generated in the ICt Cp chromatic dimension. The whole
procedure is dealt with in this section.

5.3.1

3-pixel HDR Display

An ideal HDR display is required to deliver a peak luminance of 10,000 cd/m2 (2627 cd/m2 for
red, 6779 cd/m2 for green, and 593 cd/m2 for blue) and to cover 100% of Rec.2100. However,
it is technically burdensome because nearly monochromatic light sources, for example, laser
diode, are essential to meet the chromaticity gamut requirement [Wyatt et al., 2017]. Besides,
these light sources have inevitably poor luminous efficiency. This technical obstacle is one
reason that no consumer HDR display fulfills the technical specifications. For this reason, an
alternative (Figure 5.2), the 3-pixel HDR display, was built using the 7-primary LED systems
whose chromaticity gamut is about 1.2 times as large as that of Rec.2100 on CIE 1976 u’v’
chromaticity diagram. The display’s name was determined because each aperture is made of
a single ETC lighting fixture, and it is only able to present solid colors but not complicated
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images. The display is capable of covering 92.5% of Rec.2100 on the coordinate due to its
relatively narrow-band primaries. It is noteworthy that the display can even present much
saturated greenish-bluish colors than the ideal HDR display, as shown in Figure 5.1. Although
the display is not able to provide peak luminance levels as bright as the ideal HDR display, it
is believed to present sufficiently chromatic color stimuli with high luminance levels. A diffuser
plate was placed on the top of each pixel to provide uniform lights from the pixels, resulting
in 15% of variance in luminance across an individual pixel area, which is regarded as uniform
enough. Also, baffles were attached to the display to minimize unwanted crosstalk, which is
due to reflections in the room but not to electronics or light leaks within the display.

Figure 5.2: The 3-pixel HDR display (left) and 7-primary LED lighting system from ETC
(right) used as light sources for the display. Note that the three ETC lighting fixtures are
below and within the box pictured.

5.3.1.1

Display Characterization

A display characterization model for the 3-pixel HDR display was built to present color stimuli
accurately for our experiment. In terms of the display characterization model, there are several
points to be noted. First, as explained above, each pixel uses a 7-primary LED system. It
means that each pixel of the display consists of 7 primaries, and the transform matrix for
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Table 5.1: Measured tristimulus values and full width at half maximum (FWHM) of the
channels of the 7-primary LED system. Note that the tristimulus values were measured for
the CIE 2015 10◦ observer [CIE, 2015].
XF,10

XY,10

ZF,10

FWHM

Red

1337.7

591.1

0.6

18.9

Lime

3128

3711.5

114

79.2

Amber

1797.4

1282.9

10.9

109.2

Green

292.6

867.5

68.7

36.6

Cyan

145

872.1

425.9

32.6

Blue

114.8

270.1

784.2

28

Indigo

514.5

165.4

2751.7

22.1

conversion from code value to XYZ should be a 3 × 7 matrix.
Second, the electro-optical transfer function (EOTF) of the pixel is almost linear, unlike
typical consumer displays. Lookup tables (LUTs) based on measurements of each of the
primaries were used to accurately reproduce the EOTF of the display.
Third, each primary has 8-bit precision, which allows 256 levels. The linear EOTF and 8-bit
precision were not sufficient to make a characterization model with an adequate colorimetric
performance because the display provides high luminance levels as well as a wide chromaticity
gamut. This insufficiency was offset with an additional 8-bit precision channel called the external intensity channel, allowing all the primaries to adjust their peak luminance according to
the channel’s level globally but not individually. However, this channel does not provide equal
gain for all the primaries. Thus, it was virtually impossible to characterize the behavior of the
external intensity channel. For this reason, three levels for the external intensity channel were
determined, 100, 175, and 255, considering the luminance range of color stimuli intended. This
limitation resulted in practically building three different characterization models according to
the external intensity levels.
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Fourth, the characterization models should take into account not only flare but also
crosstalk between the pixels. The effect of the crosstalk was not negligible despite the baffles
installed to reduce the effect. For example, when the center pixel is turned off with the two
neighbor pixels turned on with the maximum luminance levels, the measured tristimulus value
for the center pixel almost increases about ten times than when the neighbor pixels are also
turned off. The tristimulus values of a target pixel can be corrected by adding a small fraction
of the tristimulus value of each neighbor pixel to a target pixel. The average proper fraction
was about 0.03% for a single neighbor pixel, but there was variance depending on the pixel
position.
Lastly, measurements for the display characterization were made for the CIE 2015 10

◦

observer [CIE, 2015] using a PhotoResearch PR-655 spectroradiometer. The standard observer
was selected considering the size of color stimuli (approximately a field of view (FOV) of 10◦ ).
These aspects were incorporated into the characterization models. The tristimulus values
(3 × 1 matrix) of a target pixel at an external intensity level can be computed as Equation
5.3.1,

(5.3.1)

XY ZT = MT × LU T (CV ) + XY ZCT + XY ZF L

where MT indicates a 3 × 7 transform matrix for the pixel. LU T and CV represent the
LUT of the pixel and the input code value of a given color, respectively. Keep in mind that
CV is a 7 × 1 matrix. XY ZCT and XY ZF L indicate the tristimulus value of the crosstalk
from the neighbor pixels and that of flare. Equation 5.3.1 was extended to compute the
tristimulus values (9 × 1 matrix) for the three pixels (left, center, and right) simultaneously
by incorporating the crosstalk term into the transform matrix as in Equation 5.3.2.

106

5.3. Methods









 XY ZL   ML α1 MC

 

 

 

 
XY ZC  = β1 ML MC

 

 

 

 
XY ZR
γ 1 ML γ 2 MC

α2 MR 




· LU T
β2 MR 




MR









 CVL   XY ZL,F L 

 


 


 


 

CVC  + XY ZC,F L 

 


 


 


 

CVR
XY ZR,F L

(5.3.2)

It should be noted that the transform matrix is a 9 × 21 matrix because each transform matrix
is a 3 × 7 matrix. α, β, and γ indicate the fractions to compensate for the crosstalk of each
target pixel. The LU T returns a 21 × 1 matrix for given input code values of the three pixels,
and the last matrix represents the tristimulus values of the three pixels’ flare. As in Figure
5.3, each pixel’s model performance for 200 random colors was examined, resulting in the
average color differences in CIEDE 2000, 0.75, 0.82, and 0.84 for the left, center, and right
pixel, respectively. Also, the maximum color differences in CIEDE 2000 for the pixels are 2.76,
3.52, and 3.72. The models’ performance was consistent across the different external channel
intensities.

5.3.2

5.3.2.1

Experiment

Direct Scaling

The direct scaling method was used to derive a perceptual scale in this work instead of the
magnitude estimation method, which has been widely used in exploring color appearance
[Fairchild, 1995]. Using the 3-pixel HDR display, three colors were given to observers at the
same time. Two colors presented on the left and right pixel were given as anchors, while one
on the center pixel was the test color that observers were asked to judge perceived colorfulness.
The left pixel solely presented D65 neutral colors. On the other hand, the right pixel always
showed the most saturated color of a given hue. The observers were instructed to regard
left pixel colors as 0% of colorfulness, while right pixel colors as 100% of colorfulness. A
concern regarding the fixed position of the anchors was that the fixed position might result
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Figure 5.3: Histograms of CIEDE 2000 color differences between model predictions and measurements for 200 random colors.

in observers’ bias. However, a physical slider, whose left-end and right-end typically mean 0
and 100, was used to record observers’ responses. Our hypothesis was that observers being
confused by randomly switching the anchors’ position would have a worse impact on the
responses than observers being biased by the fixed position. Apart from the concern, there
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are several points noteworthy regarding the experimental method. First, this method would
improve the precision of the scale, which the magnitude method somewhat lacks. Second,
the perceived colorfulness in the percentage scale can be converted into absolute colorfulness
values on color appearance models (CAMs) using two corresponding anchors, neutral anchor
and saturated-color anchor. However, because colorfulness is typically an open-end scale with
zero as the neutral origin, this experimental setup does not seem legitimate for measuring
absolute colorfulness scales. Indeed, strictly speaking, this experiment is to measure "relative
colorfulness" or "saturation" using a pair of anchors. Thus, how to convert measured data into
absolute colorfulness or other predictors will be described later. Third, the pixels are mostly
capable of covering the ultimate chromaticity gamut of an ideal HDR display. Also, the 7primaries are neighboring the spectral locus. Hence, the saturated-color anchors approach the
most saturated at a given luminance level. Thus, these considerations are deemed sufficient
to fulfill the work’s primary goal: to derive a perceived colorfulness scale for HDR displays.

5.3.2.2

Color Stimuli

The color stimuli for our experiment were selected considering the seven native hues of the
7-primary LED system: Red, Amber, Lime, Green, Cyan, Blue, and Indigo. Also, in order
to examine whether changes in luminance affect perceived colorfulness, between two and five
luminance levels according to the peak luminance capability of each hue were considered. Although colorfulness is a color appearance attribute that can be judged independently regardless
of other color appearance attributes, such as hue or brightness, a set of color stimuli paired
with a hue were selected to have the same hue. For example, if the hue of an anchor (right
pixel) is red, the color stimuli set presented with the anchor is meant to appear the same red.
Also, each paired color stimuli set was intended to have equal brightness or lightness values.
It means that three stimuli presented on the three pixels at the same time should appear the
same brightness (or lightness). CIECAM02 was firstly considered to create color stimuli with
consistent hues and equal brightness (or lightness) levels. However, observers who participated
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in our preliminary experiment pointed out that they could notice significant hue mismatches
between some anchors and paired color stimuli set, mainly Red and Indigo, as in Figure 5.4.
Besides, some observers commented that noticeable differences in perceived brightness between
the three stimuli given simultaneously, which meant to be the same brightness, were witnessed.
Presumably, the perceived brightness discrepancies are because CIECAM02 lacks predicting
the Helmholtz-Kohlrausch (H-K) effect [Fairchild, 2013, Kim et al., 2019].

Figure 5.4: A plot showing the nonlinearities of the color stimuli created using CIECAM02.
This plot is illustrated on the ICt Cp color space.

Although ICt Cp , which is a color encoding system proposed for HDR content [Dolby, 2017],
is not capable of predicting the H-K effect, the color encoding system was selected to create
color stimuli for the experiment because the observers who participated in our preliminary
experiment reported that ICt Cp provides color stimuli with more consistent hues and similar
lightness levels perceptually than CIECAM02.
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Figure 5.5: Chromaticity coordinates (CIE 1976 u’v’ chromaticity diagram) of the color stimuli
for the experiment. Note that all the coordinates were converted from the XYZ values for the
CIE 2015 10◦ observer. The black dot means the D65 reference white.
I For a given luminance level, compute the lightness and chroma value of a D65 neutral
color on the ICt Cp space. Note that because ICt Cp technically has the same structure
as IPT [Ebner and Fairchild, 1998] except for the nonlinear function [Safdar et al., 2017],
chroma on ICt Cp can be computed in the same manner as IPT.

∗
CICtCp

q
= Ct2 + Cp2

(5.3.3)

II Compute the lightness, chroma, and hue value of a given primary on the same color
space, assuming the luminance of the primary is the same as the given luminance level.
III Replace the primary color’s lightness with that of the D65 neutral color. This helps
assure that the primary color and D65 neutral have the same lightness.
IV Compute the distance in ICt Cp chroma between the D65 neutral color and the primary
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color and divide the length by seven. Each divided point becomes the chroma value of
an individual intermediate color with the same hue and lightness as the primary color.

V The intermediate colors and primary color are reconverted into XYZ values.

Note that the number of stimuli, seven, was arbitrarily chosen, but the five most saturated
colors for each hue (See Figure 5.5) were selected because saturated colors are our main interest,
reducing our experiment’s running time at the same time. An extra preliminary experiment
revealed that the new color stimuli provide perceptually more consistent hues. However, most
observers commented that there are still perceptible hue discrepancies between the primary
Indigo and its intermediate colors. It implies that neither a single color appearance model nor
a single color encoding system predicting hue linearity perfectly exists.
Table 5.2 describes the summary of the color stimuli, which are named MCSL-HDR dataset,
for the experiment. Each cell contains five intermediate color stimuli for a paired hue at a given
luminance level. Thus, 110 color stimuli (22 cells × 5 intermediate color stimuli) were created.
The Balanced Latin Square (BLS) design method [Bradley, 1958] was utilized to remove an
unwanted bias due to the sequential order of presenting stimuli, particularly at adapting
luminance levels. The symbols, A ∼ D, represent four groups determined to implement BLS
blocks. It means that a 4 × 4 (the number of conditions) block defines a Latin square, and
the multiples of 4 observers are required to run an experiment with the method. For example,
observer #1 ∼ #4 were given the color stimuli in the order of A-B-D-C, B-C-A-D, C-D-B-A,
and D-A-C-B, respectively. After that, observer #5 ∼ #8 encountered the same orders as
observer #1 ∼ #4. The orders were repeated for every 4 observers. However, the order of
hues within each symbol was fully random, and the order of intermediate color stimuli within
each cell was also arbitrarily determined for each observer. In order to explore intra-observer
variability, each color stimulus was presented 3 times, which means that 330 measurements
were made for a single observer.
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Table 5.2: Summary of the color stimuli (MCSL-HDR dataset) for the experiment. Note
that each hue has different luminance levels for paired stimuli according to its luminance
capability (See also Table 5.1). In addition, the symbols, A ∼ D, indicate four groups defined
for a counterbalanced block design to remove the sequential effect of presenting the stimuli
[Bradley, 1958]. Keep in mind that each cell in the table represents five intermediate color
stimuli paired with a primary and D65 neutral at a given luminance level.

5.3.2.3

Y (cd/m2)

Red

Lime

Amber

Green

Cyan

Blue

Indigo

50

A

A

A

A

A

A

A

100

C

C

C

C

C

C

C

500

B

B

B

B

B

1000

D

D

2000

D

Experiment Setup & Protocol

The experiment was performed in the dynamic visual adaptation (DVA) laboratory, which
has a tunable LED system with five channels, at Rochester Institute of Technology (RIT)
[Murdoch, 2017]. Using the tunable LED system, a dim viewing condition of a D65 metamer
for the CIE 2015 10◦ observer with 35 lx, whose Rf and Rg are 82.7 and 104.6, respectively,
was set. Twenty color-normal observers (male: 11, female: 9) participated in the experiment.
The age range of the observers is between 23 and 54, and the mean age is 29.9. Ten out of the
observers are students or faculty who spent at least two or more years in the Munsell Color
Science Laboratory (MCSL), while the rest of the observers do not have much experience in
color science experiments. Based on the backgrounds of the observers, they are categorized
into Experienced observers and Naive observers, respectively. This observer categorization is
discussed via analyzing the experimental results. The experiment was approved by the office
of human subjects research (HSRO) at RIT and carried out in a contactless manner complying
with the CDC’s standard guideline to minimize the risk of COVID-19. As shown in Figure 5.6,
each observer was asked to sit about 181.6 cm away from the 3-pixel HDR display to secure
a FOV of 10◦ . Despite the fact that the experiment was designed to measure saturation (or
Chapter 5. Colorfulness Scaling

113

Figure 5.6: Experiment setup (left) and Monogram physical slider (right).

relative colorfulness) rather than colorfulness, colorfulness was used in the instruction because
it was thought that the term is much easier for naive observers to understand. However,
it was still necessary to explain the definition of colorfulness to the Naive observers. The
definition was rephrased as follows: "How vivid is a color given?" or "How big is the degree
of difference between a color given and neutral (or white)?". Then, to begin with, a recorded
verbal instruction was provided with a concise version of the instruction printed to help the
observers understand how to perform the experiment: "In this experiment, You will see three
colors on the three pixels at the same time. A neutral or white color on the left pixel means
0% of colorfulness. On the other hand, a highly vivid color on the right pixel means 100% of
colorfulness. Your task is to judge the amount of colorfulness for a given color on the center
pixel using the slider on the table, comparing it to the two colors appearing on the left and
right pixels. When you are happy with your selection, press the button to move on to the next.
The markers and numbers on the slider are only to help you sense the distance between both
ends. You don’t necessarily make an effort to match the center pixel’s colorfulness to one of
the markers. You are good not even to see the markers and numbers if you get used to the
slider or sense the distance." Also, the observers were trained through a practice session.
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In the main experiment, each observer was asked to perform two sessions with a break
between the sessions. The observers were allowed to take a break as much as they want.
According to the BLS design, each session consisted of two BLS blocks, for example, A and B.
Before starting each block, a 2-minute adaptation period was given. During the adaptation
break, the three pixels show the same D65 neutral colors with the same luminance level as
that of a given block, 50 cd/m2 for A, for example. After the adaptation period, the observers
were asked to judge the relative colorfulness of the center pixel using the physical slider given,
comparing it with the other two pixels as instructed. The accuracy and repeatability of the
slider were verified through measurements before the experiment. The observers’ responses
were recorded in percentage (0 ∼ 100%) with a script implemented using MATLAB 2020b.
During the transition between the successive trials, the three pixels show the same neutral
colors presented during the adaptation break to reduce the after-image effect. The average
elapsed time for completing two sessions was about 59 minutes with a standard deviation of
8.96 minutes.

5.4
5.4.1

Results & Discussion
Observer Variability

As noted above, the observers were asked to repeat judging the perceived colorfulness of each
color stimulus three times. This repetition was meant to measure intra-observer variability
that suggests how consistent the responses of each observer are. The standard deviation (σ)
was used to calculate intra-observer variability:

s
σ=

PN

i=1 (Mi

N

− M )2

(5.4.4)

where Mi indicates a measured response of an individual observer, while M means the mean
response across three repeats of the observer (N = 3). This computation is repeated across the
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110 colors. The mean across the 110 repeats indicates the degree of intra-observer variability.
Because a comparison of intra-observer variability to inter-observer variability can help judge
whether an experimental setup is suitable [Sarkar et al., 2010], inter-observer variability was
also computed in the same way. However, when computing inter-observer variability, the terms
in Equation 5.4.4 are slightly different: where Mi indicates the mean response of an individual
observer, while M represents the overall mean response across all the observers. The computed
intra-observer variability and inter-observer variability are 7.3 and 14.1, respectively. Also,
none of the observers reported a higher intra-observer variability than inter-observer variability.
This result suggests that our experimental setup was appropriate and well-controlled. An
interesting observation from the result is that the Experienced observers’ mean intra-observer
variability (6.7) is less than that (8.0) of the Naive observers, which means that the Experienced
observers were slightly more consistent than the Naive observers, on average. However, an
independent samples t-test revealed that the difference in intra-observer variability between
the two observer groups is not statistically significant (p = 0.094 > α,∗ α = 0.05), but this
statistical result might be less credible due to the limited number of samples for each group.

5.4.2

Experimental Results

The ICt Cp chroma values of the intermediate colors for each primary were scaled in percentage:
37.5, 50, 62.5, 75, and 87.5%, respectively, and those of both anchors were set 0 and 100%.
Let us regard these values as predicted values. Figure 5.7 visualizes measured observers’
responses against the predicted values. The broken black line indicates an ideal result where
the measured values coincide with the predicted values. The white circles indicate the overall
mean (relative colorfulness) of intermediate colors at each ICt Cp chroma level. Also, each
overall mean is the mean of 22 colors (See Table 5.2). Note that the broken black line also
means a baseline indicating whether the predicted relative colorfulness of a given stimulus
is underestimated or overestimated. For example, if the overall mean of an intermediate
color is below the baseline, it means that the predicted relative colorfulness of the color is
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overestimated. On the other hand, the predicted relative colorfulness of an intermediate color
means underestimated if its overall mean is above the baseline. The black clouds consisting of
black circles that represent each observer’s mean response over three repeats for the 22 colors.
Thus, each black cloud is made of 440 black circles (22 colors × 20 observers). The gray
box in each black cloud is a box plot, which shows the 25th and 75th percentile, respectively.
The faint red shades represent 95% confidence intervals of the overall mean values. The cross
marks at 0% and 100% indicate the anchors.

Figure 5.7: Overall results of measured relative colorfulness values versus predicted relative
colorfulness values. The broken line means a baseline where the predicted relative colorfulness
values coincide with the measured relative colorfulness values. The white circles indicate the
overall mean values of the intermediate colors used for the experiments. The black circles
in the black clouds (violin plots) are the mean observers’ responses over three repeats for
each intermediate color. The gray boxes (box plots) indicate the 25th and 75th percentile,
respectively. The faint red shade means the 95% confidential interval of the overall mean
values. Note that the violin plots were plotted using the work of [Bastian, 2016]
Several interesting results are observed in Figure 5.7. The most interesting result would
probably be that the measured observers’ responses represent the predicted relative colorfulness values are overestimated, except for the most saturated intermediate colors. Besides, the
relationship between the measured and predicted is rather a concave-up curve than a straight
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line. This observation is further discussed in the next section, suggesting a method to improve
the performance in predicting the perceived colorfulness, saturation, and chroma of CAMs.
Next, it is noteworthy that each black cloud covers an extensive range, which means a large
variance in the measured observers’ responses. A possible explanation for this dispersion could
be luminance or/and hue effects, or/and inter-observer variability. To explore these aspects,
an extra analysis was conducted to see the data from a different perspective.

Figure 5.8: Overall results of measured relative colorfulness values versus predicted relative
colorfulness values. The plot represents the same data as Figure 5.7 but just from a different
perspective. The broken line indicates the ideal baseline. The black circles and the gray shade
mean the overall mean and 95% confidence interval. The colored circles represent the mean
responses for each intermediate color. Note that each color of the circles approximates the 7
primaries. The colored solid lines connect the mean response of each predicted level across
the primaries at a given luminance level.
Although the measured data failed at the normality test, which turned out a bit skewed,
an ANOVA test was conducted because the test is robust on skewed data [Blanca et al., 2017].
Unsurprisingly, the test result confirmed a statistically significant difference in the measured
results by hue, luminance, and observers. All the independent variables’ p values are the same:
(p = 0.000 < α,∗ α = 0.05). Figure 5.8 visually supports the statistical result, particularly
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showing the luminance effect pretty clearly. Figure 5.8 technically shows the same data as
Figure 5.7 but just from a different perspective. The difference between them is that Figure
5.8 shows the mean responses at different luminance levels. For example, the red line connects
the mean responses of each interval across all the colors at 50 cd/m2 . Interestingly, looking
at these lines, the slope of the red line (50 cd/m2 ) is quite close to that of the green line
(100 cd/m2 ). On the other hand, the slopes of the rest lines (500, 1000, and 2000 cd/m2 ) are
pretty similar to each other. Besides, the slopes of the latter lines are steeper than those of the
former lines. Probably, this is due to the difference in adapting luminance as the luminance
levels of the latter lines are quite higher than those of the former lines. However, this result
would need further verification because the experiment was performed with a limited number
of colors and luminance levels.

5.4.3

Testing the Performance of CAMs

From the experimental results, a couple of questions has come up. The first question is how
quantitatively accurately a CAM predicts the measured color scales. Another question is
which CAM outperforms other CAMs and how much. To answer the questions, the measured
scales were converted to absolute colorfulness (M), saturation (s), and chroma (C) on CAMs
using the following procedures. Note that the following procedures assumes that the measured
scales are converted to CIECAM02 absolute colorfulness values. Keep in mind that absolute
colorfulness should be distinguished from relative colorfulness described above, as the former
varies with adapting luminance. Also, it should be noted that the following procedures can
be applied to computing saturation or chroma in CIECAM02. Besides, other CAMs, such as
CAM16 and CIELAB can be used instead.
I For a given cell, the cell "A" with the primary Red at 50 cd/m2 , for example, compute
the M values of the neutral (left pixel), the intermediate colors (center pixel), and the
most saturated (right pixel) colors on CIECAM02. For this computation, the neutral
color was assumed as the reference white. A dim viewing condition, which is the actual
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viewing condition for the experiment, and the gray world assumption were taken.
II For a given intermediate color, compute its mean observer response across the observers.
Note that each observer responded three times per color. Thus, the mean response over
the repeats is used for the computation.
III The M value of the mean observer response is calculated by Equation 5.4.5,

Mi = mi × (MC − MD65 ) + MD65

(5.4.5)

where mi indicates the mean measured response of a given intermediate color, while MC and
MD65 indicate the computed M of the most saturated color, and the neutral color. Ideally,
MD65 should be zero. However, a non-equal energy stimulus D65 computed for the CIE 2015
10◦ observer resulted in non-zero values, which were more and less 3 in CIECAM02 M, varied
depending on the adapting luminance levels. Equation (5.4.5) would be technically legitimate
when mi , MC , and MD65 are the same hue. However, considering that the colorfulness value
of MD65 is small enough and practically neutral, it was assumed that this hue discrepancy
would be negligible.
Three CAMs widely used in various applications were considered for these questions:
CIECAM02, CAM16, and CIELAB. Because CIELAB is not able to provide absolute colorfulness, the observers’ responses were only scaled to chroma and saturation, respectively.
Keep in mind that although CIELAB basically does not yield saturation, saturation can be
computed with CIELAB lightness (L∗ ) and chroma (C ∗ ) by Equation (5.4.6) [Fairchild, 2013],

s∗ =

C∗
L∗

(5.4.6)

To sum up, the following conversions were made: colorfulness conversion (CIECAM02 and
CAM16), chroma conversion (CIECAM02, CAM16, and CIELAB), and saturation conversion
(CIECAM02, CAM16, and CIELAB). The coefficient of variation (CV) [Luo and Hunt, 1998a]
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was utilized to assess the performance of the CAMs by computing differences between the
models’ predictions and the visual measurements (See Equation 2.4.1).
Table 5.3: CV values for the CAMs’ attributes (colorfulness, chroma, and saturation) computed for three CAMs: CIECAM02, CAM16, and CIELAB using two different color stimuli
set. MCSL-HDR indicates the color stimuli used in the experiment, while LUTCHI is the
dataset used to develop and test early CAMs [Luo et al., 1991a, Luo et al., 1991b, Luo et al.,
1993a, Luo et al., 1993b, Li et al., 2017].
Attr.

MCSL-HDR

LUTCHI

CIECAM02

M

17.6

18.6

CAM16

M

21.3

18.2

CIECAM02

C

17.6

-

CAM16

C

21.3

-

CIELAB

C∗

16.0

-

CIECAM02

s

27.6

-

CAM16

s

30.3

-

CIELAB

s∗

17.2

-

Table 5.3 describes the performance of each predictor (or color appearance attribute) of
the three CAMs in terms of CV. As explained in Chapter 2, if the prediction of a CAM’s
predictor exactly coincides with the measurement, CV should be zero. Otherwise, the more
significant disagreement between the prediction and measurement, the larger the CV values.
The performance evaluation resulted in a range of CVs between 16.0 and 30.3. The CV values
suggest that these CAMs’ predictions are a typical agreement with the actual measurements
for this dimension. It is interesting to see that CIELAB chroma is the best predictor while
CIECAM02 saturation and CAM16 saturation are found the worst predictors. However, the
differences seem to be subtle.
In CIECAM02 and CAM16, the difference between colorfulness and chroma is whether
taking the luminance level adaptation factor (FL ) or not. Therefore, it makes sense for the
given measured data that the CV values of colorfulness and chroma from the two CAMs are
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almost the same. Although the differences in the predictors’ predictions between CIECAM02
and CAM16 do not seem considerable, the differences are noteworthy because the two CAMs
are technically almost the same except for the chromatic adaptation transforms (CATs) [Li
et al., 2017]. It turned out that the difference in the computational results between the two
CAMs is mainly because of the difference in the post-adaptation steps between them through
an additional analysis. For example, when putting the most saturated red color at 50 cd/m2
from our color stimuli in CIECAM02 and CAM16, respectively, CIECAM02 gives a negative Scone response after the post-adaptation step while CAM16 does not. It propagates differences
towards the following steps and values, such as redness-greenness, and yellowness-blueness,
which dominantly alters hue angles, colorfulness, chroma, and saturation. Supposedly, such
negative cone responses from CIECAM02 when extremely saturated and/or high luminance
colors are given would result in hue mismatches like our pilot test.
An ANOVA test was performed to see statistically significant differences between the
CAMs’ predictors in terms of performance. The statistical test reveal that the CAMs’ predictors’ performances are not statistically significant, except for CIECAM02 saturation and
CAM16 saturation. The p value of the rest six predictors’ is 0.075 (> α,∗ α = 0.05). Therefore, the statistical results indicate that the performances of CIECAM02 chroma, CIECAM02
colorfulness, CAM16 chroma, CAM16 colofulness, CIELAB chroma, and CIELAB saturation
in predicting the measured observers’ responses are nearly the same. Only the performances
of CIECAM02 saturation and CAM16 saturation are different from the others. However, an
independent t-test unsurprisingly revealed that there is no statistically significant difference
between CIECAM02 saturation and CAM16 saturation, too: (p = 0.257 > α,∗ α = 0.05).
In order to better understand the results, the results were analyzed from a different perspective. For each CAM, the scaled colorfulness (chroma, or saturation) values and the predicted
colorfulness (chroma, or saturation) values were normalized using the anchors of each hue. The
normalization was conducted to help compare the CAMs’ predictors for each other. Hence,
the normalized values are ranged between 0 and 100. Due to the limit of space, the normal-
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Figure 5.9: Normalized actual values versus normalized predicted values by four predictors:
CIECAM02 colorfulness, CAM16 colorfulness, CIECAM02 chroma, and CAM16 chroma. Each
broken red line indicates ideal results where the predicted values are the same as the scaled
values. Each broken blue line shows the result of a nonlinear regression model that better
explains the relationship between the predicted and the actual scales.

ized results are present in two different figures. Figure 5.9 and 5.10 represent plots showing
the normalized actual values scaled versus the normalized predicted values. Each broken red
line indicates an ideal result where the prediction of a CAM exactly corresponds to the actual
scales. Either underestimate or overestimate by the CAM can be determined based on whether
the actual scales are either above or below the line. On the other hand, each broken blue line
represents the result of a nonlinear regression which better describes the relationship between
the CAM’s predictions and the actual scales. The black circles indicate the anchors or the 7
primaries.
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Figure 5.10: Normalized actual values versus normalized predicted values by four predictors:
CIECAM02 saturation, CAM16 saturation, CIELAB chroma, and CIELAB saturation. Each
broken red line indicates ideal results where the predicted values are the same as the scaled
values. Each broken blue line shows the result of a nonlinear regression model that better
explains the relationship between the predicted and the actual scales.
There are a couple of notable observations from Figure 5.9 and 5.10. First, the order
of the R2 values in red coincides with that of the CV values in Table 5.3. It means that
CIELAB chroma predicts the actual scales the best, while CIECAM02 saturation and CAM16
saturation do the worst. Again, note that the differences between the predictors of the CAMs
are not statistically significant, except for CIECAM02 saturation and CAM16 saturation.
Second, the broken blue lines of all the CAMs shape concave-up curves, which means that
the CAMs’s predictors tend to overestimate the actual perceived scales. The biggest surprise
here is that the predictions of CIECAM02 saturation and CAM16 saturation are obviously
nonlinear with the scaled data. This clear nonlinearity of both CAMs’ saturation is consistent
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with a previous study by Fairchild [Fairchild, 2021]. Third, some highly-saturated colors,
for example, normalized value is larger than 80, appear overestimated. This result could
be interpreted that many observers struggled to distinguish highly saturated colors from the
most saturated anchors. However, because such highly saturated colors were less used in
this experiment, further works, for example, an experiment with further saturated colors
existing between a normalized value of 80 and 100 will be necessary to verify this observation.
Nonetheless, at this point, it should be noted that this result suggests that the improvement
of the predictions of the CAMs can be made with concave-up functions.

5.4.4

Excitation Purity

Although the CAMs are extensively used to predict perceptual correlates in various applications, they are pretty complex computationally. On the other hand, excitation purity (Pe ) is
relatively simple as it can be computed on the xy or u’v’ chromaticity diagram when xy or
u’v’ chromaticity coordinates of a white point, stimulus, and the furthest point on the spectral
locus on the straight line are given. Besides, since excitation purity can be used to compute or
predict relative colorfulness [Fairchild and Heckaman, 2012, Fairchild, 2021], an extra analysis
was conducted to see if excitation purity can predict the derived scale well. The excitation
purity of a given color can be computed by Equation (5.4.7).

p
(u0 − u0n )2 + (v 0 − vn0 )2
Pe = p 0
(uL − u0n )2 + (vL0 − vn0 )2

(5.4.7)

where u0 and v 0 are the chromaticities of a given color, u0n and vn0 those of a white point, and
u0L and vL0 at the spectral locus. As explained above, the scale of each hue was scaled to the
anchor of the hue but not across the anchors of other hues. It means that the scales are not
the same across all hues. Hence, the excitation purity of a given color needed to be scaled
to that of the anchor of the same hue. Relative excitation purity (Pre ) can be calculated by
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Figure 5.11: The measured scales versus relative excitation purity. Each plot includes a 45◦
black broken line and blue broken line. Each 45◦ black broken line indicates an ideal result
where the relative excitation purity perfectly predicts the measured scale. The blue broken
line and text mean the linear regression line for the relationship and its regression coefficient
value.
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Equation (5.4.8),
Pre =

Pe,i
Pe,a

(5.4.8)

In Equation (5.4.8), Pe,i is the excitation purity of a given color and Pe,a is that of the anchor
of the same hue as the given color. Interestingly, as shown in Figure 5.11, Pre performs well
at predicting the measured scales for some primaries particularly, for example, Cyan, Blue,
and Indigo. On the other hand, for some other primaries, such as Red and Amber, Pre does
not. A hypothesis is that the result would be dependant on whether all the stimuli of a given
hue well align with a straight line or not. Looking at Figure 5.5, all the Cyan color stimuli
including the anchor are practically on a straight line. However, a line connecting all the
Amber color stimuli to the D65 is a curve. The relationship between the linearity of a given
primary and the performance of relative excitation purity for the primary was examined. The
linearity of a given primary was evaluated by calculating the angle between two vectors defined
by three points: D65, the least saturated color, and the most saturated color. It means that
if all the color stimuli of a given primary are on a straight line, the angle of the primary
should be zero. Otherwise, the poorer the linearity of a primary is, the larger the angle of the
primary will be. As shown in Figure 5.12, a negative correlation is witnessed as expected. It
suggests that predicting the scales using relative excitation purity would be effective for some
primaries whose colors align with the same straight line. However, further investigation would
be necessary to make sure of this hypothesis.

5.4.5

Improving the Performance of CAMs

Looking at Figure 5.13, why the concave-up curve fittings in Figure 5.9 and 5.10 provide better
fits to the scales than the linear baselines are understandable. Although our color stimuli
dataset, MCSL-HDR, are fewer than the LUTCHI dataset, even some less saturated colors
in our dataset are way more saturated than highly saturated color in the LUTCHI dataset.
It suggests that the majority of colors in our dataset fall within the extrapolation range of
CIECAM02 and CAM16. From this perspective, an empirical approach was attempted to
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Figure 5.12: The performance of the relative excitation purity for each hue (R2 ) versus the
linearity of the hue (Angle). The linearity of a given hue is computed by calculating the angle
between two vectors defined by three points: D65, the least saturated color, and the most
saturated color.

Figure 5.13: Comparisons of the LUTCHI dataset and our color stimuli (MCSL-HDR).These
2-D and 3-D plot clearly illustrates that the color stimuli (colored circles) in MCSL-HDR are
much saturated than those in LUTCHI dataset.
improve the performance of the CAMs’ predictors. Based on the analysis from the previous
subsection, functions to improve the performance of the predictors of the CAMs are defined
as a power function,
y = kxp
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where a new prediction, y, is as a power function taking the original prediction, x, predicted by
a CAM with a coefficient, k, and an exponent, p. Using the nonlinear multivariable function
in MATLAB, fmincon, with a constraint that forces the power function to include the anchors.
Note that the absolute predictions and scales were used to optimize the power function rather
than the normalized ones. The optimization results are described in Table 5.4
Table 5.4: Optimized coefficients and exponents for the functions of each CAM’s predictors.
See also Equation 5.4.9.
CAM16

CIECAM02

CIELAB

M

C

s

M

C

s

C

s

k

0.3646

0.3231

0.0403

0.4608

0.4356

0.0465

0.5385

0.9997

p

1.1876

1.1993

1.7147

1.1468

1.1468

1.6833

1.1097

1.0002

Table 5.5: Optimized coefficients and exponents for the functions of each CAM’s predictors.
See also Equation 5.4.9.
MCSL-HDR
Attr.

Before

After

CIECAM02

M

17.6

13.4

CAM16

M

21.3

13.5

CIECAM02

C

17.6

13.9

CAM16

C

21.3

13.5

CIELAB

C

16

14.8

CIECAM02

s

27.6

13.3

CAM16

s

30.3

13.4

CIELAB

s

17.2

17.2

The performance of the improved predictors of the CAMs was evaluated in both descriptive
and visual ways. As described in Table 5.5, the power-function-based improvement works well
as the CV values of most predictors except for CIECAB saturation are lower than "before the
improvement". Interestingly, the k and p values for the power function of CIELAB saturation
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are nearly 1. It means that there is virtually no difference between "before the improvement"
and "after the improvement". Figure 5.14 and 5.15 also show the improvements, representing
that the scales versus the predictions becomes more linear. Besides, the improved R2 values
denoted in these figures reflect the results in Table 5.5. In order to confirm the improvements,
a series of independent t-test was carried out. The statistical test was done evaluating the
difference in CV between "before the improvement" and "after the improvement" for each
predictor. The test results reveal that most predictors’ performances are improved significantly, except for CIELAB saturation. Regarding these results, it is also noteworthy that the
improvements tend to result in poor predictions for highly saturated colors. Probably, it is due
to the fact that these highly saturated colors in the MCSL-HDR dataset are fewer relatively.
Thus, the improvements might be somewhat optimized, being biased to less saturated colors.
Table 5.6: Results of independent t-tests to evaluate the statistical difference in the CV value
between "before the improvement" and "after the improvement" (α = 0.05).
Attr.

5.5

p-value

CIECAM02

M

∗ 0.000

CAM16

M

∗ 0.000

CIECAM02

C

∗ 0.000

CAM16

C

∗ 0.000

CIELAB

C

∗ 0.037

CIECAM02

s

∗ 0.000

CAM16

s

∗ 0.000

CIELAB

s

0.998

Summary

A psychophysical experiment using the direct scaling method was carried out to derive relative colorfulness scales of extremely saturated colors with high luminance levels. For the
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Figure 5.14: Normalized actual values versus normalized predicted values by improved four
predictors: CIECAM02 colorfulness, CAM16 colorfulness, CIECAM02 chroma, and CAM16
chroma. Each broken red line indicates ideal results where the predicted values are the same
as the measured values. Each broken blue line shows the result of a nonlinear regression
model that better explains the relationship between the predicted and the actual. See 5.9 for
comparison.
experiment, a customized HDR display named 3-pixel HDR display was built to mimic a highperformance HDR display using narrowband 7-primary LED systems. Taking into account
the capability of the 3-pixel HDR display, a new set of color stimuli named MCSL-HDR was
generated, which is much saturated than the conventional LUTCHI dataset.
The experiment revealed that previous CAMs, such as CIECAM02, CAM16, and CIELAB
show a typical agreement with the measurements for the highly saturated colors. However, the
CAMs generally tend to overestimate the perceived colorfulness of the less saturated colors
in the MCSL-HDR dataset while underestimating that of the highly saturated colors was
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Figure 5.15: Normalized actual values versus normalized predicted values by improved four
predictors: CIECAM02 saturation, CAM16 saturation, CIELAB chroma, and CIELAB saturation. Each broken red line indicates ideal results where the predicted values are the same
as the measured values. Each broken blue line shows the result of a nonlinear regression
model that better explains the relationship between the predicted and the actual. See 5.9 for
comparison.
found. Also, the overestimates and underestimates seem to vary with hue and luminance.
These observations might be because the previous CAMs were optimized for relatively less
saturated and low-luminance color stimuli, for example, LUTCHI. Also, a computationally
simple approach to scale saturation, excitation purity, was examined to see if it performs well
at predicting the scales. The prediction of relative excitation purity derived from excitation
purity is somewhat dependent on the primary was found.
Based on the observations, an empirical approach based on a power function was suggested
to improve the performance of the CAMs’ predictors. The evaluation results showed that this
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simple power function effectively improves the performance of the CAMs’ predictors. However,
this approach does not seem to be effective in improving the predictions for highly saturated
colors in the dataset. This result would be due to the fact that such highly saturated colors
were less used in the experiment and modeling. Hence, future studies are required to verify
the experimental results and the approach.
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Chapter 6

The Estimation of Perceptual
Tradeoffs in Future HDR Displays

6.1

Abstract

In this work, an evaluation tool, which predicts the observer metamerism magnitudes (OMMs)
and perceived color gamut volumes (CGVs) of given displays, is proposed. This model takes
the spectral power distributions (SPDs) of a reference and test displays’ primaries as inputs
and returns the test displays’ potential OMMs and perceived CGVs. Thus, this tool could
be utilized to find proper spectral characteristics that minimize the OMM maximizing the
perceived colorfulness when optimizing a display design.
Two use cases of the tool are introduced to show how this tool can be used. In the first case,
the tool presents how perceived CGV and OMM vary with expansions in chromaticity gamut.
In the second case, the evaluation tool deals with numerous displays whose area coverage of
Rec.2020 is nearly identical, 90% on the CIE 1976 u’v’ chromaticity diagram. This case shows
how even displays, which can cover similar areas of chromaticity gamut physically, differ from
each other in terms of perceptual colorfulness coverage and OMM. The second case would be a
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practical example for future users who could use the tool to co-optimize the peak wavelengths
and spectral width (or FWHM) of their displays under development with other aspects, for
example, technical feasibility, power efficiency, product’s lifetime, and power consumption in
a display design process.

6.2

Motivations

Chapter 4 and 5 discussed possible negative and positive impacts, observer metamerism and
perceived colorfulness, which can arise by expanding chromaticity gamut. These discussions
suggest that an expansion in chromaticity gamut technically leads to increasing perceived
colorfulness as well as aggravating observer metamerism. Specifically, Chapter 4 introduced
that the degree of observer metamerism tends to worsen with chromaticity gamut expansions
because the expansions typically require displays with narrower primaries, and the narrower
primaries mainly amplify observer variability. However, previous studies [Li et al., 2021a, Li
et al., 2021b] revealed that peak wavelengths of primaries also impact the degree of observer
metamerism. In the meantime, Chapter 5 introduced how the perceived relative colorfulness of
highly saturated colors vary. Also, the performance of previous CAMs’ predictors for predicting
the perceived colorfulness of highly saturated colors with high luminance levels was evaluated
and found that needs to be improved.
Based on the results, the question has come up: "How can we select the optimized chromaticity gamut of an HDR display, maximizing perceived colorfulness while minimizing observer metamerism?" In this chapter, an evaluation tool developed incorporating the results
from the previous chapters is introduced. Also, two use cases are described to show how this
tool can be utilized in the design process for HDR displays.
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Figure 6.1: A schematic diagram (top) and GUI (bottom) of the evaluation tool.

6.3

Methods

Figure 6.1 shows the schematic diagram and GUI of the evaluation tool. The evaluation tool
basically takes the SPDs of reference and test displays. It outputs the OMM computed using
OM MN (4.3.12) and CGV of the test displays. The reference display typically refers to a
calibrated display for color grading in the post-production process. Thus, the test displays
are ideally meant to provide identical color perception to the viewers as that of the reference
display. By definition, OM MN uses a D65 neutral color with 50 cd/m2 . However, the evaluation tool serves a non-reference mode, which literally does not take a display for reference.
Although, in the following examples introduced in the Section 6.4, an example Rec.709 display
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is used as a reference display, any display can be a reference, depending on purposes. Thus,
the degree of observer metamerism of test displays would vary with a change in the reference
display. However, in this mode, the SPD of the CIE D65 standard illuminant is provided as
a reference. This mode assumes that the CIE D65 illuminant is an ideal reference that minimizes inter-observer variability occurring due to spectral width or peak wavelength. Also, this
mode would be useful when evaluating observer metamerism for lighting systems. How this
mode can be used is briefly introduced later. Also, the detailed procedures of how to compute
OM MN is introduced in the subsection 4.3.4.
The perceived CGVs of the test displays are calculated using the SPDs of the displays
solely. The CGV is meant to evaluate the ultimate color reproduction capability of a display.
Recently, Masaoka et al. and Jiang [Masaoka et al., 2020, Jiang, 2021] proposed approaches
to calculate the CGV of displays. The former approach creates 2-dimensional gamut rings or
gamut slices at different lightness or brightness levels using a color appearance model, such
as CIELAB, and sums the gamut rings up to compute the CGV. Although this approach
is plausible, it mainly considers RGB or RGBW displays but not multi-primary displays or
lighting systems. Also, due to the interpolation algorithm used to compute gamut rings, the
computation time exponentially increases with an increase in the number of gamut rings.
On the other hand, in order to make this approach more efficient, Jiang proposed regression
models to estimate the CGV of a display based on the former approach. Because this approach
does not take complicated formulae to compute color appearance attributes to reconstruct a
3-dimensional volume, it is computationally efficient. However, Jiang’s approach is designed
to compute the CGV of RGB or RGBW displays only. For this reason, as an alternative,
a new approach designed based on the volume-color reproduction capability (VCRC) metric
[ICDM, 2012] introduced in the Information Display Measurements Standard (IDMS) by the
International Committee for Display Metrology (ICDM) is suggested. Basically, the VCRC
metric is also designed to compute the CGV of RGB displays. One interesting characteristic
of the metric is taking into account not only primaries, such as red, green, and blue, but also
secondaries, such as yellow, cyan, and magenta.
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Figure 6.2: The schematic concept of the volume-color reproduction capability (VCRC) metric
[ICDM, 2012]. The VCRC breaks the 3-D color gamut volume of a display down into tetrahedrons using an interpolation technique. Then, the volume of each tetrahedron is calculated.
The VCRC of this display ends up with the sum of all the tetrahedrons.
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As shown in Figure 6.2, the principle of the VCRC metric is to break the 3-D color gamut
volume of a display down into many small tetrahedrons. In order for this, it first computes
interpolated points between black and each primary. Next, it defines an inner point, which is
the average of the primaries, black and white. Two sets of tetrahedrons are made from the
interpolated points, inner point, black and white. To be precise, one tetrahedron set is made,
connecting the interpolated points and black to the inner point, while the other tetrahedron
set consists of tetrahedrons made using the primaries and secondaries and white. Afterward,
the volumes of all the tetrahedrons are computed using Equation 6.3.1

1
VN = |(P~N × Q~N ) · r~N |
6

(6.3.1)

where N is from 1 to the number of tetrahedrons. P~N , Q~N , and r~N represent the vectors of a
given tetrahedron’s edges depicted in Figure 6.2. Then, the CGV is given by the summation
of volumes:
V CRC =

X

VN

(6.3.2)

N

Technically, any CAM or color encoding system that yields three-dimensional color attributes, hue, colorfulness (or chroma), and brightness (or lightness) can be used to compute
the CGV of a display based on the VCRC. Because luminance effects are important to evaluate
the CGV of a display, CAM16 brightness (Q), colorfulness (M), and hue (h) are considered
in this work. As Chapter 5 shows that the prediction of CAM16 colorfulness for highly saturated colors can be improved, CAM16 colorfulness is determined by Equation 5.4.9 with an
coefficient and exponent described in Table 5.5. In order to extend the VCRC to compute the
CGV of multi-primary displays or lighting systems, following assumptions are made. First,
for given primaries, neighboring-secondaries are defined. It finally results in twice the number
of primaries. For example, if a display has four primaries, the number of the total primaries
of the display is eight (four primaries and four secondaries). Second, the QMh values of the
primaries, secondaries, those intermediate points, inner point, black, and white are used to
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account for luminance effects instead of L∗ a∗ b∗ used in the example in Figure 6.2. Finally, the
white equals to the summation of the primaries is assumed.

6.4

Results & Discussions

Two use cases of the evaluation tool are discussed. The first case deals with displays whose
chromaticity gamut is different from each other. This case is subcategorized into two subcases.
The first subcase includes displays whose peak wavelengths of the three primaries are equal
from one to another, but their FWHMs are different. Thus, this subcase represents a situation
that the target peak wavelengths of the primaries of a display under development are fixed,
but their FWHMs are not determined. In this situation, the display’s FWHM can be decided,
looking into how the OMM and CGV of the display vary with the FWHM. The other subcase
introduces the example displays used in Chapter 4. As introduced earlier, the example displays
cover different chromaticity gamuts ranging between Rec.709 and Rec.2020. This subcase
shows a typical case of how OMM worsens when expanding the chromaticity gamut. On the
other hand, the second case demonstrates a more practical case consisting of displays whose
physical chromaticity gamuts are similar to each other: 90% of Rec.2020 on the CIE 1976 u’v’
diagram. The case shows that even displays that can cover similar chromaticity gamuts would
result in different OMMs or/and perceived CGV. Probably, the results are attributed to the
difference in the peak wavelengths and FWHMs across the displays, despite their similar area
coverage. Keep in mind that the white point of all the displays in this work was assumed as
D65 and the CIE 2015 10◦ standard observer was utilized for computations.

6.4.1

Case #1

For the first subcase of Case #1, seven test displays were generated. As explained above, the
peak wavelengths of the primaries of the displays were determined according to the technical
specifications for the ideal HDR display: 630nm for red, 532nm for green, and 467nm for blue
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Figure 6.3: Plots showing the SPDs of the seven example displays for the first subcase (left) and
the chromaticity color gamuts for the displays (right). Note that the chromaticity coordinates
were computed using the CIE 2015 10◦ standard observer.

[ITU, 2018]. The spectral shape of the display primaries was assumed as a typical Gaussian
curve. Accordingly, the SPDs of the displays were created using Equation 4.3.1 with µ and σ
that indicate peak wavelength and spectral width, respectively. The σ values of the displays
were arbitrarily determined: 1, 10, 15, 20, 25, 30, and 35 nm. Note that FWHM is 2.355σ
approximately. The other seven test displays for the second subcase came from the example
displays introduced in Chapter 4. Both subcases assumed the Rec.709 example display as
the reference display for computing OMMs. The rest of the example displays from Chapter
4: DCI.P3, Rec.2020 75%, Rec.2020 80%, Rec.2020 85%, Rec.2020 90%, Rec.2020 95%, and
Rec.2020 100% example displays were used as the test displays for the second subcase. The
peak luminance levels of the example displays in both subcases are 1, 000cd/m2 were assumed.
The detailed technical specifications for the example displays are described in Figure 4.3 and
Table 4.1.
As shown in Figure 6.3 and 6.4, the narrower the SPDs of a display, the wider chromaticity
gamut it covers. One interesting observation from Figure 6.4 is that the blue primaries of some
example displays whose chromaticity gamut is smaller than Rec.2020 100% are down beyond
the blue primary of Rec.2020 100%. It is presumably because the SPDs of the example
displays were originally optimized using the CIE 1931 2◦ observer in Chapter 4. However,
142

6.4. Results & Discussions

Figure 6.4: A plot showing the chromaticity color gamuts on the CIE 1976 u’v’ chromaticity
diagram for the example displays for the second subcase. The SPDs of the displays are
illustrated in Figure 4.3.

the chromaticity gamuts on the CIE 1976 u’v’ diagram were plotted using the CIE 2015
10◦ observer. Thus, the significant difference in the S-cone fundamental between the CIE
1931 2◦ observer and CIE 2015 10◦ observer caused the blue deviations. Figure 6.5 presents
the simulation results of both subcases as plots of OMMn versus perceived CGV. The red
circles mean the example display with the broadest chromaticity gamut, while the indigo
circles indicate the example display with the narrowest chromaticity gamut. Thus, these plots
clearly show that the perceived CGV increases with expansions in the chromaticity gamut.
Simultaneously, observer metamerism gets worse.
In addition to the expected results, there is a couple of notable observations from the results. The perceived CGV of the example display with the narrowest chromaticity gamut in
the first subcase is considerably smaller than that of the example display with the narrowest
chromaticity gamut in the second subcase. Nonetheless, the former display’s OMM is significantly higher than that of the latter display. It means that the former display likely causes
a worse observer metamerism than the latter display despite its narrower chromaticity gamut
when the Rec.709 display is viewed side-by-side. Also, in terms of chromaticity gamut area,
the example displays’ areas in the first subcase change more dramatically than those in the
second subcase. However, changes in the OMM per the perceived CGV for the second subcase
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Figure 6.5: Plots showing comparisons of OM MN versus perceived CGV between the two
subcases: The first subcase (left) and the second subcase (right).
are much steeper than for the first subcase. Based on the observations, it would be fair to say
that the degree of observer metamerism and perceived CGV of a display depend on not only
its spectral width but also its peak wavelengths.

6.4.2

Case #2

The second case introduces a more practical example that can be done using the evaluation tool
in a display design process. 525 example displays whose chromaticity gamut covers almost
90% of Rec.2020 on the CIE 1976 u’v’ chromaticity diagram were generated following the
restrictions. First, based on previous studies [Kim et al., 2017, Zhu et al., 2015], the peak
wavelength ranges for red, green, and blue were set: from 625 to 640nm with 1-nm step for
red, from 515 to 535nm with 1-nm step for green, and from 460 to 470nm with 1-nm step for
blue. Second, the spectral widths (σ) between the primaries were assumed to be the same: 5,
10, 15 or 20 nm. Then, using a brute-force algorithm, the SPDs of the example displays were
determined, as shown in Figure 6.6.
Although these example displays can cover similar chromaticity areas physically, the distributions of the OM MN and perceived CGV of the displays are obviously dispersed, as Figure
6.7 illustrates. Looking at the left plot in Figure 6.8, this dispersion can be witnessed more
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Figure 6.6: Plots showing the SPDs of 525 example displays whose chromaticity gamut coverage to Rec.2020 is nearly 90% (left) and the chromaticity color gamut of the displays on the
CIE 1976 u’v’ diagram (right). The red, green, and blue circle on the right plot indicate the
chromaticity coordinates of Rec.2020.

clearly. In particular, four displays named TL, TR, BR, and BL show how OMMs and perceived CGVs of displays with similar chromaticity gamuts can be different from each other.
The display TR causes the worst observer metamerism among the example displays, while
nearly covering the largest perceived CGV. On the other hand, the display BL reduces the degree of observer metamerism with a physically large chromaticity gamut, but it likely conveys
pretty poor perceived colorfulness. Probably, the display TL can be called the worst display
among the example displays because it provides relatively inferior perceived colorfulness, while
causing a large degree of observer metamerism. Contrarily, because the display BR presents a
high perceived CGV, while arising a low degree of observer metamerism, it can be regarded as
the best display among the example displays as long as observer metamerism and perceived
colorfulness are the only factors considered in the design process. Interestingly, although the
display TL gives a worse observer metamerism than the display BR, the former display has
much broader SPDs than the latter display. This result is clearly against the general hypothesis
that narrow-band primary displays tend to cause a poorer observer metamerism. In addition,
both the display TR and BR have narrow-band primaries similarly as shown in Figure 6.8,
but there is a considerable difference in the OM MN between the two displays. It would be because the peak wavelength of the blue primary of the display BR is much closer to those of the
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S-cones of individual observers. This observation coincides well with the experimental results
from Li’s studies [Li et al., 2021a, Li et al., 2021b]. Looking at displays TL and BL, both have
broad-band primaries as their relatively low CGV represent. However, there is a considerable
difference in OM MN between the displays. Presumably, these cases are a good example to
show that the peak wavelengths of primaries come into play more dominantly in the observer
variability than the spectral width of primaries. Besides, these examples demonstrate how
important selecting proper peak wavelengths of the primaries of a display is when designing
an HDR display, in addition to attempts to provide a larger color gamut. Ultimately, this tool
can be used in a display design process based on the finding. Let us assume that a display
designer wants to pick out an optimum display, which provides a chromaticity gamut coverage
of 90% of Rec.2020, considering the perceptual trade-offs. The previous example shows that
a perceptually optimum display would exist in the lower-right corner of the left plot in Figure 6.8. Furthermore, it would be possible to imagine that the designer wants to set certain
boundaries for OM MN and CGV, considering the degree of freedom in the display design.
Certainly, the ranges could vary based on purposes or the target application of the display.
For example, assume that the designer set the maximum OM MN and minimum acceptable
CGV for the display, as shown in the left plot in Figure 6.8. Based on the boundaries defined,
the display BR could be the optimum display that the designer is looking for. However, at
the same time, the designer could select another one within the boundaries, considering other
factors, such as cost, luminous efficiency, and lifetime.

6.4.3

Non-reference mode

Figure 6.9 shows the evaluation result of the 8 example displays introduced in Chapter 4 in
the non-reference mode. Thus, the CIE D65 illuminant was used as a reference. In this example, it would be imaginable that these displays are LED lighting systems but not displays.
There is a couple of interesting findings from Figure 6.9. The five displays, Rec.709, DCI.P3,
Rec.2020 75%, Rec.2020 80%, and Rec.2020 85% represent similar OM MN values. However,
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Figure 6.7: Histograms of the OM MN (left) and perceived CGV (right) of the 525 example
displays.

Figure 6.8: Plots showing OM MN versus perceived colorfulness of the 525 example displays
(left) and the SPDs of four displays, TL, TR, BR, and BL (right). The blue line and green
line in the left figure represent a hypothetical upper limit and lower limit for OM MN and
CGV that an user set in the display design process.
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Figure 6.9: Plots showing OM M n versus perceived CGV of the 8 example displays introduced
in Chapter 4. Note that OM M n was computed in the non-reference mode.

from Rec.2020 90%, OM MN values rapidly increase. This large step-up in OM MN between
Rec.2020 85% and Rec.2020 90% could be a key factor when choosing a perceptually optimum design. It would depend on which factor is more dominant or important in the target
application of the product. According to Table 4.1, the large step-up seems to be because the
first five SPDs have almost the same peak wavelengths for primaries and relatively broad-band
primaries. However, the rest of the SPDs have at least more than one narrow-band primary
and their peak wavelengths for green and blue are pretty different from those of the five SPDs.
Another interesting finding is that the OM MN values of the five SPDs are quite high, approximately 6, considering the unit of OM MN is practically the same as that of the CIEDE
2000 formula. Because Rec.709 displays are generally thought that they do not cause serious
observer metamerism in soft-proofing applications, this result might be somewhat extraordinary. Also, this result suggests that a psychophysical experiment is required to see how well
the unit of OM MN aligns with human perception.
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6.5

Summary

A tool aiming at evaluating two perceptual trade-offs, observer metamerism and perceived colorfulness, examined in Chapter 4 and 5, is introduced. This evaluation tool was implemented
incorporating OM MN and the perceived colorfulness formula improved in the previous chapters. The tool’s usage is relatively straightforward because it only takes the SPDs of a reference
display and test displays. The reference display plays a role in only computing the degree of
observer metamerism for the test displays. Also, the tool serves a non-reference mode, which
uses the CIE D65 standard illuminant for reference but not a reference display. In the meantime, the reference display practically indicates a calibrated display for color grading. The
final outputs of the evaluation tool are the OM MN s and perceived CGVs of the test displays
given.
Two use cases were suggested to show how this evaluation tool can be used in a display
design process. The first use case demonstrated with two subcases how perceived CGV and
the degree of observer metamerism vary as the chromaticity gamut expands. The first use
case also provided evidence that not only the spectral widths but also the peak wavelengths
of a display play a critical role in the degree of observer metamerism and the perceived CGV.
The second use case would give a more practical example to future users about how to use
this tool for designing a display. In this use case, 525 example displays whose chromaticity
gamut coverages are similar to 90% of Rec.2020 were present. Even displays with a similar
chromaticity gamut could result in significantly different observer metamerism magnitudes
and perceived CGVs were found in the use case. The example also showed that the peak
wavelengths could be a more decisive factor in the degree of observer metamerism than its
spectral widths. The use cases suggest that the future users would use this tool for designing
a future HDR display, taking into account other factors or tools such as technical feasibility of
the peak wavelengths and spectral widths selected, power or luminous efficiencies of the light
sources of displays, color filter materials, and other optimization processes.
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Chapter 7

Conclusion

7.1

Summary

HDR displays have been spotlighted in the market as not only present display but also future
display. These displays are quickly taking over the display market from the traditional SDR
displays. Behind the advent of HDR displays is the desire to reproduce as close as possible what
we see in the world every day. Hence, considering the huge luminance levels and color range
of the human visual system, it is not surprising that these HDR displays require amazing and
daunting technical specifications, a peak luminance of 10,000 cd/m2 and Rec.2020, compared
to the traditional displays.
The difficulty of the intimidating technical specifications is mainly attributed to the general
trade-off between luminance and chromaticity gamut. Numerous studies have been performed
focusing on how to develop a better HDR display under the trade-off. Various studies center
on a technical point of view, such as luminous or power efficiency of backlight units and color
filter materials. At the same time, perceptually possible benefits or side effects of HDR displays
have also received attention. However, such perception-centric studies mainly address either
positive or negative effects of an enormous dynamic range or a wide chromaticity gamut. Few
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works have attempted to explore perceptual trade-offs of HDR displays. In particular, the
potential positive and negative effects of a wide chromaticity gamut, which ultimate HDR
displays can provide in addition to a high dynamic range, require extensive exploration. For
the exploration of HDR displays’ perceptual trade-offs, various psychophysical experiments
and simulations were conducted in this dissertation.
At first, the image quality trade-off relationship between peak luminance and chromaticity was addressed. A psychophysical experiment was conducted to understand the required
luminance for the equivalent image quality of various images with changes in the chromaticity
gamut area. An OLED TV, which almost covers DCI.P3 chromaticity gamut with a peak
luminance of 400 cd/m2 was used as an example HDR display despite its relatively low peak
luminance. The images that we can usually watch on TV or monitor, in reality, were selected
for the experiment, such as skin tone, sky, grass, and beach. A gamut mapping algorithm
based on the hard-clipping method was implemented to mimic displays with different chromaticity gamuts and peak luminance levels using IPT, which is a perceptually uniform color
space. It means that a physical color gamut, for example, 90% of DCI.P3 with 200 cd/m2 ,
was realized using the gamut mapping algorithm with the IPT color space. The TV simultaneously presented two images: the same content but meant to be present on two displays with
different color gamuts. The experiment was carried out using the method of adjustment. One
image was fixed as a reference display, while the other image was variable as a test display. To
be precise, the test image’s chromaticity gamut was fixed, but its luminance was adjustable.
Thus, the observers’ task was to adjust the luminance level of the test image until the two
images appear to have equivalent image quality. The observers’ responses were recorded in
the IPT lightness value, and they were converted into luminance values later.
Overall, the experiment results revealed that the required lightness level for equivalent
image quality decreases as the chroma increases. It is equivalent to say that the luminance required to maintain equivalent image quality can be reduced if the chromaticity gamut expands.
The results are pretty reasonable. However, there are also several interesting observations from
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the experiment results. A unit change in lightness does not equal a unit change in chroma in
perceptual image quality. In addition, the effects of the two color appearance attributes are
different from one image to another. It implies that the trade-off relationship between luminance and chromaticity gamut also varies depending on images. An ANOVA test confirmed
this observation. Based on the test result, images either including many achromatic pixels or
having achromatic ROIs were found that nearly an equal luminance level is required to maintain equivalent image quality regardless of the change in chromaticity gamut. Presumably,
the result is because a change in luminance significantly affects those achromatic regions in an
image, resulting in a noticeable detail distortion. Such a distortion could also be due to the
hard-clipping method used in addition to the change in luminance.
Two simple mathematical models to predict the equivalent image quality of given images
for the trade-off were proposed based on the experimental results. The models take into
account the peak luminance and chromaticity gamut area of a display device as well as image
statistics which tell how chromatic or achromatic a given image is. The difference between
the models is that one is computing the image statistics from the ROIs of the images while
the other does not. The evaluation result showed that both models perform well. The one
built based on the ROI information just subtly outperforms the other. It is good to know that
there is no significant difference in the performance between the models because automatically
detecting an image’s ROIs is not an easy task.
Next, the effects of changes in chromaticity gamut, peak luminance, and reference white
level on observer metamerism in HDR displays were investigated using simulation. For the
simulation, 1,000 2◦ individual CMFs were created based on the United Nations’ report about
the latest age distribution. Example displays with eight different chromaticity gamuts ranging
between Rec.709 and Rec.2020 were built to depict various HDR display products. The peak
luminance levels of the displays were assumed to have four different levels: 500, 1,000, 2,000,
and 4,000 cd/m2 . Also, four different reference white levels were examined: 100, 200, 500,
and 1,000 cd/m2 . About 100,000 uniformly distributed color stimuli, which are expected to
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cover the possible colors in HDR content, were created using the ICt Cp color space. A formula
derived from CIEDE 2000 was used to compute the observer metamerism magnitude (OMM)
between a pair of displays.
The simulation resulted in several noteworthy results. First, the OMM tends to increase
with an increase in the chromaticity gamut, which coincides with the results of previous
studies. Thus, it is generally true that narrow-band primary displays likely cause larger OMMs.
However, the simulation also found that the OMM of a display heavily depends on the spectral
similarity of a paired display. For example, the OMM of the display DCI.P3 has the smallest
OMM when the display Rec.709 is paired. On the other hand, the display’s OMM peaks if
the display Rec.2020 100% is paired. However, interestingly, the display Rec.2020 100% tends
to produce large OMMs even if paired with narrow-band primary displays. It indicates that
displays with less narrow-band primaries might be a reasonable alternative for applications
that need wide color gamut displays. It should be noted that the effect of increases in peak
luminance on OMM is somewhat limited. The OMM between paired displays was witnessed
that it does not proportionally increase as much as increases in peak luminance. An increase
of 7 ∼ 8 % in the OMM was found when the peak luminance level of a pair of displays is
doubled. Similarly, the effect of changes in the reference white level on OMM is somewhat
limited. It was found that even the reference white level drops up to 50%, the OMM between
a pair of displays increases by about 15%. It is also noteworthy that even if the reference
white level increases up to 5 times, the OMM between a pair of displays does not drop below
70%.
Additional analyses were made to see what needs to do to understand observer metamerism
in HDR displays better. First, two different computational approaches, standard color difference and individuals’ color difference, were compared. The former was the one used to compute
the OMM between displays. It basically creates the metameric match of a given color to the
SPDs of a reference display for each individual observer. Then, the color difference between
a pair of metameric matches is computed for a given standard observer, for example, CIE
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1931 2◦ observer. On the other hand, the latter creates the metameric match for the standard observer, and the color difference between the metameric matches is calculated for each
individual observer. The former would be more legitimate for such analysis, but the two approaches give statistically similar results. Because the latter is computationally more efficient
if a large numbers of metameric matches should be made, this finding would be helpful in some
casual applications that need to compute observer metamerism between displays. Second, age
is a key factor that affects variances in OMM between displays. The simulation result reported
that a pair of displays resulting in a large OMM likely yields a large variance of color differences between age groups and within each age group. Also, it was confirmed that our selection
of using 90th percentile observer instead of the maximum observer when computing the OMM
between displays would give results less biased by a particular age group, for example, old
adults. Third, the formula proposed for computing OMM was simplified, named OM MN .
This simplified formula was found computationally efficient by using a single neutral color and
classified individual observers, Asano categorical observers. For example, OM MN , 10, which
uses ten categorical observers, maximizes efficiency without sacrificing accuracy. This result
suggests that the proposed method would be a reliable and computationally efficient approach
when evaluating observer metamerism between displays.
A colorfulness scale for highly saturated colors with high luminance levels was explored.
In order to derive a colorfulness scale, a customized display named a 3-pixel HDR display
was built using 7-narrow-band-primary LED systems. Although the display is not capable
of providing the peak luminance level required for an ideal HDR display, it provides high
peak luminance levels up to about 4,000 cd/m2 depending on the primaries. Also, the display
even covers a larger chromaticity gamut than Rec.2020, covering about 92.5% of Rec.2020 at
the same time. A new color stimuli dataset named MCSL-HDR was created, which provides
highly saturated and brighter colors than the traditional dataset, LUTCHI. A psychophysical
experiment was done to measure relative colorfulness using the direct scaling method instead
of the magnitude estimation method. 20 observers consisting of 10 experienced observers and
10 naive observers participated in the experiment.
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The experiment result showed that previous CAMs, such as CIECAM02, CAM16, and
CIELAB, reliably predict the perceived colorfulness of the new dataset in terms of CV.
Nonetheless, it was witnessed that the CAMs tend to overestimate the perceived colorfulness
of low-M colors and underestimate that of high-M colors. These overestimates and underestimates are slightly different from hue to hue and from luminance to luminance. Such results
might be due to the fact that the early CAMs were optimized for the relatively less saturated
dataset than the new one. A notable finding was that the two CAMs, CIECAM02 and CAM16,
which are technically meant to be almost the same, output different hue, chroma, saturation,
and colorfulness values for highly saturated colors. An additional analysis confirmed that the
difference in the computation at the post-adaptation step on the two CAMs is propagated
towards the following steps, such as redness-greenness and yellowness-blueness, that play an
essential role in the color appearance attributes. However, a statistical test showed that the
differences between the CAMs are not statistically significant.
Based on the experimental results, an improved method based on a simple power function
was proposed and tested. As a result, the proposed method showed improved results in predicting the perceived colorfulness of highly saturated colors by mostly correcting the nonlinearity
due to overestimate. However, because the improvement tends to overlook the underestimate for extremely highly saturated colors, independent verifications and future works will be
necessary.
Lastly, an evaluation tool incorporating the results from the observer metamerism study
and colorfulness scale study was proposed. These two attributes are technically a tradeoff relationship under changes in chromaticity gamut. Ultimately, the tool’s purpose is to
evaluate the perceptual trade-off to help future users design future HDR displays. The tool
was designed to provide a straightforward approach by taking the SPDs of a reference display
and test displays. A reference display is only needed when computing OMM as a target display
calibrated for color grading. On the other hand, test displays are the displays that the users
want to evaluate in terms of OMM and perceived CGV.
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7.1. Summary

Two use cases were examined to show how this tool can be used in a display design process. The first use case comprises two subcases having different purposes. The two subcases
commonly have test displays with different chromaticity gamuts, but the difference is whether
example displays of each subcase have the same peak wavelengths of primaries or not. One
subcase contains a series of test displays with the same peak wavelengths of primaries but different spectral widths. The other subcase takes the eight example displays introduced in the
observer metamerism study. These eight example displays have different peak wavelengths,
spectral widths, and chromaticity gamuts. The evaluation tool confirmed that the perceived
CGV tends to increase with expansions in the chromaticity gamut, while the degree of observer
metamerism gets worse as expected. However, spectrally broad-band primary displays causing
even worse OMM was observed. It means that not only spectral width but also peak wavelength has to do with observer metamerism. The second use case dealt with a situation that
would potentially be practical for future users. 525 example displays with 90% of Rec.2020
on the CIE 1976 u’v’ chromaticity diagram were created, varying the peak wavelengths and
spectral widths. Interestingly, there is a large variance in OMM and perceived CGV between
the displays whose chromaticity gamut coverage is almost identical. This result presents that
selecting the peak wavelengths and spectral widths properly could be an essential factor to
determine the degree of observer metamerism and perceived CGV of a display. Also, the result
suggests that this tool can be used with other factors, such as technical feasibility and power
efficiencies, co-optimizing a design process.
This dissertation explored perceptual trade-offs caused due to a high peak luminance and
wide chromaticity gamut of HDR displays. All the works were basically conducted assuming HDR displays for consumers and a normal viewing condition. However, these works can
apply to different display applications or different products. For example, public digital signages or projectors are typically viewed under different viewing conditions and are likely to
present different content than typical consumer displays. Thus, the equivalent image quality
models can be applied to these displays by expanding or modifying the models, considering
the differences in the viewing condition and content. Also, the observer metamerism work
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and colorfulness scaling work can be used by different industries. As the lighting industry
also pursues advanced LED systems with narrow-band primaries, color rendition and gamut
indices are important metrics to evaluate the quality of lighting products. The proposed OM
metric can be used to evaluate how large observer variability a lighting product can cause as
a sub-indicator. Also, this metric can be utilized to optimize the number or peak wavelengths
of primaries for the products. Also, this usage can be appliable to digital projectors. Because
although it is less likely for consumer HDR displays to adapt multi primaries (more than 3),
digital projectors for theatre or specific applications would have more primaries. With the OM
metric, the colorfulness scale can be useful to evaluate the performance of lighting products
and digital projectors. This scale would help the industries predict the perceived CGV of
their products. In the case of using both the OM metric and colorfulness scale, the proposed
evaluation tool will be even efficient way and helpful.

7.2

Future Work

This dissertation addressed necessary perceptual trade-offs that need to be considered when
designing future HDR displays. Various models and metrics were proposed: image quality
equivalency models, a computationally efficient observer metamerism metric named OM MN ,
and improved formulae to improve the prediction of perceived colorfulness for highly saturated
and bright colors. However, there are still further studies and works necessary to improve and
verify them.

7.2.1

Image quality equivalency models

The image quality equivalency models were devised based on the experiment that relies on the
legacy imaging and display standard, Standard Dynamic Range (SDR). The standard provides
a relatively small dynamic range and chromaticity gamut compared to the newer standard,
High Dynamic Range (HDR). For this reason, the present work has only focused on investi158
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gating the effect of reducing a chromaticity gamut ranged from 60% to 100% of the DCI.P3
gamut. Also, the experiment was performed using natural images, because the overall effect
of present interest is on image quality. It is recognized that the effect of chromaticity gamut
changes might be differently assessed using either highly chromatic images or separate color
patches. Additionally, the impact on image quality of high dynamic range and of expanding
a chromaticity gamut beyond DCI.P3 must be studied in the future. The additional study
should be considered with a more capable display and HDR images encoded with new HDR
standards, such as HDR10 or HLG. This change may lead to a different tendency than the
findings suggested by the current work. However, this future study would extend the present
results and be helpful in designing future HDR display devices.

7.2.2

Observer metamerism in HDR displays

The observer metamerism study addressed in this dissertation is based on simulations. Although the evaluation result of OM MN showed a high correlation with other metrics verified
by psychophysical experiments, further research will be essential to evaluate the proposed
metric. Besides, the output unit of OM MN is based on the color difference formula, CIEDE
2000, which was perceptually examined, but because it is well known that perceptual difference also heavily depends on several aspects, for example, stimuli separation and stimuli size,
additional verification will be required to make sure the perceptual correlates of the metric.
Also, it is nearly impossible for a narrow-band display that prevents observer metamerism
when broad-band displays are paired. Thus, for practicality, it would be necessary to study
how large OM MN is acceptable. Although the study is limited to the case when two displays
are compared side-by-side, how this metric and result can be extended for other applications,
which may use HDR displays, for example, soft-proofing, needs to be studied.
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7.2.3

Colorfulness Scale

A new dataset including extremely saturated and bright colors was created in this work. The
improved formulae to predict the perceived colorfulness for HDR color stimuli were derived
based on the new dataset. Despite the fact that the dataset covers much saturated and bright
colors than the traditional dataset, this dataset should be extended to cover more than the
seven different hues in the dataset. Accordingly, additional psychophysical experiments will
be necessary to test the performance of previous CAMs in predicting the color appearance for
HDR colors. In addition, as discussed, CIECAM02 and CAM16, which are meant to be nearly
identical, resulted in significantly different hue, colorfulness, chroma, and saturation values for
boundary colors. However, since the analysis was briefly carried out, further analysis will be
conducted to confirm the difference between the CAMs. Furthermore, the proposed formulae
should also be verified to confirm their performance and whether they are over-fitting or not.

7.2.4

Evaluation Tool

Recently, Jiang introduced various models with respect to perceptual attributes of HDR displays [Jiang, 2021]. His study mainly focused on attributes where changes in the dynamic
range and black level of HDR displays can impact. However, as this dissertation described,
changes in the chromaticity gamut of HDR displays directly have to do with determining the
performance of the displays. Hence, if the results from Jiang’s study can be incorporated into
the tool, it would be much helpful for display designers.

7.2.5

Beyond the Perceptual Trade-offs

Apart from the future works directly derived from these topics, various questions related to
color and luminance in HDR displays still remain. In terms of observer metamerism in HDR
displays, even fundamental studies would be necessary. Although observer metamerism is the
phenomenon that we can witness at least more than two metamers are given, for example, a
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pair of metameric displays or a soft copy and hard copy, which are metameric. Nonetheless,
this eccentric question could come up that "if an HDR display with extremely narrow-band
primaries presents a neutral metamer, for example, D65 created for the CIE 1931 standard
observer, is it possible to appear as a non-neutral color, for example, a pinkish or greenish
color for another observer without a reference display?". It sounds nonsense. However, there
would be a possibility of it happening. Let us assume that the display is viewed in a room
surrounded by neutral walls bouncing off a D65 illuminant. In this case, the display is not
seen side-by-side with another display, but the neutral color on the display might appear nonneutral if we adapted to the walls. In fact, a debate regarding this phenomenon was introduced
online [Wei, 2020]. If this hypothesis turns out true, it means that there is a particular primary
combination that amplifies inter-observer variability. Thus, a lighting system or display using
this primary combination is likely to cause typically large observer metamerism regardless
of paired devices. If it could be figured out why and how it happens, it would be helpful to
optimize the primaries of advanced lighting systems or HDR displays that ultimately minimize
observer metamerism in these systems.
Possible human perception related to color and luminance in HDR on a different platform
other than normal consumer displays would be worth studying. For example, virtual reality
(VR) devices have been paid much attention as a future mobile platform these days. Basically,
VR devices aim at literally providing a better realism, which aligns with the ultimate goal
of HDR technology. Thus, VR devices using HDR displays and adapting HDR technology
are pretty likely. However, viewing VR devices would be pretty different from how we view
consumer displays in various ways. For example, VR devices provide a larger field of view.
Thus, the effects of peak luminance and wide chromaticity gamut on human perception on the
VR devices would not be identical to those on the typical consumer displays. Hence, exploring
these effects would be pretty important for VR applications. Also, because a VR device
generally takes one display for each eye, a slight colorimetric difference between the displays
would result in a significant perceptual difference. If the VR device uses HDR displays, then the
perceptual difference would be even worse because these displays generally deliver much higher
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luminance levels and wide chromaticity gamuts. Thus, accurately predicting this perceptual
difference on VR devices would be essential to help design a better VR device.

7.3
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Appendix A

OMM

A.1

Supplemental Data & Code

The source codes for the metric OMMN , the SPDs of the example displays, the CMFs of
the 10 categorical observers, and additional supplementary files relevant to Chapter 4 are
accessible via a Github repository: https://doi.org/10.5281/zenodo.4588910 or https:
//github.com/observermetamerism/OMM.

OMM

A.181

A.182

OMM

A.182

Supplemental Data & Code

Appendix B

Colorfulness Scaling
All the codes and datasets regarding the colorfulness scaling work can be found at https:
//doi.org/10.5281/zenodo.8475 or https://github.com/observermetamerism/PTE.

B.1

Balanced Latin Square

The following code generates stimuli sequences for an experiment, complying with the Balanced
Latin Square design rule, which is described in Chapter 5. This code is written in MATLAB,
and it was translated from the original javascript at https://cs.uwaterloo.ca/~dmasson/
tools/latin_square/. Note that all the codes in this dissertation is highlighted using the
package by Florian Knorn [Knorn, 2021].

1

%Usage:

2

%var conditions = ["A", "B", "C", "D"];

3

%balancedLatinSquare(conditions, 0)

=> ["A", "B", "D", "C"]

4

%balancedLatinSquare(conditions, 1)

=> ["B", "C", "A", "D"]

5

%balancedLatinSquare(conditions, 2)

=> ["C", "D", "B", "A"]

6

Colorfulness Scaling

B.183

B.184

7

Colorfulness Scaling

function result = balancedLatinSquare(array, participantID)

8

result = [];

9

num_of_conditions = length(array);

10

j = 0;

11

h = 0;

12

for i = 0: num_of_conditions - 1

13

val = 0;

14
15

if(i < 2 || mod(i, 2)

16
17

val = j;

18

j = j + 1;

6=

0)

else

19
20

val = num_of_conditions - h - 1;

21

h = h + 1;
end

22
23
24

idx = mod((val + participantID), num_of_conditions) + 1;

25

result = [result array(idx)];
end

26
27
28

if(mod(num_of_conditions, 2)

29

result = fliplr(result);

0 && mod(partipantID, 2)

6=

0)

end

30
31

6=

end

B.2

B.184

MCSL-HDR Dataset

MCSL-HDR Dataset

MCSL-HDR Dataset

B.185

Table B.1: CIE xyY values of the saturated anchors in MCSLHDR dataset. Note that these values were computed using
the CIE 2015 10◦ observer.

Colorfulness Scaling

x

y

Y

#1

0.692

0.308

49.7

#2

0.446

0.535

51.5

#3

0.584

0.413

49.9

#4

0.232

0.711

54.3

#5

0.093

0.589

55.3

#6

0.099

0.222

51.6

#7

0.150

0.045

33.1

#8

0.693

0.306

99.7

#9

0.447

0.535

103.0

#10

0.583

0.414

99.9

#11

0.235

0.709

108.5

#12

0.095

0.595

110.6

#13

0.099

0.222

103.3

#14

0.150

0.046

66.7

#15

0.693

0.307

500.5

B.185

B.186

Colorfulness Scaling

Table B.1: CIE xyY values of the saturated anchors in MCSLHDR dataset. Note that these values were computed using
the CIE 2015 10◦ observer.

x

y

Y

#16

0.449

0.534

515.1

#17

0.582

0.415

500.0

#18

0.238

0.706

542.2

#19

0.099

0.599

553.3

#20

0.449

0.534

1030.2

#21

0.582

0.415

1000.3

#22

0.449

0.534

2060.5

Table B.2: CIE xyY values of the neutral anchors (D65) in
MCSL-HDR dataset. Note that these values were computed
using the CIE 2015 10◦ observer.

B.186

x

y

Y

#1

0.314

0.331

50.0

#2

0.314

0.331

100.0

MCSL-HDR Dataset

MCSL-HDR Dataset

B.187

Table B.2: CIE xyY values of the neutral anchors (D65) in
MCSL-HDR dataset. Note that these values were computed
using the CIE 2015 10◦ observer.

x

y

Y

#3

0.314

0.331

500.0

#4

0.314

0.331

1000.0

#5

0.314

0.331

2000.0

Table B.3: CIE xyY values of the test colors in MCSL-HDR
dataset. Note that these values were computed using the CIE
2015 10◦ observer. The color appearance attributes, hue and
colorfulness, were calculated using CIECAM02.

x

y

Y

hue

Predicted M

Measured M

#1

0.664

0.320

49.5

32.6

134.8

165.4

159.3

171.5

#2

0.630

0.333

49.3

31.9

112.1

125.7

115.1

136.3

#3

0.590

0.343

49.3

31.9

91.6

92.8

81.8

103.8

#4

0.544

0.351

49.3

32.3

72.3

68.9

56.7

81.1

#5

0.492

0.356

49.4

32.9

53.7

55.2

43.8

66.5

#6

0.433

0.524

51.5

106.6

69.6

74.5

71.1

77.9

Colorfulness Scaling

CI Ms

B.187

B.188

Colorfulness Scaling

Table B.3: CIE xyY values of the test colors in MCSL-HDR
dataset. Note that these values were computed using the CIE
2015 10◦ observer. The color appearance attributes, hue and
colorfulness, were calculated using CIECAM02.

x

y

Y

hue

Predicted M

Measured M

#7

0.418

0.509

51.5

107.6

59.3

65.4

59.5

71.3

#8

0.402

0.490

51.4

109.0

50.0

56.8

52.3

61.2

#9

0.384

0.468

51.3

111.1

41.3

39.3

34.4

44.2

#10

0.364

0.441

51.1

114.4

32.8

27.5

22.1

32.9

#11

0.559

0.419

50.0

63.0

77.9

88.5

84.6

92.5

#12

0.531

0.422

50.1

63.0

64.6

69.8

63.0

76.7

#13

0.499

0.421

50.2

63.9

53.0

51.2

44.6

57.8

#14

0.465

0.416

50.2

65.5

42.1

36.3

29.4

43.3

#15

0.428

0.405

50.3

68.2

31.7

26.3

20.4

32.3

#16

0.251

0.662

53.9

142.2

101.4

107.9

104.5

111.3

#17

0.266

0.613

53.5

142.7

87.8

91.5

84.8

98.1

#18

0.278

0.566

53.0

143.4

74.8

71.4

63.9

78.8

#19

0.287

0.518

52.6

144.5

62.2

50.6

43.3

57.9

#20

0.293

0.472

52.1

146.3

49.9

42.3

34.3

50.2

B.188

CI Ms

MCSL-HDR Dataset

MCSL-HDR Dataset

B.189

Table B.3: CIE xyY values of the test colors in MCSL-HDR
dataset. Note that these values were computed using the CIE
2015 10◦ observer. The color appearance attributes, hue and
colorfulness, were calculated using CIECAM02.

x

y

Y

hue

Predicted M

Measured M

#21

0.129

0.547

54.6

168.5

97.3

97.7

92.3

103.2

#22

0.160

0.509

54.0

169.0

86.2

83.8

76.9

90.8

#23

0.188

0.474

53.3

169.6

75.1

72.6

65.2

79.9

#24

0.212

0.442

52.7

170.6

64.0

53.8

46.5

61.1

#25

0.234

0.413

52.1

172.1

52.8

42.2

35.0

49.4

#26

0.114

0.237

51.5

212.1

97.7

93.4

87.9

98.9

#27

0.131

0.251

51.3

211.8

88.1

85.9

79.8

91.9

#28

0.150

0.264

51.2

211.6

78.2

65.2

58.3

72.0

#29

0.171

0.277

51.0

211.3

68.0

54.3

47.8

60.8

#30

0.194

0.290

50.8

211.1

57.4

43.6

37.8

49.4

#31

0.156

0.064

37.6

261.3

121.0

115.2

109.0

121.4

#32

0.164

0.087

41.1

262.5

107.1

78.7

68.2

89.2

#33

0.175

0.115

43.7

262.7

93.0

70.8

60.2

81.3

#34

0.189

0.147

45.8

262.1

78.6

62.0

52.0

72.1

Colorfulness Scaling

CI Ms
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Table B.3: CIE xyY values of the test colors in MCSL-HDR
dataset. Note that these values were computed using the CIE
2015 10◦ observer. The color appearance attributes, hue and
colorfulness, were calculated using CIECAM02.

x

y

Y

hue

Predicted M

Measured M

#35

0.207

0.183

47.3

260.5

63.9

49.4

40.0

58.8

#36

0.665

0.319

99.1

32.1

149.3

162.5

153.8

171.2

#37

0.631

0.332

98.7

31.6

124.4

118.8

109.1

128.5

#38

0.591

0.343

98.6

31.7

101.7

89.9

78.3

101.5

#39

0.545

0.351

98.6

32.2

80.3

69.3

58.1

80.6

#40

0.493

0.356

98.8

33.0

59.7

50.6

40.8

60.4

#41

0.434

0.524

103.0

106.4

77.5

87.0

83.9

90.0

#42

0.419

0.510

102.9

107.3

66.1

72.5

67.5

77.5

#43

0.403

0.492

102.8

108.8

55.9

51.5

45.7

57.2

#44

0.385

0.469

102.6

110.8

46.2

38.2

32.9

43.6

#45

0.366

0.443

102.3

114.1

36.8

31.2

25.6

36.8

#46

0.558

0.420

100.0

63.4

85.8

94.9

90.8

98.9

#47

0.530

0.423

100.2

63.5

71.3

72.9

65.7

80.1

#48

0.499

0.422

100.4

64.6

58.6

52.5

45.9

59.0

B.190

CI Ms

MCSL-HDR Dataset

MCSL-HDR Dataset

B.191

Table B.3: CIE xyY values of the test colors in MCSL-HDR
dataset. Note that these values were computed using the CIE
2015 10◦ observer. The color appearance attributes, hue and
colorfulness, were calculated using CIECAM02.

x

y

Y

hue

Predicted M

Measured M

#49

0.465

0.417

100.5

66.3

46.7

37.9

31.4

44.4

#50

0.428

0.407

100.6

69.1

35.3

25.0

19.5

30.4

#51

0.253

0.661

107.7

141.9

111.9

115.2

110.2

120.2

#52

0.268

0.614

106.9

142.4

97.0

97.1

90.2

104.0

#53

0.280

0.566

106.0

143.0

82.7

73.5

64.5

82.6

#54

0.289

0.520

105.2

144.0

68.8

56.7

48.8

64.6

#55

0.294

0.473

104.2

145.8

55.3

42.5

34.9

50.0

#56

0.130

0.552

109.3

167.8

107.7

107.5

102.4

112.6

#57

0.161

0.513

108.0

168.3

95.3

91.0

83.1

99.0

#58

0.189

0.477

106.7

169.0

83.0

73.6

64.8

82.5

#59

0.213

0.444

105.4

170.0

70.7

61.9

53.0

70.8

#60

0.235

0.415

104.2

171.4

58.3

44.9

36.2

53.7

#61

0.114

0.237

103.0

212.0

108.1

109.0

105.1

112.9

#62

0.131

0.251

102.7

211.8

97.4

87.1

80.0

94.2

Colorfulness Scaling

CI Ms

B.191
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Colorfulness Scaling

Table B.3: CIE xyY values of the test colors in MCSL-HDR
dataset. Note that these values were computed using the CIE
2015 10◦ observer. The color appearance attributes, hue and
colorfulness, were calculated using CIECAM02.

x

y

Y

hue

Predicted M

Measured M

#63

0.150

0.265

102.4

211.5

86.4

75.9

67.7

84.1

#64

0.171

0.278

102.0

211.2

75.1

59.5

52.0

67.0

#65

0.194

0.290

101.6

210.9

63.4

46.4

39.3

53.6

#66

0.156

0.066

75.7

261.4

133.0

113.9

105.3

122.4

#67

0.165

0.089

82.6

262.5

117.4

93.2

84.3

102.1

#68

0.176

0.117

87.8

262.6

101.7

70.4

61.6

79.3

#69

0.190

0.149

91.8

261.9

85.8

63.2

55.1

71.3

#70

0.208

0.185

94.8

260.2

69.7

48.6

39.8

57.3

#71

0.665

0.320

497.2

32.7

195.6

212.3

198.7

225.9

#72

0.632

0.333

495.1

32.3

163.0

146.2

126.8

165.5

#73

0.593

0.345

494.0

32.6

133.2

110.6

95.1

126.1

#74

0.548

0.354

494.0

33.3

105.1

83.5

67.5

99.4

#75

0.496

0.359

494.7

34.3

78.2

58.4

44.1

72.6

#76

0.436

0.524

515.0

106.1

102.3

106.8

101.1

112.5

B.192

CI Ms

MCSL-HDR Dataset

MCSL-HDR Dataset

B.193

Table B.3: CIE xyY values of the test colors in MCSL-HDR
dataset. Note that these values were computed using the CIE
2015 10◦ observer. The color appearance attributes, hue and
colorfulness, were calculated using CIECAM02.

x

y

Y

hue

Predicted M

Measured M

#77

0.421

0.511

514.7

107.1

87.7

79.2

69.7

88.8

#78

0.405

0.494

514.1

108.6

74.5

62.6

55.0

70.2

#79

0.387

0.472

513.1

110.6

61.9

47.1

39.8

54.5

#80

0.368

0.446

511.7

113.8

49.4

30.2

23.5

36.8

#81

0.558

0.421

500.8

64.2

112.6

123.0

116.0

130.0

#82

0.530

0.425

501.6

64.5

93.9

84.6

73.5

95.6

#83

0.500

0.425

502.4

65.8

77.5

62.7

53.4

72.1

#84

0.466

0.421

503.1

67.9

62.1

45.2

35.7

54.6

#85

0.429

0.410

503.6

70.9

47.1

32.0

23.2

40.9

#86

0.256

0.660

538.3

141.5

145.8

144.7

137.3

152.1

#87

0.271

0.614

534.3

141.9

126.7

116.3

105.8

126.8

#88

0.282

0.568

530.2

142.4

108.3

87.4

75.7

99.2

#89

0.291

0.522

525.8

143.4

90.3

65.4

55.6

75.2

#90

0.296

0.476

521.0

145.0

72.6

50.3

41.5

59.1

Colorfulness Scaling

CI Ms

B.193

B.194

Colorfulness Scaling

Table B.3: CIE xyY values of the test colors in MCSL-HDR
dataset. Note that these values were computed using the CIE
2015 10◦ observer. The color appearance attributes, hue and
colorfulness, were calculated using CIECAM02.

x

y

Y

hue

Predicted M

Measured M

#91

0.134

0.555

546.5

167.1

140.2

144.5

139.5

149.4

#92

0.164

0.516

539.9

167.6

124.1

118.9

109.2

128.7

#93

0.192

0.480

533.4

168.2

108.0

91.5

80.7

102.3

#94

0.216

0.447

527.2

169.2

92.0

68.6

57.5

79.6

#95

0.237

0.416

521.2

170.7

75.8

54.9

44.8

65.0

#96

0.436

0.525

1030.1

106.1

116.0

120.5

115.3

125.7

#97

0.422

0.512

1029.5

107.2

99.7

90.2

81.5

99.0

#98

0.406

0.495

1028.3

108.6

84.9

66.4

57.3

75.4

#99

0.388

0.473

1026.4

110.6

70.6

52.6

44.8

60.4

#100

0.368

0.447

1023.5

113.7

56.4

35.4

28.5

42.3

#101

0.558

0.422

1001.8

64.3

127.5

136.9

129.2

144.7

#102

0.531

0.426

1003.4

64.8

106.5

100.0

89.8

110.2

#103

0.500

0.426

1005.0

66.1

88.0

72.9

63.9

82.0

#104

0.467

0.422

1006.4

68.3

70.6

53.0

45.1

60.9

B.194

CI Ms

MCSL-HDR Dataset

MCSL-HDR Dataset

B.195

Table B.3: CIE xyY values of the test colors in MCSL-HDR
dataset. Note that these values were computed using the CIE
2015 10◦ observer. The color appearance attributes, hue and
colorfulness, were calculated using CIECAM02.

x

y

Y

hue

Predicted M

Measured M

#105

0.430

0.412

1007.4

71.4

53.7

34.6

26.8

42.5

#106

0.436

0.525

2060.2

106.2

131.6

133.7

126.1

141.3

#107

0.422

0.512

2059.1

107.2

113.4

104.1

94.1

114.2

#108

0.406

0.496

2056.8

108.6

96.7

76.6

67.8

85.5

#109

0.388

0.474

2053.1

110.6

80.6

58.4

51.2

65.6

#110

0.369

0.448

2047.5

113.7

64.5

44.0

35.8

52.2

Colorfulness Scaling

CI Ms

B.195

B.196

Colorfulness Scaling

B.196

MCSL-HDR Dataset

Appendix C

Evaluation Tool
The following code describes a function that returns the OMMs and perceived CGV of test displays given. This function requires supplemental data and functions, which also can be found
at: https://doi.org/10.5281/zenodo.8475 or https://github.com/observermetamerism/
PTE.

1

%Usage

2

%testDisplayFileName: an input file name indicating data that includes the ...
SPDs of test displays.

3

%refDisplayFileName: an input file name indicating data that includes the ...
SPDs of a reference display.

4

%in: optional parameters

5

function [Marea, OMMn] = computePerceptualTradeoffs(tesdDisplaysFileName, ...
refDisplayFileName, in)

6

arguments
tesdDisplaysFileName (1,1) string % file name containing the SPDs ...

7

of input displays (N by 391)
in.Y {mustBeReal} = 1000 % The luminance of reference white, D65 ...

8

assumed.
9

end
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10
11

inputDisplays = load(tesdDisplaysFileName); %(N by 391), 391 = ...
390nm:1nm:780nm

12
13

load('CIED65.mat');

14

Y = in.Y;

15

ID = 4; % CIE 2015 10-deg observer

16
17

[scale, stdob] = getParamsToComputeXYZ(ID);

18

XYZd65 = scale .* stdob' * D65;

19

XYZd65 = XYZd65 ./ XYZd65(2) .* Y;

20
21

% 10 Categorical observers (10-deg FOV)

22

indObs = load('xyzCMFs_CatOb_FS=10_N=10.mat');

23
24

% CIE D65 neutral pattern

25

[¬, ¬, num_of_indObs] = size(indObs.xyz_CMFs);

26

indObs.xyz_CMFs_interp = zeros(length(wavelength), 3, num_of_indObs);

27
28

for x = 1:num_of_indObs

29

iobs = squeeze(indObs.xyz_CMFs(:, :, x));

30

indObs.xyz_CMFs_interp(:, :, x) = interp1(390:5:780,
wavelength, 'pchip');

31

end

32
33

[num_of_test_displays, ¬] = size(inputDisplays);

34

cam = struct([]);

35

CGV = zeros(num_of_test_displays, 1);

36
37

for y = 1:num_of_test_displays

38

spd = inputDisplays(y).SPD;

39

CGV(y) = computeVCRC(spd);

40

end

41
42

C.198

% Compute OMMn

iobs, ...

C.199

43

refDisplay = load(refDisplayFileName);

44

M_ref_std = (scale .* stdob') * refDisplay.SPD';

45

RGB_ref_std = M_ref_std \ neutral;

46

SPD_ref_std = refDisplay.SPD .* RGB_ref_std;

47
48

OMMnt = zeros(num_of_test_displays, num_of_indObs);

49

OMMn = zeros(num_of_test_displays, 1);

50

for y = 1:num_of_test_displays

51

for x = 1:num_of_indObs

52
53

% Look at Equation (7) ¬ (9)

54

ind_xyz_CMFs = squeeze(indObs.xyz_CMFs_interp(:, :, x));

55

M_test_ind = (scale .* ind_xyz_CMFs') * inputDisplays(y).SPD';

56

XYZ_ref_ind = (scale .* ind_xyz_CMFs') * sum(SPD_ref_std)';

57
58

RGB_test_ind = M_test_ind \ XYZ_ref_ind;

59

SPD_test_ind = inputDisplays(y).SPD .* RGB_test_ind;

60
61

% Look at Equation (10)

62

OMMnt(y, x) = computeOMMn(SPD_ref_std, SPD_test_ind, stdob, ...
neutral');
end

63
64
65

% Look at Equation (12), 90th percentile observer

66

OMMn(y) = percentilenthob(OMMnt(y, :)', 0.90);
end

67
68
69

end

Keep in mind that the following code was written based on the work of the ICDM [ICDM,
2012].

1

%% Compute the CGV of a given display.
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2

%% Note that spd is a 391 x n matrix. n = number of primaries

3

%% 391 = from 390nm to 780 nm

4

function [volume, tetrahedrons] = computeVCRC(spd)

5

%% Load the basic variables

6

T = readtable('CIED65_SPD.xlsx');

7

stdOb = table2array(T(1:end, 3:5)); % CIE 2015 10-deg standard observer

8

k = 683;

9

M = (k .* stdOb' * spd);

10
11

%% Generate secondaries

12

[¬, col] = size(M);

13
14

Me = zeros(3, col .* 2);

15

Me(:, 1) = M(:, 1);

16

k = 2;

17

for i = 1:col-1

18

Me(:, k) = M(:, i) + M(:, i + 1);

19

k = k + 1;

20

Me(:, k) = M(:, i + 1);

21

k = k + 1;

22

end

23

Me(:, end) = M(:, 1) + M(:, end);

24
25

%% Assuming the precision is 10-bit and create interpolated points.

26

lvs = (0:64:1023);

27

lvs = [lvs, 1023] ./ 1023;

28

number_of_lvs = length(lvs);

29

[¬, number_of_primaries] = size(Me);

30
31
32

for y = 1:number_of_primaries
primaries(y).XYZs = zeros(number_of_lvs, 3);

33
34

for x = 1:number_of_lvs
primaries(y).XYZs(x, :) = (lvs(x).^2.2) .* Me(:, y)';

35
36

C.200

end

C.201

37

end

38
39

primaries(number_of_primaries + 1).XYZs = sum(M');

40
41

% Compute Q, M, and h using CAM16 and the improved M formula in Chapter

42

% 5.

43

QMh = zeros(number_of_primaries .* number_of_lvs + 1, 3);

44
45

XYZtest = [47.5227963500000;50;54.4528875500000]; % A neutral color ...
for evaluating OM (D65 with 50 cd/m2)

46

XYZwhite = XYZtest .* 4; % Reference white point assumed (D65 with 200 ...
cd/m2)

47

k = 1;

48

for y = 1:number_of_primaries
for x = 1:number_of_lvs

49

cam = CAM16(primaries(y).XYZs(x, :)', XYZwhite, 'Condition', ...

50

'dim');
QMh(k, :) = [cam.Q, computeMp(cam), cam.h];

51
52

k = k + 1;

53

end

54
55

end

56
57

cam = CAM16(primaries(number_of_primaries + 1).XYZs', XYZwhite, ...
'Condition', 'dim');

58

QMh(k, :) = [cam.Q, computeMp(cam), cam.h];

59
60

QMaMb = computeMaMb(QMh(1:end-1, :));

61

QpMaMb = QMaMb(17:17:end, :);

62
63

% Step 4-1 in the VCRC standard

64

DT1 = delaunay(QMaMb(:, 2), QMaMb(:, 3));

65
66

% Step 4-2 in the VCRC standard

67

QwMaMb = computeMaMb(QMh(end, :));
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68

QtMaMb = [QpMaMb; QwMaMb];

69

DT2 = delaunay(QtMaMb(:, 2), QtMaMb(:, 3));

70
71

% Compute an inner point

72

QiMaMb = mean([QtMaMb; 0 0 0]);

73
74

QaMaMb = [QMaMb; QtMaMb; QiMaMb];

75

DT3 = DT2 + length(QMaMb);

76

DT_all = [DT1; DT3];

77

DT_all = [DT_all, repmat(length(QaMaMb), length(DT_all), 1)];

78

[row, ¬] = size(DT_all);

79
80
81

% Step 5. Compute the volume of each tetrahedron and sum them up.

82

volume = 0;

83

for x = 1:row

84

P1 = QaMaMb(DT_all(x, 1), :);

85

P2 = QaMaMb(DT_all(x, 2), :);

86

P3 = QaMaMb(DT_all(x, 3), :);

87

P4 = QaMaMb(DT_all(x, 4), :);

88

volume = volume + (1/6*abs(dot(cross(P2-P1,P3-P1),P4-P1)));

89

end

90
91
92

% For visualization, return the 3-d coordinates of the tetrahedrons.

93

QzMaMb = [QaMaMb(:, 2), QaMaMb(:, 3), QaMaMb(:, 1)];

94
95

tetrahedrons.QmAmBm = QzMaMb;

96

tetrahedrons.DT = DT_all;

97

end

98
99

function QMaMb = computeMaMb(QMh)

100

[row, ¬] = size(QMh);

101
102

C.202

QMaMb = zeros(row, 3);

C.203

103

for x = 1:row

104
105

h = QMh(x, 3);

106

M = QMh(x, 2);

107

QMaMb(x, :) = [QMh(x, 1), M .* cos(deg2rad(h)), M .* sin(deg2rad(h))];
end

108
109

end

110
111

% The improved M formula

112

function Mp = computeMp(cam)
M = cam.M;

113
114
115

% For additional information, see Table 5.4.

116

p(1) = 0.3646;

117

p(2) = 1.1876;

118

p(3) = 0;

119

Mp = p(1) .* M .^ p(2);

120

end
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Appendix D

Human Color Perception on Neutral
Metamers

D.1

Abstract

White lighting

1

and neutral-appearing objects are essential in numerous color applications.

In particular, setting or tuning a reference white point is a key procedure in both camera and
display applications. 4 and various studies on observer metamerism pointed out that noticeable
color disagreements between observers mainly appear in neutral colors. Thus, it is vital to
understand how observer metamers of white (or neutral) appear in different colors by different
observers. Most observers who participated in a visual demonstration reported that white
observer metamers appear pinkish or greenish but rarely yellowish or bluish. In this paper,
this intriguing question, “Why observer metamers of white are usually pinkish or greenish?,"
is addressed based on simulations. Besides, it is also analyzed that which physiological factors
play an essential role in this phenomenon and why it is less likely for humans to perceive
yellowish or bluish observer metamers of white.
1

This chapter is based on the work published as [Park et al., 2020].
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Motivations

It is not uncommon to see two spectrally different stimuli match in color for an observer. At
the same time, the stimuli pair likely no longer match for other observers. This phenomenon
is called observer metamerism. Observer metamerism intrinsically occurs due to differences in
the color matching functions (CMFs) of different observers [Fairchild and Wyble, 2007]. The
CMFs of an observer are, indeed, derived by characterizing the spectral sensitivities of his/her
visual system [Asano et al., 2016a]. Importantly, the spectral sensitivities are determined
by different physiological factors, such as lens pigment, macular pigment, and three types of
photopigments (L, M, and S-cone) [Long and Fairchild, 2014, CIE, 2006].

Figure D.1: A photo of a neutral metamer for an observer out of the Asano’s 10 categorical
observers [Asano and Fairchild, 2020] with a field of view (FOV) of 10◦ . Note that the two
light booths would theoretically appear the same D65 white for the observer. However, due to
the camera’s RGB sensitivity, the light booth on the right appears pinkish or purplish. Also,
if the image was white-balanced for the light booth on the right, the light booth on the left
might appear greenish.
An interesting visual demonstration regarding observer metamerism was held at the Munsell Color Science Laboratory of Rochester Institute of Technology. A pair of light booths
were designed to illuminate metamers for a given observer. The light booths adopted the
same light source, which has seven narrow-band primaries but used different combinations of
the primaries. Specifically, the light booth on the participants’ left was tuned to illuminate
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the CIE D65 using the seven primaries for the CIE 10◦ observer [CIE, 2006]. On the other
hand, the light booth on the participants’ right was tuned to appear the same using four out
of the seven primaries for a given observer. For the demonstration, 10 categorical observers
devised by Asano were used [Asano and Fairchild, 2020]. It means that 10 metamers were,
in turn, presented to the participants, and the participants were asked whether the two light
booths illuminate the same white and what color they see from the two light booths if they do
not match in color. Figure D.1 represents one of the metamers in the visual demonstration.
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Figure D.2: Spectral power distributions of the 7-primary LED system used in the visual
demonstration in Figure D.1. Note that the names of the 7-primaries were determined by the
manufacturer [ETC, 2018].
Interestingly, by the smartphone camera used to take the photo, the light booth on the right
appears pinkish while the light booth on the left appears neutral. However, it is noteworthy
that the light booth on the right appeared greenish for some participants. At the same time,
some participants argued that none of the light booths appears neutral, and the color of the
light booth on the left changes over the demonstration even though the light booth on the
left remained unchanged during the whole demonstration. It means that neutral sensation
relies on not only observers but also stimuli paired. Another noteworthy is that very few
people answered the light booths appear yellowish or bluish. This casual experiment cast
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an intriguing question that “Why do mismatches of neutral (or white) usually appear either
pinkish or greenish?".
This work aims to address the question based on simulations. First of all, this work explores
whether the observations in the demonstration are valid or probable. The article suggests the
answer to the intriguing question, explaining which physiological factors mainly contributed
to the phenomenon. The work also indicates whether people can perceive neutral observer
metamers as bluish or yellowish.

D.3

Procedures

To simulate the phenomenon, a simulation GUI was implemented using MATLAB R2019b,
as shown in Figure D.3. The GUI shows four plots on the left side. The two plots on the
top-left represent the cone fundemantals and XYZ-like color matching functions (CMFs) of
two observers, reference observer, and individual observer. The reference observer was fixed
as the CIE 10◦ standard observer.

Figure D.3: GUI implemented for the simulations.
The cone fundamentals and XYZ-like CMFs of the reference observer are plotted with
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solid lines. On the other hand, the cone fundamentals and XYZ-like CMFs of the individual
observer, which are plotted with dotted lines, are adjustable using either the slide bars for 8
physiological parameters: Lens density (Lens), Peak optical density in Macula (Macula), Peak
optical density in L photopigment (PL), Peak optical density in M photopigment (PM), Peak
optical density in S photopigment (PS), Peak wavelength shift in L photopigment (SL), Peak
wavelength shift in M photopigment (SM), and Peak wavelength shift in S photopigment (SL),
and age or the drop-down boxes to select a categorical observer predefined. The ranges of the
physiological parameters and age (20 - 80) are based on the work of Asano [Asano, 2015], as
described in Table D.1. The maximum range of each physiological parameter adjustable on the
GUI is [-3σ +3σ]. The two plots on the bottom-left represent the spectral power distributions
(SPDs) of a reference stimulus and device under test (DUT). It is assumed that the test
display is used to reproduce a color match of the reference stimulus for the reference observer.
In this work, the SPD of the CIE D65 illuminant was used as the reference stimulus, while
two virtual displays as shown in Figure D.4, a broad-band primary display and narrow-band
primary display, which can cover the Rec.709 and Rec.2020, respectively, were assumed as
test display. Additionally, all the possible 3+ primary combinations, which represent a D65
metamer for the reference observer, from the 7-primary LED system were added to the test
display list. A total of 67 different 3+ primary combinations were created and these primary
combinations particularly aimed to investigate whether the pinkish-greenish variation could
be extensively witnessed across various displays.
The Hue-Chroma polar-scatter, which is based on the a*-b* plane of the CIELAB color
space, visualizes the discrepancy in the color reproduced on the test display between the
reference observer and individual observers. Thus, the polar-scatter plot in Figure D.3 implies
that the color on the test display appears neutral for the reference observer while it appears
pinkish for the individual observer. More precisely, the color that the individual observer sees
is a ∆ a*b* of 24.7 away at 319◦ from the neutral color. Also, the color discrepancy can be
examined in the CIE u’v’ chromaticity diagram on the other tab menu. But, note that the
background color in the polar-scatter is exaggerated for visualization, which means that the
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Table D.1: Specifications of physiological parameters and age used in the work and the 10categorical observers. Note that all the values except for age are in numbers of standard
deviation (σ), and the range values of the 8 physiological parameters in the first column are
in percentage (%), which indicate an 1σ of each individual parameters.
Gr.1

Gr.2

Gr.3

Gr.4

1-SD (σ)

#2

#4

#7

#9

#1

#5

#6

#3

#8

#10

Age

20 ∼ 80

30

33

31

35

38

38

45

56

51

78

Lens

18.70

-1.23

-0.45

-1.82

-0.98

0.00

0.09

0.38

0.91

0.80

0.58

Macula

36.50

0.19

-1.19

0.99

-0.33

0.00

1.50

-0.97

-0.30

0.84

-0.44

PL

9.00

-1.23

0.65

0.81

-0.27

0.00

0.41

0.53

0.07

0.27

0.08

PM

9.00

-0.55

0.50

0.82

-0.78

0.00

1.78

1.29

-0.61

-0.97

-1.15

PS

7.40

1.03

0.03

-0.62

-1.34

0.00

-0.28

-0.60

-0.14

-0.01

1.26

SL

2.00

-0.05

-0.52

-0.31

0.17

0.00

0.57

-0.30

0.43

0.25

0.37

SM

1.50

0.22

-0.94

0.10

-0.39

0.00

-0.75

-0.85

0.34

0.06

0.28

SS

1.30

-0.61

0.04

0.61

-0.07

0.00

0.18

-0.05

0.55

0.10

0.33

color does not accurately represent what the observers, indeed, perceive.

D.4

Results

First of all, a simulation was performed to see whether the pinkish-greenish variation exists.
For the simulation, the 10 categorical observers were used because categorical observers could
represent the inter-observer variability of color-normal populations [Asano and Fairchild, 2020,
Sarkar, 2011]. The simulation created a pair of the CIE D65 metamers for the CIE 10◦
standard observer on the two displays. Then, what colors on the two displays look like for the
10 categorical observers were simulated, as shown in Figure D.5.
A difference in the magnitude of a color discrepancy was found between the two displays.
Nonetheless, Figure D.5 clearly represents the pinkish-greenish variation regardless of the
displays. It reveals that inter-observer variability could be intensified on narrow-band primary
displays. In order to make sure whether the pinkish-greenish variation could be extensively
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Figure D.4: Spectral power distributions (SPDs) of two simulated display.
witnessed across different sets and numbers of primaries, the same simulation was conducted
for the 67 3+ primary combinations.
The two plots in Figure D.6 represent the normalized cumulative magnitudes from the
simulation result. Despite the fact that some primary combinations barely show the pinkishgreenish variation, a quite consistent tendency was observed across the primary combinations.
The primary combinations, which do not show a clear pinkish-greenish variation, commonly
represented a low degree of observer metamerism. Thus, this simulation result indicates that
in every case where there is a mismatch of noticeable magnitude, it is consistently in the
pinkish-greenish direction.
Another simulation was carried out to look at what causes the pinkish-greenish variation
by computing the degree of the effects of each of the individual 8 physiological parameters
and age on the color variation. The simulation result is noteworthy. First, as shown in
Figure D.7, the majority of the 8 physiological parameters including age are actively involved
in the pinkish-greenish variation except for 4 parameters: Peak wavelength shift in L and
M cones (SL and SM) and peak optical density in L and M cones (PL and PM). Instead,
these 4 parameters likely cause another color variation, such as a reddish-cyanish variation.
Another notable finding is that the effects of all the physiological parameters and age decrease
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Figure D.5: Color variations of the CIE D65 metamer for the CIE 2006 32-years-old 10◦ observer on the a*-b* plane of the CIELAB color space that the Asano’s 10 categorical observers
see on the two different displays.
on the broad-band primary display. In particular, the exceptional four parameters become
barely effective on the broad-band primary display. Indeed, this change makes sense as the
degree of observer metamerism tends to decrease with increasing the spectral bandwidth of
color stimuli. Nonetheless, it should be also noted that lens density and age are the two
biggest effects. It is plausible because the lens density particularly tends to be the largest
source of individual variation even within an age group. Besides, the simulation result also
shows that these two parameters obviously move along with the pinkish-greenish variation,
and they are dominant enough to take over the effects of the other parameters. To be more
precise, increasing lens density (towards the direction of positive standard deviations) or/and
age results in the pinkish variation. On the other hand, decreasing lens density (towards the
direction of negative standard deviations) or/and age arises the greenish variation. Also, it is
interesting to see that all these parameters move along constant hue lines as the parameters
increase or decrease. For example, as in Figure D.7-(a), a lens density of 3 σ distance from
the mean (center) is on the same hue line as a lens density of 1 σ and 2 σ.
This finding indeed underpins what we additionally found from the simulation result on
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Figure D.6: Normalized cumulative magnitudes from the simulation of all the possible primary
combinations on the (a) hue-chroma plot and (b) bar chart.
all the possible primary combinations. Figure D.8 illustrates color variations on the two
different primary combinations, a 3-primary combination, and 5-primary combination. It
shows that the two primary combinations result in the pinkish-greenish variation. Besides,
interestingly, the observers clustered into four groups were found from more than half of the
primary combinations. This clustering is likely attributed to the two primary parameters, lens
density, and age, as described in Table D.1. For example, all four observers in Group #1 are
the 30s, and their lens densities are commonly less than those mean value. On the other hand,
the three observers in Group #2 are similar ages as Group #1; however, their lens densities
are larger than those mean value. Again, these results emphasize that lens density and age
give the biggest impact on the inter-observer variability and pinkish-greenish variation.
Finally, the question posed in the title is answered by examining the interaction between
the SPDs of the primary stimuli and changes in cone fundamentals with age or lens density,
as illustrated in Figure D.9. When lens density / age increases, the response of the S and
L cones increase together for the blue and red primaries, while the response of the M cones
is essentially unchanged. This would generally represent a shift toward the pinkish perceptions. The opposite occurs when lens density/age decreases, producing shifts toward green
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Figure D.7: Effects of the 8 physiological parameters and age on the purple(pink)-green variation. The circles, diamonds, and pentagons, in turn, represent that the values of the physiological parameters are 3, 2, and 1 σ distance from the means. The filled shapes indicate
positive standard deviations while the empty shapes indicate negative standard deviations.
Note that changes in all the physiological parameters except for SL, SM, PL, and PM result in
the pinkish-greenish variation. On the other hand, the four secondary parameters likely cause
other color variations, such as reddish-cyanish variation.

perceptions. Thus it is the interaction between the SPDs of display primaries and the most
significant changes in cone fundamentals across individual observers that produce the commonly observed pinkish-greenish shifts.
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Figure D.8: The pinkish-greenish variation on two different simulated displays, (a) a 3-primary
combination and (b) a 5-primary combination. Note the observers clustered as well.

D.4.1

Seeking an observer who sees yellowish-bluish

The final simulation was run to investigate whether people can perceive a yellowish-bluish
variation of the white metamer. The idea to generate observers to see a yellowish-bluish
variation was based on the observation depicted in Figure D.7 that both L and M cone modifications could lead to the reddish-cyanish variation. In contrast, the cone alterations of the
other parameters result in the pinkish-greenish variation. Thus, a yellowish-bluish variation
could be created by mixing the two different color variations. In order for this, four parameters that arise the reddish-cyanish variation: Peak optical density in L, Peak optical density
in S, Peak wavelength shift in L, and Peak wavelength shift in S, and one parameter that
yields the pinkish-greenish variation: Lens density were selected, although lens density could
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Figure D.9: Cone fundamentals with the narrow-band primary display (Rec.2020) superimposed. (a): Three observers: the reference 10◦ observer, an observer with a lens density of
+3σ, an observer with a lens density of -3σ. (b): Three observers: the reference 10◦ observer
(32-y), an observer in his/her 20s, an observer in his/her 80s.
be replaced with other parameters which cause the pinkish-greenish variation. To represent a
distinguishable yellowish-bluish variation, somewhat extreme values for the parameters were
determined as described in Table D.2. Note that all the values in Table D.2 are n-σ distance
from the means, and two different observers were generated for each color variation (yellowish
or bluish).
Figure D.10 and D.11 represent the cone fundamentals of these observers and the reference
observer and what colors these observers can perceive. There are several points noteworthy.
First, the cone modifications for the selected physiological parameters solely impact on the
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Figure D.10: Cone fundamentals for a yellowish variation on the broad-band primary display
(a) and narrow-band primary display (b). See Table D.2 for the values used to create the
observers and SD means σ.
relative responses of only L and S cones to the display primaries. In particular, the cone
modification for the Y 3-SD observer induces that the response of L cones to the red primary
increases while that of S cones to the blue primary decreases. However, the response of S
cones barely changes. Therefore, this modification would cause a shift toward the yellowish
perceptions. On the other hand, the cone modification for the B 3-SD observer lead to the
responses of L and S cones in the opposite way, which would result in the bluish perceptions.
Second, the Y 3-SD and B 3-SD observers clearly perceive yellowish and bluish variations,
respectively, on the narrow-band primary display but not on the broad-band primary display.
Also, the 1-SD observers seem to be able to recognize yellowish and bluish variations, respectively, on the narrow-band primary display but may not be significant. This result indicates
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Figure D.11: Cone fundamentals for a bluish variation on the broad-band primary display
(a) and narrow-band primary display (b). See Table D.2 for the values used to create the
observers and SD means σ.

that the observer-variability would heavily depend on the primaries of displays or color stimuli, as mentioned above. Furthermore, +3 or -3 indicates that the value of the parameter is
a 3σ away either towards a positive or negative direction from the mean. By the definition
of standard deviation in a normal distribution, those values mean that the value is what only
0.15% of the color-normal populations could have for each parameter. Therefore, it implies
that the 3-SD observers are not likely color-normal observers in terms of probability. Besides,
the significant L and S cone shifts suggest that these observers would be anomalous trichromats.
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Table D.2: Values of 8 physiological parameters in the σ distance for a yellowish-bluish variation. Note that Y n-SD obs are for a yellowish variation while B n-SD obs are for a bluish
variation.

D.5

Y 1-SD ob.

Y 3-SD ob.

B 1-SD ob.

B 3-SD ob.

Lens

-0.33

-1

+0.33

+1

Macula

0

0

0

0

PL

+1

+3

-1

-3

PM

0

0

0

0

PS

-1

-3

+1

+3

SL

+1

+3

-1

-3

SM

0

0

0

0

SS

-1

-3

+1

+3

Summary

In this work, a peculiar question, “Why do observer metamers of white usually appear pinkish
or greenish?", triggered by a visual demonstration, is addressed based on simulations. The
simulation results indicate that lens density and age are the two biggest effects on the pinkishgreenish variation. Importantly, it was found that the pinkish-greenish variation is a result of
the interaction between these two most prominent effects and color stimuli primaries. Also, an
extra simulation revealed that the possibility of perceiving yellowish-bluish variations would
be less likely in a color normal population. However, it should also be noted that all these
simulations indicate these variations have strongly to do with the primary selection of color
stimuli as well as the physiological variation of observers.
An interactive demonstration to help understand what this work describes can be found:
http://www.rit-mcsl.org/Research/WhyNeutralsVaryFromPinkToGreen/
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