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Abstract
We study the geometric qualitative behavior of a class of discontinuous vector fields in four dimensions.
Explicit existence conditions of one-parameter families of periodic orbits for models involving two coupled
relay systems are given. We derive existence conditions of one-parameter families of periodic solutions
of systems of two second order non-smooth differential equations. We also study the persistence of such
periodic orbits in the case of analytic perturbations of our relay systems. These results can be seen as
analogous to the Lyapunov Centre Theorem.
© 2012 Elsevier Masson SAS. All rights reserved.
Résumé
Nous étudions le comportement géométrique qualitatif d’une classe de champs de vecteurs discontinus en
dimension quatre. Nous donnons des conditions explicites d’existence de familles à un paramètre d’orbites
périodiques pour des modèles comportant deux systèmes relais couplés. Nous en déduisons des conditions
d’existence de familles à un paramètre de solutions périodiques pour des systèmes de deux équations diffé-
rentielles discontinues du second ordre. Nous étudions également la persistence des ces orbites périodiques
lors de perturbations analytiques de nos systèmes relais. Ces résultats s’apparentent au Théorème du Centre
de Lyapunov.
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There is a growing interest in the theory of non-smooth dynamical systems. This theory arises
in various applications in nonlinear oscillations and control theory. Many industrial applications,
for instance in mechanical and electromechanical systems are also reported (see [10,1]). In par-
ticular, the class of relay systems, involving brutal changes of evolution laws, is often considered.
This approach is partially inspired by the work of Anosov in [1] and by the setting of control the-
ory contained in [10]. We recall that Anosov discusses the so-called relay vector field in Rn of
the form: X = Ax + sgn(x1)k where x = (x1, x2, . . . , xn), A ∈ MR(n,n), k = (k1, k2, . . . , kn) is
a constant vector in Rn. We will use the following convention about the function x → sgn(x):
sgn(x) =
{
1, if x > 0
−1, if x  0
1.1. Relay systems and non-smooth equations
We are interested here to study non-smooth dynamical systems inR4 that model an interaction
between two relay systems. To fix thoughts, let us first consider a basic model, which is the
following semi-linear vector field that models two independent relay systems:
Z(α,β) : x2 ∂
∂x1
+ α sgn(x1) ∂
∂x2
+ y2 ∂
∂y1
+ β sgn(y1) ∂
∂y2
with (α,β) ∈ R2. Our aim is to study the effect of a coupling between these two relay systems,
and in particular, the effect of coupling on periodic orbits.
On the other hand, let us consider second order differential equations. A simple model for
a forced smooth second order equation is the well known x′′ = −ω2xx + f (t) where occurs a
forcing periodic function t → f (t). Such periodic function f can be provided by means of a
solution of a second autonomous oscillator, for instance as in the following system of coupled
smooth equations:{
x′′ = −ω2xx + λy
y′′ = −ω2yy
with (λ,ωx,ωy) ∈R3
In many electronical systems one can easily replace a smooth oscillator by a non-smooth one, just
using a relay. Especially, the non-smooth oscillator x′′ = −ω2x sgn(x) appears as the non-smooth
counterpart of the smooth oscillator x′′ = −ω2xx.
This leads naturally to the following model of system of coupled non-smooth equations:{
x′′ = −ω2x sgn(x)+ λy
y′′ = −ω2y sgn(y)
with (λ,ωx,ωy) ∈R3 (1)
We are specially interested in periodic solutions such that x(0) = y(0) = 0.
Introducing the first derivatives of x and y as new variables, our work space will be R4, where
we fix a system of coordinates (x1, x2, y1, y2). With these settings the case λ = 0 of Eq. (1)
corresponds to the 4D vector field with two switches Z(α,β).
In what follows, we will see that Z(α,β) possesses some symmetry properties. Indeed, we
focus here on perturbations of Z(α,β) which keep these symmetry properties, and we deal with
the problem of their periodic orbits. Remind that periodic orbits are useful to understand the
dynamics and are also interesting in physical applications.
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refer to [6,7] where are studied the amazing dynamics of reversible 4D vector fields with just
one switch.
A model for the two switches coupled relay system which perturbs Z(α,β) in a simple way is:
Z(α,β,λ) : x2 ∂
∂x1
+ (α sgn(x1)+ λy1) ∂
∂x2
+ y2 ∂
∂y1
+ β sgn(y1) ∂
∂y2
with a coupling parameter λ ∈R. We denote by Γp the set of all such vector fields. Observe that
Z(−ω2x ,−ω2y ,λ) corresponds to Eq. (1).
We first wish to exhibit existence conditions of one-parameter families of periodic orbits for
elements in Γp . Then, we focus the study on systems which are analytic perturbations of Z(α,β,λ):
Z∗(α,β,λ) = Z(α,β,λ) + fx(x1, x2, y1, y2)
∂
∂x2
+ fy(x1, x2, y1, y2) ∂
∂y2
where fx,fy are analytic functions with null linear parts in (x1, x2, y1, y2) and satisfying, for
all v ∈ {x, y}, fv(x1, x2, y1, y2) = −fv(−x1, x2,−y1, y2). We denote by Γa the set of all such
vector fields.
We should point out that elements of Γa are reversible (see Definition 2.2). Indeed, the flow
of every element of Γa is left invariant by an involution ξ of R4. Remark that such reversible
dynamical systems are often considered in the literature. Let us just recall that Devaney [2]
showed, in the smooth case, that the Lyapunov centre theorem for Hamiltonian systems has a
reversible analogue. In [6] is discussed such type of result in the case of a 4D relay system
with one switch. Our aim is to exhibit existence conditions of families of periodic orbits for
vector fields in Γp or Γa . Of course the dynamics of a reversible system is strongly linked to the
involution ξ involved, and we will specially focus on orbits passing through Fix(ξ). We recall that
a common property of reversible systems is that every orbit which meets Fix(ξ) in two distinct
points is a periodic orbit.
1.2. Main results
Provided the non-smooth vector field Z(α,β,λ) ∈ Γp , we get a global (not only near the origin)
result about the existence of ξ -symmetric periodic orbits.
In what follows, let ξ be the involution (x1, x2, y1, y2) → (−x1, x2,−y1, y2).
Assume that (α,β,λ) ∈R3. Provided that λ = 0, we put:
wd = 2
√∣∣∣∣3αβ5λ
∣∣∣∣ wi =
√∣∣∣∣3αβλ
∣∣∣∣
Observe that αβ = 0 implies wd <wi .
Let σ ∈ {−1,1}. Define the map zσ :R→R by:
w → zσ (w) = 3σαβw − λw
3
3β2
and consider the half-curve Cσ of R4:
Cσ =
{(
0, zσ (w),0,w
)
with w > 0
}
.
Observe from Lemma 3.3 that if β  0, Z(α,β,λ) ∈ Γp does not have periodic orbits. In the fol-
lowing, we just consider the case β < 0.
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Fig. 2. The family of periodic orbits of Z(α,β,λ) (α < 0) degenerating when w → wd − 0 into a singular loop (near the
orbit with two large curls).
The following result establishes, provided that α < 0, the coexistence of two one-parameter
families of periodic orbits. However, these two one-parameter families are geometrically very
different (see Figs. 1 and 6, drawn by means of numerical integration). Indeed, one of these
families degenerates when the parameter reaches an explicit value.
Theorem 1. Let Z(α,β,λ) ∈ Γp and assume that αλ = 0 and β < 0. Z(α,β,λ) has the following
one-parameter families of symmetric periodic orbits intersecting {x1 = y1 = 0}:
(1) if α < 0,
(a) provided σ = sgn(λ), Z(α,β,λ) has a one-parameter family of periodic orbits γ wσ , 0 <
w <wd (see Fig. 2).
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Fig. 4. The family of periodic orbits of Z(α,β,λ) (α > 0) degenerating when w → wi + 0.
(b) provided σ = − sgn(λ), Z(α,β,λ) has a one-parameter family of periodic orbits γ wσ , 0 <
w < +∞ (see Fig. 3).
(2) if α > 0, provided σ = − sgn(λ), Z(α,β,λ) has a one-parameter family of periodic orbits γ wσ ,
wi < w < +∞ (see Fig. 4).
Every periodic orbit γ wσ has period −4wβ−1, passes through (0, zσ (w),0,w) ∈ Cσ and is ξ -
symmetric.
Moreover (see Fig. 5):
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(2) if α < 0, σ = sgn(λ), there exists a singular periodic loop of Z(α,β,λ) passing through
(0, zσ (wd),0,wd) ∈ Cσ . The singular periodic loop is ξ -symmetric and passes through two
hyperbolic fold singularities pσ = (0,0,−w
2
d
2β ,0) and ξ(pσ ).(2) if α > 0, σ = − sgn(λ), there exists a singular periodic loop of Z(α,β,λ) passing through qσ =
(0,0,0,wi) ∈ Cσ and through −qσ . Points qσ and −qσ are hyperbolic fold singularities.
Observe that the case α = 0 is a trivial one: in that case, x1 is just a copy (up to a λ factor)
of an integral of y1. There exist periodic orbits for all w ∈ R+. When λ = 0 (the uncoupled
situation), provided α < 0, β < 0 Z(α,β) has two one-parameter families of periodic orbits as in
Theorem 1 (refer to 3.9). It is coherent with a convention wd = +∞ when λ = 0. However, there
is no singular loop. In addition, if αβ−1 ∈Q, Z(α,β) has also a two-parameters family of periodic
orbits (see 3.9).
Theorem 1 leads to the following result for systems of coupled non-smooth differential equa-
tions (where wd = 2
√
3
5 |ωxωy ||λ|−
1
2 ):
Corollary 1. Provided ωxωyλ = 0, the system of differential equations (1) has two one-
parameter families of periodic solutions (xσw, yσw), 0 < w < wd , σ = sgn(λ), and (xσw, yσw),
0 < w < +∞, σ = − sgn(λ). For all w corresponding to a periodic solution, (xσw, yσw) is such
that:
xσw(0) = yσw(0) = 0
xσ ′w (0) =
3σω2xω2yw − λw3
3ω4y
yσ ′w (0) = w
Our last result deals with the persistence of two one-parameters families of periodic orbits
(which can be represented as in Fig. 6), near the origin, for analytic vector fields in Γa :
Theorem 2. Assume that α < 0 and β < 0. Let Z∗(α,β,λ) ∈ Γa . Provided that ε > 0 is sufficiently
small, Z∗(α,β,λ) has two one-parameter families γ wσ , w ∈ ]0, ε[, σ ∈ {−1,1} of regular periodic
orbits. Moreover, for each σ ∈ {−1,1} there exists a C∞ function z˜σ : w → z˜σ (w) = zσ (w) +
O(w4) such that for each w ∈ ]0, ε[, the periodic orbit γ wσ passes through (0, z˜σ (w),0,w).
Consider now:{
x′′ = −ω2xx + λy + fx(x, x′, y, y′)
y′′ = −ω2yy + fy(x, x′, y, y′)
with (λ,ωx,ωy) ∈R3 (2)
where fx,fy are analytic functions with null linear parts and satisfying, for all v ∈ {x, y},
fv(x1, x2, y1, y2) = −fv(−x1, x2,−y1, y2). Theorem 2 leads to:
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Corollary 2. Provided ωxωy = 0, there exists ε > 0 sufficiently small such that the system of
differential equations (2) has two one-parameter families of periodic solutions (xσw, yσw), 0 <
w < ε, σ ∈ {−1,1}. For all w ∈ ]0, ε[, (xσw, yσw) is such that:
xσw(0) = yσw(0) = 0
xσ ′w (0) =
3σω2xω2yw − λw3
3ω4y
+O(w4) yσ ′w (0) = w
The paper is organized as follows. In Section 2, we introduce the notations and recall some
basic facts and concepts. In Section 3, we first deal with elements of Γp for which we can give
global answers about periodic orbits. We then deduce local results for the existence of periodic
orbits near the origin of elements of Γa . We have to point out that we give here existence con-
ditions for symmetric periodic orbits. Another challenge is to classify all periodic orbits of two
switches systems (including those loosing the symmetry property). It would be also useful to dis-
cuss the shapes of periodic orbits by means of some characteristic parameters, as this was done
for one switch systems (refer to [5,8,4]).
2. Preliminaries
2.1. Discontinuity, reversibility and simple orbits
We denote by πx (resp. πy ) the projection R4 → R defined by πx(x1, x2, y1, y2) = x1 (resp.
πy(x1, x2, y1, y2) = y1). For all (εx, εy) ∈ {−1,1} × {−1,1} we denote by Q(εx, εy) the quad-
rant:
Q(εx, εy) =
{
p ∈R4 ∣∣ sgn(πx(p))= εx, sgn(πy(p))= εy}
Observe that the model Z(α,β,λ) with two coupled relay systems has a reducible discontinuity
manifold (in the algebraic sense) Σ = Σx ∪ Σy , with Σx = π−1x (0) and Σy = π−1y (0). This
property extends to elements of Γa .
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Z(α,β,λ) to the quadrants Q(εx, εy), and by the way these dynamics are glued along the disconti-
nuity manifold.
Definition 2.1. We say that a C∞-diffeomorphism ξ : R4 → R4, is an involution if ξ ◦ ξ = Id.
We put Fix(ξ) = {p ∈R4 | ξ(p) = p}.
Definition 2.2. We say that a non-smooth vector field Z ∈ Γa with discontinuity manifold Σ is
ξ -reversible if there exists an involution ξ :Rn →Rn such that:
(1) Fix(ξ) ⊂ Σ ,
(2) ∀p /∈ Σ , ξ ◦Z(p) = −Z(ξ(p)).
A solution of Z is interpreted in the sense of [3] and the uniqueness of solutions is not required.
We recall (see [7]):
Definition 2.3. Let Z ∈ Γa . We say that γZ : t ∈ I → γZ(t) with I an open interval in R, is a
simple solution of Z if:
(1) t → γZ(t) is continuous and piecewise C1,
(2) for all t ∈ I such that γZ(t) /∈ Σ,Z(γZ(t)) = γ˙Z(t),
(3) γZ(t)∩Σ is a discrete subset of Σ .
Notice that if γZ is a simple solution, then it does not exist any open subinterval J ⊂ I such
that γZ(J ) ⊂ Σ . Simple solutions meet Σ at isolated points. Observe that simple solutions which
never meet Σ are C∞ solutions.
2.2. Fold singularities
We address our attention to the singularities of Z ∈ Γa . They are those points in Σ where the
vector field is tangent to Σ .
Consider an arbitrary C∞ vector field X on an open set U of R4. For any smooth function
h : U → R, define the smooth function Xh : U ⊂ R4 → R given by Xh = X.∇h where . is the
canonical scalar product in R4.
For all (εx, εy) ∈ {−1,1} × {−1,1}, we denote by X(εx,εy) the restriction of Z(α,β,λ) to
Q(εx, εy). Since X(εx,εy) is a C∞ vector field, we can consider the iterates: Xk(εx,εy)h =
X(εx,εy)(X
k−1
(εx ,εy)
h) for k  1 and h = πx or h = πy .
Definition 2.4. Let Z ∈ Γa . We say that p ∈R4 is regular if:
∀(εx, εy) ∈ {−1,1} × {−1,1}, X(εx,εy)πx(p)X(εx,εy)πy(p) = 0
Otherwise, p is singular. If all points of an orbit are regular, then it is called a regular orbit.
Observe that the orbit solutions passing through a singular point may not be well defined (see
[3,7] for more details). In the following definition, we just deal with hyperbolic fold singularities
belonging to Σx \Σxy (we suggest to refer to [7] for a complete classification):
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Definition 2.5. Let Z ∈ Γa and p ∈ Σx \ Σxy . We say that p is a hyperbolic fold singularity of
Z if there exists εy ∈ {−1,1} such that:
for all εx ∈ {−1,1}, X(εx,εy)πx(p) = 0, εxX2(εx ,εy)πx(p) > 0
Such hyperbolic folds along Σx \Σxy are represented in Fig. 7.
3. Periodic orbits
3.1. Elementary properties of elements of Γa
Lemma 3.1. Let ξ be the map (x1, x2, y1, y2) → (−x1, x2,−y1, y2). Every vector field Z ∈ Γa
is ξ -reversible.
Proof. Let Z ∈ Γa . Observe that ξ is an involution and that:
Fix(ξ) = {(x1, x2, y1, y2) ∣∣ x1 = y1 = 0}= Σxy ⊂ Σ
Let p = (x1, x2, y1, y2) /∈ Σ . We have:
Dξ(p) =
⎡
⎢⎣
−1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 1
⎤
⎥⎦
So,
(Dξ ◦Z)(p) = (−x2, α sgn(x1)+ λy1 + fx(p),−y2, β sgn(y1)+ fy(p))
On the other hand:
−Z(ξ(p))= −(x2, α sgn(−x1)− λy1 + fx(ξ(p)), y2, β sgn(−y1)+ fy(ξ(p)))
Hence, (Dξ ◦Z)(p) = −(Z ◦ ξ)(p). 
Lemma 3.2. Let Z(α,β,λ) ∈ Γp , p = (x1, x2, y1, y2) ∈ Σxy and (εx, εy) ∈ {−1,1} × {−1,1}.
We denote by φtZ(α,β,λ) (p), t ∈ ]0, τ (p)[ the restriction of the flow of Z(α,β,λ) to the quadrant
Q(εx, εy). Then:
φt (p) = (x1(t,p), x2(t,p), y1(t,p), y2(t,p))Z(α,β,λ)
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x1(t,p) = x1 + x2t +
(
1
2
αεx + λy1
)
t2 + 1
6
λy2t3 + 124λβεyt
4
x2(t,p) = x2 + (αεx + λy1)t + 12λy2t
2 + 1
6
λβεyt
3
y1(t,p) = y1 + y2t + 12βεyt
2
y2(t,p) = y2 + βεyt
Proof. Elementary integration. 
3.2. Necessary conditions for the existence of periodic orbits
Lemma 3.3. Let Z(α,β,λ) ∈ Γp and p = (0, z,0,w) ∈ Σxy . Assume that γ : t → γ (t) is a periodic
orbit of Z(α,β,λ). Then, β < 0 and the period of γ is a multiple of |4wβ−1|.
Proof. Let γ be a periodic orbit starting from p ∈ Σxy and such that, for small strictly positive
times t , γ (t) ∈ Q(εx, εy).
The function t → (y1(γ (t)), y2(γ (t)) is periodic. By Lemma 3.2, we have, for positive times,
y1
(
γ (t)
)= wt + 1
2
βεyt
2
y2
(
γ (t)
)= w + βεyt
Assume that w > 0. Put t∗ = −2wεyβ−1. On the interval ]0, t∗[, y1(t,p) has a constant sign,
which is the sign of wt . Hence, for t > 0, εy = 1. The switching time t∗ corresponding to the
y1 coordinate has to be strictly positive, so β < 0. Observe that y2(γ (t∗)) = −w. For t < 0,
εy = −1, the switching time is −t∗ and y2(γ (−t∗)) = −w. So the period of the orbit γ is a
multiple of 2t∗.
The case w < 0 is just symmetric. 
Lemma 3.4. Let p = (0, z,0,w) ∈ Σxy , with zw = 0. A trajectory of Z(α,β,λ) starting from p
stays in Q(εx, εy) for t > 0 sufficiently small if and only if :
(1) wtεy > 0,
(2) ztεx > 0.
Proof. Follows from the linear part (with respect to t) of the flow given in Lemma 3.2. 
Lemma 3.5. Assume β < 0 and σ ∈ {−1,1}. Let p = (0, zσ (w),0,w) ∈ Cσ , with zσ (w) = 0.
A trajectory of Z(α,β,λ) starting from p with w > 0 stays in Q(σ,1) for t > 0 sufficiently small if
and only if one of these conditions is fulfilled:
(1) α < 0 and σ = − sgn(λ),
(2) α < 0, σ = sgn(λ) and w <wi ,
(3) α > 0, σ = − sgn(λ) and w >wi .
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filled: w > 0. If p = (0, zσ (w),0,w) ∈ Cσ , we derive from Lemma 3.2:
x1(t,p) = 13β2 w
(
3σαβ − λw2)t +O(t2,w3)
So the second condition in Lemma 3.4 becomes (3αβw−λσw3)t >0, that is, 3αβw−λσw3 >0,
which reduces to 3αβ − λσw2 > 0.
Since β < 0 we have the following possibilities:
(1) α < 0, λσ < 0,
(2) α < 0, λσ > 0 and w <wi ,
(3) α > 0, λσ < 0 and w >wi . 
3.3. Sturm sequences and real roots
We recall (refer to [9, V.4]):
Definition 3.1. The Sturm sequence associated to a square free polynomial Pn ∈K[t] (K) field)
of degree n, is the sequence of polynomials Pn,Pn−1, . . . , Pn−i , . . . , with i  n such that Pn−1 =
P ′n and Pi = -remainder of the Euclidean division of Pi+2 by Pi+1, 0 i  n− 2.
Definition 3.2. Assume that K = R. Let t0 ∈ R such that Pn(t0) = 0. We call variation at t0
of the Sturm sequence associated to Pn the number V (t0) of sign changes in the sequence
(Pn(t0),Pn−1(t0), . . . ,P0(t0)).
Theorem 3 (Sturm). If a, b ∈R with a < b are not roots of the polynomial P then the number of
real roots of P in [a, b] is V (a)− V (b).
3.4. Existence of a switching time
Given a trajectory t → γ (t) of Z(α,β,λ) ∈ Γp , starting from Σxy , we give here necessary and
sufficient condition for the existence of a switching time for the function t → x1(γ (t)).
Lemma 3.6. Assume that Z(α,β,λ) ∈ Γp , σ ∈ {−1,1}. Let p = (0, zσ (w),0,w) ∈ Cσ and
φtZ(α,β,λ)
(p) be the flow of Z(α,β,λ) in restriction to Q(σ,1) (as given in Lemma 3.2). Then we
have the factorisation
x1(t,p) = 124βλt
(
t − t∗)P2(t)
where
P2(t) = t2 + 2β−1wt − β−2
(
4w2 − 12σαβλ−1) and t∗ = −2wβ−1
Moreover, the Sturm sequence of P2 ∈ R(α,β,λ,σ,w)[t] is [P2,P1,P0], where P1(t) =
2t + 2wβ−1 and P0(t) = β−2(5w2 − 12σαβλ−1).
Proof. Immediate computations. 
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recall the notations, for λ = 0:
wi =
√∣∣∣∣3αβλ
∣∣∣∣ and wd = 2
√∣∣∣∣3αβ5λ
∣∣∣∣
Lemma 3.7. We assume that β < 0, and α = 0. Let
P2(t) = t2 + 2β−1wt − β−2
(
4w2 − 12σαβλ−1) and t∗ = −2wβ−1
(1) If αλσ < 0,
(a) If w ∈ ]wi,+∞[ then P2 has no real roots between 0 and t∗.
(b) If w ∈ ]wd,wi[ then P2 has two real roots between 0 and t∗, different from 0 or t∗.
(c) If w ∈ ]0,wd [ then P2 has no real root in [0, t∗].
(d) If w = wd then P2 has a double root in ]0, t∗[ which is −wβ−1.
(e) If w = wi then P2 has two real roots 0 and t∗.
(2) If αλσ > 0, then P2 has no real root between 0 and t∗.
Proof. Assume that β < 0, σ = 1, and w > 0.
Let us consider the values of the Sturm sequence associated to the polynomial P2 ∈
R(α,β,λ,1,w)[t], computed at t = 0(
4(3αβ − λw2)
λβ2
,
2w
β
,
(5λw2 − 12αβ)
λβ2
)
and at t = t∗(
4(3αβ − λw2)
λβ2
,−2w
β
,
(5λw2 − 12αβ)
λβ2
)
(1) Assume that αλ < 0. We have:
wi =
√
3αβ
λ
and wd = 2
√
3αβ
5λ
Observe that 0 < wd < wi . Under the hypothesis w > 0, P2(0).P2(t∗) = 0 if and only if
w = wi . Moreover the discriminant of P2 with respect to t is, up to a non-zero factor,
5λw2 − 12αβ . It has a unique positive root w = wd . Hence, provided that w = wd and
w = wi , Sturm Theorem can be applied.
(a) If 0 <w <wd then V (0) = V (t∗). So, P2 has no real root in [0, t∗].
(b) If wd < w < wi , then V (0) − V (t∗) = 2, so there are two real roots of P2 in [0, t∗],
different from 0 or t∗.
(c) If w >wi , then V (0) = V (t∗), and there are no real roots of P2 in [0, t∗].
(d) If w = wi , then P2(0) = P2(t∗) = 0.
(e) If w = wd , then P2 has a double root which is −wβ−1.
(2) If αλ > 0, we just observe that V (0) = V (t∗), P2(0)P2(t∗) = 0 and P2 is square-free. So,
P2 has no real root between 0 and t∗.
To finish the proof, observe that the case σ = −1 is just obtained by changing α in −α. 
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σ ∈ {−1,1}. Necessary and sufficient conditions for the existence of a trajectory from p which
stays for positive times in Q(σ,1) and returning to Σxy are:
(1) either αλσ < 0, w ∈ ]0,wd [ ∪ ]wi,+∞[, and z = zσ (w),
(2) or αλσ > 0, w ∈ ]0,+∞[, and z = zσ (w).
In both cases, the switching time is t∗ = −2wβ−1, and φt∗Z(α,β,λ) (p) ∈ Fix(ξ).
Observe that z = zσ (w), w > 0, is equivalent to p ∈ Cσ .
Proof. We stay with the notations of the proof of Lemma 3.3. Let σ ∈ {−1,1}. Without loss of
generality, we assume that for strictly positive small times φtZ(α,β,λ) (p) ∈ Q(σ,1).
The condition φtZ(α,β,λ) (p) ∈ Σxy leads to the system of equations:{
x1(t,p) = 0, t = −2wβ−1
}
which is equivalent to:{
z = 3σαβw − λw
3
3β2
, t = t∗
}
To be a switching time, t∗ has to be the smallest strictly positive root of t → x1(t,p).
Since p ∈ Cσ , x1(t,p) is a factorisable polynomial (Lemma 3.6), and the result follows from
Lemma 3.7.
Finally, observe that φt∗Z(α,β,λ) (p) = p∗ = (0,−z,0,−w) = ξ(p∗). 
3.5. Proof of Theorem 1
Our aim is to exhibit conditions for the existence of families of periodic orbits for Z(α,β,λ).
Since Z(α,β,λ) is ξ -reversible it is natural to focus on orbits which are ξ -symmetric. Under some
conditions, we construct an half-orbit which starts and ends in Fix(ξ). Then, using the reversibil-
ity property of Z(α,β,λ), we close this half-orbit in a periodic orbit.
Proof. Let σ ∈ {−1,1}, p ∈ Σxy , and assume that for strictly positive small times φtZ(α,β,λ) (p) ∈
Q(σ,1).
Lemma 3.5 gives necessary conditions on α,λ,σ,w such that the orbit from p starts in
Q(σ,1).
Let us combine these conditions with those stated in Lemma 3.8.
(1) If α < 0 and σ = − sgn(λ): by Lemma 3.8, t∗ = −2wβ−1 is a switching time of x1(p, t).
(2) If α < 0, σ = sgn(λ) and w < wi : by Lemma 3.8, t∗ is a switching time of x1(p, t) if and
only if w ∈ ]0,wd [.
(3) if α > 0, σ = − sgn(λ) and w >wi : by Lemma 3.8, t∗ is a switching time of x1(p, t).
Hence, there is an orbit of Z(α,β,λ) which starts from p, stays in Q(σ,1), and returns to Σxy , if
and only if one of these conditions is satisfied:
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(2) α < 0, σ = sgn(λ) and w <wd .
(3) α > 0, σ = − sgn(λ) and w >wi .
Assume now that one of the above conditions is fulfilled. For all t ∈]0, t∗[ φtZ(α,β,λ) (p) remains
in Q(σ,1) and φt∗Z(α,β,λ) (p) = p∗. By Lemma 3.1 (case fx = fy = 0), Z(α,β,λ) is ξ -reversible.
Hence, the backward flow issued from p is such that φ−t
∗
Z(α,β,λ)
(p) = ξ(p∗). Since p∗ = ξ(p∗) the
orbit is closed.
Let us summarize:
(1) if α < 0
(a) if 0 <w <wd there exists a periodic orbit which starts in Q(sgn(λ),1) for t > 0 small.
(b) for all w > 0 there exists a periodic orbit which starts in Q(− sgn(λ),1) for t > 0 small.
(2) if α > 0, w >wi , there exists a periodic orbit which starts in Q(− sgn(λ),1) for t > 0 small.
Other statements of Theorem 1 follow from 3.6. 
3.6. Singular periodic orbits
Periodic orbits may degenerate in a singular loop in two cases. The first case occurs when the
second condition stated in Lemma 3.4 is no longer fulfilled: this happens when the parameter w
reaches wi . The second case occurs when complex time switches become real and belong to the
interval ]0, t∗[: this corresponds to w equal to wd .
We assume λ = 0 and use the same notations as in Lemma 3.7.
 Assume that α > 0 and σ = − sgn(λ). Observe that if w = wi , then x1(t,p) has a double
root at t∗ and at 0. We have:⎧⎪⎪⎨
⎪⎪⎩
x1(t,p) = ασ t
2(βt + 2wi)2
8w2i
y1(t,p) = 12 t (βt + 2wi)
So, at both t∗ and 0 the flow φtZ(α,β,λ) (p) is tangent to Σx and transverse to Σy . For t > 0,
φtZ(α,β,λ)
(p) ∈ Q(σ,1), and for t < 0, φtZ(α,β,λ) (p) ∈ Q(σ,−1). The same behavior occurs
at t = t∗. For w = wi , we obtain a singular periodic loop, which is limit of the regular
periodic orbits γw when w → wi + 0. In both cases (t = 0 and t = t∗) we have a hyperbolic
fold singularity located at (0,0,0,wi) and (0,0,0,−wi) respectively. If one projects to the
(x1, y1) coordinates, these points are mapped to the origin x1 = y1 = 0, and the projected
loop appears as a cusp (see Fig. 5).
 Assume that α < 0 and σ = sgn(λ). When w = wd , x1(t,p) has a double root at s = −wβ−1,
and we have:⎧⎪⎪⎨
⎪⎪⎩
x1(t,p) = ασ t(βt + 2wd)(βt +wd)
2
10βw2d
y1(t,p) = 1 t (βt + 2wd)2
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⎪⎪⎩
x1(t,p) = −ασ10 (t − s)
2 +O((t − s)3)
y1(t,p) = −w
2
d
2β
+O((t − s)2)
Since α < 0, the sign of −ασ is the sign of σ , so the orbit stays, for t near s, t = s, in the
same quadrant Q(σ,1). Therefore, we obtain a singular periodic loop, which is limit of the
regular periodic orbits γw when w → wd − 0, and the contact point ps = (0,0,−w
2
d
2β ,0) is
a hyperbolic fold singularity. In the (x1, y1) coordinates one locally sees a parabola, tangent
to Σx , but not meeting Σy . Out of the contact point this parabola is an orbit-solution of
Z(α,β,λ). We have the same type of singularity (0,0,
w2d
2β ,0) for t = −s, obtained by means
of the involution ξ (see Fig. 5).
3.7. Orbits of analytic deformations
Lemma 3.9. Let Z∗(α,β,λ) ∈ Γa , p ∈ Σxy , and (εx, εy) ∈ {−1,1} × {−1,1}. We denote by φtZ(p),
t ∈]0, τ (p)[ the restriction of the flow of Z∗(α,β,λ) to the quadrant Q(εx, εy). We have:
φt
Z∗
(α,β,λ)
(p) = (x˜1(t,p), x˜2(t,p), y˜1(t,p), y˜2(t,p)) (3)
with t ∈R, p ∈R4, and
∀v ∈ {x1, x2, y1, y2}:
v˜(t,p) = v(t,p)+ψv(t,p) where
ψv is a C∞ map such that ψv(0,p) = 0
Proof. Immediate integration of Z∗
(α,β,λ)
∈ Γa . Note that, for all v ∈ {x1, x2, y1, y2}, v˜(0,p) =
v(0,p), implies that ψv(0,p) = 0. And since Z∗(α,β,λ) is a perturbation of Z(α,β,λ), φZ∗(α,β,λ) is a
perturbation of φZ(α,β,λ) . 
Lemma 3.10. Let Z∗(α,β,λ) ∈ Γa . Assume β < 0, α = 0 and σ ∈ {−1,1}. Using the notations of
Lemma 3.9 for the restriction of the flow of Z∗(α,β,λ) to the quadrant Q(σ,1), let G be the map
defined by:
G: (R3,0)→ (R2,0)
(t, z,w) → (x˜1(t, (0, z,0,w)), y˜1(t, (0, z,0,w)))
There exists ε > 0, an open set I × J ⊂R2 such that (0,0) ∈ I × J and a unique function w →
(τ˜ (w), z˜σ (w)) defined on [0, ε[, such that τ˜ (0) = 0, z˜σ (0) = 0 and verifying for all (t, z,w) ∈
I × J × [0, ε[
G(t, z,w) = 0 ⇐⇒ (t, z) = (τ˜ (w), z˜σ (w))
Moreover, τ˜ (w) = −2β−1w + O(w2), z˜σ (w) = zσ (w) + O(w4), and the function τ˜ is strictly
positive on ]0, ε[.
Proof. Let p = (0, z,0,w) ∈ Σxy . We consider the map G¯ defined by:{
G¯(t, z,w) = ( x˜1(t,(0,z,0,w))
t
,
y˜1(t,(0,z,0,w))
t
) if t = 0
¯G(0, z,w) = (z,w)
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z + 1
2
σαt + 1
6
λwt2 + 1
24
λβt3 +O(t4, z2,w2), 1
2
βt +w +O(t2, z2,w2))
The Jacobian matrix D(G¯, [t, z]) has the form:[1 +O(t, z,w) σα2 +O(t, z,w)
O(t, z,w)
β
2 +O(t, z,w)
]
and has rank 2 at (0,0,0). By the Implicit Function Theorem, there exists ε > 0 sufficiently
small, smooth functions τ˜ , z˜σ defined on [0, ε[, open sets I, J of R, such that for all 0 <w < ε,
t ∈ I , z ∈ J , G¯(t, z,w) = 0 is equivalent to (t, z) = (τ˜ (w), z˜σ (w)).
A straightforward computation leads to the expansions:
τ˜ (w) = −2β−1w +O(w2) z˜σ (w) = zσ (w)+O(w4)
By formula (3),
y˜1(t,p) = y1(t,p)+ψy1(t,p) and y˜1(0,p) = y1(0,p)+ψy1(0,p) = 0
But from Lemma 3.2:
y1(t,p) = t
(
w + β
2
t
)
So, for all w = 0, the only non-zero root of y1(t, (0, z˜σ (w),0,w)) = 0 is −2wβ−1, which
is strictly positive. Hence, provided that ε is sufficiently small, we may assume that for all
w ∈ ]0, ε[, τ˜ (w) > 0 
3.8. Proof of Theorem 2
Our aim is to exhibit existence conditions of families of periodic orbits for Z∗(α,β,λ) ∈ Γa in
a neighborhood of the origin. Theorem 1 gives a complete description of periodic orbits of a
vector field Z(α,β,λ). Here we restrict ourselves to those periodic orbits near the origin which
persist under a perturbation Z∗(α,β,λ) of Z(α,β,λ).
Proof. Let Z∗(α,β,λ) ∈ Γa , such that α < 0 and β < 0. Let σ ∈ {−1,1}. Let us choose ε > 0, I ,
J , w → τ˜ (w), w → z˜σ given by Lemma 3.10. Assume that p = (0, z˜σ (w),0,w) ∈ Σxy , with
0 <w < ε.
Observe that x˜1(t,p) = z˜σ (w)t + O(t2) = σαβ−1wt + O(t2,w2). Since αβ−1w > 0, for
small strictly positive values of t , φt
Z∗
(α,β,λ)
(p) ∈ Q(σ,1).
By Lemma 3.10, τ˜ (w) is the unique solution of φt
Z∗
(α,β,λ)
(p) ∈ Σxy , and τ˜ (w) > 0. Hence
τ˜ (w) is the switching time corresponding to the orbit from p starting in Q(σ,1). By Lemma 3.1,
Z∗(α,β,λ) is ξ -reversible, so we close this orbit by means of the backward flow as in Theorem 1.
The period of this orbit is 2τ˜ (w). Remark that this proof allows λ = 0. 
3.9. Coupled and uncoupled systems
Observe that the non-smooth vector field Z(α,β) corresponds to two independent subsystems
(uncoupled relay system). In this case x1(t,p) is a degree 2 polynomial in t and it is straightfor-
ward to prove that: provided α < 0, β < 0, σ ∈ {−1,1}, for each w > 0 there exists a periodic
A. Jacquemard, D.J. Tonon / Bull. Sci. math. 136 (2012) 239–255 255orbit of period −4wβ−1 passing through (0, σαβ−1w,0,w). So we get two families of periodic
orbits (but no singular loop) as in Theorem 1. By similar arguments as in Lemma 3.3, one can
also derive the following facts: the first subsystem has a one-parameter family of periodic orbits
γ wx with half-period t˜y = −2wβ−1 (passing through (x1, x2,0,w)), w = 0, and the second sub-
system has a one-parameter family of periodic orbits γ zy of half-period t˜x = −2zα−1 (passing
through (0, z, y1, y2)), z = 0. So, Z(α,β) possesses a two-parameters family of periodic orbits
passing through (0, z,0,w) if and only if αβ−1 ∈Q.
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