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Abstract
The authors propose a simple numerical method to approximate the solution of CSIE. The convergence and
the stability of the procedure are proved and some numerical examples are shown.
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1. Introduction
Let us consider the Fredholm integral equation of the second kind
f(y)− 
∫
R
(x; y)f(x)w(x) dx = g(y); y∈R; (1.1)
where  is a real number, g(x) is a known functions, w(x) = e−x2 is the Hermite weight and
(x; y) = k(x; y) +
∫
R
k(x; t)
t − y dt (1.2)
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is the kernel with k(x; y) known function. Note that Eq. (1.1) can be obtained from the following
equation:
f(y)− 
∫
R
[
1
x − y + k0(x; y)
]
f(x) dx = G(y); ∈R; (1.3)
assuming that it has a unique solution in L2. Then, since H (H (f; t); y) =−f(y) and
H (f; y) =
1

[
f(y)− 
∫
R
k0(x; y)f(x) dx − G(y)
]
;
applying the Hilbert transform to both sides of (1.3), we obtain the following equivalent equation:
f(y)− 
∫
R
[
k0(x; y) + 
∫
R
k0(x; t)
t − y dt
]
f(x) dx = g(y); (1.4)
where
=

1 + 22
and g(y) =
1
1 + 22
[
G(y) + 
∫
R
G(t)
t − y dt
]
:
Setting k0(x; y) = e−x
2
k(x; y), Eq. (1.4) becomes (1.1).
Letting
Kf(y) =
∫
R
(x; y)f(x)w(x) dx; (1.5)
we can rewrite Eq. (1.1) as follows:
(I − K)f = g; (1.6)
where I denotes the identity operator.
In this paper, under suitable hypotheses on the smoothness of the kernel k(x; y), we propose
a simple numerical procedure for the computation of the approximate solution of (1.1) (assuming
that the last one has a unique solution). The proposed method is based on interpolation processes,
related to Hermite zeros, of “truncated functions” and it is stable and convergent. The approximate
solution is represented by means of polynomials whose coeDcients are computed by solving a
well-conditioned linear system. We will also show that the proposed procedure can be used to
approximate the solutions of a special class of Cauchy singular integral equations. Error estimates
and some signiFcant numerical examples are shown.
2. Notations and preliminary results
Let w(x) = e−x2 ; x∈R, be the classical Hermite weight and denote by L2√w(a; b); −∞6 a¡
b6∞, the set of all functions such that
‖f‖2L2√w(a;b) :=
∫ b
a
|f(x)
√
w(x)|2 dx¡∞:
M.C. De Bonis et al. / Journal of Computational and Applied Mathematics 164–165 (2004) 225–243 227
In the sequel we will write ‖f√w‖2 instead of ‖f‖L2√w(−∞;∞) and L
2√
w instead of L
2√
w(−∞;∞).
Moreover, we will denote by C a positive constant which may assume diGerent values in diGerent
formulas and we will write C = C(a; b; : : :) if C is independent of the parameters a; b; : : : and A ∼ B if
there exists a constant C¿ 0, independent of the parameters of A and B, such that C−1A6B6CA.
We consider Eq. (1.6) in L2√w, but for smoother functions we introduce the following Sobolev
weighted spaces:
W 2r := W
2
r (
√
w) = {f∈L2√w :f(r−1) ∈AC(R) and ‖f(r)
√
w‖2 ¡∞}; r¿ 1;
equipped with the usual form
‖f‖W 2r (√w) = ‖f
√
w‖2 + ‖f(r)
√
w‖2:
Now we recall the deFnition of “truncated function” (see [1,3–5,7,9]. Let {pm(w)}m be the se-
quence of orthonormal Hermite polynomials with positive leading coeDcient. If x1 ¡x2 ¡ · · ·¡x[m=2]
¡
√
2m+ 1 are the positive zeros of pm(w), set x−i =−xi (x0 = 0) and deFne the integer j = j(m)
as
xj := min
16k6[m=2]
{xk : xk ¿!
√
2m}; 0¡!¡ 1 Fxed: (2.1)
Then, using a nondecreasing function  ∈C∞(R) such that  (x) = 1 for x¿ 1 and  (x) = 0 for
x6 0, we introduce the functions  j(x) =  ((|x| − xj)=(xj+1 − xj)) and fj(x) = (1−  j(x))f(x). By
deFnitions, fj = f in [ − xj; xj] and fj(x) = 0 if |x|¿xj+1. Obviously, fj is as smooth as f and
we want to establish an interesting property of the sequence {fj(m)}m.
To this end, let M = [(!=(1 + !))2m] ([$] denotes the integer part of $), where 0¡!¡ 1 is the
same of the deFnition of xj. If PM denotes the set of all polynomials of degree at most M , we
deFne the error of best approximation of a function f∈L2√w as
EM (f)√w;2 := inf
P∈PM
‖(f − P)√w‖2 = ‖(f − SM (w;f))
√
w‖2;
SM (w;f) being the M th Fourier sum of f related to the system of Hermite polynomials. Then, for
every function f belonging to L2√w; fj(m) satisFes the following property [3, Theorem 2.1(2.9)]
Proposition 2.1. For all functions f∈L2√w we have
‖[f − fj]
√
w‖26C[EM (f)√w;2 + e−Am‖f
√
w‖2];
where C and A are positive constants independent of M and f.
Now we recall that, for all polynomials Pm of degree m= 1; 2; : : : ; we have [11, Theorem 5.3, p.
335]
‖Pmw‖p6C‖Pmw‖Lp([−√2m;√2m); (2.2)
where 0¡p¡∞ and C is a positive constant independent of m and Pm; moreover for every (¿ 0
Fxed, the following inequality holds:(∫
|x|¿(1+()√2m
|Pm(x)|pw(x) dx
)1=p
6Ce−Am
(∫
x∈R
|Pm(x)|pw(x) dx
)1=p
; (2.3)
228 M.C. De Bonis et al. / Journal of Computational and Applied Mathematics 164–165 (2004) 225–243
where p∈ (0;∞] and the constants C and A depend on ( but not on m and Pm [8] (see
also [10]).
For a continuous function f (f∈C0(R)), let Lm(w;fj) be the Lagrange polynomial of fj based
on the zeros of pm(w):
Lm(w;fj; x) =
j∑
k=−j
lk(x)f(xk);
where
lk(x) =
pm(w; x)
p′m(w; xk)(x − xk)
is the kth fundamental Lagrange polynomial. The following results have been proved in [5].
Lemma 2.2. If f∈W 2r then there exists a positive constant C = C(m;f) s.t.
‖Lm(w;fj)
√
w‖26C
[
‖f√w‖2 + 1(√m)r ‖f
(r)√w‖2
]
: (2.4)
Theorem 2.3. For all functions f∈W 2r we have
‖[f − Lm(w;fj)]
√
w‖26 C(√m)r ‖f‖W 2r ; (2.5)
where C is a positive constant independent of m and f.
We point out that if we replace fj by f inequalities (2.4) and (2.5) are not true (see for instance
[7]). For convenience, in the sequel we will use the following notation:
kx(y) = k(x; y) = ky(x):
Recalling deFnition (1.5) of the operator K , we have the following:
Lemma 2.4. If
sup
x
{‖kx‖2 + ‖k(r)x ‖2}¡∞ (2.6)
for some r¿ 0, then
‖(Kf)(r)√w‖26C‖f
√
w‖2;
where C is a positive constant independent of f. Consequently the operator K :L2√w → L2√w is
compact.
Recalling deFnition (1.2) of , our problem is to approximate the Hilbert transform
H (kx; y) :=
1

∫
R
k(x; t)
t − y dt; |y|6 xj+1:
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Following a procedure proposed in [3], we introduce the function Gx(t) := k(x; t)et
2
and approximate
H (Gxw; y) =
1

∫
R
Gx(t)
t − y e
−t2 dt
by the quadrature rule
Hm(Gx; y) =
1

j∑
l=−j
Gx(xl)
xl − y l(w) +
1

Gx(y)

H (w; y)− j∑
l=−j
l(w)
xl − y

 ; (2.7)
where l; l=−j; : : : ; j, is the lth ChristoGel number (−l=m−l+1) and xl; l=−j; : : : ; j, are the zeros
of pm(w) or pm+1(w). The knots xl; l=−j; : : : ; j, are chosen by means of a suitable algorithm which
ensures that |y− xl|¿C=
√
m holds, where C is a Fxed constant independent of m and l. Such kind
of quadrature rules have been introduced and extensively studied in [1–4].
Moreover if we assume that Gx ∈W∞r , where
W∞r :=
{
g∈C0(R) : lim
|x|→∞
|(gw)(x)|= 0 and ‖g(r)w‖∞¡∞
}
;
we have the following estimate of the error [3, Theorem 3.1(3.2)]:
|H (Gxw; y)− Hm(Gx; y)|6 C(√m)r ‖G
(r)
x w‖∞ logm: (2.8)
We also observe that
‖G(r)x w‖∞6C
r∑
i=0
‖k(r−i)x (1 + | · |)i‖∞: (2.9)
Now, setting
∗(x; y) := k(x; y) + Hm(Gx; y); (2.10)
we introduce, for m large enough (say m¿m0), the following operator:
(K1f)(y) =
∫
R
Lm(w; (∗y)j; x)fj(x)e
−x2 dx; ∗y(x) = 
∗(x; y) = ∗x (y);
and we state the following:
Lemma 2.5. If
A(K) := sup
x
{
r+1∑
i=0
sup
y
∣∣∣∣(1 + |y|)i 9r+1−i9yr+1−i k(x; y)
∣∣∣∣
}
¡∞ (2.11)
for some r¿ 1, then
‖(K1f)(r)
√
w‖26C‖f
√
w‖2;
where C is a positive constant independent of m and f.
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Finally, we deFne the sequence of operators {Km}m as
(Kmf)(y) = Lm(w; (K1f)j;y): (2.12)
As a consequence of Lemmas 2.4 and 2.5 we can prove the following:
Theorem 2.6. If k(x; y) satis6es (2.6), (2.11) and
sup
y
‖ky‖W 2r ¡∞; (2.13)
then
‖(K − Km)f
√
w‖26C ‖f
√
w‖2
(
√
m)r
logm;
where C is a positive constant independent of m and f.
3. Numerical method
Going back to Eq. (1.1), we assume that the kernel k(x; y) satisFes (2.6), (2.11) and (2.13). Then
the operator K :L2√w → L2√w is compact and we assume that (1.6) has a unique solution in L2√w for
all g∈W 2r .
In order to introduce a suitable numerical method we will solve the Fnite dimensional equation
(I − Km)fm = gm; (3.1)
where Km has been deFned in (2.12), fm ∈Pm−1 is the unknown polynomial,
gm(x) =
j∑
i=−j
li(x)
bi√
i
; bi = g(xi)
√
i; li(x) =
pm(w; x)
p′m(w; xi)(x − xi)
(3.2)
and i is the ith ChristoGel number. Now, by Theorem 2.3 it is easy to deduce
‖(g− gm)
√
w‖26 C(√m)r ‖g‖W 2r
and by Theorem 2.6
‖K − Km‖L2√w→L2√w6
C
(
√
m)r
logm
holds true. Then using a well-known argument (see also [6,5]), the following theorem holds.
Theorem 3.1. If Ker(I−K)={0}; k(x; y) satis6es (2.6), (2.11) and (2.13) and g∈W 2r , then (3.1)
has a unique solution fm for any m su7ciently large (say m¿mo) and, denoting by f the solution
of (1.6), we have
‖(f − fm)
√
w‖26 C(√m)r ‖g‖W 2r :
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Consequently f∈W 2r . Moreover,
|cond (I − K)− cond(I − Km)|= O(m−r=2); (3.3)
where cond(A) = ‖A‖‖A−2‖ is the condition number of an invertible operator A.
In order to compute the coeDcients of the polynomial fm, we let
fm(x) =
j∑
k=−j
lk(x)
ak√
k
; ak = fm(xk)
1=2
k : (3.4)
Since
(Kmfm)(y) =
j∑
k=−j
ak√
k
Lm[(K1lk)j; y]
and
(K1lk)(y) = ∗(xk ; y)k ;
the Fnite-dimensional equation (3.1) is equivalent to the following linear system:
j∑
k=−j
ak[(ik − 
√
i
√
k∗(xk ; xi)] =
√
ig(xi); i =−j; : : : ; j; (3.5)
where the unknown quantity ak ; k =−j; : : : ; j, are the coeDcients of fm.
Next theorem deals with the condition number of the matrix M ∗j(m) of the linear system (3.5).
Theorem 3.2. The matrix M ∗j(m) of the linear system (3.5) satis6es
cond(M ∗j(m)) = cond(I − K) + O(m−r=2);
where the constant in “O” are independent of m.
Remark. As announced in the introduction, we can obtain Eq. (1.1) from (1.3). In virtue of the
above theorems it is easy to see that if G ∈W 2r satisFes the additional condition (2.9) and the kernel
k satisFes (2.6), (2.11) and (2.13) then Theorem 2.6 holds true and the procedure showed above
can be used to approximate the solutions of (1.3). In next section Examples 3 and 4 deals with the
solution of singular integral equations of type (1.3).
4. Numerical examples
In this section we show some approximation fm(x)
√
e−x2 of the weighted solution of the integral
equation (1.1).
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Table 1
m J cond
64 20 1.2006
128 40 1.20062
256 80 1.2006215
Table 2
m J x = 0:3 x = 2 x = 3
64 20 1.1 6:e− 1 1:e− 1
128 40 1.104 6:87e− 1 1:11e− 1
256 80 1.1040581 6:877077e− 1 1:116697e− 1
Since the exact solutions of the integral equations we consider are not known, in all the tables
we have reported only the digits which are correct according to a corresponding approximate value
f300(x)
√
e−x2 of the weighted solution. Thus the results on the last line of our tables are thought
to be exact to the number of Fgures shown. Moreover, in the following examples J := J (!) = 2j
denotes the dimension of the linear system (3.5) (! is in deFnition (2.1) of xj).
Example 1. We consider the following integral equation
f(y) +
1
5
√

∫
R
(x; y)f(x)e−x
2
dx = 1 + y2;
where
(x; y) =
1
(1 + x2 + y2)3
+
∫
R
1
(t − y)(1 + x2 + t2)3 dt:
For ! = 0:25, in Table 1 we represent the condition number of the associated linear system and
in Table 2 we show the behaviour of the weighted solution fm(x)
√
e−x2 in diGerent points.
Finally, in Fig. 1 we show the graph of the function f256(x)
√
w(x). The max absolute error is
of the order of 10−7.
Example 2. Let us consider
f(y)− 3
∫
R
[
1
x − y +
e−x2
(1 + |x|7=2 + y2)3
]
f(x) dx = g(y)
with
g(y) =
y2
(1 + y2)4
:
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Fig. 1. f256(x)
√
w(x).
Table 3
m J cond
64 20 1.2037
128 40 1.20372
256 80 1.203722
Table 4
m J x =−1:5 x = 0:2 x = 0:5
64 20 1:9 e− 3 5:1 e− 3 1:9 e− 3
128 40 1:97 e− 3 5:145 e− 3 1:9939 e− 3
256 80 1:9702 e− 3 5:14558 e− 3 1:9939 e− 3
As above mentioned, by applying to the both sides the Hilbert transform, we obtain
f(y)− 3
1 + 92
∫
R
(x; y)f(x) e−x
2
dx = G(y);
where
(x; y) =
1
(1 + |x|7=2 + y2)3 +
∫
R
1
(1 + |x|7=2 + y2)3(t − y) dt
and
G(y) =
1
1 + 92
[g(y) + 3H (g; y)]:
For !=0:25, in Tables 3 and 4 we represent the condition number of the associated linear system
and the behaviour of the weighted solution fm(x)
√
e−x2 in diGerent points.
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Fig. 2. f256(x)
√
w(x).
In Fig. 2, the graph of the function f256(x)
√
w(x) performed with a max absolute error of the
order of 10−8 is shown.
Example 3. Finally, we consider
f(y)−
∫
R
[
1
x − y +
x2e−x2
(1 + x4 + y4)3
]
f(x) dx = g(y)
with
g(y) =
arctan(1 + y)
(1 + y2)3
:
By applying Hilbert transform on both sides, we have
f(y)− 1
1 + 2
∫
R
(x; y)f(x) e−x
2
dx = G(y);
where
(x; y) =
x2
(1 + x2 + y2)5
+
∫
R
x2
(1 + x2 + t2)5(t − y) dt
and
G(y) =
1
1 + 2
[g(y) + H (g; y)]:
For ! = 0:25, in Table 5 we show the condition number of the associated linear system and in
Table 6 we represent the behaviour of the weighted solution fm(x)
√
e−x2 in diGerent points.
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Table 5
m J cond
64 20 1.012
128 40 1.0128075
256 80 1.0128075759
Table 6
m J x =−1 x =−0:5 x = 0:4
64 20 5:16 e− 2 1:49 e− 1 −4:1 e− 2
128 40 5:169 e− 2 1:493 e− 1 −4:1 e− 2
256 80 5:1694 e− 2 1:4937 e− 1 −4:1273 e− 2
Fig. 3. f256(x)
√
w(x).
In Fig. 3 you can see the graph of the function f256(x)
√
w(x). The max absolute error is of the
order of 10−7.
5. Proofs
Next propositions will be useful in the sequel.
Proposition 5.1. If
sup
y
‖ky‖W 2r ¡∞
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then
sup
y
‖√w∗(r)y ‖2 = O(logm); r¿ 0:
Proof. Recalling deFnitions (2.10) and (2.7) and letting
Am(y) :=

H (w; y)− j∑
l=−j
l(w)
xl − y

 ;
for r¿ 0, we have
|∗(r)y (x)|6 |k(r)y (x)|+
j∑
l=−j
|k(r)(x; xl)|ex2l l(w)
|xl − y| + e
y2 |k(r)y (x)‖Am(y)|:
Since l(w) ∼ e−x2lMxl we have
sup
y
‖√w∗(r)y ‖26 sup
y
‖√wk(r)y ‖2

1 + j∑
l=−j
Mxl
|xl − y| + e
y2Am(y)

 :
Moreover, taking into account that
|Am(y)|6Ce−y2 logm
(see [3, Proposition 2.2]) and
j∑
l=−j
Mxl
|xl − y| ∼ logm;
the proposition follows.
Proposition 5.2. If
A(K) = sup
x
{
r+1∑
i=0
sup
y
∣∣∣∣(1 + |y|)i 9r+1−i9yr+1−i k(x; y)
∣∣∣∣
}
¡∞
then
sup
x
‖√w∗(r)x ‖2 ¡∞; r¿ 1:
Proof. Recalling deFnitions (2.10) and (2.7), we have
‖√w∗(r)x ‖26 ‖
√
wk(r)x ‖2 + ‖
√
wH (r)m (Gx)‖2;
M.C. De Bonis et al. / Journal of Computational and Applied Mathematics 164–165 (2004) 225–243 237
where
H (r)m (Gx; y) =
j∑
i=−j
l(w)
dr
dyr
[
Gx(xl)− Gx(y)
xl − y
]
+ [Gx(y)H (w; y)](r) = A+ B: (5.1)
For ,¿ 0 Fxed, we consider the following decomposition of A:
A=


∑
|xl−y|6,
+
∑
|xl−y|¿,

 l(w) d
r
dyr
[
Gx(xl)− Gx(y)
xl − y
]
:= A1 + A2: (5.2)
Since
dr
dyr
[
f(t)− f(y)
t − y
]
=
1
(t − y)r+1
∫ t
y
(t − u)rf(r+1)(u) du; (5.3)
we can write
A1 =
∑
|xl−y|6,
l(w)
1
(xl − y)r+1
∫ xl
y
(xl − u)rG(r+1)x (u) du:
Taking into account that l(w) ∼ e−x2lMxl; e−y2 ∼ e−u2 ∼ e−x2l and |xl − u|6 |xl − y|, we obtain
|A1|6 ‖G(r+1)x w‖∞
∑
|xl−y|6,
Mxl6C‖G(r+1)x w‖∞: (5.4)
Using Leibniz rule we have
A2 = r!
∑
|xl−y|¿,
Gx(xl)l(w)
(xl − y)r+1 −
r∑
i=0
r!
(r − i)! G
(r−i)
x (y)
∑
|xl−y|¿,
l(w)
(xl − y)i+1 :
We note that, by Markov–Stieltjes inequalities (see for instance [3]), we deduce∣∣∣∣∣∣
∑
|xl−y|¿,
l(w)
(xl − y)i+1
∣∣∣∣∣∣6Ce−y
2
; i = 0; : : : ; r:
Moreover,
∑
|xl−y|¿,
Mxl
|xl − y|r+1 6C
holds. Thus we obtain
|A2|6C
r∑
i=0
‖G(r−i)x w‖∞: (5.5)
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Combining (5.4) and (5.5) with (5.2), we get
‖A√w‖26C
r+1∑
i=0
‖G(r+1−i)x w‖∞: (5.6)
In order to estimate B we write
|B|=
∣∣∣∣∣
r∑
i=0
(
r
i
)
G(r−i)x (y)H (w
(i); y)
∣∣∣∣∣ : (5.7)
Now we show that
|H (w(i); y)|6C (1 + |y|)
i
y + ,
e−y
2
:
Here we prove that such a inequality holds for y¿ 0, the other cases being similar. For ,¿ 0 Fxed,
we can write
H (w(i); y) =
{∫ y+,
y−,
+
∫ y−,
−∞
+
∫ ∞
y+,
}
q(t)e−t2
t − y dt := H1 + H2 + H3; (5.8)
where q∈Pi. Adding and subtracting q(y)e−y2 , for /∈ (y − ,; y + ,), we have
H1 =
∫ y+,
y−,
q(t)e−t2 − q(y)e−y2
t − y dt =
∫ y+,
y−,
[q′(/)e−/
2
+ 2/q(/) e−/
2
] dt∼ (1 + |y|)ie−y2 : (5.9)
Moreover it results
H36
∫ ∞
y+,
(1 + |t|)ie−t2
t − y dt6C(1 + |y|)
ie−(3=4)y
2
∫ ∞
y+,
e−t2=4
t
d
(
t2
4
)
6C
(1 + |y|)i
y + ,
e−y
2
: (5.10)
Analogously we can prove that
H26C
(1 + |y|)i
y + ,
e−y
2
: (5.11)
Thus, combining (5.9)–(5.11) with (5.8) and substituting into (5.7), we obtain
|B|6C
r∑
i=0
|G(r−i)x (y)e−y
2 | (1 + |y|)
i
y + ,
and then
‖B√w‖26C
r∑
i=0
‖G(r−i)x w‖∞
(∫
R
[
(1 + |y|)i
y + ,
]2
e−y
2
dy
)1=2
6C
r∑
i=0
‖G(r−i)x w‖∞: (5.12)
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Combining (5.6) and (5.12) with (5.1) and recalling (2.9), we get
‖√wH (r)m (Gx)‖6C
r+1∑
i=0
‖G(r+1−i)x w‖∞6CA(K)
and then the proof is complete.
Proof of Lemma 2.4. For r¿ 0, we have
‖(Kf)(r)√w‖2 =
(∫
R
[∫
R
f(x)e−x
2
(r)x (y) dx
]2
e−y
2
dy
)1=2
:
Applying Buniakowski inequality we get
‖(Kf)(r)√w‖26
∫
R
|f(x)e−x2 |
(∫
R
[(r)x (y)]
2e−y
2
dy
)1=2
dx
6C sup
x
‖√w(r)x ‖2
∫
R
|f(x)|e−x2dx:
Since (Hg)(r) = (Hg(r)) and ‖Hg‖26 ‖g‖2, by deFnition (1.2) we get
‖√w(r)x ‖26 ‖
√
wk(r)x ‖2 + ‖
√
wH (k(r)x )‖26C‖k(r)x ‖2: (5.13)
Then using HQolder inequality and (2.6), the lemma follows.
Proof of Lemma 2.5. For r¿ 1, we have
|(K1f)(r)(y)|=
∣∣∣∣
∫
R
Lm(w; (∗(r)y )j; x)fj(x)e
−x2 dx
∣∣∣∣ :
Applying HQolder inequality and the Gaussian rule we have
|(K1f)(r)(y)|6 ‖f
√
w‖2
(∫
R
[Lm(w; (∗(r)y )j; x)]
2e−x
2
dx
)1=2
= ‖f√w‖2
(
m∑
i=1
[∗(r)(xi; y)]2i(w)
)1=2
:
Then
‖(K1f)(r)
√
w‖26 ‖f
√
w‖2
(
m∑
i=1
i(w)
∫
R
[∗(r)(xi; y)]2e−y
2
dy
)1=2
6 ‖f√w‖2 sup
x
‖√w∗(r)x ‖2
(
m∑
i=1
i(w)
)1=2
:
By (2.11) and Proposition 5.2, the lemma follows.
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Proof of Theorem 2.6. Adding and subtracting Lm(w; (Kf)j), we get
‖(Kf − Kmf)
√
w‖26 ‖[Kf − Lm(w; (Kf)j)]
√
w‖2 + ‖
√
wLm(w; (Kf − K1f)j)‖2
:= I1 + I2: (5.14)
Using Theorem 2.3 and Lemma 2.4, we have
I16
C
(
√
m)r
‖Kf‖W 2r 6
C
(
√
m)r
‖f√w‖2: (5.15)
Applying Lemma 2.2, we obtain
I26C‖[Kf − K1f]
√
w‖2 + C(√m)r ‖(Kf − K1f)
(r)√w‖2
:= I ′2 + I
′′
2 : (5.16)
In order to estimate I ′2 we introduce the following operator:
(K0f)(y) =
∫
R
∗(x; y)fj(x)e−x
2
dx:
Adding and subtracting K0f, we write
I ′26 ‖[Kf − K0f]
√
w‖2 + ‖[K0f − K1f]
√
w‖2
:=A+ B: (5.17)
Adding and subtracting
K(fj; y) =
∫
R
(x; y)fj(x)e−x
2
dx;
we obtain
(Kf)(y)− (K0f)(y) =
∫
R
(x; y) j(x)f(x)e−x
2
dx
+
∫
R
[H (Gxw; y)− Hm(Gx; y)]fj(x)e−x2 dx
and then
A6
(∫
R
[∫
R
(x; y) j(x)f(x)e−x
2
dx
]2
e−y
2
dy
)1=2
+
(∫
R
[∫
R
|H (Gxw; y)− Hm(Gx; y)|fj(x)e−x2 dx
]2
e−y
2
dy
)1=2
:
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Applying Buniakowski inequality and recalling (2.8) we get
A6
∫
R
| j(x)f(x)|e−x2
(∫
R
2x(y)e
−y2 dy
)1=2
dx
+
C
(
√
m)r
logm sup
x
‖G(r)x w‖∞
(∫
R
[∫
R
fj(x)e−x
2
dx
]2
e−y
2
dy
)1=2
:
By HQolder inequality we have
A6C sup
x
‖√wx‖2‖f
√
w‖2
(∫
R
 2j (x)e
−x2 dx
)1=2
+
C
(
√
m)r
sup
x
‖G(r)x w‖∞‖f
√
w‖2 logm:
Moreover it results(∫
R
 2j (x)e
−x2 dx
)1=2
∼ e−Am:
Then, recalling (5.13), (2.9) and our hypotheses, we obtain
A6
C
(
√
m)r
‖f√w‖2 logm: (5.18)
In order to estimate B we have
B=
(∫
R
[∫
R
[∗y(x)− Lm(x; (∗y)j; x)]fj(x) e−x
2
dx
]2
e−y
2
dy
)1=2
:
By HQolder inequality, Theorem 2.3 and Proposition 5.1, we get
B6
(∫
R
‖[∗y − Lm(w; (∗y)j)]
√
w‖22‖f
√
w‖22 e−y
2
dy
)1=2
6
C
(
√
m)r
‖f√w‖2 sup
y
‖∗y‖W 2r
6
C
(
√
m)r
‖f√w‖2 logm: (5.19)
Now, substituting (5.18) and (5.19) into (5.17), we obtain
I ′26
C
(
√
m)r
‖f√w‖2 logm (5.20)
and using Lemmas 2.4 and 2.5, we deduce
I ′′2 6
C
(
√
m)r
[‖√wK (r)f‖2 + ‖
√
wK (r)1 f‖2]6
C
(
√
m)r
‖f√w‖2: (5.21)
242 M.C. De Bonis et al. / Journal of Computational and Applied Mathematics 164–165 (2004) 225–243
Combining (5.20) and (5.21) with (5.16), we have
I26
C
(
√
m)r
‖f√w‖2 logm: (5.22)
Finally, substituting (5.15) and (5.22) into (5.14), the theorem follows.
Proof of Theorem 3.2. Proceeding as in [5], we set a := (a−j; : : : ; aj); b := (b−j; : : : ; bj), and denote
by ‖c‖l2 =
(∑
k=1 c
2
k
)1=2 the l2-norm of the vector c = (c1; : : : ; c). Since
lk(xi) =
pm(w; xi)
p′m(w; xk)(xi − xk)
= 0 if |k|6 j and |i|¿j;
recalling deFnitions (3.2) and (3.4), we have gm(xi) = fm(xi) = 0 if |i|¿j. Then, since gm and fm
are two polynomial of degree at most m− 1, by the Gaussian rule, we obtain
‖fm
√
w‖22 =
∫
R
f2m(x)w(x) dx =
j∑
k=−j
kf2m(xi) =
j∑
i=−j
a2i = ‖a‖2l2
and, analogously,
‖gm
√
w‖2 = ‖b‖l2 :
Now, denoting by M ∗j(m) the matrix of the linear system (3.5), we have
‖M ∗j(m)a‖l2 = ‖b‖l2 = ‖gm
√
w‖2 = ‖[(I − Km)fm]
√
w‖2
6 ‖(I − Km)|Pm−1‖ ‖fm
√
w‖2
6 ‖(I − Km)‖L2√w→L2√w‖a‖l2 :
Similarly,
‖M ∗−1j(m) b‖l2 = ‖a‖l2 = ‖fm
√
w‖2 = ‖[(I − Km)−1gm]
√
w‖2
6 ‖(I − Km)−1‖L2√w→L2√w‖b‖l2 :
Consequently
cond(M ∗j(m))6 cond(I − Km):
By (3.3), the theorem follows.
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