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AN ORDERED STRUCTURE OF RANK TWO RELATED
TO DULAC'S PROBLEM
A. DOLICH AND P. SPEISSEGGER
Abstrat. For a vetor eld ξ on R2 we onstrut, under ertain as-
sumptions on ξ, an ordered model-theoreti struture assoiated to the
ow of ξ. We do this in suh a way that the set of all limit yles of
ξ is represented by a denable set. This allows us to give two restate-
ments of Dula's Problem for ξthat is, the question whether ξ has
nitely many limit ylesin model-theoreti terms, one involving the
reently developed notion of U
þ
-rank and the other involving the notion
of o-minimality.
Introdution
Let ξ = a1
∂
∂x
+ a2
∂
∂y
be a vetor eld on R
2
of lass C1, and let
S(ξ) :=
{
(x, y) ∈ R2 : a1(x, y) = a2(x, y) = 0
}
be the set of singularities of ξ. By the existene and uniqueness theorems
for ordinary dierential equations (see Camaho and Lins Neto [2, p. 28℄ for
details), ξ indues a C1-foliation F ξ on R2 \ S(ξ) of dimension 1. Abusing
terminology, we simply all a leaf of this foliation a leaf of ξ. A yle of ξ
is a ompat leaf of ξ; a limit yle of ξ is a yle L of ξ for whih there
exists a non-ompat leaf L′ of ξ suh that L is ontained in the losure of
L′.
Dula's Problem is the following statement: if ξ is polynomial, then ξ has
nitely many limit yles. It is a weakening of the seond part of Hilbert's
16th problem, whih states that there is a funtion H : N −→ N suh
that for all d ∈ N, if ξ is polynomial of degree d then ξ has at most H(d)
limit yles. Both problems have an interesting history, and while Dula's
problem was independently settled in the 1990s by Ealle [4℄ and Ilyashenko
[6℄, Hilbert's 16th problem remains open; see [6℄ for more details.
In this paper, we attempt to reformulate Dula's Problem in model-
theoreti terms. Our motivation to do so is twofold: we want to
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(i) nd a model-theoreti struture naturally assoiated to ξ in whih
the ow of ξ and the set of limit yles of ξ are represented by
denable sets;
(ii) know to what extent the geometry of suh a struture is determined
by Dula's Problem.
Our starting point for (i) is motivated by the pieewise triviality of Rolle
foliations assoiated to analyti 1-forms as desribed by Chazal [3℄. Let
U ⊆ R2 be open; a leaf L of ξ|U is a Rolle leaf of ξ|U if for every C
1
-urve
δ : [0, 1] −→ U with δ(0) ∈ L and δ(1) ∈ L, there is a t ∈ [0, 1] suh that
δ′(t) is tangent to ξ(δ(t)). Based on Khovanskii theory [7℄ over an o-minimal
expansion of the real eld [14℄, we establish (Proposition 1.5 and Theorem
3.4):
Theorem A. Assume that ξ is denable in an o-minimal expansion of the
real eld. Then there is a ell deomposition C of R2 ompatible with S(ξ)
suh that, with C
reg
:= {C ∈ C : C ∩ S(ξ) = ∅},
(1) every 1-dimensional C ∈ C
reg
is either transverse to ξ or tangent to
ξ;
(2) for every open C ∈ C
reg
, every leaf of ξ|C is a Rolle leaf of ξ|C;
(3) for every open C ∈ C
reg
, the ow of ξ in C is represented by a
lexiographi ordering of C.
Part (3) of this theorem needs some explanation, as it represents our
understanding of the triviality of the ow of ξ in C. Given an open
C ∈ C
reg
, it follows from part (2) that the diretion of ξ indues a linear
ordering <Γ on every leaf L of ξ|C . We an furthermore dene a relation on
the set L(C) of all leaves of ξ|C as follows: given a leaf L of ξ|C , the fat
that L is a Rolle leaf of ξ|C implies (see Remark 1.2 below) that L separates
C \ L into two onneted omponents UL,1 and UL,2 suh that the vetor
ξ⊥(z) := (a2(z),−a1(z)) points into UL,2 for all z ∈ L. Thus, for a leaf L
′
of ξ|C dierent from L, we dene L ≪C L
′
if L′ ⊆ UL,2 and L
′ ≪C L if
L′ ∈ UL,1. In general, though, the relation ≪C does not always dene an
ordering, even if every leaf of ξ|C is Rolle; see Example 2.2 below.
Part (3) now means that the ell deomposition C may be hosen in
suh a way that for every open C ∈ C
reg
, the ordering ≪C on L(C) is a
linear ordering. (See Example 3.2 for suh a deomposition in the situation
of Example 2.2.) This leads to lexiographi orderings as follows: given
C ∈ C
reg
and z ∈ C, we denote by Lz the leaf of ξ|C ontaining z. If
C ∈ C
reg
is open, we dene a linear ordering <C on C by x <C y if and
only if either Lx ≪C Ly, or Lx = Ly and x <Lx y. Letting EC be a set of
representatives of L(C), it is not hard to see that the strutures (C,<C, EC)
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and (R2, <
lex
, {y = 0}) are isomorphi, where <
lex
is the usual lexiographi
ordering of R
2
.
To omplete the piture, we also dene an ordering <C on eah 1-dimen-
sional C ∈ C
reg
: if C is tangent to ξ, we let <C be the linear ordering indued
on C by the diretion of ξ, and if C is transverse to ξ, we let <C be the linear
ordering indued on C by the diretion of ξ⊥. For eah open C ∈ C
reg
, we
also let <EC be the restrition of <C to EC . Eah of these orderings indues
a topology on the orresponding set that makes it homeomorphi to the
real line. Finally, for eah 1-dimensional C ∈ C
reg
tangent to ξ, we x an
element eC ∈ C.
In the situation of Theorem A, we reonnet the piees of C aording to
the ow of ξ as follows: let B be the union of
• all 1-dimensional ells in C
reg
transverse to ξ,
• the sets EC for all open ells C ∈ Creg,
• all 0-dimensional ells in C
reg
, and
• the singletons {eC} for all 1-dimensional C ∈ Creg tangent to ξ.
We dene the forward progression map f : B ∪ {∞} −→ B ∪ {∞} by
(roughly speaking) putting f(x) equal to the next point in B on the leaf
of ξ through x if x 6= ∞ and if suh a point exists, and otherwise we put
f(x) := ∞. In this situation, a point x ∈ B belongs to a yle of ξ if and
only if there is a nonzero n ∈ N suh that fn(x) = x, where fn denotes the
n-th iterate of f.
In fat, only nitely many iterates of f are neessary to apture all yles
of ξ (Proposition 5.3): sine a yle of ξ is a Jordan urve in R2, it is a Rolle
leaf of ξ and therefore intersets eah C ∈ C of dimension at most 1 in at
most one onneted omponent. Hene there is an N ∈ N suh that for all
x ∈ B, x belongs to a yle of ξ if and only if fN(x) = x.
To see how we an use this to detet limit yles of ertain ξ, we rst
dene a yle L of ξ to be a boundary yle, if for every x ∈ L and
every neighborhood V of x, the set V intersets some non-ompat leaf
of ξ. Boundary yles and limit yles are the same if ξ is real analyti,
beause of the following theorem of Poinaré's [12℄ (see also Perko [11, p.
217℄):
Fat. If ξ is real analyti, then ξ annot have an innite number of limit
yles that aumulate on a yle of ξ.
On the other hand, it follows from the previous paragraph that for every
x ∈ B, the point x belongs to a boundary yle of ξ if and only if x is in
the boundary (relative to B onsidered with the topology indued on it by
the various orderings dened above) of the set of all xed points of fN .
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Based on the observations mentioned in the preeding paragraphs (and
a few related observations), we assoiate to eah deomposition C as in
Theorem A a ow onguration Φξ = Φξ(C) of ξ, intended to ode how
the ells in C are linked together by the ow of ξ. To eah ow onguration
Φ, we assoiate in turn a unique rst-order language L(Φ), in suh a way
that the situation desribed in the preeding paragraphs naturally yields
an L(Φξ)-strutureMξ in whih the lexiographi orderings of Theorem A,
the assoiated forward progression map f : B ∪ {∞} −→ B ∪ {∞} and the
set of all x ∈ B that belong to some boundary yle of ξ are denable.
If, in the situation of Theorem A, there is an open C ∈ C
reg
, then the
indued struture on C in Mξ is not o-minimal (beause the struture
(C,<C , EC) desribed above is denable in Mξ). Thus, to answer (ii) we
need to work with notions weaker than o-minimality. A weakening that
inludes lexiographi orderings is provided by the rosy theories introdued
by Onshuus [9℄.
To reall this rather tehnial denition, we x a omplete rst order
theory T and a suiently saturated model M of T , and we work in Meq.
(For standard model-theoreti terminology, we refer the reader to Marker
[8℄). The denition of þ-forking is muh like that of forking in the stable or
simple ontext: A formula φ(x, a) strongly divides over a set A if tp(a/A)
is non-algebrai and the set {φ(x, b) : b |= tp(a/A)} is k-inonsistent for
some k ∈ N. The formula φ(x, a) þ-divides over A if for some tuple c,
φ(x, a) strongly divides over A ∪ {c}. The formula φ(x, a) þ-forks over A
if φ(x, a) implies a nite disjuntion of formulas all of whih þ-divide over
A. A omplete type p(x) þ-forks over A if there is some formula φ(x) in
p(x) that þ-forks over A.
For a theory T to be rosy means, roughly speaking, that in models of T ,
þ-forking has many desirable properties, muh like forking in the stable or
simple ontexts. For the formal denition we need only fous on a single
one of these: T is rosy if for any omplete type p(x) over a parameter set
B, there exists B0 ⊆ B with ‖B0‖ ≤ ‖T‖ suh that p(x) does not þ-fork
over B0.
The degree of rosiness of a theory is measured by the Uþ-rank, de-
ned analogously to the U-rank in stable theories. For an ordinal α and a
omplete type p(x) with parameter set A, we dene Uþ(p) ≥ α by ordinal
indution:
(i) Uþ(p) ≥ 0 if p is onsistent;
(ii) if α is a limit ordinal, then Uþ(p) ≥ α if Uþ(p) ≥ β for all β < α;
(iii) Uþ(p) ≥ α + 1 if there is a omplete type q(x) so that p ⊆ q, q
þ-forks over A and Uþ(q) ≥ α.
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For an ordinal α, we say that Uþ(p) = α if Uþ(p) ≥ α and Uþ(p) 6≥ α + 1.
Finally, Uþ(T ) is dened to be the supremum of Uþ(p) for all one-types p
with parameters over the empty set. One of the fundamental fats about
rosy theories is that T is rosy if Uþ(T ) is an ordinal [9℄.
For example, every o-minimal theory is rosy of Uþ-rank one. On the
other hand, the theory T of the struture (C,<C, EC) above has U
þ
-rank
at least two. To see the latter, let M |= T be ℵ1-saturated and write
Cz := {x ∈ C : z1 <C x <C z2 for all z1, z2 ∈ EC suh that z1 <C z <C z2}.
Sine EMC is a dense linear ordering without endpoints, there are innitely
many a ∈ EMC suh that a /∈ al(∅). For any two suh a, b ∈ E
M
C , the bers
CMa and C
M
b are disjoint, innite denable sets. Hene U
þ(M) ≥ 2.
In this paper, we use the argument of the previous example to establish
lower bounds on Uþ-rank for the theories we are interested in. For up-
per bounds, we need a speial ase of the Coordinatization Theorem [10,
Theorem 2.2.2℄:
Fat. Assume that T denes a dense linear ordering without endpoints, and
let M |= T be saturated. Let also n ∈ N and assume that for all a ∈ M ,
there are a1, . . . , an ∈ M suh that a = an and for eah i ∈ {1, . . . , n}, the
type of (a1, . . . , ai) over (a1, . . . , ai−1) is implied in T by the order type of
(a1, . . . , ai) over (a1, . . . , ai−1). Then U
þ(T ) ≤ n.
Note that our disussion above and the previous example imply that
Uþ(Mξ) ≥ 2. The main result of this paper is the following restatement of
Dula's problem:
Theorem B. Assume that ξ is denable in an o-minimal expansion of
the real eld, and let Mξ be the L(Φξ)-struture assoiated to some ow
onguration Φξ of ξ. Then
(1) ξ has nitely many boundary yles if and only if Uþ(Mξ) = 2;
(2) if ξ is real analyti, then ξ has nitely many limit yles if and only
if Uþ(Mξ) = 2.
The proof of Theorem B is lengthy, but straightforward: we prove that
Mξ admits quantier elimination in a ertain expanded language (Theorem
9.11). The main ingredient in this proof is a redutionmodulo the theory
of Mξ in the expanded language, roughly speakingof general quantier-
free formulas to ertain quantier-free order formulas, whih allows us to
dedue the quantier elimination for Mξ from quantier elimination of the
theory of (R2, <
lex
, {y = 0}, π), where π : R2 −→ {y = 0} is the anonial
projetion on the x-axis. Under the assumption of having only nitely many
boundary yles, the new prediates of the expanded language are easily
seen to dene subsets of the various ells obtained by Theorem A that are
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nite unions of points and intervals. Suieny in Theorem B then follows
from the above Fat; neessity follows by general Uþ-rank arguments.
As a orollary of Theorem B, Ealle's and Ilyashenko's solutions of Dula's
Problem imply the following:
Corollary. Assume ξ is polynomial, and let Mξ be the L(Φξ)-struture
assoiated to some ow onguration Φξ of ξ. Then U
þ(Mξ) = 2. 
It remains an open question whether, in the situation of the orollary,
the strutures are denable in some o-minimal expansion of the real line.
An answer to this question, however, seems to go far beyond our urrent
knowledge surrounding Dula's Problem.
Finally, our proof of Theorem B gives rise to a seond restatement of
Dula's problem that does not involve Uþ-rank: let G be the union of all
1-dimensional C ∈ C
reg
that are transverse to ξ, all 0-dimensional C ∈ C
reg
and {∞}. Let Gξ be the expansion of G by all orresponding orderings <C
and by the map f2|G. (Note that f
2|G maps G into G.) We may view Gξ as
a graph whose verties are the elements of G and whose edges are dened
by f2.
Theorem C. Assume that ξ is denable in an o-minimal expansion of the
real eld, and let Gξ be as above. Then
(1) ξ has nitely many boundary yles if and only if the struture
indued by Gξ on eah 1-dimensional C ⊆ G is o-minimal;
(2) if ξ is real analyti, then ξ has nitely many limit yles if and
only if the struture indued by Gξ on eah 1-dimensional C ⊆ G is
o-minimal.
Our paper is organized as follows: in Setions 13, we establish Theorem
A: in Setion 1, we ombine basi o-minimal alulus with Khovanskii's
Lemma to obtain a ell deomposition satisfying (1) and (2) of Theorem A.
To rene this deomposition so that (3) holds, we need to study what sets
we obtain as Hausdor limits of a sequene of leaves of ξ|C (Proposition
2.5). The renement is then given in Setion 3, where (3) is established
as Theorem 3.4. In Setions 4 and 5, we dene the relevant orderings and
progression maps assoiated to ξ as mentioned earlier. Inspired by the latter,
we then introdue the notion of a ow onguration and the assoiated
rst-order language in Setion 6, where we also give an axiomatization of
the ruial properties satised by the models Mξ above. Some basi fats
about the iterates of the forward progression map are dedued from these
axioms in Setion 7. In Setion 8, we extend our axioms to reet the
additional assumption that there are only nitely many boundary yles,
and we introdue additional prediates for ertain denable sets related
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to the sets of xed points of the iterates of the forward progression map.
The quantier elimination result is then given in Setion 9, and we prove
Theorems C and B in Setion 10. We nish with a few questions and
remarks in Setion 11.
Aknowledgements. We thank Lou van den Dries and Chris Miller for
their suggestions and omments on the earlier versions of this paper.
Global onventions. We x an o-minimal expansion R of the real eld;
denable means denable in R with parameters.
For 1 ≤ m ≤ n, we denote by Πm : R
n −→ Rm the projetion on the rst
m oordinates.
Given (x, y) ∈ R2, we put (x, y)⊥ := (y,−x).
For a subset A ⊆ Rn, we let cl(A), int(A), bd(A) := cl(A) \ int(A) and
fr(A) := cl(A) \ A denote the topologial losure, interior, boundary and
frontier, respetively.
For n ∈ N, we dene the analyti dieomorphism φn : R
n −→ (−1, 1)n
by φn(x1, . . . , xn) :=
(
x1/
√
1 + x21, . . . , xn/
√
1 + x2n
)
. Given X ⊆ Rn, we
write X∗ := φn(X), and given a vetor eld η on R
n
of lass C1, we write
η∗ for the push-forward (φn)∗ η of η to (−1, 1)
n
.
1. Rolle deomposition
Let U ⊆ R2 be open and p ≥ 1 be an integer. Let ξ = a1
∂
∂x
+ a2
∂
∂y
be a
denable vetor eld on U of lass Cp (that is, the funtions a1, a2 : U −→ R
are denable and of lass Cp), and let
S(ξ) := {z ∈ U : a1(z) = a2(z) = 0}
be the set of singularities of ξ. By the existene and uniqueness theorems
for ordinary dierential equations [2, p. 28℄, ξ indues a Cp-foliation F ξ on
U \ S(ξ) of dimension 1. Abusing terminology, we simply all a leaf of this
foliation a leaf of ξ.
Remark. Put ω := a2dx−a1dy; then S(ξ) is the set of singularities of ω, and
the foliation F ξ is exatly the foliation on U \ S(ξ) dened by the equation
ω = 0. Below, we will use this observation (mainly in onnetion with some
itations) without further mention.
Denition 1.1. Let γ : I −→ U of lass Cp, where I ⊆ R is an interval.
We all γ a Cp-urve in U and usually write Γ := γ(I). If t ∈ I is suh
that ξ⊥(γ(t)) · γ′(t) 6= 0, we say that γ is transverse to ξ at t; otherwise,
γ is tangent to ξ at t. The urve γ is transverse (tangent) to ξ if γ is
transverse (tangent) to ξ at every t ∈ I.
A leaf L of ξ is aRolle leaf of ξ if for every C1-urve γ : [0, 1] −→ U with
γ(0) ∈ L and γ(1) ∈ L, there is a t ∈ [0, 1] suh that ξ⊥(γ(t)) · γ′(t) = 0.
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A yle of ξ is a ompat leaf of ξ. A yle L of ξ is a limit yle of ξ
if there is a non-ompat leaf L′ of ξ suh that L ⊆ cl(L′). A yle L of ξ is
a boundary yle of ξ if for every open set V ⊆ R2 with V ∩L 6= ∅, there
is a non-ompat leaf L′ of ξ suh that V ∩ L′ 6= ∅.
Remark 1.2. Sine ξ is integrable in U \S(ξ), every Rolle leaf L of ξ is an
embedded submanifold of U \ S(ξ) that is losed in U \ S(ξ). In partiular,
by Theorem 4.6 and Lemma 4.4 of Chapter 4 in [5℄, if U \ S(ξ) is simply
onneted, then U \ (S(ξ)∪L) has exatly two onneted omponents suh
that L is equal to the boundary in U \ S(ξ) of eah of these omponents.
Lemma 1.3 (Khovanskii [7℄). (1) Assume that U \ S(ξ) is simply
onneted, and let L ⊆ U \ S(ξ) be an embedded leaf of ξ that
is losed in U \ S(ξ). Then L is a Rolle leaf of ξ in U .
(2) Let L be a yle of ξ. Then L is a Rolle leaf of ξ.
Sketh of proof. (1) Arguing as in the preeding remark, the set U \S(ξ) has
exatly two onneted omponents U1 and U2, suh that bd(Ui)∩(U\S(ξ)) =
L for i = 1, 2. The argument of Example 1.3 in [14℄ now shows that L is a
Rolle leaf of ξ.
(2) Sine L is ompat, L is an embedded and losed submanifold of R2.
Now onlude as in part (1). 
Denition 1.4. We all ξ Rolle if S(ξ) = ∅, ξ is of lass C1 and every leaf
of ξ is a Rolle leaf of ξ.
We now let C be a Cp-ell deomposition of R2 ompatible with U and
S(ξ), and we put CU := {C ∈ C : C ⊆ U}. Rening C, we may assume that
ξ|C is of lass C
p
for every C ∈ CU , and that every C ∈ CU of dimension 1
is either tangent or transverse to ξ. Rening C again, we also assume that
(I) a1 and a2 have onstant sign on every C ∈ CU .
Suh a deomposition C is alled a Rolle deomposition for ξ, beause
of the following:
Proposition 1.5. Let C ∈ CU be open suh that C ∩ S(ξ) = ∅. Then
ξ|C is Rolle. Moreover, if both a1 and a2 have nonzero onstant sign on C,
then either every leaf of ξ|C is the graph of a stritly inreasing C
p
funtion
f : I −→ R, or every leaf of ξ|C is the graph of a stritly dereasing C
p
-
funtion f : I −→ R, where I ⊆ R is an open interval depending on f .
Proof. If a1|C = 0 or a2|C = 0, the onlusion is obvious. So we assume that
a1|C and a2|C have onstant positive sign, say; the remaining three ases
are handled similarly. Let L be a leaf of ξ|C; we laim that L is the graph
of a stritly inreasing Cp-funtion f : I −→ R, where I := Π1(L).
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To see this, assume rst that there are x, y1, y2 ∈ R suh that (x, yi) ∈ L
for i = 1, 2 and y1 6= y2. Sine ξ|C is of lass C
p
, the leaf L is a Cp-urve, so
by Rolle's Theorem, there is an a ∈ L suh that L is tangent at a to ∂/∂y.
But this means that a1(a) = 0, a ontradition. Thus, L is the graph of a
stritly inreasing Cp-funtion f : I −→ R.
It follows from the laim that L is an embedded submanifold of C and,
sine C ∩ S(ξ) = ∅, that L is a losed subset of C. Thus by Lemma 1.3(1),
L is a Rolle leaf of ξ|C. 
2. Rolle foliations and Hausdorff limits of Rolle leaves
We ontinue working with ξ as in Setion 1, and we x a Rolle deompo-
sition C for ξ. We x an open C ∈ CU suh that C ∩ S(ξ) = ∅.
To simplify notation, we write ξ in plae of ξ|C throughout this setion.
Let L be a leaf of ξ. Sine L is a Rolle leaf of ξ, C \L has two onneted
omponents UL,1 and UL,2, and L is the boundary of UL,i in C for i = 1, 2.
Sine ξ⊥(z) 6= (0, 0) for all z ∈ C and L is onneted, there is an i ∈ {1, 2}
suh that ξ⊥(z) points inside UL,i for all z ∈ L; reindexing if neessary, we
may assume that ξ⊥(z) points inside UL,2 for every leaf L of ξ.
Denition 2.1. For a point z ∈ C, we let Lξz be the unique leaf of ξ suh
that z ∈ Lξz. For any subset X ⊆ C, we dene
F ξ(X) :=
⋃
z∈X
Lξz,
alled the ξ-saturation of X , and we put
Lξ(X) :=
{
Lξz : z ∈ X
}
.
For X ⊆ C, we dene a relation≪ξX on the set L
ξ(X) as follows: L≪ξX M
if and only if L ⊆ UM,1 (if and only if M ⊆ UL,2).
Whenever ξ is lear from ontext, we omit ξ in the denitions and
notations above.
Note that in general the relation≪C may not dene an order relation on
L(C):
Example 2.2. Let ζ := −y ∂
∂x
+ x ∂
∂y
, and let g : R2 −→ R be dened by
g(x, y) := (y − (x − 2))2. Then gζ is a real analyti vetor eld on R2 and
S(gζ) = {0} ∪ {(x, y) : y = x − 1}. Let also C be the ell (α, β), where
α, β : (0, 1) −→ R are dened by α(x) := x− 2 and β(x) := x− 1.
Then C ∩ S(gζ) = ∅, and sine every leaf of ζ is a Rolle leaf of ζ , the
vetor eld gζ |C is Rolle. However, ≪
gζ
C is not an ordering of L(C): pik a
leaf L of ξ (that is, a irle with enter (0, 0)) suh that L ∩ gr(α) ontains
two points. Then L ∩ C onsists of two distint leaves L1 and L2 of gζ |C.
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Sine ζ⊥(z) points outside the irle L for every z ∈ L, we get L1 ⊆ UL2,1
and L2 ⊆ UL1,1, that is, L1 ≪
gζ
C L2 and L2 ≪
gζ
C L1.
However, for ertain X the relation ≪X is a linear ordering of L(X), as
disussed in the following lemma. For a urve γ : I −→ C, we write
L(t) := Lγ(t) for all t ∈ I;
in this situation, we have F (Γ) =
⋃
t∈I L(t).
Lemma 2.3. Let γ : I −→ C be a Cp-urve transverse to ξ, where I ⊆ R
is an interval.
(1) If I is open, then F (Γ) is open.
(2) The relation≪Γ is a linear ordering of L(Γ), and the map t 7→ L(t) :
I −→ L(Γ) is order-preserving if ξ⊥(γ(t)) ·γ′(t) > 0 for all t ∈ I and
order-reversing if ξ⊥(γ(t)) · γ′(t) < 0 for all t ∈ I.
Proof. (1) Assume that I is open, and let t ∈ I. Beause ξ is Cp and
nonsingular and γ is transverse to ξ, by a variant of Piard's Theorem (see
Theorem 8-2 of [1℄), there is an open set Bt ⊆ C ontaining γ(t) suh that
Bt ⊆ F (Γ). Put B :=
⋃
t∈I Bt; then Γ ⊆ B ⊆ F (Γ), so F (Γ) = F (B). Sine
B is open, it follows from Theorem III.1 in [2℄ that F (Γ) is open.
(2) Sine γ is transverse to ξ and eah L(t) is Rolle, the map t 7→ L(t) :
I −→ L(Γ) is injetive. It therefore sues to show that either
s < t ⇔ L(s)≪Γ L(t) for all s, t ∈ I,
or
s < t ⇔ L(t)≪Γ L(s) for all s, t ∈ I.
Sine γ is transverse to ξ, the ontinuous map t 7→ ξ⊥(γ(t)) · γ′(t) : I −→ R
has onstant positive or negative sign. Assume it has onstant positive sign;
the ase of onstant negative sign is handled similarly. Then for every t ∈ I,
the set
Γ<t := {γ(s) : s ∈ I, s < t}
is ontained in UL(t),1. Hene L(s) ⊆ UL(t),1 for all s ∈ I with s < t, that is,
L(s)≪Γ L(t) for all s ∈ I with s < t. Similarly, L(t)≪Γ L(s) for all s ∈ I
with s > t, and sine t ∈ I was arbitrary, the lemma follows. 
We assume for the rest of this setion that C is bounded. Let ξC be the
1-form on C dened by
ξC :=
ξ|C
‖ξ|C‖
.
Then ξC is a bounded, denable C
p
-map on C, so by o-minimality, there is
a nite set FC ⊆ fr(C) suh that ξC extends ontinuously to cl(C) \ FC ; we
denote this ontinuous extension by ξC as well.
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Let c, d ∈ R and α, β : (c, d) −→ R be denable and Cp suh that
C = (α, β). Beause C is bounded, the limits α(c) := limx→c α(x), α(d) :=
limx→d α(x), β(c) := limx→c β(x) and β(d) := limx→d β(x) exist in R. The
points of the set
VC := {(c, α(c)), (d, α(d)), (c, β(c)), (d, β(d))}
are alled the orners of C.
Example 2.4. In Example 2.2, we have FC ⊆ VC and both gζ · (∂/∂x) and
gζ · (∂/∂y) have onstant nonzero sign. The next proposition shows that
under the latter assumptions, the situation of Example 2.2 is as bad as it
gets.
Proposition 2.5. Suppose that FC ⊆ VC , a1|C 6= 0 and a2|C 6= 0. Let
γ : [0, 1] −→ C be a Cp-urve transverse to ξ, and let ti ∈ (0, 1) be suh
that t0 < t1 < t2 < · · · and ti → 1. Then the sequene
(
cl(L(ti))
)
onverges
in the Hausdor metri to a ompat set K := lim cl(L(ti)) ⊆ cl(C), suh
that
(i) Π1(K) = [a, b] with c ≤ a < b ≤ d;
(ii) eah omponent of K ∩ C is a leaf of ξ;
(iii) K ∩Π−11 (a, b) = gr(f) for some ontinuous funtion f : (a, b) −→ R.
Proof. By Proposition 1.5, we may assume that for every t ∈ [0, 1], the leaf
L(t) is the graph of a stritly inreasing Cp-funtion ft : (a(t), b(t)) −→ R
(the other ases are handled similarly). Sine C is bounded, the limits
ft(a(t)) := limx→a(t) ft(x) and ft(b(t)) := limx→b(t) ft(x) exist, and we also
denote by ft : [a(t), b(t)] −→ R the orresponding ontinuous extension of
ft. Then cl(L(t)) = gr(ft). By Lemma 2.3, we may also assume that the
map t 7→ L(t) : [0, 1] −→ L(Γ) is order-preserving (again, the other ase is
handled similarly). Finally, sine eah ft is stritly inreasing and the map
t 7→ L(t) : [0, 1] −→ L(Γ) is order-preserving, it follows that fs(x) > ft(x)
for all s, t ∈ [0, 1] suh that s < t and x ∈ (a(s), b(s)) ∩ (a(t), b(t)).
Sine eah cl(L(ti)) is onneted, the set K is onneted, so Π1(K) is
an interval [a, b], whih proves (i). It follows in partiular that for every
x ∈ (a, b), there is an open interval Ix ⊆ (a, b) ontaining x suh that
Ix ⊆ (a(ti), b(ti)) for all suiently large i. Thus by our assumptions,
(∗) for every x ∈ (a, b) we have fti |Ix > fti+1 |Ix for suiently large i.
Next, we show that K ∩ C is an integral manifold of ξ. Fix a point
(x, y) ∈ K∩C; it sues to show that there is an open boxB ⊆ C ontaining
(x, y) suh that K ∩ B is an integral manifold of ξ. Let B = I × J be an
open box ontaining (x, y) suh that I ⊆ Ix. Sine a1(x, y) 6= 0, we may also
assume (after shrinking B) that there is an ǫ > 0 suh that |a1(x
′, y′)| ≥ ǫ for
all (x′, y′) ∈ B; in partiular, there is anM > 0 suh that fti |I isM-Lipshitz
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for all suiently large i. Hene by (∗), the funtion f : I −→ R dened by
f(x′) := limi→∞ fti(x
′) is Lipshitz and satises K∩(I×R) = K∩B = gr(f).
Finally, shrinking B again if neessary, the fat that F ξ is a foliation gives
that K ∩ B is an integral manifold of ξ, as required.
Sine K is ompat and K ∩ C is an integral manifold of ξ, every om-
ponent of K ∩ C is a leaf of ξ. It also follows from the previous paragraph
that K ∩ C is the graph of a ontinuous funtion g : Π1(K ∩ C) −→ R,
whih proves (ii).
Let now x ∈ (a, b) be suh that x /∈ Π1(K∩C). Then (x, α(x)) or (x, β(x))
belongs to K, beause (a, b) ⊆ Π1(K); by (∗) we have (x, β(x)) /∈ K, so
(x, α(x)) ∈ K. If (ξC ·
∂
∂x
)(x, α(x)) 6= 0, then by the same arguments as
used for (ii), we onlude that there are open intervals I, J ⊆ R suh that
(x, α(x)) ∈ I×J andK∩(I×J) is the graph of a ontinuous funtion dened
on I. Therefore, part (iii) is proved one we show that (ξC ·
∂
∂x
)(x, α(x)) 6= 0
for all x ∈ (a, b) \ Π1(K ∩ C).
Assume for a ontradition that there is an x ∈ (a, b)\Π1(K∩C) suh that
(ξC ·
∂
∂x
)(x, α(x)) = 0. Let M > |α′(x)|, and let I, J ⊆ R be open intervals
suh that I ⊆ Ix and |a2/a1| > M on B := I × J . Sine fti(x) → α(x), it
follows from the fundamental theorem of alulus for all suiently large i
that fti(xi) = α(xi) for some xi ∈ I, a ontradition. 
3. Pieewise trivial deomposition
We ontinue working with ξ as in Setion 1, and we adopt the notations
used there. Note that ξ∗ (as dened at the end of the introdution) is a
denable vetor eld on U∗ of lass Cp, and that C is a Rolle deomposition
of R
2
for ξ if and only if C∗ := {C∗ : C ∈ C} is a Rolle deomposition of
(−1, 1)2 for ξ∗.
Let C ⊆ U be a bounded, open, denable Cp-ell suh that ξ|C is Rolle.
To detet situations like the one desribed in Example 2.2, we assoiate the
following notations to suh a C: there are real numbers c < d and denable
Cp funtions α, β : (c, d) −→ R suh that C = (α, β). Given a C1-funtion
δ : (c, d) −→ R suh that α(x) ≤ δ(x) ≤ β(x) for all x ∈ (c, d), we dene
σδ : C −→ R by
σδ(x, y) := ξ
⊥(x, y) ·
(
1
δ′(x)
)
.
Note that for eah x ∈ (c, d), there are by o-minimality a maximal αC0 (x) ∈
(α(x), β(x)] and a minimal βC0 (x) ∈ [α(x), β(x)) suh that the funtion σα
has onstant sign on {x} × (α(x), αC0 (x)) and the funtion σβ has onstant
sign on {x} × (βC0 (x), β(x)); we omit the supersript C whenever C is
lear from ontext. Note that α0, β0 : (c, d) −→ R are denable.
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Denition 3.1. A Cp-ell deomposition of R2 ompatible with U , bd(U)
and S(ξ) is alled almost pieewise trivial for ξ if
(I) every C ∈ CU of dimension 1 is either tangent or transverse to ξ;
(II) the omponents of ξ have onstant sign on every C ∈ CU ;
and for every open, bounded C ∈ CU suh that C ∩ S(ξ) = ∅, the following
hold:
(III) FC ⊆ VC ;
(IV) the maps α0, β0 : (c, d) −→ R are ontinuous;
(V) the map σα has onstant sign on the ell (α, α0), and the map σβ
has onstant sign on the ell (β0, β).
We all C pieewise trivial for ξ if C∗ is almost pieewise trivial for ξ∗.
Example 3.2. Let ζ := −y ∂
∂x
+ x ∂
∂y
, and let C be the ell deomposition
of R
2
onsisting of the sets of the form {(x, y) : x ∗ 0, y ⋆ 0} with ∗, ⋆ ∈ {=
, <,>}. Then C is pieewise trivial for ζ .
Remarks 3.3. (1) Any pieewise trivial deomposition for ξ is a Rolle
deomposition for ξ.
(2) If U is bounded, then C is almost pieewise trivial for ξ if and only
if C is pieewise trivial for ξ.
(3) We obtain a pieewise trivial deomposition for ξ in the following
way: rst, obtain a Cp-ell deomposition C ompatible with U ,
bd(U) and S(ξ) satisfying (I) and (II). Then, to satisfy (III)(V),
we only need to rene Π1(C) := {Π1(C) : C ∈ C}.
We now x a pieewise trivial deomposition C of R2 for ξ. The name
pieewise trivial is justied by:
Theorem 3.4. Let C ∈ CU be open suh that C ∩ S(ξ) = ∅. Then the
relation ≪C on L(C) is a linear ordering.
To prove the theorem, we x a bounded, open C ∈ CU suh that C∩S(ξ) =
∅. Establishing the theorem for this C sues: if the theorem holds for every
bounded, open D ∈ C suh that D∩S(ξ) = ∅, then the theorem holds with
C∗ and ξ∗ in plae of C and ξ (beause every D ∈ C∗ is bounded). Sine φ2
is an analyti dieomorphism, it follows that the theorem holds for every
open D ∈ C suh that D ∩ S(ξ) = ∅.
We need quite a bit of preliminary work (see the end of this setion for
the proof of the theorem). For Lemma 3.5 and Corollary 3.6 below, we x
a Cp-urve γ : [0, 1] −→ C transverse to ξ.
Lemma 3.5. Let ti ∈ (0, 1), for i ∈ N, suh that ti → t ∈ [0, 1]. Then
C ∩ lim cl(L(ti)) = L(t).
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Proof. From Proposition 2.5 we know that C ∩ K is a union of leaves of
ξ|C , where K := lim cl(L(ti)). Thus, sine γ(ti) → γ(t) and γ(t) ∈ L(t), it
follows that L(t) ⊆ C ∩K. To prove the opposite inlusion, we may assume
by Proposition 1.5 that every leaf of ξ|C is the graph of a stritly inreasing
funtion (the other ase is handled similarly). By Proposition 2.5 again,
Π1(K) = [a, b] with c ≤ a < b ≤ d, and there is a ontinuous funtion
f : (a, b) −→ R suh that K ∩
(
(a, b)× R
)
= gr(f).
Assume for a ontradition that there is a leaf M of ξ|C suh that M 6=
L(t) and M ⊆ C ∩ K. Then L(t) and M are disjoint subsets of gr(f);
say L(t) = gr(ft), where ft : (a(t), b(t)) −→ R, and M = gr(g), where
g : (a′, b′) −→ R. We assume here that a′ < b′ ≤ a(t) < b(t); the other
ase is again handled similarly. By our assumption, c < a(t) and hene
limx→a(t)+ ft(x) ∈ {α(a(t)), β(a(t))}. We assume here limx→a(t)+ ft(x) =
α(a(t)), the other ase being handled similarly. Then by the Mean Value
Theorem, for every ǫ > 0 there is an x ∈ (a(t), a(t) + ǫ) suh that f ′t(x) >
α′(x), that is, σα(x, ft(x)) < 0. It follows from (V) that
(∗) the map σα has onstant negative sign on (α, α0).
On the other hand, b′ < d, and we may assume that limx→b′− g(x) = α(b
′):
otherwise, limx→b′− g(x) = β(b
′), and sine
lim
x→a(t)
f(x) = lim
x→a(t)+
ft(x) = α(a(t)),
we an replae M by a leaf of ξ|C that is ontained in gr(f) and has the
desired property. But limx→b′− g(x) = α(b
′) means (as above) that for every
ǫ > 0 there is an x ∈ (b′−ǫ, b′) suh that g′(x) < α′(x), that is, σα(x, g(x)) >
0. This ontradits (∗), so the lemma is proved. 
Put F := F (γ((0, 1))); note that F is open by Lemma 2.3(1).
Corollary 3.6. C ∩ bd(F ) = L(0) ∪ L(1); in partiular, there are distint
j0, j1 ∈ {1, 2} suh that C \ cl(F ) = UL(0),j0 ∪ UL(1),j1 .
Proof. Let z ∈ cl(F )∩C, and let zi ∈ F be suh that zi → z. Let ti ∈ (0, 1)
be suh that zi ∈ L(ti); passing to a subsequene if neessary, we may
assume that ti → t ∈ [0, 1]. Then z ∈ C ∩ lim cl(L(ti)), so z ∈ L(t) by
Lemma 3.5. Sine F is open by Lemma 2.3(1), it follows that C ∩ bd(F ) ⊆
L(0)∪L(1). On the other hand, by Lemma 2.3(2), there is a j ∈ {1, 2} suh
that L(t) ⊆ UL(0),j for all t ∈ (0, 1] and L(t) ⊆ U1,j′ for all t ∈ [0, 1), where
j′ ∈ {1, 2} \ {j}. Hene L(0) ∪ L(1) ⊆ C ∩ bd(F (Γ)), and the orollary is
proved. 
Denition 3.7. Let τ : [0, 1] −→ U be ontinuous. We all τ pieewise
Cp-monotone in ξ if there are t0 := 0 < t1 < t2 < · · · < tk < tk+1 := 1
and ∗ ∈ {<,>} suh that for all i = 0, . . . , k, the restrition τ |(ti,ti+1) is
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Cp, and either ξ⊥(τ(t)) · τ ′(t) = 0 for all t ∈ (ti, ti+1) or ξ
⊥(τ(t)) · τ ′(t) ∗ 0
for all t ∈ (ti, ti+1). In this situation, we also say that τ is ∗-pieewise
Cp-monotone in ξ. We all suh a τ tangent to ξ if eah τ |(ti,ti+1) is
tangent to ξ.
Lemma 3.8. Let v, w ∈ C. Then there is a urve τ : [0, 1] −→ C that is
pieewise Cp-monotone in ξ and satises τ(0) = v and τ(1) = w.
Proof. If Lv = Lw, then there is a C
p
-urve τ : [0, 1] −→ Lv suh that
τ(0) = v and τ(1) = w, and we are done. So we assume from now on that
Lv 6= Lw. Let jvw ∈ {1, 2} be suh that w ∈ ULv,jvw , and put
∗vw :=
{
< if jvw = 1,
> if jvw = 2.
By o-minimality, there is a denable Cp-urve τ : [0, 1] −→ C suh that
(I) τ(0) = v and τ(1) = w.
Again by o-minimality, there are t0 := 0 < t1 < · · · < tk < tk+1 := 1 suh
that for eah i = 0, . . . , k,
(II) the map t 7→ ξ⊥(τ(t)) · τ ′(t) has onstant sign on (ti, ti+1).
By Khovanskii theory [14℄, we may also assume that for every i = 0, . . . , k,
(III) either τ((ti, ti+1)) ∩ (Lv ∪ Lw) = ∅ or τ((ti, ti+1)) ⊆ Lv ∪ Lw.
We now proeed by indution on k, simultaneously for all v, w ∈ C and τ
satisfying (I)(III), to prove that τ an be hanged into a urve that is ∗vw-
pieewise Cp-monotone in ξ. If k = 0, then τ is ∗vw-pieewise C
p
-monotone
in ξ, so we are done. Therefore, we assume that k > 0 and that the laim
holds for lower values of k.
Sine τ(1) = w /∈ Lv and Lv is losed in C, there is a maximal t ∈ [0, 1)
suh that τ(t) ∈ Lv, and by our hoie of t1, . . . , tk, we have t = ti for some
i ∈ {0, . . . , k}. If i > 1, we replae τ |[0,ti] by a C
p
urve τ1 : [0, ti] −→
Lv suh that τ1(0) = v and τ1(ti) = τ(ti), and we reindex ti, . . . , tk+1 as
t1, . . . , tk−i+2. Hene by the indutive hypothesis, we may assume that i ≤ 1
and τ([0, 1]) ⊆ Lv ∪ULv ,jvw . Put v
′ := τ(t1); we now distinguish two ases:
Case 1: v′ ∈ Lv. Then ∗v′w = ∗vw, so by the indutive hypothesis (and
resaling), there is a urve τ1 : [t1, 1] −→ C that is ∗vw-pieewise C
p
-
monotone in ξ and satises τ1(t1) = v
′
and τ1(1) = w. Now replae τ |[t1,1]
by τ1.
Case 2: v′ /∈ Lv. Then we must have ξ
⊥(τ(t)) · τ(t) ∗vw 0 for all t ∈ (0, t1).
If v′ ∈ Lw, the lemma follows by a similar argument as in Case 1, so we
assume that v′ /∈ Lw. We laim again that ∗v′w = ∗vw in this situation, from
whih the lemma then follows from the indutive hypothesis as in Case 1.
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To see the laim, by Corollary 3.6 the omplement of F (τ([0, t1])) in C
has two onneted omponents ULv ,j and ULv′,j′ , where j, j
′ ∈ {1, 2} are
distint. By the above, j must be dierent from jvw, so w ∈ ULv′,j′ , that is,
j′ = jv′w, whih implies jvw = jv′w as required. 
Lemma 3.9. Let τ : [0, 1] −→ C be pieewise Cp-monotone in ξ suh that
τ is not tangent to ξ. Then there is a Cp urve γ : [0, 1] −→ C suh that γ
is transverse to C, γ(0) = τ(0) and γ(1) = τ(1).
Proof. Let t0 := 0 < t1 < t2 < · · · < tk < tk+1 := 1 be as in Denition 3.7.
We work by indution on k; if k = 0, then by hypothesis τ is transverse to
ξ, and we take γ := τ . So we assume that k > 0; for the indutive step, it
sues to onsider the the ase k = 1. The hypothesis on τ then implies
that at least one of τ |(0,t1) and τ |(t1,1) is transverse to ξ; so we distinguish
three ases:
Case 1: both τ |(0,t1) and τ |(t1,1) are transverse to ξ. By Piard's theorem,
there are an open neighborhood W ⊆ C of τ(t1) and a C
p
-dieomorphism
f : R2 −→ W suh that f(0) = τ(t1) and f
∗ξ = ∂/∂x, where f ∗ξ is the pull-
bak of ξ via f . Then for some ǫ > 0, the ontinuous urve f−1 ◦ τ |(t1−ǫ,t1+ǫ)
is Cp and transverse to ∂/∂x on (t1 − ǫ, t1) ∪ (t1, t1 + ǫ). Using standard
smoothing arguments from analysis, we an now nd a Cp-urve η : (t1 −
ǫ, t1+ ǫ) −→ R
2
that is transverse to ∂/∂x and satises η(t) = f−1(τ(t)) for
all t ∈ (t1 − ǫ, t1 − ǫ/2) ∪ (t1 + ǫ/2, t1 + ǫ). Now dene γ : [0, 1] −→ C by
γ(t) :=
{
τ(t) if 0 ≤ t < t1 − ǫ or t1 + ǫ < t ≤ 1,
f(η(t)) if t1 − ǫ ≤ t ≤ t1 + ǫ.
Case 2: τ |(0,t1) is transverse to ξ and τ |(t1,1) is tangent to ξ. Sine τ([t1, 1]) is
ompat, there are (by Piard's theorem again) s0 := t1 < s1 < · · · < sl <
sl+1 := 1, open neighborhoods Wi ⊆ U of τ(si) and C
p
-dieomorphisms
fi : R
2 −→ Wi, for i = 0, . . . , l + 1, suh that τ([t1, 1]) ⊆ W0 ∪ · · · ∪Wl+1,
fi(0) = τ(si) and f
∗
i ξ = ∂/∂x for eah i. We assume that l = 0, so that
s0 = t1 and s1 = 1; the general ase then follows by indution on l.
Let u ∈ (t1, 1) be suh that τ(u) ∈ W0∩W1. Working with f0 similarly as
in Case 1, we an replae τ |[0,u] by a C
p
-urve η : [0, u] −→ C transverse to
ξ suh that η(0) = τ(0) and η(u) = τ(u). Dene η(t) := τ(t) for t ∈ (u, 1];
repeating the proedure with η and f1 in plae of τ and f0, we obtain a
Cp-urve γ : [0, 1] −→ C that is transverse to ξ and satises γ(0) = τ(0)
and γ(1) = τ(1), as desired.
Case 3: τ |(0,t1) is tangent to ξ and τ |(t1,1) is transverse to ξ. This ase is
similar to Case 2. 
Combining Lemmas 3.8 and 3.9, we obtain:
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Corollary 3.10. Let u, v ∈ C be suh that Lu 6= Lv. Then there is a C
p
urve γ : [0, 1] −→ C suh that γ(0) = u, γ(1) = v and γ is transverse to
ξ. 
Proof of Theorem 3.4. Let M,L ∈ L(C) be distint and hoose v ∈ M
and w ∈ L. By Corollary 3.10, there is a Cp-urve γ : [0, 1] −→ C suh
that γ(0) = v, γ(1) = w and γ is transverse to ξ. Hene t 7→ ξ⊥(γ(t)) ·
γ′(t) has onstant nonzero sign on [0, 1]; this shows that ≪C is irreexive.
Transitivity follows by a similar argument. 
4. Foliation orderings
Let ξ = a1
∂
∂x
+ a2
∂
∂y
be a denable vetor eld of lass C1 on R2. We x
a pieewise trivial deomposition C of R2 for ξ; rening C if neessary, we
may assume that C is a stratiation. To simplify statements, we put
C
reg
:= {C ∈ C : C ∩ S(ξ) = ∅} .
For instane in Example 3.2, the pieewise trivial deomposition C is a
stratiation and C
reg
= C \ {0}.
Remark 4.1. C being a stratiation has the following onsequene: for
every 1-dimensional C ∈ C, there are exatly two distint open D ∈ C suh
that C ∩ fr(D) 6= ∅, and for eah of these D we have C ⊆ fr(D).
Let V ⊆ R2 \ S(ξ) be an integral manifold of ξ, that is, a 1-dimensional
manifold tangent to ξ. Given u, v ∈ V , we dene u <ξV v if and only if
there is a C1 path γ : [0, 1] −→ V suh that γ(0) = u, γ(1) = v and
ξ(γ(t)) · γ′(t) > 0 for all t ∈ [0, 1].
Lemma 4.2. Assume that V is onneted and not a ompat leaf. Then
the relation <ξV denes a dense linear ordering of V without endpoints.
Proof. Let u, v ∈ V be suh that u 6= v. Sine V is onneted, we get u <ξV v
or v <ξV u. On the other hand, if there are C
1
-paths γ, δ : [0, 1] −→ V
suh that γ(0) = δ(1) = u, γ(1) = δ(0) = v and ξ(γ(t)) · γ′(t) > 0 and
ξ(δ(t)) · δ′(t) > 0 for all t ∈ [0, 1], then γ([0, 1]) ∪ δ([0, 1]) is a ompat leaf
of ξ ontained in V ; sine V is onneted, it follows that V is a ompat
leaf, a ontradition. 
We now x a C ∈ C
reg
suh that dim(C) > 0.
Denition 4.3. The foliation of ξ indues an ordering <ξC on C as follows:
• Suppose that C is open, and let u, v ∈ C. Then every leaf of ξ|C
is non-ompat by Proposition 1.5. Thus, we dene u <ξC v if and
only if Lu ≪
ξ
C Lv or Lu = Lv and u <
ξ
Lu
v.
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• Suppose that dim(C) = 1 and C is tangent to ξ. Then C is a
onneted, non-ompat integral manifold of ξ, so we dene <ξC as
before Lemma 4.2.
• Suppose that dim(C) = 1 and C is transverse to ξ. Let u, v ∈ C; we
dene u <ξC v if and only if there is a C
1
-urve γ : [0, 1] −→ C suh
that ξ⊥(γ(t)) · γ′(t) > 0 for all t ∈ [0, 1].
As before, we omit the supersript ξ whenever it is lear from ontext.
A <C-interval is a set A of the form (a, b) := {c ∈ C : a ∗1 c ∗2 b}
with a, b ∈ C, or (a,∞) := {c ∈ C : a ∗ c} with a ∈ C, or (−∞, b) :=
{c ∈ C : c ∗ c} with b ∈ C, where ∗, ∗1, ∗2 ∈ {<C ,≤C}; we all A open if
∗ = ∗1 = ∗2 =<C .
Lemma 4.4. The ordering <C is a dense linear ordering on C without
endpoints. Moreover, if dim(C) = 1, then every <C-bounded subset of C
has a least upper bound.
Proof. It is lear from the denition that C has no endpoints with respet
to <C . Density and linearity follow from Lemmas 2.3 and 4.2 if dim(C) = 1,
and if C is open, they follow from Lemma 4.2 and Theorem 3.4.
For the seond statement, assume that dim(C) = 1 and let α : (0, 1) −→
R
2
be C1 and injetive suh that C = α((0, 1)). If C is tangent to ξ, then
the map t 7→ ξ(α(t)) ·α′(t) has onstant nonzero sign, and if C is transverse
to ξ, then the map t 7→ ξ⊥(α(t)) · α′(t) has onstant nonzero sign. Thus in
both ases, the map α :
(
(0, 1), <
)
−→ (C,<C) is either order-preserving
or order-reversing; the seond statement follows. 
We assume for the remainder of this setion that either C is open, or C
is 1-dimensional and tangent to ξ.
Denition 4.5. For eah leaf L of ξ|C, it follows from Proposition 1.5
that fr(L) onsists of exatly two points P>L , P
<
L ∈ fr(C) ∪ {∞}, where, for
∗ ∈ {>,<}, P ∗L is the unique of these two points with the property that for
every C1-urve γ : [0, 1) −→ L satisfying γ(0) ∈ L and limt→1 γ(t) = P
∗
L,
we have ξ(γ(t)) · γ′(t) ∗ 0 for all t ∈ [0, 1). In this situation, we dene
the forward projetion fC : C −→ fr(C) ∪ {∞} and the bakward
projetion bC : C −→ fr(C) ∪ {∞} as
fC(z) := P
>
Lz
and bC(z) := P
<
Lz
, for all z ∈ C.
From now on we assume that C is open, and we let D ∈ C
reg
be of
dimension 1 and ontained in fr(C) suh that D is transverse to ξ.
Lemma 4.6. Either D ⊆ fC(C) and D ∩ bC(C) = ∅, or D ⊆ bC(C) and
D ∩ fC(C) = ∅.
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Proof. Let α : (0, 1) −→ R2 be a denable C1-map suh that D = α((0, 1))
and ξ⊥(α(t)) · α′(t) > 0 for all t ∈ (0, 1). Thus, either ξ(α(t)) points into
C for all t, or ξ(α(t)) points out of C for all t. In the rst ase, we have
fC(C)∩D = ∅, and in the seond ase bC(C)∩D = ∅. Moreover by Piard'
s Theorem, for every w ∈ D there is an integral manifold V ⊆ R2 of ξ suh
that V ∩D = {w}; hene, either w ∈ fC(C) or w ∈ bC(C). 
Lemma 4.7. The maps fC |f−1
C
(D) and bC |b−1
C
(D) are inreasing.
Proof. We prove the lemma for fC . Let u, v ∈ C with u <C v be suh that
fC(u), fC(v) ∈ D; we may learly assume that Lu ≪C Lv, and hene (by
Piard's Theorem) that fC(u) 6= fC(v).
We assume here that D = gr(α), where α : (a, b) −→ R is a denable
C1-funtion; the ase D = {a} × (b, c) is handled similarly. Let also β :
(a, b) −→ R be a denable C1-funtion suh that C = (α, β) or C = (β, α);
we assume here the former, the latter being handled similarly. For s ∈ [0, 1],
we put
αs(t) := (1− s)α(t) + sβ(t), a < t < b.
Then for every t ∈ (a, b), we have lims→0 αs(t) = α(t) and lims→0 α
′
s(t) =
α′(t).
Let now a < a′ < b′ < b be suh that fC(u), fC(v) ∈ grα|(a′,b′). Sine D
is transverse to ξ, there is an ǫ > 0 suh that grαs|(a′,b′) is transverse to ξ
for all s ∈ [0, ǫ). It follows from the previous paragraph that the map t 7→
σα(t, α(t)) has the same onstant nonzero sign as the map t 7→ σαs(t, αs(t)),
for all s ∈ (0, ǫ). Therefore by Lemma 2.3(2) and the denition of <D, we
have fC(u) <D fC(v), as required. 
Corollary 4.8. Let I ⊆ C be a <C-interval. Then eah of fC(I) ∩ D and
bC(I) ∩D is either empty, a point or an open <D-interval.
Proof. Assume that a, b ∈ fC(I)∩D are suh that a <D b, and let c ∈ D be
suh that a <D c <D b; it sues to show that c ∈ fC(I). By Lemma 4.6,
c ∈ fC(C). Let u, v, w ∈ C be suh that a = fC(u), b = fC(v), c = fC(w)
and u, v ∈ I. Then u <C w <C v by Lemma 4.7, as required. 
We x a set EC ⊆ C suh that |EC ∩L| = 1 for every L ∈ L(C) and put
<EC :=<C |EC , and we denote by eL the unique element of E ∩ L, for every
L ∈ L(C).
Remark. The map L 7→ L ∩ EC : (L(C),≪C) −→ (EC , <EC) is an isomor-
phism of ordered strutures.
Proposition 4.9. Let g ∈ {f, b}. If D ⊆ gC(C), then Dg := g
−1
C (D) ∩ EC
is an <EC -interval, and the map gC |Dg : (Dg, <EC |Dg) −→ (D,<D) is an
isomorphism of ordered strutures.
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Proof. The transversality of D to ξ implies that if u ∈ D and L1, L2 ∈ L(C)
are suh that u = P>L1 = P
>
L2
or u = P<L1 = P
<
L2
, then L1 = L2. Thus by
Lemma 4.7, the map gC |Df is stritly inreasing, so the lemma follows. 
5. Progression map
We ontinue working with ξ and C as in Setion 4, and we adopt all
orresponding notations. We let
(i) C
open
be the olletion of all open ells in C
reg
;
(ii) C
tan
be the olletion of all ells in C
reg
that are of dimension 1 and
tangent to ξ;
(iii) C
trans
be the olletion of all ells in C
reg
that are of dimension 1 and
transverse to ξ; and
(iv) C
single
the olletion of all p ∈ R2 suh that {p} ∈ C
reg
.
By Lemma 4.6 and sine C is a stratiation, there are, for eah C ∈
C
trans
, distint and unique ells Cb, Cf ∈ C
open
suh that C ∩ cl(Cb) 6= ∅,
C ∩ cl(Cf) 6= ∅ and
C ⊆ fCb(C
b) and C ⊆ bCf(C
f).
Similarly, there are, for eah p ∈ C
single
, distint and unique ells pb, pf ∈
C
open
∪ C
tan
suh that p ∈ cl(pb), p ∈ cl(pf) and
p ∈ fpb(p
b) and p ∈ bpf(p
f).
(For p ∈ C
single
, we use the fat that there is an open box B ontaining p suh
that the leaf of ξ|B passing through p is a Rolle leaf.) For eah C ∈ Ctan, we
x an arbitrary element eC ∈ C; note that for eah z ∈ C, C is the unique
leaf Lz of ξ|C ontaining z.
We now dene f′, b′ : R2 −→ R2 ∪ {∞} by
f′(z) :=


fC(z) if z ∈ C ∈ Copen ∪ Ctan and eLz ≤Lz z,
eLz if z ∈ C ∈ Copen ∪ Ctan and z <Lz eLz ,(
bCf |E
Cf
)−1
(z) if z ∈ C ∈ C
trans
∪ C
single
,
z if z ∈ S(ξ)
and
b′(z) :=


bC(z) if z ∈ C ∈ Copen ∪ Ctan and z ≤Lz eLz ,
eLz if z ∈ C ∈ Copen ∪ Ctan and eLz <Lz z,(
fCb |ECb
)−1
(z) if z ∈ C ∈ C
trans
∪ C
single
,
z if z ∈ S(ξ).
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Denition 5.1. We dene f, b : R2 ∪ {∞} −→ R2 ∪ {∞} by
f(z) :=
{
f′(z) if z ∈ R2 and f′(z) /∈ S(ξ),
∞ otherwise
and
b(z) :=
{
b′(z) if z ∈ R2 and b′(z) /∈ S(ξ),
∞ otherwise.
We all f a progression map assoiated to ξ and b a reverse progression
map assoiated to ξ. We put
C1 = Ctrans ∪ Csingle ∪
⋃
{EC : C ∈ Copen} ∪ {{eC} : C ∈ Ctan}
and let B :=
⋃
C1; note that f(R
2) ⊆ B ∪ {∞} and b(R2) ⊆ B ∪ {∞}.
Finally, we dene f0 : R2 ∪ {∞} −→ R2 ∪ {∞} by f0(x) := x, and for k > 0
we dene fk : R2∪{∞} −→ R2∪{∞} indutively on k by fk(x) := f(fk−1(x)).
Proposition 5.2. LetX ∈ C1 and L be a ompat leaf of ξ. Then |X∩L| ≤
1.
Proof. If X ∈ C
single
or X = {eC} for some C ∈ Ctan, the onlusion is
trivial. By Lemma 1.3(2), L is a Rolle leaf of ξ; in partiular, |X ∩ L| ≤ 1
if X ∈ C
trans
. So we may assume that X = EC for some C ∈ Copen. Then
there is at most one L′ ∈ L(C) ontained in L: otherwise by Corollary 3.10,
there is a C1-urve γ : [0, 1] −→ C transverse to ξ suh that γ(0), γ(1) ∈ L,
a ontradition. It follows again that |X ∩ L| ≤ 1. 
Proposition 5.3. There is an N ∈ N suh that for every x ∈ B, the leaf
of ξ through x is ompat if and only if fN(x) = x.
Proof. Let x ∈ B; if fk(x) = x for some k > 0, then the leaf of ξ through
x is ompat. For the onverse, we assume that the leaf L of ξ through x
is ompat. Sine L is ompat, we have L ∩ S(ξ) = ∅, that is, fk(x) ∈ B
for every k > 0. Thus with n := |C
reg
| + 1, there are a C ∈ C
reg
and
0 ≤ k1 < k2 ≤ n suh that f
k1(x), fk2(x) ∈ C. It follows from Proposition
5.2 that fk1(x) = fk2(x), and hene that
x = bk1 ◦ fk1(x) = bk1 ◦ fk2(x) = fk2−k1(x).
Sine n is independent of x ∈ B, the number N := n! will do. 
6. Flow onfiguration theories
Inspired by the previous setions, we now dene a rst-order theory as
desribed in the introdution. Our main goal, reahed in Setion 9, is to
show that this theory admits quantier elimination in a language suitable
to our purposes.
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Denition 6.1. A ow onguration is a tuple
Φ = (Φ
open
,Φ
tan
,Φ
trans
,Φ
single
, φb, φf,min,max, NΦ)
suh that Φ
open
, Φ
tan
, Φ
trans
and Φ
single
are pairwise disjoint, nite sets,
φb, φf : Φ
trans
∪Φ
single
−→ Φ
open
∪ Φ
tan
,
min,max : Φ
open
∪ Φ
tan
∪ Φ
trans
−→ Φ
single
∪ {∞}
and NΦ ∈ N. In this situation, we shall write a
b
and af instead of φb(a) and
φf(a), for a ∈ Φ
trans
∪Φ
single
.
Example 6.2. Let ξ be a vetor eld on R2 of lass C1 and denable in
an o-minimal expansion of the real eld, and let C be a pieewise trivial
ell deomposition of R
2
that is also a stratiation. We dene C
open
, C
tan
,
C
trans
, C
single
and
b, f : C
trans
∪ C
single
−→ C
open
∪ C
tan
as in Setion 5, and we
let N ∈ N be as in Proposition 5.3.
Let C ∈ C
open
∪C
tan
∪C
trans
. If there is a point in C
single
that is ontained in
the losure of every set
{
x ∈ C : x <ξC a
}
with a ∈ C, we letmin(C) be any
suh point; otherwise, we put min(C) :=∞. Similarly, if there is a point in
C
single
that is ontained in the losure of every set
{
x ∈ C : a <ξC x
}
with
a ∈ C, we let max(C) be any suh point; otherwise, we put max(C) :=∞.
Then the tuple
Φξ = Φξ(C) := (Copen, Ctan, Ctrans, Csingle,
b, f,min,max, N)
is a ow onguration assoiated to ξ.
For the remainder of this setion, we x a ow onguration Φ.
Denition 6.3. Let L(Φ) be the rst-order language onsisting of
(i) a unary prediate C and a binary prediate <C , for eah C ∈ Φopen∪
Φ
tan
∪ Φ
trans
;
(ii) a unary prediate EC for eah C ∈ Φopen and a onstant symbol eC
for eah C ∈ Φ
tan
;
(iii) a onstant symbol s, and a onstant symbol c for eah c ∈ Φ
single
;
(iv) unary funtion symbols f and b;
(v) onstant symbols rgC and s
g
C for eah C ∈ Φtrans and g ∈ {f, b}.
Throughout the rest of this paper, for m ∈ N we write fm for the L(Φ)-word
onsisting of m repetitions of the symbol f, and similarly for bm.
Example 6.4. Let ξ and C be as in Example 6.2; we adopt the notations
used there. We assoiate to ξ a unique L(Φξ)-struture Mξ = Mξ(C) as
follows:
(i) the universe Mξ of Mξ is R
2 \ S(ξ) ∪ {∞};
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(ii) for eah C ∈ C
open
∪C
tan
∪C
trans
, the prediate C is interpreted by the
orresponding ell in C, and the prediate <C is interpreted by the
union of<ξC with {(min(C), a) : a ∈ C} and {(a,max(C)) : a ∈ C};
(iii) for eah C ∈ C
open
, the prediate EC is interpreted by the set EC
desribed in Setion 5, and for eah C ∈ C
tan
, the onstant eC is
interpreted by the element eC ∈ C piked in Setion 5;
(iv) the onstant s is interpreted as ∞, and for eah c ∈ C
single
, the
onstant c is interpreted as the orresponding element of C
single
;
(v) the funtions f and b are interpreted by the orresponding forward
progression and reverse progression maps;
(vi) for eah C ∈ C
trans
and g ∈ {f, b}, the onstants rgC and s
g
C are
interpreted as the lower and upper endpoints, respetively, of the
interval g(C) in ECg ∪ {min(C
g),max(Cg)}.
Denition 6.5. We put Φ0 := Φopen∪Φtan∪Φtrans; intending to apture the
theory of the previous example, we let T (Φ) be the L(Φ)-theory onsisting
of the universal losures of the formulas in the axiom shemes (F1)(F15)
below.
(F1) The formulas
(a)
∧
c,d∈Φ
single
,c 6=d
¬c = d ∧
∧
c∈Φ
single
,C∈Φ0
¬C(c),
(b)
∧
c∈Φ
single
¬c = s ∧
∧
C∈Φ0
¬C(s),
() x = s ∨
∨
c∈Φ
single
x = c ∨
∨
C∈Φ0
(
C(x) ∧
∧
D∈Φ0,D 6=C
¬D(x)
)
.
(F2) For eah C ∈ Φ0 the sentenes stating that <C is a dense linear
ordering of C, together with C(x)→ (x <C max(C)∧min(C) <C x).
Remark. We do not wish to state that <C is a linear order on all of C ∪
{min(C),max(C)}, beause it is possible that min(C) = max(C). The
axioms (F2) sue for our purpose, whih is to be able to refer to C as the
<C-interval between min(C) and max(C).
(F3) The formula
∧
C∈Φ
tan
C(eC) ∧
∧
C∈Φ
open
EC(x)→ C(x).
(F4) For eah C ∈ Φ
open
the sentenes stating that the restrition of <C
to EC is a dense linear ordering.
(F5) For eah (g, h) ∈ {(f, b), (b, f)} and ∗ ∈ {≤,≥} the formulas
(a) g(s) = s ∧ (¬x = s→ ¬g(x) = x),
(b)
∧
c∈Φ
single
(¬g(c) = s→ h(g(c)) = c),
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()
∧
C∈Φ
open
Cg(x)→ EC(g(x)) ∧
∧
C∈Φ
tan
C(g(x))→ g(x) = eC ,
(d)
∧
C∈Φ
tan
(C(x) ∧ eC ∗C x ∗C g(eC))→ g(x) = g(eC),
(e)
∧
C∈Φ
tan
(C(x) ∧ eC ∗C x ∗C h(eC))→ g(x) = eC .
(F6) For eah C ∈ C
open
and g ∈ {f, b} the formula
(EC(x) ∧ EC(y) ∧ g(x) = g(y))→ (g(x) = s ∨ x = y).
(F7) For eah c ∈ Φ
single
and g ∈ {f, b}, the sentenes g(c) = ecg if
cg ∈ Φ
tan
and Ecg(g(c)) if c
g ∈ Φ
open
.
(F8) For eah C ∈ Φ
trans
and (g, h) ∈ {(f, b), (b, f)} the sentenes stating
that g(C) is an interval I1 in ECg and g|C : C −→ I1 is an order-
isomorphism.
(F9) For eah C ∈ Φ
open
and (g, h) ∈ {(f, b), (b, f)} the formula
EC(x)→

g(x) = s ∨ ∨
D∈Φ
trans
, C=Dh
D(g(x)) ∨
∨
d∈Φ
single
, C=dh
g(x) = d

 .
We need more axioms desribing the ordering <C and the behavior of f
and b on C, for C ∈ Φ
open
. For example, if x ∈ C \ EC , we want that x
has either a unique predeessor or a unique suessor in EC . Also, for any
y ∈ EC , the set of points x for whih y is either the predeessor or suessor
is innite and densely ordered by <C . For onveniene, we let φ
f
C(x, y) be
the formula
C(x) ∧ ¬EC(x) ∧ EC(y) ∧ x <C y ∧ ¬∃z(EC(z) ∧ x <C z <C y)
and φbC(x, y) be the formula
C(x) ∧ ¬EC(x) ∧ EC(y) ∧ y <C x ∧ ¬∃z(EC(z) ∧ y <C z <C x).
(F10) For eah C ∈ Φ
open
the formulas
(a) C(x) ∧ ¬EC(x)→ ∃y(φ
f
C(x, y) ∨ φ
b
C(x, y)),
(b) ∃yφfC(x, y)→ ¬∃yφ
b
C(x, z),
() ∃yφbC(x, y)→ ¬∃yφ
f
C(x, y),
and the formula sheme EC(y)→ ∃
∞xφfC(x, y) ∧ ∃
∞xφbC(x, y).
(F11) For eah C ∈ Φ
open
the sentenes stating that for every y ∈ EC , the
restrition of <C to the set Cy := {x : φ
b
C(x, y)∨φ
f
C(x, y)∨x = y} is
a dense linear ordering, together with Cy(x)→ (x <C f(y)∧g(y) <C
x).
(F12) For eah C ∈ Φ
open
and (g, h) ∈ {(f, b), (b, f)} the formulas
(a) C(x) ∧ ¬EC(x) ∧ ∃yφ
g
C(x, y)→ ∀z(φ
g
C(x, z)→ g(x) = z),
(b) C(x) ∧ ¬EC(x) ∧ ∃yφ
h
C(x, y)→ ∀z(φ
h
C(x, z)→ g(x) = g(z)).
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(F13) For eah C ∈ Φ
trans
and (g, h) ∈ {(f, b), (b, f)} the formulas
(a) ECg (r
g
C) ∨ r
g
C = min(C
g) ∨ rgC = max(C
g),
(b) ECg (s
g
C) ∨ s
g
C = min(C
g) ∨ sgC = max(C
g),
() rgC ≤Cg s
g
C ,
(d) ECg(x)→ (C(h(x))↔ r
g
C <Cg x <Cg s
g
C).
(F14) For eah m,n ∈ N, C ∈ Φ
open
, D ∈ Φ
trans
and g ∈ {f, b} the formulas
(a) EC(x) ∧ EC(g
m(x)) ∧ gn(x) = x→ gm(x) = x,
(b) D(x) ∧D(gm(x)) ∧ gn(x) = x→ gm(x) = x.
(F15) For eahm ∈ N and g ∈ {f, b} the formula gm(x) = x→ gNΦ(x) = x.
This ompletes our list of axioms for T (Φ).
Our hoie of axioms above and Setions 4 and 5 imply the following:
Proposition 6.6. Let ξ be a vetor eld on R2 of lass C1 and denable in
an o-minimal expansion of the real eld, and letMξ be an L(Φξ)-struture
assoiated to ξ as in Example 6.4. Then Mξ |= T (Φξ). 
Denition 6.7. We write
Φ1 := Φtrans ∪{EC : C ∈ Φopen} .
The following L(Φ)-formulas are of partiular interest: for C ∈ Φ1, we let
FixC(x) be the formula C(x) ∧ f
NΦ(x) = x and FixC(x, y) be the formula
∃z((x ≤C z ≤C y ∨ y ≤C z ≤C x) ∧ FixC(z)).
Next, we let BdC(x) be the formula
FixC(x) ∧ ∀y∀z
(
y <C x <C z → ∃w(y <C w <C z ∧ ¬FixC(w))
)
,
and let LimC(x) be the formula
FixC(x) ∧ ∃y(C(y) ∧ y 6= x ∧ ¬FixC(x, y)).
Example 6.8. Let ξ be a vetor eld on R2 of lass C1 and denable in
an o-minimal expansion of the real eld, and letMξ be an L(Φξ)-struture
assoiated to ξ as in Example 6.4. Let also C ∈ C1 := Ctrans ∪ {EF : F ∈
C
open
}. Then the set FixC(M) is the set of points in C that belong to
a yle of ξ, the set BdC(M) is the set of points in C that belong to a
boundary yle of ξ, and the set LimC(M) is the set of points in C that
belong to a limit yle of ξ. Note that if ξ is analyti, then the set BdC(M)
is disrete by Poinaré's Theorem [12℄ (see also [11, p. 217℄); in partiular,
BdC(M) = LimC(M) in this ase.
In general, by Proposition 5.3, the ardinality of BdC(M) is equal to
the number of boundary yles of ξ that interset C. Sine every yle of
ξ intersets the set
⋃
C
tan
∪
⋃
C
trans
∪
⋃
C
single
, it follows that, with b(ξ)
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denoting the ardinality of the set of all boundary yles of ξ, we have
|BdC(M)| ≤ b(ξ) ≤ |Ctan|+ |Csingle|+
∑
D∈C
trans
|BdD(M)|.
7. Iterating the progression maps
We ontinue to work with a ow onguration Φ as in Denition 6.1.
Throughout this setion, we x (g, h) ∈ {(f, b), (b, f)}.
For the next lemma, we denote by Θ(g,h) the universal losure of the
onjuntion of the formulas (
∧
C∈Φ0
¬C(x))→ g(h(x)) = x,
(C(x) ∧ EC(h(x)))→ g(h(x)) = g(x)
and
(EC(x) ∧ h(x) 6= s)→ g(h(x)) = x
for eah C ∈ Φ
open
,
(C(x) ∧ h(x) = eC)→ g(h(x)) = g(x)
and
(x = eC ∧ h(x) 6= s)→ g(h(x)) = x
for eah C ∈ Φ
tan
, and C(x)→ g(h(x)) = x for eah C ∈ Φ
trans
∪Φ
single
.
Lemma 7.1. T (Φ) ⊢ Θ(g,h).
Proof. Let M |= T (Φ), and let a ∈ M be suh that a /∈
⋃
C∈Φ0
C. Then
by (F1), either a = c for some c ∈ Φ
single
, or a = s. In the latter ase, we
have g(h(a)) = h(g(a)) = a by (F5), so we may assume that a = c for some
c ∈ Φ
single
. Then h(g(a)) = g(h(a)) = a by (F7)(F9).
The proofs of the other onjunts is similar, using also (F12); we leave
the details to the reader. 
Corollary 7.2. Let φ be any quantier-free L(Φ)-formula. Then φ is equiv-
alent in T (Φ) to a quantier-free formula φ′ suh that no term ourring in
φ′ ontains both the symbols f and b.
Proof. By indution on l := max{length(t) : t is a term ourring in φ},
using Lemma 7.1. 
For the remainder of this setion, we x an arbitrary model M of T (Φ).
To simplify notation, we omit the supersript M below and write C :=
C ∪ {min(C),max(C)} for C ∈ Φ1.
Denition 7.3. Let C ∈ Φ1 and k ∈ N. We dene
GkC := {g
l(z) : z is a onstant, 0 ≤ l ≤ k and gl(z) ∈ C},
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and we letOkC be the olletion of all possible order types of pairs (a, b) ∈ C
2
over GkC . In addition, for ζ0, ζ1 ∈ C and D ∈ Φ1, we put
g−kD (ζ0, ζ1) :=
{
x ∈ D : ζ0 <C g
k(x) <C ζ1
}
and
HkD(ζ0, ζ1) := {h
l(z) : z ∈ {ζ0, ζ1} or z is a onstant,
0 ≤ l ≤ k and hl(z) ∈ D}.
Note that GkC and H
k
D(ζ0, ζ1), and hene O
k
C , are nite sets whose ardi-
nality is bounded by a number depending only on the language and k, but
independent of M, C, D, ζ0 or ζ1.
Proposition 7.4. Let C,D ∈ Φ1, ζ0, ζ1 ∈ C and k ∈ N.
(1) The set g−kD (ζ0, ζ1) is a union of points in H
k
D(ζ0, ζ1) and open inter-
vals with endpoints in HkD(ζ0, ζ1).
(2) For eah ϑ ∈ OkC , there is a onjuntion σϑ(x, y0, y1) of atomi formu-
las with free variables x, y0 and y1 suh that whenever (ζ0, ζ1) have
order type ϑ over GkC , the set g
−k
D (ζ0, ζ1) is dened by the formula
σϑ(x, ζ0, ζ1).
(3) gk restrited to g−kD (ζ0, ζ1) is ontinuous.
Proof. For every x ∈ g−kD (ζ0, ζ1), there is a sequene E = (E0, . . . , Ek) of
elements of Φ2 := Φ1 ∪ {{c} : c ∈ Φsingle} ∪ {{eC} : C ∈ Φtan} suh that
E0 = D, Ek = C and g
i(x) ∈ Ei for i = 0, . . . , k. Thus, we x a sequene
E = (E0, . . . , Ek) ∈ Φ
k+1
2 with Ek = C, and we dene the set
g−kE (ζ0, ζ1) :=
{
x ∈M : gi(x) ∈ Ei for i = 0, . . . , k, ζ0 <C g
k(x) <C ζ1
}
;
it sues to prove the proposition with g−kE (ζ0, ζ1) and H
k
E0
(ζ0, ζ1) in plae
of g−kD (ζ0, ζ1) and H
k
D(ζ0, ζ1).
Next, we note that if Ei ∈ {{c} : c ∈ Φsingle} ∪ {{eC} : C ∈ Φtan} for
some i ∈ {1, . . . , k − 1}, then a ∈ g−kE (ζ0, ζ1) if and only if g
i(a) is the
unique onstant in Ei and ζ0 <C g
k(a) <C ζ1, so the proposition follows in
this ase.
We therefore assume from now on that Ei ∈ Φ1 for eah i = 0, . . . , k, and
in this ase we prove the proposition with part (1) replaed by
(1)' The set g−kE (ζ0, ζ1) is an open interval with endpoints in H
k
E0
(ζ0, ζ1).
We proeed by indution on k. The ase k = 0 is trivial, so we assume
that k > 1. By Axiom (F8), the set g−1(Ek−1,Ek)(ζ0, ζ1) is an open interval
whose endpoints η0, η1 belong to the set H
1
Ek−1
(ζ0, ζ1) and are determined
by the order type of (ζ0, ζ1) over G
1
Ek
. In fat, we laim that the order
type of (η0, η1) over G
k−1
Ek−1
is determined by the order type of (ζ0, ζ1)
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GkEk ; together with the indutive hypothesis applied to g
k−1
(E0,...,Ek−1)
(η0, η1),
the proposition then follows, beause Hk−1E0 (c, d) is ontained in H
k
E0
(ζ0, ζ1)
for all c, d ∈ H1Ek−1(ζ0, ζ1).
To see the laim, assume rst that Ek = EC for some C ∈ Φopen. Then
by Axiom (F8), the set {g(z) : z ∈ Gk−1Ek−1} is ontained in G
k
Ek
and the
laim follows in this ase. So we assume that Ek ∈ Φtrans. Then by Axiom
(F13), Ek−1 = EC for some C ∈ Φopen and there are onstants a and b suh
that
(η0, η1) ⊆ (a, b) = g
−1(Ek) = h(Ek) (as intervals).
Hene the order type of (η0, η1) over G
k−1
EC
is determined by the order type
of (η0, η1) over the set G
′ :=
{
z ∈ Gk−1EC : a <C z <C b
}
. Then again by
Axiom (F8), the set {g(z) : z ∈ G′} is ontained in GkEk and the laim also
follows in this ase. 
Corollary 7.5. Let C ∈ Φ1 and put G := g
−N
C (min(C),max(C)).
(1) The set BdC(M) is a losed and nowhere dense subset of G.
(2) Assume that Φ = Φξ and M≡Mξ for some denable vetor eld ξ
of lass C1 on R2. Then for every c ∈ G\BdC(M), there are a, b ∈ C
suh that
a = sup
{
x ∈ BdC(M) ∪ (C \G) : x <C c
}
and
b = inf
{
x ∈ BdC(M) ∪ (C \G) : c <C x
}
.
Proof. Part (1) follows from the ontinuity of gN |G and the denition of
the set BdC(M). Part (2) follows from part (1) and the fat that C
Mξ
is
omplete. 
Finally, for eah C ∈ Φ1 we let C(x) abbreviate C(x)∨x = min(C)∨x =
max(C). We let Gk be the set of all L(Φ)-terms gjc suh that 0 ≤ j ≤ k
and c is a onstant symbol, and we let Ok be the set of all formulas of the
form (
C(y0) ∧ C(y1)
)
∧
∧
{τ,ρ}⊆Gk∪{y0,y1}
(τ ∗{τ,ρ} ρ),
where C ∈ Φ1 and ∗{τ,ρ} ∈ {<C, >C ,=, 6=}. The ardinalities of G
k
and Ok
are bounded by a number depending only on k (and on L(Φ)). Moreover in
M, eah formula ϑ ∈ Ok determines an order type in OkC , for some C ∈ Φ1;
and onversely, every order type in OkC with C ∈ Φ1 is determined by some
formula ϑ ∈ Ok. Thus we obtain the following from Proposition 7.4:
Corollary 7.6. Let k ∈ N. Then there are l = l(k) ∈ N and quantier-free
formulas ϑk1(y0, y1), . . . , ϑ
k
l (y0, y1) with free variables y0 and y1 suh that
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(1) T (Φ) ⊢
l∨
i=1
ϑki (y0, y1)↔
∨
C∈Φ1
(
C(y0) ∧ C(y1)
)
;
(2) for every D ∈ Φ1 there are quantier-free formulas σ
D,k
i (x, y0, y1)
with free variables x, y0 and y1, i = 1, . . . , l, suh that if M |=
ϑki (ζ0, ζ1) for ζ0, ζ1 ∈M and some i, then the set g
−k
D (ζ0, ζ1) is dened
by the formula σD,ki (x, ζ0, ζ1). 
Remark 7.7. We obtain analogous statements to Proposition 7.4 and
Corollary 7.6 if we replae the open interval (ζ0, ζ1) by a half-open or losed
interval.
8. Dula flow onfigurations
It is lear from Remark 6.8 that, for a vetor eld ξ on R2 denable in R,
the set of boundary yles of ξ is represented in Mξ by the denable sets
BdC(M). The following example shows that the theory T (Φ) has hardly
any impliations for the nature of these sets.
Example 8.1. Consider the vetor eld ζ of Example 3.2, and let C be the
pieewise trivial deomposition obtained there. We denote by Φζ the ow
onguration orresponding to this C and write
C0 := {(x, y) : x > 0, y = 0} ∈ C.
We show here how to dene, given any losed and nowhere dense subset F
of C0, a vetor eld ζ
′
of lass C∞ for whih Φζ is still a ow onguration
and suh that BdC0(Mζ′) = F .
First, given 0 < a < b < ∞, we let d(a,b) : R
2 −→ R be the funtion
d(a,b)(x, y) := (b
2−(x2+y2))((x2+y2)−a2), and we let e(a,b) : R
2 −→ R be the
C∞ funtion dened by e(a,b)(x, y) := exp(−1/d(a,b)(x, y)). We let ζ(a,b) be
the vetor eld of lass C∞ on the annulus A(a,b) :=
{
(x, y) : d(a,b)(x, y) > 0
}
dened by
ζ(a,b) := −
(
y + e(a,b)(x, y)x
) ∂
∂x
+
(
x− e(a,b)(x, y)y
) ∂
∂y
.
Seond, let F ⊆ C0 be an arbitrary losed and nowhere dense subset.
Then C0 \ F is open in C0 and hene the union of ountably many disjoint
open intervals I0, I1, I2, . . . . We let ζ
′
be the vetor eld on R
2
of lass C∞
dened by
ζ ′(x, y) :=
{
ζIj(x, y) if (x, y) ∈ AIj for some j ∈ N,
ζ(x, y) otherwise.
(Note that by Wilkie's Theorem [15℄, ζ ′ is denable in some o-minimal
expansion of the real eld if and only if F is nite.)
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In view of the previous example, we now introdue a strengthening of the
setting desribed in Setion 6.
Denition 8.2. A Dula ow onguration Ψ is a pair (Φ, ν) suh that
Φ is a ow onguration and ν ∈ N.
Example 8.3. Let ξ be a denable vetor eld on R2 of lass C1. Let
Φ = Φξ be a ow onguration assoiated to ξ as in Example 6.2 and letMξ
be the assoiated L(Φξ)-struture desribed in Example 6.4. Assume that
there is a ν ∈ N suh that for eah C ∈ Φ1, the set BdC(Mξ) has ardinality
at most ν. Then Ψξ := (Φξ, ν) is alled a Dula ow onguration
assoiated to ξ.
For the remainder of this setion, we x a Dula ow onguration Ψ =
(Φ, ν).
Denition 8.4. The language L(Ψ) onsists of the symbols of L(Φ) to-
gether with the following symbols for eah C ∈ Φ1:
(i) binary prediates RC and S
f
m,C , B
f
m,C , S
b
m,C and B
b
m,C for eah m ∈
N;
(ii) onstant symbols γ1C , . . . , γ
ν
C.
We put Γ = Γ(Ψ) :=
{
γjC : C ∈ Φ1, j = 1, . . . , ν
}
.
Example 8.5. Let ξ be a denable vetor eld on R2 of lass C1, and let
Mξ be an L(Φξ)-struture assoiated to ξ as in Example 6.4. Assume that
there is a ν ∈ N suh that for eah C ∈ C
trans
∪ C
open
, the set BdC(Mξ) has
ardinality at most ν, and let Ψξ be a Dula ow onguration assoiated
to ξ as in Example 8.3. We expand Mξ into an L(Ψξ)-struture M
D
ξ as
follows: for eah C ∈ Φ1,
(i) RC is interpreted as the set{
(x, y) ∈ C
2
: ∃z(x <C z <C y ∧ FixC(z)) ∨ (x = y ∧ FixC(x))
}
;
(ii) for m ∈ N, g ∈ {f, b} and G ∈ {Sgm,C , B
g
m,C}, we put
∗ :=
{
<C if G is S
g
m,C ,
>C if G is B
g
m,C ,
and we interpret G as the union of the sets{
(x, y) ∈ C
2
: ∃z
(
C(z) ∧ x <C z <C y ∧ C(g
m(z)) ∧ gm(z) ∗ z
)}
and the set {(x, x) : C(x) ∧ C(gm(x)) ∧ gm(x) ∗ x};
(iii) if a1 <C · · · <C am are the points in C that lie on boundary yles of
ξ, we interpret γjC as aj if 1 ≤ j ≤ m and as max(C) if m < j ≤ ν.
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This ompletes the desription of MDξ .
Denition 8.6. Inspired by the previous example, we let T (Ψ) be the
L(Ψ)-theory onsisting of T (Φ) and the universal losures of the formulas
in the axiom shemes (D1)(D6) below.
(D1) For eah C ∈ Φ1, m ∈ N and G ∈ {RC , S
f
m,C , B
f
m,C , S
b
m,C , B
b
m,C}, the
formulas
(a) G(x, y)→
(
C(x) ∧ C(y)
)
,
(b) G(x, y)→ (x ≤C y ∨ (x = min(C) ∧ y = max(C))).
(D2) For eah C ∈ Φ1 the formulas
(a) RC(x, y)↔ ∃z(x <C z <C y ∧ FixC(z)), and
(b) RC(x, x)↔ FixC(x).
(D3) For eah m ∈ N, C ∈ Φ1 and g ∈ {f, b} the formulas
(a) Sgm,C(x, y)↔ ∃z(x <C z <C y ∧ g
m(z) <C z),
(b) Sgm,C(x, x)↔ (C(x) ∧ g
m(x) <C x),
() Bgm,C(x, y)↔ ∃z(x <C z <C y ∧ z <C g
m(z)),
(d) Bgm,C(x, x)↔ (C(x) ∧ x <C g
m(x)).
(D4) For eah m ∈ N, C ∈ Φ1, g ∈ {f, b} and G ∈ {RC , B
g
m,C , S
g
m,C} the
formula[
(G(x, y) ∧ ∀z
(
x <C z <C y → C(g
m(z))
)
∧ ¬∃z (x <C z <C y ∧ BdC(z))
]
→ ∀z(x <C z <C y → G(z, z)).
(D5)ν For eah C ∈ Φ1 the formulas
(a) C
(
γjC
)
∧
(
C
(
γjC
)
→ FixC
(
γjC
))
for j = 0, . . . , ν,
(b) γjC ≤C γ
j+1
C ∧
(
γjC = γ
j+1
C → γ
j
C = max(C)
)
for j = 0, . . . , ν−1.
(D6)ν For eah C ∈ Φ1 the formula
(C(x) ∧ BdC(x))↔
ν∨
j=1
(
x = γjC ∧ C
(
γjC
))
.
This ompletes the desription of the axioms.
Proposition 8.7. If ξ is a denable vetor eld on R2 of lass C1 with
nitely many boundary yles, then MDξ |= T (Ψξ).
Proof. This is almost immediate from the denition ofMDξ and Proposition
6.6, exept perhaps for Axiom (D4), whih follows from Proposition 7.4 and
the fat that every bounded subset of R has an inmum. 
Remark 8.8. Let T (Φ)′ be the union of T (Φ) with Axioms (D1)(D4) only.
Sine (D1)(D3) just extend T (Φ) by denitions in the sense of Setion 4.6 in
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Shoeneld [13℄, the argument in the proof of the previous proposition shows
that any L(Φξ)-struture Mξ as dened in Example 6.4 an be expanded
to a model M′ξ of T (Φ)
′
.
9. Quantifier elimination for T (Ψ)
We x a Dula ow onguration Ψ = (Φ, ν); our ultimate goal is to
show that T (Ψ) eliminates quantiers. Most of the work in this setion
goes towards showing that, in order to eliminate quantiers, we need only
onsider formulas of the form ∃yφ(x, y) where φ is of a speial form.
Terminology. Let x = (x1, . . . , xm) be a tuple of variables and y and z
single variables. To simplify terminology, we write term and formula
for L(Ψ)-term and L(Ψ)-formula. For a formula φ, we write φ(x, y) to
indiate that the free variables of φ are among x1, . . . , xm and y. A binary
atomi formula is a formula of the form At1t2, where A is a binary relation
symbol in L(Ψ) and t1 and t2 are terms.
For this setion x an arbitrary model M of T (Ψ); again, we omit the
supersript M when interpreting prediates in M.
Denition 9.1. An order formula is a quantier-free L(Φ) ∪ Γ-formula.
A z-order formula is a quantier-free formula φ suh that every atomi
subformula of φ ontaining z is an L(Φ) ∪ Γ-formula.
A z-order formula φ is minimal if the only subterm of φ ontaining z is
z itself and every binary atomi subformula At1t2 of φ is suh that at most
one of t1 and t2 ontains z.
Our rst goal is to show that we may, in order to prove quantier elim-
ination, restrit our attention to y-order formulas. This argument is based
on the following lemma, whih will also be of use later.
Lemma 9.2. Let G ∈ L(Ψ) \ L(Φ).
(1) The formula Gyy is equivalent in T (Ψ) to a minimal y-order formula
ψ(y).
(2) The formula Gyz is equivalent in T (Ψ) to a formula ψ(y, z) that is
both a minimal y-order formula and a minimal z-order formula.
Proof. Let C ∈ Φ1, m ∈ N and g ∈ {f, b} be suh that G is one of RC ,
Sgm,C or B
g
m,C . In this proof, we write < instead of <C ; if G is RC , we
assume m = N = NΦ. By Corollary 7.6(1), any formula φ is equivalent in
T (Ψ) to the onjuntion of the formulas ϑi → φ, where i ∈ {1, . . . , l(m)}
and ϑi is the formula ϑ
m
i (min(C),max(C)). Hene it sues to prove the
lemma with eah ϑi → G(y, y) in plae of G(y, y) and eah ϑi → G(y, z) in
plae of G(y, z); so we also x an i below and write ϑ in plae of ϑi. Now
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by Corollary 7.6(2), there are nitely many terms α0j , α
1
j for 1 ≤ j ≤ r,
built up exlusively from onstants, suh that whenever M |= ϑ the set
{z ∈ C : gm(z) ∈ C} is the union of the open intervals Ij = (α
0
j , α
1
j ) and
points α0j = α
1
j .
(1) We laim that the formula ϑ → G(y, y) is equivalent to ϑ → ψG,
where ψG is of the form
C(y) ∧
( ∨
1≤j≤r
(α0j < y < α
1
j ∨ α
0
j = y = α
1
j )
)
∧
(∨
β∈Y
ψGβ ∨
∨
β0,β1∈Y
ψGβ0,β1
)
with Y := Γ ∪ {αlj : l ∈ {0, 1} and 1 ≤ j ≤ r}, and for eah β ∈ Y , the
formula ψGβ is C(y) ∧ ((y = β ∧G(β, β)) ∨ y = t
G) with
tG the term


y if G is RC ,
hmmin(C) if G is Sgm,C ,
hmmax(C) if G is Bgm,C ,
and for eah β0, β1 ∈ Y , the formula ψ
G
β0,β1
is of the form
(C(β0) ∨ β0 = min(C)) ∧ (C(β1) ∨ β1 = max(C)) ∧ β0 < y < β1 ∧ η
G
β0,β1
,
where
ηGβ0,β1 is


¬SgN,C(β0, β1) ∧ ¬B
g
N,C(β0, β1) if G is RC ,
¬Bgm,C(β0, β1) ∧ ¬RC(β0, β1) if G is S
g
m,C ,
¬Sgm,C(β0, β1) ∧ ¬RC(β0, β1) if G is B
g
m,C .
Note that ϑ→ ψG is a minimal y-order formula; thus, the proof of part (1)
is nished one we prove the laim.
We prove the laim for RC ; the other ases of G are similar and left to the
reader. Suppose that M |= ϑ and pik an a ∈M suh that M |= RC(a, a).
Then M |= α0j ≤ a ≤ α
1
j for some j ∈ {1, . . . r}. If a = β for some
β ∈ Y , we are done, so we assume a 6= β for all β ∈ Y . Then there are
β0, β1 ∈ Y suh thatM |= β0 < a < β1 and M |= ¬(β0 < β < β1) for every
β ∈ Y . Hene by Axiom (D4), M |= RC(b, b) for every b ∈ (β0, β1), so
M |= ¬Sgm,C(β0, β1)∧¬B
g
m,C(β0, β1) as required. The onverse of the laim
is immediate.
(2) The formula ϑ→ G(y, z) is in turn equivalent in T (Ψ) to
ϑ→ (G(y, z) ∧ (y = min(C) ∨ y = max(C) ∨ C(y)));
sine the lemma is immediate for the formulas ϑ→ (G(y, z) ∧ y = min(C))
and ϑ→ (Gyz∧ y = max(C)), we need only onsider ϑ→ (G(y, z)∧C(y)).
We laim that the latter is equivalent to ϑ→ ψG, where ψG is of the form
C(y) ∧ (C(z) ∨ z = max(C)) ∧ y ≤ z ∧
(
(y = z ∧G(y, y)) ∨
(
y < z ∧ ηG
))
,
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ηG is the formula∨
β∈Y
(y = β ∧G(β, z)) ∨
∨
β∈Y
(y < β < z ∧G(β, β)) ∨
∨
βo,β1∈Y, 1≤j≤r
ηGβ0,β1,j
and for eah β0, β1 ∈ Y and j ∈ {1, . . . , r}, the formula η
G
β0,β1,j
is
β0 < y ∧ z < β1 ∧ α
0
j ≤ β0 ∧ β1 ≤ α
1
j ∧G(β0, β1) ∧ η
G
β0,β1
with ηGβ0,β1 dened as for part (1).
We again prove the laim for RC , leaving the other ases of G to the
reader. Suppose thatM |= ϑ andM |= RC(a, b)∧C(b) and work insideM.
Suppose that a 6= β for all β ∈ Y and thatM |= ¬(a < β < b∧RC(β, β)) for
every β ∈ Y . Then fN(d) = d for some d ∈ (a, b), and d ∈ (α0j , α
1
j ) for some
j. Moreover, there are β0, β1 ∈ Y suh that d ∈ (β0, β1) and β /∈ (β0, β1)
for every β ∈ Y . Hene by Axiom (D4), we get M |= ¬SgN,C(β0, β1) ∧
¬BgN,C(β0, β1), as required. The onverse of the laim is straightforward.
By symmetry, a similar laim holds with ϑ→ (G(y, z)∧C(z)) in plae of
ϑ→ (G(y, z)∧C(y)). Combining these two laims with part (1) now yields
part(2). 
Corollary 9.3. Every quantier-free formula φ(x, y) is equivalent in T (Ψ)
to a y-order formula ψ(x, y).
Proof. It sues to prove the proposition for all atomi formulas; the rele-
vant atomi formulas are handled in Lemma 9.2. 
Our seond goal of this setion is to show that we only need onsider, for
quantier elimination, y-order formulas in whih the omplexity of any term
involving y is as low as possible. Minimal y-order formulas are examples
of suh y-order formulas; but we annot always redue to minimal y-order
formulas.
Denition 9.4. Let t be a term. The z-height hz(t) of t is dened as
follows:
(i) if z does not our in t, then hz(t) := 0;
(ii) hz(z) := 1;
(iii) if t is ft′ or bt′ for some term t′ and z ours in t′, then hz(t) :=
hz(t
′) + 1.
Let A(t1, t2) be a binary atomi formula; the z-height hz(A(t1, t2)) of
A(t1, t2) is dened as the pair (a, b) ∈ N
2
, where
a :=
{
1 if z ours in both t1 and t2,
0 otherwise,
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and
b :=
{
min{hz(t1), hz(t2)} if z ours in both t1 and t2,
max{hz(t1), hz(t2)} otherwise.
Let B(t) be a unary atomi formula; the z-height hz(B(t)) of B(t) is
dened by hz(B(t)) := (0, hz(t)) ∈ N
2
.
Let φ be a quantier-free formula; the z-height hz(φ) of φ is the max-
imum of the set {hz(ψ) : ψ is an atomi subformula of φ} with respet to
the lexiographi ordering of N
2
. We write hz(φ) = (h
1
z(φ), h
2
z(φ)) below.
Finally, a term t is mixed if it ontains both funtion symbols f and b;
otherwise t is alled unmixed.
Example 9.5. Let φ be a z-order formula. Then hz(φ) ≤ (0, 1) if and only
if φ is minimal.
Lemma 9.6. Let φ(x, y) be a y-order formula. Then there is a y-order for-
mula ψ(x, y) that ontains no mixed terms suh that φ and ψ are equivalent
in T (Ψ) and hy(ψ) ≤ hy(φ).
Proof. Let φ′ be the L(Φ)-formula obtained from φ by replaing eah on-
stant γjC by a new variable z
j
C , for C ∈ Φ1 and j = 1, . . . , ν. By Lemma 7.1,
φ′ is equivalent in T (Φ) to a quantier-free L(Φ)-formula ψ′ that is a disjun-
tion of formulas of the form η ∧ ξ, where ξ is obtained from φ′ by replaing
eah mixed subterm by an unmixed term of lower y-height, and where η
is a onjuntion of some of the premises of the impliations ourring in
Θ(f,b) and in Θ(b,f) with x there replaed by various unmixed subterms of φ
′
.
Clearly hy(ξ) ≤ hy(φ
′) for every suh ξ; sine h1y(η) = 0 for every suh η, it
follows that hy(ψ
′) ≤ hy(φ
′) if h1y(φ
′) = 1. On the other hand, if h1y(φ
′) = 0,
then every subterm t of φ′ satises hy(t) ≤ h
2
y(φ
′); so hy(η) ≤ hy(φ
′) for
every suh η. Therefore, we always have hy(ψ
′) ≤ hy(φ
′) = hy(φ), and we
let ψ be the y-order formula obtained from ψ′ by replaing eah variable zjC
again by γjC . 
Below we let ι(y) denote the formula
∧
C∈Φ
open
C(y)→ EC(y) and we put
T ′ := T (Ψ) ∪ {ι(y)}.
Lemma 9.7. Let φ(x, y) be a y-order formula. Then there is a y-order
formula ψ(x, y) suh that φ is equivalent in T ′ to ψ and h2y(ψ) ≤ 1.
Proof. By indution on hy(φ); the ase where h
2
y(φ) ≤ 1 is trivial, so we
assume that h2y(φ) > 1 and we prove that
(∗) there exists an order formula ψ(x, y) suh that φ is equivalent in T ′
to ψ and hy(ψ) < hy(φ).
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To do so, we x arbitrary (g, h) ∈ {(f, b), (b, f)}, a unary prediate P , a
C ∈ Φ0 and terms t1 and t2, and we assume that y ours in t1, and
either y does not our in t2 or hy(t1) < hy(t2). By the denition of hy(φ)
and Axiom (F5), it sues to prove (∗) with eah of the atomi formulas
P (g(t1)), g(t1) = t2, g(t1) <C t2 and t2 <C g(t1) in plae of φ.
Case 1: φ is P (g(t1)). By Axioms (F7)(F9), the formula φ is equivalent
in T ′ to ψ, where ψ is the formula depending on P dened as follows:
• if P ∈ Φ
open
or P is EF for some F ∈ Φopen, then ψ is∨
D∈Φ
trans
, P=Dh
D(t1) ∨
∨
d∈Φ
single
, P=dh
t1 = d;
• if P ∈ Φ
tan
, then ψ is the formula t1 = h(eP );
• if P ∈ Φ
trans
, then ψ is the formula EP h(t1).
In eah ase of ψ above, we have hy(ψ) < hy(φ), as required.
Case 2: φ is g(t1) = t2. Then by Axioms (F5), (F7)(F9) and (F13) the
formula φ is equivalent in T ′ to ψ, where ψ is the onjution of the formulas
(i) t2 = s ∨
∨
C∈Φ1
C(t2) ∨
∨
c∈Φ
single
t2 = c ∨
∨
C∈Φ
tan
t2 = eC ,
(ii) t2 = c→ t1 = h(c) for eah onstant c dierent from s,
(iii) t2 = s→
(
(t1 = s)∨∨
C∈Φ
open
(
EC(t1) ∧
∧
D∈SC
¬(rhD <C t1 <C s
h
D) ∧
∧
c∈Φ
single
(¬t1 = h(c))
)
∨
∨
C∈Φ
tan
(g(eC) <C t1 ≤C eC ∨ eC ≤C t1 <C g(eC)) ∧ g(eC) = s)
)
with SC := {D ∈ Φtrans : D
h = C},
(iv) C(t2)→ t1 = h(t2) for C ∈ Φ1.
If y does not our in t2, then hy(ψ) < hy(φ); so we assume that y ours
in t2. In this ase, the only atomi subformula ξ of ψ with h
1
y(ξ) = 1 is
t1 = h(t2), and hy(t1 = h(t2)) = (1, hy(t1)) < (1, hy(g(t1))) = hy(φ) by
hypothesis, so hy(ψ) < hy(φ) as well.
Case 3: φ is g(t1) <C t2. There are various subases depending on C.
• If C ∈ Φ
trans
, we write D := Ch; then by Axioms (F8) and (F13)
the formula φ is equivalent in T ′ to ψ, where ψ is the onjuntion of
the formulas
(C(t2) ∨ t2 = max(C)) ∧ ((ED(t1) ∧ r
h
C <D t1 <D r
h
C) ∨ t1 = h(min(C)))
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and
(ED(t1) ∧ r
h
C <D t1 <D r
h
C)→ (t1 <D h(t2) ∨ t2 = max(C)).
• If C ∈ Φ
open
, then by Axioms (F2), (F9), (F10), (F12) and (F13)
the formula φ is equivalent in T ′ to ψ, where ψ is the onjuntion of
the formulas
(i)
∨
D∈Φ
trans
, Dg=C
D(t1) ∨
∨
d∈Φ
single
, P=dh
t1 = d,
(ii)
(
C(t2)∧¬EC(t2)∧EC(g(t2))
)
∨
(
C(t2)∧¬EC(t2)∧EC(h(t2))
)
∨
EC(t2) ∨
(
t2 = max(C)
)
,
(iii) (D(t1) ∧ EC(t2)) → ((r
g
D <C t2 <C s
g
D ∧ t1 <D h(t2)) ∨ (s
g
D ≤C
t2)) for eah D ∈ Φtrans with D
g = C,
(iv) (D(t1) ∧ ¬EC(t2) ∧ EC(g(t2)))→ ((r
g
D <C g(t2) <C s
g
D ∧ t1 <D
h(t2)) ∨ (s
g
D ≤C g(t2)) for eah D ∈ Φtrans with D
g = C,
(v) (D(t1) ∧ ¬EC(t2) ∧ EC(h(t2)))→ ((r
g
D <C h(t2) <C s
g
D ∧ t1 ≤D
h(h(t2))) ∨ (s
g
D ≤C h(t2))) for eah D ∈ Φtrans with D
g = C,
(vi) t1 = d→ gd <C t2 for d ∈ Φsingle with P = d
h
.
• If C ∈ Φ
tan
, then by Axioms (F2) and (F7) the formula φ is equiva-
lent in T ′ to ψ′, where ψ′ is
(C(t2) ∨ t2 = max(C)) ∧
(
(t1 = h(eC) ∧ eC <C t2) ∨ g(t1) = min(C)
)
.
In this ase we let ψ be the formula obtained from ψ′ by replaing the
subformula g(t1) = min(C) by the orresponding formula obtained
in Case 2.
We leave it to the reader to verify that hy(ψ) < hy(φ) in eah of these
subases.
Case 4: φ is t2 <C g(t1). This ase is similar to Case 3; we leave the details
to the reader. 
Proposition 9.8. Let φ(x, y) be a quantier-free formula. Then there is a
minimal y-order formula ψ(x, y) suh that φ is equivalent in T ′ to ψ.
Proof. By Corollary 9.3 and Lemma 9.7, we may assume that φ is a y-order
formula suh that h2y(φ) ≤ 1. By Lemma 9.6, there is a y-order formula
ψ′(x, y) suh that φ is equivalent in T ′ to ψ′, ψ′ ontains no mixed terms
and hy(ψ) ≤ hy(φ).
In partiular, for every binary atomi subformula η of ψ′ in whih both
terms ontain y, one of the terms is y itself and the other is either fm(y) or
bm(y) for some m = m(η) ∈ N. We now replae eah suh binary atomi
subformula η of ψ′ with m(η) > 1 by the formula η′ dened as follows:
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• if η is y = gm(y) with g ∈ {f, b}, then η′ is the disjuntion of
the formulas y = c ∧ gm(c) = c, for eah onstant symbol c, and
C(gm(y)) ∧RC(y, y), for eah C ∈ Φ1;
• if η is y <C g
m(y) with g ∈ {f, b}, then η′ is Bgm,C(y, y);
• if η is gm(y) <C y with g ∈ {f, b}, then η
′
is Sgm,C(y, y).
We also replae eah ourrene of y = y by s = s and eah ourrene of
y <C y by s 6= s, and we denote by ψ
′′
be the resulting formula. Clearly
hy(ψ
′′) ≤ hy(ψ
′), and every binary atomi subformula of ψ′′ in whih both
terms ontain y is of the form G(y, y) for some G ∈ L(Ψ) \L(Φ). Moreover
by Axioms (D1)(D4), (D5)ν and (D6)ν , the formula ψ
′
is equivalent in T ′
to ψ′′.
Next, we replae eah subformula of ψ′′ of the form G(y, y), where G ∈
L(Ψ)\L(Φ), by the orresponding minimal y-order formula ψ(y) obtained in
Lemma 9.2(1). If ψ′′′ is the resulting y-order formula, then ψ′′ is equivalent
in T (Ψ) to ψ′′′ and h1y(ψ
′′′) = 0.
Finally by Lemmas 9.7 and 9.6, there is a y-order formula ψ suh that
hy(ψ) ≤ (0, 1), ψ ontains no mixed terms and ψ is equivalent in T
′
to
ψ′′′. 
Finally, note that
T (Φ) ∪ {C(y)} |= ¬EC(y)↔
(
C(f(y)) ∨ C(b(y))
)
for eah C ∈ Φ
open
, by Axioms (F5), (F10) and (F12). Hene, for eah
C ∈ Φ
open
and eah g ∈ {f, b}, we put TC,g := T (Ψ) ∪ {C(y) ∧ C(g(y))};
by the previous proposition, it remains to redue quantier-free formulas in
eah TC,g. It turns out, however, that we annot entirely redue to minimal
y-order formulas in these situations.
Instead, given g ∈ {f, b}, we all a formula φ g-almost minimal if φ
is quantier-free, the only subterms of φ ontaining z are z and g(z) and
every binary atomi subformula A(t1, t2) of φ is suh that at most one of t1
and t2 ontains z.
Proposition 9.9. Let φ(x, y) be a quantier-free formula, C ∈ Φ
open
and
g ∈ {f, b}. Then there is a g-almost minimal y-order formula ψC,g(x, y) suh
that φ is equivalent in TC,g to ψC,g.
Proof. By Corollary 9.3 and Lemma 9.6, we may assume that φ is a y-order
formula ontaining no mixed terms. On the other hand, we have T |= ι(f(y))
and T |= ι(b(y)) by Axiom (F5). Let η(x, y) be an atomi subformula of φ;
it sues to show that there is a g-almost minimal y-order formula ξη(x, y)
suh that η and ξη are equivalent in TC,g. If h
2
y(η) = 0, there is nothing to
do, so we assume h2y(η) > 0, and we distinguish two ases to dene ξη.
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Case 1: h2y(η) > 1. We rst replae eah ourrene of g(y) in η by a new
variable z and eah ourrene of h(y) in η by h(z). Denote the resulting
atomi formula by η′(x, z); by Axiom (F12), η′(x, g(y)) is equivalent in TC,g
to η(x, y). By Proposition 9.8, the formula η′(x, z) is equivalent in T ′ to a
minimal z-order formula η′′(x, z). Sine T (Ψ) |= ι(g(y)), it follows that η
is equivalent in TC,g to the g-almost minimal y-order formula ξη given by
η′′(x, g(y)).
Case 2: h2y(η) = 1. In this ase, we take ξη equal to η if η ontains a
unary prediate symbol; so we assume that η is a binary atomi formula
A(t1, t2). If η is y = y, we take ξη to be s = s, and if η is y <D y for
some D ∈ Φ0, we take ξη to be s 6= s; so we also assume from now on
that max{h2y(t1), h
2
y(t2)} > 1. By Axiom (F5), the formulas y = g
m(y),
y = hm(y), y <D g
m(y), y <D h
m(y), gm(y) <D y and h
m(y) <D y, for
m > 0 and D ∈ Φ0 \ {C}, are all equivalent in TC,g to s 6= s, so we are left
with four subases:
(i) if η is y <C g
m(y) for some m > 0, then we let η′ be the formula
(y <C g(y) ∧ C(g
m(y)) ∧ RC(g(y))gy) ∨ B
g
m−1,C(g(y), g(y));
(ii) if η is y <C h
m(y) for some m > 0, then we let η′ be the formula
(y <C g(y) ∧ C(h
m(y)) ∧RC(g(y), g(y))) ∨B
h
m,C(g(y), g(y));
(iii) if η is gm(y) <C y for some m > 0, then we let η
′
be the formula
(g(y) <C y ∧ C(g
m(y)) ∧ RC(g(y), g(y))) ∨ S
g
m−1,C(g(y), g(y));
(iv) if η is hm(y) <C y for some m > 0, then we let η
′
be the formula
(g(y) <C y ∧ C(h
m(y)) ∧RC(g(y), g(y))) ∨ S
h
m,C(g(y), g(y)).
We laim that η and η′ are equivalent in TC,g. We prove this for Case (i);
the other ases are similar and left to the reader. Let b ∈ M be suh that
M |= C(b)∧C(g(b)). Assume thatM |= b <C g
m(b)∧¬Bgm−1,C(g(b), g(b)).
Then gm(b) ∈ EC and g
m(b) ≤C g(b) by Axioms (F2) and (F5). Hene
b <C g(b), so M |= φ
f(b, g(b)) by Axioms (F10) and (F12), whih implies
gm(b) = g(b) as required. Conversely, assume rst that M |= b <C g(b) ∧
C(gm(b))∧RC(g(b), g(b)); then b <C g
m(b) by Axioms (D2) and (F14). Now
assume that M |= Bgm−1,C(g(b), g(b)); then g(b) <C g
m(b) by Axiom (D3),
and hene b <C g
m(b) by Axioms (F10) and (F12).
Finally, by Proposition 9.8, the formulas Bgk,C(z, z), S
g
k,C(z, z), C(g
k(z))∧
RC(z, z) and C(h
k(z)) ∧ RC(z, z) are eah equivalent in T
′
to minimal z-
order formulas. It follows from the laim that we are left to dealing with
Subases (i)(iv) for m = 1. But by Axioms (F5), (F10) and (F12) we have
TC,g |= ¬C(h(y)). Hene TC,g |= ¬φ
h
C(y, h(y)), so from Axioms (F10) and
(F12) we get TC,g |= φ
g
C(y, gy). Therefore, y <C g(y) is equivalent in TC,g to
s = s if g is f, and to ¬s = s if g is b; the other subases follow similarly. 
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The previous two propositions allow us to redue the problem of elimi-
nating quantiers in T (Ψ) to that of eliminating quantiers in two simpler
theories: for C ∈ Φ1∪Φtan we let LC be the language {<C,min(C),max(C)}
and TC be the LC-theory onsisting of the universal losures of
(A1) the sentenes stating that <C is a dense linear ordering on C, to-
gether with the formula x = min(C) ∨ x = max(C) ∨ min(C) <C
x <C max(C).
For C ∈ Φ
open
we let LC be the language {<C , πC , EC ,min(C),max(C)},
where πC a unary funtion symbol, and we let TC be the LC-theory onsist-
ing of the universal losures of (A1) as well as
(B1) the formula EC(πC(x)) ∧ (EC(x)→ πC(x) = x);
(B2) the formula πC(x) <C x→ ¬∃y(EC(y) ∧ πC(x) <C y <C x);
(B3) the formula x <C πC(x)→ ¬∃y(EC(y) ∧ x <C y <C πC(x));
(B4) the sentenes stating that for every x ∈ EC , the restrition of <C to
the set {y : πC(y) = x} is a dense linear ordering without endpoints.
A routine appliation of a quantier elimination test suh as Theorem
3.1.4 in [8℄ gives the following result; we leave the details to the reader.
Proposition 9.10. For eah unary prediate symbol C of L(Φ), the theory
TC admits quantier elimination in the language LC . 
Theorem 9.11. The theory T (Ψ) admits quantier elimination.
Proof. Let φ(x, y) be a quantier-free formula; we show that ∃yφ(x, y) is
equivalent in T (Ψ) to a quantier-free formula. First, note that ∃yφ(x, y)
is equivalent in T (Ψ) to the disjuntion of the formulas
(1) φ(x, c) for eah onstant c;
(2) ∃y(C(y) ∧ φ(x, y)) for eah C ∈ Φ1 ∪ Φtan;
(3) ∃y(C(y) ∧ Cg(y) ∧ φ(x, y)) for eah C ∈ Φ
open
and eah g ∈ {f, b}.
We deal with eah disjunt separately; sine formulas of type (1) are trivial
to handle, we deal with types (2) and (3).
Type (2): Let C ∈ Φ1 ∪Φtan. Sine T (Ψ) |= C(y)→ ι(y), we may assume
by Proposition 9.8 that φ is a minimal y-order formula. Without loss of
generality, we may also assume that φ is a onjuntion of atomi formulas,
that y ours in eah of the atomi subformulas of φ and, by Axiom (F1),
that φ ontains only the relation symbols = and <C . Let t1, . . . , tk be all
maximal subterms of φ that do not ontain y, and let φ′(z1, . . . , zk, y) be the
formula obtained from φ by replaing eah ti by a new variable zi. Then φ
′
is
a <C-formula without parameters; by Proposition 9.10, there is a quantier-
free LC-formula ψ
′(z1, . . . , zk) suh that ∃yφ
′
and ψ′ are equivalent in TC .
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Let ψ(x) be the L(Ψ)-formula obtained from ψ′ by replaing eah zi by ti;
then ∃yφ and ψ are equivalent in T (Ψ), as required.
Type (3): Let C ∈ Φ
open
and g ∈ {f, b}; by Proposition 9.9, we may
assume that φ is a g-almost minimal y-order formula. Without loss of
generality, we may also assume that φ is a onjuntion of atomi formulas,
that y ours in eah of the atomi subformulas of φ and, by Axiom (F1),
that φ ontains only the relation symbols =, <C and EC . Let t1, . . . , tk be
all maximal subterms of φ that do not ontain y, and let φ′(z1, . . . , zk, y)
be the formula obtained from φ by replaing eah ti by a new variable
zi. Note that φ
′
ontains no parameters. Arguing as for Type (2), it now
sues to nd a quantier-free formula ψ′(z1, . . . , zk) equivalent in T (Ψ) to
∃yφ′(z1, . . . , zk, y).
To do so, we let πC be a new unary funtion symbol and let T (Ψ)C be
the theory T (Ψ) together with the universal losure of the formula
y = πC(x)↔
((
EC(x) ∧ y = x
)
∨
(
C(x) ∧ C(f(x)) ∧ y = f(x)
)
∨
(
C(x) ∧ C(b(x)) ∧ y = b(x)
))
.
Sine T (Ψ)C is an extension by denitions of T (Ψ) in the sense of [13,
Setion 4.6℄, it sues to nd a quantier-free L(Ψ)-formula ψ′(z1, . . . , zk)
equivalent in T (Ψ)C to ∃yφ
′(z1, . . . , zk, y).
Let φ′′ be the LC-formula obtained from φ
′
by replaing eah ourrene
of g(y) by π(y); then φ′ and φ′′ are equivalent in T (Ψ)C. Sine T (Ψ)C |= TC ,
there is by Proposition 9.10 a quantier-free LC-formula ψ
′′(z1, . . . , zk) that
is equivalent in T (Ψ)C to ∃yφ
′′(z1, . . . , zk, y); without loss of generality, we
may assume that the only subterms of ψ′′ are zi and πzi for i = 1, . . . , k.
Finally, we let ψ′ be the L(Ψ)-formula obtained from ψ′′ by replaing eah
atomi subformula η of ψ′′ by an L(Ψ)-formula η′ determined as follows:
(i) if η is EC(πC(zi)), we let η
′
be C(zi)∧ (EC(zi)∨C(f(zi))∨C(b(zi)));
(ii) if η is πC(zi) ∗ zj with ∗ ∈ {=, <C, >C}, we let η
′
be
C(zi) ∧ C(zj) ∧

 ∨
g∈{f0,f,b}
EC(g(zi)) ∧ g(zi) ∗ zj

 ;
(iii) if η is πC(zi) <C πC(zj) and ∗ ∈ {=, <C}, we let η
′
be
C(zi) ∧ C(zj) ∧

 ∨
g,h∈{f0,f,b}
EC(g(zi)) ∧ EC(h(zj)) ∧ g(zi) ∗ h(zj)

 ;
and if η is not of one of the forms (i)(iii) above, we let η′ be η. This ψ′ is
equivalent in T (Ψ)C to ψ
′′
and is of the required form. 
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10. Consequenes for the Model Theory of T (Ψ)
The quantier elimination result established in the previous setion allows
us to show that the theory T (Ψ) is very well-behaved: it is a theory of nite
rank in the sense developed by Onshuus [10℄.
We rst rephrase the results from the previous setion. For a ow on-
guration Φ, C ∈ Φ
open
, M |= T (Ψ) and x ∈ EMC , we put
CMx :=
{
y ∈ CM : y = x ∨ f(y) = x ∨ b(y) = x
}
and C
M
x := C
M
x ∪ {f(x), g(x)}. The following orollary implies Theorem C:
Corollary 10.1. Let Ψ be a Dula ow onguration and M |= T (Ψ).
(1) For C ∈ Φ1 ∪Φtan, every denable subset of C
M
is a nite union of
points and open <C-intervals with endpoints in C.
(2) For C ∈ Φ
open
and x ∈ EMC , every denable subset of C
M
x is a nite
union of points and open <C-intervals with endpoints in C
M
x .
Proof. This follows immediately from Theorem 9.11, Propositions 9.8 and
9.9 and Axioms (F2) and (F11). 
Below we use the terminology of rosy theories.
Theorem 10.2. Let Ψ be a Dula ow onguration and T be any om-
pletion of T (Ψ). Then T is rosy with Uþ(T ) ≤ 2.
Proof. Let p(x) be a omplete 1-type in T , M |= T and a ∈ M suh that
M |= p(a). If C(x) ∈ p for some C ∈ Φ
tan
∪Φ1, then by Proposition 10.1(1)
the type p is determined by the <C-order type of x over the onstants; hene
Uþ(p) ≤ 1. If C(x) ∧ ¬EC(x) ∈ p for some C ∈ Φopen, then by Proposition
10.1(2) the type p is determined by the <C-order type o(x) of a over the
onstants and πC(a), where πC : C −→ EC is given by
πC(z) :=


z if z ∈ EMC ,
f(z) if f(z) ∈ EMC ,
b(z) if b(z) ∈ EMC .
Again by Proposition 10.1(1), the type of πC(a) over the onstants is deter-
mined by the <C-order type of πC(a) over the onstants.
Sine p either ontains one of the above formulas or a formula x = c for
some onstant symbol c, it follows from the Fat in the introdution that
Uþ(T ) ≤ 2. 
In fat, the Uþ-rank in the previous theorem is atually equal to 2:
Proposition 10.3. Let Φ be a ow onguration and M |= T (Φ), and
assume that Φ
open
6= ∅. Then Uþ(M) ≥ 2.
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Proof. Let C ∈ Φ
open
. Then by the example in the introdution, the theory
of (C,<C , EC) has U
þ
-rank at least two. Hene Uþ(M) ≥ 2. 
There is a ertain onverse to Theorem 10.2 based on Remark 8.8: we
let Φ be a ow onguration and onsider the theory T (Φ)+ obtained by
adding the universal losures of the following formulas to T (Φ)′ for eah
C ∈ Φ
trans
:
C(x)→ ∃y
(
C(y) ∧ y = inf{z : x <C z ∧ BdC(z)}
)
C(x)→ ∃y
(
C(y) ∧ y = sup{z : z <C x ∧ BdC(z)}
)
.
(10.1)
Examples 10.4. (1) Let Ψ be a Dula ow onguration. Then any model
M of T (Ψ) satises (10.1).
(2) Let ξ be a denable vetor eld on R2, and let Mξ be an L(Φξ)-
struture assoiated to ξ as in Example 6.4. Then Mξ satises (10.1) by
Corollary 7.5, and by Remark 8.8 the struture Mξ an be expanded to a
model M+ξ of T (Φξ)
+
.
Below, for eah ν ∈ N we abbreviate the formula stating that BdC(x)
denes a set with at most ν elements by |BdC(x)| ≤ ν.
Proposition 10.5. Let Φ be a ow onguration and T be a ompletion
of T (Φ)+, and assume that Uþ(T ) ≤ 2. Then there is a ν ∈ N suh that
(1) T |= |BdC(x)| ≤ ν;
(2) every model M of T an be expanded to a model of T (Φ, ν).
Proof. (1) Assume that T 6|= |BdC(x)| ≤ ν for any ν ∈ N. Then by model
theoreti ompatness, there are anM |= T and a C ∈ Φ1 suh that the set
BdC(M) is innite; we may assume that M is ℵ1-saturated. Moreover by
Axiom (F8), we may assume that C ∈ Φ
trans
. Also, by Axiom (F8) and an
argument as in the proof of Proposition 10.3, it sues to nd a d ∈ CM
suh that Uþ(d) ≥ 2.
Sine M is ℵ1-saturated, there is an interval I ⊆ C
M
suh that I ∩
al(∅) = ∅ and I ∩ BdC(M) is innite. By (10.1) and sine BdC(M) is
nowhere dense, there is a c ∈ I \ BdC(M) suh that the elements a :=
sup {x ∈ I : x <C c ∧ BdC(x)} and b := inf {x ∈ C : a <C x ∧ BdC(x)} ex-
ist in I. Then a <C b, a, b /∈ al(∅), b ∈ dl(a) and
M |= a <C b ∧ BdC(a) ∧ ¬∃x(C(x) ∧ a <C x <C b ∧ BdC(x)).
It follows that the formula φ(x) := a <C x <C b strongly divides over ∅;
hene Uþ(d) ≥ 2 for some d ∈ CM, as required.
Part (2) follows from Proposition 8.7 and part (1). 
We an now prove our restatement of Dula's Problem:
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Proof of Theorem B. (1) If ξ has nitely many boundary yles, then by
Proposition 8.7 the struture Mξ an be expanded into a model M
D
ξ of
T (Φξ, ν) for some ν ∈ N. Sine (Φξ)open 6= ∅, it follows that 2 ≤ U
þ(Mξ) ≤
Uþ(MDξ ) ≤ 2 by Proposition 10.3 and Theorem 10.2.
Conversely, if Uþ(Mξ) = 2 then by Proposition 10.5, the struture Mξ
an be expanded into a model of T (Φξ, ν) for some ν ∈ N, so by Example
6.7 the vetor eld ξ has nitely many boundary yles.
Part (2) follows from part (1) and Poinaré's Theorem [12℄ (see also [11,
p. 217℄). The moreover lause follows from part(1) and Theorem 10.2. 
11. Final questions and remarks
(1) In the situation of Theorem B, is it possible for Mξ to be rosy of
Uþ-rank stritly greater than 2?
(2) Can a restatement of Hilbert's 16th Problem be obtained in the
spirit of Theorem B?
A naïve approah to this question is as follows: Let {ξa : a ∈ A}
be a family of vetor elds on R
2
denable inR. Sine the arguments
in Setions 1 through 5 are uniform in parameters, we may assume
that there is a ow onguration Φ suh that Φξa = Φ for all a ∈ A.
In this situation, one an readily reformulate the theory T (Φ) for
the parametri situation; and if one also assumes the existene of
a uniform bound ν ∈ N on the number of boundary yles of eah
ξa, suh a reformulation extends to T (Φ, ν). We suspet that under
the latter assumption, the orresponding theory is rosy of Uþ-rank
3; however, this does not appear to us to be a ompletely trivial
generalization of the results in Setion 10, and we plan to pursue it
in a future projet.
(3) The struture MDξ in Example 8.5 does not dene any algebrai
operations (by Theorem 9.11). Assume here that S(ξ) = ∅; is it
possible to expand MDξ by some (or all) of the sets denable in
the original o-minimal struture R without inreasing the Uþ-rank?
We know very little about this question. However, if (a) the x-
axis, the projetion from R
2
onto the x-axis, and both addition and
multipliation are denable in an expansion M′ of MDξ , and if (b)
the expansion M′ still has Uþ-rank two, then M′ (and hene MDξ )
would be denable in an o-minimal struture. (The assumption that
M′ has Uþ-rank two is neessary here.) Thus, question (3) is related
to the following question:
(4) Is the struture MDξ of Example 8.5 denable in some o-minimal
expansion of the real eld?
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(5) Consider a Dula ow onguration Ψ and M |= T (Ψ). Corollary
10.1, Theorem 10.2 and their respetive proofs may be loosely in-
terpreted as indiating that M is built-up from sets D ⊆ M on
whih the indued struture is o-minimal. Is there a theory of stru-
tures built-up from sets with indued o-minimal struture, say in
the spirit of Zilber's results on the ne struture of unountably
ategorial theories [16℄?
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