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Abstract
Left atrial (LA) and atrial scar segmentation from late gadolinium enhanced magnetic resonance imaging (LGE MRI)
is an important task in clinical practice. The automatic segmentation is however still challenging, due to the poor
image quality, the various LA shapes, the thin wall, and the surrounding enhanced regions. Previous methods normally
solved the two tasks independently and ignored the intrinsic spatial relationship between LA and scars. In this work, we
develop a new framework, namely AtrialJSQnet, where LA segmentation, scar projection onto the LA surface, and scar
quantification are performed simultaneously in an end-to-end style. We propose a mechanism of shape attention (SA)
via an explicit surface projection, to utilize the inherent correlation between LA and LA scars. In specific, the SA scheme
is embedded into a multi-task architecture to perform joint LA segmentation and scar quantification. Besides, a spatial
encoding (SE) loss is introduced to incorporate continuous spatial information of the target, in order to reduce noisy
patches in the predicted segmentation. We evaluated the proposed framework on 60 LGE MRIs from the MICCAI2018
LA challenge. Extensive experiments on a public dataset demonstrated the effect of the proposed AtrialJSQnet, which
achieved competitive performance over the state-of-the-art. The relatedness between LA segmentation and scar quantifi-
cation was explicitly explored and has shown significant performance improvements for both tasks. The code and results
will be released publicly once the manuscript is accepted for publication via https://zmiclab.github.io/projects.html.
Keywords: Atrial segmentation, Scar quantification, Spatial encoding, Shape attention
1. Introduction
Atrial fibrillation (AF) is the most common cardiac ar-
rhythmia in the clinic, especially in the aged population
(Chugh et al., 2014). Late gadolinium enhanced magnetic
resonance imaging (LGE MRI) has been widely used to
visualize the extent and distribution of scars. The seg-
mentation and quantification of left atrial (LA) and scars
from LGE MRI provide reliable information for patient
selection, clinical diagnosis, and treatment stratification
(Njoku et al., 2018). Manual delineations of LA and scars
are time-consuming and prone to be subjective, so auto-
matic segmentation is highly desired. However, the de-
velopment of automatic techniques remains challenging,
mainly due to poor image quality, various LA shapes, thin
LA walls and enhanced noise from surrounding tissues.
Limited studies have been reported in the literature to
develop joint LA segmentation and scar quantification al-
gorithms. In fact, for scar segmentation/ quantification,
most of the current works require an accurate initializa-
tion of LA or LA wall, as scars are located on the LA wall
(Perry et al., 2012; Karim et al., 2013, 2014). Fig. 1 sum-
marizes four workflows for scar segmentation/ quantifica-
URL: zxh@fudan.edu.cn (Xiahai Zhuang*)
tion. First, one can directly segment scars from LGE MRI,
i.e., workflow A, but it could be challenging due to the
small volume of scars and enhanced adjacent regions. Sec-
ond, one can firstly segment the LA wall and then extract
scars from the wall, i.e., workflow B. However, automatic
LA wall segmentation remains a challenging problem due
to its inherent thin thickness (Karim et al., 2018). Third,
the most common procedure is to first segment the LA, and
then generate the wall segmentation by defining a fixed
distance from the LA endocardium (Karim et al., 2013);
Based on the approximated wall segmentation, scars can
be extracted inside it, i.e., workflow C.
Recent studies show that wall thickness can be ignored,
as clinical studies mainly focus on the location and extent
of scars (Ravanelli et al., 2014; Li et al., 2020b). There-
fore, one can skip the step of wall segmentation, and di-
rectly project the segmented scar onto the LA surface for
scar quantification, i.e., workflow D. For example, maxi-
mum intensity projection technique (Qiao et al., 2018) and
2-D skeleton algorithm (Ravanelli et al., 2014) were em-
ployed to project scars onto the LA surface. Recently, Li
et al. (2020b) proposed a graph-cuts framework for scar
quantification on the LA surface mesh, where weights of
a graph were learned via a multi-scale convolutional neu-
ral network (CNN). They achieved LA segmentation and
Preprint submitted to Medical Image Analysis August 12, 2020
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Figure 1: Four workflows for the volume-based scar segmentation or
surface-based scar quantification. Note that the target LGE MRI
here is cropped for better visualization.
scar quantification independently, instead of considering
the two tasks in a unified framework. To utilize the spatial
relationship between LA and scars, they extracted multi-
scale patches (MSP) with random offsets along the per-
pendicular direction of the LA endocardial surface, which
could eliminate the effect of inaccurate LA segmentation.
However, the MSP strategy resulted in an expensive time
and space complexity, so they could not achieve end-to-end
training with optimization on the whole graph.
In this work, we present a new framework based on
deep neural networks, which can jointly perform the seg-
mentation and quantification of blood cavity and scars of
LA from LGE MRI, and therefore is referred to as Atri-
alJSQnet. To explicitly utilize the spatial relationship be-
tween LA and scars, we adopt the LA surface as an at-
tention mask on the predicted scar probability map for
shape attention (SA). In this way, scars are also projected
onto the LA surface and therefore circumvent the chal-
lenging task of wall segmentation. Besides, we introduce
a novel spatially encoded (SE) loss, which incorporates
spatial information in the pipeline without any modifica-
tions of networks. The SE loss relies on the distance trans-
form map (DTM), which is generated from the binary label
and can be regarded as a continuous representation of the
ground truth.Therefore, AtrialJSQnet incorporates both
spatial and shape information, and achieves the simultane-
ous LA segmentation, scar projection onto the LA surface
and scar quantification. This paper significantly extends
a preliminary conference version of the work presented in
(Li et al., 2020a). Specifically, a range of additional ex-
periments is carried out to verify the performance of the
proposed SE module for LA segmentation. Furthermore,
more detailed analysis and discussion are added on both
LA segmentation and scar quantification results.
The remainder of the paper is organized as follows:
relevant studies are introduced in Section 2. The detailed
framework of the proposed algorithm is presented in Sec-
tion 3. Section 4 presents the experiments and results.
Discussion and conclusion are given in Section 5.
2. Related work
Besides scar quantification, this work is also related to
the following three topics: (1) LA and LA wall segmenta-
tion, (2) shape regularization in deep learning (DL)-based
segmentation, and (3) multi-task learning.
2.1. LA and LA wall segmentation
For LA segmentation, Tobon-Gomez et al. (2015) re-
ported the results of nine algorithms in the Left Atrial Seg-
mentation Challenge 2013 (LASC 2013), which provided
30 CT and 30 MRI datasets for LA segmentation. The
evaluated algorithms in this challenge were mostly model-
based or atlas-based methods, such as region growing, sta-
tistical shape model (SSM), and multi-atlas segmentation
(MAS). However, it could be difficult to obtain a reason-
able result when applying these methods to LGE MRI di-
rectly, as LGE MRI has relatively poor quality in general.
One common way to solve this problem is to combine the
LGE MRI with an additional MRI, such as the balanced
steady-state free precession (bSSFP) MRI, to incorporate
shape prior (Ravanelli et al., 2014; Tao et al., 2016; Yang
et al., 2018a; Li et al., 2020b). Recently, a new LA segmen-
tation challenge providing 154 LGE MRIs was organized,
where many DL-based methods were employed to directly
segment LA from LGE MRI (Xiong et al., 2020). For ex-
ample, Chen et al. (2018a) presented a two-task network
for LA segmentation and patient classification.Yang et al.
(2018b) designed a deep network with transfer learning
and employed a deep supervision strategy for LA segmen-
tation. In this challenge, the results of DL-based meth-
ods were significantly better than that of traditional atlas-
based methods (p < 0.05) (Xiong et al., 2020).
For LA wall segmentation, Veni et al. (2017) proposed
an algorithm, namely ShapeCut, combining a shape-based
system and graph-cuts approach for a dual surface esti-
mation. Wu et al. (2018) adopted a multivariate mixture
model (MvMM) and the maximum likelihood estimator
for the LA wall and scar segmentation by combining LGE
MRI and bSSFP MRI. Ji et al. (2018) utilized the ad-
vanced two-layer level set for dual surface segmentation of
LA and LV walls based on a manual initialization. Karim
et al. (2018) presented the submitted results from the
Segmentation of Left Atrial Wall for Thickness (SLAWT
2016) challenge, which provided 10 CT and 10 MRI public
datasets. Due to the difficulty of the task, the participants
only submitted results of CT, and the challenge organizers
had to evaluate their proposed three algorithms on MRI
for a complete benchmark. Therefore, in this work we cir-
cumvent this challenging task, i.e., LA wall segmentation,
and project scars onto the corresponding LA surface for
scar quantification.
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Figure 2: The proposed AtrialJSQnet for joint LA segmentation and scar quantification. Note that the skip connections between the encoder
and two decoders are omitted here for simplification. The reader is referred to Section 3 for the explanation of the symbols in this diagram.
2.2. Shape regularization in DL-based segmentation
DL-based methods have shown significant advantages
in medical image segmentation tasks. However, most neu-
ral networks are trained with a loss only considering a label
mask in a discrete space, which could fail to learn high-
level topological shape information. Due to the lack of
spatial information, predictions commonly tend to be with
large outliers or unrealistic shapes (Zhuang et al., 2019;
Zhuang, 2019). To tackle this issue, some strategies have
been utilized, such as graph-cuts/ conditional random field
(CRF) regularization (Li et al., 2020b; Kamnitsas et al.,
2017), deep level set (Tang et al., 2017), deformable-model
based shape refinement (Avendi et al., 2016; Duan et al.,
2019; Lee et al., 2019; Zeng et al., 2019), shape recon-
struction (Oktay et al., 2017; Yue et al., 2019) and SSM
(Mansoor et al., 2016; Karimi et al., 2018). However, the
above studies were not trained in an end-to-end fashion or
required heavy network modification.
Recently, distance map regularized networks were pro-
posed to predict segmentation and its distance map in a
two-task style. The utilization of distance maps can force
the network to learn more concrete spatial structure infor-
mation, than just judging a pixel whether inside or outside
a binary target mask. For example, Dangi et al. (2019)
designed a two-task network for semantic segmentation
and pixel-wise distance map regression. Audebert et al.
(2019) employed a network to first predict the DTM, and
then used an additional convolutional layer to fuse the in-
ferred DTM and the last layer features, to perform the
final segmentation. Instead of adding additional layers,
Xue et al. (2019) directly predicted the segmentation by
employing an approximated Heaviside function on the in-
ferred DTM. Karimi and Salcudean (2019) proposed three
strategies to estimate Hausdorff Distance (HD) from the
segmentation probability map generated by CNN, includ-
ing distance transform, morphological erosion, and circu-
lar/ spherical convolution kernels. They aimed to directly
reduce HD by using the newly designed HD-based loss
functions for shape regularization. However, their method
is computationally expensive, due to the computing of the
distance transforms in the back-propagation. By contrast,
in this work we introduce a DTM-based spatial encoding
loss function, which can be optimized efficiently in an end-
to-end fashion without any modifications to the networks.
2.3. Multi-task learning
Joint/ simultaneous segmentation, quantification or clas-
sification is generally implemented via multi-task learn-
ing (MTL), which has been shown to outperform methods
considering related tasks separately. Zhang et al. (2020)
proposed a context-guided multi-task CNN for both cran-
iomaxillofacial bone segmentation and landmark digitiza-
tion. To capture the spatial context information of the
image, they employed displacement maps for modeling the
displacement information between voxels and landmarks.
Chen et al. (2019) employed a multi-task attention-based
network and achieved semi-supervised learning by simulta-
neously optimizing a supervised segmentation and an un-
supervised reconstruction task. Xue et al. (2017) proposed
an MTL network to model the intra- and inter-task relat-
edness for left ventricle quantification. Liu et al. (2019)
developed a multi-task DL network to model the relation-
ship between lung nodule classification and attribute score
regression. Chen et al. (2018b) and Yang et al. (2020) em-
ployed a multiview two-task (MvTT) recursive attention
model to segment LA and scars simultaneously. Though
MTL has proved to be effective, it is crucial to find and
effectively incorporate the relationship between multiple
tasks. In this work, we propose to explicitly learn the
spatial relationship of LA and scars via a shape attention
scheme combined with a surface projection.
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Figure 3: Presentations of ground truth for LA segmentation and scar quantification: (a) binary LA label; (b) signed DTM of LA (the
color-bar refers to the signed distance value); (c) binary scar label; (d) DPM of normal wall; (e) DPM of scars (the color-bar refers to the
probability value of normal wall/ scars).
3. Method
Fig. 2 provides an overview of the proposed frame-
work, i.e., AtrialJSQnet (abbreviated as AJSQnet). Atri-
alJSQnet is a modified U-Net consisting of two decoders
for LA segmentation and scar quantification, respectively.
For LA segmentation, an SE loss based on the DTM is
introduced as a shape regularization term to avoid noisy
segmentation (see Section 3.1). For scar segmentation, an
SE loss based on the distance probability maps (DPMs)
is employed with a surface projection (see Section 3.2).
To utilize the spatial relationship between LA and scar, a
specific SA scheme is embedded in the AtrialJSQnet (see
Section 3.3). The SA scheme also ensures that the surface
projection is realized in an end-to-end style.
3.1. Spatially encoded constraint for LA segmentation
To exclude confounding enhanced tissues from other
substructures of the heart, LA segmentation is required for
scar quantification. DL-based methods, especially U-Net,
have achieved promising performance for cardiac image
segmentation (Zhuang et al., 2019). However, one com-
mon shortage of current DL-based methods is the lack of
spatial awareness which often leads to noisy segmentation,
especially for highly variable structures such as LA. This
is mainly because in these methods all pixels are indepen-
dently classified without considering their spatial relation
to the shape of the target structure, compared to conven-
tional model-based or atlas-based methods.
We propose a distance-based SE loss as a regularization
term for LA segmentation, which assigns different penal-
ties to false classifications in different positions. For ex-
ample, the outliers far from the target will be heavily pe-
nalized. In this way, the network is supposed to learn
more information about the underlying spatial structure
of the target compared to traditional DL-based classifica-
tion. Given a target label, the signed DTM for each pixel
xi can be defined as,
φ(xi) =

−dβ xi ∈ Ωin
0 xi ∈ S
dβ xi ∈ Ωout
(1)
where Ωin and Ωout respectively indicate the region inside
and outside the target label, S denotes the surface bound-
ary, d represents the distance from pixel xi to the nearest
point on S, and β is a hyperparameter. Fig. 3 (a) and (b)
show the target LA label and its signed DTM, which can
be regarded as a discrete and continuous representation of
ground truth, respectively. Note that we clip the distance
with a threshold equals to 50 to avoid large-range spatial
computation. The loss for LA segmentation can then be
defined as,
LLA = LBCELA + λLALSELA, (2)
where
LBCELA =
N∑
i=1
yi·log(yˆ(xi; θ))+(1−yi)·log(1−yˆ(xi; θ)), (3)
and
LSELA =
N∑
i=1
(yˆ(xi; θ)− TLA) · φ(xi), (4)
where yˆ and y (y ∈ {0, 1}) are the prediction of LA and
its ground truth, respectively, N is the number of pixels,
λLA is a balancing parameter, TLA is the threshold for LA
segmentation, and · denotes the dot product. Here, TLA is
set to 0.5 to distinguish LA and background regions, i.e.,
Ωin and Ωout. For erroneous prediction including both
false positive and false negative, the value of LSELA will be
positive as a penalty. Therefore, the spatial information
can be encoded by assigning different weights, i.e., φ(xi),
to each pixel according to its distance to the boundary of
the target.
Fig. 4 illustrates the conception. The penalty of the
erroneous LA segmentation on point A′ should be much
larger than that of point B′ and C ′, because the distance
of AA′ is much larger than BB′ and CC ′.
3.2. Spatially encoded constraint with an explicit projec-
tion for scar quantification
To ignore the wall thickness which varies across differ-
ent positions and different patients (Karim et al., 2018), we
propose to project the extracted scars onto the LA surface.
Therefore, the volume-based scar segmentation problem
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is converted into a task of surface-based scar quantifica-
tion through the explicit surface projection. However, the
pixel-wise classification in the surface-based quantification
task only includes very limited information, i.e., the in-
tensity value of one pixel. Besides, there usually exists
misalignment between the extracted endocardial surface
and ground truth due to errors or biases from automatic
LA segmentation. In contrast to extracting multi-scale
patches along the LA surface (Li et al., 2020b), we em-
ploy the SE loss to learn the spatial features near the LA
surface. Thus, it can be beneficial to improving the ro-
bustness of the framework against the LA segmentation
errors.
We encode the spatial information by adopting the
DPMs of normal wall and scar regions as the ground truth,
instead of the binary scar label z. In contrast to tradi-
tional DL-based algorithms optimizing in a discrete space,
the DPM considers the continuous spatial information of
scars and normal walls. Specifically, we separately ob-
tain the DTM of the scar and normal wall from a man-
ual scar label, and convert them into probability maps
p(xi) = [pnormal(xi), pscar(xi)]. Here, p = e
−d′ and d′ is
the nearest distance to the boundary of normal walls or
scars for pixel xi. Then, the SE loss for scar quantification
can be defined as,
LSEscar =
N∑
i=1
‖pˆ(xi; θ)− p(xi)‖22, (5)
where pˆ (pˆ = [pˆnormal, pˆscar]) is the predicted distance
probability map of both normal wall and scar region. Note
that the situation of pˆnormal + pˆscar 6= 1 sometimes exists.
One can compare these two probabilities to decide whether
it belongs to scars or normal wall, instead of employing a
fixed threshold. This is because the probability value can
be unstable due to inaccurate LA segmentation, such as
it will be very small when the pixel is far from the wall,
as Fig. 3 (c-e) shows. In contrast, the comparison of the
two probabilities is relatively fixed along the perpendicular
direction of the surface, which could mitigate the effect of
inaccurate LA segmentation.
As Fig. 4 shows, points B
′
and C
′
still could be clas-
sified into scars on the predicted LA surface, though it
is not inside the binary scar label. Therefore, though it
exists a small misalignment between the manual and pre-
dicted LA, one can still distinguish the scars. However,
for large outliers of LA segmentation such as point A
′
, it
will result in wrong projection and then adversely affects
the accuracy of scar quantification.
3.3. End-to-end trainable shape attention via multi-task
learning
To achieve simultaneous LA and atrial scar segmen-
tation, we design a multi-task network including two de-
coders. As Fig. 2 shows, the DecoderLA aims to predict LA
segmentation, and the Decoderscar infers the probability
𝐴
𝐵
𝐴′
𝐵′
Predicted  LA 
endocardial surface
Manual  LA 
endocardial surface
Manual  scar 
volume
𝐶′
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𝐵′
𝐶′
𝐶
Figure 4: An example of the predicted LA segmentation and ground-
truth of LA endocardial and scar segmentation. A’, B’ and C’ are the
points on the predicted LA endocardium, while A, B and C are their
corresponding nearest points on the ground truth of LA endocardial
surface.
maps for scar quantification. To explicitly learn the rela-
tionship between the two tasks, we extract the LA bound-
ary from the predicted LA as an attention mask for the
training of Decoderscar, namely explicit surface projection
mentioned in Section 3.2. An SA loss is therefore intro-
duced to enforce the attention of Decoderscar on the LA
wall,
LSAscar =
N∑
i=1
(M · (∇pˆ(xi; θ)−∇p(xi)))2, (6)
where ∇pˆ = pˆnormal − pˆscar, ∇p = pnormal − pscar, and
M is the attention mask, which can be generated from the
gold standard segmentation of LA (M1) as well as the pre-
dicted LA (M2). Here, we constrain the difference between
pnormal and pscar on the mask, to emphasize the compari-
son of the two probabilities. Mask M1 forces the predicted
scar to locate inside the ground truth wall, while mask
M2 aims to connect the two tasks for spatial relationship
learning and achieve an end-to-end projection. Also, the
attention scheme can alleviate the class-imbalance prob-
lem caused by the intrinsic characteristics of scars, i.e.,
small and discrete. The overall optimization problem for
the proposed method is then formulated as follows,
L = LLA + λscarLSEscar + λM1LSAscarM1 + λM2LSAscarM2 , (7)
where λscar, λM1 and λM2 are balancing parameters.
4. Experiments and results
4.1. Data acquisition and experiment setup
The public dataset used in this study is from the MIC-
CAI2018 LA challenge (Zhao and Xiong, 2018; Xiong et al.,
2018). The 100 LGE MRI training data from this chal-
lenge, with manual segmentation of LA, consists of 60
post-ablation and 40 pre-ablation data. In this work, we
chose the 60 post-ablation data and manually segmented
the LA scars for experiments. All the LGE MRIs were
reconstructed to 1×1×1 mm, were cropped into a unified
size of 208×208×80 centering at the image and were nor-
malized using Z-score. We randomly split the data into
training (40 subjects) and testing (20 subjects) subsets in
experiments.
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The challenge provides LA manual segmentation for
the training data, and scars of the 60 post-ablation data
were manually delineated by a well-trained expert. These
manual segmentations were considered as the gold stan-
dard. For LA segmentation evaluation, Dice volume over-
lap (DiceLA), average surface distance (ASD) and HD were
applied. For scar quantification evaluation, the manual
and (semi-) automatic segmentation results were first pro-
jected onto the manually segmented LA surface. Then,
the Accuracy measurement of the two areas in the pro-
jected surface, Dice of scars (Dices) and generalized Dice
score (Diceg) were used as indicators of the accuracy of
scar quantification. Dices only evaluates one label, while
Diceg is a weighted Dice score by evaluating the segmenta-
tion of all labels (Crum et al., 2006; Zhuang, 2013). They
are formulated as follows,
Dices =
2|Sautok ∩Smanualk |
|Sautok |+|Smanualk | , (8)
Diceg =
2
∑Nk−1
k=0 |Sautok ∩Smanualk |∑Nk−1
k=0 (|Sautok |+|Smanualk |) , (9)
where Sautok and S
manual
k indicate the segmentation results
of label k from the automatic method and manual delin-
eation, respectively, and Nk is the number of labels. In
this work, k refers to scars in Equation (8), and Nk = 2,
i.e., scars and normal walls.
AtrialJSQnet was implemented in PyTorch, running
on a computer with 1.90 GHz Intel(R) Xeon(R) E5-2620
CPU and an NVIDIA TITAN X GPU. We used the SGD
optimizer to update the network parameters (weight de-
cay=0.0001, momentum=0.9). The initial learning rate
was set to 0.001 and divided by 10 every 4000 iterations.
The balancing parameters in Section 3, were empirically
set as follows, λLA = 0.01, λscar = 10, λM1 = 0.01 and
λM2 = 0.001, where λLA and λM2 was multiplied by 1.1
every 200 iterations. We adaptively updated the balanc-
ing parameter λLA and λM2 , to progressively increase the
complexity of the task. The inference of the networks re-
quired about 8 seconds to process one test image.
4.2. Performance of the proposed method
4.2.1. Accuracy of LA segmentation and scar quantifica-
tion
Table 1 summarizes the quantitative evaluation results
of the proposed method, i.e., AJSQnet-SESA. The av-
erage DiceLA is 0.913 ± 0.032, and the average Dices is
0.543 ± 0.097. To provide a reference for the quantita-
tive evaluation metrics, we conducted a study of inter-
observation variation from two manual delineations of LA
and scars. We randomly selected twelve cases from the
available data, and two experts manually labeled the scars
separately. As the MICCAI2018 LA challenge did not offer
the inter-observer variation value, one expert also gener-
ated the manual LA segmentation for the twelve cases.
Note that the two manual segmented scars were projected
onto the LAM surface for evaluation. The DiceLA, ASD
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Figure 5: 3D visualization of the five worst LA segmentation results
by the proposed method. The color-coding in the surface refers to
the signed surface distance from LAauto to LAM.
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Figure 6: Axial view of the images, manually and automatically
segmented LA, manual scar quantification, and the automatic scar
quantification results by the proposed method. In the second column,
LAM is labeled using yellow, while LAauto is labeled using white.
In the third and fourth columns, the scar and normal wall were
separately labeled in red and white. For LA segmentation, arrow
(1-3) indicate the misclassification of PV, mitral valve and boundary
between LA and RA, respectively. For scar quantification, arrow (4)
shows that the classification errors of the proposed method due to
the blurry boundary; arrow (5) shows the regions that were slightly
over segmented; arrow (6) demonstrates that the proposed method
can be robust to inaccurate LA segmentation for scar quantification.
and HD of inter-observer variation for LA segmentation
were 0.894± 0.011, 1.807± 0.272 and 17.0± 5.50, respec-
tively. The Accuracy, Dices and Diceg of inter-observer
variation for scar quantification were 0.891±0.017, 0.580±
0.110 and 0.888± 0.022, respectively. The accuracy of LA
segmentation is comparable to its inter-observer variation,
while that of scar quantification is slightly worse than its
inter-observer variation.
Fig. 5 visualizes five LA segmentation results to illus-
trate the surface distance between LAauto and LAM. The
five cases were selected from the test set with the worst
performance in terms of DiceLA by the proposed method.
One can see that though there is a large morphological
variation of LA among patients, the proposed method still
achieved promising performance. The obtained LA shape
is generally smooth except for case 82, thanks to the pro-
posed shape regularization term. The failure of case 82
could be mainly due to the existence of artifacts in the
image, see Fig. 6. The main error of the segmentation
is on the pulmonary vein (PV) region, due to its various
shapes and complex anatomy. Besides, some errors are lo-
cated inside the LA cavity, maybe due to the existence of
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Table 1: Summary of the quantitative evaluation results of LA segmentation and scar quantification.
Method
LA scar
DiceLA ASD (mm) HD (mm) Accuracy Dices Diceg
LAM+Otsu N/A N/A N/A 0.750± 0.219 0.420± 0.106 0.750± 0.188
LAM+MGMM N/A N/A N/A 0.717± 0.250 0.499± 0.148 0.725± 0.239
LAM+LearnGC N/A N/A N/A 0.868± 0.024 0.481± 0.151 0.856± 0.029
LAU-Net+Otsu N/A N/A N/A 0.604± 0.339 0.359± 0.106 0.567± 0.359
LAU-Net+MGMM N/A N/A N/A 0.579± 0.334 0.430± 0.174 0.556± 0.370
U-NetLA/scar-BCE 0.889± 0.035 2.12± 0.80 36.4± 23.6 0.866± 0.032 0.357± 0.199 0.843± 0.043
U-NetLA/scar-Dice 0.891± 0.049 2.14± 0.89 35.0± 17.7 0.881± 0.030 0.374± 0.156 0.854± 0.041
U-NetLA/scar-SE 0.880± 0.058 2.36± 1.49 25.1± 11.9 0.868± 0.026 0.485± 0.129 0.863± 0.026
AJSQnet-BCE 0.890± 0.042 2.11± 1.01 28.5± 14.0 0.887± 0.023 0.484± 0.099 0.872± 0.024
AJSQnet-SE 0.909± 0.033 1.69± 0.69 22.4± 9.80 0.882± 0.026 0.518± 0.110 0.871± 0.024
AJSQnet-SESA 0.913± 0.032 1.60± 0.72 20.0± 9.59 0.867± 0.032 0.543± 0.097 0.868± 0.028
Inter-Ob 0.894± 0.011 1.807± 0.272 17.0± 5.50 0.891± 0.017 0.580± 0.110 0.888± 0.022
LA LA
LALA
#94 #98#78#100
Figure 7: Four cases from the test dataset to show the data mis-
match. The arrows in case 100 indicate the scar regions which are
clearly enhanced. However, the other three cases which do not have
distinguish scars, look different from case 100.
scars that have complex intensity distribution.
Fig. 6 provides 2D visualization of LA segmentation
and scar quantification results in the axial view from three
examples. The three cases were the first quarter, median
and third quarter cases from the test set in terms of Dices
by the proposed method. This illustrates that the method
could provide promising performance for segmenting LA,
localizing and quantifying atrial scars. For LA segmenta-
tion, we highlight the errors, particularly due to the vari-
ous and complex PV shape, pointed out by arrow (1). The
errors also occurred in mitral valve and boundary regions
between LA and right atrium (RA) (see arrow (2) and (3)),
which is mainly due to the poor quality of images. For scar
quantification, there were some slightly over-segmented re-
gions, as arrow (4) points out. Another type of error hap-
pened in the boundary areas between LA and RA (see
arrow (5)), where some scars are hard to detect even for
experts. However, one can see that even there are LA seg-
mentation errors, the proposed method still could identify
the scars at the corresponding location of the projected
surface, indicated by arrow (6). This is mainly attributed
to the SE loss, which preserves the spatial information
along the perpendicular direction of the surface.
In addition to the reasons mentioned above, data mis-
match can also be a major reason for the bad performance
in some cases. Fig. 7 provides four LGE MRIs selected
from the test data, where the right three cases had the
worst performance in terms of Dices. One can see that
the image quality of case 78 is poor with a blurry bound-
ary between LA and its surrounding substructures. Note
that the scars are hard to distinguish even for experts in
the three cases. In contrast, most of LGE MRIs in this
dataset resemble case 100, where enhanced scars are rela-
tively easy to distinguish in visual. This situation indicates
the data mismatch among the dataset, which makes it
challenging to segment scars especially with limited train-
ing data. Note that if we exclude the three special cases,
the average Dices is 0.577± 0.054, which is comparable to
its inter-observer value (0.580±0.110) with lower standard
deviation.
4.2.2. Correlation study
To further explore the effects related to the scar quan-
tification accuracy, we first analyzed the relationship be-
tween Dices and DiceLA obtained by the proposed method
for each test case. Fig. 8 (a) shows the corresponding
scatter plot. One can see that there is a positive corre-
lation between Dices and DiceLA, but the correlation is
very weak (r2 = 0.125). It is reasonable as a more accu-
rate LA segmentation could offer a better initialization for
scar quantification, but the proposed method also tends to
eliminate the effect of inaccurate LA segmentation. Sim-
ilarly, we analyzed the relation between Dices and scar
percentages from both manual and automatic segmenta-
tion, as Fig. 8 (b) shows. Here, scar percentage refers to
the proportion of scar to the whole LA surface. The re-
sult also shows a positive linear correlation between them.
This indicates that a target with fewer scars presents more
difficulties in obtaining a high value of Dices. Besides, one
can see that the correlation between Dices and scar per-
centages from automatic scar segmentation was slightly
weaker than that from manual segmentation. This could
be mainly attributed to the misalignment between man-
ual and automatic scar segmentation, which resulted in the
difference of scar percentage. To present the difference, we
plotted the manual versus automatic scar percentage for
each test subject as two-dimension scatter points in Fig. 8
(c). This relationship quantifies the amount of overlap be-
tween manual and automatically extracted scar regions.
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Figure 8: Scatter plots and lines of best fit depicting the correlations between: (a) Dice of scars and LA obtained by the proposed method;
(b) Dice of scars and scar percentages in the manual (labeled in green) and automatic (in orange) scar segmentation; (c) scar percentages
from manual scar segmentation and its from automatic scar segmentation.
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Figure 9: Quantitative and qualitative evaluation results of the proposed SE loss for LA segmentation: (a) Dice and HD of the LA
segmentation results after combining the SE loss, i.e., U-NetLA-SE with different β for DTM (see Equation (1)); (b) 3D visualization of the
LA segmentation results of three typical cases by U-NetLA-BCE and U-NetLA-SE (β = 1).
One can see that there is a linear relation between them
with a small error (r2 = 0.626), which demonstrates that
the manual and automatic scar regions generally overlap.
To conclude, the correlation study illustrates a positive
but low correlation between the scar quantification accu-
racy and the LA segmentation accuracy by the proposed
method. It implies that the scar quantification by the
proposed method does not rely on accurate segmentation
of LA. Compared to the accuracy of LA segmentation,
the accuracy of scar quantification is more related to the
scar percentage of the target. Though the percentage can
be slightly different in manual and automatically obtained
scar segmentation, the scar distribution in the two segmen-
tations are still generally similar (please refer to Fig. 10).
4.3. Ablation study and comparisons with literature
4.3.1. Ablation study
We performed an ablation study by comparing the re-
sults of U-NetLA/scar-BCE, U-NetLA/scar-SE, AJSQnet-BCE,
AJSQnet-SE, and the proposed method, i.e., AJSQnet-
SESA. Here, U-NetLA/scar denotes the original U-Net ar-
chitecture (Ronneberger et al., 2015) for LA segmentation
or scar quantification. AJSQnet indicates that the meth-
ods are based on the architecture in Fig. 2. BCE, Dice, SE,
SA and SESA refer to the different loss functions. Table 1
presents the quantitative results for LA segmentation and
scar quantification.
For LA segmentation, combining the proposed SE loss
performed better than only using the BCE loss based on
both U-Net and AJSQnet. To further explore the effec-
tiveness of the SE loss, we compared the results of the
proposed scheme for LA segmentation using different val-
ues of β for DTM (see Equation (1)). Fig. 9 (a) provides
the results in terms of DiceLA and HD, and Fig. 9 (b)
visualizes three examples for illustrating the difference in
the results using or without using the SE loss. One can see
that with the SE loss, U-NetLA-SE evidently reduced clut-
ter and disconnected parts in the prediction compared to
U-NetLA-BCE, and significantly improved the HD of the
resulting segmentation (p < 0.001), though the DiceLA
may not be very different. Also, U-NetLA-SE showed sta-
ble performance with different values of β except for too
extreme values. In this work, we used β = 1.
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Table 2: The results of LA segmentation without using and using
different DTM-based shape constrain methods.
Method DiceLA ASD (mm) HD (mm)
U-NetLA-BCE 0.889±0.035 2.12± 0.80 36.4±23.6
U-NetLA-SE 0.880±0.058 2.36± 1.49 25.1±11.9
Dangi et al. (2019) 0.870±0.080 2.50± 1.74 27.3±13.1
Audebert et al.
(2019)
0.876±0.069 2.53± 1.76 28.9±10.7
Xue et al. (2019) 0.835±0.081 3.30± 1.67 30.3±9.62
For scar quantification, the SE loss also showed promis-
ing performance compared to the conventional losses in
terms of Dices. The AJSQnet based methods, i.e, AJSQnet-
BCE and AJSQnet-SE, performed better than the cor-
responding U-Net based methods, i.e., U-NetLA/scar-BCE
and U-NetLA/scar-SE. Therefore, the LA segmentation and
scar quantification both benefited from the proposed joint
optimization scheme compared to achieving the two tasks
separately. The results of scar quantification were fur-
ther improved after introducing the newly-designed SA
loss in terms of Dices (p ≤ 0.001), but with a slightly
worse Accuracy (p ≤ 0.001) and Diceg (p > 0.1) com-
pared to AJSQnet-BCE. It may be due to the fact that
AJSQnet-SESA tends to slightly over-segment scars com-
pared to AJSQnet-BCE, which in turn tends to achieve
under-segmentation, as Fig. 10 shows. However, AJSQnet-
SESA had much higher Sensitivity (0.558 vs. 0.380) but
lower Specificity (0.915 vs. 0.971) compared to AJSQnet-
BCE.
4.3.2. Comparisons with literature
For LA segmentation, we compared our proposal with
other three different solutions using DTM for shape con-
strain (Dangi et al., 2019; Audebert et al., 2019; Xue et al.,
2019). Here, we modified the U-NetLA to construct net-
works with the same parameter setting for the three meth-
ods, respectively. Table 2 presents the quantitative re-
sults of without using and using DTM for regularization
in LA segmentation. One can see that all these shape con-
strain strategies were effective to reduce HD compared to
U-NetLA-BCE. However, they performed worse in terms
of DiceLA, but without significant differences (p > 0.1)
except for the scheme of Xue et al. (2019) (p = 0.004).
The proposed scheme, i.e., U-NetLA-SE, performed bet-
ter than the three state-of-the-art DTM-based spatial con-
strain methods, though the difference was not significant
for the schemes of Dangi et al. (2019) and Audebert et al.
(2019) (p > 0.1). Note that compared to the three meth-
ods, the proposed scheme does not require to modify the
segmentation network for DTM prediction, but directly
employs the ground truth DTM to encode spatial infor-
mation.
For scar quantification, four state-of-the-art algorithms,
i.e., Otsu (Ravanelli et al., 2014), multi-component GMM
(MGMM) (Liu et al., 2017), LearnGC (Li et al., 2020b)
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Figure 10: 3D visualization of the LA scar localization by the eleven
methods. The scarring areas are labeled in red on the LA surface,
which is constructed from LAM labeled in white.
and U-Netscar with different loss functions, were studied
for comparison. Table 1 presents the quantitative results.
Here, LAM denotes that scar quantification is based on the
manually segmented LA, while LAU-Net indicates that it
is based on the segmentation of U-NetLA-BCE. One can
see that the three (semi-) automatic methods generally
obtained acceptable results, but relied on an accurate ini-
tialization of LA. LearnGC had a similar result compared
to MGMM in Dices based on LAM, but its Accuracy and
Diceg were higher. The proposed method performed much
better than all the fully automatic methods in terms of
Dices with statistical significance (p ≤ 0.001).
Fig. 10 visualizes an example for illustrating the seg-
mentation and quantification results of scars from the men-
tioned methods in Table 1. One can see that Otsu and U-
Netscar-BCE tended to under-segment the scars, and the
introduction of Dice and SE loss alleviated this problem
for U-Netscar. Additionally, the SE loss was more effec-
tive compared to Dice loss, which is consistent with the
quantitative results in Table 1. Besides employing a new
loss, the modification of the network also improved the re-
sults, when we compare the results of U-Netscar-BCE and
AJSQnet-BCE. MGMM and LearnGC both detected most
of the scars, but LearnGC has the potential advantage of
small scar detection, which is one of the main challenges
of scar quantification as mentioned in Section 4.2.2. Com-
pared to LearnGC, the proposed method could also detect
small and discrete scars but with a smoother segmentation
result, and achieved an end-to-end scar quantification and
projection.
To compare the 3D scar quantification results on two
different surfaces, i.e., LAM and LAauto, we visualized the
results of the five methods with automatic LA segmenta-
tion in Table 1, as shown in Fig. 11. One can see that
though scars were projected onto two different surfaces,
similar scar patterns can be observed thanks to the accu-
rate LA segmentation. This is consistent with the quanti-
tative evaluation results, which are also similar when scars
were projected onto the different LA surfaces. For exam-
ple, the proposed method, i.e., AJSQnet-SESA, obtained
9
𝐋𝐀𝐔-𝐍𝐞𝐭 + 𝐎𝐭𝐬𝐮 AJSQnet-𝐁𝐂𝐄 AJSQnet-𝐒𝐄 AJSQnet-𝐒𝐄𝐒𝐀
𝐩
𝐫𝐨
𝐣𝐞
𝐜𝐭
𝐭𝐨
𝐋
𝐀
𝐌
𝐩
𝐫𝐨
𝐣𝐞
𝐜𝐭
𝐭𝐨
𝐋
𝐀
𝐚
𝐮
𝐭𝐨
𝐋𝐀𝐔-𝐍𝐞𝐭 +𝐌𝐆𝐌𝐌
Figure 11: The 3D visualization of the LA scar localization results
by the five methods with automatic LA segmentation in Table 1.
The scars are projected on the LA surface which can be manually
delineated LA (LAM, surface labeled in white) or automatically seg-
mented LA (LAauto, surface labeled in yellow).
0.542 ± 0.105 and 0.543 ± 0.097 Dices (p=0.860), when
scars were projected onto manually and automatically seg-
mented LA, respectively.
5. Discussion and conclusion
In this work, we have proposed a framework for joint
LA segmentation, scar projection and scar quantification,
which incorporates spatial and shape information and trains
in an end-to-end manner. Two major methodological con-
tributions have been introduced. One is the adoption of
an alternative ground truth representation in the form of
DTM, which was embedded into the network by the SE
loss. The SE loss forces the network to assign different
weights to each pixel, to learn the spatial information of
the target. It is effective to remove outliers and reduce the
overall HD for LA segmentation, as shown in Fig. 9. More
importantly, it does not rely on any prior and has no need
for network modification, therefore it can be a promising
alternative for other complex shape regularization meth-
ods (Yue et al., 2019; Li et al., 2020b; Kamnitsas et al.,
2017; Zeng et al., 2019). The second contribution is the
optimization of an end-to-end AtrialJSQnet for simultane-
ous LA segmentation and scar quantification with a sur-
face projection. The spatial relationship of LA and scars is
explicitly learned by employing a shape attention scheme,
i.e., SA loss, which helps to project the scars onto the LA
surface at the same time. The surface projection avoids the
difficulty of providing an accurate and demanding LA wall
segmentation, and the SE loss further mitigates the effect
of inaccurate LA segmentation, as demonstrated in Section
4.2. The combination of SE and SA loss also alleviates the
class-imbalance problem in the scar quantification com-
pared to Dice and BCE loss. Besides, both LA segmen-
tation and scar quantification benefit from the joint op-
timization scheme compared to achieving them separately
(see Section 4.3.1). We employed sixty images with manual
delineation for experiments, and the proposed AJSQnet-
SESA method demonstrates better performance compared
to the conventional approaches (see Section 4.3.2). The
mean DiceLA and HD for LA segmentation are 0.913 and
20.0, respectively, while Accuracy and Dices for quantify-
ing LA scars are 0.867 and 0.543, respectively. The results
are comparable to those of inter-observer variation of LA
(DiceLA=0.894, HD=17.0) and slightly worse than that of
scars (Accuracy=0.891, Dices=0.580).
Table 3 presents work with both LA and scar segmen-
tation results in the literature for reference. The first seven
works obtained the LA or LA wall segmentation and then
extracted scars based on the initialization, while the two
works, i.e., Chen et al. (2018b) and Yang et al. (2020), si-
multaneously segmented LA and scars. Among the seven
works, (Perry et al., 2012) had the manual segmented LA
wall, while others all combined other MRI to assist the LA
segmentation of LGE MRI by registration or MAS. Some
employed semi-automatic approach for LA segmentation
(Karim et al., 2014; Ravanelli et al., 2014), and yielded
better Dice than the fully automatic method for both LA
and scar segmentation in Ravanelli et al. (2014). For LA
segmentation, all these methods reported similar or worse
Dice of LA than ours in this work. For scar quantification,
most of the automatic methods among the seven works
obtained similar results with ours, except for Yang et al.
(2018a) and Li et al. (2020b), which yielded better Dice
of scars than ours but there was no evident difference in
terms of Accuracy. The other two works achieving a simul-
taneous LA and scar segmentation reported better results
than ours, but they did not report inter-observation values.
Note that it can be difficult to conduct a fair cross-study
comparison due to the differences in datasets, manual in-
terventions, and evaluation metrics. For example, Li et al.
(2020b) reported a good performance on their dataset but
obtained a worse result on the public data compared to
our proposed method, as Table 1 shows.
There are two main challenges for LA segmentation.
The first one is to process the high variability of atrial
shapes, including the global features such as size, and lo-
cal features including the number, position and orienta-
tion of the PVs, as shown in Fig. 5. Another challenge is
from the poor quality and complex intensity distribution of
LGE MRI (see Fig. 6 and Fig. 7). Combining other MRI
sequences from the same subject as LGE MRI by regis-
tration, is a common strategy to tackle this challenge, as
discussed above. In this work, we proposed to use Atri-
alJSQnet to directly extract the features of LGE MRI and
learn the spatial information of LA.
For scar quantification, the first challenge is to distin-
guish artifacts from the boundary regions, as we discussed
in Section 4.2.1 and showed in Fig. 6. Providing accu-
rate LA walls is conventionally used to solve this problem
(Karim et al., 2013; Perry et al., 2012). Here, we pro-
pose to use spatial encoding and shape attention to learn
the spatial information of scars around the wall. However,
the misclassification caused by this issue could still occur
due to the limited training data. Another challenge is due
to the various intensity distribution of scars (see Fig. 7),
resulting in the data mismatch, further increased the dif-
ficulty of training.
The exploration of the above challenges/ limitations
leads us to future directions. First, the model generaliza-
tion ability should be improved to process out-of-distribution
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Table 3: Overview of previous methods for scar quantification and segmentation in LA. Abbreviations: number of subjects (N); inter-observer
variation in terms of Dice (Inter-ob); registration-based method (Reg); Society of Photo-Optical Instrumentation Engineers (SPIE), IEEE
Journal of Translational Engineering in Health and Medicine (TEHM), IEEE transactions on medical imaging (TMI), Medical physics (MP),
Medical Image Computing and Computer-Assisted Intervention (MICCAI), Medical Image Analysis (MedIA), Future Generation Computer
Systems (FCGS).
Work N Method (LA) Method (scar) Dice (LA) Dice (scar) Inter-ob (scar)
Perry et al. (2012), SPIE 34 N/Amanual K-means N/A 0.807± 0.106 0.786± 0.072
Karim et al. (2014), TEHM 15 Regsemi-auto GMM + Graph-cuts N/A > 0.8 N/A
Ravanelli et al. (2014), TMI 10 Otsu + Regsemi-auto NVI 0.90 0.850± 0.070 N/A
10 Otsu + Regauto NVI 0.60 0.600± 0.210 N/A
Yang et al. (2018a), MP 37 MASauto Super-pixels + SVM 0.89 0.790± 0.050 N/A
Wu et al. (2018), MICCAI 36 MASauto MvMM N/A 0.556± 0.187 N/A
Li et al. (2020b), MedIA 58 MASauto LearnGC 0.898± 0.044 0.702± 0.071 0.695± 0.049
Chen et al. (2018b), MICCAI 100 MvTTauto MvTT 0.908± 0.031 0.776± 0.146 N/A
Yang et al. (2020), FCGS 100 MvTTauto MvTT 0.931± 0.019 0.870 N/A
samples due to data mismatch. Second, multi-center and
multi-vendor AF data will be collected, labeled and ranked
according to its image quality. The final goal is to develop
a unified LA segmentation and scar quantification model
for multi-center and multi-vendor data.
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