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GLOBAL EXISTENCE OF WEAK SOLUTION FOR THE 2-D
ERICKSEN-LESLIE SYSTEM
MENG WANG AND WENDONG WANG
Abstract. We prove the global existence of weak solution for two dimensional Ericksen-
Leslie system with the Leslie stress and general Ericksen stress under the physical con-
strains on the Leslie coefficients. We also prove the local well-posedness of the Ericksen-
Leslie system in two and three spatial dimensions.
1. Introduction
1.1. Ericksen-Leslie system. The hydrodynamic theory of liquid crystals was established
by Ericksen [4, 5] and Leslie [12] in the 1960’s. In this theory, the configuration of the liquid
crystals is described by a director field n = (n1, n2, n3) ∈ S2. The general Ericksen-Leslie
system in IR3 takes the form
(EL)

vt + v · ∇v = −∇p+
γ
Re∆v +
1−γ
Re ∇ · σ,
∇ · v = 0,
n× (h− γ1N− γ2D · n) = 0,
(1.1)
where v = (v1, v2, v3) is the velocity of the fluid, p is the pressure, Re is the Reynolds
number and γ ∈ (0, 1). We denote
κ = (∇v)T , D = 12(κ
T + κ), Ω = 12(κ
T − κ),
N = nt + v · ∇n+Ω · n,
and obviously N is vertical with the director field n. The stress σ is modeled by the
phenomenological constitutive relation
σ = σL + σE ,
where σL is the viscous (Leslie) stress defined by
σL = α1(nn : D)nn+ α2nN+ α3Nn+ α4D+ α5nn ·D+ α6D · nn, (1.2)
where the six constants α1, ...α6 are called the Leslie coefficients, nn : D =
∑
i,j n
iDijn
j
and nN = (niNj)3×3; σ
E is the elastic (Ericksen) stress defined by
σE = −
∂W
∂(∇n)
· (∇n)T , (1.3)
where W = W (n,∇n) is the Oseen-Frank density depending on the elastic constants
k1, k2, k3, k4 with the form
W = k1(divn)
2 + k2|n× (∇× n)|
2 + k3|n · (∇× n)|
2 + k4
(
tr(∇n)2 − (divn)2
)
.
As in [6, 9], we rewrite W as
W (n,∇n) = a|∇n|2 + V (n,∇n), (1.4)
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where a = min{k1, k2, k3} and
V (n,∇n) = (k1 − a)(divn)
2 + (k2 − a)|n× (∇× n)|
2 + (k3 − a)|n · (∇× n)|
2.
The molecular field h is given by
h = −
δW
δn
= (∇iWpli
−Wnl), (1.5)
where pli = ∇in
l and we adopt the standard summation convention. Throughout this paper,
we use the notations:
Wni =
∂W (n,P)
∂ni
, W
pji
=
∂W (n,P)
∂pji
.
In order to ensure that the system (EL) has a basic energy law, the Leslie coefficients
and the two constants γ1, γ2 should satisfy
α2 + α3 = α6 − α5, (1.6)
γ1 = α3 − α2, γ2 = α6 − α5, (1.7)
where (1.6) is called Parodi’s relation. We denote
β1 = α1 +
γ22
γ1
, β2 = α4, β3 = α5 + α6 −
γ22
γ1
.
A necessary and sufficient condition which ensures that the energy of (EL) in IR2 or IR3 is
dissipated is{
β2 ≥ 0, 2β2 + β3 ≥ 0,
3
2β2 + β3 + β1 ≥ 0, for IR
3
β2 ≥ 0, β1 + 2β2 + β3 ≥ 0, β1 < 0, or β2 ≥ 0, 2β2 + β3 ≥ 0, β1 ≥ 0, for IR
2
(1.8)
which was introduced by Wang-Zhang-Zhang [22] for IR3. Moreover, for (EL) in IR2, the
the condition is weaker and proved in Section 2 (see Remark 2.2 for details).
Let µ1 =
1
γ1
and µ2 = −
γ2
γ1
. The third equation of (1.1) is equivalent to
nt + v · ∇n+ n× ((Ω · n− µ1h− µ2D · n)× n) = 0. (1.9)
1.2. Main results. Most of earlier works treated the approximated or simplified system of
(1.1), since the general Ericksen-Leslie system is very complicated. Lin and Liu [15] consider
the Ginzburg-Landau type approximation of (1.1):{
vt + v · ∇v = −∇p+
γ
Re∆v+
1−γ
Re ∇ · σ,
nt + v · ∇n+Ω · n− µ1∆n− µ2D · n−
1
ε2 (|n|
2 − 1)n = 0,
(1.10)
which is obtained by adding the penality term 1ε2 (|n|
2 − 1)n in W . The global existence of
weak solution and the local existence and uniqueness of strong solution of the system (1.10)
were proved in [15] under certain strong constrains on the Leslie coefficients. However,
whether the solution of (1.10) converges to that of (1.1) as ε tends to zero remains open.
A simplest system preserving the basic energy law is{
vt + v · ∇v−∆v +∇p = −∇ ·
(
∇n⊙∇n
)
,
nt + v · ∇n−∆n = |∇n|
2n,
(1.11)
which is obtained by neglecting the Leslie stress and taking the elastic constants in W as
k1 = k2 = k3 = 1. In two dimensional case, the global existence of weak solution has
been independently proved by Lin, Lin and Wang [16] and Hong [8], where they construct
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a class of weak solution with at most a finite number of singular times. The uniqueness of
weak solution is proved by Lin-Wang [17] and Xu-Zhang [23]. Recently, Hong and Xin [9]
extended the result of [16, 8] to the Oseen-Frank model with general Ericksen stress. In
three dimensional case, the global existence of weak solution of (1.11) is a challenging open
problem. In the case when |∇n|2n in (1.11) is replaced by 1
ε2
(|n|2−1)n, the global existence
and partial regularity of weak solution were studied in [13, 14]. We refer to [20, 21, 11] and
references therein for more relevant results.
In a recent work [22], Wang-Zhang-Zhang proved the local well-posedness of the Ericksen-
Leslie system, and the global well-posednss for small initial data under the physical constrain
conditions (1.6)-(1.8) on the Leslie coefficients. In [22], they considered the Ericksen stress
with k1 = k2 = k3 = 1. In this paper, we first extend their result to the case with general
Ericksen stress, which will be used in the proof of global existence of weak solution. It’s
worth mentioning that recently Hong-Li-Xin [10] obtained the local well-posed results of
the liquid crystal flow for the Oseen-Frank model without Leslie sress in IR3 by Ginzburg-
Landau approximation approach.
The first result of the paper is the local existence, uniqueness and blow-up criterion
for strong solutions of the Ericksen-Leslie system (1.1) with the Leslie stress and general
Ericksen stress, which generalized the results in [22] and [10].
Theorem 1.1. Assume that the Leslie coefficients satisfy (1.6)-(1.8). Let s ≥ 2 be an
integer, the initial data ∇n0 ∈ H
2s(IRd), v0 ∈ H
2s(IRd) for d = 2 (or d = 3), and divv0 = 0.
There exist T > 0 and a unique solution (v,n) of the Ericksen-Leslie system (1.1) such that
v ∈ C
(
[0, T ];H2s(IRd)
)
∩ L2(0, T ;H2s+1(IRd)), ∇n ∈ C
(
[0, T ];H2s(IRd)
)
.
Let T ∗ be the maximal existence time of the solution. If T ∗ < +∞, then it is necessary to
hold that ∫ T ∗
0
‖∇ × v(t)‖L∞ + ‖∇n(t)‖
2
L∞dt = +∞.
Our second main goal is to extend Hong-Xin’s global existence result of weak solution in
2-D in [9] to the case with the Leslie stress. In the space IR2, (v,n) in (1.1) satisfies v3 = 0,
∂x3v = 0 and ∂x3n = 0. Moreover, we assume that ∇ · σ
L means
 1 0 00 1 0
0 0 0
 · (∇ · σL).
Let b ∈ S2 be a constant vector and we define
H1b (IR
2;S2) =
{
u : u− b ∈ H1(IR2; IR3), |u| = 1 a.e. in IR2
}
.
Theorem 1.2. Assume that the Leslie coefficients satisfy (1.6)-(1.8), and the initial data
(v0,n0) ∈ L
2(IR2) ×H1b (IR
2;S2) with divv0 = 0. Then there exists a global weak solution
(v,n) of the Ericksen-Leslie system (1.1), which is smooth in IR2× ((0,+∞)\{Tl}
L
l=1) for a
finite number of times {Tl}
L
l=1. Moreover, there are two constants ǫ0 > 0 and R0 > 0 such
that each singular point (xli, Tl) is characterized by the condition
lim sup
t↑Tl
∫
BR(x
l
i)
(
|∇n|2 + |v|2
)
(·, t)dx > ǫ0
for any R > 0 with R ≤ R0.
Compared with Hong-Xin’s results in [9], we consider Ericksen-Leslie system (1.1) with
the Leslie stress, for which we need to balance the interaction between the Leslie stress and
the Oseen-Frank densityW (n,∇n) (for example, see Prop 2.1, Theorem 3.2, Lemma 4.2 and
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4.4). And we also explore an important decomposition formula for h with two nonlinear
terms. To obtain global existence result, firstly we prove the local existence for strong
solutions of Ericksen-Leslie system (1.1) by using Friedrich’s approach and uniform energy
estimates as in [22], and the difficulty comes from the nonlinear terms of the molecular field
h. We overcome it by the estimates for commutator operator and detailed analysis of h.
For the simplified case k1 = k2 = k3 (h = 2a∆n), it’s easy to obtain a positive higher order
dissipated energy, for example∫
IRd
n× (h× n) · hdx ≥ 4a2
∫
IRd
|∆n|2dx+ LowerOrderTerms
However, when k1, k2, k3 are different, it’s important for us to obtain the above estimates.
In fact, for the proof of local existence in Section 3.1, we get a weaker higher order dissipated
term ‖∆sJǫhǫ × nǫ‖L2(IRd), which is enough to control error terms. Moreover, for blow-up
criterion of strong solutions in Section 3.3, we find a useful observation:
∇αWplα · n
l (1.12)
= −2k2|∇n|
2 − 2(k3 − k2)(n · curln)
2 − 2(k1 − k2)(divn)
2 + 2(k1 − k2)∇l(n
ldivn),
which make that the term
∫
IRd |∆
s(∇l(n
ldivn)n) · ∆s+1n|dx can be written as the sum of
commutator terms, which can be controlled, seeing (3.44). For the arguments for global
existence of weak solutions, we obtain certain local monotonicity inequalities and interior
regularity estimates, and we follow the basic spirit of Struwe [18], which is later developed
by Hong-Xin in [9].
Remark 1.3. After we finished this paper, Professor Changyou Wang told us that they
also obtained similar results as Theorem 1.2 in a recent joint work with Jinrui Huang and
Fanghua Lin. Also we thank Prof. Changyou Wang for giving us some valuable suggestions
to improve this paper, especially higher regularity estimates in Section 4, which are different
with the arguments in [9].
This paper is organized as follows: In section 2, we introduce the basic energy law of the
Ericksen-Leslie system (1.1) and the decomposition formula for h; In section 3, we prove the
local existence, uniqueness and blow-up criterion for strong solutions of the Ericksen-Leslie
system (1.1) with the Leslie stress and general Ericksen stress by using Friedrich’s approach
and energy estimates, where the special structure of h is frequently exploited and used.
Section 4 is devoted to the proof of global existence of weak solutions.
2. Basic energy-dissipation law
In this section, we derive the basic energy law of the Ericksen-Leslie system (1.1) under
the conditions (1.6)-(1.8) on the Leslie coefficients. We consider the solution (v,n) in IRd
with d = 2, 3.
Proposition 2.1. Let (v,n) be a smooth solution of (1.1) with the initial values (v0,n0).
Then it holds that∫
IRd
e(v(·, t),n(·, t))dx +
∫ t
0
∫
IRd
( γ
1− γ
|∇v|2 +
1
γ1
|n× h|2
)
dxds
+
∫ t
0
∫
IRd
(
(α1 +
γ22
γ1
)|nn : D|2 + (α5 + α6 −
γ22
γ1
)|D · n|2 + α4(D : D)
)
dxds
=
∫
IRd
e(v0,n0)dx, (2.1)
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where e(v,n) is defined by
e(v,n) =W (n,∇n) +
Re
2(1− γ)
|v|2.
Remark 2.2. If the Leslie coefficients satisfy the first relation of (1.8), Wang-Zhang-Zhang
[22] proved that for any symmetric trace free 3× 3 matrix D and n ∈ S2,
(α1 +
γ22
γ1
)|nn : D|2 + (α5 + α6 −
γ22
γ1
)|D · n|2 + α4(D : D) ≥ 0.
Thus, the energy is dissipated in this case. Moreover, for any symmetric trace free 3 × 3
matrix D with Di3 = 0 for i = 1, 2, 3, the energy is dissipated if and only if
β2 ≥ 0, β1 + 2β2 + β3 ≥ 0, β1 < 0, or β2 ≥ 0, 2β2 + β3 ≥ 0, β1 ≥ 0,
which is weaker than (1.8)1.
Proof of Remark 2.2: For any n = (n1, n2, n3) ∈ S
2 and D =
 x y 0y −x 0
0 0 0
,
β1(nn : D)
2 + β2(D : D) + β3|D · n|
2 ≥ 0, (2.2)
which is equivalent to that
β1
(
(n21 − n
2
2)x+ 2n1n2y
)2
+
(
2β2 + β3(n
2
1 + n
2
2)
)
(x2 + y2) ≥ 0.
Normalize (x, y) such that x = cosα, y = sinα. Then
β1
(
(n21 − n
2
2) cosα+ 2n1n2 sinα
)2
+
(
2β2 + β3(n
2
1 + n
2
2)
)
≥ 0
for all α ∈ [0, 2π] and n = (n1, n2, n3) ∈ S
2.
For n ∈ S2, we can set n1 = t cosψ, n2 = t sinψ, where 0 ≤ t ≤ 1, and ψ ∈ [0, 2π]. Thus
(2.2) holds if and only if that
β1 cos
2(2ψ − α) + β3
1
s
+ 2β2
1
s2
≥ 0,
for all s ∈ [0, 1], and ψ,α ∈ [0, 2π]. In other words,
β2 ≥ 0, β1 + 2β2 + β3 ≥ 0, β1 < 0, or β2 ≥ 0, 2β2 + β3 ≥ 0, β1 ≥ 0.
Proof of Proposition 2.1.Multiplying the first equation of (1.1) by v and using the fact
∇ · v = 0, we get
1
2
d
dt
∫
IRd
|v|2dx+
γ
Re
∫
IRd
|∇v|2dx
= −
1− γ
Re
∫
IRd
σL : ∇vdx+
1− γ
Re
∫
IRd
Wpkj
(n,∇n)∇in
k∇jv
idx, (2.3)
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and it follows from the definitions of σL,D,Ω, and (1.6)-(1.7) that∫
IRd
σL : ∇vdx
=
∫
IRd
(α1(nn : D)nn+ α2nN+ α3Nn+ α4D+ α5nn ·D+ α6D · nn) : (D+Ω)dx
=
∫
IRd
{
α1(nn : D)
2 + (α2 + α3)n · (D ·N) + (α5 + α6)|D · n|
2 + α4D : D
+(α2 − α3)n · (Ω ·N) + (α6 − α5)(D · n) · (Ω · n)
}
dx
=
∫
IRd
α1(nn : D)
2 + (α5 + α6)|D · n|
2 + α4D : Ddx
+
∫
IRd
γ1N · (Ω · n) + γ2(D · n) · (Ω · n) + γ2n · (D ·N)dx.
For the last term of the above equality, recall that the vector triple product formula a×(b×
c) = b(a · c) − c(a · b). Using the equation (1.9) and the antisymmetry of Ω (n · Ω · n = 0),
we get∫
IRd
γ1N · (Ω · n) + γ2(D · n) · (Ω · n) + γ2n · (D ·N)dx
=
∫
IRd
(
1
γ1
n× (h× n)−
γ2
γ1
n× (D · n× n)) · (γ1Ω · n+ γ2D · n)dx
+
∫
IRd
γ2(D · n) · (Ω · n)dx
=
∫
IRd
h · Ω · n+
γ2
γ1
∫
IRd
n× (h× n) · (D · n)dx−
γ22
γ1
∫
IRd
(|D · n|2 − |n ·D · n|2)dx.
Thus, we have
−
∫
IRd
σL : ∇vdx = −
∫
IRd
(α1 +
γ22
γ1
)(nn : D)2 + (α5 + α6 −
γ22
γ1
)|D · n|2 + α4D : Ddx
−
∫
IRd
h · Ω · n−
γ2
γ1
∫
IRd
n× (h× n) · (D · n)dx. (2.4)
On the other hand, for the functional W (n,∇n) we have
d
dt
∫
IRd
W (n,∇n)dx =
∫
IRd
Wnln
l
t +Wpli
∂t∇in
ldx
=
∫
IRd
(
Wnl −∇iWpli
)(
nlt + v · ∇n
l − v · ∇nl
)
dx. (2.5)
Due to ∇ · v = 0, we get
−
∫
IRd
(Wnl −∇iWpli
)vk∇kn
ldx
= −
∫
IRd
Wnlv
k∇kn
l −
∫
IRD
Wpli
vk∇2ikn
ldx−
∫
IRd
Wpli
∇iv
k∇kn
ldx
= −
∫
IRd
vk · ∇kW −
∫
IRD
Wpli
∇iv
k∇kn
ldx
= −
∫
IRd
Wpli
∇iv
k∇kn
ldx, (2.6)
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while by scalar triple product formula a · (b× c) = b · (c× a) = c · (a× b), it’s easy to derive
that ∫
IRd
(
Wnl −∇iWpli
)
·
(
nlt + v · ∇n
l)dx
=
∫
IRd
(
− h
)
·
(
− Ω · n+
1
γ1
n× (h× n)−
γ2
γ1
n× (D · n× n)
)
dx
=
∫
IRd
h · Ω · ndx−
1
γ1
∫
IRd
|h× n|2dx+
γ2
γ1
∫
IRd
n× (h× n) · (D · n)dx. (2.7)
Summing up for (2.3)-(2.7), we deduce that
d
dt
∫
IRd
Re
2(1 − γ)
|v|2 +W (n,∇n)dx+
γ
1− γ
∫
IRd
|∇v|2dx+
1
γ1
∫
IRd
|h× n|2dx
= −
∫
IRd
(α1 +
γ22
γ1
)(nn : D)2 + (α5 + α6 −
γ22
γ1
)|D · n|2 + α4D : Ddx
Then the Proposition follows by integrating on the time.
Now we will give a decomposition formula for h, which plays an important role in our
proof.
Lemma 2.3. For the terms ∇αWplα , Wnl and h, we have the following representation:
(∇αWplα) = 2a∆n+ 2(k1 − a)∇divn− 2(k2 − a)curl(n× (curln× n))
−2(k3 − a)curl(curln · nn),
= 2a∆n+ 2(k1 − a)∇divn− 2(k2 − a)curl(curln)
−2(k3 − k2)curl(curln · nn) (2.8)
(Wnl) = 2(k3 − k2)(curln · n)(curln), (2.9)
h = 2a∆n+ 2(k1 − a)∇divn− 2(k2 − a)curl(curln)
−2(k3 − k2)curl(curln · nn)− 2(k3 − k2)(curln · n)(curln) (2.10)
Proof: The proof is direct. Note that (b× c) · (b× c) = |b|2|c|2 − (b · c)2, then
(Wpiα)
α
i = 2a
 ∂1n1 ∂2n1 ∂3n1∂1n2 ∂2n2 ∂3n2
∂1n
3 ∂2n
3 ∂3n
3
+ 2(k1 − a)
 divn 0 00 divn 0
0 0 divn

+2(k2 − a)
 0 −(∂1n2 − ∂2n1) (∂3n1 − ∂1n3)(∂1n2 − ∂2n1) 0 −(∂2n3 − ∂3n2)
−(∂3n
1 − ∂1n
3) (∂2n
3 − ∂3n
2) 0

+2(k3 − k2)
 0 −n3(n · curln) n2(n · curln)n3(n · curln) 0 −n1(n · curln)
−n2(n · curln) n1(n · curln) 0

Then it’s easy to obtain (2.8) by making ∇α on both sides of the above equality.
3. Local well-posedness, uniqueness and blow-up criterion
Throughout this paper, we denote that C is a constant depending on d, α1, · · · , α6, k1,
k2, k3, γ, Re and independent of the solution (v,n), and different from line to line. The
symbol 〈·, ·〉 denotes the integral in IRd with d = 2, 3. Moreover, P(·, · · · , ·) denotes the
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polynomial depending on the variable quantities in the bracket whose order, for example,
is less than 10.
3.1. Existence. Firstly we use the classical Friedrich’s method to construct the approx-
imate solutions of (1.1) as in [22]. One of the main difference is that the representation
formula of h owns three different positive coefficients k1, k2 and k3 and h is nonlinear with
respect to n.
We will frequently use the following lemma for the commutator; for example see [2].
Lemma 3.1. For α, β ∈ N3, it holds that
‖Dα(fg)‖L2 ≤ C
∑
|γ|=|α|
(
‖f‖L∞‖D
γg‖L2 + ‖g‖L∞‖D
γf‖L2
)
,
‖[Dα, f ]Dβg‖L2 ≤ C
 ∑
|γ|=|α|+|β|
‖Dγf‖L2‖g‖L∞ +
∑
|γ|=|α|+|β|−1
‖∇f‖L∞‖D
γg‖L2
 .
The local existence of (1.1) is split into two steps.
Step 1. Construction of the approximated solutions.
In order to construct an approximated system preserving the energy-dissipation law,
Wang-Zhang-Zhang [22] introduced the following equivalent system of (1.1)
vt + v · ∇v = −∇p+
γ
Re∆v +
1−γ
Re ∇ · (σ˜
L + σE),
divv = 0,
nt + v · ∇n+ n× ((Ω · n− µ1h− µ2D · n)× n) = 0,
(3.1)
where σ˜L = σ1(v,n) + σ2(n) with
σ1(v,n) = β1(nn : D)nn+ β2|n|
4D+
β3
2
|n|2(nD · n+D · nn),
σ2(n) =
1
2
(−1− µ2)n (n× (h× n)) +
1
2
(1− µ2) (n× (h× n))n.
It’s easy to check that the above system is just (1.1) when |n| = 1.
Let
Jǫf = F
−1(φ(
ξ
ǫ
)Ff),
where F is usual Fourier transform and φ(ξ) is a smooth cut-off function with φ = 1 in B1
and φ = 0 outside of B2. Let P be an operator which projects a vector field to its solenoidal
part. We construct the approximate system of (3.1):
∂vǫ
∂t
+ JǫP(Jǫvǫ · ∇Jǫvǫ)
= γReJǫ∆Jǫvǫ +
1−γ
Re ∇ · JǫP
(
σ1(Jǫvǫ,Jǫnǫ) + σ2(Jǫnǫ) + σ
E(Jǫnǫ)
)
,
divvǫ = 0,
∂nǫ
∂t
+ Jǫ
(
Jǫvǫ · ∇Jǫnǫ + Jǫnǫ ×
(
(JǫΩǫ · Jǫnǫ − µ1Jǫhǫ − µ2JǫDǫ · Jǫnǫ)× Jǫnǫ
))
= 0,
(vǫ,nǫ)|t=0 = (Jǫv0,Jǫn0).
(3.2)
where
Jǫhǫ = 2a∆Jǫnǫ + 2(k1 − a)∇divJǫnǫ − 2(k2 − a)curl(Jǫnǫ × (curlJǫnǫ × Jǫnǫ))
−2(k3 − a)curl(Jǫnǫ · curlJǫnǫJǫnǫ)− 2(k3 − k2)(Jǫnǫ · curlJǫnǫ)(curlJǫnǫ)
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By Cauchy-Lipschitz theorem, we know that there exist a strictly maximal time Tǫ and a
unique solution (vǫ,nǫ) ∈ C([0, Tǫ);H
k(IRd)) for any k ≥ 0. It’s worth to mention that the
choosing of Jǫ is different from that in [22]. Since h is nonlinear, we need to use the uniform
integration of Jǫ to overcome the difficulty from the commutator terms, for example, the
Lie bracket [Jǫ, f ] in (3.7), which needs much regularity of the cut-off function φ.
Step 2. Uniform energy estimates.
We introduce the following energy functional, which is related with the formula of h,
Es(vǫ,nǫ) = ‖nǫ − n0‖
2
L2 +
Re
2(1− γ)
‖vǫ‖
2
L2 +
∫
IRd
W (nǫ,∇nǫ)dx
+a‖∆s∇nǫ‖
2
L2 + (k1 − a)‖∆
sdivnǫ‖
2
L2 + (k2 − a)‖Jǫnǫ ×∆
scurlnǫ‖
2
L2
+(k3 − a)‖Jǫnǫ ·∆
scurlnǫ‖
2
L2 +
Re
2(1− γ)
‖∆svǫ‖
2
L2 .
Step 2.1. Estimates of lower order terms in Es(vǫ,nǫ). Similar arguments hold for σ˜
L as
in Proposition 2.1, and other terms are directly estimated. In fact, the approximate system
has the following energy estimate:
d
dt
∫
IRd
Re
2(1− γ)
|vǫ|
2 +W (nǫ,∇nǫ)dx+
γ
1− γ
∫
IRd
|∇Jǫvǫ|
2dx
= −
∫
IRd
β1|JǫDǫ : JǫnǫJǫnǫ|
2 + β2|Jǫnǫ|
4JǫDǫ : JǫDǫ + β3|Jǫnǫ|
2|JǫDǫ · Jǫnǫ|
2dx
+CP
(
‖nǫ‖L∞ , ‖vǫ‖L∞ , ‖∇nǫ‖L∞
)(
‖∇nǫ‖
2
H1 + ‖∇vǫ‖
2
L2
)
≤ CP
(
‖nǫ‖L∞ , ‖vǫ‖L∞ , ‖∇nǫ‖L∞
)(
‖∇nǫ‖
2
H1 + ‖∇vǫ‖
2
L2
)
(3.3)
Using (3.2) and the definition of Jǫhǫ, we have
d
dt
‖nǫ − n0‖
2
L2 = 2〈∂tnǫ,nǫ − n0〉
≤ C (‖vǫ‖L2 + ‖∇vǫ‖L2 + ‖∇nǫ‖L2 + ‖∆nǫ‖L2) (1 + ‖nǫ‖L∞ + ‖∇nǫ‖L∞)
4‖nǫ − n0‖L2
≤ C(1 + ‖nǫ‖L∞ + ‖∇nǫ‖L∞)
4Es(vǫ,nǫ). (3.4)
Step 2.2. We turn to the estimate of higher order derivatives of nǫ in Es(vǫ,nǫ).
1
2
d
dt
〈∇∆snǫ,∇∆
snǫ〉
= −〈∇∆s(Jǫvǫ · ∇Jǫnǫ),∆
s∇Jǫnǫ〉+ 〈∆
s(Jǫnǫ × ((JǫΩǫ · Jǫnǫ)× Jǫnǫ) ),∆s+1Jǫnǫ〉
−µ2〈∆
s(Jǫnǫ × ((JǫDǫ · Jǫnǫ)× Jǫnǫ) ),∆s+1Jǫnǫ〉
−µ1〈∆
s(Jǫnǫ × (Jǫhǫ × Jǫnǫ)),∆s+1Jǫnǫ〉
.
= I1 + I2 + I3 + I4. (3.5)
In the same way, we have
1
2
d
dt
〈div∆snǫ,div∆
snǫ〉 = −〈∆
sdiv(Jǫvǫ · ∇Jǫnǫ),∆
sdivJǫnǫ〉
+〈∆s
(
Jǫnǫ × ((JǫΩǫ · Jǫnǫ)× Jǫnǫ)
)
,∆s∇divJǫnǫ〉
−µ2〈∆
s(Jǫnǫ × ((JǫDǫ · Jǫnǫ)× Jǫnǫ) ),∆s∇divJǫnǫ〉
−µ1〈∆
s(Jǫnǫ × (Jǫhǫ × Jǫnǫ)),∆s∇divJǫnǫ〉
.
= I ′1 + I
′
2 + I
′
3 + I
′
4. (3.6)
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For the nonlinear term ddt〈Jǫnǫ ×∆
scurlnǫ,Jǫnǫ ×∆
scurlnǫ〉, since divv
ǫ = 0, (3.2) and
Lemma 3.1 yield that
1
2
d
dt
〈Jǫnǫ ×∆
scurlnǫ,Jǫnǫ ×∆
scurlnǫ〉
= 〈Jǫ∂tnǫ ×∆
scurlnǫ − Jǫnǫ ×∆
scurl(Jǫ(Jǫvǫ · ∇Jǫnǫ)),Jǫnǫ ×∆
scurlnǫ〉
+〈Jǫnǫ ×∆
scurl(∂tnǫ + Jǫ(Jǫvǫ · ∇Jǫnǫ)),Jǫnǫ ×∆
scurlnǫ〉
≤ −〈Jǫnǫ ×∆
scurl(Jǫ(Jǫvǫ · ∇Jǫnǫ)),Jǫnǫ ×∆
scurlnǫ〉
+〈Jǫnǫ ×∆
scurl(∂tnǫ + Jǫ(Jǫvǫ · ∇Jǫnǫ)),Jǫnǫ ×∆
scurlnǫ〉
+C(‖∇nǫ‖L∞‖vǫ‖L∞ + ‖∇vǫ‖L∞ + ‖∇
2nǫ‖L∞ + ‖∇nǫ‖
2
L∞)(1 + ‖nǫ‖L∞)
5‖∇nǫ‖
2
H2s
≤ 〈[Jǫ,Jǫnǫ × Jǫnǫ×]∆
scurlnǫ,∆
scurl(Jǫvǫ · ∇Jǫnǫ)〉
+〈Jǫnǫ × Jǫnǫ ×∆
scurlJǫnǫ, [∆
scurl,Jǫvǫ·]∇Jǫnǫ〉
+〈Jǫnǫ ×∆
scurl(∂tnǫ + Jǫ(Jǫvǫ · ∇Jǫnǫ)),Jǫnǫ ×∆
scurlnǫ〉
+CP(‖nǫ‖L∞ , ‖∇nǫ‖L∞ , ‖vǫ‖L∞ , ‖∇vǫ‖L∞ , ‖∇
2nǫ‖L∞)‖∇nǫ‖
2
H2s
≤ 〈[Jǫ,Jǫnǫ × Jǫnǫ×]∆
scurlnǫ,∆
scurl(Jǫvǫ · ∇Jǫnǫ)〉
−〈Jǫnǫ ×∆
scurlJǫ(Jǫnǫ × ((JǫΩǫ · Jǫnǫ)× Jǫnǫ)),Jǫnǫ ×∆
scurlnǫ〉
+µ2〈Jǫnǫ ×∆
scurlJǫ(Jǫnǫ × ((JǫDǫ · Jǫnǫ)× Jǫnǫ)),Jǫnǫ ×∆
scurlnǫ〉
+µ1〈Jǫnǫ ×∆
scurlJǫ(Jǫnǫ × (Jǫhǫ ×Jǫnǫ)),Jǫnǫ ×∆
scurlnǫ〉
+C(δ)P(‖nǫ‖L∞ , ‖∇nǫ‖L∞ , ‖vǫ‖L∞ , ‖∇vǫ‖L∞ , ‖∇
2nǫ‖L∞)‖∇nǫ‖
2
H2s + δ‖∇Jǫvǫ‖
2
H2s
.
= I ′′1 + I
′′
2 + I
′′
3 + I
′′
4 + δ‖∇Jǫvǫ‖
2
H2s
+C(δ)P(‖nǫ‖L∞ , ‖∇nǫ‖L∞ , ‖vǫ‖L∞ , ‖∇vǫ‖L∞ , ‖∇
2nǫ‖L∞)‖∇nǫ‖
2
H2s
where δ > 0, to be decided later. Similarly, we can obtain
1
2
d
dt
〈Jǫnǫ ·∆
scurlnǫ,Jǫnǫ ·∆
scurlnǫ〉
≤ −〈[Jǫ,JǫnǫJǫnǫ·]∆
scurlnǫ,∆
scurl(Jǫvǫ · ∇Jǫnǫ)〉
−〈Jǫnǫ ·∆
scurlJǫ(Jǫnǫ × ((JǫΩǫ · Jǫnǫ)× Jǫnǫ)),Jǫnǫ ·∆
scurlnǫ〉
+µ2〈Jǫnǫ ·∆
scurlJǫ(Jǫnǫ × ((JǫDǫ · Jǫnǫ)×Jǫnǫ)),Jǫnǫ ·∆
scurlnǫ〉
+µ1〈Jǫnǫ ·∆
scurlJǫ(Jǫnǫ × (Jǫhǫ × Jǫnǫ)),Jǫnǫ ·∆
scurlnǫ〉
+C(δ)P(‖nǫ‖L∞ , ‖∇nǫ‖L∞ , ‖vǫ‖L∞ , ‖∇vǫ‖L∞ , ‖∇
2nǫ‖L∞)‖∇nǫ‖
2
H2s + δ‖∇Jǫvǫ‖
2
H2s
.
= I ′′′1 + I
′′′
2 + I
′′′
3 + I
′′′
4 + δ‖∇Jǫvǫ‖
2
H2s
+C(δ)P(‖nǫ‖L∞ , ‖∇nǫ‖L∞ , ‖vǫ‖L∞ , ‖∇vǫ‖L∞ , ‖∇
2nǫ‖L∞)‖∇nǫ‖
2
H2s
Firstly, we estimate the terms of I1, I
′
1, I
′′
1 and I
′′′
1 . Due to divv
ǫ = 0 and Lemma 3.1,
we have
|I1|+ |I
′
1|
≤ |〈[∇∆s,Jǫvǫ·]∇Jǫnǫ,∆
s∇Jǫnǫ〉|+ |〈[div∆
s,Jǫvǫ·]∇Jǫnǫ,∆
sdivJǫnǫ〉|
≤ Cδ(‖∇vǫ‖L∞ + ‖∇nǫ‖
2
L∞)‖∇nǫ‖
2
H2s + δ‖∇Jǫvǫ‖
2
H2s
GLOBAL EXISTENCE OF WEAK SOLUTION FOR THE 2-D ERICKSEN-LESLIE SYSTEM 11
As to I ′′1 and I
′′′
1 , we have the following estimate
[Jǫ, f ]∇jg =
∫
IRd
φǫ(y)f(x− y)∇jg(x− y)dy −
∫
Rd
φǫ(y)f(x)∇jg(x− y)dy
≤ |
∫
IRd
∇jφǫ(y)
∫ 1
0
y · ∇f(x− τy)dτg(x− y)dy|
+|
∫
IRd
φǫ(y)∇jf(x− y)g(x − y)dy|,
where φǫ(x) =
1
ǫd
φ(xǫ ). Hence, for 1 ≤ p ≤ ∞, by Young inequality we get
‖[Jǫ, f ]∇jg‖Lp ≤ C
(
‖∇jφǫ(y)y‖L1‖∇f‖L∞ + ‖φǫ(y)‖L1‖∇f‖L∞
)
‖g‖Lp
≤ C(1 + ‖∇f‖L∞)‖g‖Lp (3.7)
Applying (3.7) and Lemma 3.1 to I ′′1 , we obtain
|I ′′1 | ≤ |〈[Jǫ,Jǫnǫ × Jǫnǫ×]∆
scurl∇jnǫ,∆
s−1∇jcurl(Jǫvǫ · ∇Jǫnǫ)〉|+ δ‖∇Jǫvǫ‖
2
H2s
+C(δ)P(‖nǫ‖L∞ , ‖∇nǫ‖L∞ , ‖vǫ‖L∞ , ‖∇vǫ‖L∞ , ‖∇
2nǫ‖L∞)‖∇nǫ‖
2
H2s
≤ 2δ‖∇Jǫvǫ‖
2
H2s + C(δ)P(‖nǫ‖L∞ , ‖∇nǫ‖L∞ , ‖vǫ‖L∞ , ‖∇vǫ‖L∞ , ‖∇
2nǫ‖L∞)‖∇nǫ‖
2
H2s
Similar estimates hold for the term I ′′′1 , thus we have
|I1|+ |I
′
1|+ |I
′′
1 |+ |I
′′′
1 |
≤ 5δ‖∇Jǫvǫ‖
2
H2s + C(δ)P(‖nǫ‖L∞ , ‖∇nǫ‖L∞ , ‖vǫ‖L∞ , ‖∇vǫ‖L∞ , ‖∇
2nǫ‖L∞)‖∇nǫ‖
2
H2s
(3.8)
Secondly, for the terms I2 − I
′′′
2 , by the formula of Jǫh, Lemma 3.1 and (3.7) we have
2aI2 + 2(k1 − a)I
′
2 + 2(k2 − a)I
′′
2 + 2(k3 − a)I
′′′
2
≤ 〈∆s
(
Jǫnǫ × ((JǫΩǫ · Jǫnǫ)× Jǫnǫ)
)
,∆sJǫhǫ〉
+2(k3 − k2)〈∆
s(Jǫnǫ × ((JǫΩǫ · Jǫnǫ)× Jǫnǫ) ),∆s((curlJǫnǫ · Jǫnǫ)curlJǫnǫ)〉
+C|〈[∆s,Jǫnǫ × Jǫnǫ×]curlcurlJǫnǫ,∆
s(Jǫnǫ × ((JǫΩǫ · Jǫnǫ)×Jǫnǫ))〉|
+C|〈[∆s,JǫnǫJǫnǫ·]curlcurlJǫnǫ,∆
s(Jǫnǫ × ((JǫΩǫ · Jǫnǫ)× Jǫnǫ))〉|
+C|〈[Jǫ,Jǫnǫ × Jǫnǫ×]∆
scurlcurlnǫ,∆
s(Jǫnǫ × ((JǫΩǫ · Jǫnǫ)×Jǫnǫ))〉|
+C|〈[Jǫ,JǫnǫJǫnǫ·]∆
scurlcurlnǫ,∆
s(Jǫnǫ × ((JǫΩǫ · Jǫnǫ)× Jǫnǫ))〉|
+C(δ)P(‖nǫ‖L∞ , ‖∇nǫ‖L∞ , ‖vǫ‖L∞ , ‖∇vǫ‖L∞ , ‖∇
2nǫ‖L∞)‖∇nǫ‖
2
H2s + δ‖∇Jǫvǫ‖
2
H2s
≤ 〈
(
Jǫnǫ × ((Jǫ∆
sΩǫ · Jǫnǫ)× Jǫnǫ)
)
,∆sJǫhǫ〉
+|〈[∆s,Jǫnǫ × (Jǫnǫ × (Jǫnǫ·))]∇lΩǫ,∆
s−1∇lJǫhǫ〉|
+C(δ)P(‖nǫ‖L∞ , ‖∇nǫ‖L∞ , ‖vǫ‖L∞ , ‖∇vǫ‖L∞ , ‖∇
2nǫ‖L∞)‖∇nǫ‖
2
H2s + 2δ‖∇Jǫvǫ‖
2
H2s ,
≤ 〈
(
Jǫnǫ × ((Jǫ∆
sΩǫ · Jǫnǫ)× Jǫnǫ)
)
,∆sJǫhǫ〉
+C(δ)P(‖nǫ‖L∞ , ‖∇nǫ‖L∞ , ‖vǫ‖L∞ , ‖∇vǫ‖L∞ , ‖∇
2nǫ‖L∞)‖∇nǫ‖
2
H2s + 3δ‖∇Jǫvǫ‖
2
H2s .
(3.9)
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For the terms I3, · · · , I
′′′
3 , similar arguments yield that
2aI3 + 2(k1 − a)I
′
3 + 2(k2 − a)I
′′
3 + 2(k3 − a)I
′′′
3
≤ −µ2〈
(
Jǫnǫ × ((Jǫ∆
sDǫ · Jǫnǫ)× Jǫnǫ)
)
,∆sJǫhǫ〉
+C(δ)P(‖nǫ‖L∞ , ‖∇nǫ‖L∞ , ‖vǫ‖L∞ , ‖∇vǫ‖L∞ , ‖∇
2nǫ‖L∞)‖∇nǫ‖
2
H2s + δ‖∇Jǫvǫ‖
2
H2s .
(3.10)
Moreover, since using Lemma 3.1 and integration by parts, we have
‖∆s
(
Jǫnǫ × (Jǫhǫ × Jǫnǫ)
)
‖L2(IRd)
≤ CP(‖nǫ‖L∞ , ‖∇nǫ‖L∞ , ‖∇
2nǫ‖L∞)(‖∇nǫ‖H2s + ‖∇
2s(Jǫhǫ ×Jǫnǫ)‖L2)
≤ CP(‖nǫ‖L∞ , ‖∇nǫ‖L∞ , ‖∇
2nǫ‖L∞)
·(‖∇nǫ‖H2s + ‖∆
sJǫhǫ × Jǫnǫ‖L2 + ‖[∆
s,Jǫnǫ×]Jǫhǫ‖L2)
≤ CP(‖nǫ‖L∞ , ‖∇nǫ‖L∞ , ‖∇
2nǫ‖L∞)
(
‖∇nǫ‖H2s + ‖∆
sJǫhǫ ×Jǫnǫ‖L2
)
. (3.11)
Hence, for the terms I4, · · · , I
′′′
4 , again using Lemma 3.1, by the formula of Jǫhǫ we get
2aI4 + 2(k1 − a)I
′
4 + 2(k2 − a)I
′′
4 + 2(k3 − a)I
′′′
4
≤ −µ1〈∆
s(Jǫnǫ × (Jǫhǫ ×Jǫnǫ)),∆sJǫhǫ〉
+C(δ)P(‖nǫ‖L∞ , ‖∇nǫ‖L∞ , ‖∇
2nǫ‖L∞)‖∇nǫ‖
2
H2s + δ‖∆
sJǫhǫ × Jǫnǫ‖
2
L2
≤ −µ1〈∆
sJǫhǫ × Jǫnǫ,∆
sJǫhǫ × Jǫnǫ〉
−µ1〈[∆
s,Jǫnǫ×](Jǫhǫ × Jǫnǫ),∆
sJǫhǫ〉+ µ1〈[∆
s,Jǫnǫ×]Jǫhǫ,∆
sJǫhǫ × Jǫnǫ〉
+C(δ)P(‖nǫ‖L∞ , ‖∇nǫ‖L∞ , ‖∇
2nǫ‖L∞)‖∇nǫ‖
2
H2s + 2δ‖∆
sJǫhǫ × Jǫnǫ‖
2
L2
.
= −µ1〈∆
sJǫhǫ × Jǫnǫ,∆
sJǫhǫ × Jǫnǫ〉+ I41 + I42
+C(δ)P(‖nǫ‖L∞ , ‖∇nǫ‖L∞ , ‖∇
2nǫ‖L∞)‖∇nǫ‖
2
H2s + 2δ‖∆
sJǫhǫ × Jǫnǫ‖
2
L2 . (3.12)
Obviously, I42 is bounded by
|I42| ≤ C(δ)P(‖nǫ‖L∞ , ‖∇nǫ‖L∞ , ‖∇
2nǫ‖L∞)‖∇nǫ‖
2
H2s + δ‖∆
sJǫhǫ × Jǫnǫ‖
2
L2 .
(3.13)
The term I41 is a little complicated. In fact, using the formula of Jǫhǫ we can rewrite I41
as
I41 ≤ 2aµ1〈∇[∆
s,Jǫnǫ×](Jǫhǫ × Jǫnǫ),∇∆
sJǫnǫ〉
+2(k1 − a)µ1〈div[∆
s,Jǫnǫ×](Jǫhǫ × Jǫnǫ),div∆
sJǫnǫ〉
+2(k2 − a)µ1〈curl[∆
s,Jǫnǫ×](Jǫhǫ × Jǫnǫ),∆
s(Jǫnǫ × (curlJǫnǫ × Jǫnǫ))〉
+2(k3 − a)µ1〈curl[∆
s,Jǫnǫ×](Jǫhǫ × Jǫnǫ),∆
s(curlJǫnǫ · JǫnǫJǫnǫ)〉
+2(k3 − k2)µ1〈[∆
s,Jǫnǫ×](Jǫhǫ × Jǫnǫ),∆
s((curlJǫnǫ · Jǫnǫ)(curlJǫnǫ))〉
For the first term of I41, by Lemma 3.1 and integration by parts as in (3.11), it’s easy to
derive that
〈∇[∆s,Jǫnǫ×](Jǫhǫ × Jǫnǫ),∇∆
sJǫnǫ〉
= 〈[∆s,∇Jǫnǫ×](Jǫhǫ × Jǫnǫ),∇∆
sJǫnǫ〉+ 〈[∆
s,Jǫnǫ×]∇(Jǫhǫ × Jǫnǫ),∇∆
sJǫnǫ〉
≤ CP(‖nǫ‖L∞ , ‖∇nǫ‖L∞ , ‖∇
2nǫ‖L∞)
(
‖∇nǫ‖
2
H2s + ‖∇
2s(Jǫhǫ × Jǫnǫ)‖L2‖∇nǫ‖H2s
)
≤ C(δ)P(‖nǫ‖L∞ , ‖∇nǫ‖L∞ , ‖∇
2nǫ‖L∞)‖∇nǫ‖
2
H2s + δ‖(∆
sJǫhǫ × Jǫnǫ)‖
2
L2
GLOBAL EXISTENCE OF WEAK SOLUTION FOR THE 2-D ERICKSEN-LESLIE SYSTEM 13
Other terms are similar to deal with, and finally it’s easy to obtain
|I41| ≤ C(δ)P(‖nǫ‖L∞ , ‖∇nǫ‖L∞ , ‖∇
2nǫ‖L∞)‖∇nǫ‖
2
H2s + 5δ‖∆
sJǫhǫ × Jǫnǫ‖
2
L2 .
(3.14)
It is concluded by (3.12), (3.13) and (3.14) that
2aI4 + 2(k1 − a)I
′
4 + 2(k2 − a)I
′′
4 + 2(k3 − a)I
′′′
4
≤ −µ1〈∆
shǫ × nǫ,∆
shǫ × nǫ〉+ C(δ)P(‖nǫ‖L∞ , ‖∇nǫ‖L∞ , ‖∇
2nǫ‖L∞)‖∇nǫ‖
2
H2s
+8δ‖∆sJǫhǫ × Jǫnǫ‖
2
L2 .
(3.15)
Thus, by (3.3), (3.4), (3.8), (3.9), (3.10) and (3.15), we get
d
dt
∫
IRd
Es(nǫ,vǫ)−
Re
2(1− γ)
〈∆svǫ,∆
svǫ〉dx+ µ1〈∆
sJǫhǫ × Jǫnǫ,∆
sJǫhǫ × Jǫnǫ〉
≤ 〈Jǫnǫ × ((∆
sJǫΩǫ · Jǫnǫ)× Jǫnǫ) ,∆
sJǫhǫ〉
−µ2〈Jǫnǫ × ((∆
sJǫDǫ · Jǫnǫ)× Jǫnǫ) ,∆
sJǫhǫ〉
+C(δ)P(‖nǫ‖L∞ , ‖∇nǫ‖L∞ , ‖∇
2nǫ‖L∞ , ‖vǫ‖L∞ , ‖∇vǫ‖L∞)‖∇nǫ‖
2
H2s
+30δ(‖∇Jǫvǫ‖
2
H2s + ‖∆
sJǫhǫ × Jǫnǫ‖
2
L2). (3.16)
Step 2.3. We consider the estimate of higher order derivatives for vǫ in Es(vǫ,nǫ).
Acting the inner product Re(1−γ)∆
svǫ on both sides of (3.2)1, by the antisymmetry of JǫΩǫ
we get
Re
2(1− γ)
d
dt
〈∆svǫ,∆
svǫ〉+
γ
1− γ
〈∇∆sJǫvǫ,∇∆
sJǫvǫ〉
= −
Re
1− γ
〈∆s(Jǫvǫ · ∇Jǫvǫ),∆
sJǫvǫ〉+ 〈∆
s(Wpkj
(Jǫnǫ,Jǫ∇nǫ)∇iJǫn
k
ǫ ),∆
s∇jJǫv
i
ǫ〉
−〈∆s{β1(JǫnǫJǫnǫ : JǫDǫ)JǫnǫJǫnǫ +
β3
2
|Jǫnǫ|
2(JǫnǫJǫDǫ · Jǫnǫ + JǫDǫ · JǫnǫJǫnǫ)
+β2|Jǫnǫ|
4JǫDǫ},∆
sJǫDǫ〉+ µ2〈∆
s (Jǫnǫ × (Jǫhǫ × Jǫnǫ)Jǫnǫ) ,∆
sJǫDǫ〉
−〈∆s (Jǫnǫ × (Jǫhǫ × Jǫnǫ)Jǫnǫ) ,∆
sJǫΩǫ〉
.
= III1 + III2 + III3 + III4 + III5.
Then by Lemma 3.1 and divJǫvǫ = 0 we have
III1 ≤ C‖∇vǫ‖L∞‖vǫ‖
2
H2s ,
III2 ≤ C(δ)P(‖nǫ‖L∞ , ‖∇nǫ‖L∞)‖∇nǫ‖
2
H2s + δ‖∇Jǫvǫ‖
2
H2s ,
III4 ≤ µ2〈Jǫnǫ × (∆
sJǫhǫ × Jǫnǫ),∆
sJǫDǫ · Jǫnǫ〉
+C(δ)P(‖nǫ‖L∞ , ‖∇nǫ‖L∞ , ‖∇
2nǫ‖L∞)‖∇nǫ‖
2
H2s + δ‖∇Jǫvǫ‖
2
H2s ,
III5 ≤ −〈Jǫnǫ × (∆
sJǫhǫ × Jǫnǫ),∆
sJǫΩǫ · Jǫnǫ〉
+C(δ)P(‖nǫ‖L∞ , ‖∇nǫ‖L∞ , ‖∇
2nǫ‖L∞)‖∇nǫ‖
2
H2s + δ‖∇Jǫvǫ‖
2
H2s ,
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and by Remark 2.2,
III3 ≤ −〈β1(JǫnǫJǫnǫ : ∆
sJǫDǫ)JǫnǫJǫnǫ + β2|Jǫnǫ|
4∆sJǫDǫ,∆
sJǫDǫ〉
−
β3
2
|Jǫnǫ|
2〈(Jǫnǫ∆
sJǫDǫ · Jǫnǫ +∆
sJǫDǫ · JǫnǫJǫnǫ),∆
sJǫDǫ〉
+C(δ)P(‖nǫ‖L∞ , ‖∇nǫ‖L∞ , ‖∇vǫ‖L∞)(‖Jǫvǫ‖
2
H2s + ‖∇nǫ‖
2
H2s) + δ‖∇Jǫvǫ‖
2
H2s
≤ C(δ)P(‖nǫ‖L∞ , ‖∇nǫ‖L∞ , ‖∇vǫ‖L∞)(‖vǫ‖
2
H2s + ‖∇nǫ‖
2
H2s) + δ‖∇Jǫvǫ‖
2
H2s .
Summing up for III1 − III5, we have
Re
2(1 − γ)
d
dt
〈∆svǫ,∆
svǫ〉+
γ
1− γ
〈∆s∇Jǫvǫ,∆
s∇Jǫvǫ〉
≤ µ2〈Jǫnǫ × (∆
sJǫhǫ × Jǫnǫ),∆
sJǫDǫ · Jǫnǫ〉
−〈Jǫnǫ × (∆
sJǫhǫ × Jǫnǫ),∆
sJǫΩǫ · Jǫnǫ〉+ 5δ‖∇Jǫvǫ‖
2
H2s
+C(δ)P(‖nǫ‖L∞ , ‖∇nǫ‖L∞ , ‖∇
2nǫ‖L∞ , ‖vǫ‖L∞ , ‖∇vǫ‖L∞)(‖∇nǫ‖
2
H2s + ‖vǫ‖
2
H2s)
(3.17)
Hence, choose δ small enough and by (3.16), (3.17) we may show that
d
dt
Es(vǫ,nǫ) +
γ
2(1 − γ)
‖∆s∇Jǫvǫ‖
2
L2 ≤ F(Es(vǫ,nǫ)),
where F is an increasing function with F(0) = 0. It means that there exists a T > 0
depending only on Es(v0,n0) such that for ∀t ∈ [0,min(T, Tǫ)],
Es(vǫ,nǫ)(t) +
γ
2(1− γ)
∫ t
0
‖∆s∇Jǫvǫ‖
2
L2dτ ≤ 2Es(v0,n0),
which implies that Tǫ ≥ T by a continuous argument. Then the uniform estimates for the
approximate solutions (vǫ,nǫ) on [0, T ] hold, which yield that there exists a local solution
(v,n) of (1.1) by the standard compactness arguments. Moreover, if |n0| = 1, multiply ·n
on both sides of (1.9) and we can obtain that |n| = 1. Hence the proof is complete.
3.2. Uniqueness. The section is devoted to the proof of uniqueness for strong solutions of
(1.1).
Theorem 3.2. Assume that the Leslie coefficients satisfy (1.6)-(1.8), and the initial data
∇n0 ∈ H
2s(IRd), v0 ∈ H
2s(IRd) with divv0 = 0, where s ≥ 2 and d = 2, 3. Then there exists
a unique strong solution (v,n) of the Ericksen-Leslie system (1.1) in IRd × (0, T ) with the
indicated data.
Proof: For (v0,n0) with ∇n0 ∈ H
2s(IRd) and v0 ∈ H
2s(IRd) (s ≥ 2), we may assume that
there exist two strong solutions (v1,n1) and (v2,n2) in IR
d × (0, T ) with the initial data,
which satisfy
sup
(x,t)∈(IRd×(0,T ))
∑
i=1,2
(
|∇3ni|+ |∇
2ni|+ |∇ni|+ |∇
2vi|+ |∇vi|+ |vi|
)
≤ C. (3.18)
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Firstly, we estimate ‖n1 − n2‖L2 . By the equation (1.9), we have
1
2
d
dt
〈n1 − n2,n1 − n2〉
= 〈v2 · ∇n2 − v1 · ∇n1,n1 − n2〉+ 〈Ω2 · n2 − Ω1 · n1,n1 − n2〉
+µ1〈n1 × (h1 × n1)− n2 × (h2 × n2),n1 − n2〉
+µ2〈n1 × (D1 · n1 × n1)− n2 × (D2 · n2 × n2),n1 − n2〉
.
= A1 +A2 +A3 +A4,
where Ωi,hi,Di represent the functions of vi,ni for i = 1, 2, respectively. For simplicity’s
sake, we denote
δn = n1 − n2, δv = v1 − v2, δh = h1 − h2,
δD = D1 −D2, δΩ = Ω1 − Ω2, δN = N1 −N2.
For the terms A1 and A2, by the assumption (3.18) and integration by parts we have
|A1|+ |A2| ≤ C
(
‖∇δn‖2L2 + ‖δv‖
2
L2 + ‖δn‖
2
L2
)
. (3.19)
Similarly, for the term A4, it’s easier to obtain
A4 ≤ C
(
‖∇δn‖2L2 + ‖δv‖
2
L2 + ‖δn‖
2
L2
)
. (3.20)
For the term A3, by the above assumptions and the formula of h (2.10) we have the following
estimates
A3 ≤ µ1〈n1 × (δh × n1), δn〉 + C‖δn‖
2
L2
≤ µ1〈δh, δn〉 − µ1〈(δn · n1)n1, δn〉 + C‖δn‖
2
L2
.
= A31 +A32 + C‖δn‖
2
L2 ,
where
δh = 2a(∆δn) + 2(k1 − a)(∇divδn)
−2(k2 − a)(curl(n1 × (curln1 × n1))− curl(n2 × (curln2 × n2)))
−2(k3 − a)(curl(curln1 · n1n1)− curl(curln2 · n2n2))
−2(k3 − k2)
(
(curln1 · n1)(curln1)− (curln2 · n2)(curln2)
)
.
Hence for A31,
A31 ≤ −2aµ1‖∇δn‖
2
L2 − 2µ1(k1 − a)‖divδn‖
2
L2 − 2µ1(k2 − a)‖curlδn× n1‖
2
L2
−2µ1(k3 − a)‖curlδn · n1‖
2
L2 + C(a, µ1)‖δn‖
2
L2 + aµ1‖∇δn‖
2
L2
≤ C‖δn‖2L2 . (3.21)
For A32, similar arguments yield that
A32 ≤ C
(
‖δn‖2L2 + ‖∇δn‖
2
L2
)
. (3.22)
Then, combining the above estimates we have
1
2
∂t‖δn‖
2
L2 ≤ C
(
‖∇δn‖2L2 + ‖δn‖
2
L2 + ‖δv‖
2
L2
)
. (3.23)
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Secondly, we need to estimate ‖δv‖L2 . Multiplying (v1 − v2) on both sides of the equation
(1.1)1 and integrating we have
1
2
∂t〈δv, δv〉 +
γ
Re
〈∇δv,∇δv〉
= 〈v2 · ∇v2 − v1 · ∇v1, δv〉 +
1− γ
Re
〈σL2 − σ
L
1 ,∇δv〉 +
1− γ
Re
〈σE2 − σ
E
1 ,∇δv〉
.
= A5 +
1− γ
Re
A6 +A7,
Obviously,
A5 ≤ C‖δv‖
2
L2 +
γ
16Re
‖∇δv‖2L2 ,
and
A7 ≤ C
(
‖δn‖2L2 + ‖∇δn‖
2
L2
)
+
γ
16Re
‖∇δv‖2L2 .
The estimate of A6 is difficult. First we note that, for i = 1, 2
σLi = α1(nini : Di)nini + α2niNi + α3Nini + α4Di + α5nini ·Di + α6Di · nini,
and by the assumptions |Di| + |Ni| + |(ni)t| ≤ C in IR
d × [0, T ] with i = 1, 2. Hence, we
have
A6 ≤ −
{〈
α1(n1n1 : δD)n1n1 + α2n1(δN) + α3(δN)n1 + α4δD, δD + δΩ
〉
+
〈α5n1n1 · δD+ α6δD · n1n1, δD + δΩ〉
}
+
γ
16Re
‖∇δv‖2L2 + C‖δn‖
2
L2
.
= A8 +
γ
16(1 − γ)
‖∇δv‖2L2 + C‖δn‖
2
L2 .
Then by the same arguments as in Proposition 2.1 for (2.4)
A8 ≤ −(α1 +
γ22
γ1
)‖n1n1 : δD‖
2
L2 − (α5 + α6 −
γ22
γ1
)‖δD · n1‖
2
L2 − α4‖δD‖
2
L2
−〈δh, δΩ · n1〉 −
γ2
γ1
〈δh × n1, (δD · n1)× n1〉
+
γ
16(1 − γ)
‖∇δv‖2L2 + C‖δn‖
2
L2 .
Hence by Remark 2.2 we have
1
2
d
dt
‖δv‖2L2 +
3γ
4Re
‖∇δv‖2L2
≤ −
1− γ
Re
〈δh, δΩ · n1〉 −
γ2
γ1
(
1− γ
Re
)〈δh× n1, (δD · n1)× n1〉+ C
(
‖δn‖2L2 + ‖∇δn‖
2
L2
)
.
(3.24)
At last, to control the first two terms of the above inequlity, we introduce the functional
W (n1,∇(n1 − n2)), and
W (n1,∇(n1 − n2))
= a|∇(n1 − n2)|
2 + (k1 − a)(div(n1 − n2))
2 + (k2 − a)|n1 × (∇× (n1 − n2))|
2
+(k3 − a)|n1 · (∇× (n1 − n2))|
2
= a|∇δn|2 + (k1 − a)|divδn|
2 + (k2 − a)|n1 × (∇× δn)|
2 + (k3 − a)|n1 · (∇× δn)|
2.
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Moreover, making the same computations as in Lemma 2.3 we get
∇αW plα −Wnl = 2a∆δn + 2(k1 − a)∇divδn− 2(k2 − a)curl(n1 × (curlδn× n1)
−2(k3 − a)curl(curlδn · n1n1) +A9,
where A9 is the term without ∂ijn1, and |A9| ≤ C(|∇δn|+ |δn|). Hence
|∇αW plα −W nl − (h1 − h2)| ≤ C(|∇δn| + |δn|). (3.25)
Then
d
dt
∫
IRd
W (n1,∇(n1 − n2))dx
=
∫
IRd
Wnl(n
l
1 − n
l
2)t +W pli
∂t∇i(n
l
1 − n
l
2)dx+
∫
IRd
Wnl(n
l
2)tdx
≤ 〈Wnl −∇iW pli
, δnlt + v1 · ∇n
l
1 − v2 · ∇n
l
2 − (v1 · ∇n
l
1 − v2 · ∇n
l
2)〉+ C‖∇δn‖
2
L2
.
= A10 − 〈Wnl −∇iW pli
,v1 · ∇n
l
1 − v2 · ∇n
l
2〉+ C‖∇δn‖
2
L2 ,
while
−〈Wnl −∇iW pli
),v1 · ∇n
l
1 − v2 · ∇n
l
2〉
≤ |
∫
IRd
W pli
∇iv
k
1∇k(n
l
1 − n
l
2)dx|+ |
∫
IRd
(Wnl −∇iW pli
)(δv) · ∇nl2dx|+ C‖∇(δn)‖
2
L2
≤
γ
16(1 − γ)
‖∇δv‖2L2 + C
(
‖δn‖2L2 + ‖δv‖
2
L2 + ‖∇δn‖L2
)
.
To estimate the term A10, since |∇
2v|+ |∇3ni| ≤ C for i = 1, 2, by (3.25) we have
A10 ≤ 〈Wnl −∇iW pli
,−δΩ · n1 + µ1n1 × (δh× n1) + µ2n1 × (δD · n1 × n1)〉
+C
(
‖δn‖2L2 + ‖∇δn|
2
L2
)
≤ 〈δh, δΩ · n1〉 − µ1〈δh× n1, δh× n1〉 − µ2〈δh× n1, δD · n1 × n1〉
+
γ
16(1 − γ)
‖∇δv‖2L2 + C
(
‖δn‖2L2 + ‖∇δn|
2
L2
)
.
Thus,
d
dt
∫
IRd
W (n1,∇(n1 − n2))dx
≤ 〈δh, δΩ · n1〉 − µ1〈δh× n1, δh× n1〉 − µ2〈δh× n1, δD · n1 × n1〉
+
γ
4(1− γ)
‖∇δv‖2L2 +C
(
‖δn‖2L2 + ‖δv‖
2
L2 + ‖∇δn|
2
L2
)
. (3.26)
Then, combine the above all estimates (3.23), (3.24) and (3.26), and noting that µ2 = −
γ2
γ1
we obtain
d
dt
(
‖δn‖2L2 + ‖δv‖
2
L2 +
1− γ
Re
∫
IRd
W (n1,∇(n1 − n2))dx
)
≤ C
(
‖δn‖2L2 + ‖δv‖
2
L2 +
∫
IRd
W (n1,∇(n1 − n2))dx
)
,
which complete the proof by Gronwall’s inequality.
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3.3. Blow up criterion. In this subsection, we will prove a blow up criterion for strong
solution (v,n) of (1.1) constructed in Section 3.1 under the assumption (1.6)-(1.8) with the
data ∇n0 ∈ H
2s(IRd) and v0 ∈ H
2s(IRd)(d = 2or 3). Let T ∗ be the maximal existence time
of the solution. If T ∗ < +∞, then it is necessary to hold that∫ T ∗
0
‖∇ × v(t)‖L∞ + ‖∇n(t)‖
2
L∞dt = +∞.
Recall that |n| = 1, n× (∆n×n) = ∆n+ |∇n|2n, and we can obtain much precise a priori
estimates than Section 3.1. In fact, we are aimed at the following energy estimates,
d
dt
Es(v,n) ≤ C(1 + ‖∇n‖
2
L∞ + ‖∇v‖L∞)Es(v,n), (3.27)
where
Es(v,n) = ‖n− n0‖
2
L2 +
Re
2(1− γ)
‖v‖2L2 +
∫
IRd
W (n,∇n)dx
+a‖∆s∇n‖2L2 + (k1 − a)‖∆
sdivn‖2L2 + (k2 − a)‖n×∆
scurln‖2L2
+(k3 − a)‖n ·∆
scurln‖2L2 +
Re
2(1 − γ)
‖∆sv‖2L2 .
Then by Logarithmic Sobolev inequality in [3]
‖∇v‖L∞ ≤ C
(
1 + ‖∇v‖L2 + ‖∇ × v‖L∞ log(3 + ‖v‖Hk )
)
,
for any k ≥ 3, we have
d
dt
Es(v,n) ≤ C(1 + ‖∇n‖
2
L∞ + ‖∇v‖L2 + ‖∇ × v‖L∞) log(3 + Es(v,n))Es(v,n).
Applying Gronwall’s inequality to the above inequality,
Es(v,n) ≤ (3 + Es(v0,n0))
exp
(
C
∫ t
0
(1+‖∇v‖L2+‖∇n‖
2
L∞
+‖∇×v‖L∞)dτ
)
,
for any t ∈ [0, T ∗). Hence we complete the proof if (3.27) holds. In order to obtain (3.27),
we sketch the proof since it’s similar to the arguments in Section 3.1, and we divide it into
three steps.
Step 1. Estimate the lower order terms. As in Proposition 2.1, the energy law holds
d
dt
∫
IRd
Re
2(1 − γ)
|v|2 +W (n,∇n)dx+
γ
1− γ
∫
IRd
|∇v|2dx+
1
γ1
∫
IRd
|n× h|2dx
= −
∫
IRd
β1|D : nn|
2 + β2D : D+ β3|D · n|
2dx ≤ 0. (3.28)
Using (1.9) and (2.10), by integration by parts we have
d
dt
‖n− n0‖
2
L2 = 2〈∂tn,n− n0〉
= −2〈v · ∇n0 + n×
(
(Ω · n− µ1h− µ2D · n)× n
)
,n− n0〉
−2〈v · ∇(n− n0),n− n0〉
≤ C
(
‖∇n0‖L2‖v‖L2 + ‖∇v‖L2‖(n− n0)‖L2 + ‖∇n‖
2
L2 + ‖∇(n− n0)‖L2‖∇n‖2
)
≤ CEs(v,n), (3.29)
where we have used ∇n ∈ C
(
[0, T ∗);H2s(IRd)
)
.
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Step 2. Estimates the higher order derivatives of n. As in Section 3.1, we have
1
2
d
dt
〈∇∆sn,∇∆sn〉
= −〈∇∆s(v · ∇n),∆s∇n〉+ 〈∆s (n× ((Ω · n)× n)) ,∆s+1n〉
−µ2〈∆
s(n× ((D · n)× n)),∆s+1n〉 − µ1〈∆
s(n× (h× n)),∆s+1n〉
.
= II1 + II2 + II3 + II4, (3.30)
and
1
2
d
dt
〈div∆sn,div∆sn〉
= −〈∆sdiv(v · ∇n),∆sdivn〉+ 〈∆s(n× ((Ω · n)× n)),∆s∇divn〉
−µ2〈∆
s(n× ((D · n)× n)),∆s∇divn〉 − µ1〈∆
s(n× (h× n)),∆s∇divn〉
.
= II ′1 + II
′
2 + II
′
3 + II
′
4 (3.31)
Moreover, 〈n×∆scurln,n×∆scurln〉 = 〈∆scurln,∆scurln〉−〈n ·∆scurln,n ·∆scurln〉,
and
1
2
d
dt
〈∆scurln,∆scurln〉
= −〈curl∆s(v · ∇n),∆scurln〉 − 〈∆s
(
n× ((Ω · n)× n)
)
,∆scurlcurln〉
+µ2〈∆
s(n× ((D · n)× n)),∆scurlcurln〉+ µ1〈∆s(n× (h× n)),∆scurlcurln〉
.
= II ′′1 + II
′′
2 + II
′′
3 + II
′′
4 (3.32)
On the other hand,
1
2
d
dt
〈n ·∆scurln,n ·∆scurln〉
= 〈∂tn ·∆
scurln+ n ·∆scurl∂tn,n ·∆
scurln〉
= −〈(v · ∇n) ·∆scurln+ n ·∆scurl(v · ∇n),n ·∆scurln〉
+〈(∂tn+ v · ∇n) ·∆
scurln+ n ·∆scurl(∂tn+ v · ∇n),n ·∆
scurln〉
= 〈n · (v · ∇)(∆scurln)− n ·∆scurl(v · ∇n),n ·∆scurln〉
+〈∆s(∂tn+ v · ∇n), curl ((n ·∆
scurln)n)〉
+〈(∂tn+ v · ∇n) ·∆
scurln,n ·∆scurln〉
= −〈[∆scurl,v·]∇n, (n ·∆scurln)n〉+ 〈∆s(∂tn+ v · ∇n),∆
scurl((n · curln)n)〉
+〈∆s(∂tn+ v · ∇n), curl ((n ·∆
scurln)n)−∆scurl((n · curln)n)〉
+〈(∂tn+ v · ∇n) ·∆
scurln,n ·∆scurln〉
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which is equal to
= −〈[∆scurl,v·]∇n,n ·∆scurlnn〉 − 〈∆s
(
n× ((Ω · n)× n)
)
,∆scurl(curln · nn)〉
+µ2〈∆
s (n× ((D · n)× n)) ,∆scurl(curln · nn)〉
+µ1〈∆
s(n× (h× n)),∆scurl(curln · nn)〉
+〈∆s(∂tn+ v · ∇n), (n ·∆
scurln)curln−∆s((n · curln)curln)〉
+〈∆s(∂tn+ v · ∇n),n×∇∆
s(n · curln)− n×∇(n ·∆scurln)〉
+〈∆s(∂tn+ v · ∇n),∆
s(n×∇(n · curln))− n×∇∆s(n · curln)〉
+〈(∂tn+ v · ∇n) ·∆
scurln,n ·∆scurln〉
.
= II ′′′1 + II
′′′
2 + II
′′′
3 + II
′′′
4 + II
′′′
5 + II
′′′
6 + II
′′′
7 + II
′′′
8 , (3.33)
where we have used the following relation, for a function f and a vector field u,
curl(fu) = fcurl(u) +∇f × u.
Applying Lemma 3.1, we have
|II1|+ |II
′
1|+ |II
′′
1 |+ |II
′′′
1 |
≤ C
(
‖∇v‖H2s‖∇n‖L∞ + ‖∇v‖L∞‖∇n‖H2s
)
‖∇n‖H2s
≤ Cδ(‖∇v‖L∞ + ‖∇n‖
2
L∞)‖∇n‖
2
H2s + δ‖∇vǫ‖
2
H2s , (3.34)
where δ > 0, to be decided later.
For the terms II2, · · · , II
′′′
2 , we will use the following Gagliardo-Sobolev inequality on IR
d
(for example, see [1]). Let α ∈ N and α ≥ 2s − 1, then for 1 ≤ j ≤ [α2 ], [
α
2 ] + 1 ≤ k ≤ α
and f ∈ Hα+1(IRd) we have
‖∇jf‖L∞ ≤ C‖∇f‖
j
α+1−d/2
Hα ‖f‖
1− j
α+1−d/2
L∞ , ‖∇
kf‖L2 ≤ C‖∇f‖
k−d/2
α+1−d/2
Hα ‖f‖
1−
k−d/2
α+1−d/2
L∞
(3.35)
Hence, for α ≥ 2s − 1 with s ≥ 2, the following inequalities hold
‖∇α+1n‖L2‖∇n‖L∞ + ‖∇
αn‖L2‖∇
2n‖L∞ + ‖∇
αn‖L2‖∇n‖
2
L∞ ≤ C‖∇n‖Hα+1 ,
(‖∇2n‖L∞ + ‖∇n‖
2
L∞)‖∇
αn‖L2 ≤ C‖∇n‖L∞‖∇
α+1n‖L2 . (3.36)
by Lemma 3.1, (2.10) and the above inequalities (3.36) we have
2aII2 + 2(k1 − a)II
′
2 + 2(k2 − a)II
′′
2 + 2(k3 − k2)II
′′′
2
≤ 〈n× ((∆sΩ · n)× n) ,∆sh〉+ |〈∇[∆s,n× (n× (n·))]Ω,∆s−1∇h〉|
+C|〈∆s
(
n× ((Ω · n)× n)
)
,∆s(curln · ncurln)〉|
≤ 〈n× ((∆sΩ · n)× n) ,∆sh〉
+C
(
‖∇2sv‖L2‖∇
2n‖L∞ + ‖∇
2sv‖L2‖∇n‖
2
L∞ + ‖∇
2s+1v‖L2‖∇n‖L∞
)
‖∇n‖H2s
+C
(
‖∇2s+1v‖L2 + ‖∇
2sn‖L2‖∇v‖L∞
)
‖∇n‖H2s‖∇n‖L∞
≤ 〈n× ((∆sΩ · n)× n) ,∆sh〉+ Cδ
(
‖∇v‖L∞ + ‖∇n‖
2
L∞
)
(‖∇n‖2H2s + ‖v‖
2
H2s)
+δ(‖∇v‖2H2s + ‖∆
s+1n‖2L2). (3.37)
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Similar arguments hold for the terms II3, · · · , II
′′′
3 ,
2aII3 + 2(k1 − a)II
′
3 + 2(k2 − a)II
′′
3 + 2(k3 − k2)II
′′′
3
≤ −µ2〈n× ((∆
sD · n)× n) ,∆sh〉+ Cδ
(
‖∇v‖L∞ + ‖∇n‖
2
L∞
)
(‖∇n‖2H2s + ‖v‖
2
H2s)
+δ(‖∇v‖2H2s + ‖∆
s+1n‖2L2). (3.38)
For the term II ′′′5 , by Lemma 3.1, (1.9) and Gagliardo-Sobolev inequality (3.36), we have
|II ′′′5 |
≤ C
(
‖∆s∇v‖L2 + ‖∆
sn‖L2‖∇v‖L∞ + ‖∆
sn‖L2(‖∇n‖
2
L∞ + ‖∇
2n‖L∞) + ‖∆
sh× n‖L2
)
·(‖∆sn‖L2‖∇n‖
2
L∞ + ‖∇n‖L∞‖∆
s∇n‖L2 + ‖∆
sn‖L2‖∇
2n‖L∞)
≤ C(‖∇n‖2L∞ + ‖∇v‖L∞)‖∆
s∇n‖2L2 + δ(‖∆
s∇v‖L2 + ‖∆
s+1n‖L2)
2, (3.39)
and similar arguments hold for II ′′′6 − II
′′′
8 .
For the terms II4 − II
′′′
4 , we have
2aII4 + 2(k1 − a)II
′
4 + 2(k2 − a)II
′′
4 + 2(k3 − k2)II
′′′
4
= −µ1〈∆
s(n× (h× n)),∆s(∇αWplα)〉
= −µ1〈∆
s
(
n× ((h−∇αWpkα)× n
)
,∆s(∇αWplα)〉
−µ1〈∆
s
(
n× (∇αWpkα × n
)
,∆s(∇αWplα)〉
.
= II41 + II42. (3.40)
Clearly,
II41 ≤ Cδ(‖∇n‖
2
L∞ + 1)‖∆
s∇n‖2L2 + δ‖∆
s+1n‖2L2 , (3.41)
and
II42 = −µ1〈∆
s
(
n× (∇αWplα × n)
)
,∆s(2a∆n)〉
−µ1〈∆
s
(
n× ((∇αWplα − 2a∆n)× n)
)
,∆s(∇αWplα − 2a∆n)〉
−2aµ1〈∆
s (n× (∆n× n)) ,∆s(∇αWplα − 2a∆n)〉
.
= II43 + II44 + II45. (3.42)
Note that ∇× (∇× n) = ∇(divn)−∆n, and direct calculation shows that
∇αWplα · n
l (3.43)
= −2k2|∇n|
2 − 2(k3 − k2)(n · curln)
2 − 2(k1 − k2)(divn)
2 + 2(k1 − k2)∇l(n
ldivn).
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Thus, by (2.8), Lemma 3.1 and (3.36) we infer that
II43 = −2aµ1〈∆
s∇αWplα ,∆
s+1n〉+ 2aµ1〈∆
s((∇αWplα · n
l)n),∆s+1n〉
= −4a2µ1〈∆
s+1n,∆s+1n〉 − 4a(k1 − a)µ1〈∇∆
sdivn,∇∆sdivn〉
−4a(k2 − a)µ1〈∇∆
scurln,∇∆scurln〉
−4a(k3 − k2)µ1〈∇l∆
s(n · curln),n · ∇l∆
scurln〉
−4a(k3 − k2)µ1〈[∇l∆
s,n](n · curln),∇l∆
scurln〉
+2aµ1〈∆
s((∇αWplα · n
l)n),∆s+1n〉
≤ −4a2µ1〈∆
s+1n,∆s+1n〉 − 4a(k1 − a)µ1〈∇∆
sdivn,∇∆sdivn〉
−4a(k2 − a)µ1〈∇∆
scurln,∇∆scurln〉
−4a(k3 − k2)µ1〈n · ∇l∆
s(curln),n · ∇l∆
scurln〉
+Cδ(‖∇n‖
2
L∞ + 1)‖∆
s∇n‖2L2 + 2δ‖∆
s+1n‖2L2 ,
where for the last term of the second equality we have used (3.43) and the following obser-
vation:
〈∆s(∇l(n
ldivn) · nk),∆s+1nk〉
= 〈∆s∇l(n
ldivn), nk∆s+1nk〉+ 〈[∆s, nk]∇l(n
ldivn),∆s+1nk〉
= 〈∆s∇l(n
ldivn),∆s(nk∆nk)〉 − 〈∆s∇l(n
ldivn), [∆s, nk]∆nk〉
+〈[∆s, nk]∇l(n
ldivn),∆s+1nk〉, (3.44)
which follows from Lemma 3.1, (3.36) and nk∆nk = −|∇n|2 that
〈∆s(∇l(n
ldivn) · nk),∆s+1nk〉 ≤ Cδ(‖∇n‖
2
L∞ + 1)‖∆
s∇n‖2L2 + δ‖∆
s+1n‖2L2 .
Due to a = min{k1, k2, k3} and k2 − a ≥ k2 − k3 when k2 > k3, thus we have
II43 ≤ −4a
2µ1〈∆
s+1n,∆s+1n〉+ Cδ(‖∇n‖
2
L∞ + 1)‖∆
s∇n‖2L2 + 2δ‖∆
s+1n‖2L2 . (3.45)
Similarly, we may obtain that
II44 ≤ −µ1〈n×∆
s(∇αWplα − 2a∆n),n×∆
s(∇αWpkα − 2a∆n)〉
+Cδ(‖∇n‖
2
L∞ + 1)‖∆
s∇n‖2L2 + δ‖∆
s+1n‖2L2 , (3.46)
and
II45 ≤ −4a(k1 − a)µ1〈∇∆
sdivn,∇∆sdivn〉 − 4a(k2 − a)µ1〈∇∆
scurln,∇∆scurln〉
−4a(k3 − k2)µ1〈n · ∇l∆
s(curln),n · ∇l∆
scurln〉
+Cδ(‖∇n‖
2
L∞ + 1)‖∆
s∇n‖2L2 + δ‖∆
s+1n‖2L2
≤ Cδ(‖∇n‖
2
L∞ + 1)‖∆
s∇n‖2L2 + δ‖∆
s+1n‖2L2 . (3.47)
Step 3. Estimates of higher order derivatives of v. Obviously we only need to consider
the terms III2 − III5. Especially, Lemma 3.1 and (3.36) yield that
III2 ≤ Cδ(1 + ‖∇n‖
2
L∞)‖∇n‖
2
H2s + δ‖∇v‖
2
H2s , (3.48)
III4 ≤ µ2〈n× (∆
sh× n),∆sD · n〉+ Cδ(1 + ‖∇n‖
2
L∞)‖∇n‖
2
H2s + δ‖∇v‖
2
H2s , (3.49)
III5 ≤ −〈n× (∆
sh× n),∆sΩ · n〉+ Cδ(1 + ‖∇n‖
2
L∞)‖∇n‖
2
H2s + δ‖∇v‖
2
H2s . (3.50)
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Now we estimate one term of III3. Since Lemma 3.1 and (3.36) imply that
|〈∇j [∆
s,njn·]∇v,∆sv〉|
≤ C
(
‖∇2n‖L∞‖∇
2sv‖L2 + ‖∇v‖L∞‖∇n‖H2s + ‖∇n‖L∞‖∇v‖H2s
)
‖v‖H2s ,
while for the first term, by the inequality (3.35) we get
‖∇2n‖L∞‖∇
2sv‖L2 ≤ C(‖∇n‖L∞‖∇
2s+1v‖L2)
1− 1
2s− d
2 (‖∇v‖L∞‖∇
2s+1n‖L2)
1
2s− d
2
≤ C
(
‖∇n‖L∞‖∇
2s+1v‖L2 + ‖∇v‖L∞‖∇
2s+1n‖L2
)
Hence we have
|〈∇j [∆
s,njn·]∇v,∆sv〉|
≤ Cδ(‖∇v‖L∞ + ‖∇n‖
2
L∞)(‖v‖
2
H2s + ‖∇n‖
2
H2s) + δ‖∇v‖
2
H2s
Consequently, it’s not difficult to obtain the estimates of III3,
III3 ≤ Cδ(‖∇v‖L∞ + ‖∇n‖
2
L∞)(‖v‖
2
H2s + ‖∇n‖
2
H2s) + δ‖∇v‖
2
H2s . (3.51)
At last, by choosing δ sufficiently small, it is concluded from (3.28)-(3.51) that
d
dt
Es(v,n) ≤ C(1 + ‖∇n‖
2
L∞ + ‖∇v‖L∞)Es(v,n).
Hence the proof is complete.
4. global existence of weak solution
In this section, we prove global existence of weak solutions of (1.1) in IR2. Firstly we
derive higher regularity estimates and local monotonicity inequality under the condition
that local energy is uniformly small, where we follow the basic spirit of Struwe [18] which
is later developed by Hong-Xin in [9]. Finally, we conclude the global existence by local
existence in Section 3 and a priori estimates in this section.
For two constants τ and T with 0 ≤ τ < T , we denote
V (τ, T ) : = {n : IR2 × [τ, T ]→ S2| n is measurable and satisfies
esssupτ≤t≤T
∫
IR2 |∇n(·, t)|
2dx+
∫ T
τ
∫
IR2 |∇
2n|2 + |∂tn|
2dxdt <∞},
and
H(τ, T ) : = {v : IR2 × [τ, T ]→ IR2| v is measurable and satisfies
esssupτ≤t≤T
∫
IR2 |v(·, t)|
2dx+
∫ T
τ
∫
IR2 |∇v|
2dxdt <∞}.
4.1. A priori regularity estimates. The following technical lemma could be found in
[18].
Lemma 4.1. There are constants C and R0 such that for any u ∈ V (0, T ) and any R ∈
(0, R0], we have
∫
IR2×[0,T ]
|∇u|4dxdt ≤ Cesssup0≤t≤T,x∈IR2
∫
BR(x)
|∇u(·, t)|2dx
·(
∫
IR2×[0,T ]
|∇2u|2 +R−2
∫
IR2×[0,T ]
|∇u|2dxdt).
(4.1)
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By the same proof as in [18], we can get that there exists a constant C1 such that for any
f ∈ H(0, T ) and any R > 0, it holds that∫
IR2×[0,T ]
|f |4dxdt ≤ C1esssup0≤t≤T,x∈IR2
∫
BR(x)
|f(·, t)|2dx
·(
∫
IR2×[0,T ]
|∇f |2dxdt+R−2
∫
IR2×[0,T ]
|f |2dxdt). (4.2)
Lemma 4.2. Assume that the Leslie coefficients satisfy (1.6)-(1.8). Let (v,n) ∈ H(0, T )×
V (0, T ) be a solution of (1.1) with initial values v0 ∈ L
2 and n0 ∈ H
1
b . Then ∃ ǫ1 > 0 and
R0 > 0 such that if
esssup0≤t≤T,x∈R2
∫
BR(x)
|v(·, t)|2 + |∇n(·, t)|2dx < ǫ1, ∀R ∈ (0,R0],
then ∫
R2×[0,T ]
|∇2n|2 + |∇v|2dxdt ≤ C(1 + TR−2)
∫
IR2
e(v0,n0)dx, (4.3)
∫
R2×[0,T ]
|∇n|4 + |v|4dxdt ≤ Cǫ1(1 + TR
−2)
∫
IR2
e(v0,n0)dx, (4.4)
where e(v0,n0) denotes W (n0,∇n0) +
Re
2(1−γ) |v0|
2.
Proof: Since
d
dt
∫
IR2
W (n,∇n)dx =
∫
IR2
(
Wnl −∇iWpli
)
· nltdx = −
∫
IR2
h · ntdx,
multiplying (1.9) with h, using (2.6) and the definition of h we get
d
dt
∫
IR2
W (n,∇n)dx+ µ1
∫
IR2
(n× (h× n)) · hdx
=
∫
IR2
h · (Ω · n)dx− µ2
∫
IR2
(D · n) · (n× (h× n))dx+
∫
IR2
((v · ∇)n) · hdx
=
∫
IR2
h · (Ω · n)dx− µ2
∫
IR2
(D · n) · (n× (h× n))dx−
∫
IR2
Wpkj
∇in
k∇jv
idx, (4.5)
where µ1 =
1
γ1
and µ2 = −
γ2
γ1
. On the other hand, (1.1)3 impliesN =
1
γ1
n×((h−γ2D·n)×n),
hence by (2.4) and Remark 2.2, we have
γ
1− γ
∫
IR2×[0,T ]
|∇v|2dxdt
≤
∫
IR2×[0,T ]
Wpkj
∇in
k∇jv
idxdt+
1− γ
2Re
∫
IR2
|v0|
2dx
−
∫
IR2×[0,T ]
(
(α1 +
γ22
γ1
)(nn : D)2 + (α5 + α6 −
γ22
γ1
)|D · n|2 + α4D : D
)
dxdt
−
∫
IR2×[0,T ]
h · (Ω · n)dxdt+ µ2
∫
IR2×[0,T ]
(D · n) · (n× (h× n))dxdt
≤
∫
IR2×[0,T ]
Wpkj
∇in
k∇jv
idxdt+
1− γ
2Re
∫
IR2
|v0|
2dx
−
∫
IR2×[0,T ]
h · (Ω · n)dxdt+ µ2
∫
IR2×[0,T ]
(D · n) · (n× (h× n))dxdt (4.6)
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Consequently, it follows from (4.5) and (4.6) that
µ1
∫
IR2×[0,T ]
(n× (h× n)) · hdxdt+
γ
1− γ
∫
IR2×[0,T ]
|∇v|2dx ≤ E(v0,n0). (4.7)
Now we will estimate the term
∫
IR2×[0,T ](n × (h × n)) · hdxdt. Due to (Wnl) = 2(k3 −
k2)(curln · n)(curln) and |n| = 1, we get
(n× (h× n)) · h =
(
n× (∇αWplα × n)
)
· h− (n× (Wnl × n)) · h
= n× (∇αWplα × n) · h− (Wnl −Wnl · nn) · h
= n× (∇αWplα × n) · h− 2(k3 − k2)(curln · n)(curln · h)
+2(k3 − k2)(curln · n)
2n · h.
By Lemma 2.3 and integrating by parts we have the following estimates:∫
IR2×[0,T ]
∆n · (∇αWplα − 2a∆n)dxdt
≥ 2
∫
IR2×[0,T ]
{(k1 − a)|∇divn|
2 + (k2 − a)|∇(curln× n)|
2 + (k3 − a)|∇(curln · n)|
2}dxdt
−C
∫
IR2×[0,T ]
|∇n|2(|∇2n|+ |∇n|2)dxdt
Using Lemma 2.3 again, n ·∆n = −|∇n|2 and the above estimates, we derived∫
IR2×[0,T ]
(n× (h× n)) · hdxdt
≥
∫
R2×[0,T ]
(n× (∇αWplα × n))∇αWplαdxdt− C
∫
IR2×[0,T ]
|∇n|2(|∇2n|+ |∇n|2)dxdt
≥ 2a
∫
IR2×[0,T ]
∇αWplα ·∆ndxdt+ 2a
∫
IR2×[0,T ]
∆n · (∇αWplα − 2a∆n)dxdt
+
∫
IR2×[0,T ]
(n× ((∇αWplα − 2a∆n)× n)) · (∇αWplα − 2a∆n)dxdt
−C
∫
IR2×[0,T ]
|∇n|2(|∇2n|+ |∇n|2)dxdt
≥ 4a
∫
IR2×[0,T ]
{a|∆n|2 + 2(k1 − a)|∇divn|
2 + 2(k2 − a)|∇(curln× n)|
2
+2(k3 − a)|∇(curln · n)|
2}dxdt− C
∫
IR2×[0,T ]
|∇n|2(|∇2n|+ |∇n|2)dxdt
(4.8)
where we have used the following relationship∫
IR2×[0,T ]
(n× ((∇αWplα − 2a∆n)× n)) · (∇αWplα − 2a∆n)dxdt
=
∫
IR2×[0,T ]
|(∇αWplα − 2a∆n)× n)|
2dxdt ≥ 0.
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Hence by (4.7) and (4.8), we have
aµ1
∫
IR2×[0,T ]
{a|∆n|2 + (k1 − a)|∇divn|
2 + (k2 − a)|∇(curln× n)|
2}dxdt
+
∫
IR2×[0,T ]
(k3 − a)|∇(curln · n)|
2dxdt+
γ
1− γ
∫
IR2×[0,T ]
|∇v|2dxdt
≤ C
∫
IR2×[0,T ]
|∇n|4dxdt+ E(v0,n0). (4.9)
Applying Lemma 4.1 and (4.2), we show that
∫
IR2×[0,T ]
|∇n|4 + |v|4dxdt
≤ Cǫ1
∫
IR2×[0,T ]
|∇2n|2 + |∇v|2dxdt+ Cǫ1R
−2
∫
IR2×[0,T ]
|∇n|2 + |v|2dxdt.
Then (4.3) and (4.4) follows from the above two estimates. Thus the lemma is complete.
The following lemma is a local monotonicity inequality for strong solution (v,n).
Lemma 4.3. Assume that the Leslie coefficients satisfy (1.6)-(1.8). Let (v,n) be a solution
of (1.1) with initial values (v0,n0) with n0 ∈ V (0, T ) and v0 ∈ H(0, T ). Assume that there
exists ǫ1 > 0 and R0 > 0, such that
esssupx∈IR2,0≤t≤T
∫
BR0 (x)
|∇n|2 + |v|2dx < ǫ1.
Then for all s ∈ [0, T ], x0 ∈ IR
2, and R ≤ R0,∫
BR(x0)
e(v,n)(·, s)dx +
γ
1− γ
∫ s
0
∫
BR(x0)
|∇v|2dxdt+
1
2γ1
∫ s
0
∫
BR(x0)
|n× h|2dxdt
≤
∫
B2R(x0)
e(v0,n0)dx+C2
s1/2
R
(1 +
s
R2
)1/2
∫
IR2
e(v0,n0)dx,
where C2 is a uniform constant.
Proof: Let φ ∈ C∞0 (B2R(x0)) be a cut-off function with φ ≡ 1 on BR(x0) and |∇φ| ≤
C
R ,
|∇2φ| ≤ CR2 for some R ≤ R0.
Multiply (1.1)1 by φ
2v, and integrate by parts
1
2
d
dt
∫
IR2
|v|2φ2dx+
γ
Re
∫
IR2
|∇v|2φ2dx
=
∫
IR2
(|v|2 + 2p)φvl∇lφdx+
γ
Re
∫
IR2
|v|2(|∇φ|2 + φ∆φ)dx (4.10)
+
1− γ
Re
∫
IR2
Wpkj
∇in
k∇jv
iφ2 +Wpkj
∇in
kvi∇jφ
2dx−
1− γ
Re
∫
IR2
σL : ∇(vφ2)dx,
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while similar to (4.6), we get
−
∫
IR2
σL : ∇(vφ2)dx+
∫
IR2
v · σL · ∇φ2dx
≤ −
∫
IR2
(
(α1 +
γ22
γ1
)(nn : D)2 + (α5 + α6 −
γ22
γ1
)|D · n|2 + α4D : D
)
φ2dx
−
∫
IR2
h · (Ω · n)dx+ µ2
∫
IR2
(D · n) · (n× (h× n))φ2dx
≤ −
∫
IR2
h · (Ω · n)dx+ µ2
∫
IR2
(D · n) · (n× (h× n))φ2dx
Recall that
d
dt
∫
IR2
W (n,∇n)φ2dx =
∫
IR2
φ2h · (v · ∇n− nt − v · ∇n)dx−
∫
IR2
Wpkj
∂tn
k∇jφ
2dx,
and as (2.6), we can obtain∫
R2
φ2h · (v · ∇)ndx =
∫
IR2
(
Wv · ∇φ2 − φ2Wpkj
∇jv
l∇ln
k −Wpkj
vl∇ln
k∇j(φ
2)
)
dx.
Moreover, using (1.9)
−
∫
IR2
φ2h · (nt + v · ∇n)dx
= −
1
γ1
∫
IR2
n× ((h− γ2D · n)× n) · hφ
2dx+
∫
IR2
φ2h · Ω · ndx.
Then the above estimates together yield that
1
2
d
dt
∫
IR2
Re
1− γ
|v|2φ2dx+
d
dt
∫
IR2
W (n,∇n)φ2dx
+
γ
1− γ
∫
IR2
|∇v|2φ2dx+
1
γ1
∫
IR2
|n× h|2φ2
≤
Re
1− γ
∫
IR2
φ(|v|2 + 2|p|)|v||∇φ|dx +
γ
1− γ
∫
IR2
|v|2(|∇φ|2 + φ|∆φ|)dx
−
∫
IR2
v · σL · ∇φ2dx+
∫
IR2
Wv · ∇φ2dx−
∫
IR2
Wpkj
∂tn
k∇jφ
2dx
.
= B1 +B2 +B3 +B4 +B5. (4.11)
Now, we estimate the following term
B3 = −
∫
IR2
v · σL · ∇φ2dx
= −
∫
IR2
v∇φ2 :
(
α1(nn : D)nn+ α4D+ α5nn ·D+ α6D · nn
)
dx
−α2
∫
IR2
(v · n)(N · ∇φ2)dx− α3
∫
IR2
(v ·N)(n · ∇φ2)dx
≤ C
∫
IR2
|v||∇v|φ|∇φ|dx − α2
∫
IR2
(v · n)(N · ∇φ2)dx− α3
∫
IR2
(v ·N)(n · ∇φ2)dx
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Using (1.9) again,
α2
∫
IR2
(v · n)(N · ∇φ2)dx+ α3
∫
IR2
(v ·N)(n · ∇φ2)dx
= µ1
∫
IR2
[α3((n · ∇)φ
2)v + α2(v · n)∇φ
2] · (n× (h× n))dx
+µ2
∫
IR2
[α3((n · ∇)φ
2)v + α2(v · n)∇φ
2] · (n× ((D · n)× n))dx
≤ C
∫
IR2
|v|φ|∇φ||n × h|dx+ C
∫
IR2
|v|φ|∇φ||∇v|dx.
Thus we have
d
dt
∫
IR2
Re
2(1− γ)
|v|2φ2 +W (n,∇n)φ2dx+
3γ
4(1 − γ)
∫
IR2
|∇v|2φ2dx+
3
4γ1
∫
IR2
|n× h|2φ2dx
≤ C(B1 +B2) + |B4|+ |B5|.
Obviously, ∫ s
0
|B2|dt ≤ C
s
R2
∫
IR2
e(v0,n0)dx.
For the terms B4 and B5, by the equation of n, (4.4) and Proposition 2.1, we have∫ s
0
|B4|+ |B5|dt
≤ C
∫
IR2×(0,s)
(
|∇n|2|v| + |∇n||∇v|+ |∇n||n× h|
)
φ|∇φ|dxdt
≤
γ
4(1 − γ)
∫
IR2×(0,s)
|∇v|2φ2dxdt+
1
4γ1
∫
IR2×(0,s)
|n× h|2φ2dxdt
+C
s
R2
∫
IR2
e(v0,n0)dx+ Cǫ
1/2
1
s1/2
R
(1 +
s
R2
)1/2
∫
IR2
e(v0,n0)dx
Finally, for the first term of B1, by (4.2) it’s easy to obtain∫
IR2×(0,s)
|v|2|v||φ||∇φ|dxdt ≤ (
∫ s
0
∫
IR2
|v|4dxdt)1/2 · (
∫ s
0
∫
IR2
|v|2
R2
)1/2
≤ Cǫ
1/2
1
s1/2
R
(1 +
s
R2
)1/2
∫
IR2
e(v0,n0)dx
for R ≤ R0. Meanwhile,∫
IR2×(0,s)
|p||v||φ||∇φ|dxdt ≤ (
∫ s
0
∫
IR2
|p|2dxdt)1/2 · (
∫ s
0
∫
IR2
|v|2
R2
dxdt)1/2.
We note that
∆p =
1− γ
Re
∇ ·
(
∇ · (σE + σL)
)
− ∂i∂j(v
ivj).
By Caldero´n-Zygmund estimates, (4.3), (4.4) and Proposition 2.1, we have∫ s
0
∫
IR2
|p|2dxdt ≤
∫ s
0
∫
IR2
|∇n|4 + |v|4 + |∇v|2 + |∇2n|2dxdt
≤ C(1 +
s
R2
)
∫
IR2
e(v0,n0)dx.
Hence the lemma is true.
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Next lemma is devoted to promote the regularity of the solution (v,n).
Lemma 4.4. Assume that the Leslie coefficients satisfy (1.6)-(1.8). Let (v,n) be a solution
of (1.1) with the initial value (v0,n0) ∈ L
2×H1b (IR
2, S2) and divv0 = 0. There are constants
ǫ1 and R0 > 0 such that
esssup0≤t≤T,x∈IR2
∫
BR(x)
|∇n(·, t)|2 + |v|2(·, t)dx < ǫ1, ∀R ∈ (0, R0].
Then, for all t ∈ [τ, T ] with τ ∈ (0, T ), it holds that∫
IR2
|∇2n(·, t)|2+ |∇v|2(·, t)dx+
∫ t
τ
∫
IR2
|∇3n(·, s)|2+ |∇2v|2(·, s)dxds ≤ C(ǫ1, E0, τ, T,
T
R2
),
where E0 = E(v0,n0) =
∫
IR2 e(v0,n0)dx.
Proof: Multiplying (1.1)1 with ∆v, we have
1
2
d
dt
∫
IR2
|∇v|2dx+
γ
Re
∫
IR2
|∆v|2dx
=
∫
IR2
(v · ∇)v ·∆vdx−
1− γ
Re
∫
IR2
(∇ · σE) ·∆vdx−
1− γ
Re
∫
IR2
(∇ · σL) ·∆vdx
≤
1
4
γ
Re
∫
IR2
|∆v|2dx+ C
∫
IR2
|v · ∇v|2dx+ C
∫
IR2
(|∇2n|2 + |∇n|4)|∇n|2dx
−
1− γ
Re
∫
IR2
(∇ · σL) ·∆vdx. (4.12)
Note that
−
1− γ
Re
∫
IR2
(∇ · σL) ·∆vdx
=
1− γ
Re
∫
IR2
σL : ∆(D+Ω)dx
=
1− γ
Re
∫
IR2
[α1(nn : D)nn : ∆D+ (α2 + α3)nN : ∆D+ (α2 − α3)nN : ∆Ω
+α4D : ∆D+ (α5 + α6)(nn ·D) : ∆D+ (α5 − α6)(nn ·D) : ∆Ω]dx.
Obviously, we have
α1
∫
IR2
(nn : D)nn : ∆Ddx ≤ −α1
∫
IR2
|nn : ∇D|2dx+ C
∫
IR2
|∇n||∇v||∇2v|dx,
∫
IR2
(nn ·D) : ∆Ddx ≤ −
∫
IR2
|(∇D · n)|2dx+ C
∫
IR2
|∇n||∇v||∇2v|dx.
Moreover, recall that γ1 = α3 − α2 and γ2 = α6 − α5 = α3 + α2, hence by (1.1)3 and the
anti-symmetric property of ∆Ω we get
−
∫
IR2
γ1(nN : ∆Ω) + γ2(nn ·D) : ∆Ωdx
= −
∫
IR2
n · (−h+ γ1N+ γ2D · n+ h) : ∆Ωdx =
∫
IR2
h · (∆Ω · n)dx.
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Using (1.1)3 again, we obtain
γ2
∫
IR2
nN : ∆Ddx
=
γ2
γ1
∫
IR2
(∆D · n) · (n× (h× n))dx−
γ22
γ1
∫
IR2
(∆D · n) · (n× ((D · n)× n))dx
≤
γ2
γ1
∫
IR2
(∆D · n) · (n× (h× n))dx−
γ22
γ1
∫
IR2
(∆D · n) · (D · n))dx
+
γ22
γ1
∫
IR2
(∆D · n) · ((D · n) · nn)dx
≤
γ2
γ1
∫
IR2
(∆D · n) · (n× (h× n))dx+
γ22
γ1
∫
IR2
(|∇D · n|2 − |ni∇Dij · n
j |2)dx
+C
∫
IR2
|∇n||∇v||∇2v|dx
Thus, combining the above estimates and applying Remark 2.2, we get
1
2
d
dt
∫
IR2
|∇v|2dx+
γ
2Re
∫
IR2
|∆v|2dx
≤ C
∫
IR2
(|∇2n|2 + |∇v|2 + |∇n|4)(|∇n|2 + |v|2)dx
+
1− γ
Re
∫
IR2
h · (∆Ω · n)dx−
1− γ
Re
µ2
∫
IR2
(n× (h× n)) · (∆D · n)dx
(4.13)
On the other hand, we can differentiate (1.9), multiply it by ∇βh, and we get
d
dt
∫
IR2
a|∆n|2 + (k1 − a)|∇divn|
2 + (k2 − a)|∇(n× curln)|
2 + (k3 − a)|∇(n · curln)|
2dx
−
∫
IR2
[(∇βv · ∇)n
i + (v · ∇)∇βn
i] · ∇βh
idx
≤
∫
IR2
∇β(Ω · n) · ∇βhdx− µ1
∫
IR2
∇β(n× (h× n)) · ∇βhdx
−µ2
∫
IR2
∇β(n× ((D · n)× n)) · ∇βhdx+
∫
IR2
δ|∇nt|
2 + C(δ)(|∇2n|2 + |∇n|4)|∇n|2dx
.
= B6 +B7 +B8 +
∫
IR2
δ|∇nt|
2 + C(δ)(|∇2n|2 + |∇n|4)|∇n|2dx, (4.14)
where δ > 0, to be decided later.
Direct calculation shows
B6 = −
∫
IR2
(∆Ω · n) · hdx−
∫
IR2
(∆(Ω · n)−∆Ω · n) · hdx
≤ −
∫
IR2
h · (∆Ω · n)dx+
∫
IR2
(|∇v||∇n||∇h| + |h||∇2v||∇n|)dx. (4.15)
Note the fact that |n · ∇β∆n| ≤ C|∇n||∇
2n|, and similar estimates to (4.8) for B7 imply
B7 ≤ −µ1a
∫
IR2
|∇3n|2 + C
∫
IR2
|∇n|2(|∇2n|2 + |∇n|4)dx. (4.16)
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At last, we estimate B8.
B8 = −µ2
∫
IR2
{(∇βn× ((D · n)× n)) · ∇βh+ (n× ((D · n)×∇βn)) · ∇βh
+(n× ((D · ∇βn)× n)) · ∇βh}dx− µ2
∫
IR2
(n× ((∇βD · n)× n)) · ∇βhdx
≤ C
∫
IR2
|∇v||∇n||∇h|dx + µ2
∫
IR2
n× ((∆D · n)× n) · hdx
+µ2
∫
IR2
{(∇βn× ((∇βD · n)× n)) + (n× ((∇βD · ∇βn)× n))
+(n× ((∇βD · n)×∇βn))} · hdx
≤ C
∫
IR2
|∇v||∇n||∇h|+ |∇n||∇2v||h|dx + µ2
∫
IR2
((∆D · n) · (n× (h× n))dx.
(4.17)
The definition of h and (1.9) tell us that
−n ·∆n = |∇n|2, |h| ≤ C(|∇n|2 + |∇2n|),
|∇h| ≤ C(|∇n|3 + |∇2n||∇n|+ |∇3n|), (4.18)
and
|∇nt|
2 ≤ max{1, |µ1|, |µ2|}(|∇
3n|2 + |∇2v|2) + C(|v|2 + |∇n|2)(|∇v|2 + |∇2n|2). (4.19)
Hence combining these estimates from (4.13) to (4.19) and choosing δ = aµ12+2|µ1|+2|µ2| , by
Gagliardo-Sobolev inequlity we obtain
d
dt
∫
IR2
Re
2(1− γ)
|∇v|2 + a|∆n|2dx+
∫
IR2
γ
4(1− γ)
|∇2v|2 +
aµ1
4
|∇3n|2dx
+
d
dt
∫
IR2
(k1 − a)|∇divn|
2 + (k2 − a)|∇(n× curln)|
2 + (k3 − a)|∇(n · curln)|
2dx
≤ C
∫
IR2
(|v|2 + |∇n|2)(|∇v|2 + |∇2n|2)dx,
≤ C
( ∫
IR2
(|v|4 + |∇n|4)dx
)1/2( ∫
IR2
(|∇v|4 + |∇2n|4)dx
)1/2
≤ min{
γ
8(1 − γ)
,
aµ1
8
}
∫
IR2
|∇2v|2 + |∇3n|2dx
+C
( ∫
IR2
(|v|4 + |∇n|4)dx
)( ∫
IR2
(|∇v|2 + |∇2n|2)dx
)
Due to (4.3), we know that for τ ∈ (0, T ) there exists a τ ′ ∈ (0, τ) such that
∫
IR2(|∇v|
2 +
|∇2n|2)(·, τ ′)dx < C(τ,E0,
T
R2 ). Then the required inequality follows from Gronwall’s in-
equality, (4.3) and (4.4); see also, [9, Lemma 3.4].
Similar computations to Lemma 4.4, we may obtain higher regularity for (v,n) of (1.1).
Lemma 4.5. Assume that the Leslie coefficients satisfy (1.6)-(1.8). Let (v,n) be a solution
of (1.1) with the initial value (v0,n0) ∈ L
2×H1b (IR
2, S2) and divv0 = 0. There are constants
ǫ1 and R0 > 0 such that
esssup0≤t≤T,x∈IR2
∫
BR(x)
|∇n(·, t)|2 + |v|2(·, t)dx < ǫ1, ∀R ∈ (0, R0].
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Then, for all t ∈ [τ, T ] with τ ∈ (0, T ), it holds that
∫
IR2
|∇3n(·, t)|2+|∇2v|2(·, t)dx+
∫ t
τ
∫
IR2
|∇4n(·, s)|2+|∇3v|2(·, s)dxds ≤ C(ǫ1, E0, τ, T,
T
R2
).
Proof: Since |∇n|2 = |n ·∆n| ≤ |∇2n|. Multiplying (1.1)1 with ∆
2v, we have
1
2
d
dt
∫
IR2
|∇2v|2dx+
γ
Re
∫
IR2
|∇∆v|2dx
= −
∫
IR2
(v · ∇)v ·∆2vdx+
1− γ
Re
∫
IR2
(∇ · σE) ·∆2vdx +
1− γ
Re
∫
IR2
(∇ · σL) ·∆2vdx
≤
1
4
γ
Re
∫
IR2
|∇∆v|2dx+ C
∫
IR2
|∇(v · ∇v)|2dx+
1− γ
Re
∫
IR2
(∇ · σL) ·∆2vdx
+C
∫
IR2
(|∇3n|2|∇n|2 + |∇2n|4)dx. (4.20)
As the above lemma, we also have
1− γ
Re
∫
IR2
(∇ · σL) ·∆2vdx
= −
1− γ
Re
∫
IR2
σL : ∆2(D+Ω)dx
= −
1− γ
Re
∫
IR2
[α1(nn : D)nn : ∆
2D+ (α2 + α3)nN : ∆
2D+ (α2 − α3)nN : ∆
2Ω
+α4D : ∆
2D+ (α5 + α6)(nn ·D) : ∆
2D+ (α5 − α6)(nn ·D) : ∆
2Ω]dx,
while
−α1
∫
IR2
(nn : D)nn : ∆2Ddx
≤ −α1
∫
IR2
|nn : ∆D|2dx+ C
∫
IR2
|∇n|2|∇v||∇3v|+ |∇2v||∇3v||∇n|dx,
and
−
∫
IR2
(nn ·D) : ∆2Ddx
≤ −
∫
IR2
|(∆D · n)|2dx+ C
∫
IR2
|∇2n||∇v||∇3v|+ |∇2v||∇3v||∇n|dx.
Moreover, by (1.1)3 and the anti-symmetric property of ∆Ω we get∫
IR2
γ1(nN : ∆
2Ω) + γ2(nn ·D) : ∆
2Ωdx
=
∫
IR2
n ·∆2Ω · (−h+ γ1N+ γ2D · n+ h)dx =
∫
IR2
n ·∆2Ω · hdx.
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Using (1.1)3 again, we obtain
−γ2
∫
IR2
nN : ∆2Ddx
≤ −
γ2
γ1
∫
IR2
(∆2D · n) · (n× (h× n))dx+
γ22
γ1
∫
IR2
(∆2D · n) · (D · n))dx
−
γ22
γ1
∫
IR2
(∆2D · n) · ((D · n) · nn)dx
≤ −
γ2
γ1
∫
IR2
(∆D · n) · (n× (∆h× n))dx−
γ22
γ1
∫
IR2
(|∆D · n|2 − |ni∆Dij · n
j|2)dx
+C
∫
IR2
|∇3v|(|∇2n||∇v| + |∇2n|2 + |∇2v||∇n| + |∇3n||∇n|)dx
Thus, combining the above estimates and applying Remark 2.2, we get
1
2
d
dt
∫
IR2
|∇2v|2dx+
γ
2Re
∫
IR2
|∇∆v|2dx
≤ C
∫
IR2
|∇v|4 + |∇2n|4dx+ C
∫
IR2
(|∇3n|2 + |∇2v|2)(|∇n|2 + |v|2)dx
+
1− γ
Re
∫
IR2
n ·∆Ω ·∆hdx+
1− γ
Re
µ2
∫
IR2
(n× (∆h× n)) · (∆D · n)dx
(4.21)
On the other hand, we can differentiate ∇β to (1.9), multiply it by ∇β∆h, and we get
d
dt
∫
IR2
a|∇∆n|2 + (k1 − a)|△divn|
2 + (k2 − a)|∆(n× curln)|
2 + (k3 − a)|∆(n · curln)|
2dx
+
∫
IR2
[(∇βv · ∇)n
i + (v · ∇)∇βn
i] · ∇β∆h
idx
≤ −
∫
IR2
∇β(Ω · n) · ∇β∆hdx+ µ1
∫
IR2
∇β(n× (h× n)) · ∇β∆hdx
+µ2
∫
IR2
∇β(n× ((D · n)× n)) · ∇β∆hdx
+δ
∫
IR2
|∇2nt|
2 + C(δ)
∫
IR2
(|∇2n|4 + |∇3n|2|∇n|2 + |∇2n|2|∇n|4)dx
.
= B′6 +B
′
7 +B
′
8 + δ
∫
IR2
|∇2nt|
2 + C(δ)
∫
IR2
(|∇2n|4 + |∇3n|2|∇n|2 + |∇2n|2|∇n|4)dx,
(4.22)
where δ > 0, to be decided later.
Since |∆h| ≤ C(|∇4n|+ |∇3n||∇n|+ |∇2n|2), then direct calculation shows
|
∫
IR2
[(∇βv · ∇)n
i + (v · ∇)∇βn
i] · ∇β∆h
idx|
≤
1
16
aµ1
∫
IR2
|∇4n|2dx+ C
∫
IR2
|∇v|4 + |∇2n|4dx
+C
∫
IR2
(|∇3n|2 + |∇2v|2)(|∇n|2 + |v|2)dx, (4.23)
34 MENG WANG AND WENDONG WANG
and
B′6 =
∫
IR2
(∆Ω · n) ·∆hdx+
∫
IR2
(∆(Ω · n)−∆Ω · n) ·∆hdx
≤
∫
IR2
∆h · (∆Ω · n)dx+
1
16
aµ1
∫
IR2
|∇4n|2dx
+C
∫
IR2
|∇v|4 + |∇2n|4dx+ C
∫
IR2
(|∇3n|2 + |∇2v|2)(|∇n|2 + |v|2)dx
(4.24)
Note the fact that |n ·∆2n| ≤ C(|∇n||∇3n|+ |∇2n|2), and similar estimates to (4.8) for B′7
imply
B′7 ≤ −µ1a
∫
IR2
|∇4n|2 + C
∫
IR2
(|∇n|2|∇3n|2 + |∇2n|4)dx. (4.25)
At last, we estimate B′8.
B′8 = µ2
∫
IR2
{(∇βn× ((D · n)× n)) · ∇β∆h+ (n× ((D · n)×∇βn)) · ∇β∆h
+(n× ((D · ∇βn)× n)) · ∇β∆h}dx+ µ2
∫
IR2
(n× ((∇βD · n)× n)) · ∇β∆hdx
≤
1
16
aµ1
∫
IR2
|∇4n|2dx+ C
∫
IR2
|∇v|4 + |∇2n|4dx
+C
∫
IR2
(|∇3n|2 + |∇2v|2)(|∇n|2 + |v|2)dx
−µ2
∫
IR2
n× ((∆D · n)× n) ·∆hdx− µ2
∫
IR2
(n× ((∇βD · n)×∇βn)) ·∆hdx
−µ2
∫
IR2
{(∇βn× ((∇βD · n)× n)) + (n× ((∇βD · ∇βn)× n))}∆hdx
≤ −µ2
∫
IR2
((∆D · n) · (n× (∆h× n))dx+
1
8
aµ1
∫
IR2
|∇4n|2dx
+C
∫
IR2
|∇v|4 + |∇2n|4dx+ C
∫
IR2
(|∇3n|2 + |∇2v|2)(|∇n|2 + |v|2)dx
(4.26)
The definition of h and (1.9) tell us that
|∇2nt|
2 ≤ max{1, |µ1|, |µ2|}(|∇
4n|2 + |∇3v|2) + C|∇2v|2|∇n|2
+C|∇2n|2(|∇v|2 + |∇2n|2). (4.27)
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Hence combining these estimates from (4.21) to (4.27) and choosing δ small enough, by
Gagliardo-Sobolev inequlity we obtain
d
dt
∫
IR2
Re
2(1− γ)
|∇2v|2 + a|∇∆n|2dx+
∫
IR2
γ
4(1− γ)
|∇3v|2 +
aµ1
4
|∇4n|2dx
+
d
dt
∫
IR2
(k1 − a)|∆divn|
2 + (k2 − a)|∆(n× curln)|
2 + (k3 − a)|∆(n · curln)|
2dx
≤ C
∫
IR2
|∇v|4 + |∇2n|4dx+ C
∫
IR2
(|∇3n|2 + |∇2v|2)(|∇n|2 + |v|2)dx,
≤ C
( ∫
IR2
(|v|4 + |∇n|4)dx
)1/2( ∫
IR2
(|∇2v|4 + |∇3n|4)dx
)1/2
+ C
∫
IR2
|∇v|4 + |∇2n|4dx
≤ min{
γ
8(1 − γ)
,
aµ1
8
}
∫
IR2
|∇3v|2 + |∇4n|2dx
+C
∫
IR2
(|v|4 + |∇n|4 + |∇v|2 + |∇2n|2)dx
∫
IR2
(|∇2v|2 + |∇3n|2)dx
Then the required inequality follows from Gronwall’s inequality, (4.3), (4.4) and Lemma
4.4.
Similar computations as the above two lemmas, we may obtain interior regularity for
(v,n) of (1.1).
Corollary 4.6. Assume that the Leslie coefficients satisfy (1.6)-(1.8). Let (v,n) be a
solution of (1.1) with the initial value (v0,n0) ∈ L
2 × H1b (IR
2, S2) and divv0 = 0. There
are constants ǫ1 and R0 > 0 such that
esssup0≤t≤T,x∈IR2
∫
BR(x)
|∇n(·, t)|2 + |v|2(·, t)dx < ǫ1, ∀R ∈ (0, R0].
Then, for all t ∈ [τ, T ] with τ ∈ (0, T ), for any l ≥ 1 it holds that∫
IR2
|∇l+1n(·, t)|2 + |∇lv|2(·, t)dx +
∫ t
τ
∫
IR2
|∇l+2n(·, s)|2 + |∇l+1v|2(·, s)dxds
≤ C(l, ǫ1, E0, τ, T,
T
R2
). (4.28)
Moreover, n and v are regular for all t ∈ (0, T ).
Proof: The proof is divided into four steps.
Step 1. For l = 1, 2, by Lemma 4.4 and 4.5 we know that (4.28) holds. For l = 3,
similar arguments as in Lemma 4.5, it’s not difficult to obtain (4.28). Now we assume that
for l0 ≥ 3, the estimate (4.28) holds, and we prove that the case l = l0 + 1 is still true.
Step 2. Firstly, we prove the case that l0 is odd, i.e. for l = 1, · · · , 2k − 1 and k ≥ 2,
(4.28) holds, and we are aimed to obtain the case l = 2k. Especially, by the assumptions
and Sobolev inequality we have the following estimates:
|∇n|+ |∇2n|+ |v| + |∇v| ≤ C(ǫ1, E0, τ, T,
T
R2
), in IR2 × (τ, T ), (4.29)
and for any t ∈ (τ, T ),∫
IR2
|∇2kn(·, t)|2 + |∇2k−1v|2(·, t)dx +
∫ t
τ
∫
IR2
|∇2k+1n(·, s)|2 + |∇2kv|2(·, s)dxds
≤ C(k, ǫ1, E0, τ, T,
T
R2
), (4.30)
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which implies that
|∇2k−2n|+ |∇2k−3v| ≤ C(k, ǫ1, E0, τ, T,
T
R2
), in IR2 × (τ, T ). (4.31)
As the process in Lemma 4.5, multiplying (1.1)1 with ∆
2kv, we have
1
2
d
dt
∫
IR2
|∇2kv|2dx+
γ
Re
∫
IR2
|∇∆kv|2dx
= −
∫
IR2
(v · ∇)v ·∆2kvdx+
1− γ
Re
∫
IR2
(∇ · σE) ·∆2kvdx+
1− γ
Re
∫
IR2
(∇ · σL) ·∆2kvdx
≤
1
4
γ
Re
∫
IR2
|∇∆kv|2dx+ C
∫
IR2
|∇2k−1(v · ∇v)|2dx+
1− γ
Re
∫
IR2
(∇ · σL) ·∆2kvdx
+C
∫
IR2
|∇2kσE |2dx. (4.32)
Recall that the form of σE is like ∇n⊗∇n+∇n⊗∇n⊗ n⊗ n, hence by (4.29)-(4.31) we
have ∫
IR2
|∇2kσE |2dx ≤ C(k, ǫ1, E0, τ, T,
T
R2
)
( ∫
IR2
|∇2k+1n|2dx+ 1
)
;
similarly, ∫
IR2
|∇2k−1(v · ∇v)|2dx ≤ C(k, ǫ1, E0, τ, T,
T
R2
)
( ∫
IR2
|∇2kv|2dx+ 1
)
.
Note that
1− γ
Re
∫
IR2
(∇ · σL) ·∆2kvdx
= −
1− γ
Re
∫
IR2
[α1(nn : D)nn : ∆
2kD+ (α2 + α3)nN : ∆
2kD+ (α2 − α3)nN : ∆
2kΩ
+α4D : ∆
2kD+ (α5 + α6)(nn ·D) : ∆
2kD+ (α5 − α6)(nn ·D) : ∆
2kΩ]dx.
By (4.29)-(4.31), we get
−α1
∫
IR2
(nn : D)nn : ∆2kDdx
≤ −α1
∫
IR2
|nn : ∆kD|dx+ δ
∫
IR2
|∇2k+1v|2dx+ C(δ, k, ǫ1, E0, τ, T,
T
R2
)(
∫
IR2
|∇2kv|2dx+ 1),
where δ > 0, to be decided. Moreover,
−
∫
IR2
(nn ·D) : ∆2kDdx
≤ −
∫
IR2
|(∆kD · n)|2dx+ δ
∫
IR2
|∇2k+1v|2dx+ C(δ, k, ǫ1, E0, τ, T,
T
R2
)(
∫
IR2
|∇2kv|2dx+ 1).
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Since formally h is ∇2n + ∇2n ⊗ n ⊗ n + ∇n ⊗ ∇n ⊗ n, by (1.1)3, the anti-symmetric
property of ∆kΩ and (4.29)-(4.31) we get∫
IR2
γ1(nN : ∆
2kΩ) + γ2(nn ·D) : ∆
2kΩdx
=
∫
IR2
n ·∆2kΩ · (−h+ γ1N+ γ2D · n+ h)dx =
∫
IR2
n ·∆2kΩ · hdx
≤
∫
IR2
n ·∆kΩ ·∆khdx+ δ
∫
IR2
|∇2k+1v|2dx
+C(δ, k, ǫ1, E0, τ, T,
T
R2
)(
∫
IR2
|∇2k+1n|2dx+ 1).
Using (1.1)3 again, similarly we obtain
−γ2
∫
IR2
nN : ∆2kDdx
≤ −
γ2
γ1
∫
IR2
(∆2kD · n) · (n× (h× n))dx+
γ22
γ1
∫
IR2
(∆2kD · n) · (D · n))dx
−
γ22
γ1
∫
IR2
(∆2kD · n) · ((D · n) · nn)dx
≤ −
γ2
γ1
∫
IR2
(∆kD · n) · (n× (∆kh× n))dx+
γ22
γ1
∫
IR2
(|∆kD · n|2 − |ni∆kDijn
j |2)dx
+δ
∫
IR2
|∇2k+1v|2dx+ C(δ, k, ǫ1, E0, τ, T,
T
R2
)(
∫
IR2
|∇2kv|2dx+
∫
IR2
|∇2k+1n|2dx+ 1).
Thus, combining the above estimates and applying Remark 2.2, we get
1
2
d
dt
∫
IR2
|∇2kv|2dx+
γ
2Re
∫
IR2
|∇∆kv|2dx
≤
1− γ
Re
∫
IR2
n ·∆kΩ ·∆khdx+
1− γ
Re
µ2
∫
IR2
(n× (∆kh× n)) · (∆kD · n)dx
+δ
∫
IR2
|∇2k+1v|2dx+ C(δ, k, ǫ1, E0, τ, T,
T
R2
)(
∫
IR2
|∇2kv|2dx+
∫
IR2
|∇2k+1n|2dx+ 1).
(4.33)
Differentiate ∇β to (1.9), multiply it by ∇β∆
2k−1h, and by (4.29)-(4.31) we get
d
dt
∫
IR2
a|∇∆kn|2 + (k1 − a)|△
kdivn|2 + (k2 − a)|∆
k(n× curln)|2
+
d
dt
∫
IR2
(k3 − a)|∆
k(n · curln)|2dx+
∫
IR2
[(∇βv · ∇)n
i + (v · ∇)∇βn
i] · ∇β∆
2k−1hidx
≤ −
∫
IR2
∇β(Ω · n) · ∇β∆
2k−1hdx+ µ1
∫
IR2
∇β(n× (h× n)) · ∇β∆
2k−1hdx
+µ2
∫
IR2
∇β(n× ((D · n)× n)) · ∇β∆
2k−1hdx
+δ
∫
IR2
|∇2knt|
2 + C(δ, k, ǫ1, E0, τ, T,
T
R2
)(
∫
IR2
|∇2k+1n|2dx+ 1)
.
= B′′6 +B
′′
7 +B
′′
8 + δ
∫
IR2
|∇2knt|
2 + C(δ, k, ǫ1, E0, τ, T,
T
R2
)(
∫
IR2
|∇2k+1n|2dx+ 1)
(4.34)
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Using (4.29)-(4.31) again, direct calculation shows
|
∫
IR2
[(∇βv · ∇)n
i + (v · ∇)∇βn
i] · ∇β∆
2k−1hidx|
≤ δ
∫
IR2
|∇2k+2n|2dx+ C(δ, k, ǫ1, E0, τ, T,
T
R2
)(
∫
IR2
|∇2kv|2dx+
∫
IR2
|∇2k+1n|2dx+ 1),
(4.35)
and
B′′6 =
∫
IR2
(∆Ω · n) ·∆2k−1hdx+
∫
IR2
(∆(Ω · n)−∆Ω · n) ·∆2k−1hdx
≤
∫
IR2
∆kh · (∆kΩ · n)dx+ δ
∫
IR2
|∇2k+2n|2dx
+C(δ, k, ǫ1, E0, τ, T,
T
R2
)(
∫
IR2
|∇2kv|2dx+
∫
IR2
|∇2k+1n|2dx+ 1) (4.36)
By (4.31) and the fact |n| = 1, we remark that
|n ·∆k+1n| ≤ C(k, ǫ1, E0, τ, T,
T
R2
)(|∇2k+1n|+ |∇2kn|+ |∇2k−1n|),
and similar estimates for B′′7 as in (4.8) imply that
B′′7 ≤ −µ1a
∫
IR2
|∇2k+2n|2 + C(k, ǫ1, E0, τ, T,
T
R2
)(
∫
IR2
|∇2k+1n|2dx+ 1). (4.37)
At last, we estimate B′′8 . Noting the bound of ∆
kh, we get
B′′8 = µ2
∫
IR2
{(∇βn× ((D · n)× n)) · ∇β∆
2k−1h+ (n× ((D · n)×∇βn)) · ∇β∆
2k−1h
+(n× ((D · ∇βn)× n)) · ∇β∆
2k−1h}dx+ µ2
∫
IR2
(n× ((∇βD · n)× n)) · ∇β∆
2k−1hdx
≤ δ
∫
IR2
|∇2k+2n|2dx+C(δ, k, ǫ1, E0, τ, T,
T
R2
)(
∫
IR2
|∇2kv|2dx+ 1)
−µ2
∫
IR2
∇β∆
k−1(n× ((∇βD · n)× n)) ·∆khdx
≤ −µ2
∫
IR2
((∆kD · n) · (n× (∆kh× n))dx+ 2δ
∫
IR2
|∇2k+2n|2dx
+C(δ, k, ǫ1, E0, τ, T,
T
R2
)(
∫
IR2
|∇2kv|2dx+ 1). (4.38)
Hence combining these estimates from (4.33) to (4.38) and choosing δ small enough, we
obtain
d
dt
∫
IR2
Re
2(1− γ)
|∇2kv|2 + a|∇2k+1n|2dx+
∫
IR2
γ
4(1− γ)
|∇2k+1v|2 +
aµ1
4
|∇2k+2n|2dx
+
d
dt
∫
IR2
(k1 − a)|∆
kdivn|2 + (k2 − a)|∆
k(n× curln)|2 + (k3 − a)|∆
k(n · curln)|2dx
≤ C(k, ǫ1, E0, τ, T,
T
R2
)(
∫
IR2
|∇2kv|2dx+
∫
IR2
|∇2k+1n|2dx+ 1)
which implies (4.28) for l = 2k by Gronwall’s inequality.
Step 3. Secondly, the case that l0 is even may be obtained by the same step as above.
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Step 4. By arbitrarily of τ , the estimates in Step 2. and 3., we have for any l > 1 and
(x, t) ∈ IR2 × (0, T )
|∇ln|(x, t) + |∇lv|(x, t) <∞,
which yields that v,n are spatially smooth. Using the equation (1.1), vt,nt are also spatially
smooth, and differentiating to the time t, hence we finally obtain v,n are smooth in IR2 ×
(0, T ).
4.2. Global existence. Now we’ll complete the proof of Theorem 1.2. Indeed it’s more or
less standard since the local monotonic inequality , ε-regularity estimates in Section 4 and
local existence of strong solutions for some regular data in Section 3 have been obtained.
The following arguments are similar to [18] and [16], where the main difference is dealing
with the Leslie coefficients, and we sketch its proof.
Let E(t) = E(v,n)(t) =
∫
IR2 e(v,n)(·, t)dx denote the energy of (v,n) at time t . For
any data n0 ∈ H
1
b (IR
2;S2), one can approximate it by a sequence of smooth maps nk0 in
H1b (IR
2;S2), and we can assume that nk0 ∈ H
4
b (IR
2;S2) (see [19]). For v0 ∈ L
2(IR2; IR2),
there exists a sequence of vk0 ∈ C
∞
0 (IR
2; IR2) and vk0 → v0 in L
2(IR2; IR2).
Due to the absolute continuity property of the integral, for any ǫ1 > 0, there exists R0 > 0
such that
sup
x∈IR2
∫
BR0 (x)
|∇n0|
2 + |v0|
2dx ≤ ǫ1,
and by the strong convergence of nk0 and v
k
0
sup
x∈IR2
∫
BR0 (x)
|∇nk0 |
2 + |vk0 |
2dx ≤ 2ǫ1,
for k is large enough. Without loss of generality, we assume that it holds for all k ≥ 1.
For the data nk0 and v
k
0 , by Theorem 1.1 there exists a time T
k and a strong solution
(nk,vk) with the pressure pk such that
vk ∈ C
(
[0, T k];H4(IR2)
)
∩ L2(0, T ;H5(IR2)),∇nk ∈ C
(
[0, T k];H4(IR2)
)
.
Hence there exists T k0 ≤ T
k such that
sup
0<t<T k
0
,x∈IR2
∫
BR(x)
|∇nk(y, t)|2 + |vk(y, t)|2dy ≤ 4ǫ1,
where R ≤ R0/2. However, by the local monotonic inequality in Lemma 4.3, we have
T k0 ≥
ǫ2
1
R2
0
4C2
2
E2
0
= T0 > 0 uniformly. For any 0 < τ < T0, by the estimates in Corollary 4.6 for
any l ≥ 1 we get
sup
τ<t<T0
∫
IR2
|∇l+1nk|2(·, t) + |∇lvk|2(·, t)dx +
∫ T0
τ
∫
IR2
|∇l+2nk(·, s)|2 + |∇l+1vk|2(·, s)dxds
≤ C(l, ǫ1, E0, τ, T,
T
R2
). (4.39)
Moreover, the energy inequality in Proposition 2.1, a priori estimates in Lemma 4.2 and
the equations of the direction fields yield that
E(vk,nk)(t) ≤ E0,
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and ∫
IR2×[0,T k
0
]
(
|∇2nk|2 + |∇vk|2 + |∂tn
k|2 + |∇nk|4 + |vk|4
)
dxdt ≤ C(ǫ1, C2, E0). (4.40)
Now we estimate the pressure term of the velocity equations. In the distributional sense,
△pk = −∇2(vk ⊗ vk −
1− γ
Re
σk),
hence by Caldero´n-Zygmund estimates, we get
‖pk‖2L2(IR2×[0,T k
0
]) ≤ C‖|v
k|2 + |∇nk|2 + |∇vk|+ |∂tn
k|‖2L2(IR2×[0,T k
0
])
≤ C(ǫ1, C2, E0). (4.41)
At last, we estimate the term ∂tv
k. For any φ ∈ C∞0 (IR
2 × (0, T k0 ); IR
2),∫ T k
0
0
∫
IR2
∂tv
kφdxdt
=
∫ T k
0
0
∫
IR2
(
vk ⊗ vk −
γ
Re
∇vk −
1− γ
Re
σk
)
: ∇φ+ pkdivφdxdt
≤ C‖|vk|2 + |∇nk|2 + |∇vk|+ |pk|+ |∂tn
k|‖2L2(IR2×[0,T k
0
])‖φ‖L2tH1x
≤ C(ǫ1, C2)E0‖φ‖L2tH1x ,
that is, for any k ≥ 1,
‖∂tv
k‖L2(0,T k
0
;H−1(IR2)) ≤ C(ǫ1, C2, E0). (4.42)
Hence the above estimates (4.39)-(4.42) and Aubin-Lions Lemma yield that there exist
a solution (v,n − b) ∈ W 1,02 (IR
2 × [0, T0]; IR
2)×W 2,12 (IR
2 × [0, T0]; IR
3) with the pressure p
such that (at most up to s subsequence)
vk → v, locally in W 2,12 (IR
2 × (0, T0); IR
2);
nk − b→ n− b, locally in W 3,12 (IR
2 × (0, T0); IR
3);
nk → n, in L∞(IR2 × (0, T0); IR
3);
vk ⇀ v, in W 1,02 (IR
2 × [0, T0]; IR
2);
nk − b ⇀ n− b, in W 2,12 (IR
2 × [0, T0]; IR
3);
pk ⇀ p, in L2(IR2 × [0, T0]; IR);
vk(t) ⇀ v(t), in H2(IR2; IR2) for a.e. t ∈ (τ, T0);
nk(t)− b ⇀ n(t)− b, in H3(IR2; IR3) for a.e. t ∈ (τ, T0).
By (4.40) and (4.42), (v(t),∇n(t)) ⇀ (v0,∇n0) weakly in L
2(IR2), thus
E(v0,n0) ≤ lim inf
t→0
E(v(t),n(t))
On the other hand, by the energy estimates of (vk,nk), we have
E(v0,n0) ≥ lim sup
t→0
E(v(t),n(t)).
Hence, (v(t),∇n(t)) → (v0,∇n0) strongly in L
2(IR2) and (v,n) is the solution of the
equations (1.1) with the indicated data (v0,n0). From the weak limit of regular estimates
(4.39), we know that (v,n) ∈ C∞(IR2 × (0, T0]), and (∇
lv,∇l+1n)(·, T0) ∈ L
2(IR2) for any
l ≥ 1. By Theorem 1.1, there exists a unique smooth solution of (1.1) with the initial data
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(v,n)(·, T0), which is still written as (v,n), and blow-up criterion yields that if (v,n) blows
up at time T ∗, then
‖∇ × v‖L∞(IR2)(t) + ‖∇n‖
2
L∞(IR2)(t)→∞, as t→ T
∗,
as a result,
|∇4n|(x, t) + |∇3v|(x, t) 6∈ L∞t L
2
x((T0, T
∗)× IR2) (4.43)
We assume that T1 is the first singular time of (v,n), then we have
(v,n) ∈ C∞(IR2 × (0, T1); IR
2 × S2), and (v,n) 6∈ C∞(IR2 × (0, T1]; IR
2 × S2);
and by Corollary 4.6 and (4.43),
lim sup
t↑T1
max
x∈IR2
∫
BR(x)
(|v|2 + |∇n|2)(·, t) ≥ ǫ1, ∀R > 0.
Finally, we can prove that (v,n − b) ∈ C0([0, T1], L
2(IR2)) by similar arguments as (4.42)
(also see P330, [16]). Hence, we can define
(v(T1),n(T1)− b) = lim
t↑T1
(v(t),n(t) − b) in L2(IR2).
On the other hand, by the energy inequality ∇n ∈ L∞(0, T1;L
2(R2)), hence ∇n(t) ⇀
∇n(T1). Similarly we can extend T1 to T2 and so on. It’s easy to check that the energy
loss at every singular time Ti for i ≥ 1 is at least ǫ1, thus the number of the singular time
is finite as L, and for 1 ≤ i ≤ L we have
lim sup
t↑Ti
max
x∈IR2
∫
BR(x)
(|v|2 + |∇n|2)(·, t) ≥ ǫ1, ∀R > 0.
The proof is complete.
Remark 4.7. Formally, if the Leslie coefficients α1, · · · , α6, Ω and D vanish in (1.1), then
we arrive at the Oseen-Frank model as in [9], and all the computations and arguments above
also work, which seem to be more simple.
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