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REAL POLYNOMIALS WITH CONSTRAINED REAL DIVISORS. I.
FUNDAMENTAL GROUPS
GABRIEL KATZ, BORIS SHAPIRO, AND VOLKMAR WELKER
Abstract. In the late 80s, V. Arnold and V. Vassiliev initiated the study of the topology
of the space of real univariate polynomials of a given degree d and with no real roots of
multiplicity exceeding a given positive integer. Expanding their studies, we consider the
spaces PcΘ
d
of real monic univariate polynomials of degree d whose real divisors avoid
sequences of root multiplicities taken from a given poset Θ of compositions, closed under
certain natural combinatorial operations. In this paper, we calculate the fundamental
group of PcΘ
d
and of some related topological spaces. The mechanism that generates the
groups pi1(PcΘd ) is similar to the one that produces the braid groups as the fundamental
groups of spaces of complex degree d polynomials with no multiple roots. The groups
pi1(PcΘd ) admit an interpretation as special bordisms of immersions of 1-manifolds into
the cylinder S1 × R, immersions whose images avoid the tangency patterns from Θ with
respect to the generators of the cylinder.
1. Introduction
In [Ar], V. Arnold proved the following Theorems A—D, which were later generalized
by V. Vassiliev, see [Va]. These results are the main source of motivation and inspiration
of our study. In the formulations of these theorems, we keep the original notation of [Ar],
which we will abandon later on. (In what follows, theorems, conjectures, etc. labelled
by letters are borrowed from the existing literature, while those labelled by numbers are
hopefully new.)
Theorem A. The fundamental group of the space of smooth functions f : S1 → R without
critical points of multiplicity higher than 2 on a circle S1 is isomorphic to the group of
integers. The spaces of smooth functions f : R → R without critical points of multiplicity
higher than 2 and which, for arguments |x| > 1, coincide either with x or with x2 have the
same fundamental group.
Theorem B. The latter fundamental group is naturally isomorphic to the group B of A3-
cobordism classes of embedded closed plane curves without vertical 1 tangential inflections.
The generator of B is shown as the “kidney”-shaped loop in Figure 1, diagram a.
Remark 1.1. The multiplication of the cobordism classes in B is defined as the disjoint
union of curves, embedded in the half-planes {(t, x)| t < 0} and {(t, x)| t > 0}, and the
inversion is the change of sign of t.
Date: August 22, 2019.
1In our convention in the tx-plane the curves do not have inflections with respect to the coordinate line
{t = const}
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For 1 ≤ k ≤ d, letGdk be the space of real monic polynomials x
d+ad−1x
d−1+· · ·+a0 ∈ R[x]
with no real roots of multiplicity greater than k.
Theorem C. If k < d < 2k + 1, then Gdk is diffeomorphic to the product of a sphere S
k−1
by an Euclidean space. In particular,
πi(G
d
k) ≃ πi(S
k−1) for all i.
An analogous result holds for the space of polynomials whose sum of roots vanishes, i.e.,
polynomials with vanishing coefficient ad−1.
Theorem D. The homology groups with integer coefficients of the space Gdk are nonzero
only for dimensions which are multiples of k−1 and less or equal to d. More precisely, for
(k − 1)r ≤ d,
Hr(k−1)(G
d
k) ≃ Z.
The main goal of this paper and its sequel [KSW] is to generalize Theorems A – D to the
situation when the multiplicities of the real roots avoid a given set of patterns. In our more
general situation, the fundamental groups of such spaces of polynomials can be non-trivial
and deserve a separate study which is carried out below. The mechanism by which these
fundamental groups are generated is similar to the one that produces the braid groups as
the fundamental groups of spaces of complex degree d monic polynomials with no multiple
roots.
Let Pd denote the space of real monic univariate polynomials of degree d. Given a
polynomial P (x) = xd+ ad−1x
d−1+ · · ·+ a0 with real coefficients, we define its real divisor
DR(P ) as the multiset
x1 = · · · = xi1︸ ︷︷ ︸
ω1=i1
< xi1+1 = · · · = xi1+i2︸ ︷︷ ︸
ω2=i2−i1
< · · · < xiℓ−1+1 = · · · = xiℓ︸ ︷︷ ︸
ωℓ=iℓ−iℓ−1
of the real roots of P (x). The tuple ω = (ω1, . . . , ωℓ) is called the (ordered) real root
multiplicity pattern of P (x). Let R˚ωd be the set of all polynomials with root multiplicity
pattern ω, and let Rωd be the closure of R˚
ω
d in Pd.
For a given collection Θ of root multiplicity patterns, we consider the union PΘd of the
subspaces R˚ωd , taken over all ω ∈ Θ. We denote by P
cΘ
d its complement Pd \ P
Θ
d .
One can easily observe that, in most of the cases, PΘd is contractible, see Lemma 2.1
below. Thus it makes more sense to consider its one-point compactification P¯Θd . The latter
is the union of the one-point compactifications R¯ωd of the closures R
ω
d for ω ∈ Θ with the
points at infinity being identified. If the set PΘd is closed in Pd, then by the Alexander
duality on P¯d ∼= S
d,
Hj(PcΘd ;Z) ≈ Hd−j−1(P¯
Θ
d ;Z),
which implies that the spaces PcΘd and P¯
Θ
d carry the same (co)homological information.
Example 1.2. For Θ comprising all ω’s with at least one component greater than or equal
to k, we get PcΘd
∼= Gdk, in Arnold’s notation.
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Roughly speaking, in this paper and its sequel [KSW] we will be interested in describing
the topology of PcΘd in terms of combinatorial properties of Θ. Later we will make this
question more precise, once more terminology will be developed.
1.1. Cell structure on the space of real univariate polynomials. Let us first in-
troduce a well-known stratification of the space of real univariate polynomials of a given
degree.
For any real polynomial P (x), we have already defined its real divisor DR(P ), i.e. the
ordered set of its real zeros, counted with their multiplicities. Denote by DC(P ) its complex
conjugation-invariant non-real divisor in C \R, i.e. the set of its non-real roots with their
multiplicities. (Recall that the standard divisor D(P ) of P (x) is the multiset of all its
complex roots, i.e. D(P ) = DR(P ) +DC(P )).
We have already associated to a polynomial P (x) ∈ R[x] its real root multiplicity pat-
tern (ω1, . . . , ωℓ); combinatorics of such multiplicity patterns will play the key role in our
investigations. An arbitrary sequence ω = (ω1, . . . , ωℓ) of positive integers is called a com-
position of the number |ω| := ω1 + · · ·+ ωℓ. We also allow the empty composition ω = ()
of the number |()| = 0.
Definition 1.3. For ω = (ω1, . . . , ωℓ), we call |ω| the norm, and |ω|
′ := |ω|− ℓ the reduced
norm of ω.
Evidently, for a given composition ω, the stratum Pωd is empty if and only if either
|ω| > d, or |ω| ≤ d and |ω| 6≡ d mod 2.
Notation 1.4. Denote by Ω the set of all compositions of natural numbers. For a given
positive integer d, we denote by Ω〈d] the set of all compositions ω, such that |ω| ≤ d
and |ω| ≡ d mod 2. Finally, denote by Ω〈d], |·|′≥ℓ the subset of Ω〈d] consisting of all
compositions in Ω〈d] whose reduced norm is greater than or equal to ℓ. Analogously, we
defined are Ω〈d], |·|′=ℓ as the subset of Ω〈d] consisting of all compositions in Ω〈d] whose
reduced norm is equal to ℓ.
Let us define two (sequences of) operations on Ω that will govern our subsequent con-
siderations, see also [Ka].
The merge operations Mj : Ω→ Ω, sending ω = (ω1, . . . , ωℓ) to the composition
Mj(ω) = (Mj(ω)1, . . . ,Mj(ω)ℓ−1),
where for any j ≥ ℓ, one has Mj(ω) = ω, and for 1 ≤ j < ℓ, one has
Mj(ω)i = ωi if i < j,(1.1)
Mj(ω)j = ωj + ωj+1,
Mj(ω)i = ωi+1 if i+ 1 < j ≤ ℓ− 1.
Similarly, we define the insertion operations Ij : Ω→ Ω, sending ω = (ω1, . . . , ωℓ) to the
composition Ij(ω) = (Ij(ω)1, . . . , Ij(ω)ℓ+1), where for any j > ℓ+1, one has Ij(ω) = ω, and
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for 1 ≤ j ≤ ℓ + 1, one has
Ij(ω)i = ωi if i < j,(1.2)
Ij(ω)j = 2,
Ij(ω)i = ωi−1 if j ≤ i ≤ ℓ+ 1.
The next proposition collects some basic properties of Rωd , see [Ka, Theorem 4.1] for
details.
Proposition E. Take d ≥ 1 and ω = (ω1, . . . , ωℓ) ∈ Ω〈d]. Then R˚
ω
d ⊂ Pd is an (open) cell
of codimension |ω|′. Moreover, Rωd is the union of the cells {R˚
ω′
d }ω′, taken over all ω
′ that
are obtained from ω by a sequence of merging and insertion operations. In particular,
(a) The cell R˚ωd has (maximal) dimension d if and only if ω = (1, 1, . . . , 1︸ ︷︷ ︸
ℓ
) for 0 ≤ ℓ ≤ d
and ℓ ≡ d mod 2.
(b) The cell R˚ωd has dimension 1 if and only if ω = (d). In this case, R˚
(d) = R(d) =
{(x− a)d | a ∈ R}.
Geometrically speaking, if a point moves in R˚ωd and approaches the boundary R
ω
d \ R˚
ω
d ,
then either there is at least one value of j such that the distance between the jth and (j+1)st
distinct real roots goes to 0, or there is a value of j such that two complex-conjugate real
roots converge to a real root of an even multiplicity, which is then the jth largest. The first
situation corresponds to the application of the merge operation Mj to ω, and the second
one to the application of the insertion Ij.
Note that the norm |ω| = deg(DR(P )) is preserved under the merge operations, while
the insert operations increase |ω| by 2 and thus preserve its parity.
The merge and insert operations can be used to define a natural partial order “≻” on
the set Ω of all compositions.
Definition 1.5. For ω, ω′ ∈ Ω, we say that ω′ is smaller than ω (notation “ω ≻ ω′ ”), if
ω′ can be obtained from ω by a sequence of merge and insert operations {Mj}, j ≥ 1, and
{Ij}, j ≥ 0. For a given ω ≻ ω
′, if there is no ω′′ such that ω ≻ ω′′ ≻ ω′, then we say that
ω ≻ ω′ is a cover relation, or that ω′ is covered by ω.
For a fixed d, by Proposition E, the above partial order reflects the adjacency of the
non-empty cells {Rωd}ω. From now on, we will consider a subset Θ ⊆ Ω as a poset, ordered
by ≻. As an immediate consequence of Proposition E, we get the following statement.
Corollary F. For Θ ⊆ Ω〈d],
(i) PΘd is closed in Pd if and only if, for any ω ∈ Θ and ω
′ ∈ Ω〈d] we have that ω
′ ≺ ω
implies. ω′ ∈ Θ;
(ii) if PΘd is closed in Pd, then P¯
Θ
d carries the structure of a compact CW-complex with
open cells {R˚ωd}ω∈Θ, labeled by ω ∈ Θ, and the unique 0-cell, represented by the
point • at infinity.
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The corollary motivates the following definition.
Definition 1.6. A subposet Θ ⊆ Ω〈d] is called closed inΩ〈d] if, for any ω ∈ Θ and ω
′ ∈ Ω〈d]
we have that ω′ ≺ ω implies ω′ ∈ Θ.
Revisiting the beginning of § 1, we observe that the closed posets Θ ⊆ Ω〈d] are exactly
the posets for which we would like to study the spaces PcΘd and P¯
Θ
d .
We are finally in position to formulate precisely the main questions motivating this paper
and its sequel [KSW]:
Problem 1.7. For a given closed subposet Θ ⊆ Ω〈d],
⊲ calculate the homotopy groups πi(P¯
Θ
d ) and πi(P
cΘ
d ) in terms of the combinatorics
of Θ;
⊲ calculate the integer homology of P¯Θd or, equivalently, the integer cohomology of
PcΘd in terms of the combinatorics of Θ.
Below we concentrate on the fundamental groups of the spaces P¯Θd and P
cΘ
d . Questions
about the (co)homology of P¯Θd and P
cΘ
d will be addressed in [KSW].
Besides the previous studies of V. Arnold [Ar] and V. Vassiliev [Va], our major motiva-
tion for this paper comes from the results of the first author connecting the cohomology
H∗(PcΘd ;Z) with certain characteristic classes arising in the theory of traversing flows, see
[Ka], [Ka1], and [Ka3]. For traversing vector flows on compact manifolds X with boundary
∂X and with a priory forbidden tangency patterns Θ of their trajectories to ∂X , the spaces
PcΘd play a fundamental role, similar to the role of Graßmannians in the category of vector
bundles.
Acknowledgements. The second author wants to acknowledge the financial support of his
research by the Swedish Research council through the grant 2016-04416. The third author
wants to thank department of Mathematics of Stockholm University for its hospitality in
May 2018. He also was partially supported by an NSF grant DMS 0932078, administered
by the Mathematical Sciences Research Institute while the author was in residence at MSRI
during the complimentary program 2017/19. During both visits substantial progress on
the project was made.
2. Computing π1(P¯
Θ
d ) and π1(P
cΘ
d )
The following simple statement gives us a start on the homotopy of the polynomial
spaces under consideration.
Lemma 2.1. For any subposet Θ ⊆ Ω〈d] containing (d), the set P
Θ
d ⊆ Pd is contractible.
In particular, for any closed subposet Θ ⊆ Ω〈d], the set P
Θ
d is contractible.
Proof. Consider the map h : PΘ × [0, 1] → PΘ that sends each pair (P (x), λ), where
P (x) = xd+ad−1x
d−1+· · ·+a0 and λ ∈ [0, 1], to the polynomial x
d+ad−1 λ x
d−1+· · ·+a0 λ
d.
This transformation amounts to the multiplication of all roots of P (x) by λ and hence
preserves the cells Pωd , unless λ = 0. Thus h is well-defined and is a homotopy between
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the identity map and the constant map which sends the whole PΘ to the polynomial xd
which by (d) ∈ Θ is a point in PΘ. The assertion now follows. 
In contrast to PΘd , its one-point compactification P¯
Θ
d often has a non-trivial topology
even when Θ is a closed subposet. A simple example of such a situation is P¯
Ω〈d]
d = P¯d ≈ S
d.
Similar examples, including Theorem C and Theorem D above, show that PcΘd can have
non-trivial topology as well.
2.1. The fundamental group π1(P¯
Θ
d ). We first recall two maps p and q that have been
frequently used in the literature when studying the topology of spaces of univariate poly-
nomials.
Consider the map p : Pd → Pd that sends P (x) = x
d + ad−1x
d−1 + · · · + a0 ∈ R[x] to
P (x− ad−1
d
). The map p preserves the stratification {R˚ωd}ω and is a fibration with the fiber
R. Thus, for a closed subposet Θ ⊆ Ω〈d], the restriction p|PΘ
d
: PΘd → P
Θ
d is also a fibration
with fiber R. Its image PΘd,0 consists of all polynomials in P
Θ
d with vanishing coefficient
at xd−1, i.e. with vanishing root sum. Therefore, P¯Θd
∼= ΣP¯Θd,0. Here ΣX denotes the
suspension of a space X .
Next consider the map q : Pd × [0, 1] → Pd which sends (P (x), λ), where P (x) =
xd + ad−1x
d−1 + · · · a0, to x
d + ad−1 λ x
d−1 + · · · a0 λ
d. In other words, q maps (P (x), λ) to
the polynomial all of whose roots coincide with those of P (x) being multiplied by λ. For
λ > 0, the map q preserves the strata R˚ωd and hence q(P
Θ
d ) ⊂ P
Θ
d for any closed subposet
Θ. Under q the sum of the roots is also multiplied by λ. Hence PΘd,0 is q-invariant.
By the map a0 + · · · + ad−1x
d−1 + xd 7→ (a0, . . . , ad−1) we identify Pd with Euclidean
d-space with norm ‖ ∼ ‖. Let Sd−1 ⊂ Pd be the corresponding unit sphere. Then, for any
P (x) ∈ Pd, P (x) 6= x
d we have q(P, λ) ∈ Sd−1 if and only if λ = 1/‖P‖. Therefore, on
PΘd,0 \ {0} the map P 7→ q(P, 1/‖P‖) is a deformation retraction to the closed subspace
Sd−1 ∩ PΘd,0 of S
d−1. Hence P¯d,0 ∼= Σ(S
d−1 ∩ PΘd,0). Note that here we consider Σ ∅ as the
discrete two-point space. This analysis implies the following claim.
Theorem 2.2. For any closed subposet Θ ⊆ Ω〈d], we get π1(P¯
Θ
d ) = 0, unless Θ = {(d)}.
If Θ = {(d)} then P¯Θd
∼= S1.
Proof. By the arguments preceding the theorem, we have P¯Θd
∼= ΣΣ(Sd−1 ∩ PΘd,0). Hence
P¯Θd is simply connected, unless S
d−1∩PΘd,0 is empty. But this can only happen if Θ = {(d)}.
It is easily seen that R˚
(d)
d = {(x− α)
d | α ∈ R} ∼= R. Hence its one-point compactification
is S1. 
Note that the argument employed in the proof of Theorem 2.2 also implies that H˜i(S
d−1∩
PΘd,0; Z) ≈ H˜i+2(P¯
Θ
d ; Z) for all i ≥ 0. Here H˜i(∼) denotes the reduced homology group.
2.2. The fundamental group of the complement of the codimension two skeleton.
In this section we study and determine π1(P
cΩ〈d], |·|′≥2
d ). Recall, that we collect in Ω〈d], |·|′≥2
all ω ∈ Ω〈d] such that |ω|
′ ≥ 2. Thus P
cΩ〈d], |·|′≥2
d is the complement of the codimension 2
skeleton of Pd in our celluation.
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We associate a graph Gd with the cellular space P
cΩ〈d], |·|′≥2
d . The vertices of Gd are
the union of two sets, Ω〈d], |·|′=1 and Ω〈d], |·|′=0. We connect vertices ω ∈ Ω〈d], |·|′=1 and
ω′ ∈ Ω〈d], |·|′=0 by an edge, if the (d − 1)-cell R˚
ω
d lies in the boundary of the closure R
ω′
d of
R˚ω
′
d . In particular, the edges of Gd correspond to insertion and merging operations, applied
to compositions from Ω〈d], |·|′=0. As usual, we identify the graph Gd with the 1-dimensional
simplicial complex, defined by its vertices and edges (see Figure 4 for the example of G6).
We may embed the graph Gd in P
cΩ〈d], |·|′≥2
d by mapping each vertex of Gd, labeled by
ω ∈ Ω〈d], |·|′=1, to a preferred point wω in the interior of the (d − 1)-cell R˚
ω
d , and each
vertex of Gd, labeled by ω ∈ Ω〈d], |·|′=0, to a preferred point eω in the interior of its d-cell
R˚ωd . Then we map bijectively each edge [ω, ω
′] of Gd to a smooth path [wω, eω′], where the
semi-open segment (wω, eω′] ⊂ R˚
ω′
d . This can be done so that [wω1, eω′ ]∩ [wω2 , eω′ ] = eω′ for
any pair ω1, ω2 ≺ ω
′. Moreover, for each ω ∈ Ω〈d], |·|′=1, we may arrange for the two paths,
[wω, eω′1 ] and [wω, eω′2], to share the tangent vector at their common end wω, so that the
path [eω′1 , eω′2 ] is transversal to the hypersurface R˚
ω
d at wω. This construction produces an
embedding E : Gd → P
cΩ〈d], |·|′≥2
d . In what follows, often we do not distinguish between Gd
and its image E(Gd) ⊂ P
cΩ〈d], |·|′≥2
d .
Lemma 2.3. The graph Gd is homotopy equivalent to a wedge of
d(d−2)
4
circles if d is even,
and (d−1)
2
4
circles if d is odd.
Proof. The cardinality |Ω〈d], |·|′=0| = ⌊
d
2
⌋+ 1, and the cardinality
|Ω〈d], |·|′=1| =
⌊ d
2
⌋∑
k=1
(2k − 1) =
⌊d
2
⌋2
.
For each k ∈ [2, d] and each vertex (1, . . . , 1︸ ︷︷ ︸
k
) ∈ Ω〈d], |·|′=0, there are k − 1 edges going to
the vertex (1, . . . , 1︸ ︷︷ ︸
s
, 2, 1, . . . , 1︸ ︷︷ ︸
k−2−s
) ∈ Ω〈d], |·|′=1, where 0 ≤ s ≤ k − 2. For each k ∈ [0, d − 1],
there are k+1 edges going to the vertex (1, . . . , 1︸ ︷︷ ︸
s
, 2, 1, . . . , 1︸ ︷︷ ︸
k−s
) ∈ Ω〈d], |·|′=1, where 0 ≤ s ≤ k.
For d even, each case yields d
2
4
edges. Since the graph Gd is easily seen to be connected,
it is homotopy equivalent to a wedge of circles. Now a simple calculation of the Euler-
characteristic χ(Gd) yields 1 − (
d
2
+ 1 + d
2
4
) + 2d
2
4
= d(d−2)
4
circles. The calculation for d
odd is analogous. 
Our next result is inspired by Arnold’s Theorem A. In Figure 2, for d = 6, we illustrate
the result by exhibiting the cell structure in P
cΩ〈6], |.|′≥2
6 and its dual graph G6.
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Theorem 2.4. For d even (resp. odd), the space P
cΩ〈d], |.|′≥2
d is homotopy equivalent to a
wedge of d(d−2)
4
(resp. (d−1)
2
4
) circles2.
In particular, the fundamental group π1(P
cΩ〈d], |.|′≥2
d ) is the free group on
d(d−2)
4
(resp.
(d−1)2
4
) generators.
Proof. As an open subset of Rd, the space P
cΩ〈d], |·|′≥2
d is paracompact.
Let us consider a finite open cover X := {Xω}ω∈Ω〈d], |·|′=1 of the space P
cΩ〈d], |·|′≥2
d . By
definition, each set Xω consists of the (d − 1)-cell R˚
ω
d union with the two adjacent d-cells
that contain R˚ωd in their boundary.
Each Xω is open in P
cΩ〈d], |.|′≥2
d . Indeed, any point x ∈ Xω either lies in: (1) one of the
two d-cells and thus has an open neighborhood in P
cΩ〈d], |.|′≥2
d (contained in that d-cell), or
(2) x ∈ R˚ωd , in which case it has on open neighborhood Xω in P
cΩ〈d], |.|′≥2
d . .
By [Ka, Lemma 2.4] the attaching maps φ : Dd → Pd of the d-cells are injective on the
φ-preimage of each open (d−1) cell in Pd. This implies that Xω retracts on the R˚
ω
d , which,
in turn, is contractible. For i ≥ 2 and for pairwise distinct compositions ω1, . . . , ωi ∈
Ω〈d], |·|′=1, the intersection
⋂i
j=1Xωi is either empty, or is one of the open d-cells R˚
ω
d for
some ω ∈ Ω〈d], |·|′=0. It follows that, for i ≥ 1 and for compositions ω1, . . . , ωi ∈ Ω〈d], |·|′=1,
the intersection
⋂i
j=1Xωi is either empty or contractible.
The preceding arguments show that the assumption of [Ha, Corollary 4G.3] are satisfied
for the open covering X of P
cΩ〈d], |.|′≥2
d . Hence P
cΩ〈d], |.|′≥2
d is homotopy equivalent to the
nerve NX of the covering X . We can identify NX with the simplicial complex, whose
simplices are the non-empty subsets A of Ω〈d], |·|′=1 such that
⋂
ω∈AXω is non-empty. So
the maximal simplices of the nerve NX are in bijection with the elements of Ω〈d], |·|′=0.
The maximal simplex, corresponding to ω′ ∈ Ω〈d], |·|′=0, contains all ω ∈ Ω〈d], |·|′=1 for
which R˚ω
′
d ⊆ Xω. The intersection of the two maximal simplices, corresponding to ω
′, ω′′ ∈
Ω〈d], |·|′=0, is labeled by all ω ∈ Ω〈d], |·|′=1 for which there are edges from ω
′ to ω and from
ω′′ to ω in Gd.
The graph Gd can be covered by 1-dimensional subcomplexes Yω , ω ∈ Ω〈d], |·|′=1, where
Yω is the union of the two edges in Gd, containing ω. Is is easy to check that the nerve of
this covering Y := {Yω}ω∈Ω〈d], |·|′=1 is again NX . In fact, under the embedding E : Gd →
P
cΩ〈d], |·|′≥2
d , we get Yω = Xω ∩ E(Gd).
By [Bj, Theorem 10.6], the nerve NY and the graph Gd are homotopy equivalent.
Moreover, by the proof of [Ha, Corollary 4G.3], the following claim is valid. Consider an
embedding Y →֒ X of a paracompact space Y into a paracompact space X and a locally
finite open covering X = {Xα}α of X . Put Y = {Yα := Xα ∩ Y }α. If, for any nonempty
intersection ∩iXαi , the intersection ∩iYαi 6= ∅, and both intersections are contractible, then
the nerves NX and NY are naturally isomorphic (as simplicial complexes), and Y →֒ X is
a homotopy equivalence.
2Therefore P
cΩ〈d],≥2
d
is a K(pi, 1)-space, where pi is a free group.
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--> (2) --> (211) --> (121)  --> (2) --> -1 -1
--> (2) --> (211) --> (21111)  --> (1211) --> (211)--> (2) --> -1-1 -1
--> (2) --> (211) --> (21111)  --> (11121) --> (211)--> (2) --> -1 -1 -1
--> (2) --> (211) --> (21111)  --> (11211) --> (211)--> (2) --> -1-1 -1
-1-1
--> (2) --> (211) --> (112)  --> (2) --> 
--> (2) --> (211) --> (21111)  --> (11112) --> (211)--> (2) --> -1-1-1
a b
c d
e f
x
θ
θ
θ
θ
θ
θ
x
x
x
x x
Figure 1. A set {a, b, c, d, e, f} of six generators, freely generating the bor-
dism group B(S1 × R; cΩ〈6], |·|′≥2) ≈ π1(P
cΩ〈6], |·|′≥2
6 ), is shown as collections
of curves in the cylinder with the coordinates (ψ, x) ∈ S1 × R. Each col-
lection of curves is generated by a specific map γ : S1 → P
cΩ〈6], |·|′≥2
6 as the
set of pairs (ψ, x) with the property γ(ψ)(x) = 0. Each line {ψ = const}
is either transversal to the collection or is quadratically tangent to it. No
double tangent lines are permitted. Each collection of curves is equipped
with the circular word (written under each of the six diagrams) that reflects
the transversal intersections of the loop γ(S1) with the discriminant variety
D6 ⊂ P6.
Therefore the embedding E : Gd → P
cΩ〈d], |·|′≥2
d is a homotopy equivalence.
The result now follows from Lemma 2.3. 
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E2
E2
E4
E4
E4
E6
e6
e4
e2
6, 1W
6, 2W
6, 3W
F6
6, 2w
stratum of codim 2
Figure 2. The cell structure in the open domain P
cΩ〈6],≥2
6 ⊂ P6, defined in
§ 1.1, and the graph G6, dual to it. The diagram shows some intermediate
stages of the retraction of P
cΩ〈6],≥2
6 onto G6.
(0) (11) (1111) (111111)
(2) (211) (121) (112) (21111) (12111) (11211) (11121) (11112)
I M
(0) (11) (1111) (111111)(2)
(211)
(121)
(112)
(21111)
(12111)
(11211)
(11121)
(11112)
A
B
Figure 3. Diagram A shows G6, drawn as a poset, where the edges indicate
the elementary merge and insert operations. Diagram B shows the same
graph in the way that makes the count of its fundamental cycles easy.
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Remark 2.5. Observe that Gd naturally splits into ⌊
d
2
⌋ subgraphs Gd,i, each containing
only two vertices of the form (1, . . . , 1)︸ ︷︷ ︸
i
and (1, . . . , 1)︸ ︷︷ ︸
i+2
and i+ 1 edges, labeled by
(1, . . . , 1︸ ︷︷ ︸
i
, 2), (1, . . . , 1︸ ︷︷ ︸
i−1
, 2, 1), . . . , (2, 1, . . . , 1︸ ︷︷ ︸
i
).
Here i = 0, 2, . . . , d for d even, and i = 1, 3, . . . , d for d odd.
Note that π1(Gd,i) is a free group on i generators. By collapsing a maximal tree in the
graph Gd to a point, we see that π1(Gd) is the free product
∏
i π1(Gd,i).
Let us now give a slightly different and perhaps more natural interpretation of the
computation of π1(P
cΩ〈d],|.|′≥2
d ). We use the notations from the proof of Theorem 2.4.
For 2k ≤ d and i ∈ [0, k − 1], consider the codimension one “wall” Wk,i := R˚
ω
d , where
ω = (1, . . . , 1︸ ︷︷ ︸
i
, 2, 1, . . . , 1︸ ︷︷ ︸
2k−2−i
) ∈ Ω〈d], |·|′=1. The walls divide P
cΩ〈d],|.|′≥2
d into open d-cells E2k :=
R˚ωd , where ω = (1, . . . , 1︸ ︷︷ ︸
2k
) ∈ Ω〈d], |·|′=0 and 2k ∈ [0, d].
We orient each wall Wk,i in such a way that crossing it in the preferred normal direction
increases the number of simple real roots by 2.
Consider an oriented loop γ : S1 → P
cΩ〈d],|.|′≥2
d . By the general position arguments, we
may assume that γ is smooth and transversal to each wall Wk,i. In particular, since S
1 is
compact, the intersection of γ(S1) with each wall Wk,i is a finite set. As we move along γ,
we record each transversal crossing aω ∈ γ ∩ R˚
ω
d := γ ∩Wk,i with the + sign if γ crosses
the wall in the positive direction, and with the − sign otherwise.
In other words, we introduce the alphabet A± whose letters aω’s (without signs) are
indexed by the ω’s that have a single entry 2 (see Figure 2 and Figure 3). Equivalently,
these letters aω’s label the edges of the graph Gd. The signs capture possible orientations
of these edges (or coorientations of the walls Wk,i, see above). The sign “+” corresponds
to the orientation from the vertex with less ones towards the vertex with more ones, and
the sign “-” corresponds to the opposite orientation.
For d even, the total number of letters a±ω ’s in A
± is equal to 2(1+3+5+· · ·+(d−1)) = d
2
2
;
for d odd, this number equals 2(2 + 4+ 6+ · · ·+ (d− 1)) = d
2−1
2
. As we mentioned above,
each (generic) loop γ : S1 → P
cΩ〈d],|.|′≥2
d generates a cyclic word α(γ) in the alphabet A
±.
Note that the alphabet A± contains more letters than there are generators in the funda-
mental group π1(P
cΩ〈d],|.|′≥2
d ), and not all words in A
± correspond to close loops. In what
follows, we will fix this problem. The alphabet A± is very natural in our context and is
useful in describing the relations for π1(P
cΘ
d ) (see Theorem 2.14) for an arbitrary closed
poset Θ ⊂ Ω〈d].
Definition 2.6. A word w in the alphabet A± is called reducible if it contains at least
one occurrence of either a pair of letters (a+ω , a
−
ω ) or (a
−
ω , a
+
ω ). By removing such a pair of
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letters from w we obtain its reduction. By performing all possible reductions in w, we get
a uniquely defined irreducible word w¯, which we call the complete reduction of w. We say
that two words w1 and w2 are equivalent if their complete reductions coincide, i.e. w¯1 = w¯2.
Definition 2.7. For d even, we say that a word w in the alphabet A± is admissible if it
satisfies the following two conditions:
(a) it starts with the letter (2)+ and ends with the letter (2)−;
(b) any two consecutive letters a±ω1 , a
±
ω2
have the property that the number of 1’s in ω1
and ω2 either coincide or differs by two. In the former case, the signs of the letter should
coincide, and in the letter case, the signs should be different.
For d odd, condition (b) is preserved, while condition (a) is substituted by:
(c) w starts with the letters (12)+ or with (21)+ and ends with the letters (12)− or (21)−.
Examples of admissible words:
w1 = {(2)
+, (112)+, (121)−, (211)+, (11112)+, (12111)−, (121)−, (2)−};
w2 = {(21)
+, (1112)+, (112111)+, (111211)−, (1211)−, (12)−}.
The validation of the next claim is straightforward.
Lemma 2.8. The set of equivalence classes of admissible words in the alphabet A± form
a group Gd with respect to concatenation, if one takes the equivalence class of the empty
word as the unit element in Gd.
Proof. Indeed, it is easy to check that concatenation of two admissible words is again an
admissible word. Further, for each admissible word w, one can form its inverse by reading
w from right to left and reversing the signs of all its letters. 
Let us now reinterpret π1(P
cΩ〈d],|.|′≥2
d ) in terms of words in the alphabet A
±. Moving
towards this goal, we pick a base point for this fundamental group in the d-cell R˚ωd that is
formed by polynomials with the least possible number of roots. In other words, for d even,
we put our base point among the polynomials with no real roots, and for d odd, among
the polynomials with one real root. Let us denote such base point by ⋆. In terms of the
graph Gd, it means that for d even, we start a round trip at the vertex (0), and for d odd,
at the vertex (1).
Lemma 2.9. The homotopy classes of loops γ ⊂ P
cΩ〈d],|.|′≥2
d , based at ⋆, are in one-to-one
correspondence with the equivalence classes of admissible words in the alphabet A±. In
other words, π1(P
cΩ〈d],|.|′≥2
d ) ≃ Gd. As a result, Gd is the free group on
d(d−2)
4
generators for
d even (resp. on (d−1)
2
4
generators for d odd).
Proof. (Sketch) By Theorem 2.4, π1(P
cΩ〈d],|.|′≥2
d ) ≃ π1(Gd). Moreover, with a bit more
work, we can show that this isomorphism is induced by a map H : P
cΩ〈d],|.|′≥2
d → Gd that
collapses each wall Wk,i to the point wk,i ∈ Gd (this map H is the homotopy inverse of the
embedding E). We can arrange for H to be transversal to each singleton wk,i. The map
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takes each loop γ in P
cΩ〈d],|.|′≥2
d to a loop H(γ) in Gd. Furthermore, under H, the words
w(γ) and w(H(γ)) are identical by their constructions and by the property of H being
transversal to each wk,i ∈ Gd.
Our choice of ⋆ ∈ P
cΩ〈d],|.|′≥2
d corresponds to the choice of the vertex (0) as the base point
β⋆ ∈ Gd for d even and the vertex (1) as the base vertex β⋆ ∈ Gd for d odd. The conditions
for admissibility of words in Definition 2.7 describe exactly all possible sequences of oriented
edges, occurring for closed paths which start and end at β⋆. Finally, two such paths in
Gd are homotopy equivalent if and only if the complete reductions of their sequences of
oriented edges coincide. 
2.3. π1(P
cΩ〈d], |·|′≥2
d ) and cobordisms of plane curves with restricted vertical tan-
gencies. Results and constructions in this subsection are similar to the ones used in
Arnold’s Theorem B.
Consider a smooth n-manifold Y and an immersion β : X → R× Y of a smooth closed
n-manifold X into the interior of R × Y . We denote by L the one-dimensional foliation,
defined by the fibers of the projection map π : R × Y → Y . For each point x ∈ X ,
we define the natural number µβ(x) as the multiplicity of tangency between the x-labeled
branch of β(X) — the β-image of the vicinity of x in X— and the leaf of L through β(x).
In particular, if the branch is transversal to the leaf, then µβ(x) = 1.
We fix a natural number d and assume that β is such that each leaf Ly, y ∈ Y , hits β(X)
so that the following holds
mβ(y) :=
∑
{a∈Ly∩β(X)}
( ∑
{x∈β−1(a)}
µβ(x)
)
≤ d.(2.1)
We order the points {ai} of Ly ∩ β(X) by the values of their projections on R and
introduce the combinatorial pattern ωβ(y) of y ∈ Y as the sequence of multiplicities{
ωi(y) :=
∑
{x∈β−1(ai)}
µβ(x)
}
i
. We denote by Dβ(y) the real divisor of the intersection
Ly ∩ β(X) with multiplicities {ωi(y)}i.
Proposition 2.10. Given manifolds X and Y as above, for any immersion β : X → R×Y
that satisfies the inequality (2.1), together with parity condition mβ(y) ≡ d mod 2, there
exists a continuous map Φ : Y → Pd such that{
(x, y) ∈ R× Y | Φ(y)(x) = 0
}
= β(X).
If, for a given closed poset Θ ⊂ Ω〈d], the immersion β is such that no ω
β(y) belongs to
Θ, then Φ maps Y to PcΘd .
Proof. We claim that the loci β(X) may be viewed as the solutions of the equations
{
xd+∑d−1
j=0 aj(y) x
j = 0
}
y∈Y
, where {aj : Y → R}j are some smooth functions.
Let us justify this claim. By Lemma 4.1 from [Ka2] and Morin’s Theorem [Mor1, Mor2],
if a particular branch β(X)κ of β(X) is tangent to the leaf Ly0 at a point b = (α, y0) with
the order of tangency j, then there is a system of local coordinates (u, y˜, z˜) in the vicinity
of b in R× Y such that:
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(1) β(X)κ is given by the equation
{
uj +
∑j−2
k=0 y˜k u
k = 0
}
;
(2) each nearby leaf Ly is given by the equations {y˜ =
−−−→
const, z˜ =
−−−→
const′}.
Setting u = x − α and writing y˜k’s as smooth functions of y, the same β(X)κ can be
given by the equation
{
Pα,κ(x, y) := (x− α)
j +
j−2∑
j=0
aκ,k(y) (x− α)
k = 0
}
,
where aκ,k : Y → R are smooth functions vanishing at y0. Therefore, there exists an open
neighborhood Uy0 of y0 in Y such that, in R × Uy0 , the locus β(X) is given by the monic
polynomial equation{
Py0(x, y) :=
∏
(α, y0)∈Ly0∩β(X)
( ∏
κ∈Aα
Pα,κ(x, y)
)
= 0
}
,
of degree mβ(y0) ≤ d in x. Here the finite set Aα labels the local branches of β(X) that
contain the point (α, y0) ∈ Ly0 ∩ β(X).
By multiplying Py0(x, y) with (x
2 + 1)
d−mβ (y0)
2 , we get a polynomial P˜y0(x, y) of degree d
which for each y ∈ Uy0, shares with Py0(x, y) the zero set β(X) ∩ (R× Uy0), as well as the
divisors Dβ(y).
For each y ∈ Y , consider the space Xβ(y) of monic polynomials P˜ (x) of degree d such that
their real divisors coincide with the β-induced divisor Dβ(y). We view Xβ :=
∐
y∈Y Xβ(y)
as a subspace of Y × Pd. It is equipped with the obvious projection p : Xβ → Y . The
smooth sections of p are exactly the smooth functions P˜ (x, y) that interest us. Each p-
fiber Xβ(y) is a convex set. Now given several smooth sections {σi}i of p, we conclude that∑
i φi · σi is again a section of p, provided that the smooth functions φi : Y → [0, 1] have
the property
∑
i φi ≡ 1. Note that φi · σi /∈ Pd.
Since X is compact, π(β(X)) ⊂ Y is compact as well. So it admits a finite cover by
the open sets {Uyi}i as above. Let {φi : Y → [0, 1]}i be a smooth partition of unity,
subordinated to this finite cover. Then the monic polynomial
P˜ (x, y) :=
∑
i
φi(y) · P˜yi(x, y)
of degree d has the desired properties. In particular, its divisor is Dβ(y) for each y ∈ Y .
Thus, using P˜ (x, y), any immersion β : X → R × Y , such that no ωβ(y) belongs to Θ, is
realized by a smooth map Φ : Y → PcΘd for which β(X) = {Φ(y)(x) = 0
}
. 
We denote by L the foliation of the cylinder A = S1×R, formed by the fibers {ℓψ}ψ∈S1 of
the obvious projection q : S1×R→ S1, and by L• the 1-dimensional foliation of A× [0, 1]
by the fibers of the obvious projection Q : S1 × R × [0, 1] → S1 × [0, 1]. We pick a base
point ψ⋆ ∈ S
1 and the leaf ℓ⋆ of L that corresponds to ψ⋆. Similarly, for each t ∈ [0, 1], we
fix the base leaf ℓ⋆(t) of L
•.
We consider immersions β : M → A of closed smooth 1-dimensional manifolds M such
that:
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(P1) for each ψ ∈ S1, the multiplicity is bounded by mβ(ψ) ≤ d;
(P2) no leaf ℓψ of L has the combinatorial tangency pattern ω
β(ψ) ∈ Ω〈d], |·|′≥2;
(P3) the map q ◦ β :M → S1 has only Morse type singularities;
(P4) β(M) ∩ ℓ⋆ = ∅.
The next definition lays the foundation for our notion of cobordism which deviates from
the usual cobordism theory.
Definition 2.11. We say that a pair of immersions β0 :M0 → A, β1 :M1 → A is cobordant,
if there exists a compact smooth orientable surface W with boundary ∂W =M1
∐
(−M0)
and an immersion B : W → A× R such that:
• B|M0 = β0 and B|M1 = β1;
• for each (ψ, t) ∈ S1 × [0, 1], the multiplicity mB((ψ, t)) ≤ d (see (2.1));
• for each (ψ, t) ∈ S1 × [0, 1], the tangency pattern ωB((ψ, t)) does not belong to
Ω〈d], |·|′≥2;
• the composition of B : W → S1× [0, 1] with the obvious map Π : A× [0, 1]→ [0, 1],
is a Morse function with the regular values 0 and 1.
We denote by B(A; cΩ〈d], |·|′≥2) the set of cobordism classes of such immersions β :M →
A.
Note that B(A; cΩ〈d], |·|′≥2) is set of cobordism classes of immersed curves and not the
usual set (group) of bordisms of manifolds.
In fact, the set B(A; cΩ〈d], |·|′≥2) also carries a group structure, where the group operation
β ⊙ β ′ is defined as follows. Since β(M) ∩ ℓ⋆ = ∅ and β
′(M ′) ∩ ℓ⋆ = ∅, we may view β(M)
as subset of the strip [0, 2π] × R, and β ′(M ′) as subset of the strip [2π, 4π] × R. Then
β(M)
∐
β ′(M ′) ⊂ [0, 4π]×R. We use the linear map λ : [0, 4π]→ [0, 2π] to place the locus
β(M)
∐
β ′(M ′) in [0, 2π]×R and thus in A. Evidently, this operation produces a pattern
β(M)⊙ β ′(M ′) satisfying (P1)-(P4).
The next result is similar to Arnold’s Theorem B.
Theorem 2.12. The cobordism group B(A; cΩ〈d], |·|′≥2)), where d ≡ 0 mod 2, is isomor-
phic to the fundamental group π1(P
cΩ〈d], |·|′≥2
d ), and thus is a free group in
d(d−2)
4
generators.
See Figure 1 for the case d = 6. In this case, B(A; cΩ〈6], |·|′≥2) is the free group on 6
generators.
Proof. Each continuous loop γ : S1 → Pd produces a 1-dimensional locus Ξγ (a collection
of curves) in the cylinder A = S1 × R by the formula
Ξγ := {(ψ, x) ∈ S
1 × R | γ(ψ)(x) = 0}.
If γ is a smooth loop in P
cΩ〈d], |·|′≥2
d that is either transversal to the non-singular part
D◦d ⊂ P
cΩ〈d], |·|′≥2
d of the discriminant variety Dd ⊂ Pd, or is quadratically tangent to D
◦
d,
then the locus Ξγ is an image of a compact 1-manifoldM under an immersion β :M → A.
Indeed, for each ψ ∈ S1 such that γ(ψ) has only simple real roots, Ξγ is a disjoint union
of several smooth arcs over the vicinity of ψ, and the projection q : Ξγ → S
1 is a local
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diffeomorphism. So we only need to sort out what happens over the vicinity of ψ⋆ such that
γ(ψ⋆) has a single root x⋆ of multiplicity 2. In the vicinity of (ψ⋆, x⋆) in A, the intersections
{Ξγ ∩ ℓψ}ψ either:
(1) have cardinality 2 for all ψ 6= ψ⋆, or
(2) have cardinality 2 for all ψ > ψ⋆ and cardinality 0 all ψ < ψ⋆, or
(3) have cardinality 2 for all ψ < ψ⋆ and cardinality 0 all ψ > ψ⋆.
The case (1) arises when γ is quadratically tangent to D◦d at γ(ψ⋆). In such a case,
locally γ(ψ)(x) =
(
(x−x⋆)
2−(ψ−ψ⋆)
2
)
·T (x, ψ), where T is an x-polynomial with smooth
coefficients (in ψ) and simple roots, so that T (x⋆, ψ⋆) 6= 0. Then two local branches of Ξγ
intersect at (ψ⋆, x⋆). Both branches are transversal to ℓψ⋆ , and the restriction of q to each
branch is a diffeomorphism. So the composition q ◦ β has no critical points in the vicinity
of β−1((ψ⋆, x⋆)).
When γ is transversal to D◦d at γ(ψ⋆), the cases (2) and (3) are realized. Then the q-
images of Ξγ , localized to the vicinity of (ψ⋆, x⋆), are semi-open intervals, bounded by ψ⋆.
In such cases, locally γ(ψ)(x) =
(
(x−x⋆)
2+(ψ−ψ⋆)
)
·T (x, ψ), where T is an x-polynomial
with smooth coefficients (in ψ) and simple roots, so that T (x⋆, ψ⋆) 6= 0. The locus Ξγ is
quadratically tangent to ℓψ⋆ at (ψ⋆, x⋆), and the Morse function q ◦β attains its extremum
at the unique point in M whose β-image is (ψ⋆, x⋆).
So the triple self-intersections of Ξγ , the double tangencies to the leaves {ℓψ}ψ, and the
cubic tangencies to {ℓψ}ψ are forbidden when γ(S
1) ⊂ P
cΩ〈d], |·|′≥2
d : they correspond to
compositions ωψ ∈ Ω〈d], |·|′≥2.
Thus, if γ is a smooth loop in P
cΩ〈d], |·|′≥2
d that is either transversal to D
◦ or quadratically
tangent to it, then Ξγ ⊂ A satisfies (P1)-(P3).
If the image γ(⋆) of the base point ⋆ ∈ S1 belongs to the d-cell R
()
d ⊂ Pd that represents
polynomials with no real roots, then property (P4) is also satisfied.
Of course, by a small homotopy, we may assume that γ is transversal to D◦d and is a
regular embedding when d > 2. For such a loop γ, Ξγ does not have self-intersections (is
a disjoint union of regularly embedded loops). However, even if the cobordism B : W →
A×[0, 1] between two regular embeddings, β0 :M0 → A×{0} and β1 :M1 → A×{1}, itself
is a regular embedding, some t-slices of W will develop singularities (in particular, self-
intersections). For that reason there is the need to consider immersions (and not regular
embeddings only) in (P1)-(P4).
Conversely, assume β :M → A is an immersion satisfying (P1)-(P4). By Proposition 2.10,
we may lift β to a smooth loop γ : S1 → P
cΩ〈d], |·|′≥2
d such that Ξγ = β(M), γ is transversal
or quadratically tangent to D◦d, and γ(⋆) belongs to the cell with no real roots.
So the correspondence γ ❀ Ξγ is the candidate for realizing the group isomorphism
Ξ∗ : π1(P
cΩ〈d], |·|′≥2
d )→ B(A; cΩ〈d], |·|′≥2).
We have shown already that any immersion β : M → A which satisfies (P1)-(P4) is
realizable by a loop γ : S1 → P
cΩ〈d], |·|′≥2
d . It remains to prove that:
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(1) homotopic loops γ0, γ1 : S
1 → P
cΩ〈d], |·|′≥2
d produce cobordant patters Ξγ0 Ξγ1 in A
(so that the correspondence Ξ∗ is well-defined);
(2) if Ξ(γ) is cobordant in A to ∅, then γ is contractible in P
cΩ〈d], |·|′≥2
d (i.e., Ξ∗ is an
injective map).
In order to validate these two claims, we consider the domain
Ed :=
{
(~a, x)| P (x,~a) ≤ 0
}
⊂ Pd × R,
where P (x,~a) := xd +
∑d−1
j=0 ajx
j . We denote by ∂Ed the boundary of Ed, a smooth hy-
persurface. Let π : R× Pd → Pd denote the obvious projection. Then π
−1(~a) ∩ ∂E is the
support of the real divisor of the x-polynomial P (x,~a).
By a general position argument, we may assume that the homotopy Γ : S1 × [0, 1] →
P
cΩ〈d], |·|′≥2
d that links γ0 and γ1 is smooth and transversal to all the strata {R
ω
d}ω of codi-
mension ≤ 1. Note, that by definition, it misses all the strata of codimension ≥ 2. In
other words, we may assume that γ0, γ1, and Γ are transversal to the (d − 1)-cells R˚
ω
d for
ω ∈ Ω〈d], |·|′=1 that form the non-singular portion D
◦
d := Dd∩P
cΩ〈d], |·|′≥2
d of the discriminant
variety Dd = P
Ω〈d], |·|′≥1
d ⊂ Pd. For d > 4, by a general position argument, we may also
assume that Γ is a regular embedding.
Set G := Γ−1(D◦d), a collection of disjoint arcs and loops in the cylinder S
1 × [0, 1]. We
may perturb the obvious function t : S1×[0, 1]→ [0, 1] so that the new t˜ : S1×[0, 1]→ [0, 1]
has the following properties:
(1) t˜(S1 × {0}) = t(S1 × {0}) = 0;
(2) t˜(S1 × {1}) = t(S1 × {1}) = 1;
(3) t˜ has no critical points;
(4) the restriction t˜ : G→ [0, 1] is a Morse function with critical points in the interior
of G.
From now and on, we retain the old notation “t” for this perturbation t˜. If Γ is transversal
to D◦d, then we claim that the map
Λ := Γ× idR : (S
1 × [0, 1])× R −→ P
cΩ〈d], |·|′≥2
d × R
is transversal to the hypersurface ∂Ed ⊂ Pd×R. Indeed, consider a line ℓψ, t := π
−1(Γ(ψ, t))
and a point Λ(ψ, t, x) ∈ ∂Ed. If x is a simple real root of the polynomial P (∼,Γ(ψ, t)),
then the line ℓψ, t is transversal to the hypersurface ∂Ed at Λ(ψ, t, x). If x is a real root of
multiplicity 2, then Γ(ψ, t) ∈ D◦d, and by the transversality of Γ to D
◦
d, Λ is transversal at
the point Λ(ψ, t, x) to ∂E .
Therefore, by this Λ-transversality, Λ−1(∂E) is a regularly embedded surface W in the
shell (S1 × [0, 1])× R ≈ A× [0, 1]. With the help of Q : A× [0, 1]→ S1 × [0, 1] that takes
each (x, ψ, t) to (ψ, t), the surface W projects on the cylinder S1 × [0, 1]. The surface W
interacts with the leaves of L• (the Q-fibers) in the ways that are described by the first
three bullets in Definition 2.11.
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To validate the last bullet from Definition 2.11, we need to check that the composition
t• : W
Q
→ S1 × [0, 1]
t
→ [0, 1] is a Morse function.
Consider a (d− 1)-dimensional non-singular affine variety
Fd :=
{
(~a, x)| P (x,~a) = 0,
∂
∂x
P (x,~a) = 0
}
⊂ ∂Ed ⊂ Pd × R,
where P (x,~a) := xd +
∑d−1
j=0 ajx
j .
Note that π(Fd) = Dd, the discriminant variety. The locus F
◦
d := π
−1(D◦d) is an open
and dense subset of Fd, characterized by the inequality
∂2
∂x2
P (x,~a) 6= 0. The projection
π : F◦d → D
◦
d is a diffeomorphism.
Let Z := W ∩ Fd. By definition, π(Z) = G ⊂ S
1 × [0, 1]. Moreover, since π : F◦d → D
◦
d
is a diffeomorphism, so is the map π : Z → G. Using that Γ is transversal to D◦d = π(F
◦
d ),
we get thatW is transversal to Fd. Thus Z is a smooth regular 1-dimensional submanifold
of W . By its construction, Z is exactly the folding locus of the map Q : W → S1 × [0, 1].
Therefore, away from Z, the map Q : W → S1 × [0, 1] is a local diffeomorphism. Thus,
away from Z, its composition t• : W
Q
→ S1 × [0, 1] → [0, 1] is a non-singular function.
As a result, the critical points of t• : W → [0, 1] are located along Z and are among
the critical points of the function t• : Z
π
→ G
t
→ [0, 1]. Since Z is the folding locus of
Q : W → S1 × [0, 1], the critical points of t• : W → [0, 1] are exactly the critical points of
t• : Z → [0, 1], the later function being Morse by the construction of t : S1 × [0, 1]→ [0, 1]
and the property of π : Z → G being a diffeomorphism. Therefore, all the critical points
of t• : W → [0, 1] are of the Morse type.
Remarkably, changes in the topology of the slices {(t•)−1(t) ∩ W}t∈[0,1] and of of the
slices {(t•)−1(t) ∩ Z}t∈[0,1] are synchronized in t!
SoW = Λ−1(∂E) delivers the desired cobordism between the loops patternsW∩(A×{0})
and W ∩ (A× {1}). As a result, the map Ξ⋆ is well-defined and onto.
To validate (2), we use again Proposition 2.10 to produce a smooth (ψ, t)-parameter
family of x-polynomials {P (x, ψ, t)}, whose roots form the surface W . The immersion
(embedding when d > 4) B :W → A×[0, 1] bounds the given immersion β :M → A×{0}.
For each t ∈ [0, 1], the ψ-family {P (x, ψ, t)}ψ gives rise to a loop γt : S
1 → P
cΩ〈d], |·|′≥2
d
that depends continuously on t. Since for some t⋆ ∈ [0, 1], the t⋆-slice of W is empty,
the loop γt⋆ ⊂ R
()
d and thus is contractible P
cΩ〈d], |·|′≥2
d . So the loop γ0 is contractible in
P
cΩ〈d], |·|′≥2
d . 
2.4. The fundamental group π1(P
cΘ
d ) for an arbitrary closed poset Θ ⊂ Ω〈d]. We
start with the following simple statement.
Lemma 2.13. Let Θ ⊂ Ω〈d] be a closed subposet such that Θ ⊂ Ω〈d], |·|′≥k. Then the
homotopy groups πi(P
cΘ
d ) vanish for all i < k−1. In particular, π1(P
cΘ
d ) vanishes, provided
Θ ⊂ Ω〈d], |·|′≥3. As a special case, we have π1(P
cΩ〈d], |·|′≥3
d ) = 0.
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Figure 4. The normal disks to the strata P
(1311)
6 (diagram A), P
(2121)
6 (di-
agram B), and P
(1221)
6 (diagram C). Traveling along the boundaries of these
disks, gives rise to the relations as in the three bullets of Theorem 2.14. Note
the two homotopic loops in diagram C: the small loop has 4 intersections
with the walls, the big one only 2.
Proof. We observe that if Θ ⊂ Ω〈d], |·|′≥k, then codim(P¯
Θ
d , P¯d) ≥ k. Therefore, by the
general position argument, πi(P
cΘ
d ) = 0 for all i < k − 1. In particular, π1(P
cΘ
d ) = 0,
provided that Θ ⊂ Ω〈d], |·|′≥3. 
We notice that, by the Alexander duality and the Hurewicz Theorem, for any closed Θ ⊂
Ω〈d], a minimal generating set of π1(P
cΘ
d ) contains at least rank(Hd−2(P¯
Θ
d ;Z)) elements.
Given a closed poset Θ ⊆ Ω〈d], we consider two disjoint sets:
Λ(cΘ) := Ω〈d], |·|′=2 \Θ, Λ(Θ) := Ω〈d], |·|′=2 ∩Θ.
By definition both Λ(cΘ) and Λ(Θ) consist of ω’s which either have a single entry 3 and
some number of 1’s or two entries 2 and some number of 1’s.
For each τ ∈ Λ(cΘ), denote by τ⇑ the set of elements in Ω〈d], |·|′=1 bigger than τ .
Consider a loop γ in PcΘd . It bounds a 2-disk D in Pd. By a general position argument,
we may assume that D avoids all the strata Rωd with |ω|
′ ≥ 3 and, if D hits a stratum R˚ωd
with |ω|′ = 2, then it hits it transversally. For such a stratum R˚ωd and each intersection
point x ∈ D ∩ R˚ωd , we consider a small 2-disk Dx ⊂ D, normal to R˚
ω
d , and the loop
κx := ∂Dx ⊂ P
cΩ〈d], |·|′≥2
d (see Figure 4). Since R˚
ω
d is connected, the homotopy class of κx or
its inverse depends only on ω for all x ∈ D ∩ R˚ωd . Therefore, γ is homotopic in P
cΩ〈d], |·|′≥2
d
to a product of loops {κˆω, κˆ
−1
ω }ω, where ω ∈ Ω〈d], |·|′=2 and κˆω := β
−1 ◦ κω ◦β is a loop that
starts at a base point ⋆, follows a path β ⊂ P
cΩ〈d], |·|′≥2
d from ⋆ to a point on κω, traverses κω
once, and returns to the base point following β−1. Evidently, if ω ∈ Λ(cΘ), the loop κω is
contractible in PcΘd . Thus any loop γ is homotopic to a product of loops {κˆω, κˆ
−1
ω }ω∈Λ(Θ),
considered as words in a new alphabet C.
These considerations lead to the following generalization of Theorem 2.4, which describes
π1(P
cΘ
d ) for an arbitrary closed poset Θ ⊂ Ω〈d].
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Theorem 2.14. For a closed subposet Θ ⊂ Ω〈d], the fundamental group π1(P
cΘ
d ) is a
quotient of the group Gd (defined in Lemma 2.8) modulo the set {Rτ | τΛ(cΘ)} of relations
given below.
For τ ∈ Λ(cΘ) the relation Rτ is given by a word α(τ) of length ≤ #(τ
⇑) in the letters
{a±ω , a
±
ω }ω∈τ⇑.
3 The recipe for writing Rτ is as follows.
• For each τ = (. . . 3 . . . ) ∈ Λ(cΘ) that contains a single entry 3, the set τ⇑ consists
of two elements, and the corresponding relation is Rτ := {a
±
ω1
a∓ω2 = 1}, where aω1
and aω2 correspond to
ω1 = (. . . 12 . . . ) and ω2 = (. . . 21 . . . )
4.
• For each τ = (. . . 2 . . . 2 . . . ) ∈ Λ(cΘ) that contains two non-adjacent 2’s, the set
τ⇑ consists of four elements
ω1 = (. . . 11 . . . 2 . . . ), ω2 = (. . . 2 . . . 11 . . . ), ω3 = (. . . 2 . . . 2
∨ . . . ), ω4 = (. . . 2
∨ . . . 2 . . . ),
and the corresponding relation is given by Rτ := {a
+
ω1
a−ω2 a
−
ω3
a+ω4 = 1}.
• For each τ = (. . . 22 . . . ) ∈ Λ(cΘ) that contains two adjacent 2’s, the set τ⇑ consists
of three elements
ω1 = (. . . 2 . . . ), ω2 = (. . . 211 . . . ), ω3 = (. . . 112 . . . ),
but the corresponding relation is given by Rτ := {a
±
ω2
a∓ω3 = 1}; it contains just two
letters.
Remark 2.15. Observe that in the first and the third case the above relations can be
rewritten as a±ω1 = a
±
ω2
, where ω1 and ω2 are some edges belonging to the same subgraph
Gd,i of Gd, defined in Remark 2.5. In the second case, it can be written as a
+
ω1
a−ω2 = a
−
ω4
a+ω3 ,
where ω3 and ω4 are some edges in Gd,i and ω1 and ω2 are some edges in Gd,i+2.
Remark 2.16. Geometrically (see Figure 4), these relations arise by taking the boundary
S1τ of a small disk D
2
τ , normal to the cell R˚
τ
d in Pd. Following the loop S
1
τ , we register
its transversal intersections with the codimension 1 cells {R˚ωd}ω∈τ⇑ , thus creating the word
α(τ).
Proof. Fist we notice that, by a general position argument, any loop in Pd (after a small
deformation) may be assumed to have empty intersections with the set P
Ω〈d], |·|′≥3
d .
For each ω such that |ω|′ = 2, we consider a closed regular neighborhood Uω of the cell
R˚ωd in the space P
cΩ〈d], |·|′≥2
d ∪ R˚
ω
d . We may assume that for distinct ω’s from Λ(cΘ) these
neighborhoods are disjoint.
Let X := P
cΩ〈d], |·|′≥2
d . For d ≡ 0 mod 2, by Theorem 2.4, π1(X) is a free group on
d(d−2)
4
generators. Adding a component R˚ωd , where ω ∈ Λ(cΘ), to the locus X produces a
new space Y . The spaces X , Uω, and X ∩ Uω are path-connected. Thus, by the Seifert -
van Kampen Theorem, π1(Y ) ≈ π1(X) ∗π1(X∩Uω) π1(Uω), the free product ∗ of the groups
3In each of the following bullets, “. . . ” stand for the portions of the compositions ω that do not change.
4Thus, for any τ = (. . . 3 . . . ) ∈ Λ(cΘ), we may exclude the generator (. . . 12 . . . ), retain the generator
(. . . 21 . . . ), and drop the relation Rτ .
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π1(X) and π1(Uω) with the amalgamation of π1(X ∩Uω). Since Uω is homotopy equivalent
to the cell R˚ωd , π1(Uω) = 0. At the same time, X ∩ Uω = Uω \ R˚
ω
d is homotopy equivalent
to a circle S1ω, the boundary of a small disk D
2
ω, normal to the stratum R˚
ω
d . Therefore,
π1(Y ) ≈ π1(X)/[S
1
ω]. We can recycle this construction by taking now Y for the role of X
and adding another cell R˚ω1d , where |ω1|
′ = 2 and ω1 6= ω, to produce a new space Y1. By
the same argument, we conclude that π1(Y1) ≈ π1(Y ) ∗π1(Y ∩Uω1 ) π1(Uω1). So we get
π1(Y1) ≈ π1(Y )/[S
1
ω1
] ≈ π1(X)/{[S
1
ω], [S
1
ω1
]}.
Eventually, we will get that
π1(Yk) ≈ π1(X)
/
{[S1ω], [S
1
ω1
], . . . , [S1ωk ]},
where {ω, ω1, . . . , ωk} = Λ(cΘ).
It remains to observe that the words-relations {Rω = α(S
1
ω)}ω∈Λ(cΘ) that correspond
to the loops {S1ω}ω∈Λ(cΘ) are exactly the ones that are listed in the three bullets of the
theorem and labeled by the poset ω≺ (see Figure 4). Considerations of the case of odd d
are parallel. 
The next claim is somewhat surprising.
Corollary 2.17 (of Theorem 2.14). For a closed subposet Θ ⊂ Ω〈d], the fundamental group
π1(P
cΘ
d ) is a free group
5.
Proof. (Sketch) We will show that for a closed subposet Θ ⊂ Ω〈d], the fundamental group
π1(P
cΘ
d ) can be interpreted as the fundamental group of some graph GΘ,d, obtained from
Gd by removal of some edges. This circumstance immediately implies that π1(P
cΘ
d ) is free.
Indeed, the relations of the first and of the third type from Theorem 2.14 are of the form
a±ω1 = a
±
ω2
which means that in any admissible word every occurrence of a+ω2 can be replaced
by a+ω1 and every occurrence of a
−
ω2
can be replaced by a−ω1 . After such substitutions the
remaining admissible words will be describing closed paths in the subgraph of the initial
graph from which the edge ω2 is deleted (or, alternatively, identified with the edge ω1).
Doing this operation for each relations of the first and the third type we obtain a certain
subgraph of the initial graph Gd.
Let us now look at relations of the second type. Such a relation has the form
(2.2) a+ω1a
−
ω2
= a−ω4a
+
ω3
.
If reducing relations of the first and the third type we have already identified ω1 with ω2 or
ω3 with ω4, then we are in the previous situation and can remove an extra edge. Finally,
if we have a complete (2.2), then we get
a+ω1 = a
−
ω4
a+ω3a
+
ω2
and a−ω1 = a
−
ω2
a−ω3a
+
ω4
.
Again these two relations mean that in any admissible word every occurrence of a+ω1 and
a−ω1 can be replaced by the respective above right-hand sides. After such substitutions,
the remaining admissible words will be describing the closed paths in the subgraph of the
graph under consideration from which the edge ω1 is deleted. Now the result follows. 
5However, in this more general setting, we do not know whether PcΘ
d
is a K(pi, 1)-space.
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For any closed poset Θ ⊂ Ω and any d > 0, we denote by Pcrit cΘd+1 the space of polynomials
of degree d+ 1, whose derivatives belong to PcΘd .
Corollary 2.18. For any closed poset Θ ⊂ Ω and any d > 0, the space Pcrit cΘd+1 is ho-
motopy equivalent to the space PcΘd . As the result, we may replace π1(P
cΩ〈d], |.|′≥2
d ) with
π1(P
crit cΩ〈d], |.|′≥2
d+1 ) in Theorem 2.4, and π1(P
cΘ
d ) with π1(P
crit cΘ
d+1 ) in Theorem 2.14 and
Theorem 2.12, thus rephrasing our results in the spirit of [Ar].
Proof. By definition, d
dx
: Pcrit cΘd+1 → P
cΘ
d is a trivial fibration with the fiber R. 
Proposition 2.19. For any d ≥ 3, π1(P
cΘ3
d ) = Z. Here Θ3 is the poset, obtained as the
closure of all compositions containing a single entry 3 and the remaining entries 1’s. In
other words, PcΘ3d is the set of all monic polynomials of degree d whose real roots have
multiplicities at most 2.
Proof. Our goal is using the relations in the last two bullets of Theorem 2.14 to deduce
that for Θ3 ∪ Ω〈d], π1(P
cΘ3
d ) ≈ Z. The argument below is very much in the spirit of
Corollary 2.17.
We will first consider the case when d is even and reduce the free group π1(P
cΩ〈d],≥2
d ) on
d(d−2)
4
generators by the relations coming from all compositions τ = (1, . . . , 1︸ ︷︷ ︸
i
, 2, 2, 1, . . . , 1︸ ︷︷ ︸
j
) ∈
Λ(cΘ3) for i, j ≥ 0. Again consider the graph Gd, shown for d = 6 in Figure 3. Recall
that Gd naturally splits into ⌊
d
2
⌋ subgraphs {Gd,i}i, each containing only two vertices of
the form (1, . . . , 1)︸ ︷︷ ︸
i
and (1, . . . , 1)︸ ︷︷ ︸
i+2
and i + 1 edges, labeled by (1, . . . , 1︸ ︷︷ ︸
i
, 2), (1, . . . , 1︸ ︷︷ ︸
i−1
, 2, 1),
. . . , (2, 1, . . . , 1︸ ︷︷ ︸
i
). Here i = 0, 2, . . . , d for d even, and i = 1, 3, . . . , d for d odd.
Next, for a given i ≥ 2, consider (i− 1) compositions of the form
(2.3) (1, . . . , 1︸ ︷︷ ︸
i−2
, 2, 2), (1, . . . , 1︸ ︷︷ ︸
i−3
, 2, 2, 1), (1, . . . , 1︸ ︷︷ ︸
i−4
, 2, 2, 1, 1), . . . , (2, 2, 1, . . . , 1︸ ︷︷ ︸
i−2
).
Using the relations from the third bullet of Theorem 2.14 with the latter (i− 1) composi-
tions, we get two equalities
(1, . . . , 1︸ ︷︷ ︸
i
, 2) = (1, . . . , 1︸ ︷︷ ︸
i−2
, 2, 1, 1) = (1, . . . , 1︸ ︷︷ ︸
i−4
, 2, 1, 1, 1, 1) = · · ·
and
(1, . . . , 1︸ ︷︷ ︸
i−1
, 2, 1) = (1, . . . , 1︸ ︷︷ ︸
i−3
, 2, 1, 1, 1) = (1, . . . , 1︸ ︷︷ ︸
i−5
, 2, 1, 1, 1, 1, 1) = · · ·
Thus the graph Gd,i is reduced, modulo the relations coming from the compositions
(2.3), to the graph G˜d,i with vertices (1, . . . , 1︸ ︷︷ ︸
i
) and (1, . . . , 1︸ ︷︷ ︸
i+2
), which are connected by only
two edges and are labelled by two of the latter equalities. (In other words, each edge is
labelled by the collection of all compositions appearing in the respective equality.)
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Now we want to reduce the graph G˜d :=
⋃
i G˜d,i to a single loop by using compositions
of the form τ = (. . . 2 . . . 2 . . . ) ∈ Λ(cΘ3) with two non-adjacent 2’s. We observe that
the relation in the second bullet of Theorem 2.14 provides an equality of two loops, each
consisting of two edges; one of these loops belongs to the graph Gd,i and the second one
belongs to the graph Gd,i+2 for some value of i. Recall that, for an even (odd) d, i runs
over the set of non-negative even (odd) numbers not exceeding d.
To perform the reduction, we separate again the case of odd and even d. Namely, if d ≥ 4
is even and we want to collapse the (loop of the) graph G˜d,d to the graph G˜d,d−2, we have
to use the relation coming from the composition (1, 2, 1, . . . , 1︸ ︷︷ ︸
d−3
, 2). Similarly, to collapse
G˜d,d−2 to G˜d,d−4, we use the relation coming from the composition (1, 2, 1, . . . , 1︸ ︷︷ ︸
d−5
, 2), etc.
At the end, we are left with the graph G˜d,2 which is a single loop.
Analogously, if d ≥ 3 is odd and we want to collapse the (loop of the) graph G˜d,d to
the graph G˜d,d−2, we have to use the relation coming from the composition (2, 1, . . . , 1︸ ︷︷ ︸
d−2
, 2).
Further, to collapse G˜d,d−2 to G˜d,d−4, we use the relation coming from the composition
(2, 1, . . . , 1︸ ︷︷ ︸
d−4
, 2), etc. At the end, we are left with the graph G˜d,1 which is a single loop. 
Our final result is an analog of Arnold’s Theorem A in finite degrees.
Corollary 2.20. The fundamental group of the space of real monic polynomials of fixed
odd degree d > 1 with no real critical points of multiplicity higher than 2 is isomorphic to
Z.
Proof. Follows immediately from Corollary 2.18 and Proposition 2.19. 
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