Abstract. Let H := − 1 2 ∆ + V be a one-dimensional continuum Schrödinger operator. ConsiderĤ := H + ξ, where ξ is a Gaussian white noise. We prove that if the potential V is locally integrable, bounded below, and grows faster than log at infinity, then the semigroup e −tĤ is trace class and admits a probabilistic representation via a Feynman-Kac formula. Our result applies to operators acting on the whole line R, the half-space (0, ∞), or a bounded interval (0, b), with a variety of boundary conditions. Our method of proof consists of a comprehensive generalization of techniques recently developed in the random matrix theory literature to tackle this problem in the special case whereĤ is the stochastic Airy operator.
Introduction
Let I ⊂ R be an open interval (possibly unbounded) and V : I → R be a function. Let H := − 1 2 ∆ + V denote the Schrödinger operator with potential V and with some prescribed boundary conditions when I has a boundary. In this paper, we are interested in random operators of the form
where ξ is a Gaussian white noise on I with variance σ 2 > 0. That is, ξ is a centered Gaussian process indexed by the function space L 2 = L 2 (I) with covariance
Among the most powerful tools used to study Schrödinger operators are their semigroups (e.g., [35] ); we recall that the semigroup generated by H is the family of operators formally defined as e −tH for t > 0. Provided the potentials under consideration are sufficiently well behaved, there is a remarkable connection between Schrödinger semigroups and the theory of stochastic processes that can be expressed in the form of the Feynman-Kac formula (e.g., [35, Theorem A.2.7] ): Assuming I = R for simplicity, for every f ∈ L 2 , t > 0, and x ∈ R, one has e −tH f (x) = E x exp − t 0 V B(s) ds f B(t) , (1.2) where B is a Brownian motion and E x signifies that we are taking the expected value with respect to B conditioned on the starting point B(0) = x. Apart from the obvious benefit of making Schrödinger semigroups amenable to probabilistic methods, we note that the Feynman-Kac formula can in fact form the basis of the definition of H itself, as done, for instance, in [24] .
Our purpose in this paper is to lay out the foundations of a general semigroup theory (or Feynman-Kac formulas) for random Schrödinger operators of the form (1.1). We note that, since the white noise is very irregular (in fact, it is not even a proper function that can be evaluated at points in I), this undertaking is not a direct application or a trivial extension of the classical theory; see Section 1.1 for more details. As a first step in this program, we show that a variety of tools recently developed in the random matrix theory literature (c.f., [2, 15, 16, 22, 26, 30] ) to tackle special cases of this problem can be suitably extended to a rather general setting. The main restriction of our assumptions is that we consider cases where the semigroup e −tĤ is trace class, which implies in particular thatĤ must have a purely discrete spectrum.
This paper is organized as follows. In the remainder of this introduction, we present a brief outline of our main results and discuss some motivating examples for our investigations. In Section 2, we give a precise statement of our results (our main result is Theorem 2.18, and our second main result is Proposition 2.8).
In Section 3, we provide an outline of the proof of our main results. Finally, in Sections 4 and 5, we go over the technical details of the proof of our results. sion on the one-dimensional Anderson Hamiltonian and the parabolic Anderson model, which served as a chief motivation for the writing of this paper. The author thanks Michael Aizenman for helpful pointers in the literature regarding random Schrödinger operators. The author gratefully acknowledges Mykhaylo Shkolnikov for his continuous guidance and support and for his help regarding a few technical obstacles in the proofs of this paper.
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1.1. Overview of Results. As mentioned earlier in this introduction, much of the challenge involved in our program comes from the fact that the Gaussian white noise is a Schwartz distribution. This creates two main technical obstacles.
The first obstacle is that it is not immediately obvious how to define the operator H. Indeed, if we interpret ξ as being part of the potential ofĤ, then the action
of the operator on a function f includes the "pointwise product" ξf , which is not well defined if ξ cannot be evaluated at single points in R. The second obstacle comes from the definition of e −tĤ . Arguably, the most natural guess for this semigroup would be to add ξ to the potential in the usual Feynman-Kac formula (1.2), which yields e −tĤ f (x) " = " E x exp − However, this again requires the ability to evaluate ξ at every point.
The key to overcoming these obstacles is to interpret ξ as the distributional derivative of a Brownian motion. More precisely, let W be a two-sided Brownian motion with variance σ 2 (i.e., W (x)−W (y) is Gaussian with mean zero and variance σ 2 |x − y| for every x, y ∈ R) that is anchored at zero (i.e., W (0) = 0). If f is sufficiently regular (and we neglect boundary values for simplicity), then a formal integration by parts yields ξ(f ) = f, W ′ := − f ′ , W .
Following this line of thought, we may then settle on a "weak" definition ofĤ through the form f,Ĥg := f, Hg + ξ(f g) = f, Hg − f ′ g + f g ′ , W . (1. 4) We note that this type of definition forĤ has previously appeared in the literature (e.g., [2, 14, 26, 30] ) for various potentials V on the half-space I = (0, ∞) as well as V = 0 on a bounded interval I = (0, L) (L > 0). We also note an argument outlined by Bloemendal in [1, Appendix A] that allows one to recastĤ as the classical Sturm-Liouville operator
2 )f, where w(x) := exp 4
x 0 W (y) dy through a suitable Hilbert space isomorphism. Our first result (namely, Proposition 2.8) is an extension of these statements: We provide a very succinct proof of the fact that, under fairly general conditions on V , the form (1.4) corresponds to a unique self-adjoint operator with compact resolvent, including when I is the whole real line or a bounded interval with a nonzero potential. The interpretation ξ = W ′ also leads to a natural candidate for the semigroup generated byĤ: Let L a t (B) (a ∈ R, t ≥ 0) be the local time process of the Brownian motion B so that for any measurable function f , we have We may then interpret the problematic term in e −tĤ 's intuitive derivation (1.3) thusly:
where Q is the diffusion process dQ(x) = V (x)dx + dW (x), which we assume to be independent of B. In the case where I = R, for example, this suggests the definition
where E x now denotes the conditional expectation of B|B(0) = x given W (we refer to (2.4) for the definition of e −tĤ when I is the half-space or a bounded interval). This type of random semigroup has appeared in [15, 16] in the special case where V (x) = x and I = (0, ∞). Our second and main result (namely, Theorem 2.18) provides general sufficient conditions that guarantee that the operator-valued stochastic process t → e −tĤ defined in (1.5) has a version that is a strongly continuous trace-class semigroup. In particular, we provide an explicit construction of this strongly continuous modification in terms of an eigenvalue point process and a random eigenbasis of L 2 (see (2.5)), and we prove that its infinitesimal generator coincides with the operatorĤ defined through the sesquilinear form (1.4) . This result can be seen as a comprehensive extension and generalization of [15, Proposition 1.8 (a)] and [16, Corollary 2.2] . We refer to Section 3.2 (see also Remarks 3.6 and 3.11) for a detailed exposition of our method of proof and a comparison with the results in [15, 16] .
One interesting consequence of Theorem 2.18 is the following connection between the random functional (1.5) and the spectrum ofĤ: Let λ 1 (Ĥ) ≤ λ 2 (Ĥ) ≤ · · · be the eigenvalues ofĤ and ψ 1 (Ĥ), ψ 2 (Ĥ), . . . be the associated eigenfunctions, which are defined by the variational principle (i.e., Courant-Fischer) associated with the form (1.4). For every t > 0, it holds with probability one that
We expect this connection to be fruitful in two directions: On the one hand, the probabilistic representation (1.5) can be used to study the properties of the eigenvalues and eigenfunctions ofĤ. We refer to [35] . On the other hand, a good understanding ofĤ's spectrum can be used to study the geometric properties of the function u(t, x) := e −tĤ f (x), which we may interpret as the solution of the SPDE with multiplicative noise
We refer to Section 1.2.1 below for more motivation in this direction.
1.2. Two Motivating Examples.
The Anderson Hamiltonian and Parabolic Anderson Model.
The earliest occurrences of an operator of the form H + ξ in the literature appear to be [13, 18] . The operator that is considered in these papers is defined as A := −∆ + ξ. In the modern mathematical physics literature, this object is known as the Anderson Hamiltonian. The first mathematically rigorous study of the Anderson Hamiltonian (along the lines of (1.4)) appeared in [14] . Following this, there have been several investigations of A's spectral properties [3, 4, 25] , culminating in a recent article of Dumaz and Labbé [10] , which provides a comprehensive description of eigenfunction localization and eigenvalue Poisson statistics in the case where the domain I = (0, L) is an interval that grows to infinity (i.e., L → ∞).
In this context, a Feynman-Kac formula of the form (1.6) forĤ = A creates a rigorous connection between the study of localization in the Anderson Hamiltonian and the study of intermittency for large times in the parabolic Anderson model with continuous white noise (c.f., [10, (5) and (6) 
4]).
We recall that the parabolic Anderson model is the SPDE formally defined as
or, equivalently, u(t, x) := e t(∆+ξ) u 0 (x). Although several previous works have featured Feynman-Kac-type formulas for the continuum Anderson Hamiltonian or the parabolic Anderson model in one dimension (e.g., [7, or [19, Section 3.2] ), ours appears to be the first to make an explicit connection between the spectrum of A and a random Feynman-Kac functional of the form (1.5) (i.e., the expansion (1.6)).
The Stochastic Airy Operator and Operator Limits of Random Matrices.
One of the most widely studied instances of an operator of the form (1.1) is the stochastic Airy operator. The latter is defined as A β := −∆ + x + ξ β (β > 0), where ξ β is a white noise with variance 4/β, and it acts on the half-space (0, ∞) with Dirichlet or Robin boundary condition at the origin. The interest of studying the stochastic Airy operator comes from the fact that its spectrum captures the asymptotic edge fluctuations of a large class of random matrices and interacting particle systems (the β-ensembles). This phenomenon was first observed by Edelman and Sutton in [12] and is based on the tridiagonal models of Dumitriu and Edelman [11] . The connection was later rigorously established by Ramírez, Rider, and Virág [30] , and these developments gave rise to a now very extensive literature concerning operator limits of random matrices. We refer to [40] and references therein for a somewhat recent survey.
In [16] , Gorin and Shkolnikov studied large powers of tridiagonal random matrices inspired by the Gaussian β-ensembles and obtained an operator limit of the form (1.5) (see [16, (2.4) ]), which they called the stochastic Airy semigroup. These results were later extended to rank 1 additive perturbations of tridiagonal random matrices in [15] . Since the same tridiagonal random matrices (under a different rescaling) converge to the stochastic Airy operator, these results imply a FeynmanKac formula of the form (1.5) for the semigroup t → e −tA β /2 . In this context, our paper can be viewed as providing a streamlined and unified treatment of the semigroups generated by general Schröginer operators with multiplicative white noise in the case where the semigroup is trace class.
Main Results
In this section, we provide a detailed statement of our main results. Throughout the paper, we make the following assumption on the potential V . Assumption 2.1. Suppose that V : I → R is nonnegative and locally integrable on I's closure. If I is unbounded, then we also assume that
As is usual in the theory of Schrödinger operators and semigroups, the assumption that V ≥ 0 is made for technical ease, and all of our results also apply in the case where V is merely bounded from below on I.
2.1. Self-Adjoint Operator. Our first result concerns the realization ofĤ as a self-adjoint operator. As explained in the passage following equation (1.4) , this is done through a sesquilinear form. We begin with a statement of the different cases we consider regarding the interval I and its boundary conditions. Definition 2.3. We consider three different types of domains: the full space I = R (Case 1), the positive half-space I = (0, ∞) (Case 2), and the bounded interval I = (0, b) for some b > 0 (Case 3).
In Case 2, we consider Dirichlet and Robin boundary conditions at the origin:
where α ∈ R is fixed.
In Case 3, we consider the Dirichlet, Robin, and Mixed boundary conditions at the endpoints 0 and b:
where α, β ∈ R are fixed. 
Our purpose in this definition is to introduce the following objects:
(1) (f, g) → E(f, g), the sesquilinear form associated to the operator H; (2) (f, g) → ξ(f g), the sesquilinear form associated to the white noise; and (3) D(E) ⊂ L 2 , the form domain on which E and ξ are defined.
Then, we defineÊ(f, g) := E(f, g)+ξ(f, g), which is the sesquilinear form associated withĤ. We now define these objects for every case in Definition 2.3.
Case 1:
Case 2-D:
Case 2-R:
Case 3-D:
Case 3-R:
Case 3-M:
Remark 2.6. While it is clear that the form E is well defined on D(E), the same is not so obvious for ξ andÊ (at least in Cases 1 and 2). We prove this in Proposition 3.2 below. [26] ) is continuous, and we also treat the Robin boundary condition. In Case 3, the closest result seems to be [14, §2] , which only considers the case V = 0 with Dirichlet boundary conditions.
2.2. Semigroup. We now state our main result regarding the semigroup generated byĤ. We begin with some notations.
Definition 2.10. We use B to denote a Brownian motion on R, X to denote a reflected Brownian motion on (0, ∞), and Y to denote a reflected Brownian motion on (0, b). Let Z = B, X, or Y . For every t > 0 and x, y ∈ I, we define the conditioned processes Z x := Z|Z(0) = x and Z x,y t := Z|Z(0) = x and Z(t) = y , and we use E x and E x,y t to denote the expected value with respect to the law of Z x and Z x,y t , respectively. We denote the Gaussian kernel by
We denote the transition kernels of B, X, and Y as Π B , Π X , and Π Y , respectively. That is, for every t > 0, 
for any measurable function f : I → R. In the special case where s = 0, we use the shorthand
When there may be ambiguity regarding which conditioning of Z is under consideration, we use
we distinguish the boundary local time from the above, which we define as
Finally, given a diffusion process Q : R → R and a function f : I → R, we use the notation
whenever the above stochastic integral can be defined.
Definition 2.11. In Cases 2 and 3, let us define the quantities
where α, β ∈ R are as in (2.2) and (2.3). For every t > 0, we define the kernel
Remark 2.12. Let Z = X or Y . In the above definition, we use the convention Remark 2.13. The definition of K(t) in Definition 2.11 coincides with the classical Feynman-Kac formula for the integral kernel of the semigroup generated by H; see Section 5.1 and references therein for more details.
With these notations out of the way, we may now define the random FeynmanKac integral kernels associated with e −tĤ .
Definition 2.14. As in the introduction, let Q be the diffusion process
For every t > 0, we define the (random) kernelK(t) :
where we assume that W is independent of B, X, or Y and E
x,y t denotes the expected value conditional on W .
Remark 2.15. Recall that we consider versions of the local time processes of B, X, and Y that, for fixed times, are almost surely continuous and compactly supported in I's closure. Thus, the stochastic integrals in (2.4) can be defined pathwise in B and W (c.f., [20] ).
, we also use h to denote the integral operator induced by the kernel, that is,
Definition 2.17. Let A be a self-adjoint operator with compact resolvent. We use λ 1 (A) ≤ λ 2 (A) ≤ · · · to denote the eigenvalues of A in increasing order, and we use ψ 1 (A), ψ 2 (A), . . . to denote the associated eigenfunctions.
Theorem 2.18. Suppose that Assumption 2.1 holds and that we consider one of the cases in Definition 2.3. There exists a point process
2 satisfying the following statements.
for every t > 0.
(2) The process t → M (t) is strongly continuous, and its infinitesimal generator isĤ with probability one, that is,
In particular, we have the spectral expansion 
Proof Outline
In this section, we provide an outline of the proofs of our main results. Most of the more technical details, which we state in this section as a string of propositions, are accounted for in Sections 4 and 5. In every proposition stated in this section, we assume that Assumption 2.1 is met, and we consider one of the cases in Definition 2.3. The following is a generalization of a result that first appeared in [30] . (1) and (2) in the statement of Proposition 2.8. Since H has compact resolvent andĤ is infinitesimally form-bounded by H, the fact thatĤ has compact resolvent follows from standard variational estimates (c.f., [32, Theorem XIII.68] (1) . The proof of Theorem 2.18 (1) relies on the following three results. Proposition 3.3. For every t,t > 0, the following holds almost surely: For every x, y ∈ I,K(t; x, y) =K(t; y, x) and IK (t; x, z)K(t; z, y) dz =K(t +t; x, y). . In Cases 1 and 2, the method of proof we use in this paper shares similarities with the one used in [15, 16] though our treatment is notably streamlined, allowing for much greater generality. The greatest departure from [15, 16] is Case 3, which introduces several new technical difficulties. We refer to Section 5 for the details.
We may now prove Theorem 2.18 (1). The argument that follows is a detailed version of the proof outlined on Page 2338 of [16] for [16, Proposition 2.5] .
For the sake of clarity, let us denote by (Ω, F , P) the sample space on which the white noise ξ (or the Brownian motion W ) is supported. Let F be a countable dense set in L 2 . For every t,t > 0 and f ∈ F , let us define the events Ω
(1)
t,t , and Ω (3) f,t as follows: (1) for every outcome in Ω (1) t , K (t) 2 < ∞ ; (2) for every outcome in Ω (2) t,t ,K(t; x, y) =K(t; y, x) and (3.1) holds for every x, y ∈ I; and (3) for every outcome in Ω (3) f,t , there exists a sparse enough increasing sequence (n i ) i∈N of positive integers along which
Then, with T > 0 as in Proposition 3.4, let us define
Thanks to Propositions 3.3-3.5, we can choose these events in such a way that P[Ω 0 ] = 1. Let us henceforth assume that we are working with outcomes in the event Ω 0 .
Since Hilbert-Schmidt integral operators are compact, we know thatK(t) is compact for all rational 0 < t < T . Moreover, the fact that suchK(t) are symmetric (i.e.,K(t; x, y) =K(t; y, x)) implies that they are self-adjoint (c.f., [41, Theorem 6.11] ). Therefore, it follows from the spectral theorem (e.g., [39, Theorems 5.4 and 5.6]) thatK
where µ
2 ≥ · · · ≥ 0 are the eigenvalues ofK(t) (which converge to zero) and the associated eigenfunctions Ψ
is a semigroup of compact operators (which are in particular commuting operators), it follows from [23, Section 28 Theorem 7] that there exists a common set of eigenfunctions Ψ 1 , Ψ 2 , . . . such that
If we apply the semigroup property (namely, (3.1)) to the above expansion, then we infer that µ
for all rational 0 < t,t < T /2. Consequently, if we prove that
k > 0 for all k ∈ N and rational 0 < t < T , (3.5) then we may conclude that there exists finite real numbers
−tΛ k for all rational 0 < t < T 1 and that the Ψ k form a basis of L 2 , yieldinĝ
Then, (3.6) can be extended to t ∈ (0, ∞) ∩ Q thanks to the semigroup property: if (3.6) holds for t,t > 0, then
which gives the desired result for t +t.
We then prove (3.5). For this, it is enough to show thatK(t) is (strictly) positive definite for all rational t > 0. Since the operatorK(t) is continuous for every rational 0 < t < T , to prove positive definiteness, it is enough to show thatK(t)f = 0 for all nonzero f ∈ F . Suppose by contradiction that there exists t > 0 rational and f ∈ F nonzero such that
In all cases, it holds that K (t/n)f 2 = 0 for all n ∈ N. If we take the subsequence n 1 < n 2 < · · · as in (3.3), then we get that
This is a contradiction; hence (3.5) is proved.
At this point, we have proved Theorem 2.18 (1) for all t ∈ (0, ∞) ∩ Q. In order to show that the result holds for M (t) whent ∈ (0, ∞) \ Q, it suffices to go through the same argument as above, with the exception that instead of using the event Ω 0 as defined in (3.4), we use Ωt ⊂ Ω 0 , which is defined as
1 Indeed, this is the unique solution to Cauchy's functional equation for t ∈ Q, and we can define Λ k := − log(µ (t) k )/t for any t > 0.
Theorem 2.18 (2).
Since Λ k → ∞ as k → ∞ by compactness of M (t), a straightforward application of dominated convergence yields
for every f ∈ L 2 for which the series on the right-hand side is finite. According to Proposition 2.8,
Consequently, we need only prove (2.6).
Our proof of (2.6) makes use of smooth approximations ofĤ's white noise potential for which the classical Feynman-Kac formula can be applied. Let ̺ : R → R be a mollifier, that is,
(1) ̺ is smooth, compactly supported, nonnegative, symmetric, and such that ̺(x) dx = 1; and (2) if we define ̺ ε (x) := ε −1 ̺(x/ε) for every ε > 0, then ̺ ε → δ 0 as ε → 0 in the sense of Schwartz distributions, where δ 0 denotes the Dirac delta function.
For every ε > 0, we define the mollified noise ξ ε := ξ * ̺ ε = (W * ̺ ε )
′ . Clearly, ξ ε is smooth. Moreover, since ̺ is symmetric, it is easily verified that ξ ε is a Gaussian process on R with covariance function
where we denote ̺ * 2 ε = ̺ ε * ̺ ε . Definition 3.7. For every ε > 0, let us define the operatorĤ ε := H + ξ ε , along with its associated sesquilinear form
and the kernel of its generated semigroup
We can show that the objects introduced in Definition 3.7 can serve as good approximations ofĤ andK(t) in the following sense. 
and lim
almost surely for all k ∈ N, up to possibly relabeling the eigenfunctions ofĤ if it has repeated eigenvalues. Proposition 3.9. For every ε > 0, t →K ε (t) is a strongly continuous semigroup of trace class operators with probability one. The infinitesimal generator of this semigroup isĤ ε , which implies in particular that
Proposition 3.10. There exists 0 < T ≤ ∞ such that for every 0 < t < T ,
By combining Propositions 3.8-3.10, we can find a small enough t > 0 and a vanishing sequence (ε n ) n∈N such that, almost surely,
for every n ∈ N and f ∈ L 2 , and
We henceforth assume that we are working in an event of full probability where these conditions hold.
On the one hand, since the Hilbert-Schmidt norm dominates the operator norm, we know that K (t) −K εn (t) op → 0; hence e −tλ k (Ĥε n ) → e −tΛ k for all k ∈ N. Since λ k (Ĥ εn ) → λ k (Ĥ) as well, we conclude that λ k (Ĥ) = Λ k for every k ∈ N.
On the other hand, we note that
This vanishes as n → ∞. Moreover, the spectral expansion forK εn (t) implies that
. Thus e −tλ k (Ĥ) , ψ k (Ĥ) k∈N can be taken as the eigenvalue-eigenfunction pairs for M (t), concluding the proof of (2.6). 2] (which we recall apply to Case 2 with V (x) = x), the argument presented here uses smooth approximations ofK(t) rather than random matrix approximations. Since the present paper does not deal with convergence of random matrices, this choice is natural, and it allows to sidestep several technical difficulties involved with discrete models. With this said, the proof of (3.9) is inspired by the convergence result for the spectrum of random matrices in [ 
almost surely. At least for small enough t > 0, Proposition 3.4 implies that this is finite with probability one. Since Λ k → ∞ as k → ∞, there exists some k 0 ∈ N such that Λ k > 0 for every k > k 0 . Since
Proof of Proposition 2.8
In this section, we complete the outline in Section 3.1 by proving Propositions 3.1 and 3.2. 
The result then follows from the fact that for every κ > 0, we have the inequality |xy| ≤
Suppose then that we are in Case 3. Let us define the function
Since h ≤ 1, the same inequality used in Cases 1 and 2 yields the result. To prove the claim involving f (b), we apply the same method with h(x) = x/b.
To see that C ∞ 0 is a form core, it suffices to note that the latter is dense in Sobolev spaces and L 2 (I, V (x)dx). The standard proof of this uses convolution against mollifiers and then smooth cutoff functions.
It only remains to prove that H has compact resolvent with distinct eigenvalues. In Case 3, both properties follow from the fact that H is in this case a regular Sturm-Liouville operator. In Cases 1 and 2, both properties follow from the fact that V (x) → ∞ as x → ±∞: indeed, H is in those cases limit point (c.f., [ 
Proof of Proposition 3.2. Since C
∞ 0 is a form core for E, it suffices to prove the bound for f ∈ C ∞ 0 . We claim that we need only prove that for every θ > 0, there exists c > 0 such that
In Cases 1, 2-D, and 3-D, this is in fact equivalent to Proposition 3.2. To see how (4.1) implies the desired estimate in other cases, let us consider, for example, Case 2-R: According to (4.1), Let us then prove (4.1). We begin with Cases 1 and 2. Following [30] , definē
so that we can write W (x) =W (x) + W (x) −W (x) and obtain
by an integration by parts. By a Gaussian supremum argument (such as [30, Lemma 2.3]), it can be shown that there exists a finite random variable C > 0 such that for every x ∈ R and y ∈ [0, 1],
In particular, we can take C large enough so that
for all x ∈ I. Since V (x) ≫ log |x| as |x| → ∞, for every θ > 0, there exists c 1 ,c 2 > 0 depending on θ such that
On the one hand, (4.3) and the above inequality imply that
On the other hand, the same inequalities and |xy| ≤ x 2 + y 2 imply
concluding the proof. Suppose then that we are in Case 3. Since W is almost surely continuous, the random variable C := inf 0≤x≤b |W (x)| is finite, and thus
The arguments of Lemma 4.1 then yield an upper bound of the form
, which is better than (4.1).
Proof of Theorem 2.18
In this section, we fill the gaps in the proof of Theorem 2.18 presented in Section 3.2 by proving Propositions 3.3-3.5 and 3.8-3.10. This is done in Sections 5.6-5.11 below. Before we do this, however, we need several technical results regarding the deterministic semigroups K(t) and the behaviour of the local time processes of B, X, and Y . This is done in Sections 5.1-5.5.
Feynman-Kac Formula for Deterministic
Operators. We begin with a reminder of the definition of the Kato class of potentials.
Definition 5.1. We define the Kato class, which we denote by K = K(I), as the collection of nonnegative functions f : I → R such that sup x∈I {y∈I:|x−y|≤1}
We use K loc = K loc (I) to denote the class of f 's such that f 1 K ∈ K for every compact subset K of I's closure. . Though we expect the result for Cases 2-R and 3-M to be folklore, the precise statement we were looking for was not found in the literature and is proved in Appendix A.
It is easy to see from (5.1) that locally integrable functions are in K loc so that, by Assumption 2.1, V ∈ K loc . Therefore, we have the following immediate consequence of Theorem 5.3.
Corollary 5.4. The semigroup t → K(t) introduced in Definition 2.11 is strongly continuous, and its generator is H.

Reflected Brownian Motion Couplings.
The local time process of the unconstrained Brownian motion B is much more well studied than that of its reflected versions X or Y . Thus, it is convenient to reduce statements regarding the local times of the latter into statements concerning the local time of B. In order to achieve this, we use the following couplings of B with X and Y .
Half-Line.
For any x > 0, we can couple B and X in such a way that X x (t) = |B x (t)| for every t ≥ 0. In particular, for any functional F of Brownian paths, one has
Under the same coupling, we observe that for every positive x, y, and t, one has
Note that
and similarly, P B x (t) = −y B x (t) ∈ {−y, y} = Π B (t; x, −y) Π X (t; x, y) .
Therefore, for any path functional F , it holds that
According to the strong Markov property and the symmetry about 0 of Brownian motion, we note the equivalence of conditionings
where we define the hitting time τ 0 as in Remark 2.12. Indeed, we can obtain the left-hand side of (5.3) from the right-hand side by reflecting (B x |B x (t) = −y) after it first hits zero and then taking an absolute value (see Figure 1 below for an illustration). Since
(this is easily computed from the joint density of the running maximum and current value of a Brownian motion [34, Chapter III, Exercise 3.14] or indeed the joint density (5.8) stated below), we see that (black) and its reflection after the first passage to zero (red).
Bounded Interval.
For any x ∈ (0, b), we can couple Y x and B x by reflecting the path of the latter on the boundary of (0, b), that is,
(See Figure 2 for an illustration of this coupling.) Under this coupling, it is clear that for any z ∈ (0, b), we can define 
and thus it is enough to prove the result for t = 1. According to [29, (1) ], for every a, x, y ∈ R and ℓ > 0, it holds that 
Proof. Arguing as in Lemma 5.5, (5.9) follows from
By integrating with respect to y in (5.8), we obtain that
This implies that sup
concluding the proof of (5.9). As for (5.10), the inequality follows directly [28, (2.18 ) and (3.11')]. 
Proof. Let us begin with the case where Z = B and I = R. Note that the processes (B x ) x∈R can be coupled in such a way that
This implies that
By Brownian rescaling (similar to (5.7)),
Thus, Lemma 5.7 is proved for (Z, I) = (B, R) if we show that the self-intersection local time R L a 1 (B 0 ) 2 da has exponential moments of all orders. This follows from the tail bound [6, Theorem 4.2.1].
Next, suppose that Z = X and I = (0, ∞). Under the coupling X x = |B x |, it is clear that for every a > 0, one has
Therefore,
Thus, the result follows in this case from the same arguments used in the previous paragraph for (Z, I) = (B, R). .6), then Minkowski's inequality and (x + y) 2 ≤ 2(x 2 + y 2 ) implies that
Let us denote
Thus, if we use Hölder's inequality and the fact that R L a t da = t, then we obtain
where c 1 , c 2 > 0 only depend on b. Combining this with (5.11), we conclude that
forc 1 > 0 depending on b. It is easy to see that we have the equalities in distribution
for every x ∈ R. Thus, by Brownian rescaling, the proof of the Lemma 5.7 in the case (Z, I) = Y, (0, b) follows from the fact that there exists γ > 0 small enough so that
(c.f., the proof of [8, Lemma 2.1] and references therein).
Proof. By the tower property and the Doob h-transform, we can write
Conditional on Z
x,x t (t/2) = y, the paths Z
x,x t (s) : 0 ≤ s ≤ t/2 and Z
x,x t (s) : t/2 ≤ s ≤ t are independent and have respective distributions Z x,y t/2 and Z y,x t/2 . Moreover, since the transition kernel Π Z is symmetric, the time-reversed process s → Z y,x t/2 (t/2 − s) for 0 ≤ s ≤ t/2 has the same distribution as Z x,y t/2 . As local time is unaffected by time reversal, we therefore obtain that
where the last estimate follows from Jensen's inequality. If we let c = c(I, t) := sup
By inspecting the proof of Lemma 5.7, we see that, in the case where (Z, I) = (B, R) or X, (0, ∞) , (5.13) is finite for every θ, t > 0, and for (Z, I) = Y, (0, b) , for every θ > 0, there exists T > 0 small enough so that (5.13) is finite for 0 < t < T .
Compactness Properties of Deterministic
We have the following compactness result.
Lemma 5.9. For every t > 0 and p ≥ 1, it holds that
Proof. Let us begin with Case 1. By Assumption 2.1, for every c 1 > 0, there exists c 2 > 0 large enough so that V (x) ≥ c 1 log(1 + |x|) − c 2 for every x ∈ R. Therefore, we have
By using the inequalities log(1 + |x + y|) ≥ log(1 + |x|) − log(1 + |y|) ≥ log(1 + |x|) − |y|, which are valid for all x, y ∈ R, we get the further upper bound e c2t−c1t log(1+|x|)
On the one hand, a Brownian rescaling implies that is finite for any t, p, c 1 > 0 thanks to the tail asymptotic for S in [17, Remark 3.1] (the Bessel bridge is denoted by ̺ in that paper). On the other hand, for any t > 0, we can choose c 1 > 0 large enough so that
concluding the proof in Case 1. For Case 2, by Hölder's inequality, we have that
The supremum of exponential moments of local time can be bounded by a direct application of Lemma 5.5. Then, by (5.5), we have that
dx.
This term can be controlled in the same way as Case 1. For Case 3, since I is finite, it follows from Jensen's inequality that
where 0 < C < ∞ depends on t, I, and p. Thus, it suffices to prove that the semigroup generated by the operator H p := − Remark 5.10. Although the results in [37] are stated for the case I = R and deterministic V only, the same argument applies to the more general cases without complication, that is, one simply needs symmetry of the transition Kernels of X and Y and the fact that L t (Z), Q ′ and L a t (Z) are additive. 
Suppose first that we are in Case 1. If we apply Fubini's theorem once more followed by Hölder's inequality, then we see that
where p, q > 1 and 1/p + 1/q = 1, E W denotes expectation with respect to W conditioned on B, and C 2t,p is defined in (5.14). The same sequence of inequalities in Cases 2 and 3 then yields in all cases (5.17)
where Z = B, X, or Y depending on context. Thus, it suffices to prove that for small enough t > 0, there exists a couple p, q > 1 of Hölder conjugates such that the right-hand side of (5.17) is finite. By taking θ := qσ 2 /2, this follows directly from Lemmas 5.8 and 5.9. Our main tool for analyzing (5.18 ) is the following inequality: Given two independent random variables u and v, an independent copyū of u, and two functionals Φ and Θ, it follows from Fubini's theorem and Hölder's inequality that
Let us begin with Case 1. The inequality (5.19) yields
By two applications of Hölder's inequality, the above is further bounded by
We note that 
By applying Lemma 5.7, we know that (5.21) also holds in Cases 2 and 3. Finally, for (Z, I) = X, (0, ∞) or Y, (0, b) , we also have that
concluding the proof of Proposition 3.5.
5.9. Proof of Proposition 3.8. The fact that theĤ ε are self-adjoint with compact resolvent is a consequence of Proposition 3.1 and the following lemma.
Lemma 5.12. For every ε > 0, there exists a random c = c(ε) > 0 such that the potential V + ξ ε + c satisfies Assumption 2.1 with probability one.
Proof. Since ξ ε is continuous, V + ξ ε is locally integrable on I's closure. Moreover, if we prove that |ξ ε (x)| ≪ log |x| as x → ±∞, then the continuity of ξ ε also implies that V + ξ ε is bounded below and is such that lim inf
Hence we can take
Recall that ξ ε is a stationary Gaussian process with mean zero and covariance function (3.8). Thus, there exists a finite random variable C = C(ε) > 0 such that |ξ ε (x)| ≤ C log(2 + |x|) for all x ∈ I (e.g., [5, Section 2.1]), which concludes the proof.
We now prove the convergence of eigenvalues and eigenfunctions. The proof follows essentially the same lines as in [2, Section 2] and [30, Section 5] (save for the fact that we use smooth approximations instead of discrete ones). We provide the argument in full.
Let us endow the weighted Sobolev space H 1 V (Definition 2.5) with the inner product f, g * := f ′ , g ′ + f g, V + 1 as well as the associated norm f
. Remark 5.13. It is easy to see that · * is equivalent to the "+1-norm" induced by E (c.f., [36, 7.5.11] Lemma 5.14. If (f n ) n∈N ⊂ D(E) is such that sup n f n * < ∞, then there exists f ∈ D(E) and a subsequence (n i ) i∈N along which (1) lim Remark 5.15. Note that in [2, 30] , this result is proved only for Case 2. However, exactly the same argument carries over to Cases 1 and 3 without additional difficulty.
Remark 5.16. It is easy to see by definition of ·, · * that if f n → f in the sense of Lemma 5.14 (1)- (4), then for every g ∈ C ∞ 0 , one has lim
We can reformulate Proposition 3.2 in terms of · * thusly:
Lemma 5.17. There exist finite random variables c 1 , c 2 , c 3 > 0 such that
We also have the following finite ε variant:
Lemma 5.18. There exist finite random variablesc 1 ,c 2 ,c 3 > 0 such that for every
Proof. By repeating the proof of Proposition 3.2, we only need to prove that for every θ > 0, there exists c > 0 large enough so that 
On the one hand, since the ̺ ε integrate to one,
On the other hand, by (4.2), for every x ∈ I and ε ∈ (0, 1],
C log(2 + |w|), which yields the desired estimate.
Remark 5.19. We see from Lemma 5.18 that (ξ ε ) ε∈[0,1) are uniformly formbounded by E in the sense that there exists a 0 < θ < 1 and a random c > 0 independent of ε such that
Among other things, this implies by the variational principle (see, for example, the estimate in [32, Theorem XIII.68]) that for every k ∈ N and ε ∈ (0, 1], one has
Finally, we need the following convergence result. Moreover, if (ε n ) n∈N ⊂ (0, 1] converges to zero, sup n f n * < ∞, and f n → f in the sense of Lemma 5.14 (1)- (4) , then almost surely,
Proof. For (5.23), it suffices to prove that
Since f ′ g + f g ′ is compactly supported and W is continuous (hence bounded on compacts), the result follows by dominated convergence.
Let us now prove (5.24). Using again the fact that g and g ′ are compactly supported, we know that there exists a compact K ⊂ R (in Case 3 we may simply take
and similarly with f n replaced by f and W * ̺ εn replaced by W . Given that, as
Hence (5.24) holds.
We finally have all the necessary ingredients to prove the spectral convergence. We first prove that there exists a subsequence (ε n ) n∈N such that lim inf
Remark 5.21. For the sake of readability, we henceforth denote any subsequence and further subsequences of (ε n ) n∈N as (ε n ) n∈N itself.
According to (5.22) , the λ k (Ĥ ε ) are uniformly bounded, and thus it follows from the Bolzano-Weierstrass theorem that, along a subsequence ε n , the limits lim n→∞ λ k (Ĥ εn ) = µ k exist and are finite for every k ∈ N, where −∞ < µ 1 ≤ µ 2 ≤ · · · . Since the eigenvalues are bounded, it follows from Lemma 5.18 that the eigenfunctions ψ k (Ĥ ε ) are bounded in · * -norm uniformly in ε ∈ [0, 1), and thus there exist functions f 1 , f 2 , . . . and a further subsequence along which ψ k (Ĥ εn ) → f k for every k in the sense of Lemma 5.14 (1)-(4). By combining Remark 5.16 and (5.24), this means that
0 . That is, (µ k , f k ) k∈N consists of eigenvalue-eigenfunction pairs ofĤ, though these pairs may not exhaust the full spectrum. Since the µ k are arranged in increasing order, this implies that µ k ≥ λ k (Ĥ) for every k ∈ N, which proves (5.25).
We now prove that we can takeĤ ′ s eigenfunctions in such a way that, along a further subsequence,
for every k ∈ N. We proceed by induction. Suppose that (5.26) holds up to k − 1 (if k = 1 then we consider the base case). Let ψ be an eigenfunction of λ k (Ĥ) orthogonal to ψ 1 (Ĥ), . . . , ψ k−1 (Ĥ), and for every θ > 0, let ϕ θ ∈ C ∞ 0 be such that ϕ θ − ψ * < θ. Let us define the projections
of ϕ θ onto the orthogonal of ψ 1 (Ĥ εn ), . . . , ψ k−1 (Ĥ εn ) (if k = 1, then we simply have π εn (ϕ θ ) = ϕ θ ). Then, by the variational principle, for any θ > 0,
Moreover, the convergence of the λ ℓ (Ĥ εn ) and Lemma 5.18 imply that the (ψ ℓ (Ĥ εn )) ℓ=1,...,k are uniformly bounded in · * -norm, and thus
We recall that, by Lemma 5.18, the maps f →Ê ε (f, f ) are continuous with respect to · * uniformly in ε ∈ (0, 1]. Consequently,
, since (5.27) holds for any θ > 0. Then, if we use (5.23) to compute the supremum limit in n, followed by Lemma 5.17 for the limit in θ (recall that ϕ θ − ψ * → 0 as θ → 0), we conclude that lim sup
We now know that λ k (Ĥ εn ) → λ k (Ĥ) as n → ∞. Thus, according to Lemma 5.18, the eigenfunctions (ψ k (Ĥ εn )) n∈N are uniformly bounded in · * -norm. By Lemma 5.14, Remark 5.16, and (5.24), we may then take a further subsequence along whichÊ
, where ψ ∈ L 2 must be an eigenfunction for λ k (Ĥ), which is orthogonal to ψ 1 (Ĥ), . . . , ψ k−1 (Ĥ). Thus we may take ψ k (Ĥ) := ψ, concluding the proof.
5.10. Proof of Proposition 3.9. According to Corollary 5.4 and Lemma 5.9 in the case p = 1, we know that anyV that satisfies Assumption 2.1 is such that its associated Feynman-Kac functional is a trace-class semigroup with generator − 1 2 ∆ +V . By Lemma 5.12, we know that for every ε > 0, the potential V + ξ ε (up to an additive constant) satisfies Assumption 2.1 almost surely, hence the result. almost surely for every x ∈ I. Therefore, by symmetry,
(t; x, y) 2 − 2K(t; x, y)K ε (t; x, y) +K ε (t; x, y) 2 dydx = IK (2t; x, x) − 2K 0,ε (2t; x, x) +K ε (2t; x, x) dx.
As a consequence, it is enough to prove that lim ε→0 I E K 0,ε (2t; x, x) dx = I E K (2t; x, x) dx (5.28) for small enough t > 0, and likewise forK ε . We only prove the result forK 0,ε , as the proof forK ε is nearly identical and involves no additional difficulty.
As before, let us denote Z = B, X, or Y . Conditional on a realization of Z for every x ∈ I. Our first objective is to prove that for small enough t > 0 and almost every x ∈ I, one has Moreover, by combining Hölder's inequality, Young's convolution inequality, and the monotonicity of local times, we see that
and likewise
Therefore, for every x ∈ I and small enough t > 0. Thus, (5.29) holds by dominated convergence. Given (5.29), in order to prove (5.28), it only remains to argue that the ε → 0 limit commutes with the dx integral. By dominated convergence, it suffices to find an integrable function which dominates x → E K 0,ε (t; x, x) for all ε > 0. Arguing as in the proof of Proposition 3.4, we see that E K 0,ε (t; x, x) ≤ C 2t,p (x) E where Y n is a reflected Brownian motion on (0, n). Arguing as in the previous section, it suffices to prove that K n (t) → K(t) in operator norm and H n → H in the sense of eigenvalues and eigenfunctions.
We begin with the semigroup convergence. We first note that the quantity K n (t) − K(t) op is ambiguous, since K n (t) and K(t) do not act on the same space. However, by using an argument similar to (5.2), we can extend the kernel K n (t) to (0, ∞) 2 by defining K n (t; x, y) = Π X (t; x, y) E Since X
x,x 2t is almost surely continuous, hence bounded, the result is a straightforward application of monotone convergence (both with E
x,x and the dx integral). We now prove convergence of eigenvalues and eigenvectors. Let E denote the form of H and D(E) its domain, as defined in Definition 2.5 for Case 2-R. We note that we can think of H n as the operator with the same form E but acting on the smaller domain D n := f ∈ H 1 V (0, ∞) : f (x) = 0 for every x ≥ n ⊂ D(E). These domains are increasing, in that D 1 ⊂ D 2 ⊂ · · · ⊂ D(E). A straightforward modification of the convergence argument presented in Section 5.9 gives the desired result (at least through a subsequence).
