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Abstract In this paper, we derive a linearized Kirchhoff model from three dimensional
nonlinear elastic energy of plates with incompatible prestrain as its thickness h tends to
zero and its elastic energy scales like hβ with 2 < β < 4. The incompatible prestrain
is given as a Riemannian metric G(x′) in the three dimensional thin plate which only
depends on mid-plate of the thin plates. The problem is studied rigorously by using a
variational approach and establishing the Γ− limit of the non-Euclidean version of the
nonlinear elasticity functional when the gauss curvature of the mid-plate (Ω, g = G2×2)
is always positive, negative or zero.
Keywords Non-Euclidean plates, Linearized Kirchhoff theory, Nonlinear elasticity
1 Introduction
In this paper, we are concerned with the problem of derivation of the two-dimensional limit
model of the three dimensional nonlinear elastic thin plates with incompatible prestrain as its
thickness tends to zero. The motivation behind this study comes from applications for thin
objects with internal prestrain such as growing tissues and various manufactured phenomena
(for instance, polymer gels, atomically thin graphene layers, and plastically strained sheets).
Shape formation driven by internal prestrain is a very active area of research which has
been tackled by both experimentalists and mathematician using both analytic and numerical
methods, see for instance [5, 13, 14, 12] and so on.
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Early attempts for replacing the three-dimensional model of a thin elastic structure with
planar mid-surface at rest, by a two-dimensional model, were based on a priori simplifying
assumptions on the deformations and the stresses, or the idea of using the thickness as a small
parameter to establish a limit model by asymptotic methods when the prestrain G = id. For
early research, we refer to [9] and reference therein. However, the models obtained by means
of asymptotic formalism still require a justification through rigorous convergence results. The
first result in this respect, was obtained by Le Dret and his coauthors in [3]. They used the
variational point of view and proved the Γ− convergence of the 3-dimensional elastic energies,
whose prestrain G = id, to a nonlinear membrane energy, valid for loads of magnitude of
order 1. In fundamental papers [6, 7], S. Mu¨ller and his coauthors established the geometric
rigidity estimates which is the key ingredient in later research, and obtained the hierarchy
of the limit model from the three-dimensional nonlinear elasticity energy according to the
exponents β > 2 of scaling of the elastic energy. They rigorously derived the bending model
(β = 2), von-Ka´rma´n model (β = 4), the linear model (β > 4) and the novel intermediate
models (2 < β < 4).
The work in this area has been further extended to limiting theories for thin shells. The
first results for thin nonlinear elastic shells were obtained in [4] for the scaling β = 0. The
authors obtained a nonlinear membrane shell model. Another study is due to S. Mu¨ller
and his coauthors who analyzed the case β = 2. This scaling corresponds to a flexural shell
model. Further, M. Lewicka and her partners derived the relevant linear theories (β > 4) and
the von–Ka´rma´n-like theories (β = 4) in [19]. Subsequently they proceeded to finalize the
analysis for elliptic shells in the intermediate range 2 < β < 4 and obtained the linearized
Kirchhoff theory for thin shells in [18]. A similar analysis has been performed in the case of
developable shells in [11] leading to the proof of the collapse of all two-dimensional limiting
theories to the linear theory when β > 2. Following these findings, a conjecture was made in
[23] about the infinite hierarchy of shell models and the various possible limiting scenarios
differentiated by rigidity properties of shells. Recently, the intermediate theory for hyperbolic
shells in case of 2 < β < 4 has been established by P. Yao in [25]. Yao solved the linear strain
equations in non-characteristic region on hyperbolic surfaces and by applying this results he
built the asymptotic theories for hyperbolic shells as that in developable shells in [11].
Most recently, there has been a sustained interest in studying similar problems where the
shape formation is driven by the internal prestrain caused by growth, swelling, shrinkage or
plasticity. The first work to rigorously study non-trivial configurations of thin prestrained
flat films was produced in [24]. In this paper, Lewicka and her coauthors introduced the
variational formulation of this problem for the non-Euclidean version of the nonlinear elastic
energy and established its Γ− limit under the scaling of its elastic energy β = 2. Moreover,
they also obtained a necessary and sufficient conditions for existence of a W 2,2 isometric
immersion of a given 2d metric into R3. The prestrain given in their article is of the form:(
(gij)2×2 0
0 1
)
Later on, they generalized the results in [24] to the case that the prestrain is given as a general
Riemmanian metric independent of the thickness variable. In [2], they established the Γ−
limit of the nonlinear, non-Euclidean elastic energy Eh(u) with general thickness-independent
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Riemmanian metric under the scaling of energy β = 2 and obtained the necessary and
sufficient condition for inf Eh(u) ∼ h2. In [17], the Γ− limit of the nonlinear, non-Euclidean
elastic energy Eh(u) with general thickness-independent Riemmanian metric under the scaling
of energy β = 4 was obtained and the corresponding scaling analysis of inf Eh(u) was also
performed. Further, building on their previous resuts, they completed the scaling analysis
of Eh(u) with a thickness-dependent Riemann metric satisfying certain general conditions
and the derivation of Γ− limit of the scaled energies h−2nEh, for all n > 1 in [16]. In [15],
the dimension reduction for oscillatory metrics and the scaling analysis for its elastic energy
Eh(u) was obtained. The prescribed incompatibility metric in this paper exhibits a nonlinear
dependence on the transversal variable. Moreover, the case that the prestrain metrics are
perturbations of the flat metric id was considered in [20, 21, 22].
In our article, we consider the derivation of the Γ− limit of thin plates with incompatible
prestrain independent of the thickness variable under the assumption that the scaling of its
elastic energy 2 < β < 4. To construct the recovery sequence, we associate linear strain
equations arising in the prestrained elasticity with that on surface without prestain, which
are considered in [18, 11, 25]. The linear strain equations on surface embedded in R3 has
been explored in [18, 11, 25] and the authors have established the solvability results of linear
strain equations on elliptic, developable and hyperbolic surfaces, and the density, matching
property of the infinitesimal isometry on these surfaces. Note that the recovery sequence we
construct have a new term
x23
2 dǫ, where the vector field dǫ is defined as
(∇uǫ)T dǫ = −(∇~bǫ)T ·~bǫ, and 〈~bǫ, dǫ〉 = 0.
We make use of this term to eliminate the unexpected terms arising in our deduction and as
a result, we need to construct an isometry or a (generalized) mth order infinitesimal isometry
with higher regularity.
To overcome this problem in developable or hyperbolic case, we impose higher regularity
on S, namely C2m+2,1 for developable surfaces and C2m+3,1 for hyperbolic surfaces, and use the
iteration procedure in Theorem 5.2 in [11] to produce the (generalized) mth order infinitesimal
isometry with the regularity C3,1 other than C1,1 as in [11, 25].
In elliptic case, we need to derive C3,α estimates of the solution of the linear strain equa-
tions so that we can establish the isometry of class C3,α on the surface S. To derive the C3,α
estimates of the solution of the linear strain equations, we come up with a more direct ap-
proach for it without using the ADN theory [1] for elliptic equations. However, we need to
generalize the Euclidean version identity
∂i∂jy
k = ∂i( sym∇y)kj + ∂j( sym∇y)ik − ∂k( sym∇y)ij, i, j, k = 1, · · ·, n
to the vector fields on the surface, which presents the second order covariant derivatives of
the solutions of linear strain equations by the combination of the components of the solution
itself and its first order derivatives and the components of a given 2nd order tensor field and
its first order covariant derivatives. We use it to improve the regularity of the solutions of
linear strain equations.
Thus, applying these results, we construct the recovery sequence to establish the Γ− sup
limit, which completes the computation of the Γ− limit of the 3d nonlinear elastic energy
functional.
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Now, we start the formulation of our problem and list the main results in our article.
1.1 Formulation of problem and the main results
Let Ω ⊂ R2 be an open, bounded, simply connected domain with a C1,1 boundary. For
small h > 0, we consider thin plates with mid-plate Ω, given by
Ωh = Ω× (−h
2
,
h
2
) = {x = (x′, x3) : x′ ∈ Ω, |x3| < h
2
}.
LetG : Ω¯→ R3×3 be a given smooth Riemannian metric in Ωh andG(x′, x3) = G(x′),∀(x′, x3) ∈
Ωh. The scaled elastic energy of the thin prestrained plates is defined by
Eh(uh) =
1
h
ˆ
Ωh
W (∇uhA−1)dx, ∀uh ∈W 1,2(Ωh,R3),
where A =
√
G andW is the energy density of the scaled elastic energy. We have the following
assumptions on the energy density W :
• W is C2 regular in a neighborhood of SO(3);
• ∃c > 0,∀F ∈ R3×3, R ∈ SO(3), we have
W (R) = 0,W (RF ) =W (F ),W (F ) > cdist2(F, SO(3)). (1.1)
Under above hypotheses, we intend to compute the Γ− limit of 1
eh
Eh with
0 < lim
h→0
eh
hβ
<∞, for some 2 < β < 4. (1.2)
According to [2], we have that limh→0 h−2 inf Eh(uh) = 0 is equivalent to
R1212 = R1213 = R1223 ≡ 0, in Ωh. (1.3)
And the condition (1.3) is also equivalent to the following claim: there exists an isometric
immersion y0 : Ω→ R3 such that {
(∇y0)T∇y0 = G2×2,
sym((∇y0)T∇~b0) = 0,
(1.4)
where the vector field ~b0 is defined in terms of y0 as follows:
QT0Q0 = G,Q0e1 = ∂1y0, Q0e2 = ∂2y0 and Q0e3 =
~b0, with detQ0 > 0. (1.5)
Moreover, the isometric immersion y0 is smooth, so is the vector field ~b0 and y0 is unique up
to overall rigid motions. This is a consequence of the observation that under (1.4), the second
fundamental form of the surface y0(Ω) is uniquely given in terms of G. The second equation
in (1.4) follows from the fact that the kernel of each quadratic form Q2,A coincides with so(2).
For the future use, let’s remark that, denoting the inverse matrix G−1 = (Gij)i,j=1,2,3, we
have:
~b0 = − 1
G33
(G13∂1y0 +G
23∂2y0) +
1√
G33
~n, (1.6)
where ~n is the unit normal vector on y0(Ω).
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Without lose of generality, throughout our paper, we further assume that the smooth
isometric immersion y0 : Ω→ R3 is an isometric embedding from Ω to R3, which means that
y0 is a smooth isometry (diffeomorphism plus isometric immersion) from Ω to y0(Ω).
Now we list the results of the lower bound of the scaled elastic energy 1
eh
Eh under the
assumption (1.2)
Theorem 1.1 Let uh ∈ W 1,2(Ωh,R3) satisfying Eh(uh) 6 Ceh. Then, there exist ch ∈
R
3, R¯h ∈ SO(3) such that
yh(x′, x3) = (R¯h)Tuh(x′, x3)− ch ∈W 1,2(Ω1,R3)
and y0, ~b0 are defined as above. Moreover, we have the following properties of y
h and Eh(uh) :
(i) yh → y0 in W 1,2(Ω1,R3) and 1h∂3yh → ~b0 in L2(Ω1,R3).
(ii) The scaled average displacements:
V h(x′) =
h√
eh
ˆ 1
2
− 1
2
yh(x′, x3)− (y0(x′) + hx3~b0(x′))dx3 (1.7)
converges (up to a subsequence) in W 1,2(Ω,R3) to some V ∈W 2,2(Ω,R3) with
sym ((∇y0)T∇V ) = 0. (1.8)
(iii) the scaled tangential strains:
h√
eh
sym ((∇y0)T∇V h)
converge in L2(Ω,R2×2) to some e ∈ L2(Ω,R2×2sym)
(iv) Further, defining the quadratic forms Q3 and Q2,A by:
Q3(F ) = D2W (id3)(F,F ),
Q2,A(x′, F2×2) = min{Q3(A(x′)−1F˜A(x′)−1) : F˜ ∈ R3×3 with F˜2×2 = F2×2},(1.9)
we have:
lim inf
h→0
1
eh
Eh(uh) > Iβ(V ) = 1
24
ˆ
Ω
Q2,A(x′, (∇y0)T∇~p+ (∇V )T∇~b0)dx′, (1.10)
where the vector field ~p ∈W 1,2(Ω,R3) is uniquely associated with V by:
(∇y0)T ~p = −(∇V )T∇~b0, and 〈~p, ~b0〉 = 0. (1.11)
To construct the recovery sequence in the proof of the upper bound of the Γ− limit of
1
eh
Eh, we need to associate the non-Euclidean linear strain equations in our article with the
linear strain equation on surface as that in [18, 11, 25]. Thus, in our article, we establish the
upper bound of Γ− limit for the nonlinear elastic energy when the gauss curvature of y0(Ω)
is always positive, zero or negative. For the general case that the gauss curvature of y0(Ω)
changes its sign on the surface, the solvability of the linear strain equations even when the
prestrain G = id is still an open problem because in this case we need to deal with mixed
type partial differential equations and we don’t have suitable tools at hand.
Before we give the results of the upper bound of Γ− limit for 1
eh
Eh, we list the definitions
and the related assumptions for the three types of surfaces mentioned above.
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Definition 1.1 The surface embedded in R3 is said to be elliptic if the second fundamental
form Π is strictly positive (or strictly negative) definite up to the boundary.
Hence, without lose of generality, for elliptic surfaces, we have
∀x ∈ S¯, ∀X ∈ TxS, 1
C
|X|2 6 Π(x)(X,X) 6 C|X|2.
From above, we have that the Gaussian curvature of the elliptic surfaces is strictly positive
for all x ∈ S¯.
For the case that S = y0(Ω) is elliptic surfaces, we introduce the follow assumptions
following [18]:
(He): Ω ⊂ R2 is an open, bounded, simply connected domain of class C4,α for some 0 <
α < 1 and the sectional curvature of the two dimensional Riemannian manifold (Ω, g = G2×2)
is strictly positive on Ω¯.
Thus, S = y0(Ω) is of class C∞ up to its boundary with a C4,α regular boundary ∂S.
Now, we move on to the hyperbolic surface. Let M is a surface embedded in R3 and
S ⊂M is an open set in M.
Definition 1.2 A region S ⊂M is said to be hyperbolic if its Gaussian curvature κ < 0
for all x ∈ S¯.
Following [25, 27], we introduce the definition of the noncharacteristic region.
Definition 1.3 A region S ⊂ M is said to be noncharacteristic if one of the following
two conditions is satisfied:
(i): Let
S = {α(t, s) : (t, s) ∈ (0, a) × (0, b)},
where α : [0, a]× [0, b] →M is an imbedding map which is a family of regular curves with two
parameters t, s such that
Π(αt(t, s), αt(t, s)) 6= 0, ∀(t, s) ∈ [0, a]× [0, b],
Π(αs(0, s), αs(0, s)) 6= 0, Π(αs(a, s), αs(a, s)) 6= 0, ∀s ∈ [0, b],
Π(αt(0, s), αs(0, s) = Π(αt(a, s), αs(a, s)) = 0, ∀s ∈ [0, b].
(ii): Let α(·, s) be a closed curve with the period a for each s ∈ [0, b] given. Let
S = {α(t, s) : t ∈ [0, a), s ∈ [0, b]},
where α : [0, a)×[0, b] →M is an imbedding map if α(·, b) is a closed curve; α : [0, a)×[0, b) →
M is an imbedding map if α(·, b) is one point. Moreover, for each s ∈ [0, b],
Π(αt(t, s), αt(t, s)) 6= 0, ∀t ∈ [0, a].
Here, we give the assumptions for the case that surface S is hyperbolic.
(Hh): Ω ⊂ R2 is an open, bounded, simply connected domain of class C2m+3,1, where
m > 2, and (Ω, g = G2×2) is isometric to a noncharacteristic region of class C2m+3,1 on
hyperbolic surface M through the isometry y0.
Thus, we see that S = y0(Ω) ⊂M is a noncharacteristic region of class C2m+3,1.
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At last, we deal with the developable surfaces and give the precise setting following [11].
Let T > 0, let Γ ∈ C1,1([0, T ],R2) be an arclength parametrized curve, and let s± ∈ C0,1([0, T ])
be positive functions. We set
N = (Γ′)⊥ ∈ C0,1([0, T ],R2) and κ˜ = Γ′′ ·N ∈ L∞(0, T )
the unit normal and the curvature of Γ. We introduce the bounded domain:
Ms± = {(s, t) : t ∈ (0, T ), s ∈ (−s−(t), s+(t))},
the mapping Φ :Ms± → R2 given by:
Φ(s, t) = Γ(t) + sN(t)
and the open line segment:
[Γ(t)] = {Γ(t) + sN(t) : s ∈ (−s−(t), s+(t))}.
According to [11], we assume that:
[Γ(t1)] ∩ [Γ(t2)] = ∅ ∀ t1 6= t2 ∈ [0, T ].
This condition will be needed to define a developable isometry u, which maps segments [Γ(t)]
to segments in R3.
Let the curve γ be a line of curvature of surface S and the moving frame r = (γ′, v, n)T ∈
W 1,2((0, T ), SO(3)) be the Darboux frame on the surface along γ satisfying
r′ =


0 κ˜ κ˜n
−κ˜ 0 0
−κ˜n 0 0

 · r
with intial value r(0) = id, where we set γ(t) =
´ t
0 γ
′ and κ˜n ∈ L2(0, T ) is the normal
curvature of γ on S. Define the mapping:
u : Φ(Ms±)→ R3, u(Φ(s, t)) = γ(t) + sv(t) ∀(s, t) ∈Ms± .
Then, according to Lemma 2.1 in [11], we conclude that u is well defined and
u ∈ W 2,2loc (Φ(Ms±),R3) is an isometric immersion. Hence, the mapping (s, t) 7→ γ(t) + sv(t)
is a line of curvature parametrization of S. Moreover, from above setting, we see that the
Gaussian curvature of S is always zero. For more details about the isometric immersion u,
we refer to Lemma 2.1 and the related remarks in [11]. Now, we give the definition of the
developable surfaces.
Definition 1.4 A surface S ⊂ R3 is said to be developable of class Ck,1 if there are
Γ, N, s±, γ, v, n, κ˜, κ˜n,Φ and u as above(also as that in Lemma 2.1 in [11]) such that Φ(Ms±) =
Ω, u ∈ Ck,1(Ω¯,R3) and S = u(Ω).
Here, we give the assumptions for the case that surface S = y0(Ω) is developable.
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(Hd): Ω ⊂ R2 is an open, bounded, simply connected domain of class C2m+2,1, where
m > 2, and (Ω, g = G2×2) is isometric to a developable surface S of class C2m+2,1 through
the isometry y0, whose mean curvature is bounded away from zero:
trgΠ(p) > 0, ∀ p ∈ S¯, (1.12)
where g is the induced Riemannian metric on S ⊂ R3 of the Euclidean metric in R3.
Thus, S = y0(Ω) ⊂ R3 is developable of class C2m+2,1.
Now we give the results of the upper bound of Γ− limit for 1
eh
Eh. First, we consider the
elliptic case.
Theorem 1.2 Assume that the assumptions (He) and (1.2) hold. Then for every V ∈
W 2,2(Ω,R3) satisfying sym ((∇y0)T∇V ) = 0, there exists uh ∈ W 1,2(Ωh,R3) with Eh(uh) 6
Ceh such that (i), (ii) and (iii) of Theorem 1.1 are satisfied with Rh = id and ch = 0 and
lim sup
h→0
1
eh
Eh(uh) 6 Iβ(V ). (1.13)
Because the solutions of the linear strain equations will lose regularity if the surface S is
developable or hyperbolic, we obtain the following results.
Theorem 1.3 Assume the assumptions (Hh) or (Hd) and (1.2) hold. And let
eh = o(hβm), βm = 2 +
2
m
(1.14)
Then the results in Theorem 1.2 hold.
Finally, combining Theorem 1.1 with Theorem 1.2 or Theorem 1.3, it’s easy to have the
following corollary.
Corollary 1.1 Let the assumptions of Theorem 1.2 or 1.3 hold. If uh ∈W 1,2(Ωh,R3) is
a minimizing sequence to 1
eh
Eh, that is
lim
h→0
(
1
eh
Eh(uh)− inf 1
eh
Eh) = 0, (1.15)
then the appropriate renormalizations yh = (R¯h)Tuh(x′, hx3) − ch ∈ W 1,2(Ω1,R3) obey the
convergence statements of Theorem 1.1 (i), (ii), (iii) and any limit V minimizes the functional
Iβ on the space {V ∈W 2,2(Ω,R3) : sym ((∇y0)T∇V ) = 0}.
Moreover, for any (global) minimizer V of Iβ, there exists a minimizing sequence u
h
satisfying (1.15) together with the convergence results in Theorem 1.2.
We’ll deal with the proof of Theorem 1.2 and 1.3 in Section 4 later on.
2 The lower bound of the scaled elastic energy
Following the approach of [17], we obtain similar results as in Lemma 2.3 and Corollary
2.4 in [17] from the geometric rigidity estimates[6].
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Lemma 2.1 Let the assumption (1.3) hold. Then for any uh satisfying limh→0 1h2E
h(uh) =
0, there exists matrix field Rh ∈W 1,2(Ω, SO(3)) such that
1
h
ˆ
Ωh
|∇uh(x)−Rh(x′)(Q0(x′) + x3B0(x′))|2dx 6 C(Eh(uh) + h4); (2.1)ˆ
Ω
|∇Rh(x′)|2dx′ 6 C
h2
(Eh(uh) + h4), (2.2)
where the matrix field B0(x
′) is defined as B0e1 = ∂1~b0, B0e2 = ∂2~b0, B0e3 = ~d0 and the vector
field ~d0 is defined as 〈QT0 ~d0, e1〉 = −〈∂1~b0,~b0〉, 〈QT0 ~d0, e2〉 = −〈∂2~b0,~b0〉, 〈QT0 ~d0, e3〉 = 0.
Therefore, we consider uh with Eh(uh) 6 Ceh under the assumptions (1.3) and (1.2) and by
Lemma 2.1, we deduce that
1
h
ˆ
Ωh
|∇uh(x)−Rh(x′)(Q0(x′) + x3B0(x′))|2dx 6 Ceh; (2.3)
ˆ
Ω
|∇Rh(x′)|2dx′ 6 C e
h
h2
. (2.4)
Now, we start the proof of Theorem 1.1.
Proof of Theorem 1.1 We split the proof into several steps. In the first four steps, we
establish the existence of convergent subsequences for the quantities under consideration and
obtain properties of their limits. In the final steps, we prove the lower bounds in (1.10).
Step 1. To prove the claimed convergence properties for yh, we first set
R¯h = PSO(3)
 
Ωh
∇uh(x)Q0(x′)−1dx.
Note that the projection above is is well defined, because for every x ∈ Ω, in view of (2.3):
dist2(
 
Ωh
∇uh(x)Q0(x′)−1dx, SO(3)) 6 |
 
Ωh
∇uh(x)Q0(x′)−1dx−Rh(x′)|2
6 C
 
Ωh
|∇uh −Rh(Q0 + x3B0)|2 + C|Rh(x′)−
 
Ω
Rhdx′|2
6 Ceh +C|Rh(x′)−
 
Ω
Rhdx′|2,
so that, taking the average on Ω, by the Poincare´ inequality and (2.4), we get
dist2(
 
Ωh
∇uhQ−10 dx, SO(3)) 6 Ceh + C
ˆ
Ω
|∇Rh|2dx′ 6 C e
h
h2
.
In particular, we observe that
|
 
Ωh
∇uhQ−10 dx− R¯h|2 6 C
eh
h2
. (2.5)
Moreover, by (2.3), (2.4) and (2.5),
 
Ω
|Rh − R¯h|2dx′ =
 
Ωh
|Rh − R¯h|2dx
6 C
 
Ωh
(|Rh −
 
Ω
Rh|2 + |
 
Ω
Rh −
 
Ωh
∇uhQ−10 |2)dx+ C
 
Ωh
|R¯h −
 
Ωh
∇uhQ−10 |2dx
6 C
 
Ωh
|∇Rh|2dx+ C
 
Ωh
|∇uh −Rh(Q0 + x3B0)|2dx+C e
h
h2
6 C
eh
h2
. (2.6)
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Let ch ∈ R3 be such that ´Ω V h = 0 where V h is defined as in (1.7). Denote by ∇hyh the
matrix whose columns are given by ∂1y
h, ∂2y
h and ∂3y
h
h
, so that
∇hyh(x′, x3) = (R¯h)T∇uh(x′, hx3). (2.7)
Observe that by (2.3) and (2.6),
ˆ
Ω1
|∇hyh −Q0|2dx 6 C
 
Ωh
|∇uh − R¯hQ0|2dx
6 C
 
Ωh
|∇uh − R¯h(Q0 + x3B0)|2dx+ C
 
Ωh
|x3RhB0|2dx+ C
 
Ωh
|Rh − R¯h|2dx
6 C
eh
h2
.
Therefore, ∇hyh converges in L2(Ω1) to Q0. Observe that the sequence {yh} is bounded in
W 1,2(Ω1), by the choice of ch. Passing to a subsequence, if necessary, we get that yh converges
weakly in W 1,2(Ω1) and so, in fact:
yh → y0 in W 1,2(Ω1,R3) and 1
h
∂3y
h → ~b0 in L2(Ω1,R3).
Step 2. Note that, for every x′ ∈ Ω,
∇V h(x′) = ( h√
eh
 1
2
− 1
2
(∇hyh(x′, x3)−Q0(x′))dx3)3×2
=
h√
eh
(
 1
2
− 1
2
∇hyh − (R¯h)TRh(Q0(x′) + hx3B0)dx3)3×2 + h√
eh
(((R¯h)TRh − id)Q0)3×2
, Ih1 + I
h
2 . (2.8)
The first term above converges to 0. Indeed,
‖Ih1 ‖2L2(Ω) 6 C
h2
eh
 
Ω1
|∇hyh − (R¯h)TRh(Q0 + hx3B0)|2dx
6 C
h2
eh
 
Ωh
|∇uh −Rh(Q0 + hx3B0)|2dx 6 Ch2. (2.9)
Towards estimating the second term in (2.8), denote
Sh =
h√
eh
[(R¯h)TRh − id].
By (2.4) and (2.6), it follows that
‖Sh‖2L2(Ω) 6 C
h2
eh
ˆ
Ω
|Rh − (R¯h)T |2 6 C and ‖∇Sh‖2L2(Ω) 6 C
h2
eh
ˆ
Ω
|∇Rh(x′)|2dx′ 6 C.
Passing to a subsequence, we can assume that Sh → S weakly in W 1,2(Ω). By compact
embedding theorem for Sobolev space, we have
Sh → S in L2(Ω) and Sh → S in L4(Ω), (2.10)
which implies that Ih2 → (SQ0)3×2 in L2(Ω,R3×2). Consequently, by (2.8), ∇V h → (SQ0)3×2
in L2(Ω,R3×2). As before, we conclude that V h converges in W 1,2(Ω) and that its limit V
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belongs to W 2,2(Ω,R3), since ∇V = (SQ0)3×2 ∈W 1,2(Ω). We now prove (1.8). By definition
of Sh,
symSh = −1
2
√
eh
h
(Sh)TSh, (2.11)
so in view of the boundedness of {Sh} in W 1,2,
‖ symSh‖L2(Ω) 6 C
√
eh
h
‖Sh‖2L4(Ω) 6 C
√
eh
h
‖Sh‖2H1(Ω) 6 C
√
eh
h
.
Consequently, S is a skew symmetric field. But (∇y0)T∇V = (QT0 SQ0)2×2, hence (1.8)
follows.
For further use, let’s define ~p ∈W 1,2(Ω,R3) by
[∇V |~p] = SQ0. (2.12)
Since QT0 [∇V |~p] ∈ so(3), it’s easily checked that ~p is given solely in terms of V by{
(∇y0)T ~p = −(∇V )T~b0,
〈~p,~b0〉 = 0,
(2.13)
Step 3. We now want to establish convergence in (iii). In view of (2.8) we write
h√
eh
sym (QT0∇V h)2×2(x′) =
h√
eh
sym (QT0 I
h
1 )2×2 +
h√
eh
sym (QT0 S
hQ0)2×2 , Jh1 + J
h
2 .
(2.14)
We first deal with the sequence Jh2 . By (2.10) and (2.11),
h√
eh
symSh → −1
2
STS =
1
2
S2 in L2(Ω). (2.15)
Therefore,
Jh2 → −
1
2
(QT0 S
TSQ0)2×2 = −1
2
(∇V )T∇V in L2(Ω). (2.16)
We now turn to Jh1 . Recall that by (2.14), (2.8) and (2.7),
Jh1 =
h√
eh
sym (QT0 I
h
1 )2×2 =
h2√
eh
sym (
1√
eh
QT0 (R¯
h)T (
 1
2
− 1
2
∇uh −Rh(Q0 + hx3B0)dx3)3×2)
=
h2√
eh
sym (QT0 (R¯
h)T
 1
2
− 1
2
Zh(x′, x3)dx3), (2.17)
where the rescaled strains Zh are defined by
Zh(x′, x3) =
1√
eh
(∇uh(x′, hx3)−Rh(x′)(Q0(x′) + hx3B0(x′)))
By (2.3), {Zh} is bounded in L2(Ω1,R3). Thus, up to a subsequence,
Zh(x′, x3)⇀ Z in L2(Ω1,R3).
Thus, we have
Jh1 → 0 in L2(Ω).
The above convergence yields (iii) by (2.14) and (2.16).
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Step 4. We now aim at giving the structure of the weak limit Z(x′, x3) of Zh(x′, x3).
From above, we see that e = −12(∇V )T∇V. As a tool, we consider the difference quotients
f s,h :
f s,h(x′, x3) =
1
s
√
eh
(yh(x′, x3 + s)− yh(x′, x3)− hs(b¯0 + h(x3 + s
2
)~d0))
We’ll show that f s,h ⇀ ~p in W 1,2(Ω1,R3), as h→ 0, for any s. Write
f s,h(x′, x3) =
1√
eh
 s
0
∂3y
h(x′, x3 + t)− h(b¯0 + h(x3 + t)~d0)dt,
and observe that
1√
eh
[∂3y
h − h(b¯0 + hx3 ~d0)] = h√
eh
[
1
h
∂3y
h − (b¯0 + hx3 ~d0)]
=
h√
eh
[(R¯h)T∇uh(x′, hx3)− (Q0 + hx3B0)]e3
=
h√
eh
(R¯h)T [∇uh(x′, hx3)−Rh(Q0 + hx3B0)]e3 + Sh(Q0 + hx3B0)e3
= h(R¯h)TZh(x′, x3)e3 + Sh(Q0 + hx3B0)e3.
The first term on the right-hand side above converges to 0 in L2(Ω1), because {Zh} is bounded
in L2(Ω1,R3), while the second term converges to SQ0e3 = S~b0 in L
2(Ω1) by (2.10). Note
that SQ0e3 = ~p by (2.12). Thus, f
s,h → ~p in L2(Ω1).
We now deal with the derivatives of the studied sequence. Firstly,
∂3f
s,h(x′, x3) =
1
s
√
eh
[∂3y
h(x′, x3 + s)− ∂3yh(x′, x3)− h2s~d0]
=
1
s
[
1√
eh
(∂3y
h(x′, x3 + s)− h(~b0 + h(x3 + s)~d0))− 1√
eh
(∂3y
h(x′, x3)− h(~b0 + hx3 ~d0))],
converges to 0 in L2(Ω1,R3). For i = 1, 2, the in-plane derivatives read as
∂if
s,h(x′, x3) =
1
s
√
eh
[∂iy
h(x′, x3 + s)− ∂iyh(x′, x3)− hs(∂i~b0 + h(x3 + s
2
)∂i ~d0)]
=
1
s
[(R¯h)TZh(x′, x3 + s)− (R¯h)TZh(x′, x3)]ei
+
1
s
√
eh
[(R¯h)TRh(x′)(Q0(x′) + h(x3 + s)B0(x′))
−(R¯h)TRh(x′)(Q0(x′) + hx3B0(x′))]ei − h√
eh
(B0ei + h(x3 +
s
2
)∂i ~d0)
=
1
s
[(R¯h)TZh(x′, x3 + s)− (R¯h)TZh(x′, x3)]ei + ShB0(x′)ei − h
2
√
eh
(x3 +
s
2
)∂i ~d0,
Hence, by the weak convergence of Zh,
∂if
s,h(x′, x3)⇀
1
s
[R¯TZ(x′, x3 + s)− R¯TZ(x′, x3)]ei + S~b0ei in L2(Ω1,R3),
where R¯ ∈ SO(3) is an accumulation point of the rotation R¯h.
Consequently, f s,h ⇀ ~p in W 1,2(Ω1,R3) and for i = 1, 2 :
s∂i~p = [R¯
TZ(x′, x3 + s)− R¯TZ(x′, x3)]ei + sS~b0ei, (2.18)
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which proves that Z(x′, .)ei has linear form and that
(R¯TZ(x′, x3))3×2 = (R¯TZ(x′, 0))3×2 + x3(∇~p− (SB0)3×2). (2.19)
Step 5. We now prove the lower bound in (iv). Recall that by the definition of Zh,
∇uh(x′, hx3) = Rh(x′)(Q0(x′) + hx3B0(x′)) +
√
ehZh(x′, x3).
Since Q0A
−1 ∈ SO(3) we have
W (∇uhA−1) =W ((Q0A−1)T (Rh)T∇uhA−1) =W (id+ hJ +
√
ehGh),
where J (x′, x3) = x3A−1QT0B0A−1 ∈ so(3) and Gh = A−1QT0 (Rh)TZh(x′, x3)A−1. Note that
by the weak convergence of Zh,
Gh ⇀ G = A−1QT0 (R¯T )Z(x′, x3)A−1 in L2(Ω1,R3×3).
Define the ”good set”:
Ωh = {x ∈ Ω1 : (eh)
1
4 |Gh| < 1}.
By the above, the characteristic function χΩh → 1 in L1(Ω1). Further, by frame invariance
and Taylor expanding of W on Ωh :
W (id+ hJ +
√
ehGh) =W (e−hJ (id+ hJ +
√
ehGh))
=W (id+
√
ehGh − 1
2
h2J 2 + o(
√
eh))
=
1
2
Q3(
√
ehGh − 1
2
h2J 2) + o(eh) + o(
√
eh)|
√
ehGh − 1
2
h2J 2|
+eh|Gh − h
2
2
√
eh
J 2 + o(1)|2o(1),
where the symbol o(·) refers to the quantities uniformly converge to 0, as h tends to 0. Thus,
by Ho¨lder inequality and dominant convergence theorem,
lim inf
h→0
1
eh
Eh(uh) > lim inf
h→0
1
eh
ˆ
Ω1
χΩhW (id+ hJ +
√
ehGh)dx
> lim inf
h→0
1
2
ˆ
Ω1
Q3(χΩh sym (Gh −
h2
2
√
eh
J 2))dx+
ˆ
Ω1
χΩh |Gh −
h2
2
√
eh
J 2 + o(1)|2o(1)dx
>
1
2
ˆ
Ω1
Q3( symG)dx. (2.20)
By (2.19), we have
Q3( symG) = Q3(A−1 sym (QT0 (R¯T )Z(x′, x3))A−1)
= Q3(A−1( sym (QT0 (R¯T )Z(x′, 0)) + x3 sym (QT0 (∇~p− (SB0)3×2)))A−1) (2.21)
Submitting (2.21) into (2.20), we obtain
lim inf
h→0
1
eh
Eh(uh) >
1
2
ˆ
Ω1
Q3( symG)dx
=
1
2
ˆ
Ω1
Q3(A−1( sym (QT0 (R¯T )Z(x′, 0))A−1)dx
+
1
2
ˆ
Ω1
Q3(x3A−1 sym (QT0 (∇~p− (SB0)3×2))A−1)dx
>
1
24
ˆ
Ω
Q2,A(x′, sym ((∇y0)T∇~p+ (∇V )T∇~b0))dx′. (2.22)
Thus, we establish the lower bound. ✷
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3 The linear strain equations and the density, matching prop-
erties of infinitesimal isometry
To construct the recovery sequence for the upper bound of Γ− limit, we need to solve the
linear strain equations
sym ((∇y0)T∇V ) = U, (3.1)
where U is a second order symmetric tensor field in Ω. By the results of the solvability of
the linear strain equations, we have the density and matching properties of the infinitesimal
isometry.
Now, we associate the infinitesimal isometry V satisfying (1.8) in Ω with that on surface
S = y0(Ω). Note that we assume the isometric immersion y0 is an isometry from the two
dimensional Riemannian manifold (Ω, g = G2×2) to the surface S = y0(Ω) embedded in R3.
Therefore, there exists a the 1− 1 corresponding between the infinitesimal isometry V˜ on S
and V in (1.8) given by the change of variables V = V˜ ◦ y0. Denote V (x′) = V˜ (y0(x′)) for
x′ ∈ Ω. Let e1, e2 ∈ R2 be the natural base in R2 and e˜i = ∂iy0 ∈ Ty0(x′)(S). We have
(∇y0)T∇V (ei, ej) = 〈∂iV, ∂jy0〉 = 〈∇e˜iV˜ , e˜j〉, i, j = 1, 2, (3.2)
and by Gauss formula for submanifolds∇e˜i e˜j = De˜i e˜j−Π(e˜i, e˜j)~n, where D is the Levi-Civita
connection on surface S induced by the Euclidean metric in R3, Π is the second fundamental
form of S and the vector field ~n represents the unit normal vector on surface S embedding
in R3,
〈∇e˜iV˜ , e˜j〉 = e˜i〈V˜ , e˜j〉 − 〈V˜ ,∇e˜i e˜j〉
= e˜i〈V˜ ⊤, e˜j〉 − 〈V˜ ⊤,De˜i e˜j〉+ 〈V˜ , ~n〉Π(e˜i, e˜j)
= 〈De˜iV˜ ⊤, e˜j〉+ 〈V˜ , ~n〉Π(e˜i, e˜j)
= y∗0(DV˜
⊤)(ei, ej) + 〈V˜ , ~n〉 · y∗0Π(ei, ej), (3.3)
where V˜ ⊤ stands for the projection of V˜ into the tangent bundle TS.
Combine (3.2) and (3.3), we obtain
sym ((∇y0)T∇V ) = y∗0( symDV˜ ⊤ + 〈V˜ , ~n〉Π) = y∗0( sym∇V˜ ). (3.4)
Denote U(x′) = y∗0(U˜(y0(x
′))). Then by (3.4), we have the 1 − 1 corresponding between
V satisfying (3.1) and V˜ satisfying
sym∇V˜ = U˜ on S. (3.5)
Thus, we apply the consequences in [18, 11, 25] of solvability of (3.5), density and matching
properties of infinitesimal isometry on S here. As we have known, until now, for the solvability
of (3.5) on surface S, only the results when the Gaussian curvature of the surface S is always
positive, negative or zero are obtained which means the surfaces are elliptic, hyperbolic or
developable, repectively. The general case is still an open problem because in general case we
may meet a mixed type partial differential equations on S, for which we don’t have effective
methods at hand.
Now we cope with solvability of the linear strain equations (3.5), density and matching
properties of infinitesimal isometry on elliptic, developable and hyperbolic surfaces in the
following subsections.
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3.1 The results on elliptic surfaces
For the case that S = y0(Ω) is an elliptic surface, we arrive at the following results in the
frame work in [18] and [25].
To cope with the linear strain equations on elliptic surface, we first assume Ω is a simply
connected, compact domain with nonempty C2 boundary. From here on in this subsection,
y0 is only a parametrization of the surface S. And here we assume y0 ∈ C2,1(Ω¯,R3) and S
is parametrized by the single chart y0(Ω). Denote V is the infinitesimal isometry space on
S, which means that for every V˜ ∈ V, ∂τ V˜ (x) = A˜(x)τ, A˜T (x) = −A˜(x) for any x ∈ S and
τ ∈ TxS.
First, we transfer the linear strain equations to an equivalent system via the methods in
[25] and we employ the notations there. Let y = T U˜ be the solution of the linear strain
equations sym∇(T U˜) = U˜ , where U˜ ∈ L2(S, T 2sym(S)). Let {E1, E2} be a positively oriented
frame field on S. Define a function v and a vector field u as follows:
v = p(y) =
1
2
[∇y(E2, E1)−∇y(E1, E2)], (3.6)
u = ∇y(~n, E1)E1 +∇y(~n, E2)E2, (3.7)
where the map p : W 1,2(S,R3) → L2(S) is a linear operator. And it’s easy to see that the
definitions of v, u are independent of the choice of a positively oriented orthonormal basis,
which means that they are globally defined vector fields on S. By Theorem 2.1 in [25], when
the Gaussian curvature κ(p) 6= 0 of S for all p ∈ S¯ we have that the linear strain equations
sym∇(T U˜) = U˜
are equivalent with the following system satisfied by u and v :
〈D2v,Q∗Π〉 = P (U˜)− vκtrgΠ+X(v), on S, (3.8)
u = Q(∇~n)−1Q[Λ(U˜)−D(trgU˜)]−Q(∇~n)−1Dv, (3.9)
where D is the Levi-Civita connection on S with respect to the induced metric g = G2×2 on
S from R3, the vector field Λ(U˜ ) is defined by 〈Λ(U˜), α〉 = trgiαDU˜ for α ∈ TpS, p ∈ S and
P (U˜) = 〈D{Q[Λ(U˜ )−D(trgU˜)]}, Q∗Π〉 − 〈Q[Λ(U˜)−D(trgU˜)], (∇~n)−1Dκ〉
−κtrgU˜(Q∇~n·, ·),
X = (∇~n)−1Dκ.
The mapping Q : TpS → TpS in (3.9) is defined by
Qα = 〈α, e2〉e1 − 〈α, e1〉e2, for all α ∈ TpS.
Obviously, Qα is well defined and Q can be generalized to the map Q : T (S) → T (S) by
(QX)(p) = QX(p), for p ∈ S, X ∈ T (S). Moreover, the operator Q further induces an
operator on k(k > 2) order tensor fields space T k(S), denoted by Q∗ : T k(S)→ T k(S), by
(Q∗T )(X1, · · ·,Xk) = T (QX1, · · ·, QXk), X1, · · ·,Xk ∈ T (S), T ∈ T k(S).
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By the definition 1.1, we regard the second fundamental form Π on S as another Riemannian
metric on S, denoted by gˆ. From [26], we have
〈D2v,Q∗Π〉 = κ△gˆv + 1
2κ
Π(QDκ,QDv), (3.10)
where △gˆ is the Laplacian of the metric gˆ. Thus, in elliptic case, equation (3.8) becomes
△gˆv = 1
κ
P (U˜)− vtrgΠ+ 1
2κ
X˜(v), (3.11)
where X˜(v) = 2〈(∇~n)−1Dκ,Dv〉− 1
κ
Π(QDκ,QDv). Moreover, following [25], we have a more
direct relation between y and u, v :
∇αy = iαU˜ − vQα+ 〈u, α〉~n, α ∈ TpS, p ∈ S, (3.12)
where the inner product for tensor field i is defined by a (k− 1) order tensor field iXT (X1, · ·
·,Xk−1) = T (X,X1, · · ·,Xk−1), for X,X1, · · ·,Xk−1 ∈ T (S), T ∈ T k(S).
Now we employ the approaches used in [18] and obtain the following results.
Proposition 3.1 There exists a linear operator
S :W 2,2(S, T 2(S))→W 2,2(S)
such that
‖S(U˜)‖L2(S) 6 C‖U˜‖L2(S) and ‖S(U˜ )‖W 1,2(S) 6 C‖U˜‖W 1,2(S),
and that v = S(U˜) is a solution to (3.11), for each U˜ ∈W 2,2(S, T 2(S)).
By Proposition 3.1, we can obtain the solvability of the linear strain equations.
Theorem 3.1 There exists a linear operator
T : L2sym(S,R2×2)→ {w ∈ L2(S,R3) : w⊤ ∈W 1,2(S)}
such that sym∇(T U˜) = U˜ , for every U˜ ∈ L2(S, T 2sym(S)) and that
‖(T U˜)⊤‖W 1,2(S) + ‖〈T U˜ , ~n〉‖L2(S) 6 C‖U˜‖L2(S)
Now we consider the matching property for infinitesimal isometry on S. Because we
need the isometry obtained in the following with higher regularity than that in [18] for
the construction of the recovery sequence, we work in the framework in [18] to derive a the-
orem providing an isometry with higher regularity. First, we derive the C3,α estimates of
y = T ( sym ((∇φ)T∇ψ)). Following the methods in [18] may also arrive at this results. But
we derive this estimates by a more direct methods without using the ADN thoery(refer to
[1]).
Proposition 3.2 Under the assumptions in Theorem 3.2, one has the following uniform
estimates:
‖T ( sym ((∇φ)T∇ψ))‖C3,α(S¯) 6 C‖φ‖C3,α(S¯)‖ψ‖C3,α(S¯), (3.13)
for all φ,ψ ∈ C3,α(S¯,R3).
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Note that under the assumptions in Theorem 3.2, the surface S is of class C5,α regularity up
to the boundary with C4,α boundary ∂S and its parametrization y0 ∈ C5,α(Ω¯,R3).
Before we tackle the proof of Proposition 3.2, we generalize the Euclidean version identity
∂i∂jy
k = ∂i( sym∇y)kj + ∂j( sym∇y)ik − ∂k( sym∇y)ij , i, j, k = 1, · · ·, n
for y ∈ C2(Rn,Rn)
to the vector fields defined on surface S.
Lemma 3.1 Let f ∈ C2(S¯,R3). We have the following identity:
∇2f(Ei, Ej , Ek) = ∇( sym∇f)(Ei, Ej , Ek) +∇( sym∇f)(Ek, Ei, Ej)
−∇( sym∇f)(Ej , Ek, Ei) + 〈f,∇Ej(DEkEi)〉 − 〈f,∇Ei(DEkEj)〉
−1
2
[Ej , Ek](〈f,Ei〉)− 1
2
[Ek, Ei](〈f,Ej〉)− sym∇f([Ek, Ei], Ej)
+ sym∇f([Ej, Ek], Ei)− sym∇f([Ei, Ej ], Ek) + 1
2
Ek〈f, [Ei, Ej ]〉
+
1
2
Ej〈f, [Ei, Ek]〉 − 1
2
Ei〈f, [Ej, Ek]〉 − Ej(Π(Ek, Ei))〈f, ~n〉 −Π(Ek, Ei)Π(f⊤, Ej)
+Ei(Π(Ej , Ek))〈f, ~n〉+Π(Ek, Ej)Π(f⊤, Ei), (3.14)
where i, j, k = 1, 2.
Proof First we calculate ∇2f(Ei, Ej , Ek) as follows and we set ∇~nf = 0 and fi = 〈f,Ei〉.
∇2f(Ei, Ej , Ek) = ∇Ek(∇f)(Ei, Ej) = Ek(∇f(Ei, Ej))−∇f(∇EkEi, Ej)−∇f(Ei,∇EkEj)
= EkEjfi − Ek〈f,DEjEi〉+ Ek(Π(Ei, Ej)〈f, ~n〉)−∇f(∇EkEi, Ej)
−∇f(Ei,∇EkEj) (3.15)
= D2fi(Ej , Ek) +DEkEj(fi)− Ek〈f,DEjEi〉+ Ek(Π(Ei, Ej)〈f, ~n〉)
−∇f(DEkEi, Ej) + Π(Ei, Ek)∇f(~n, Ej)−∇f(Ei,DEkEj) (3.16)
where by ∇EiEj = DEiEj −Π(Ei, Ej)~n, we have
∇f(Ei, Ej) = 〈∇Ejf,Ei〉 = Ejfi − 〈f,∇EjEi〉
= Ejfi − 〈f,DEjEi〉+Π(Ei, Ej)〈f, ~n〉. (3.17)
Now we compute ∇( sym∇f)(Ei, Ej , Ek) :
∇( sym∇f)(Ei, Ej , Ek) = ∇Ek( sym∇f)(Ei, Ej) = Ek( sym∇f(Ei, Ej))
− sym∇f(∇EkEi, Ej)− sym∇f(Ei,∇EkEj) (3.18)
=
1
2
EkEjfi +
1
2
EkEifj − sym∇f(∇EkEi, Ej)− sym∇f(Ei,∇EkEj)
−1
2
Ek(2〈f,DEjEi〉+ 〈f, [Ei, Ej ]〉 − 2Π(Ei, Ej)〈f, ~n〉)
=
1
2
D2fi(Ej , Ek) +
1
2
DEkEj(fi) +
1
2
D2fj(Ei, Ek) +
1
2
DEkEi(fj)
− sym∇f(DEkEi, Ej) +
1
2
Π(Ek, Ei)〈∇Ejf, ~n〉 − sym∇f(DEkEj , Ei)
+
1
2
Π(Ek, Ej)〈∇Eif, ~n〉 −
1
2
Ek(2〈f,DEjEi〉+ 〈f, [Ei, Ej ]〉 − 2Π(Ei, Ej)〈f, ~n〉). (3.19)
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By replacing the order of index in (3.19), we can obtain ∇( sym∇f)(Ek, Ei, Ej) and
∇( sym∇f)(Ej, Ek, Ei). Then, by (3.19), we have
∇( sym∇f)(Ei, Ej , Ek) +∇( sym∇f)(Ek, Ei, Ej)−∇( sym∇f)(Ej, Ek, Ei)
= D2fi(Ej , Ek) +DEkEj(fi) +
1
2
[Ek, Ei](fj) +
1
2
[Ej , Ek](fi)
− sym∇f([Ek, Ei], Ej)− 2 sym∇f(DEkEj , Ei)− sym∇f([Ej, Ek], Ei)
− sym∇f([Ej, Ei], Ek) + Π(Ek, Ej)〈∇Eif, ~n〉
−1
2
Ek(2〈f,DEjEi〉+ 〈f, [Ei, Ej ]〉 − 2Π(Ei, Ej)〈f, ~n〉)
−1
2
Ej(2〈f,DEiEk〉+ 〈f, [Ek, Ei]〉 − 2Π(Ei, Ek)〈f, ~n〉)
+
1
2
Ei(2〈f,DEkEj〉+ 〈f, [Ej , Ek]〉 − 2Π(Ej , Ek)〈f, ~n〉), (3.20)
where we make use of the symmetry of the Hessian of functions on S. Submit (3.16) into
(3.20), we obtain
∇( sym∇f)(Ei, Ej , Ek) +∇( sym∇f)(Ek, Ei, Ej)−∇( sym∇f)(Ej , Ek, Ei)
= ∇2f(Ei, Ej , Ek) +∇f(DEkEi, Ej)−∇f(DEkEj, Ei)−Π(Ei, Ek)∇f(~n, Ej)
+
1
2
[Ej , Ek](fi) +
1
2
[Ek, Ei](fj)− sym∇f([Ek, Ei], Ej)− sym∇f([Ej, Ek], Ei)
+Π(Ek, Ej)〈∇Eif, ~n〉 − sym∇f([Ej, Ei], Ek)−
1
2
Ek〈f, [Ei, Ej ]〉
−1
2
Ej(2〈f,DEiEk〉+ 〈f, [Ek, Ei]〉 − 2Π(Ei, Ek)〈f, ~n〉)
+
1
2
Ei(2〈f,DEkEj〉+ 〈f, [Ej, Ek]〉 − 2Π(Ej , Ek)〈f, ~n〉)
Hence, by
∇f(DEkEi, Ej) = 〈∇Ejf,DEkEi〉 = Ej〈f,DEkEi〉 − 〈f,∇Ej(DEkEi)〉 and
Π(Ek, Ej)〈∇Eif, ~n〉 = Π(Ek, Ej)(Ej〈f, ~n〉 −Π(f⊤, Ej)),
we arrive at (3.14). ✷
Now we start to cope with the proof of Proposition 3.2.
Proof of Proposition 3.2 As we have shown before, sym∇y = U˜ is equivalent with
the system (3.8) and (3.9) satisfied by new variable v, u, which are defined by (3.6) and (3.7),
respectively. When S is elliptic, (3.6) is actually (3.11).
Now we consider the elliptic equation (3.11) satisfied by v as follows:
△gˆv = 1
κ
P (U˜)− vtrgΠ+ 1
2κ
X˜(v),
where gˆ = Π. Since S = y0(Ω) and y0 is an smooth isometry between S and Ω, (3.11) is also
an elliptic equation in Ω ⊂ R2.
By the assumptions in Proposition 3.2 for elliptic surface S, we have that Π, trgΠ, κ ∈ C2,α,
from which we see that the coefficients of the vector field X˜ belong to C1,α. And since
U˜ = sym ((∇φ)T∇ψ) ∈ C2,α, we obtain that P (U˜) ∈ C0,α. They remain the regularity
when they are projected on Ω through the parametrization y0. Thus, we follow the methods
in [18] and extend the coefficients to the larger domain Ωε = {x′ ∈ R2 : dist(x′,Ω) < ε},
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where ε > 0 is a sufficiently small given positive number. The extension(refer to Lemma
6.37 in [10]) preserves the regularity of these coefficients and the norms of the extension of
these coefficients in Ωε can be controlled by the norms of these coefficients in Ω. Especially,
the extension also preserves the sign of trgΠ and κ, which means that (3.11) is still elliptic
in Ωε. Therefore, we consider the Dirichlet problem of elliptic equation (3.11) in Ωε with its
coefficients extended in Ωε and v = 0 on ∂Ωε.
By Proposition 3.1, we have a solution v ∈ W 2,2(Ωε) to (3.11) in Ωε. Using the Sobolev
embedding theorem, we obtain that v ∈ C2,α(Ω¯ε). Thus, according to the interior estimates
in Schauder theory for elliptic equations, we have
‖v‖C2,α(Ω¯) 6 C‖P (U˜)‖C0,α(Ω¯) + C‖v‖L∞(Ω) 6 C‖U˜‖C2,α(Ω¯) + C‖v‖L∞(Ω). (3.21)
Then we apply Theorem 8.15 in [10] to (3.11) in Ωε and attain that
sup
Ωε
|v| 6 C(‖v‖L2(Ωε) + ‖U˜‖C2,α(Ω¯)). (3.22)
By Proposition 3.1, we have
‖v‖L2(Ωε) 6 C‖U˜‖L2(Ωε)) 6 C‖U˜‖C2,α(Ω¯). (3.23)
Combine (3.21), (3.22) and (3.23) and obtain
‖v‖C2,α(Ω¯) 6 C‖U˜‖C2,α(Ω¯). (3.24)
Thus, we have
‖v‖C2,α(S¯) 6 C‖U˜‖C2,α(S¯). (3.25)
From (3.25) and (3.9), we arrive at
‖u‖C1,α(S¯) 6 C‖U˜‖C2,α(S¯) + C‖Dv‖C1,α(S¯) 6 C‖U˜‖C2,α(S¯). (3.26)
Via (3.12), we have
‖∇y‖C1,α(S¯) 6 C(‖U˜‖C1,α(S¯) + ‖u‖C1,α(S¯) + ‖v‖C1,α(S¯)) 6 C‖U˜‖C2,α(S¯). (3.27)
By Theorem 2.1 in [25], we obtain
‖y‖C2,α(S¯) 6 C‖U˜‖C2,α(S¯). (3.28)
We apply Lemma 3.1 to y = T (U˜) and from (3.14) and (3.18), we can see that∇2y(Ei, Ej , Ek)
is presented by the combination of the components of the vector field y and its first order
derivatives and the components of the 2nd order tensor field U˜ and its first order derivatives.
Thus, we have
‖∇2y‖C1,α(S¯) 6 C‖U˜‖C2,α(S¯) +C‖y‖C2,α(S¯) 6 C‖U˜‖C2,α(S¯). (3.29)
Therefore, note that U˜ = sym((∇φ)T∇ψ) and combine (3.28) and (3.29), we obtain (3.13)
and complete the proof. ✷
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Remark 3.1 Our proof of Proposition 3.2 provides another alternative approach for
Lemma 5.1 in [18]. In the proof there, as U˜ = sym ((∇φ)T∇ψ) ∈ C1,α, we use the Schauder
theory for elliptic equations in divergence form [10] Theorem 8.32 and Theorem 8.15 to ob-
tain the C1,α estimates of v. Then we obtain the C0,α estimates of u by (3.9) and thus, the
C1,α estimates of y. At last, by (3.14) holding in distribution sense, we’ll recover the C2,α
estimates of y = T ( sym ((∇φ)T∇ψ)). From (3.15) and (3.19), we infer that (3.14) will hold
in the distribution sense.
Now, by (3.13) and Banach fixed point theorem as in [18], we construct the required
isometry on S.
Theorem 3.2 Let S be elliptic with the C5,α regularity up to the boundary and C4,α
boundary ∂S, for some 0 < α < 1. Given V ∈ V∩C3,α(S¯), there exists a sequence wh : S¯ → R3,
equibounded in C3,α(S¯), and such that for all small h > 0 the map uh = id + hV + h2wh is
an (exact) isometry.
Now we give theorem about the density property for infinitesimal isometry on S.
Theorem 3.3 Let S be elliptic with the Cm+2,α regularity up to the boundary and Cm+1,α
boundary ∂S, for some 0 < α < 1 and an integer m > 0. Then for every V ∈ V, there exists
a sequence Vn ∈ V ∩ Cm,α(S¯,R3) such that
lim
n→∞ ‖Vn − V ‖W 2,2(S) = 0.
3.2 The results on developable surfaces
For the case that S = y0(Ω) is a developable surface, we obtain the results following the
approaches used in [11].
Theorem 3.4 Assume that S is developable of class C2,1 and satisfy (1.12), and let α ∈
(0, 1). Then there exists a constant C such that the following is true. For every symmetric
bilinear form B ∈ C1,1(S, T 2sym(S)) there exists a solution w = w⊤ + 〈w, ~n〉~n with w⊤ ∈ C0,α
and 〈w, ~n〉 ∈ L∞ of:
sym∇w = symDw⊤ + 〈w, ~n〉Π = B
satisfying the bounds:
‖w⊤‖C0,α + ‖〈w, ~n〉‖L∞ 6 C‖B‖C1,1 .
If, in addition, S ∈ Ck+2,1 and B ∈ Ck+1,1 for some k > 1, then
‖w⊤‖Ck,1 + ‖〈w, ~n〉‖Ck−1,1 6 C‖B‖Ck+1,1 .
Now we give the definition of mth order infinitesimal isometry.
Definition 3.1 An one parameter family {uǫ}ǫ>0 ⊂ C0,1(S¯,R3) is said to be a (gener-
alized) mth order infinitesimal isometry if the change of metric induced by uǫ>0 is of order
ǫm+1, that is
‖(∇uǫ)T∇uǫ − g‖L∞(S) = O(ǫm+1) as ǫ→ 0,
where g is the induced metric on S ⊂ R3.
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Then, we give the results of matching property and density of infinitesimal isometry. Because
we need the mth order infinitesimal isometry with higher regularity than that in [11] in the
construction of the recovery sequence, we apply the iteration procedure(that is Lemma 3.2
below) proved in Theorem 5.2 in [11] to produce the mth order infinitesimal isometry we
need.
Lemma 3.2 Let S be of class Ck+2,1, where k ∈ N, and let uǫ be an (i − 1)th order
isometry of regularity Ck+1,1 of the form:
uǫ = id+
i−1∑
j=1
ǫjwj, wj ∈ Ck+1,1.
Then there exists wi ∈ Ck−1,1(S,R3) so that φǫ = uǫ + ǫiwi is an ith order infinitesimal
isometry, and
‖wi‖Ck−1,1 6 C
i−1∑
j=1
‖wj‖Ck+1,1‖wi−j‖Ck+1,1 .
Applying this lemma, we have the following theorem.
Theorem 3.5 Let S be developable and satisfy (Hd). Given V ∈ V ∩ C2m+1,1(S¯), there
exists a sequence wǫ : S¯ → R3, equibounded in C3,1(S), and such that for all small ǫ > 0 the
map uǫ = id+ ǫV + ǫ
2wǫ is a (generalized) mth order infinitesimal isometry of class C3,1.
Theorem 3.6 Let S be developable and satisfy (Hd) with the Ck+1,1 regularity up to the
boundary. Then for every V ∈ V, there exists a sequence Vn ∈ V ∩ Ck,1(S¯,R3) such that
lim
n→∞ ‖Vn − V ‖W 2,2(S) = 0.
3.3 The results on hyperbolic surfaces
For the case that S = y0(Ω) is a hyperbolic surface, we have the results following [25].
Theorem 3.7 Assume that S is hyperbolic and satisfy (Hh) with C2,1 regularity. For
every symmetric bilinear form U˜ ∈ C1,1(S, T 2sym(S)) there exists a solution y = y⊤+〈y, ~n〉~n ∈
C0,1(S,R3) to (3.5) satisfying the bounds
‖y⊤‖C1,1 + ‖〈y, ~n〉‖C0,1 6 C‖U˜‖C1,1 .
If, in addition, S ∈ Cm+2,1 and B ∈ Cm+1,1 for some m > 1, then
‖y⊤‖Cm+1,1 + ‖〈y, ~n〉‖Cm,1 6 C‖U˜‖Cm+1,1 .
Now we turn to the matching property and density results to infinitesimal isometry on
hyperbolic surfaces. Similarly, by applying Lemma 3.2, we have the following theorem to
produce the mth order infinitesimal isometry with higher regularity than that in [25].
Theorem 3.8 Let S be hyperbolic and satisfy (Hh). Given V ∈ V ∩ C2m+1,1(S¯), there
exists a sequence wǫ : S¯ → R3, equibounded in C3,1(S), and such that for all small ǫ > 0,
uǫ = id+ ǫV + ǫ
2wǫ is a (generalized) mth order infinitesimal isometry of class C3,1.
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Theorem 3.9 Let S be hyperbolic and satisfy (Hh) with Cm+2,1 regularity for some in-
teger m > 0. Then for every V ∈ V, there exists a sequence Vn ∈ V ∩ Cm,1(S¯,R3) such
that
lim
n→∞ ‖Vn − V ‖W 2,2(S) = 0.
Therefore, we use the 1− 1 corresponding between the infinitesimal isometry V˜ on S and
V in (1.8) to pull back the constructions on surface S above to the mid-plate (Ω, g). Then
we are prepared to construct the recovery sequence.
4 The upper bound of the scaled elastic energy
In this Section, we construct the recovery sequence and obtain the upper bound of the
elastic energy with incompatible prestrain, which finish the computation of the Γ− limit.
Proof of Theorem 1.2 By density results and the continuity of Iβ with respect to the
strong topology of W 2,2, we can assume that V ∈ V ∩C3,α(S¯,R3). In general case, the results
will then follow from a diagonal arguments. We denote S = y0(Ω).
Step 1. Let ǫ =
√
eh
h
. We recall that ǫ→ 0 as h→ 0, by assumption (1.2). Therefore, by
Theorem 3.2, there exists a sequence wǫ : S¯ → R3, equibounded in C3,α(S¯), such that for all
small h > 0 the map
uǫ = id+ ǫV + ǫ
2wǫ
is an exact isometry on the surface S = y0(Ω). Thus, by the 1-1 corresponding of the vector
fields between Ω and S, we have
uǫ(y0(x
′)) = y0(x′) + ǫV (y0(x′)) + ǫ2wǫ(y0(x′)) (4.1)
is alao an exact isometry on the two-dimensional Riemannian manifold (Ω, g = G2×2).
For every x′ ∈ Ω, let ~nǫ(x′) denote the unit vector normal to uǫ(S) at the point uǫ(y0(x′)).
By the regularity of uǫ we have that ~nǫ ∈ C2,α(S¯,R3), while by (4.1) and V ∈ V we obtain
the expansion
~nǫ(y0(x
′)) = ∇E1uǫ ×∇E2uǫ = (E1 + ǫ∇E1V + ǫ2∇E1wǫ)× (E2 + ǫ∇E2V + ǫ2∇E2wǫ)
= E1 × E2 + ǫ(E1 ×∇E2V +∇E1V × E2)
+ǫ2(E1 ×∇E2wǫ +∇E1V ×∇E2V +∇E1wǫ × E2)
+ǫ3(∇E1V ×∇E2wǫ +∇E1wǫ ×∇E2V ) + ǫ4∇E1wǫ ×∇E2wǫ
= ~n(y0(x
′)) + ǫA~n(y0(x′)) +O(ǫ2). (4.2)
Indeed, one can take the following form, which simplifies the computations
~nǫ(y0(x
′)) =
∂1uǫ(y0(x
′))× ∂2uǫ(y0(x′))
|∂1uǫ(y0(x′))× ∂2uǫ(y0(x′))| = ∇E1uǫ ×∇E2uǫ,
where {E1, E2} is an orthonormal vector field on S = y0(Ω) with the same orientation with
{∂1y0, ∂2y0}. This means that
~n =
∂1y0(x
′)× ∂2y0(x′)
|∂1y0(x′)× ∂2y0(x′)| = E1 × E2.
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Now, we define the vector field ~bǫ(y0(x
′)) on the surface S satisfying
Qǫ = [∂1uǫ, ∂2uǫ,~bǫ], (Qǫ)
TQǫ = G(x
′) and detQǫ > 0. (4.3)
By the methods used in [2], we arrive at
~bǫ(x
′) = − 1
G33
(G13∂1uǫ +G
23∂2uǫ) +
1√
G33
~nǫ(y0(x
′)). (4.4)
Moreover, by (4.2) and (4.1), we have
~bǫ(x
′) = − 1
G33
(G13∂1uǫ +G
23∂2uǫ) +
1√
G33
~nǫ(y0(x
′))
= ~b0(x
′) + ǫ[− 1
G33
(G13∂1V +G
23∂2V ) +
1√
G33
A~n(y0(x
′))] +O(ǫ2)
= ~b0(x
′) + ǫA~b0(x′) +O(ǫ2), (4.5)
where we used the definition of the space of infinitesimal isometry V.
Now we define the vector fields dh(y0(x
′)) and dǫ(y0(x′)). First we define dh(y0(x′)) ∈
W 1,∞(S,R3) such that
lim
h→0
√
h‖dh‖W 1,∞ = 0, (4.6)
lim
h→0
dh = (QT0 )
−1c(x′, (∇y0)T∇~p+ (∇V )T∇~b0)) in L∞(Ω), (4.7)
where c(x′, F2×2) is the unique minimizer in (1.9). Note that c(x′, ·) is a linear function of
F2×2 and it only depends on its symmetric part ( symF2×2). Moreover, by the regularity of
the vector field V, the vector field d(x′) = (QT0 )
−1c(x′, (∇y0)T∇~p + (∇V )T∇~b0)) belongs to
L∞. We then define another vector field dǫ(y0(x′)) ∈ C1,α(S¯,R3) such that
(∇uǫ)T dǫ = −(∇~bǫ)T ·~bǫ, and 〈~bǫ, dǫ〉 = 0. (4.8)
By (4.8), we have
dǫ = −(QTǫ )−1(〈∂1~bǫ,~bǫ〉, 〈∂2~bǫ,~bǫ〉, 0)T ,
which leads to the fact that dǫ → ~d0 in the strong topology of L∞(Ω).
Here we introduce the recovery sequence uh as required by the statement of the theorem.
Note that the following suggestion for uh is in accordance with the one used in [8] in the
framework of the purely nonlinear bending theory for shells, corresponding to the scaling
regime β = 2. Consider the sequence of deformations uh ∈W 1,2(Ωh,R3) defined by
uh(x′, x3) = uǫ(y0(x′)) + x3~bǫ(y0(x′)) +
x23
2
dǫ(y0(x
′)) +
x23
2
ǫdh(y0(x
′)) on Ωh (4.9)
By change of variable, we have
yh(x′, x3) = uh(x′, hx3) = uǫ(y0(x′)) + hx3~bǫ(y0(x′)) +
h2x23
2
dǫ(y0(x
′))
+
h2x23
2
ǫdh(y0(x
′)) on Ω1. (4.10)
Therefore, properties (i), (ii), (iii) mentioned in Theorem 1.2 now easily follow from the
uniform bound on wǫ and (4.6).
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Step 2. To prove (1.13), it’s convenient to perform a change of variable in the energy
Eh(uh) and express it in terms of the scaled deformation yh. By straight calculation, we have
1
eh
Eh(uh) =
1
eh
ˆ 1
2
− 1
2
ˆ
Ω
W (∇hyh(x′, x3)A−1)dx′dx3, (4.11)
where ∇hyh(x′, x3) = ∇uh(x′, hx3). We also have
1
h
∂3y
h(x′, x3) = ~bǫ(y0(x′)) + hx3dǫ(y0(x′)) + hx3ǫdh(y0(x′)) (4.12)
∂iy
h(x′, x3) = ∂i(uǫ ◦ y0)(x′) + hx3∂i(~bǫ ◦ y0)(x′) + h
2x23
2
∂i(dǫ ◦ y0)(x′)
+
h2x23
2
ǫ∂i(d
h ◦ y0)(x′) i = 1, 2 (4.13)
From (4.1), (4.5) and (4.6), it follows that
‖∇hyh −Q0‖L∞ → 0, ash→ 0. (4.14)
It now follows by polar decomposition theorem (for h sufficiently small) that there exists a
proper rotation R0 ∈ SO(3) and a well defined square root of A−1(∇hyh)T∇hyhA−1 such
that
∇hyhA−1 = R0
√
A−1(∇hyh)T∇hyhA−1.
By frame difference of W, we deduce that
W (∇hyhA−1) =W (
√
A−1(∇hyh)T∇hyhA−1) =W (id+ 1
2
A−1KhA−1 +O(|Kh|2)),
where the last equality follows by Taylor expansion, with Kh given by
Kh = (∇hyh)T∇hyh −G.
As ‖Kh‖L∞ is infinitesimal as h→ 0, we use the formula
W (id+K) =
1
2
D2W (id)(K,K) +
ˆ 1
0
(1− s)[D2W (id+ sK)−D2W (id)](K,K)ds
and obtain
1
eh
W (∇hyhA−1) = 1
2
Q3( 1
2
√
eh
A−1KhA−1 +
1√
eh
O(|Kh|2)) + 1
eh
o(|Kh|2). (4.15)
Using (4.12) and (4.13), we now calculate Kh. We first consider (Kh)2×2 :
Kh(ei, ej) = 〈∂iyh, ∂jyh〉−Gij = 2hx3 sym ((∇uǫ)T∇~bǫ)(ei, ej)+o(
√
eh), i, j = 1, 2, (4.16)
where we have used the fact that uǫ is an isometry. To compute sym ((∇uǫ)T∇~bǫ)(ei, ej), we
need to calculate
〈∂iuǫ, ∂j~bǫ〉 = 〈∂iy0 + ǫ∂i(V ◦ y0) + ǫ2∂i(wǫ ◦ y0), ∂j~b0 + ǫ∂j(A~b0) +O(ǫ2)〉
= 〈∂iy0, ∂j~b0〉+ ǫ(〈∂iy0, ∂j~p〉+ 〈∂i(V ◦ y0), ∂j~b0〉) +O(ǫ2), (4.17)
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where we use A~b0 = ~p which can be obtained by the definition of the vector field ~p. Thus, by
(1.4), we arrive at
Kh(ei, ej) = 〈∂iyh, ∂jyh〉 −Gij = 2
√
ehx3 sym ((∇y0)T∇~p+ (∇(V ◦ y0))T∇~b0)(ei, ej)
+o(
√
eh), i, j = 1, 2, (4.18)
Now we calculate (Kh)33 and by (4.12), obtain
Kh(e3, e3) =
1
h2
〈∂3yh, ∂3yh〉 −G33 = 2hx3ǫ〈~bǫ, dh〉+ o(
√
eh)
= 2
√
ehx3〈~bǫ, dh〉+ o(
√
eh). (4.19)
The remaining coefficients of the symmetric matrix Kh are
Kh(ei, e3) =
1
h
〈∂iyh, ∂3yh〉 −Gi3 =
√
ehx3〈∂iuǫ, dh〉+ o(
√
eh), i = 1, 2, (4.20)
where we make use of the definition (4.8) of the vector field dǫ.
Step 3. From the previous calculations (4.18)-(4.20), we finally deduce that
lim
h→0
1
2
√
eh
Kh = (x3 sym ((∇y0)T∇~p+ (∇(V ◦ y0))T∇~b0))∗ + x3〈~b0, d〉e3 ⊗ e3
+
1
2
x3〈d, ∂iy0〉e3 ⊗ ei + 1
2
x3〈∂iy0, d〉ei ⊗ e3
= (x3 sym ((∇y0)T∇~p+ (∇(V ◦ y0))T∇~b0))∗ + x3 sym (QT0 d⊗ e3)
= (x3 sym ((∇y0)T∇~p+ (∇(V ◦ y0))T∇~b0))∗
+x3 sym (c(x
′, (∇y0)T∇~p+ (∇V )T∇~b0)⊗ e3) in L∞(Ω), (4.21)
where the symbol (F )∗ stands for the matrix such that ((F )∗)2×2 = F2×2 and other elements
of (F )∗ are all zero. Using (4.11), (4.15), (4.21) and the dominated convergence theorem, we
obtain
lim
h→0
1
eh
Eh(uh) = lim
h→0
1
eh
ˆ 1
2
− 1
2
ˆ
Ω
W (∇hyh(x′, x3)A−1)dx′dx3
= lim
h→0
1
2
ˆ 1
2
− 1
2
ˆ
Ω
Q3( 1
2
√
eh
A−1KhA−1 +
1√
eh
O(|Kh|2))dx′dx3
=
1
2
ˆ 1
2
− 1
2
ˆ
Ω
Q3(x3A−1(( sym ((∇y0)T∇~p+ (∇(V ◦ y0))T∇~b0))∗
+sym (c(x′, (∇y0)T∇~p+ (∇V )T∇~b0)⊗ e3))A−1)dx′dx3
=
1
24
ˆ
Ω
Q2,A(x′, (∇y0)T∇~p+ (∇V )T∇~b0)dx′ = Iβ(V ).
Thus, the proof of Theorem 1.2 is completed. ✷
Similarly to the proof of Theorem 1.2, we now give the proof of Theorem 1.3.
Proof of Theorem 1.3 We shall construct a recovery sequence for developable surfaces
based on Theorem 3.5 and 3.6 or hyperbolic surfaces based on Theorem 3.8 and 3.9. Indeed,
by the density result and the continuity of the functional Iβ with respect to the strong
topology of W 2,2(Ω), we shall assume V ∈ V ∩ C2m+1,1(S¯,R3) for both developable case and
hyperbolic case. In the general case the results will then follow through a diagonal arguments.
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The following proof is similar to that of the elliptic case. So we only point out the difference
between them and omit the detail.
Let ǫ be the same as that in the proof of Theorem 1.2, that is ǫ =
√
eh
h
. From (1.2),
we see that ǫ → 0, as h → 0. Therefore, by Theorem 3.5 and 3.8, there exists a sequence
wǫ : S¯ → R3, equibounded in C3,1(S¯), such that for all small h > 0 :
uǫ = id+ ǫV + ǫ
2wǫ (4.22)
is a (generalized) mth order infinitesimal isometry on S. Note that by (1.14) we have
ǫm+1√
eh
=
(
√
eh)m
hm+1
=
o(hm+1)
hm+1
→ 0,
here ǫm+1 = o(
√
eh). We may thus replace O(ǫm+1) with o(
√
eh).
Because uǫ is a (generalized) mth order infinitesimal isometry on S, we have that
(∇uǫ)T∇uǫ = g +O(ǫm+1). (4.23)
Thus, uǫ : S¯ → R3 is an immersion, which means that {∂1uǫ, ∂2uǫ} is linear independent. We
then define the unit normal vector
~nǫ(y0(x
′)) =
∂1uǫ(y0(x
′))× ∂2uǫ(y0(x′))
|∂1uǫ(y0(x′))× ∂2uǫ(y0(x′))| =
∇E1uǫ ×∇E2uǫ
|∇E1uǫ ×∇E2uǫ|
,
where {E1, E2} is an orthonormal vector field on S = y0(Ω) with the same orientation with
{∂1y0, ∂2y0}. By (4.23), we conduct the similar calculations to that in Theorem 1.2 for ~nǫ
and conclude that
|∇Eiuǫ|2 = 1 +O(ǫ2), |〈∇E1uǫ,∇E2uǫ〉| = O(ǫ2) i = 1, 2,
|∇E1uǫ ×∇E2uǫ| = 1 +O(ǫ2),
~nǫ = ~n+ ǫA~n+O(ǫ
2). (4.24)
We define the vector field ~bǫ(y0(x
′)) on the surface S by
Qǫ = [∂1uǫ, ∂2uǫ,~bǫ], (Qǫ)
TQǫ = G(x
′) +O(ǫm+1) , G˜ ∈ C2,1(S¯) and detQǫ > 0.
(4.25)
It’s obvious that G˜ is positive definite as h sufficiently small.
By the methods used in [2], we arrive at
~bǫ(x
′) = − 1
G˜33
(G˜13∂1uǫ + G˜
23∂2uǫ) +
1√
G˜33
~nǫ(y0(x
′)) ∈ C2,1(S¯). (4.26)
Then by (4.26) and the regularity of uǫ in Theorem 3.5 and 3.8, we still have
~bǫ(x
′) = − 1
G˜33
(G˜13∂1uǫ + G˜
23∂2uǫ) +
1√
G˜33
~nǫ(y0(x
′))
= − 1
G33
(G13∂1uǫ +G
23∂2uǫ) +
1√
G33
~nǫ(y0(x
′)) +O(ǫm+1)
= ~b0(x
′) + ǫA~b0(x′) +O(ǫ2). (4.27)
We still employ the same uh with that in Theorem 1.2, as follows
uh(x′, x3) = uǫ(y0(x′)) + x3~bǫ(y0(x′)) +
x23
2
dǫ(y0(x
′)) +
x23
2
ǫdh(y0(x
′)) on Ωh,
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where the vector fields dǫ ∈ C1,1(S¯) and dh are also defined the same as that in Theorem 1.2
by (4.6), (4.7) and (4.8). As we obtain the (generalized) mth order infinitesimal isometry uǫ
with the C3,1 regularity, we can proceed just as that in Theorem 1.2 and also arrive at the
same Γ− limit Iβ(V ) = 124
´
ΩQ2,A(x′, (∇y0)T∇~p+ (∇V )T∇~b0)dx′. ✷
5 Discussion of the obtained functional
Similar to [17], we give the comparison of our results with that obtained in [18]. We’ll
see that the arguments in both energies are related via the parametrization y0 of the surface
y0(Ω) in (1.4).
Recall that when S is a smooth 2d surface in R3, the Γ− limit of the scaled elastic energies
1
eh
Eh(uh) on thin shell Sh with mid-surface S is
I˜β,S(V ) = 1
24
ˆ
S
Q2(x, (∇(A˜N)− A˜Π)tan)dx, (5.1)
with e˜ = h√
eh
limh→0∇wh ∈ W 1,2(S,R3) belongs to the finite strain space. Above, Π stands
for the second fundamental form of S and N is the unit normal vector to S. Moreover,
A˜ ∈W 1,2(S, so(3)) is associated with V˜ by ∂τ V˜ (x) = A˜(x)τ, for any τ ∈ TxS.
In the present setting, denote S = y0(Ω) and observe that the 1−1 corresponding between
V˜ mentioned above and V in (1.8), given by the change of variables V = V˜ ◦ y0. The skew
symmetric tensor field A˜ on TxS is then uniquely given by
∂eV (x
′) = A˜(y0(x′))∂ey0 and A˜~b0 = ~p ∀e ∈ R2, (5.2)
and the extended strains above are related to that in Theorem 1.1 by
〈e˜(y0(x′))∂ey0, ∂ey0〉 = 〈e(x′)e, e〉 ∀e ∈ R2.
When~b0 = N, the arguments in the functional (5.1) coincides with (∇y0)T∇~p+(∇V )T∇~b0.
Indeed,
〈(∂τ A˜)~b0, τ〉 = 〈∂e(A˜~b0), ∂ey0〉 − 〈A˜∂e~b0, ∂ey0〉 = 〈∂e~p, ∂ey0〉+ 〈∂e~b0, A˜∂ey0〉
= 〈(∇y0)T∇~pe, e〉 − 〈(∇V )T∇~b0e, e〉,
in view of (3.2), where τ = ∂ey0 ∈ Ty0(x′)S, for any e ∈ R2. But in general,
~b0 = − 1
G33
(G13∂1y0 +G
23∂2y0) +
1√
G33
N.
Obviously, ~b0 6= N in general case on the surfsce S. Thus, this means that the arguments
in the functional (5.1) obtained in [18] are different from that in the limit functional (1.10)
obtained in this paper.
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