Receiver operating characteristic (ROC) curve, plotting true positive rates against false positive rates as threshold varies, is an important tool for evaluating biomarkers in diagnostic medicine studies. By definition, ROC curve is monotone increasing from 0 to 1 and is invariant to any monotone transformation of test results. And it is often a curve with certain level of smoothness when test results from the diseased and non-diseased subjects follow continuous distributions. Most existing ROC curve estimation methods do not guarantee all of these properties. One of the exceptions is Du and Tang (2009) which applies certain monotone spline regression procedure to empirical ROC estimates. However, their method does not consider the inherent correlations between empirical ROC estimates. This makes the derivation of the asymptotic properties very difficult. In this paper we propose a penalized weighted least square estimation method, which incorporates the covariance between empirical ROC estimates as a weight matrix. The resulting estimator satisfies all the aforementioned properties, and we show that it is also consistent. Then a resampling approach is used to extend our method for comparisons of two or more diagnostic tests. Our simulations show a significantly improved performance over the existing method, especially for steep ROC curves. We then apply the proposed method to a cancer diagnostic study that compares several newly developed diagnostic biomarkers to a traditional one.
where t is false positive rate (FPR), and G À1 ðtÞ ¼ inffy : GðyÞ o tg. Clearly, R(t) is monotone increasing with R(0) = 0 and R(1)= 1.
Many ROC-based methods exist for estimating and comparing test accuracy. A classical parametric method is the binormal model, which assumes that test results of both the diseased and non-diseased populations are normally distributed after some monotone transformation (Dorfman and Alf, 1969) . Metz et al. (1998) extend the binormal model to compare two ROC curves. Binormal methods have been widely used because they give convenient maximum likelihood estimates of ROC curve parameters and their variances when the normal assumption is satisfied. However, real data may not follow normal distributions, even after transformations. If this happens, binormal methods do not provide good estimates; see, e.g., Goddard and Hinberg (1990) . The issue with binormal methods has motivated non-parametric ROC methods, which are generally robust to model misspecification. Non-parametric methods for comparing diagnostic biomarkers include empirical ROC curve estimates and smooth ROC curve estimates. The empirical ROC curve is given bŷ R e ðtÞ ¼F ðĜ À1 ðtÞÞ, whereF is the empirical survivor function of F andĜ À1 ðtÞ ¼ inffy :ĜðyÞ otg. The properties of empirical ROC curve have been studied by Hsieh and Turnbull (1996) and Li et al. (1996) . Despite its robustness, empirical ROC curve has rugged appearance, which is often inappropriate when test results are continuous.
The drawback of empirical ROC curves leads to the development of alternative non-parametric methods based on kernel smoothing estimates of density functions or distribution functions of diseased and non-diseased populations (Zou et al., 1997; Lloyd, 1998; Lloyd and Yong, 1999; Hall and Hyndman, 2003; Hall et al., 2004) . However, the estimated ROC curves from these kernel smoothing methods are not transformation invariant; that is, a monotone transformation to X i 's and Y j 's may change the final estimate of ROC curve. To overcome this, several authors have proposed to smooth the empirical ROC curve. Peng and Zhou (2004) apply local linear smoothing methods on the empirical ROC curve by minimizing the integrated kernel weighted square error. Ren et al. (2004) use a P-spline estimator to incorporate correlation among empirical ROC estimates. However, these methods do not guarantee monotonicity and their ROC curve estimates may fall beyond the range [0,1] of an ROC curve. A recent paper by Du and Tang (2009) introduces a spline approach to obtain a monotone ROC estimate which satisfies both the transformation invariant property and the boundary constraints. However, their method treats the empirical ROC values as independent observations, failing to recognize the fact that they are actually inherently correlated. This drawback may have contributed to its difficulty in estimating steep ROC curves, as evident in Du and Tang (2009, Figs. 1(a) and 2(a)). Also, the asymptotic property of their estimate was not investigated.
Most of aforementioned smoothing papers deal with the estimation of a single ROC curve. Although the estimation of a single ROC curve is important, a more common problem in practice is to compare two or more diagnostic biomarkers based on their corresponding ROC curves. Lloyd (1998) compares biomarkers by looking at the difference between kernel smoothed ROC curve estimates. He uses a bootstrap procedure to construct the pointwise confidence interval for the difference. This method inherits the aforementioned drawbacks of kernel smoothed ROC curve estimates. In some diagnostic trials data are collected on more than two diagnostic tests. Comparing these tests becomes a multiple comparison problem and has been considered by McClish (1987) and Li and Zhou (2008) . McClish (1987) uses a studentized range statistic to compare multiple AUCs, but the method is only applicable to independent ROC curves. A recent paper by Li and Zhou (2008) compares biomarkers by applying resampling-based methods to empirical ROC curves. Although their method is robust to model misspecification, the resulting estimate may have an unappealing rugged form.
In this paper, we propose a penalized weighted least square approach to estimate the ROC curve, where the covariance of empirical ROC values is incorporated as a weight matrix. Our estimate inherits all the nice properties of the ROC curve estimate by Du and Tang (2009) , namely being smooth, monotone increasing, transformation invariant, and satisfying the boundary conditions. Furthermore, the incorporation of covariance among empirical ROC values allows us to show that our estimate is consistent and achieves the optimal convergence rate of a spline estimate. We then generalize the proposed method to compare multiple ROC curves. Resampling procedures are proposed to make inference on the difference curves and the differences between weighted areas under curves. Our resampling procedures are well-grounded because of the justified consistency of our ROC curve estimate. We then conduct simulation studies to demonstrate the finite-sample performance of our ROC curve estimation and multiple curve comparison procedures. Particularly, our method is significantly better at estimating steep ROC curves than the existing method. Also, the resampling procedures are shown to be efficient at detecting difference between ROC curves. We then apply the proposed techniques to the cancer diagnostic data in Goddard and Hinberg (1990) , where six newly developed diagnostic kits are compared to a traditional one.
The rest of the paper is organized as follows. In Section 2 we propose the new method and present the consistency result. In Section 3 we introduce several methods for comparing two or more tests based on our smoothing method. Section 4 presents the simulations and Section 5 is the application to the real example. Some discussion is provided in Section 6.
ROC estimation by penalized weighted least squares

Penalized weighted least squares method
Let t p , p =1,y,n, be the selected false positive rates (FPRs) andR e ðt p Þ be the corresponding empirical ROC values. They are considered as ''raw data'' fðt p ,R e ðt p ÞÞ : p ¼ 1, . . . ,ng with the observed ''responses''R e ðt p Þ, p ¼ 1, . . . ,n. To simplify the notation, we use Y p to denoteR e ðt p Þ from now on. Then we transform the ROC estimation to the following correlated regression problem
where R 0 ¼ R w 0 is the true ROC curve, and e p is the ''random'' error defined as the difference between the empirical and the true ROC values at t p . The asymptotic theory of the empirical ROC in Hsieh and Turnbull (1996) 
where x4y means the minimum of x and y. Next, we incorporate the monotonicity and the boundary conditions into the estimation of R 0 . For an ROC curve function R, consider a square integrable function w satisfying R 00 ¼ wR 0 . Then w ¼ ðlog R 0 Þ 0 becomes free of the monotonicity constraint. Solving the differential equation together with the boundary conditions R(0) =0 and R(1) =1 yields
From now on, we will use R w to denote the ROC function associated with w. To estimate R 0 ¼ R w 0 , we first compute the estimateŵ of the constraint-free function w 0 and then use (3) to deriveR ¼ Rŵ .
In the view of (1), we now have a correlated non-parametric regression problem of estimating a constraint-free square integrable function w 0 . One of the many available techniques serving this purpose is the smoothing spline estimator that minimizes the following penalized weighted least squares
Here, the first term in (4) is the weighted mean square error with
It represents the goodness-of-fit of an estimate. The integral term is a roughness penalty on w and the smoothing parameter l40 controls the tradeoff. A common choice of m is m= 2 which yields the well-known cubic splines and aŵ that has continuous second derivative. This corresponds to anR with continuous third derivative. When such level of smoothness of R is not necessary, a lower order spline, e.g., linear spline with m= 1, can be used instead. In practice, S is generally unavailable, and its consistent estimateŜ 
where In this paper, we use the scaled Bernoulli polynomials basis functions with K = n knots. When n is large, a more efficient choice of K =10n 2/9 was suggested in Kim and Gu (2004) . For smoothing parameter selection, a common tool is the generalized cross-validation (GCV) score introduced in Craven and Wahba (1979) . Let S ¼ V T V be the Cholesky decomposition of S. Some tedious algebra shows that the GCV score for our problem is
wherer ¼ V ÀT r withr p as the p-th entry, a p ¼ 1=ðnÀ1Þx
T p H À1 x p , and x p , H and r are as defined in (5). The detailed derivation is similar to that in Du and Tang (2009) and thus omitted here.
Asymptotic consistency
In this section we establish the consistency and the rate of convergence for our ROC curve estimator. Let H ¼ fw : 
where V is from the Cholesky decomposition S ¼ V T V. Assume all the eigenvalues of S n are bounded away from zero.
Conditions A1-A3 are generalizations of the conditions for penalized least squares estimation in van der Geer (2000). Condition A1 requires the true function to reside in the working function space H. Condition A2 is assumed to guarantee an entropy bound result. Condition A3 on the smoothing parameter l matches that in standard spline studies.
We then have the following convergence result.
T be the FPR values and Rŵ n be the ROC estimate derived from the minimizerŵ n of (4). Define the weighted mean square error as
Then under Conditions A1-A3, we have Jðŵ n Þ ¼ O p ð1Þ and
The above theorem shows that the proposed estimate achieves the optimal rate for a spline function. In addition, Jðŵ n Þ indicates a ''proper'' amount of smoothness forŵ n . The proof of the theorem is in the Appendix.
Comparing two or more tests
Suppose we have measurements from L diagnostic tests. Let X 'i denote the measurement from test ' ð' ¼ 1, . . . ,LÞ on the ith diseased subject, i=1,y,n d , and let Y 'j denote corresponding measurement on the jth healthy subject, j ¼ 1, . . . ,n d . Let F ' ðxÞ be the marginal survivor function for X 'i and G ' ðyÞ the marginal survivor function for Y 'j . The ROC curve for test ' is R ' ðtÞ ¼ F ' ðG À1 ' ðtÞÞ, whose consistent estimatorR ' can be obtained by the procedure in Section 2. In this section we consider the comparison of two or more ROC curves based on estimated curves and the areas under these curves.
Comparing two tests
We first consider comparison of two tests, that is, L=2. Let D(t)=R 1 (t) À R 2 (t) be the true difference between the two ROC curves andDðtÞ ¼R 1 ðtÞÀR 2 ðtÞ be the estimate. The consistency ofR 1 andR 2 indicates the convergence ofD to D, which then provides us the basis for using bootstrap to make inference on DðtÞ,t 2 ð0,1Þ. The bootstrap procedure is as follows:
Step 1: Sample the original data with replacement many times to obtain bootstrap resamples, ðX
The sampling is performed on the subjects such that the test results on the same subject are always sampled together.
Step 2: For each resample, estimateR Ã ' ðtÞ for test ' using the proposed penalized weighted least squares method.
Step 3: For each resample, computeD Step 4: For each t, a 100ð1ÀaÞ% confidence interval of D(t) is then given by We can use a similar procedure to compare the tests by drawing inference on the difference between the weighted areas under curve (wAUC) of the two ROC curve estimates. The wAUC is introduced by Wieand et al. (1989) and defined as
where W(u) is a probability measure on the FPR domain (0, 1). Common examples of the wAUC include the area under the curve (AUC) when W(u)= u for 0 o u o 1, the partial area under the curve (pAUC) between FPRs u 1 and u 2 when W(u) = (u À u 1 )/(u 2 Àu 1 ) for 0 o u 1 r u r u 2 r 1, and the sensitivity at a given level of specificity u 0 when W(u) is a point mass at u 0 . Li and Zhou (2008) uses a resampling method to compare areas under empirical ROC curves, but the resulting estimator may have much variation which is typical in empirical curves. Alternatively, we can use a bootstrap procedure with the proposed estimator. LetD ' 1 ,' 2 denote the wAUC difference between test ' 1 and test ' 2 . Our bootstrap procedure for comparing multiple curves is similar to the one under two tests:
. Again, the unit of resampling is the subject.
Step 3: For each resample, compute the pairwise wAUC difference between test ' 1 and test
Step 4: Compute the standard error ofD ' 1 ,' 2 as the sample standard deviation of all theD
Step 5: Use a multiple comparison procedure to obtain the best set of tests with the largest wAUCs. If the number of tests is relatively small, common multiple comparison procedures may be used. For example, with an adjusted a level, one can apply the Bonferroi procedure; with sample variance from bootstrapped samples, one can apply Fisher's least significant difference procedure and Tukey's honestly significant difference procedure. If the number of tests is large, say 1000, then the false discovery rate introduced by Benjamini and Hochberg (1995) may be applied to draw a reasonable conclusion. It might be of interest to test whether these diagnostic tests have the same partial area under their ROC curves. More generally, one wants to test hypothesis that P
We can apply w 2 test or F test with the covariance matrix estimated by bootstrap procedure.
Simulation studies
Estimating one ROC curve
We conducted large-scale simulation studies to compare the proposed penalized weighted least squares (PWLS) method with the penalized least squares (PLS) method in Du and Tang (2009) and the local linear smoothing method (LLS) in Peng and Zhou (2004) . We simulated binormal, bigamma, and biexponential data with various sample sizes, n d ¼ n d ¼ 100 and 200. X and Y were independently generated in all the settings. The binormal observations were Table 1 Bias (in %) and RMSE (in %) of ROC estimates. generated from X i $ Nð3,3Þ and Y j $ Nð0,1Þ. The bi-exponential data were generated from X i $ Expð5Þ and Y j $ Expð2Þ, where Exp(r) denotes the exponential distribution with density re À rx . The bi-gamma data were X i $ Gammað3Þ and Y j $ Gammað2Þ, where Gamma(r) denotes the Gamma distribution with density x rÀ1 e Àx =GðrÞ. For each simulation setting we applied both methods to 1000 data replicates and computed the biases and the square roots of MSE (RMSE) of the estimated areas under curve (AUCs) and the estimated ROC values at three TPF values t = (0.24, 0.49, 0.75). Table 1 presents the simulation results. It is obvious that the PWLS method outperforms the PLS and the LLS methods most of the time under various model settings.
We also plotted the average estimated ROC curves in Fig. 1 alongside the true curve. The differences between the estimated ROC curves and the true ROC curves are plotted for a better illustration in Fig. 2 . Let us first look at the PWLS versus the LLS methods. In all the six settings, both the PWLS and the LLS estimates appear to follow the true ROC curves quite well. The LLS estimates tend to be slightly more accurate at FPR values very close to 0. But the PWLS estimates always do a much better job in a much wider range, especially in the middle of the curve. Also, we should mention that the individual LLS estimates for some data replicates in our simulation showed non-monotonicity, an undesired property for LLS estimate that was also evident in Peng and Zhou (2004, Fig. 1) . Next, let us compare the PWLS estimates with the PLS estimates in Figs. 1 and 2 . These two methods perform equally well in the biexponential and bigamma settings where the true ROC curves are not steep. But the PWLS estimates in the binormal setting, where the true ROC curve is steep, are much better than the PLS estimates. As acknowledged in Du and Tang (2009) , the PLS method has difficulty in estimating steep ROC curves and often yields estimates with severe nonconcavity as FPR approaches 1. To understand why the PWLS method can rectify such problem, we first note that a steep ROC curve yields a w ¼ ðlog R 0 Þ 0 function that is relatively flat in the middle of the (0,1) range but quickly shoots towards À1 or 1 as t goes to 0 or 1. The data generated from the corresponding distributions are likely to display such abrupt changes on the boundary as well. For the estimation of w close to the boundary, the PLS method tries to balance the flat trend shown by the data points in the middle and the abrupt changing trend shown by the data points close to the ends, and thus produces aŵ that fails to capture the abrupt changes on the boundary. This then leads to the obvious nonconcavity in the PLS estimate of ROC curve. On the other hand, note that the diagonals of S pq in (2) goes to 0 or 1. Hence in a sense the PWLS method puts much more weights on the boundary data points in the estimation and forces the estimate of w to follow the abrupt changing trends on the boundary. This in turn yields a better estimate of R with significant improvement in non-concavity.
Comparing ROC curves
We simulated bivariate normal data as outcome measurements for two diagnostic tests. The bivariate normal models had the forms of ðX 1 ,X 2 Þ T $ Nfðm,1Þ T ,S 1 g and ðY 1 ,Y 2 Þ T $ Nfð0,0Þ T ,S 1 g, where
We used m ¼ 1 or 3. Here m ¼ 1 gives two identical ROC curves such that the difference is DðtÞ 0 for all t, and m ¼ 3 gives an ROC curve for test 1 on top of that for test two, with the difference between the curves DðtÞ ¼ Ff
Equal numbers of diseased and healthy subjects were considered in the simulation, i.e., n d ¼ n d ¼ ð100,200,500Þ. We applied the bootstrap technique in Section 3.1 to the simulated data. The 95% confidence bands of estimated ROC curves are provided in Fig. 3 . The top panels plot the results for m ¼ 3, and the bottom panels plot the results for m ¼ 1. As expected, the confidence bands get narrower when the sample size increases. Also the confidence bands for m ¼ 3 show significant dominance in diagnostic accuracy of test 1 over test 2, since all the lower bounds are above 0. On the other hand, the confidence bands in the bottom panels show no significant difference between the two ROC curves throughout the range of FPR. We also simulated bi-exponential and bi-gamma data. The results were similar and thus not presented here. 
An example
A cancer diagnostic data set has been used by Goddard and Hinberg (1990) to illustrate the drawbacks of parametric binormal ROC curves. The data collected were the measurements of seven biomarkers on the blood samples of n d =135 patients with active cancer and n d ¼ 218 patients with inactive cancer. These biomarkers consist of a traditional biomarker, prostatic acid phosphatase level, labeled as A, and six newly developed biomarkers labeled from B to G. Neither the test results nor the log transformed results follow normal distributions. Goddard and Hinberg (1990) list several cautious notes on using binormal methods on this type of data. We used our method to estimate the ROC curves of these biomarkers, with the FPRs t p 's chosen to be 100 equally spaced points from 0.0001 to 0.9999. The empirical ROC curves and our estimated ROC curves are plotted in Fig. 4 . All the empirical ROC curves have rugged appearance, while the ROC curves fitted by our method are much smoother, and follow closely to the trends of the empirical curves. To compare the new biomarkers with the traditional biomarker, we calculated the difference curves based on the ROC estimates, and applied the bootstrap method in Section 3.1 to obtain the 95% pointwise confidence bands. Fig. 5 shows the estimated difference curves and their 95% confidence bands. It clearly indicates that the estimated ROC curve of Biomarker A is significantly different from that of Biomarker E at the upper range of FPRs. Biomarkers C and G have significantly different diagnostic accuracy from A at FPRs from around 0.5 to 0.85. The rest of new biomarkers do not have significant difference from Biomarker A as shown in the plot. To determine whether one or more new biomarkers are different from the traditional biomarker, we used the resampling method in Section 3.2 based on multiple comparison of areas under estimated ROC curves. The estimatesD ',1 , ' ¼ 2, . . . ,7, their standard deviations (SD) and two-sided p-values are listed in Table 2 . At a significance level of 0.05, we can see that all the AUC differences are already insignificant even without a Bonferroni correction. Such insignificance matches the earlier result by the empirical method in Goddard and Hinberg (1990) .
Discussion
In this paper we have proposed a new smooth ROC curve estimation method and several bootstrap procedures based on such estimation to compare two or more diagnostic tests. Our ROC curve estimate is smooth, monotone increasing, transformation invariant, and satisfies the boundary conditions. It compares favorably to the existing ROC curve estimate by Du and Tang (2009) which also possesses all these properties. The proposed bootstrap comparison procedures also show promising results. For discrete data such as rating data in medical imaging diagnostics, empirical ROC curve estimates tend to be very roughly shaped. Thus it is often desired to have smooth ROC curve fits for underlying continuous data. This makes the proposed method a potentially suitable method for discrete data.
A tantalizing extension is to incorporate the correlation between estimated ROC curves into simultaneous estimation of multiple ROC curves. A helpful result is the asymptotic between-curve covariance presented in Tang and Zhou (2009) . However, our limited experience shows that the corresponding empirical covariance estimate incorporating the between-curve covariance often results in a singular matrix and thus cannot yield good ROC curve estimates. This is partly because that the between-curve covariance estimated with the existing standard methods may not be accurate enough. 
