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Abstract
In this paper we are concerned with a non-negative integer and irreducible matrix A : Zd → Zd . The
main contribution is to prove that if the matrix satisfies certain spectral and algebraic constraints, the cone:
C = {v ∈ Zd/∃n  0 and Anv  0} ⊂ Zd
is defined by linear maps ϕ0, . . . , ϕk−1 : Zd → R, in the sense that v ∈ C is equivalent to, ϕl(v)  0 for
all l = 0, . . . , k − 1 (where k is the index of cyclicity of the irreducible matrix). This result allows us to
characterize the dimension group generated by the matrix, it is a subgroup of Rk endowed with an order
induced by the positive cone of Rk .
© 2006 Elsevier Inc. All rights reserved.
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0. Introduction
Usually, when one iterates a non-negative irreducible matrix A, one obtains a contraction of
the positive cone of Rd onto a half line generated by a Perron–Frobenius eigenvector. The usual
study is concentrate on the intersection of An(R+d).
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Here one adopts another approach. One considers in Rd the non-decreasing sequence of cones
A−n(R+d). Then
C =
⋃
n0
A−n(R+d)
is the cone consisting of the vectors which after some iterations become non-negative. One may
expects that this cone will be the half space, namely the polar set of a positive Perron–Frobenius
eigenvector. In general this is not true. This cone has k faces, where k is the index of cyclicity of
the irreducible matrix.
In this paper, one presents the equations of the faces in the case when the entries of the irreduc-
ible matrix are non-negative integers (non-negative integer matrix, for short) and the characteristic
polynomial of which is irreducible. As a result we characterize the dimension group generated
by the matrix.
This paper is organized as follows:
− In part 1, one defines a C-algebra V which formalizes the behavior at infinity of the matrix A/ρ
where ρ is the Perron–Frobenius eigenvalue of A. The multiplication in this algebra models
the rotation phenomena induced by the cyclicity of the irreducible matrix. One achieves this
aim by using the Gelfand transformation in a suitable framework.
−Part 2 is devoted to the study of the cone C contained in Rd . It has k faces; The equations of
these faces write ϕj = 0, where ϕj is a linear form from Zd to R (for 0  j < k). Moreover,
one has
k−1⋂
l=0
{v : ϕl(v) > 0} ⊂ C ⊂
k−1⋂
l=0
{v : ϕl(v)  0}.
− In part 3, one specializes the last results to the case of an integer matrix and to Zd ⊂ Rd . One
gives a sufficient condition which ensures the equality
{T ∈ Zd/∃n, AnT  0} =
k−1⋂
l=0
{v : ϕl(v)  0}.
The approach is based on using matrices whose entries are polynomials. The interest of such
matrices lies in the fact that they give a more amenable and natural algebraic framework.
−Finally, this equality permits to characterize the positive cone of a dimension group generated by
a non-negative integer irreducible matrix the characteristic polynomial of which is irreducible.
1. The algebra associated to the cyclicity
To begin, notice that it is quite apparent that in working with elements of algebras, it is necessary
to keep track of the objects and operations involved in the coordinates of the vectors. However,
as long as there is no possibility of an ambiguous situation arising, we may alleviate the use of
cumbersome notations by simply using matrix notation for vectors, endomorphisms and forms
with respect to the canonical bases.
Let A be a d × d matrix which is non-negative, irreducible and cyclic of index k, and think of
it as representing a linear map
Cd
A−→ Cd .
532 L. Farhane, G. Michon / Linear Algebra and its Applications 420 (2007) 530–539
One denotes by ρ the Perron–Frobenius eigenvalue and by X a non-zero column matrix such that
AX = ρX. This column matrix is the one of a right eigenvector associated to ρ; one can suppose
that its entries xp where 1  p  d are positive. The eigenvalues of modulus ρ are the complex
numbers
ρei
2πl
k , l = 0, . . . , k − 1.
One sets θ = 2π
k
. It is well known [1,2] that there exists a diagonal complex matrix D =
(dpp)1pd such that Dk = Id and which ensures
A = eiθDAD−1.
It results that one obtains a mapping η : {1, . . . , d} → {0, . . . , k − 1} such that
dpp = eiη(p)θ for all p, 1  p  d
which decomposes the rows and columns of A in blocks labeled
η−1(l), l = 0, . . . , k − 1.
On replacing, one obtains
(∗) ADl = eilθDlA for l = 0, . . . , k − 1,
and one obtains for all l ∈ {0, . . . , k − 1} an eigenvector DlX, because one has
A(DlX) = ρeilθDlX.
One denotes by V the subspace of Cd having (X,DX, . . . ,Dk−1X) as basis.
By duality, let us denote by Y = (y1 · · · yd) a non-zero row vector, which is a Perron–Frobenius
eigenform of the matrix A. Obviously, we can normalize the vectors X and Y so that YX = 1.
From the equality (∗), one deduces
D−lA = eilθAD−l
and
YD−lA = eilθYAD−l = ρeilθYD−l .
Thus, for all l ∈ {0, . . . , k − 1} the row vector YD−l is an eigenform associated to the eigenvalue
ρeilθ of modulus ρ.
One denotes by F the subspace of (Cd)∗ having a basis constituted by the forms Y , YD−1, . . . ,
YD−(k−1). Let us prove
YD−lDpX = δlp.
Suppose l /= p. The equalities
YD−lADpX = ρeilθYD−lDpX = ρeipθYD−lDpX
imply that
(ei(l−p)θ − 1)YDp−lX = 0,
and YDp−lX = 0. Consequently,
Cd = V ⊕ F⊥.
Finally, it is easily seen that the subspacesV andF⊥ are closed under the action ofA and the matrix
of the operator A restricted on V is diagonal with the eigenvalues of modulus ρ. Consequently,
A restricted on F⊥ has eigenvalues of modulus less than ρ.
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It results that with regard to the iteration of the matrix, the subspaceV is in some meaning which
will be clear, preponderant. Indeed, taking the decomposition Cd = V ⊕ F⊥ into consideration,
every element T ∈ Cd can be written uniquely
T =
k−1∑
l=0
αlD
lX + R,
then for all non-negative integer n, one has
An
ρn
T =
k−1∑
l=0
αle
ilnθDlX + A
n
ρn
R.
It is clear that AnR/ρn converges to 0 so that asymptotically (in other words on the subspace V ),
the operator A/ρ can be viewed as a rotation of the components through an angle eiθ .
We intend to find a real basis for which the rotation phenomena is conveyed in a form such
that complex numbers do not arise.
The C-vector space V , of dimension k is naturally equipped with a structure of algebra defined
by
DlX ∗ DpX = Dl+pX,
where l + p is the addition on the group Z/kZ. In other words, it is a question of a C-algebra of
the group Z/kZ which we denote (V , ∗).
One defines the linear transformation V ˆ−→Ck which maps the element DlX of the basis
(DlX)l=0,...,k−1 into the element
D̂lX = (eiθpl)p=0,...,k−1,
whose matrix with respect to the basis (DlX)l=0,...,k−1 of V and the canonical basis of Ck is
(eiθpl)p,l=0,...,k−1
and it is easy to check that this matrix is invertible and its inverse is
1
k
(e−iθpl)p,l=0,...,k−1.
Notice that this linear transformation is an isomorphism from the C-algebra V to the diag-
onal algebra Ck where by definition the multiplication is performed component per component
(componentwise multiplication i.e. el · ek = δlkel). Notice that this isomorphism is the Gelfand
isomorphism.
On acting the inverse isomorphism, one transports the canonical basis (el)l=0,...,k−1 of Ck onto
V , hence one obtains a diagonal basis (Xl)l=0,...,k−1 of V such that
X̂l = el.
Consequently,
Xl = 1
k
(e−iθpl)p=0,...,k−1el,
which implies
Xl = 1
k
k−1∑
p=0
e−iθplDpX,
such that the entry of index p of the column vector Xl is xp if p ∈ η−1(l) otherwise is zero.
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Finally, we have proved:
Proposition 1. The C-vector space V endowed with a multiplication defined on the basis
(DlX)l∈Z/kZ by DlX ∗ DpX = Dl+pX is a C-algebra. The set {X0, . . . , Xk−1} is a diagonal
basis for V. The linear transformation
A
ρ
: V −→ V
is a morphism of algebras such that one has on the diagonal basis:
A
ρ
Xl = Xl−1.
One takes note of the fact that (Xl)l∈Z/kZ is a real basis and the action of the matrix A/ρ with
respect to this basis appears as a removing of the indexes.
2. The order
One defines in the same manner a basis (Yl)l=0,...,k−1 of F such that the component of index
j of Yl is yj · 1{j∈η−1(l)} for which
YlA = ρYl+1.
Let T =
⎛⎜⎝t1...
td
⎞⎟⎠ ∈ Rd ⊂ V ⊕ F⊥ which can be written
T =
k−1∑
l=0
alXl + R.
Let us compute ap:
YpT =
k−1∑
l=0
alYpXl + YpR.
Since R ∈ F and Yp ∈ F⊥, Yp R = 0. If l /= p then η−1(l) ∩ η−1(p) = ∅ and YpXl = 0 which
produces:
ap = YpT
YpXp
=
∑
j∈η−1(p) yj tj∑
j∈η−1(p) yj xj
.
One knows that
An
ρn
T =
k−1∑
l=0
alXl−n + A
n
ρn
R.
If al > 0 for l = 0, . . . , k − 1, the vectors
k−1∑
l=0
alXl−n
are positive and their number is at most k.
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As AnR/ρn converges to 0 as n tends to infinity then there exists an integer n such that
An
ρn
T > 0
whence AnT > 0.
Conversely, if there exists n0 such that An0T  0 then for n  n0,
k−1∑
l=0
alXl−n + A
n
ρn
R  0.
In particular, for kn one has for n large enough:
k−1∑
l=0
alXl + A
kn
ρkn
R  0,
which implies al  0.
Finally, if for l ∈ {0, . . . , k − 1} one denotes by ϕl : Rd −→ R the linear form whose row
matrix is
Yl
YlXl
we have proved that on restricting to V , (Yl)0lk−1 is the dual basis of the basis (Xl)0lk−1 and
Proposition 2. Let T ∈ Rd .
(i) If there exists n such that AnT  0 then ϕl(T )  0 for l = 0, . . . , k − 1;
(ii) If ϕl(T ) > 0 for l = 0, . . . , k − 1 then there exists n such that AnT > 0.
On using inclusions, the statements of this proposition are equivalent to
k−1⋂
l=0
{v : ϕl(v) > 0} ⊂ C ⊂
k−1⋂
l=0
{v : ϕl(v)  0}.
3. The case of integer matrices
We suppose that the matrix A is integer, non-negative and irreducible. It is viewed as a linear
transformation A : Zd → Zd . This map provides the cone of Zd :
C = {T ∈ Zd/∃n  0 and AnT  0}
and like previously the Z-linear mappings:
ϕl : Zd −→ R for l = 0, . . . , k − 1.
According to Proposition 2, one has the inclusion
C ⊂
k−1⋂
l=0
{v : ϕl(v)  0}.
We intend to prove, under some hypotheses which we will formulate, that these two sets are equal.
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Proposition 3. If the non-zero components of the row matrices ϕl, l = 0, . . . , k − 1 are linearly
independent over Z then
C =
k−1⋂
l=0
{v : ϕl(v)  0}.
Proof. Let T ∈ Zd , one reminds that
An
ρn
T =
k−1∑
l=0
ϕl(T )Xl−n + A
n
ρn
R
and let us suppose that ϕl(T )  0 for all l = 0, . . . , k − 1 in other words: YlT  0 for all l =
0, . . . , k − 1.
Suppose for example that Y0T = 0. According to the hypothesis, the block T0 of T which
corresponds to η−1(0) is null. The block diagonal matrix Ak = (B00 · · · Bk−1k−1) where each
diagonal submatrix Bll is square, is such that for all non-negative integer n = mk one has
An = (Bm00 · · · Bmk−1k−1),
whence
1
ρn
⎛⎜⎝ B
m
00T0
...
Bmk−1k−1Tk−1
⎞⎟⎠ = k−1∑
l=0
ϕl(T )Xl + 1
ρn
⎛⎜⎝ B
m
00 R0
...
Bmk−1k−1 Rk−1
⎞⎟⎠ .
Since T0 and ϕ0(T )X0 are null, the block of (An/ρn)R that corresponds to η−1(0) is also null.
This argument remains valid for all null block of T . Thus one proves that if mk is large enough
Amk
ρmk
T  0.
We intend to give a condition concerning the characteristic polynomial of the matrix A which
ensures that the non-zero entries of the row matrices Yl , l = 0, . . . , k − 1 are linearly independent
over Z. 
Proposition 4. Given a non-negative integer irreducible matrix A the spectral radius ρ of which
is positive, the minimal polynomial of ρ is equal to the characteristic polynomial of the matrix if,
and only if, the components of a Perron–Frobenius eigenvector are linearly independent over Z.
In that case, the characteristic polynomial and the minimal polynomial of the matrix are equal
and the eigenvalues of the matrix are non-zero.
Proof. One denotes by pA the characteristic polynomial of A whom spectral radius ρ ∈ R is
algebraic. The minimal polynomial of ρ is irreducible and divides pA.
We now turn to polynomial matrices. LetXI − A be the matrix having entries in Z[X], consider
the matrix B with entries also in Z[X] such that
(XI − A)B = pA
on replacing, one obtains
(ρI − A)B(ρ) = 0
consequently, the columns of B(ρ) are a right eigenvectors associated to ρ.
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Pick one column:
(
p1(ρ)
.
.
.
pd (ρ)
)
, the components of this vector belong to Q(ρ) and are linearly
independent over Q if, and only if, they are linearly independent over Z. If the coordinates of X
are linearly independent over Z then p1(ρ), . . . , pd(ρ) are linearly independent over Q therefore
Q(ρ) has dimension d and the minimal polynomial of ρ is of degree d, as it divides pA the
equality follows.
Let us investigate the reciprocal direction. It is well known that the entries of B are the minors
of the matrix XI − A so they are polynomials of degrees less than or equal to d − 1. Furthermore,
one knows [3] that the matrix having entries Bij (ρ) is positive and that whose columns and rows
are an eigenvectors associated to ρ.
Let us write the system of linear equations obtained for each column (aij )i=1,...,d of index j :⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
a11B1j + · · · + a1dBdj = XB1j
a21B1j + · · · + a2dBdj = XB2j
...
aj1B1j + · · · + ajdBdj = XBjj − pA
...
ad1B1j + · · · + addBdj = XBdj .
One supposes that the coordinates of an eigenvector associated to ρ are linearly dependent over
Z in other words that there exists an equation of the forms
k1x1 + · · · + kdxd = 0
such that at least one of the integral coefficients k1, . . . , kd , say kj , is non-zero. One multiplies
each row of index i by ki and one adds the results to obtain
Q = X(k1B1j + · · · + kdBdj ) = kjpA,
where Q is either the zero polynomial or of degree at most equal to d − 1. If the polynomial
k1B1j + · · · + kdBdj is equal to 0 then, while applying a degree argument one has kj = 0, this is
a contradiction. Thus, k1B1j + · · · + kdBdj is a non-zero polynomial of degree less than or equal
to d − 1 and admits ρ as a root. This proves that the minimal polynomial of ρ is not equal to
pA. 
4. The dimension group
The matrix A with which we will be dealing is integer, non-negative, irreducible, cyclic of
index of cyclicity k and having an irreducible characteristic polynomial pA. Let ρ denote the
spectral radius of the matrix and Y an eigenform associated to ρ (i.e. YA = ρY ). We focus our
attention on the dimension group generated by the matrix.
A quick historical account of dimension groups is warranted at this time. One reminds that the
introduction of dimension groups goes back at least to the work of Elliott [4]. He introduced this
concept for the purpose of classifying certain non-commutative rings. An ordered abelian group
is called a dimension group if it can be expressed as the inductive limit of a sequence of finite
ordered group direct sums of copies of the integers, with non-decreasing morphisms, [5,6]. Later,
Effros et al. [7] gave an axiomatic characterization of dimension groups, namely, as countable
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ordered abelian groups which are unperforated and have the Riesz interpolation property and
the interest of their characterization lies, among other things, in the fact that it made possible to
produce easily explicit examples of dimension groups.
We briefly recall some basic definitions used throughout this part. An inductive system of
abelian groups is a sequence (En, fn+1)n0 of abelian groups and morphisms written as
E0
f1−→ E1 f2−→ E2 f3−→ · · ·
An inductive cone based on the inductive system (En, fn+1)n0 is a sequence of morphisms
(gn : En → G)n0 such that for any integer n, one has gn+1fn+1 = gn. An inductive limit
(in : En → E)n0 is an initial inductive cone, i.e. it satisfies the following condition: for each
inductive cone (gn : En → G)n0 there exists a unique morphism : E → G such thatin = gn.
Let us come back to our subject:
From now on, we suppose that the hypothesis of Proposition 4 is assumed, that the character-
istic polynomial of the matrix equals the minimal polynomial of the Perron–Frobenius eigenvalue.
One defines ψn : Zd → Rk by setting
ψn(N) = 1
ρn
⎛⎜⎝ Y−n N...
Yk−1−n N
⎞⎟⎠ .
Taking the result of the latter proposition into consideration, it is clear that for all n  0 the
morphisms ψn are one-to-one.
The dimension group of the matrix A is by definition [6] an inductive limit of the inductive
system of ordered groups
Zd
A−→ Zd A−→ Zd A−→ · · ·
The mappings (ψn)n0 induce an inductive cone
In fact, the coordinate of index l of ψn+1(AN) is
1
ρn+1
Yl−(n+1)AN = 1
ρn
Yl−nN.
Since the morphisms ψn are one-to-one, an inductive limit is
G =
⋃
n0
Im ψn ⊂ Rk
ordered by the positive cone
G+ =
⋃
n0
Im ψn(Nd).
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Proposition 5. Under the previous assumptions
G+ = G ∩ (R+)k.
Proof. Given N ∈ Zd such that ψn(N) ∈ (Z+)k , in other words one has Yl N  0 for l =
0, . . . , k − 1.
According to Proposition 3, there exists an integer p such that ApN  0. As
ψn(N) = ψn+p(ApN),
it follows that ψn(N) ∈ G+.
One notices that the dimension group is totally ordered if, and only if, the matrix is
primitive. 
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