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Reduced Lagrangians and analytic solutions in Einstein-æther Cosmology
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We present the solution space of the field equations in the Einstein-æther theory for the case of
a FLRW and a LRS Bianchi Type III space-time. We also find that there are portions of the
initial parameters space for which no solution is admitted by the reduced equations. The reduced
Lagrangians deduced from the full action are, in general, correctly describing the dynamics whenever
solutions do exist
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1. INTRODUCTION
The main context in modified theories of gravity is that new geometric invariants are introduced in the Einstein-
Hilbert Action of General Relativity, for a recent review we refer the reader to [1, 2]. Modified theories of gravity have
been a subject of special interest for the scientific community in recent years because they can describe observable [3–8]
phenomena with a geometric approach. More specifically, the geometric invariants which are added to the Einstein-
Hilbert action, are introducing new components in the gravitational field equations; these change the dynamics of the
field equations in such a way so that the evolution of the latter describes correctly the observed phenomena [9].
In this work, we are interested in the Einstein-æther theory [10–14]. In this theory a unitary time-like vector field,
called the æther, is introduced in the gravitational action: This amendment amounts in adding to the Einstein-Hilbert
Action a kinetic term quadratic in the covariant derivatives of the field as well as a Lagrange multiplier ensuring that
the field is uni-modular. This modification spontaneously breaks the Lorentz symmetry [15], by selecting a preferred
frame at each point in space-time while preserving local rotational symmetry. The gravitational field equations are
of second-order and correspond to variations of the action with respect to the metric tensor, the æther field and the
Lagrange multiplier. There are various applications of the Einstein-æther theory in cosmological studies. It has been
used to describe the later acceleration phase of the universe, as an alternative to dark energy models [16], and also
for the early inflationary epoch [17]. On the other hand, Einstein-æther can be seen as the classical limit of Horˇava
gravity [18, 19]. Some exact solutions as well as a qualitative analysis of this theory- either in cosmological studies
on in static spherical symmetric space-times- can be found in [20–31] and references therein.
A main concept in physics is the mathematical description of the nature. What makes the physical science to differ
and stand out from the applied mathematics is the requirement of principles. The principle of stationary action is the
most common and describes well the physical phenomena from all areas of nature, from Newtonian Mechanics, General
Relativity and Quantum Mechanics. A prerequisite for this principle of stationary action to be applied is the existence
of a Lagrangian function. This function consists of the Ricci-scalar in the case of Einstein’s General Relativity, and is
supplemented by a kinetic term of the æther field and a Lagrange multiplier ensuring the uni-modular condition for
the case of the Einstein-æther theory.
A set of (autonomous) differential equations is not uniquely described by only one Lagrange function [32]. Indeed,
it is possible to exist more than one Lagrange functions; for instance, any nonlinear function of the velocity q˙, i.e.
f (q˙), describes the free particle in Newtonian Mechanics. In General Relativity the Lagrangian density is a function
of the metric tensor and its first and second derivatives ( through the Ricci-scalar ). This Einstein-Hilbert action
principle correctly reproduces the field equations when all metric components are varied independently. However,
when particular metrics are considered, usually by imposing some symmetry, the situation is not straightforward: If
the symmetry is imposed to the full action and the redundant coordinates are integrated out, the reduced action can,
of course, be varied only with respect to the remaining dependent variables. The ensuing equations of motion may
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2or may not be equivalent to the reduced Einstein equations, i.e the equation resulting from the imposition of the
symmetry to the full Einstein’s Field equations. When they are equivalent, the corresponding reduced Lagrangian is
called valid. A well known example of a non valid case is the class B family of Bianchi models ( see e.g.[33], [34] and
references therein). In this case one can search for another Lagrangian correctly reproducing the reduced Einstein
equations [35]. The importance of the existence of a Lagrangian description of a given set of equations lies in the reach
methods of analytical Mechanics that can be applied in order to study the evolution of the field equations and their
integrability [36–42]. Moreover, in the mini-super-space approach (where the reduced Lagrangian takes the form of a
point Lagrangian), the quantum analogs of the classical integrals of motion can be used as supplementary conditions
to the Wheeler-DeWitt equations [43–49].
The class of Bianchi spatially homogeneous cosmologies contains many important cosmological models, including
the standard Friedmann–Lemaˆıtre–Robertson–Walker (FLRW) spacetime and the well known Mixmaster universe
(Bianchi IX) [50]. In Bianchi models the spacetime manifold is foliated along the time axis, with three dimensional
homogeneous hypersurfaces [51, 52]. There are nine different homogeneous hypersurfaces, each invariant under a
corresponding three dimensional Killing algebra [51]. The principal advantage of Bianchi cosmological models is
that in these models the gravitational field equations reduce to a system of coupled, ordinary differential equations
with independent variable any function f(t) parametrizing the “time-direction”. Moreover, the Bianchi models are
grouped into two classes, A and B (according to the trace cααβ of the structure constants tensor being zero or non-zero,
respectively); while each class is divided into several types. As earler mentioned, a main difference between these two
classes is that for the gravitational field equations which belong to the models of class A the reduced Lagrangian is
valid [53], while for the models of class B the corresponding reduced Lagrangian is, in general, not valid except for
cases of further reduction (LRS space-times, see e.g. [34]). However, for the general Type V line-element, although
belonging to class B, a valid lagrangian does exist [35].
In the vacuum and for the Einstein-æther theory we study the existence of analytical solutions and description
of the spacetimes with a reduced Lagrangian for two spacetimes of special interest, the homogeneous and isotropic
space described by the FLRW line element, and the Bianchi III spacetime. Both spacetimes have a valid reduced
action in the Einstein-Hilbert case; though the existence of a reduced Lagrangian is not certain in the Einstein-æther
cosmology. The plan of the paper is as follows:
The basic properties and definitions of the Einstein-æther theory are given in Section 2. We furthermore derive the
field equations for the space-times of our consideration. Sections 3 and 4 include the main material of our analysis:
we determine the conditions under which analytic solutions for the field equations in the Einstein-æther theory exist
and present the entire solution space. This is done for the FLRW and the Locally Rotationally Symmetric (LRS)
Bianch Typei III space-time, respectively. Furthermore, we determine the conditions so that the reduced Lagrangian
is valid and, in doing so, we also classify the space-times here found. The discussion of our results and our conclusions
are presented in Section 5.
2. EINSTEIN-ÆTHER GRAVITY
Let ua be a unitary time-like vector field which describes the æther, uaua = −1. Thus the Action integral which,
uppon variation of the metric components, gives the gravitational field equations for the Einstein-æther gravity, is
given by the following expression [10]
SAE =
∫
d4x
√−gR+
∫
d4x
√−g (Kαβµνuµ;αuν;β + λ (ucuc + 1)) , (2.1)
where Kαβµν describes the coupling between the æther field and the gravity, defined as
Kαβµν ≡ c1gαβgµν + c2gαµgβν + c3gανgβµ + c4gµνuαuβ. (2.2)
with c1, c2, c3 and c4 being dimensionless constants.
The function λ in (2.1) is a Lagrange multiplier which ensures the unitarity of the æther vector field. Finally, R is
the Ricci scalar of the underlying space-time with metric gab, and describes the Einstein’s General Relativity term in
the present theory.
The dynamical equations are obtained by demanding stationarity of the Action integral (2.1) under arbitrary
variations with respect to the metric, δSAE
δgab
= 0, the æther vector field, δSAE
δua
= 0, and the Lagrange multiplier λ,
δSAE
δλ
= 0. The latter equation provides the unitary constraint for the æther vector field.
More specifically, variation with respect to the metric tensor gives the gravitational field equations
Gab = T
æ
ab, (2.3)
3where Gab is the Einstein tensor and T
æ
ab is the æther energy-momentum tensor defined as
Tæab =
1
2
gµνK
αβρσuρ;αuσ;β +
1
2
gµνλ(g
αβuαuβ + 1)+ (2.4)
− c1gαβ(uα;µuβ;ν + uµ;αuν;β)− c2gαβ(uµ;νuα;β + uβ;αuν;µ)− c3gαβ(uα;µuν;β + uµ;αuβ;ν)+
− c4uαuβuµ;αuν;β − c4(gλαuµuβuλ;νuα;β + gβλuαuνuβ;αuλ;µ)− λuµuν+
+ (
1
2
Kαβλκuρuκ;βgρµgλν +
1
2
Kαβλκuρuκ;βgρνgλµ);α + (
1
2
Kαβλκuρuκ;βgρµgαν +
1
2
Kαβλκuρuκ;βgρνgαµ);λ+
− (1
2
Kαβλκuρuκ;βgλµgαν +
1
2
Kαβλκuρuκ;βgλνgαµ);ρ.
Variation with respect to the æther vector field provides the equation of motion which the vector field ua satisfies,
that is,
c4g
µνuαuν;βuµ;αg
κβ − c4gµκgαλuλ;βuβuµ;α − c4gµκuαuβ;βuµ;α −Kαβµκuµ;α;β + λgακuα = 0 (2.5)
one component of which can be used to determine the Lagrange multiplier λ.
Finally, variation with respect to λ gives the condition
uaua + 1 = 0. (2.6)
It is thus clear that Einstein-æther gravity is a second-order theory; in a four dimensional manifold this system
comprises fifteen equations. It is important to mention that in our consideration we have not assumed any matter
content.
We continue our analysis by selecting the underlying geometry to be that of (a) FLRW space-time and (b) an LRS
Bianchi Type III space-time. In both cases the field equations are reduced to ordinary, coupled differential equations
with time as the independent (in principle) dynamical variable.
3. FLRW
The generic line element of the FLRW space-time is taken to be
ds2 = −M2 (t) dt2 + a2 (t)
(
1
1− kr2 dr
2 + r2dθ2 + r2 sin2 θdφ2
)
, (3.1)
where a (t) denotes the scale factor ( describing the radius of the three dimensional volume), M (t) is the so-called
lapse function and k characterises the spatial curvature of the three dimensional hyper-surface (k = 0 ⇒ flat space,
k = 1⇒ space of constant positive curvature k = −1⇒ space of constant negative curvature).
We define the æther vector field as ua = − T
′ (t)
M (t)
2 δ
a
t , where the prime denotes derivative with respect to t.
The physical reason for selecting to define the æther vector field with a derivative is that the curl of ua should be
zero so as its potential to define the physical time. A side effect is that the equations (2.3) become of second order in
t, a useful occurrence for the reduced Lagrange description.
From the constraint equation (2.6) it straightforwardly follows that
−
(
T ′
M
)2
+ 1 = 0, (3.2)
which gives T (t) = µ1+µ2
∫
M (t) dt, (µ2)
2 = 1. The latter expression quantifies the preferred frame of the co-moving
observer, and in particular the physical time of the theory T (t).
Furthermore, the only non-vanishing component of (2.5) provides the Lagrange multiplier λ :
λ (t) =
3
a2M3
[
(c1 + c2 + c3)Ma
′2 + c2a (a′M ′ −Ma′′)
]
. (3.3)
Finally, with the use of (3.2) and (3.3), the gravitational field equations (2.3) become
− 2kM2 + (−2 + c1 + 3c2 + c3)a′2 = 0, (3.4)
42kM3 + 2(−2 + c1 + 3c2 + c3)aa′M ′ − (−2 + c1 + 3c2 + c3)M((a′)2 + 2aa′′) = 0. (3.5)
We now use the freedom to choose the time coordinate and, without loss of generality, we select for the lapse
function M (t) = a (t); this is possible since under an arbitrary change of time M(t), a(t) transform as density and
scalar respectively. Therefore the line element becomes
ds2 = a2 (t)
(
−dt2 + 1
1− kr2 dr
2 + r2dθ2 + r2 sin2 θdφ2
)
, (3.6)
and the gravitational field equations reduce to
− 2ka2 + (−2 + c1 + 3c2 + c3)a′2 = 0, (3.7)
(−2 + c1 + 3c2 + c3)((a′)2 − aa′′) = 0. (3.8)
3.1. Analytic solutions
We proceed by investigating the existence of solutions for the field equations (3.7), (3.8). The latter implies that
our analysis can be classified according to whether the combination of constants −2+c1+3c2+c3 is equal or different
from zero.
3.1.1. Case 1: −2 + c1 + 3c2 + c3 = 0
In this case (3.8) is identically satisfied, while (3.7) dictates that
k = 0, (3.9)
thus the solution is described by the above equation and any a(t); this peculiarity is reflected into the fact that the
corresponding reduced Lagrangian is a total derivative (see next section). The metric becomes
{(−a2, 0, 0, 0), (0, a2, 0, 0), (0, 0, r2a2, 0), (0, 0, 0, r2a2sin(θ)2)}, (3.10)
and the Lagrange multiplier λ, is calculated to be
λ (t) = −3((−2 + c2)(a
′)2 + c2aa′′)
a4
. (3.11)
3.1.2. Case 2: −2 + c1 + 3c2 + c3 6= 0
1) If k=0 then (3.7) implies a(t) = ca which also satisfies (3.8), while the Lagrange multiplier becomes zero (λ = 0)
and the metric reduces to
{{−ca2, 0, 0, 0}, {0, ca2, 0, 0}, {0, 0, ca2r2, 0}, {0, 0, 0, ca2r2 sin(θ)2}}, (3.12)
which of course represents the Minkowski space-time in spherical-polar coordinates.
2) If ω ≡ k ∗ (−2 + c1 + 3c2 + c3)−1 > 0 (the opposite sign ω < 0 gives an imaginary part to a(t) and is thus not
acceptable), there is a solution a(t) = m1e
±√2√ωt It is noteworthy that a linear combination of the above a(t) with
different integration constants m1,m2 corresponding to plus and minus signs is not a solution.
The Lagrange multiplier λ, is calculated to be
λ (t) =
6(c1 + c2 + c3)ω
a(t)2
. (3.13)
The metric becomes
{{−a(t)2, 0, 0, 0}, {0, a(t)
2
1− kr2 , 0, 0}, {0, 0, r
2 ∗ a(t)2, 0}, {0, 0, 0, a(t)2r2 sin(θ)2}}. (3.14)
There is also a solution if c1 + 3c2 + c3 = 0 which is the Minkowski space-time
53.2. Reduced Lagrangian description
For the space-time with line element (3.1) the Ricci-scalar is calculated as
R =
6a′′(t)
a(t)M(t)2
− 6a
′(t)M ′(t)
a(t)M(t)3
+
6a′2
a(t)2M(t)2
+
6k
a(t)2
. (3.15)
If we substitute in the action (2.1) the above expression, ua = − T
′ (t)
M (t)2
δat for the vector field, and ignore a total
derivative term we derive the reduced Lagrangian density
LFLRW = a
M7
(M8(6k + a2λ)− 6aM5a′M ′ − c4a2M ′2T ′4 +M6(6a′2 + a(−aλT ′2 + 6a′′))+ (3.16)
+ 2c4a
2MM ′T ′3T ′′ − 2aM3M ′T ′(3c2a′T ′ + (c1 + c2 + c3)aT ′′)+
+ a2M2T ′2((c1 + c2 + c3)M ′2 − c4(T ′′)2)
+M4(3(c1 + 3c2 + c3)a
′2T ′2 + 6c2aa′T ′T ′′ + (c1 + c2 + c3)a2(T ′′)2)).
In order to test the validity of the reduced Lagrangian density LFLRW , we must first derive the corresponding
Euler-Lagrange equations.
If these equations are algebraically solved for the accelerations, then substituted in the reduced equations of the
theory (2.3), (2.5), (2.6) and the resulting equations are identities we shall say that LFLRW , is valid since it correctly
reproduces the reduced dynamics.
In the first case −2 + c1 + 3c2 + c3 = 0 after the replacements T (t) = µ1 + µ2
∫
M (t) dt, (µ2)
2 = 1,M (t) = a (t)
the Lagrangian density becomes
LFLRW = 6ka2 + 6a′2 + 6aa′′ ≡ 6ka2 + 6(aa′)′. (3.17)
It is thus evident that the Euler-Lagrange equation gives ka = 0 ,so the Lagrangian is valid for k = 0 and then does
not specify a particular a(t), agreeing with the reduced equations.
In the second case −2 + c1 + 3c2 + c3 6= 0 the Lagrangian density (3.16) is always valid.
4. BIANCHI III
We continue our analysis by considering the diagonal LRS Bianchi III spacetime with fundamental line element
ds2 = −M2 (t) dt2 + a2 (t) (dx2 + e−2xdy2)+ b2 (t) dz2, (4.1)
which admits the following four Killing vector fields:
ξ1 =
∂
∂y
, ξ2 =
∂
∂z
, ξ3 =
∂
∂x
+ y
∂
∂y
, ξ4 = 2y
∂
∂x
+ (y2 − e2x) ∂
∂y
. (4.2)
If we apply these symmetries to the æther vector field, demand that the corresponding one form be curl-free and also
utilize (2.6) we arrive at the final form
ua =
u0 (t)
−M2 δ
a
t +
λ3
b(t)2
δaz , u0 (t) = ±M (b)−1
√
λ23 + b
2. (4.3)
As we did in the previous case of the FLRW we choose the time so that M(t) = a(t) which proves equally helpful in
the present case as well With this ua and the line element (4.1) the fourth component of the equation (2.5) assumes
the form
λ3
(
b(t)λ(t)− (c1+c3)(a
′(t)b′(t)+a(t)b′′(t))
a(t)3
)
b(t)3
, (4.4)
implying that we have to separately investigate the cases λ3 = 0, λ3 6= 0.
The general approach in trying to reveal the solution space is to algebraically solve two of the equations in terms
of the accelerations a′′(t), b′′(t) and substitute the result into the rest. In doing so some particular branches appear
when the denominators of the corresponding expressions vanish. This may happen either for specific value ranges of
the constants or for particular relations among a(t), b(t). In what follows we present all the cases that emerge.
64.0.1. Case 1: λ3 = 0, c2 = 1
The sketch of the solution procedure is as follows:
We solve for λ(t) the (0,0) component of (2.3) and substitute into the first component of (2.5) which becomes
− qa′2
a(t)2 − qb
′2
2b(t)2 − 1 = 0 where we have replaced c3 = −c1 + q − 1.
This expression can be satisfied only when q < 0. In that case the appropriate scale factors are
a(t) = e
∫
cos(f(t)) dt√−q , b(t) = e
√
2
∫
sin(f(t)) dt√−q , (4.5)
and the rest of the equations (2.3) are satisfied if f(t) obeys the first order differential equation
f ′(t) =
√
2 cos(f(t))− sin(f(t))√−q . (4.6)
The solution reads
f(t) = −2 tan−1
(
1
6
(
3
√
6 tanh
(√
3 (
√−qt−m1q)
2q
)
+ 3
√
2
))
. (4.7)
4.0.2. Case 2: (λ3 = 0, c2 6= 1, and 1 + c1 + c3 = 0) or (λ3 = 0, c2 6= 1, and − 2 + c1 + 3c2 + c3 = 0)
If we follow analogous steps as before we find that the (3,3) component of (2.3) assumes the never vanishing form
e
√
2qt
(−q)3/2 in the first case and 4e
− 2it√−q in the second. Thus there is no solution in these cases.
4.0.3. Case 3: λ3 = 0, c2 6= 1, and (1 + c1 + c3)(−2 + c1 + 3c2 + c3) 6= 0
If we replace c3, c2 as
c3 = −c1 + µ− 1 , c2 = 1
3
(
−µσ
2
2
− µ+ 3
)
, (4.8)
we can solve the non-zero component of (2.5) in terms of λ(t) and replace into (2.3). As we can easily see the (0,0)com-
ponent of the latter equation admits a scaling symmetry a → ω1a, b → ω2b and does not contain accelerations .
Thus, if we make the replacement a = e
∫
a1dt, b = e
∫
b1dt the aforementioned equation becomes
1
12
(
4µ
(
σ2 + 2
)
a1(t)b1(t) + 4µ
(
σ2 − 1)a1(t)2 + µ (σ2 − 4) b1(t)2 − 12) = 0. (4.9)
which being a quadratic form in a1(t), b1(t) can be solved by
a1(t) =
2 cosh(f(t))√
3µσ
− σ(2 sinh(f(t)))
2
(√
3µσ
) , b1(t) = σ(2 sinh(f(t)))√
3µσ
+
2 cosh(f(t))√
3µσ
(4.10)
If we substitute the above given values of a1(t), b1(t) into the rest of (2.3) we find that a solution exists if f(t)
satisfies the differential equation
f ′(t) = − 1√
3µσ
(σ cosh(f(t)) + 4 sinh(f(t))) , (4.11)
with solution
f(t) = −2 tanh−1

 4
σ
−
√
σ − 4√σ + 4 tan
(
1
6
(
3c1
√
σ − 4√σ + 4−
√
3
√
σ−4√σ+4t√
µσ
))
σ

 . (4.12)
7Thus the final solution is
a(t)=e
− 6σf(t)
σ2−16 (σ cosh(f(t)) + 4 sinh(f(t)))
σ2+8
σ2−16 , b(t) = e
6σf(t)
σ2−16 (σ cosh(f(t)) + 4 sinh(f(t)))
−
2(σ2−4)
σ2−16 , (4.13)
where f(t) is to be replaced by the above given value. These cases exhaust the assumption λ3 = 0.
We are thus left to examine the case λ3 6= 0 The strategy is now to solve the (0,0) component of (2.3) for the
Lagrange multiplier λ(t) and substitute into the two components of (2.5). In doing so some branches appear:
4.0.4. Case 4: λ3 6= 0 c1 + c2 + c3 = 0 c2 = 0
In this case λ(t) reads
λ(t)=
b(t)
(−2a(t)a′(t)b′(t)− b(t)a′2 + a(t)2b(t))
a(t)4
(
b(t)2 + λ3
2
) . (4.14)
When this is substituted into the first and the fourth component of (2.5), we end up with the single equation.
− 2a
′(t)b′(t)
a(t)b(t)
− a
′2
a(t)2
+ 1 = 0. (4.15)
As before, there is the scaling symmetry and thus we can make the replacement
a(t) = e
∫ sinh(f(t))√
3
dt+
∫ cosh(f(t))√
3
dt
, b(t) = e
∫ cosh(f(t))√
3
dt−2 ∫ sinh(f(t))√
3
dt
(4.16)
which satisfies the equation. As far as the equations (2.5),(2.3) are concerned, a solution will exist after the above
replacement, if the unique differential equation
f ′(t) =
cosh(f(t))− 2 sinh(f(t))√
3
(4.17)
is satisfied.
Finally, the solution of (4.17) is determined to be
f(t) = 2 tanh−1
(
2−
√
3 tanh
(
1
2
(√
3c1 + t
)))
. (4.18)
4.0.5. Case 5: λ3 6= 0 c1 + c2 + c3 = 0 c2 = 1
We now solve the forth component of (2.5) for the Lagrange multiplier λ(t) obtaining
λ(t) = −a
′(t)b′(t) + a(t)b′′(t)
a(t)3b(t)
. (4.19)
If we substitute the above λ(t) into the first component of (2.5), we end up with
a′′(t) =
a′(t)b′(t)
b(t)
+
a′2
a(t)
, (4.20)
If we substitute the above (4.20) into (2.3) we observe that there is no solution since its (0, 0) , (3, 3) components
become the impossible equations − λ32a′2
a(t)2b(t)2 − 1 = 0, λ3
2a′2+a(t)2b(t)2
a(t)4 = 0 respectively.
84.0.6. Case 6: λ3 6= 0 c1 + c2 + c3 = 0 c2 6= 0, c2 6= 1
Since λ3 6= 0, c2 6= 0, we can solve the fourth component of (2.5) for the Lagrange multiplier λ(t) resulting in
λ (t) = −c2 (a
′(t)b′(t) + a(t)b′′(t))
a(t)3b(t)
. (4.21)
If we replace (4.21) into the first component of (2.5) and solve it for a′′(t) we obtain
a′′(t) = a′(t)
(
a′(t)
a(t)
+
b′(t)
b(t)
)
. (4.22)
If a(t) is constant there is no solution since the (0, 0) component of (2.3) becomes −1 = 0. For a(t) non-constant,
after the replacement of (4.22) into (2.3), its (2,2) component gives
(c2 − 1) (a′(t)b′(t) + a(t)b′′(t))
a(t)b(t)
= 0, (4.23)
which is satisfied by the first integral a(t)b′(t) = m.
If m = 0 then b(t) = cb and the replacement to the (2.3) make the (0,0) component
a′2
(−(c2 − 1)cb2 − c2λ32)− cb2a(t)2
cb2a(t)2
= 0. (4.24)
This equation is easily integrated resulting in the overall solution
a(t) = m1e
cbtǫ√
−c2cb2−c2λ23+cb
2
, b(t) = cb. (4.25)
If m 6= 0 then the integral can be written as b′(t) = m
a(t) which reduces the first component of (2.5) to
2c2
√
b(t)2 + λ23
(−a(t)b(t)a′′(t) + b(t)a′2 +ma′(t))
a(t)5b(t)2
= 0. (4.26)
If the coefficient of b(t) a′2 − a(t)a′′(t) vanishes then the above equation dictates a(t) = ca and thus b(t) = mt
ca
+m1
which makes the (0, 0) component of (2.3) −1 = 0 indicating that there is no solution.
Otherwise if a′2 − a(t)a′′(t) 6= 0 then (4.26) can be solved for b(t) giving
b(t) = − ma
′(t)
a′2 − a(t)a′′(t) . (4.27)
We substitute (4.27) into the integral b′(t) = m
a(t) and we obtain two valid solutions for a(t).
Finally we use the (4.27) obtaining two different solutions with the final form
a(t) =
e−
√
m2(m3+t)
(
2m1m2 + e
√
m2(m3+t)
)2
4m22
, (4.28)
a(t) =
e−
√
m2(m3+t)
(
2m1m2e
√
m2(m3+t) + 1
)2
4m22
, (4.29)
where m2 = − c2λ3
2m21+m
2
(c2−1)m2 in both the above solutions.
Finally there is the somewhat curious case in which we solve the integral with respect to a(t) i.e. take a(t) = m
b′(t) .
Then we may solve algebraically the first component of the (2.5) for b(3)(t)
b(3)(t) =
b′′2
b′(t)
+
b′(t)b′′(t)
b(t)
. (4.30)
9The apparent branch b(t) = m1t+m2 leads to a(t) = ca and has been earlier seen to lead to no solution.
If we substitute (4.30) and a(t) = m
b′(t) , the (0,0) component of (2.3) gives us
− c2λ3
2b′′2 + b(t)2
(
(c2 − 1)b′′2 + b′2
)− 2(c2 − 1)b(t)b′2b′′(t)
b(t)2b′2
= 0. (4.31)
The solution of (4.31) as well as a(t) = m
b′(t) gives the final form of the solution
a(t) =
2(c2 − 1)2mm1 cos2
(
(m2+t)
√
c2λ3
2+(c2−1)2m21
2(c2−1)3/2m1
)
c2λ3
2 + (c2 − 1)2m12
. (4.32)
We continue with the final case.
4.0.7. Case 7: λ3 6= 0 c1 + c2 + c3 6= 0
We replace c3= − c1 − c2 + q where q 6= 0. Then the fourth component of (2.5) leads to the following form of the
Lagrange multiplier λ(t)
λ (t) = − (c2 − q) (a
′(t)b′(t) + a(t)b′′(t))
a(t)3b(t)
, (4.33)
If we substitute (4.33) to the first component of (2.5) and to the (3,3) component of (2.3), a system of equations is
created which can always be solved in terms of a′′(t), b′′(t).
a′′(t) =
1
4a(t)b(t)2
(
b(t)2 + λ3
2
) (4c2a(t)b(t)a′(t) (b(t)2 + λ32) b′(t) + 2a′2 (b(t)2 + λ32) (b(t)2(c2 + q + 1) + λ32(c2 + q))
+a(t)2b(t)2
(
qb′2 + 2b(t)2 + 2λ3
2
))
(4.34)
Replacement of the above values a′′(t), b′′(t) into the (2.3) we find only the two different equations (0, 0) = 0 and
(1, 1) = 0 quadratic in a′(t), b′(t). We can solve the (0, 0) = 0 equation for b′2 and substitute the result into the first
equation of (4.34), thus obtaining the very simple equation
a′′(t)
a(t)
− a
′(t)b′(t)
a(t)b(t)
− a
′2
a(t)2
. (4.35)
This equation has the scaling symmetry and can thus be reduced to first order by the use of the replacement a(t) =
e
∫
a1(t) dt and ultimately be solved in terms of a(t) with the result a(t) = em1
∫
b(t) dt
If we substitute this a(t) into (0,0) and (1,1) components of (2.3) and eliminating b′2 we obtain the following
equation
2m1
(
2c2
2 − c2(q + 4)− q2 + q + 2
)
b′(t) +m12b(t)2
(
2c2
2 − c2(q + 4)− q2 + q + 2
)
+ (4.36)
+ 2c2
2λ3
2m1
2 − 2c2λ32m12 − c2λ32m12q + 2c2 − λ32m12q2 − q − 2 = 0
If m1 = 0 then from its definition a(t) = ca and the above equation becomes 2c2 − q − 2 = 0 which is equivalent to
c1 − c2 + c3 = −2.
The first component of (2.5) gives
b′′(t) =
b(t)b′2
b(t)2 + λ3
2 (4.37)
We substitute (4.37), m1 = 0, a(t) = ca and c1 − c2 + c3 = −2 into (2.3) and we end up with one differential
equation
(c2 − 1)b′2 + b(t)2 + λ32 = 0, (4.38)
which can be readily solved resulting in the final form of the solution
a(t) = ca. (4.39)
where q = 2c2 − 2. This solution, according to the range of q and the real or imaginary character of m2 is of either
neutral or euclidean signature. If m1 6= 0 all branches appearing lead to no solutions.
The reduced Lagrangian density is
10
LIII = 1
b5M7
(−c4λ43a2M6b′2 − 2(c1 + c3)λ23a2b2M6b′2 + a2b4M4(λ23M4λ+ (c1 + c2 + c3)u20b′2)+ (4.40)
+ 2c4λ
2
3a
2b3M3u0b
′(u0M ′ −Mu′0) + b6(M8(−2 + a2λ)− 4aM5a′M ′+
− c4a2u40M ′2 + 2c4a2Mu30M ′u′0 − 2aM3u0M ′(2c2u0a′ + (c1 + c2 + c3)au′0)+
+ a2M2u20((c1 + c2 + c3)M
′2 − c4u′20 ) +M4(2(c1 + 2c2 + c3)u20a′2 + 4c2au0a′u′0+
+ (c1 + c2 + c3)a
2u′20 ) +M
6(−a2u20λ+ 2a′2 + 4aa′′))+
+ 2ab5M3(−aM2b′M ′ − c2au20b′M ′ + c2Mu0b′(2u0a′ + au′0) +M3(2a′b′ + ab′′)))
The above Lagrangian density can be seen to be valid since the obtained Euler-Lagrange equations are satisfied by
the above given solutions to the reduced equations .
5. CONCLUSIONS
In the present work we have investigated the dynamical equations of the Einstein- æther theory for the case of an
FLRW and an LRS Bianchi Type III geometry. The existence or non-existence of solutions to the reduced equations
depends upon the value of various combinations of the initial parameters cI , I = 1..4 entering the action integral (2.1):
In the case of FLRW there exist solutions for any value of the parameters, with the Minkowski metric recovered
for the two particular cases k = 0 and c1 + 3c2 + c3 = 0. The case −2 + c1 + 3c2 + c3 = 0 is also noteworthy since,
on the one hand the dynamics forces k = 0, while on the other hand a(t) is left free although the time has been fixed
by the choice M(t) = a(t). As for a Lagrangian description LFLRW correctly reproduces the reduced dynamics in all
cases, even in that where a(t) is left unspecified.
In the case of LRS Bianchi Type III the situation drastically changes as far as the existense of solutions to the
reduced equations is concerned; there are considerably large portions of the parameter space for which no solution
exist. For the cases where solutions do exist, the reduced Lagrangian density LIII correctly recovers them, indicating
that it is valid. It is noteworthy that, when there are no solutions to the reduced equations, The Lagrangian dynamics
given by LIII also leads to no solutions. Thus, for each of these cases, the corresponding Lagrangian constitutes a
highly non-trivial example of non-compatible dynamics.
As for the physical time inferred from the Einstein-æther one-form ua, it seems that the high degree of symmetry
of the FLRW line-element constrains it to be a function of the time coordinate only T ≡ T (t). In the case of the
LRS Bianchi Type III geometry, the lesser symmetry permits an initial physical time T (t, z) ≡ ∫ u0(t)dt+ λ3z; this
shows more resemblance to the Horava gravity.
The pure Einstein-Hilbert solutions are not covered by our method because of the use of the uni-modularity equation
for the connection between ua(t) and the lapse M(t). However, since the Lagrangian densities LFLRW , LIII are
valid for all cases in which solutions to the reduced equations exist, we can easily recover the pure Einstein-Hilbert
solutions by just considering the case T (t) = µ1 for the first and u0(t) = 0, λ3 = 0 for the second.
For the future we intend to investigate more Bianchi models and also add extra matter content e.g. a perfect fluid
source in the FLRW . It would be interesting to see which of the properties encountered here persist in these more
general cases.
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