Abstract: A fuzzy local trend transform based fuzzy time series forecasting model is proposed to improve practicability and forecast accuracy by providing forecast of local trend variation based on the linguistic representation of ratios between any two consecutive points in original time series. Local trend variation satisfies a wide range of real applications for the forecast, the practicability is thereby improved. Specific values based on the forecasted local trend variations that reflect fluctuations in historical data are calculated accordingly to enhance the forecast accuracy. Compared with conventional models, the proposed model is validated by about 50% and 60% average improvement in terms of MLTE (mean local trend error) and RMSE (root mean squared error), respectively, for three typical forecasting applications. The MLTE results indicate that the proposed model outperforms conventional models significantly in reflecting fluctuations in historical data, and the improved RMSE results confirm an inherent enhancement of reflection of fluctuations in historical data and hence a better forecast accuracy. The potential applications of the proposed fuzzy local trend transform include time series clustering, classification, and indexing.
Introduction
Based on Zadeh's works (see [1] and [2] ), the concept of fuzzy time series and its models for forecasting have been proposed to solve the forecasting problems where the historical data are linguistic values (see [3] - [5] ). Conventional fuzzy time series forecasting models that are based on fuzzy time series of original data are limited to forecasting specific values that do not reflect fluctuations in historical data. Local trend variations, however, are mainly concerned with real applications. For example, forecast of changing direction of stock price are more important for stock investors to make reasonable determinations than specific forecast values of stock price. In addition, the forecasted specific demand values are unreliable since historical data is distorted when it transfers along the supply chain due to the bullwhip effect, so local trend variations of demand that are not suffered from the bullwhip effect are more valuable and practical for supply chain managers. Therefore the practicability of conventional fuzzy time series forecasting methods suffers from the limitation of forecasting specific values. This study aims to improve the
Fuzzy Time Series and Fuzzy C-means Clustering: a Brief Review
The proposed model is based on conventional fuzzy time series forecasting model and the fuzzy c-means clustering method is applied in the proposed fuzzy local trend transform, so fuzzy time series and fuzzy c-means clustering are briefly reviewed by adjusting the notations. [1, b] . In [3] , the general definitions of fuzzy time series are given as follows: Definition 1. Let a subset of real numbers Y (t)(t = · · · , 0, 1, 2, · · · ) be the universe of discourse by which fuzzy sets f j (t) are defined. If F (t) is a collection of f 1 (t), f 2 (t), · · · , then F (t) is called a fuzzy time series defined on Y (t).
Definition 2. If fuzzy time series relationships assume that F (t) is caused only by F (t − 1), then the relationship can be expressed as:
, which is the fuzzy relationship between F (t) and F (t − 1), where * represents as an operator. (Note that the operator can be either max-min [4] , min-max [5] , or arithmetic operator [6] .)
To sum up, let F (t − 1) = A i , and F (t) = A j , the fuzzy logical relationship between F (t) and F (t − 1) can be denoted as A i → A j , where A i refers to the left-hand side and A j refers to the right-hand side of the FLR. Furthermore, these fuzzy logical relationships can be grouped to establish different fuzzy relationship. These groups are called fuzzy logical relationship groups (FLRGs). On account of its simplicity, FLR method is chosen by most researchers.
The procedure for forecasting using conventional fuzzy time series models has four main steps: (1) Define universe of discourse and intervals; (2) Define fuzzy sets and fuzzify observations in the original time series; (3) Establish fuzzy relationships; (4) Forecast and defuzzify the outcome. Assume that the current state of F (t) is A i , F def (t + 1) can be forecasted and defuzzified by the following rules:
Rule 1: If there is A i → A j in fuzzy logical relationship groups, then F (t + 1) = A j and defuzzified as F def (t + 1) = center j , where center j is the center of cluster j to which A j belongs.
Rule 2: If there is A i → # in fuzzy logical relationship groups, then F (t + 1) = A i and defuzzified as F def (t + 1) = center i , where # represents null value and center i is the center of cluster i to which A i belongs.
Rule 3: If there is A i A 1 , A 2 , · · · , A j in fuzzy logical relationship groups, then the forecast at t + 1 is calculated as F def (t + 1) = (center 1 + center 2 + · · · + center j )/j, where c j is the center of cluster to which A j belongs.
Fuzzy c-means clustering
Fuzzy c-means (FCM) clustering is a method of clustering which allows one piece of data to belong to two or more clusters, and is frequently used in pattern recognition [16] .
The FCM is based on minimization of the objective function
where m is any real number greater than 1, u ij is the degree of membership of x i in the cluster j, x i is the i-th of d-dimensional measured data, c j is the d-dimension center of the cluster, and ∥ * ∥ is any norm expressing the similarity between any measured data and the center. Fuzzy partitioning is carried out through an iterative optimization of the objective function (1), with the update of membership
This iteration will stop when M ax ij |u
where ε is a termination criterion between 0 and 1, whereas k is the iteration step. This procedure converges to a local minimum or a saddle point of J m .
Proposed Fuzzy Local Trend Transform based Fuzzy Time Series Forecasting Model
In literature, trends are widely represented by using absolute variations, slopes, or relative variations between two consecutive points in literature. In section 3.1, trends or local trend variations in study are defined as relative variations, or ratios. The algorithm of fuzzy local trend transform based on local trend variations is then elaborated in section 3.2. The fuzzy time series forecasting model based on fuzzy local trend transform is presented in section 3.3.
Local trend variations
To address the limitation of absolute variations [17] and slopes ( [18] - [20] )for representing local trend variations, relative variations, which are the ratios between two consecutive data points in a given historical time series, are adopted to indicate local trend variations in this study.
Assuming that for any given time series P (t), t = 1, 2, · · · , n, n ∈ N , local trend variation between time t and t − 1 is defined as
then the time series of local trend variations for P (t) is defined as T (t) = r t , t = 2, · · · , n. The reasons for forecasting based on local trend variations instead of original time series data are explained as follows. First, the forecasts based on original time series data may not reflect the fluctuations in historical data properly. In most previous studies, the forecasts are equal at some consecutive points which indicated that forecasting based on original time series are not appropriate for reflecting fluctuations [15] .
Second, original time series data varies dramatically in different contexts while the time series of local trend variations varies slightly.
Finally, forecasting based on local trend variations are more suitable for reflecting fluctuations in historical data since directions and variation degrees of local trend variations can be indicated by signs and magnitudes of ratios easily. Ratios are preferable in terms of demonstrating the differences in various contexts, ratios-based lengths of intervals are hence adopted to improve fuzzy time series in [15] .
Forecasting based on local trend variations are therefore considered more suitable for reflecting fluctuations in historical data and forecast accuracy should be further improved inherently.
Fuzzy local trend transform
To forecast local trend variations, original time series is represented by linguistic local trend variations of original data firstly, the algorithm of fuzzy local trend transform is hence proposed as follows:
Step 1 : Obtain the local trend variation time series T (t) by calculating ratios between each two consecutive data points in the original time series P (t) in terms of equation (2).
Step 2: Divide T (t) into three basic clusters in terms of local trend changing direction, i.e., decreasing cluster T d , unchanged cluster T u , and increasing cluster T i . It is easy to determine T d and T i in terms of sign of ratios after T u is determined. Assume that the interval for unchanged Table 1 : Parameter ŚÁ for determining the interval of unchanged cluster Table 1 since it is possible that the definition of unchanged cluster varies from problem to problem. The observations in T (t), of which the values are greater than α, are then assigned to T i , while the observations of which the values less than −α are assigned to T d .
Step 3 
, respectively. T i and T d are then divided into c i and c d clusters by FCM, respectively, as described in section 2.2. Consequently, the cluster centers and memberships with respect to the clusters are obtained.
Step 4: Fuzzify the local trend time series T (t) as fuzzy local trend time series F T (t). First, the clusters of T (t) are achieved by combining the clustering results obtained in Step 2 and Step 3. Then the linguistic terms A i (i = 1, 2, · · · , c) are defined corresponding to the clusters. T (t) is finally fuzzified into F T (t) by assigning A i to T (t) when the maximum membership of T (t) occurs at the cluster to which A i belongs.
Fuzzy local trend transform based fuzzy time series forecasting model
Theoretically, the proposed fuzzy local trend transform can be integrated with any conventional fuzzy time series forecasting model. Because of simplicity, the proposed model is integrated with Chen's model [6] as stated in section 2.1. The proposed model differs from Chen' model in
Step 1 and Step 4 as described in the following:
Step 1: Transform original time series into fuzzy local trend time series by the proposed fuzzy local trend transform as stated in section 3.2.
Step 2: Establish fuzzy logical relationships and fuzzy logical relationship groups based on fuzzy local trend time series obtained in Step 1 as described in section 2.1.
Step 3: Forecast and defuzzify the possible outcomes of local trend variations, which is denoted as T def (t), t = 1, 2, · · · , n − 1, based on fuzzy logical relationship groups as described in section 2.1.
Step 4: Calculate specific values based on forecasted local trend variations obtained in Step 3 in terms of equation (3) that is defined as
where P pre (t) indicates predicted specific values.
Empirical Analyses on Forecasting based on Fuzzy Local Trend Time Series
To validate the proposed model, three applications are used in the empirical analyses, including student enrollment forecasting (the enrollments of the University of Alabama [4] ), stock index forecasting (Taiwan Stock Exchange Capitalization Weighted Stock Index (TAIEX)), and inventory demand forecasting [15] . The first two data sets are algebraic growth data and widely used to validate fuzzy time series models in many relevant studies while the inventory demand data set is exponential growth data and typical in supply chain management application. We compare the proposed model with typical fuzzy time series models in terms of two forecast accuracy measures. One is conventional measure RMSE (root mean squared error) that is commonly used to measure forecast accuracy of specific values based on quantitative error in fuzzy time series forecasting, while the other is MLTE (mean local trend error), which is proposed to measure how accurately forecasts reflect fluctuations in actual data based on local trend error [11] . It is more effective and proper for comparing the models by evaluating them from two different aspects than using one or more conventional measures that based on quantitative error. For a given time series y t , t = 1, · · · , n, the prediction of y t is f t , t = 1, · · · , n, RMSE is defined as
ĄĄ while MLTE is defined as
where E i indicates the number of local trend change errors, sign indicates the operator for outputting the sign of the operand. When the predicted local trend variation is inconsistent with the original one in the same interval, E i is equal to 1, otherwise E i equals to 0 [11] . The experiments are implemented using Matlab R2010a. In section 4.1, the forecasting algorithm is illustrated step by step with the example of enrollment forecasting. Performance of the proposed model for stock index and inventory demand forecasting are analyzed in section 4.2 and section 4.3, respectively.
Forecasting enrollments
The yearly data of student enrollments of the University of Alabama from 1971 to 1992 are commonly used in previous studies on fuzzy time series to validate fuzzy time series models. To make proper comparison with other models, the same data set is used in this study to validate the proposed model. The procedure of forecasting enrollments by the proposed model is as follows:
Step 1: Transform original time series into fuzzy local trend time series by the proposed fuzzy local trend transform.
(1) Obtain the local trend time series T (t) as shown in the third column of Table 2 by calculating the local trend variations of the enrollments between each two consecutive years in the original time series P (t) in terms of equation (2) .
(2) Divide T (t) into decreasing cluster T d , unchanged cluster T u , and increasing cluster T i . Since none of the observations in T (t) is equal to 0 and maximum absolute value of the observations in T (t) is 7.6675%, α is determined to be 0.1% according to Table 1 Table 3 and Table 4 , respectively. Naturally, the center of unchanged cluster T i is 0%.
(4) Fuzzify the local trend time series T (t) into fuzzy local trend time series F T (t) as shown in the fourth column of Table 2 . Combine the clustering results obtained in Step (2) and Step (3) to achieve the clusters of T (t), the linguistic variables are then defined as shown in Table 5 according to the clusters. Each local trend variation in T (t) is fuzzified by the linguistic variable to which the maximum membership belongs in terms of the results in Table 3 and Table 4 . 
Step 2: The FLRs of F T (t) are established as shown in Table 6 according to Definition 3 in 2.1. Then, the FLRs are rearranged into FLRGs as shown in Table 7 .
Step 3: The possible outcomes of local trend variations from 1973 to 1992 are forecasted and defuzzified as shown in the fifth column of Table 2 . Table 4 : Membership grades of increasing cluster for each linguistic variable Step 4: The enrollment values from the year 1973 to 1992 are calculated based on the forecasted local trend variations obtained in Step 3 as shown in the last column of Table 2 . The number of intervals of the universe of discourse affects forecasting results [21] . When analyzing the sensitivity of c, which varies in {7, 9, 11, 13}, the RMSE and MLTE results {502.401, 440.3566, 380.8953, 313.2307 and {23.1579%, 24.2105%, 20%, 13.6842%} respectively. The average RMSE and MLTE results indicate that forecast error decrease as the number of clusters increases, in other words, the bigger the number of clusters the higher the forecast accuracy. Table 6 : Fuzzy logical relationships of local trend variations of enrollments The proposed method is compared with typical models for enrollment forecasting, including Chen's model [6] , Huarng's model [12] , and Cheng et al.' model [13] . To make fair comparison, seven linguistic variables are defined in all the compared models and the RMSEs and MLTEs are computed with reference to the year 1973. As shown in Table 8 , the comparative results show that the proposed method outperforms the other models in terms of RMSE and MLTE.
Especially, comparing to Chen's model, Huarng's model, and Cheng et al.' model, the proposed model makes about 73.3%, 55.6%, and 66.7% improvements in terms of MLTE, respectively. The daily stock index, TAIEX (Taiwan Stock Exchange Capitalization Weighted Stock Index), which is the other widely used data set in fuzzy time series studies, is used to further validate the proposed model for out-sample forecasting. The TAIEX data during 2000/01/01 -2000/10/31 are used as training data set, and the data during 2000/11/01 -2000/12/31 are used as testing data set.
Stock index forecasting
The proposed model is compared with Chen's model [6] , Yu's model [14] , and Cheng's model [8] . The comparison of the forecasting results is shown in Table 9 . The proposed model gets the smallest RMSE result while the second rank in terms of MLTE among the compared models. Cheng's model gets the smallest MLTE since it incorporates trend-weighting into Chen's model for TAIEX forecasting. The proposed model, however, improves forecast accuracy of specific value about 6% compared to Cheng's model by reflecting fluctuations in historical data.
Inventory demand forecasting
Demand forecasting plays a very important role in supply chain management. To further validate the applicability of the proposed method for demand forecasting, an inventory demand data set [15] is used in this study. This data set has been used in several previous studies, so it is proper for fair comparison. Inventory demand data from 1 to 19 are used as training set while data from 20 to 24 are used as testing set. [13] , and Chen and Wang' model [9] . As shown in Table 10 comparing with Huarng and Yu' model, Cheng et al.' model, and Chen and Wang' model, the MLTE results are improved by the proposed model about 50%, 50%, and 33.3%, respectively. This indicates that the proposed model outperforms the comparative models significantly in reflecting fluctuations in historical data. Consequently, the forecast accuracy of specific value is improved by the proposed model about 48.3%, 73.3%, and 49.1%, respectively, in terms of RMSE, which indicates that forecast accuracy is inherently improved by the proposed model by reflecting fluctuations in historical data.
Conclusion
In contrast to conventional fuzzy time series forecasting models that are based on original fuzzy time series, a different forecasting basis, fuzzy local trend time series, which is the linguistic representation of local trend variations of original data, is provided by the proposed fuzzy local trend transform. Local trend variations, which are defined as ratios between any two consecutive data points in original time series, are thereby forecasted based on fuzzy local trend time series and the specific values are are calculated accordingly. Therefore the practicability and forecast accuracy are improved by reflecting fluctuations in historical data.
The proposed model is validated by using three typical forecasting targets. The results are evaluated by two measures from different aspects. Compared to conventional fuzzy time series models, the proposed model yields about 50% and 60% average improvement in terms of MLTE and RMSE, respectively for the three application areas. The MLTE results indicate that the proposed model outperforms conventional fuzzy time series models significantly in reflecting fluctuations in historical data, and the improved RMSE results confirm an inherent enhancement of reflection of fluctuations in historical data and hence a better forecast accuracy.
Theoretically, the proposed fuzzy local trend transform can be integrated with any fuzzy time series model. Optimization of the parameters predefined in the proposed fuzzy local trend transform is being considered. A linguistic representation of time series data based on the proposed fuzzy local trend transform for the application to time series data mining is ongoing.
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