Multi-agent consensus algorithms, with update steps based on so-called balanced asymmetric chains, are analyzed. For such algorithms, it is shown that: (i) the empirical distribution of state values converges asymptotically and (ii) the occurrence of consensus or multiple consensus is directly related to the property of absolute infinite flow of the underlying update chain. An example is provided to illustrate the novelty of the results.
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I. INTRODUCTION
Consensus problems in multi-agent systems have gained increasing attention in various research communities. Many of the consensus algorithms in the literature can be described by linear update equations
where x(t) is a vector whose components are, without loss of generality, the scalar agent states (the value of an unknown parameter or probability), and A(t) for every discrete time instant t ≥ 0 is a rowstochastic matrix, i.e., elements of A(t) are all non-negative and each row of A(t) sums to 1. For simplicity, in this paper, stochastic matrices refer to row-stochastic matrices. Matrix A(t), t ≥ 0, is referred to as the matrix of interaction rates. Distributed averaging algorithms were first introduced by DeGroot in [1] . Later, Chatterjee and Seneta [2] considered the same class of consensus problems with timevarying interaction rates. The authors found sufficient conditions for consensus by analyzing backward products of stochastic matrices. Results of [2] were generalized in [3] - [5] , whereby more general sufficient conditions for consensus to occur were provided. Unlike [1] , [2] , in the model considered in [3] - [5] , communication links between individuals are not necessarily bidirectional. Briefly stated, sufficient conditions for the convergence in [3] - [5] are described by non-vanishing interaction rates and continuously repeated connectivity of the integrated communication graph. As an alternative model, Vicsek et al. [6] considered a system of multiple agents moving in the plane with the same constant speed but different headings which are updated according to an averaging algorithm. Consensus was observed in simulations. Jadbabaie et al. in [7] if there exists an infinite sequence of contiguous, non-empty, bounded time-intervals [t i , t i+1 ), i ≥ 0, starting at t 0 = 0, with the property that across each such interval, any pair of agents are linked together via a chain of neighbors. Following [7] , many authors tried to generalize the consensus results using different techniques (see [8] and references therein).
Recently, Hendrickx and Tsitsiklis [8] , and Touri and Nedić, in series of papers [9] - [12] , independently generalized the previous results by introducing a class of chains of stochastic matrices, the socalled cut-balanced chains. 1 In the work of both groups, the multiple consensus problem was also considered. Although the focus of [12] is mainly on random chains, one can consider Corollary 4 of [12] as, by far, the most general consensus result for deterministic chains. However, a uniform positive lower bound for on-diagonal elements still appeared to be necessary.
In this note, by introducing a property of stochastic chains, herein called balanced asymmetry, we derive equivalent conditions for consensus and multiple consensus to occur in a class of multi-agent systems with dynamics (1). As will be shown, our results subsume Corollary 4 of [12] since no uniform positive lower bound for non-zero interaction rates or self-interaction rates is required. In the process, we also establish that if the balanced asymmetry property is satisfied, the histogram of state values asymptotically converges to a fixed discrete distribution.
The rest of this paper is organized as follows. Essential notions that are required to state the main results are defined and illustrated in Section II. Main results on consensus and multiple consensus are presented in Section III. An example illustrating the specificity of our results is discussed in Section IV. Concluding remarks end the paper in Section V.
II. USEFUL NOTIONS AND TERMINOLOGY
Throughout this article, we adopt the following notation. V is the set of agents and N = |V| is the number of agents. The letter t stands for the discrete time index.
, t ≥ 0, is the vector of agent states, where prime ( ) indicates the transposition. For every t ≥ 0, (1 t , 2 t , . . . , N t ) is a permutation of {1, 2, . . . , N} such that agent i t (1 ≤ i ≤ N ) has the ith least state value among all agents at time t. z i (t) = x i t (t) is the ith least number among x 1 (t), . . . , x N (t). In particular, z 1 (t) and z N (t) are the state values of agents associated with the least and the greatest state values at time t respectively. A(t), t ≥ 0, is the matrix of interaction rates a ij (t), 1 ≤ i, j ≤ N , and {A(t)} is the underlying chain of the system of interest. The overbar ( − ) on a subset indicates complementation of the subset in the universal set of interest.
Definition 1: Consider a multi-agent system with dynamics (1). By consensus in system (1), we mean that, irrespective of the time instant or values at which states are initialized, all x i (t)'s, i = 1, . . . , N, converge to identical values as t goes to infinity.
We now define ergodicity according to [2] . Let {A(t)} be a chain of stochastic matrices. For t > τ ≥ 0, following [9] , denote A(t, τ )
Definition 2- [2] : A chain {A(t)} of stochastic matrices is said to be ergodic if and only if for every τ ≥ 0, lim t→∞ A(t, τ ) exists and is equal to a matrix with identical rows.
It is possible to show that the occurrence of consensus in a multiagent system is equivalent to ergodicity of the underlying chain of the system. This is how consensus and ergodicity are related. Beside consensus, there is another important notion, multiple consensus, that constitutes our focus in this work.
Definition 3: For a multi-agent system with dynamics (1), multiple consensus is said to have occurred, if for every i, 1 ≤ i ≤ N , lim t→∞ x i (t) exists, irrespective of the time instant or values at which states are initialized.
To formulate multiple consensus as a property of chains of stochastic matrices, we introduce class-ergodicity as follows.
Definition 4: A chain {A(t)} of stochastic matrices is class-ergodic if and only if for every τ ≥ 0, A(t, τ ) converges as t → ∞. Moreover, i, j ∈ V are said to belong to the same ergodic class of chain {A(t)} if the ith and the jth rows of lim t→∞ A(t, τ ) are identical for every τ ≥ 0.
Note that ergodic classes form an equivalence class on V. Note also that if {A(t)} in dynamics (1) is class-ergodic, multiple consensus occurs. The converse is also true since the ith column of A(t, τ ) is equal to x(t) when states vector x is initialized at time τ by the initial value e i , in which all of the components equal to zero, but the ith one equal to 1. Therefore, multiple consensus occurs in a system with dynamics (1) if and only if chain {A(t)} is class-ergodic. In the rest of this section, we provide essential notions that are employed to state our main results.
A. l 1 -Approximation
The following is an equivalent definition of l 1 -approximation first defined in [10] .
is finite, where for convenience only, the norm, throughout this note, refers to the max norm, i.e., the maximum of the absolute values of the matrix elements.
It is not difficult to show that l 1 -approximation is an equivalence relation in the set of chains of stochastic matrices.
Proposition 1- [10] : Let chain {A(t)} be an l 1 -approximation of chain {B(t)}. Then, the two chains have the same ergodic classes. In particular,
B. Absolute Infinite Flow
Definition 6- [11] : A chain {A(t)} of stochastic matrices is said to have the absolute infinite flow property if the following holds:
for every sequence {S(t)} of subsets of V = {1, . . . , N} with the same cardinality. Note that if A(t) is a matrix of order 1, i.e., N = 1, the absolute infinite flow property is trivially satisfied.
In [11] , the authors showed that the absolute infinite flow property is a necessary condition for ergodicity. In addition, they prove the necessity and sufficiency of the absolute infinite property for chains of doubly stochastic matrices.
C. Balanced Asymmetry
Definition 7: Chain {A(t)} of stochastic matrices is said to be balanced asymmetric if there exists M ≥ 1 such that for any two nonempty subsets V 1 and V 2 of V with the same cardinality
We now mention the following non-trivial subclasses of balanced asymmetric chains. 1) Chains of doubly stochastic matrices. It can be shown that all chains of doubly stochastic matrices are balanced asymmetric with M = 1. 2) Chains possessing the following two properties:
self-confidence. There exists δ > 0 such that a ii (t) ≥ δ, for every i = 1, . . . , N, and t ≥ 0. cut-balance. [8] , [12] There exists K ≥ 1, such that for every
Indeed, inequalities (4) and (3) 
are both non-empty. As a result, and given the assumed self-confidence property, both sums in inequality (3) are bounded below by δ. In addition, both sums are bounded above by N − 1 for any non-empty V i , i = 1, 2. Thus, the chain is balanced asymmetric with M = max{K, (N − 1)/δ}.
Remark 1:
Balanced asymmetry is a stronger condition than cutbalance although the latter, together with self-confidence, becomes stronger than the former.
Remark 2: For those chains that are l 1 -approximation of balanced asymmetric chains, the absolute infinite flow property can be simplified as the following:
for any sequence {S(t)} of subsets of V, with the same cardinality. This can be easily seen by combining relations (2) and (3).
D. Unbounded Interactions Graph
The unbounded interactions graph induced by a chain is an important notion in this article, especially in the analysis of class-ergodicity. The following is the discrete time version of the definition of the unbounded interactions graph given in [8] .
Definition 8: For underlying chain {A(t)} of linear algorithm (1), we form a directed graph
Noticing that balanced asymmetry is a stronger condition than cutbalance, following a proof quite similar to that of Theorem 1 (b) of [8] , one can establish the following proposition.
Proposition 2: Let {A(t)} be a chain with unbounded interactions graph G A . If {A(t)} is balanced asymmetric, every weakly connected component of G A is strongly connected.
According to Proposition 2, under the balanced asymmetry condition, the unbounded interactions graph can be partitioned into strongly connected components, herein called islands.
III. CONVERGENCE RESULTS
Recalling the definition of z i (t) as the ith least number among x 1 (t), . . . , x N (t), we first state a theorem on the limiting behavior of states in a multi-agent system associated with a balanced asymmetric chain.
Theorem 1: Consider a multi-agent system with dynamics (1). Assume that chain {A(t)} is balanced asymmetric. Then, lim t→∞ z i (t) exists for every i ∈ V.
Proof: For future needs, we shall prove the existence of lim t→∞ z i (t) for a more general case, i.e., when {A(t)} is an l 1approximation of a balanced asymmetric chain with an arbitrary fixed bound M . To this aim, we use a technique similar to the one we adopted previously in proving Theorem 2 of [13] . Note that this technique was also independently discovered by Hendrickx and Tsitsiklis (see [8] ). According to the definition of z i (t), we have z 1 (t) ≤ z 2 (t) ≤ · · · ≤ z N (t), ∀t ≥ 0. Moreover, since agent states are updated via a convex combination of their current states, z 1 (t) is a non-decreasing function of t, and z N (t) is a non-increasing function of t. Thus
As a result, both z i (t) and x i (t) lie in a bounded interval. Defining L
Now, let {B(t)} be a balanced asymmetric chain that is an 
In the following, we show that lim t→∞ s r (t) exists for every r = 1, . . . , N. Since s r is a linear combination of z i 's with bounded coefficients, and p t is bounded, it is bounded. Moreover
(see (29) and the argument leading to (29) in [14] for details). Hence, s r (t) is non-decreasing. From boundedness and monotonic increasing behavior of s r , we obtain that lim t→∞ s r (t) exists for every r = 1, . . . , N. Furthermore, defining s 0 ≡ 0, (8) implies
Thus, the convergence of z i 's is immediately implied from the convergence of s i , s i−1 , and p i . The convergence of z i (t)'s in Theorem 1 implies that the histogram of state values asymptotically converges to a fixed discrete distribution. In the next two theorems, we address the issues of consensus (ergodicity) and multiple consensus (class-ergodicity).
Theorem 2: If chain {A(t)} is balanced asymmetric, then {A(t)} is ergodic if and only if it has the absolute infinite flow property.
Proof: The necessity of the absolute infinite flow property has been proved in [11] . Here, we show that if chain {A(t)} has the absolute infinite flow and the balanced asymmetry properties, then {A(t)} is ergodic, or equivalently, consensus occurs in system (1) . Without loss of generality, we assume that states are initialized at t = 0. The main part of the proof is common with the proof of Theorem 1. According to Theorem 1, we know that lim t→∞ z i (t) exists for every i ∈ V. Let us define ∀i ∈ V: z * i = lim t→∞ z i (t). From the definition of z i 's, we have
Since z 1 (t) and z N (t) are respectively the least and the greatest values of states at time t, consensus occurs if and only if lim t→∞ (z N (t) − z 1 (t)) = 0, or equivalently z * 1 = z * N . Assume that this does not happen, or equivalently, z * 1 < z * N . We aim to show that applying the absolute infinite flow property in inequality (9) when r = N (while identifying a with b in (9)), leads to an unbounded s N (t), which would be a contradiction. Since z * 1 < z * N , from inequalities (11), we conclude that there exists p,
On the other hand, for balanced asymmetric chains, the absolute infinite flow property reduces to (5) . From (5), we conclude that for any sequence S(t) of subsets of V of the same cardinality
On the other hand, we note that according to Theorem 1, lim t→∞ s r (t) exists for every r = 1, . . . , N. Therefore, we can write
Relations (15) and (9) yield
Setting r = N we obtain:
From the above inequality, recalling that z k+1 (t) ≥ z k (t), and keeping only terms corresponding to k = p and t ≥ T in the RHS, we obtain
Inequalities (12) and (18) imply
From (14), we know that the RHS of inequality (19) is unbounded. Thus, the LHS is unbounded, and so is s N (t), which is a contradiction. This completes the proof. Proof: To prove the sufficiency of the condition, we adopt the same technique as used in [10] and form a new chain {B(t)} of the unbounded interactions graph G A by eliminating interactions between each agent within an island and agents of other islands at all times. From the definition of islands, it is immediately implied that {B(t)} is an l 1 -approximation of {A(t)}. According to Proposition 1, it suffices to prove that {B(t)} is class-ergodic. The system with {B(t)} as its underlying chain can be decomposed into subsystems corresponding to islands, as there is no communication between islands at all. It is straightforward to verify that each subchain of {B(t)} corresponding to a subsystem is an l 1 -approximation of a balanced asymmetric chain with the absolute infinite flow property. Thus, Theorem 2 and Proposition 1 imply that each subchain is ergodic, and as a result, {B(t)} is class-ergodic.
We now prove the converse property. More specifically, we assume that {A(t)} is class-ergodic and balanced asymmetric, and prove that the absolute infinite flow property holds inside each island of G A . Once again we form chain {B(t)} from {A(t)} by eliminating all interactions between agents of distinct islands. Since {B(t)} is an l 1approximation of {A(t)}, Proposition 1 implies that {B(t)} is classergodic as well. It is sufficient now to show that the absolute infinite flow property holds inside islands of the unbounded interactions graph induced by chain {B(t)}. Define subchains of {B(t)} corresponding to islands. We shall show that each island subchain is ergodic. Thus, consider an arbitrary initial state for each subsystem and by concatenating these states, form an initial vector y(0) for the original system
Since {B(t)} is assumed class-ergodic, multiple consensus occurs in system (20). Let I be an arbitrary island. We wish to show that agents of I belong to the same consensus cluster. Assume that, on the contrary, there exists an island I containing agents corresponding to distinct consensus clusters. We proceed with the exact same proof of Theorem 2, identifying this time y with x in the theorem, and taking advantage of inequality (19) by setting p as follows: since members of island I do not belong to the same cluster, I can be partitioned into non-empty I 1 subsets andĪ 1 such that
Recalling that {B(t)} is an l 1 -approximation of a balanced asymmetric chain, the ordered limits {z * k } 1≤k≤N in Theorem 1 exist. Set p equal to the maximum index k such that
and follow steps (15) to (19) in the proof of Theorem 2. Since, by the definition of the island I,
the RHS of inequality (19) is unbounded as in the proof of Theorem 2, which is a contradiction. Therefore, all agents contained in every island end up in the same consensus cluster. Since the initial state was arbitrary, we obtain that every subchain is ergodic. From ergodicity and balanced asymmetry of each subchain, we conclude that the absolute infinite flow property holds for each subchain, i.e., inside each island. As a result of Theorem 3, the following result, stated and proved previously in [12] , provides a sufficient condition for class-ergodicity of a chain of row stochastic matrices. Recall definitions of selfconfidence and cut-balance properties from Part II-C.
Theorem 4: If chain {A(t)} is self-confident and cut-balanced, it is also class-ergodic.
Proof: See [15, Theorem 3] for the proof.
IV. AN ILLUSTRATIVE EXAMPLE
We first note that most of known models, such as the HK model [16] , the JLM model [7] , and the Cucker-Smale model [17] are selfconfident and cut-balanced. Therefore, from Theorem 4, they are classergodic. Further results on ergodicity of these models can be found in our earlier work [15] . In the rest of the section, using our Theorem 3, we discuss a less restricted version of the JLM model [7] , whereby self-confidence no longer holds. Indeed, the parameter considered in [7] is the heading of each agent. If we write θ i (t) as the heading of an arbitrary agent i at moment t, the classical JLM model describing evolution of headings can be formulated as:
where D i (t) and d i (t) denote respectively the set of neighbors and their number for agent i at time t. It is also assumed that: (i) i ∈ D i (t), ∀t ≥ 0, which guarantees the model has the self-confidence property with δ = 1/N , and (ii) interaction links are undirected, which guarantees the cut-balance property, with bound M = 2/N , of the model. These two properties immediately result in the occurrence of multiple consensus with no further assumptions. However, we wish to investigate a the JLM model in which the self-confidence assumption, i.e., i ∈ D i (t), is removed. Note that the links are still assumed to be undirected. Therefore, for every i, j ∈ V, a ij (t) = 1/d i (t) if j ∈ D i (t), and a ij (t) = 0 otherwise. Let undirected graph G t (V, E t ) represent the interactions of the system at time t ≥ 0. For a simple graph, a 2-factor is defined as a spanning subgraph made of a collection of vertex-disjoint cycles of the graph. Although G t (V, E t ) may not be a simple graph, as it may contain self-loops, we use the same definition of 2-factor, while treating self-loops as cycles of length 1.
Theorem 5: For the JLM model (24), where i is not necessarily in D i (t), multiple consensus occurs if G t (V, E t ) has a 2-factor for every t ≥ 0. Moreover, in case of multiple consensus, consensus clusters are the islands of the unbounded interactions graph induced by the underlying chain of the system.
Proof: Assume that G t has a 2-factor for every t ≥ 0. For every S ⊂ V, let D S (t), t ≥ 0, denote the set of agents each of which is connected to at least one member of S at time t. It is easy to verify that the existence of a 2-factor in G t implies that for every S ⊂ V, either D S (t) = S or |D S (t)| > |S|. We wish to take advantage of Theorem 3 to establish the result by showing that the balanced asymmetry property is satisfied. Let V 1 and V 2 be two subsets of V with the same cardinality. If D V 1 (t) = V 2 , then V 1 = V 2 . Therefore, D V 2 (t) = V 1 as well. Thus, inequality (3) holds for any M , as both sides are zero. If D V 1 (t) = V 2 , then D V 2 (t) = V 1 as well. Therefore, both summations in (3) are non-zero. Moreover, the summations are bounded below by 1/N and bounded above by N (total sum of interaction rates). Thus, (3) is satisfied for M = N 2 . To complete the proof, keeping Theorem 3 in mind, we show that the absolute infinite flow property holds over each island of the unbounded interactions graph induced by the underlying chain of the system. Let I be an arbitrary island. We know that there is some finite time T > 0 past which all islands are isolated since the interaction weights, whenever non-zero, are bounded below by 1/N . Let {S(t)} t≥0 be an arbitrary sequence of equal cardinality subsets of V inside I. Since I is isolated for t > T , D S(t) (t) ⊂ I for t > T . On the other hand, the existence of a 2-factor in G t implies D S(t) (t) = S(t) or D S(t) (t)| > |S(t)|. The absolute infinite flow property over I is now proved considering the following two cases: Case I: D S(t+1) (t + 1) = S(t) occurs infinitely often. As a result, S(t) ∩ D S(t+1) (t + 1) = ∅ happens infinitely many times after time T , and every time i∈S(t+1) j∈I\S(t) a ij (t) is bounded below by 1/N . This leads to the satisfaction of (2) over I. Case II: D S(t+1) (t + 1) = S(t) does not occur infinitely often. Thus, there exists a finite time T 1 > 0 such that D S(t+1) (t + 1) = S(t), ∀t > T 1 . Therefore, S(t + 1) = S(t) = S, ∀t > T 1 . Otherwise, |S(t + 1)| < |S(t)| which is impossible by the assumption on the sequence cardinality. In this case, the absolute flow property holds due to the connectivity of island I. Otherwise, S would be an island inside I, which would be a contradiction. Noticing that the existence of a single island in Theorem 5 results in consensus, we have the following corollary.
Corollary 1: For the JLM model (24), where i is not necessarily in D i (t), consensus occurs if both the followings are satisfied: (i) G t (V, E t ) has a 2-factor for every t ≥ 0, (ii) there exist an infinite sequence of non-empty, bounded time-intervals [t i , t i+1 ), i ≥ 0, starting at t 0 = 0, with the property that across each such interval, any pair of agents are linked together via a chain of neighbors.
Remark 3: If we made the self-confidence assumption in the JLM model, there would exist a trivial 2-factor (consisting of N disjoint self-loops) in G t (V, E t ). As a result, the occurrence of multiple consensus would immediately be implied from Theorem 5.
Remark 4: One can define a 2-factor of a directed graph as a spanning subgraph made of a collection of vertex-disjoint directed cycles of the graph. By this definition, Theorem 5, with its current proof, also holds for the case in which G t (V, E t ) is directed.
V. CONCLUSION
In this note, we have focused on a class of linear distributed averaging algorithms in discrete time, such that the underlying nonhomogeneous update Markov chain satisfies a property called balanced asymmetry. Under the balanced asymmetry assumption, we established that, asymptotically, states of agents involved in the consensus algorithm keep taking their values within a fixed set of limiting values of cardinality at most N .
Furthermore, considering the graph of unbounded interactions and its islands as introduced by Hendrickx and Tsitsiklis [8] for continuous time consensus algorithms, under the balanced asymmetry assumption, we established a necessary and sufficient condition for the above limits to become those of individual agent states; the number of potential consensus clusters is equal to the number of islands, and consensus over an island occurs if and only if the absolute infinite flow property (Touri and Nedić [11] ) holds over that island. Finally, we displayed the applicability of our results to a number of well-known consensus models in the literature and developed a generalization of the JLM model requiring the tools in this note for its analysis. In future work, we shall investigate the impact of the number of agents increasing to infinity on all of our results.
