We construct an additive index I on the set of compact "parts" of the set H H (Γ ) of "small" H-surfaces (|H | < 1 2 ) that are spanned into a simple closed polygon Γ ⊂ R 3 with N + 3 vertices (N 1) by a combination of Heinz' and Hildebrandt's examinations of H-surfaces and Dold's fixed point theory. We obtain that the index of H H (Γ ) is always 1, independent of H and Γ . Moreover we compute that theČech cohomologyȞ (P) of a part P that minimizes the H-surface functional E H locally is non-trivial at most in degrees 0, . . . , N − 1 and there even finitely generated, which implies the finiteness of the number of connected components of P in particular. Finally the index of such an "E H -minimizing" part reveals to coincide with itš Cech-Euler characteristic, which yields a variant of the mountain-pass-lemma.  2005 Elsevier SAS. All rights reserved.
Introduction and main result
Let Γ be some closed piecewise linear Jordan curve Γ ⊂ D 3 := {x ∈ R 3 | |x| 1} with N + 3 vertices (N ∈ N) (P 0 , A 1 , . . . , A l ; P 1 ; A l+1 , . . . , A m ; P 2 ; A m+1 , . . . , A N ),
where the three vertices P 0 , P 1 , P 2 and the indices 0 l m N are fixed. We consider the (Plateau-) class C * 1 (Γ ) of surfaces X ∈ H 1,2 (B, R 3 ) ∩ C 0 ( B, R 3 ), B := B 1 (0) ⊂ R 2 , that are spanned into Γ , i.e. whose boundary values X| ∂B : S 1 → Γ are weakly monotonic mappings with degree equal to 1, satisfying a three-point-condition:
for some arbitrarily fixed H ∈ (− 
For some fixed polygon Γ and H ∈ (− 1 2 , 1 2 ) Heinz [7] constructed a map ψ : T → C * 1 (Γ ), · H 1,2 ∩C 0 on a convex, open, bounded subset T ⊂ R N (where N + 3 was the number of vertices of Γ ), whose following crucial properties shall be proved in this paper using Heinz' isoperimetric inequality in [8] , his boundary regularity theorem in [10] combined with an idea of Hildebrandt [12] and the author's generalizations ( [15] resp. [16] ) of Courant's fundamental ideas in [2, 3] :
Reduction theorem.
(i) ψ and f := E H • ψ are continuous on T . (ii) We have even f = E H • ψ ∈ C 1 (T , R).
(iii) For every sequence {τ n } n∈N with dist(τ n , ∂T ) → 0 there holds f (τ n ) → ∞ for n → ∞.
(iv) The restriction
yields a homeomorphism between the compact set K(f ) of critical points of f and (H H (Γ ), · H 1,2 ∩C 0 ).
We furthermore define the two following notions in
Definition 1.1. (i) A compact subset P ⊆ H H (Γ ) is termed a part (of H H (Γ )) if P has an open neighborhood U in
(C * 1 (Γ ), · H 1,2 ∩C 0 ) which satisfies P = U ∩ H H (Γ ), i.e. which separates P from the complement H H (Γ ) \ P, and we set K H (Γ ) := P ⊆ H H (Γ ) | P is a part .
(ii) An E H -minimizing part P ( = ∅) of H H (Γ ) is characterized by the two following additional properties: 
(iii) Moreover theČech cohomologyȞ (P) of an E H -minimizing part P ⊆ H H (Γ ) is non-trivial at most in degrees 0, . . . , N − 1 and there even finitely generated, P consists of only finitely many connected components and its H-surface-index coincides with itsČech-Euler-characteristic:
This theorem immediately implies the following Corollaries. The author would like to point out the similarity of statement (i) of the main theorem to the result of Tromba's papers [21] resp. [22] , where Tromba constructs a "minimal surface index" which can be assigned to isolated minimal surfaces spanning a wire Γ ∈ H r,2 (∂B, R n ) (r > 18, n 3) that are non-degenerate in two different senses depending on the two cases n > 3 resp. n = 3. The fundamental tool for his "Index formula" of [21, 22] yields the deep Index Theorem of Böhme and himself [1] which guarantees that at least for an open, dense subset of boundary curves Γ in H r,2 (∂B, R n ) (so-called generic curves) the set M(Γ ) of all minimal surfaces spanning Γ indeed consists of isolated and non-degenerate points in the two cases n > 3 resp. n = 3. One should also compare our main theorem to Struwe's achievements in [19] , where he develops a complete Morse theory for the description of M(Γ ), provided Γ ⊂ R n (n 2) is a C 5 -regular boundary curve that spans only minimal surfaces which are non-degenerate critical points of the Dirichlet integral, which is guaranteed at least for generic wires Γ ⊂ R n for n 4 by the Index Theorem [1] of Böhme and Tromba. Finally one should notice the similarity of Corollary (ii) to Struwe's resp. Imbusch's mountain-pass-lemma in [20] , p. 51, resp. [14] , p. 17, which also does not require the existence of different strict local minimizers of the considered functional (there it is the Dirichlet integral) on the class of admitted surfaces spanned into the boundary curve.
(i) H H (Γ ) = ∅. (ii) A variant of the mountain-pass-lemma: If there exist m 2 different E H -minimizing parts P j in H H (Γ ) with m j =1χ (P j , Q) = 1, then the complement H H (Γ ) \ m j =1 P j is not empty. This situation is encountered especially if there exist m 2 homotopy equivalent E H -minimizing parts P j in H H (Γ ). If in particular these parts

Fundamental properties of E H and H-surfaces
for some surface X ∈ H 1,2 (B, R 3 ), then there holds:
Now we consider the Dirichlet problem for E H and prescribed boundary values r := X| ∂B of a surface X ∈ C * 1 (Γ ), i.e. the variational problem of minimizing E H within a given boundary value class
By [11] , Theorem 3.6 resp. 3.7, we have the following existence, uniqueness and regularity result: 
Let h(r) denote the uniquely determined harmonic extension h ∈ C 0 ( B, R n ) ∩ C 2 (B, R n ) of prescribed continuous boundary values r ∈ C 0 (∂B, R n ) with r C 0 (∂B) 1, for n 1. From [9] , Hilfssatz 5, we have the following boundary estimate for "small" solutions of (3):
for any ρ ∈ [0, 1] and ϑ ∈ [0, 2π], where r := X| ∂B .
We use this boundary estimate to prove the following central compactness result: 
Proof. On account of Hilfssatz 3 in [9] one can estimate the moduli of the gradients {|∇X k |} on B ρ (0) ⊂ B uniformly by a constant C(ρ, H ) for any fixed ρ ∈ (0, 1), which yields
1 and the three-point-condition (2) ∀k ∈ N we obtain by the Courant-Lebesgue lemma and Arzelà-Ascoli's theorem a subsequence of the boundary values X k | ∂B =: r k (which will be renamed {r k }) that converges in C 0 (∂B, R 3 ) to some continuous function r. Consequently by the weak maximum principle for harmonic functions we infer for the unique harmonic extensions h(r k ) resp. h(|r k | 2 ):
for k → ∞, implying the equicontinuity of {h(r k )} and {h(|r k | 2 )} on B. Now combining this with Lemma 2.3 we obtain for a fixed
Together with the equicontinuity of the X k on every closed disc B ρ (0) ⊂ B by (16) and the equicontinuity of the boundary values r k on ∂B one finally achieves the equicontinuity of {X k } on B (see the proof of Theorem 2.2 in [17] ). Hence by X k C 0 ( B) 1 ∀k ∈ N Arzelà-Ascoli's theorem yields the assertion. 2
Moreover we will use the following boundary regularity result for H-surfaces and an asymptotic expansion of the complex gradient X u − iX v about a boundary branch point due to Heinz [10] , Satz 3: (i) Then for every w 0 ∈ γ there is an 0 > 0 such that
on the closure of the "circular bigon"
(ii) If w 0 ∈ γ is a boundary branch point of X and |X u | ≡ 0, then one has
for some complex vector a ∈ C 3 \ {0} and a positive integer k ∈ N.
Using this theorem Hildebrandt derived in [12] , Satz 3, the following 
For surfaces X ∈ H 1,2 (B, R 3 ) we denote its area by
In (39) we will make use of Heinz' isoperimetric inequality for "small" H-surfaces, Theorem 3 in [8] :
where
) and L(Γ ) := length of Γ .
Heinz' map ψ
In this section we construct Heinz' map ψ :
, where the set T ⊂ R N is defined as follows: Definition 3.1. Let T be the set of N -tuples
which satisfy the following chain of inequalities:
where l and m are the same fixed indices as in (1).
Obviously T is a convex, open and bounded subset of R N .
Definition 3.2.
To each τ ∈ T we assign a set U(τ ) of surfaces X ∈ C * 1 (Γ ) which meet the following "Courantcondition":
At first for any fixed τ ∈ T one can easily construct boundary values r yielding h(r) ∈ U(τ ), hence we have
As we require Γ to be a closed polygon one easily verifies the convexity of U(τ ) for any τ ∈ T , which is a rather important point. Now we state a slight generalization of Lemma 1 in [7] which Heinz asserted without proof (see Lemma 3.2 in [17] for a proof):
Lemma 3.2. For any two surfaces
n , such that for an arbitrary sequence of radii {ξ n } with ξ n ∈ R n ∀n ∈ N there holds:
The following basic integral identity, (1.9) in [7] , is proved in [17] , Lemma 3.3.
for a.e. r ∈ (0, 1).
Combining Lemma 3.2 with the identity (21) Heinz achieved in [7] , Lemma 2, the following formula (see also Lemma 3.4 in [17] for a more detailed proof):
for an arbitrary τ ∈ T , we have:
Recalling the convexity of the sets U(τ ) the above lemma yields the following crucial inequality due to Heinz [7] , Lemma 3 (see also Lemma 3.5 in [17] ): Lemma 3.5. Let τ ∈ T be arbitrarily chosen, then for any two surfaces X 1 , X 2 ∈ U(τ ) there holds:
Now we are prepared to prove the main result of this section using Theorems 2.1, 2.2 and the above inequality (see also Lemma 8 in [7] ):
Furthermore X(τ ) belongs to C 2 (B, R 3 ) and solves (3) in the classical sense.
Now Theorem 2.1 guarantees the existence of a sequence
which together with X *
const. ∀k ∈ N. Consequently we obtain a subsequence
for some X * ∈ H 1,2 (B, R 3 ), which by the theorems of Rellich and Riesz implies the existence of a further subsequence (that will be renamed {X * k n }) with
On account of (26) Theorem 2.2 finally yields a further subsequence (that will be renamed {X *
Hence, we obtain X * ∈ U(τ ). Together with
and the weak lower semicontinuity of E H by Lemma 2.1 applied to (27) we finally obtain
and Remark 2.1 we infer:
thus X * is a solution of the Dirichlet problem ℘ H (X * | ∂B ). Consequently Theorem 2.1 yields that X * belongs to C 2 (B, R 3 ) and solves (3) in the classical sense. Uniqueness: Let X * 1 and X * 2 be two
Since X * 1 and X * 2 are continuous on B and satisfy the same three-point-(and even Courant-) condition (2) we proved
Now the above proposition suggests the following Definition 3.3. For an arbitrarily chosen polygon Γ ⊂ D 3 and
and
Proof of the reduction theorem
On account of the invariance of the functional F with respect to orientation preserving diffeomorphisms φ : B ∼ = B, the "positive definiteness" of E H on C * 1 (Γ ) (11), Lemmas 2.1 and 2.2, Theorem 2.2 and Proposition 3.1 the assertion (i) of the reduction theorem can be proved exactly as Theorem 6.6 in [16] (see also [7] , Lemma 10).
Since orientation preserving diffeomorphisms and especially conformal automorphisms of the disc will play a central role in later sections we add a few observations on such mappings. 
Inner variations of the disc
Next we consider the map Λ :
where λ denotes the generator of the family {φ }. Now we fix some τ ∈ T . 
Obviously the h m have the following properties: 
(for | | sufficiently small), which completes the construction.
Remark 4.3.
Finally we mention that in general a family {φ } ∈ V affects the three points {e iψ k } k=0,1,2 ; consequently the inner variations X • φ of some surface X ∈ C * 1 (Γ ) might leave this class. In order to overcome this technical difficulty we follow Courant's idea of [2] to "renorm" {φ } by a family of conformal automorphisms {K } ⊂ Aut(B) which is uniquely determined by its desired propertỹ
Moreover via a straightforward calculation one has to ensure that this renormed family {φ } is an element of V again (see [15] , p. 71, for a proof).
Proof of the points (ii)-(iv) of the reduction theorem
The proof of statement (ii) of the reduction theorem is based on the following result (see [17] , Lemma 4.4, for a proof). 
is twice continuously differentiable with respect to and we have (i):
where a := |X u | 2 − |X v | 2 and b := 2 X u , X v and (ii):
where the constant c depends only on {φ } (and {φ −1 }) but not on X.
On account of the inequalities (33) and (11) the following theorem can be proved as Theorem 6.13 in [16] , using the continuity of f , Lemma 6.12 in [16] and Remark 4.1(b) (see also Lemma 11 in [7] ). 
where λ(w) := iwυ(w) for w ∈ B.
Now the assertion (ii) of the reduction theorem can be proved as Theorem 6.14 in [16] combining the above theorem with Lemma 6.12 in [16] (in [7] this statement is asserted in Theorem 1 without proof).
By (11) assertion (iii) of the reduction theorem can be proved as Lemma 6.16 in [16] . Now using f ∈ C 1 (T ) the proof of Theorem 4.1 yields the following counterpart of the statement of Theorem 4.1(ii) (see Corollary 6.15 in [16] for a proof). 
In order to achieve even
one needs Lemma 6 in [7] (see also Theorem 4.3 in [17] for a more detailed proof):
Theorem 4.2. If an H-surface X belongs to the intersection H H (Γ ) ∩ U(τ ) for some τ ∈ T , then there holds
Now let there be given an arbitrary H-surface X ∈ H H (Γ ). Then it must be contained in some class U(τ ) for some τ ∈ T due to the surjectivity of its boundary values onto Γ . Hence, combining the above theorem with Proposition 3.1 we expose X to be ψ(τ ), which means im(ψ) ⊃ H H (Γ ). Furthermore by (32) we see ∂D(X, λ) = 0 ∀λ ∈ C 1 ( B, R 2 ) since X is conformally parametrized on B, i.e. since X satisfies (4). Consequently by Theorem 4.1(ii) τ must be a critical point of f , which implies even im(ψ| K(f ) ) ⊃ H H (Γ ). Thus together with (36) we finally obtain (37). Furthermore Corollary 2.1 implies
Proof. If we assume the contrary, i.e. that there exist points 
Moreover combining A(X) = D(X) for any X ∈ H H (Γ ) with (37), (11) and Heinz' isoperimetric inequality (18) we obtain for every critical point
Together with point (iii) of the reduction theorem this yields
Hence, K(f ) reveals to be a compact subset of T , which together with the continuity of ψ, (37) and Corollary 4.3 implies assertion (iv) of the reduction theorem.
Application of Dold's fixed point theory andČech cohomology
In this section we combine the reduction theorem with singular homology,Čech cohomology [6] and Dold's fixed point theory [4] in order to define the H-surface-index I : K H (Γ ) → Z and derive its asserted properties.
Definition of the H-surface index I
We define a continuous flow φ :
for a sufficiently small t 0 > 0, depending on ∇f and a cut-off function η ∈ C 0 c (T , [0, 1]) to be defined precisely in Definition 5.1 below with the property
where c = c(|H |, L(Γ )) is the constant from (39). We compute 
uniformly ∀τ ∈ K and ∀t ∈ [0, t ] and
uniformly ∀τ ∈ K and ∀t ∈ [−t , 0].
Proof.
From |∇f | δ > 0 on K, the compactness of K, the continuity of ∇f and (43) one can easily derive the existence of some t ∈ (0, t 0 ] (depending on K and ∇f ) such that
uniformly ∀τ ∈ K and ∀t ∈ [−t , t ]. Hence, by the fundamental theorem of calculus we obtain:
From the above inequalities we derive Corollary 5.1. There is some t * ∈ (0, t 0 ] such that
for an arbitrary t ∈ [0, t * ] and analogously Thus by (40), (42) and (46) we obtain the following identity:
for any t ∈ (0, t * ], where Fix denotes the fixed point set of a continuous selfmap. Now we compactify the convex open set T ∼ =D N by some homeomorphism
where ∞ can be chosen as the "North Pole" e N +1 := (0, . . . , 0, 1) ∈ R N +1 , and we transport the flow φ onto the S N by setting
. Due to supp(η) T there holdsφ(·, t) ≡ id on some punctured neighborhood about ∞ on the S N ∀|t| t 0 . Hence,φ(∞, t) := ∞ ∀t ∈ [−t 0 , t 0 ] exposes to be the unique continuous extension ofφ onto the entire S N . Moreover due to point (iii) of the reduction theorem we may extend 
, τ ∈ T ,
Due to M > c η satisfies the requirement (42).
Moreover by this precise definition of η we implicitly fix an interval [−t 0 , t 0 ] for the "maximal duration" of the flow φ which consequently only depends on f , ∇f and L(Γ ). Now let K ⊂ T be a compact subset and U T some open neighborhood of K in T , then there correspond via ϕ
In the sequel H * ( _ ) := H * ( _ , Z) will denote the functor of singular homology with coefficients in Z. 
where we used the induced homomorphism i * of the inclusion i : (S N , ∅) → (S N , S N \ K), the excisionisomorphism and ϕ * .
Remark 5.1. We note that for two open neighborhoods
, hence, we are allowed to drop U in the notation of o K . Now we fix some t ∈ (0, t * ] and abbreviate φ := φ(·, t).
Definition 5.3. A compact subset P of F is termed a part of F if it possesses an open neighborhood U in T with
By (40), (42) and (48) we can choose U [η = 1]. Now we consider the following map of pairs:
Following Dold ([5] , p. 203) application of H * yields Definition 5.4. We define the fixed point index of φ around a part P ⊂ F by
Remark 5.2. We note that on account of Remark 5.1 the above definition does not depend on U , since for two
Furthermore the homotopy invariance of singular homology guarantees the independence of I φ| U from the chosen t ∈ (0, t * ]. 
In Proposition 5.10 of [5] , p. 205, Dold shows that this extension of the fixed point index does not depend on the choices of i and r and that all properties of the "special" index remain valid (see [5] , p. 206). This generalization will be valuable for us when we will consider some neighborhood U [η = 1] of a part P ⊂ F with P = F ∩ U , which is a compact ENR and on which φ acts as a selfmap (thus here is Y := U ), and when we will need the unique existence of I φ| U and its coincidence with the fixed point index as defined in Definition 5.4:
for some open neighborhood W of P with W ⊂ U (see [5] , p. 206, (5.11)).
Proposition 5.1. The parts of F and those of H H (Γ ) correspond to each other via ψ:
F ⊃ P ψ ←→ P ⊂ H H (Γ ).
Proof. (i) Let P be a (nonempty) part of F , then ψ(P ) is compact, thus especially closed in (C
). Now we suppose that ψ(P ) would not be a part of H H (Γ ). Then there would have to exist a sequence
By the compactness of F (6) yields the compactness of H H (Γ ). Thus there would be a subsequence X i k converging to some X ∈ H H (Γ ) and (55) implies X ∈ ψ(P ) = ψ(P ). Hence, again by (6) we would obtain:
which is impossible since the part P is separated from F \ P by some open neighborhood.
(ii) Now let P be a part of
Now the above correspondence, Definition 5.4 and Remark 5.2 suggest Definition 5.5 (Definition of the H-surface index). We define the H-surface index
where U is some open neighborhood of the part P :
From the additivity of Dold's fixed point index I (see [5] , p. 203 and p. 206) we can immediately derive the additivity of the H-surface index I, just as asserted in (8) . Furthermore we note I(∅) = 0.
Proof of the point (i) of the main theorem
Due to (40) we may apply Lemma 5.1 to
, where M was defined in (51), and obtain the inequality (45) with some appropriate t ∈ (0, t 0 ] and δ > 0. Iteration of (45) yields ∞) ) (see (47)). ,∞) ) . For some arbitrarily chosen τ ∈ f −1 ((c, ∞)) we distinguish the following cases: 
Proof. We abbreviate
Transferred onto the S N this means together with (52): ((c,∞]) ) ) = 0, hence, together with the universal coefficient formula of singular homology (see [5] , p. 153) in particular:
Since c is a regular value of f , f −1 ([0, c] ) turns out to be a compact manifold with boundary on account of the inverse function theorem (see [13] , Section 4.1). In particular, f −1 ([0, c] ) is locally compact and locally contractible and consequently a compact ENR on account of a theorem due to Borsuk (see [5] , p. 83). Thus by
we derive from (58) and Alexander duality (with coefficients in Q) (see [5] , p. 301):
Moreover the universal coefficient formula of singular cohomology yields (see Satz 13.4.8 in [18] c] ), Q), Q). Hence, we achieve
which implies for the Euler-characteristic:
Now let us consider sequences V := {V j } j ∈Z of finite dimensional vector spaces over Q. We define the Lefschetz number Λ of a sequence (β : 
Recalling I(∅) = 0 we verify H H (Γ ) = ∅ as asserted in Corollary (i) of Section 1.
Proof of point (iii) of the main theorem
At first it should be pointed out that we are going to use two different constructions ofČech cohomology in this subsection (see Section 5.2 in [17] ). The more general one is theČech-extensionȞ of singular cohomology H * from the category POL K of compact polyhedrons and simplicial maps to the category T OP K of compact Hausdorff spaces and continuous maps, following Eilenberg and Steenrod [6] , Chapters IX-X, resp. Dold [5] , pp. 348-366. For compact subsets K ⊂ R M (M 1) we can also define itsČech cohomology groups by the direct [5] , p. 281). Now by the continuity ofȞ on T OP K (see [6] , p. 261) these two notions ofČech cohomology groups fortunately coincide (up to isomorphism) on compact subsets K of R M (see [17] , p. 82). Hence, together with the homotopy invariance ofȞ on T OP K (see [5] , p. 363) and its functor properties we achieve Proposition 5.2. Let P be an arbitrary (nonempty) part of H H (Γ ) and P the corresponding part of K(f ) via ψ , then there holds:
for coefficients in Z or Q.
Now we are prepared for the proof of point (iii) of the main theorem. (a) We consider an E H -minimizing part P ( = ∅) of H H (Γ ), i.e. there hold (1) and (2) of Definition 1.1(ii) for some neighborhood U of P in C * 1 (Γ ) with U ∩ H H (Γ ) = P. Proposition 5.1 yields that P := ψ −1 (P) is a part of K(f ) and that U ∩ K(f ) = P for U := ψ −1 (U). Consequently we obtain for f = E H • ψ :
(62) is verified easily since (2) of Definition 1.1(ii) immediately implies f (·) b on U . Hence, supposing the existence of a point τ ∈ U \ P with f (τ ) = b, by the openness of U τ would have to be a local minimizer of f , in particular a critical point of f in contradiction to U ∩ K(f ) = P . As U is an open neighborhood of the compact set P ( = ∅) we have := dist(∂U, P ) > 0. We define the σ -neighborhood of P by P σ := {τ ∈ U | dist(τ, P ) < σ }, for σ ∈ (0, ], and choose open neighborhoods V 0 , V 1 of P with V 1 V 0 P ⊂ U . Moreover we set
On account of V 0 \ V 1 ⊂ U \ P and (62) we see a 1 > b, which together with (61) and U ∩ K(f ) = P implies that a 1 is a regular value of f | U . Furthermore we define
and obtain Now since a 1 is a regular value of f | U assertion (iv) follows from the inverse function theorem (see [13] , Section 4.1) together with Borsuk's theorem (see [5] , p. 83). 2 Since in the above lemma we exposed M a 1 to be a neighborhood of P we can again choose an open neighborhood V 2 of P with V 2 M a 1 ∩ P /2 (⊂ V 1 ) and define a 2 := min V 1 \V 2 f . By the above reasoning we see a 2 > b, thus a 2 is a regular value of f | U . Consequently we obtain as in the proof of Lemma 5.3 that
is a compact ENR,M a 2 ⊂ V 2 and thatM a 2 = (f | V 1 ) −1 ([b, a 2 ) ) is an open neighborhood of P = (f | V 1 ) −1 (b). Hence, inductively we obtain Corollary 5.2. (i) There exist sequences {V n } n∈N resp. {M a n } n∈N consisting of open sets resp. compact ENRs which are cofinal in Θ N (P ) and satisfy M a n ⊂ V n M a n−1 ∩ P /n ∀n ∈ N (65) (with M a 0 := ∅).
(ii) {a n } n∈N is a monotonically decreasing sequence with a n b.
Proof. (i) follows by induction over n ∈ N, where Lemma 5.3 yields the start of the induction (with M a 0 := ∅) and the step n → n + 1 works just like the step 1 → 2 by choosing an open neighborhood V n of P with V n M a n−1 ∩ P /n and defining a n := min V n−1\Vn f and then M a n := (f | V n−1 ) −1 ([b, a n ]).
(ii) From the above induction we immediately obtain a n > b ∀n ∈ N. Now we suppose that a n > a n+1 would beand coefficients in Z or Q. With regard to the proof of formula (9) below in (c) it is already noted here that Corollary 6.5 in [5] , p. 73, implies H j ( M a n , Z) = 0 for j N
since M a n = ϕ(M a n ) S N \{∞} is a neighborhood retract in S N . Furthermore Proposition 4.11 in [5] , p. 103, guarantees that H j (M a n , Z) is finitely generated ∀j ∈ Z because M a n is a compact ENR. Together with the universal coefficient formulas of singular (co-) homology (see [5] , p. 153) we obtain ∀j ∈ Z:
H j (M a n , Z) ∼ = Z r j ⊕ Tor H j −1 (M a n , Z) and (78)
H j (M a n , Q) ∼ = H j (M a n , Z) ⊗ Q ⊕ Tor H j −1 (M a n , Z), Q ∼ = Q r j ,
with r j := rang(H j (M a n , Z)) < ∞, since Ext(Z r j −1 , Z) vanishes and Q is torsion-free. Hence, by (74) and (78) we conclude thatȞ j (P, Z) is finitely generated ∀j ∈ Z and non-trivial at most in degrees j = 0, . . . , N − 1 due to (76). Moreover combining (74), Satz 13.4.8 in [18] and (79) we obtaiň H j (P, Q) ∼ = H j (M a n , Q) ∼ = H j (M a n , Q) * ∼ = Q (with coefficients in Z), and achieve together with (81), (74) and (78) Z(P) = Z( P ) = rang Ȟ 0 ( P ) = rang H 0 (M a n , Z) = r 0 < ∞ for the number of connected components of P.
Remark 5.4. We shall note that the finiteness of the number of connected components of an arbitrary part P does not follow a priori from its compactness since it is not known if P is locally connected.
(c) Furthermore we can proceed as in Subsection 5.2. We abbreviate φ| ( _ ) := φ(·,t n )| ( _ ) for thet n > 0 determined in Lemma 5.4. By (67) φ| M an yields a selfmap of the compact ENR M a n . Since P corresponds to P via ψ and since V n+1 is an open neighborhood of P with V n+1 ∩ F = P and V n+1 M a n we can derive from the definition of I, (54) with W := V n+1 and U := M a n , Dold's fixed point theorem (see [5] , p. 209 resp. p. 212), the homotopy in (67), (79), (77) (−1) j r j =χ(P, Q). Now combining the points (i), (ii) and (iii) of the main theorem we immediately obtain Corollary (ii) of Section 1.
