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INTRODUCTION
C oronary artery disease (CAD) continues to be the leading cause of morbidity and mortality in the United States. CAD prevalence is expected to remain high given the increasing proportion of the population that is elderly (8, 39, 41) . In spite of efforts to control costs, health care costs had the greatest increase in 1999 relative to the decade. With half of the cost increase due to pharmaceuticals that can decrease heart disease interventions and events, the next target of cost containment must be expensive diagnostics and interventions. It is important to implement clinically cost-effective strategies that direct the appropriate patients to the optimal procedures. There is a growing awareness of the need to apply statistical techniques to develop evidence-based scores for better decisionmaking (43) . The purpose of this review is to discuss these techniques in the context of the diagnostic and prognostic performance of the exercise test.
Criteria for Evaluating Diagnostic Techniques
Studies describing the value of diagnostic techniques must be evaluated by standardized rules to determine their validity. Biostatisticians have presented these rules so that diagnostic technologies can properly be evaluated before they are adopted for practice (16, 30, 34, 35, 40) . Common mistakes made in studies evaluating diagnostic tests based on these rules are presented in Table 1 . Critical to fulfilling the rules are that only consecutive nondiagnosed patients presenting with the symptoms or signs of the disease being diagnosed are used to evaluate the test or score and that work up-bias be reduced (11) . These basic precepts have often not been followed even in studies of newer technologies than exercise testing. When these rules are not followed, the estimates of test characteristics from the studies can be erroneous.
STATISTICAL TECHNIQUES
When developing a prediction rule, investigators consider variables that they believe may predict the occurrence of the outcome. The variables found to have discriminating power (consisting of clinical information and treadmill responses) are combined to form an algorithm for estimating the probability of coronary artery disease. Many mathematical techniques are available for demonstrating what variables are predictive as well as their relative predictive q Using a target population that only consists of normal subjects and those with severe disease (Limited Challenge) q Failure to limit work up bias q Using heart rate targets to exclude patients q Inclusion of MI patients q Use of surrogates instead of appropriate measurements or endpoints power. Regression analysis methods are especially attractive because they make it possible to derive complex regression functions directly from a database. Logistic regression has been preferred since it models the relationship to a sigmoid curve (which often is the mathematical relationship between a prediction variable and an outcome) and its output is between zero and one, representing the probability of disease being present (i.e., from 0 to 100% probability of the predicted outcome) (22) .
The ability of any score or measurement to diagnose a disease (e.g., CAD) depends upon how much the score differs among those with and without the disease. These measurements could be ST segment depression, calcium score using Electron Beam Computed Tomography, perfusion scan values, or echocardiographic wall motion estimates. Figure 1 consists of actual data from over one thousand male veterans who underwent both exercise testing and coronary angiography. Unfortunately, as illustrated in the figure, the values for the score or measurement usually greatly overlap. The better the test or measurement, the further apart the curves, and the less they overlap. The cut-point of 50 that we chose is a practical choice for the treadmill score we use so that those above 50 are considered to have disease and those below are considered free of CAD. However, as can be seen, this is not really the case. Figure  2 shows the trade-off between sensitivity and specificity.
Score Evaluation (ROC Curves)
The accuracy of the model to separate disease from nondisease is assessed by means of the area under a receiveroperating-characteristic (ROC) curve. ROC curve analysis is based on the plotting of sensitivity and specificity for a range of cut-points (criteria for abnormal) for a test measurement or the value of a score. The area ranges from 0 to 1, with 0.5 corresponding to no discrimination (i.e., random performance), 1.0 to perfect discrimination, and values less than 0.5 to worse-than-random performance. Most prediction rules, like other diagnostic measures, have a range of possible results. Several possible cutoff criteria could be used to separate results into positive and negative groups. For each criterion chosen, the rule will have a different sensitivity and specificity. An ROC curve is a plot of the sensitivity versus specificity for the full range of the score.
The shape of the curve shows the trade-offs between sensitivity and specificity produced at different criteria with specificity and sensitivity being inversely related (36) . Figure 3 presents an ROC plot of our simple treadmill score ranging from 0 to 100%. Other cut-points, such as 40 and 60, could be appropriate for particular purposes of the test, such as screening healthy people where a high specificity is needed, or for ruling out ischemia after presentation to an Emergency Department with chest pain where high sensi- tivity is required. Figure 3 also illustrates a comparison of the diagnostic characteristics of a pretest clinical score, ST segment analysis alone, and a treadmill score. The four curves allow for a comparison of the diagnostic value of these techniques. The treadmill test clearly adds to the discriminatory value of clinical data. Surprisingly, attempts to use a computer to improve upon visual ST segment analysis of the exercise test have failed to improve its diagnostic value (11) , though a score is clearly an improvement over ST analysis alone (44) .
Even though a score demonstrating an ability to separate those with from those without disease functions in another group of patients (i.e., it is portable), it still needs to be confirmed that the score's calibration is the same. That is, does the value of the score for 70% probability of disease as determined in one group, for instance, still represent 70% instead of a different probability in another group?
Pretest Scores
The exercise ECG is the recommended diagnostic test for patients with an intermediate probability for CAD. In the ACC Exercise Testing Guidelines (13), the classification of pretest probability is enabled through a table considering age, gender, and chest pain characteristics using the Diamond-Forrester tabular method (4,5,15) ( Table 2 ). The intermediate pretest probability category was assigned a Class I indication, whereas the low and high pretest probabilities were assigned Class IIb indications for exercise testing. Morise et al. (31) proposed a pretest score for categorizing patients with suspected CAD and normal resting electrocardiograms that possibly is superior to the method advocated by the guidelines (32) . We have validated this score in a large sample of male veterans (37). It can be calculated using Figure 4 .
EXERCISE TEST DIAGNOSTIC SCORES

Multi-Variate Prediction Equations/Meta-Analysis
Since the seminal work of Ellestad and colleagues (7) demonstrated that combining other clinical and exercise parameters along with the ST responses could improve the accuracy of the test, many clinical investigators have published studies proposing multivariable equations to enhance the accuracy of the standard exercise test. We reviewed 24 studies that used multivariate techniques to develop scores to predict presence of any angiographic disease from clinical and exercise test data (44) . In Table 3 , the number of studies that selected each given variable to be a significant predictor of CAD in the multivariate model is the numerator, and the total number of studies that considered that variable is the denominator. The variables selected in more than half of the studies are in bold.
Management Strategy Using Scores
Scores can also provide a management strategy for patients with possible CAD. This is done by placing patients into three categories of risk rather than just dichotomizing them as positive or negative (14) . Low-risk patients have an excellent prognosis and may be risk-stratified by the treadmill test. This patient cohort can be managed safely with watchful follow-up as well as with symptomatic medical therapy without further testing. High-risk patients should be considered candidates for more aggressive management that may include cardiac catheterization. In patients with an intermediate-probability treadmill score, myocardial perfusion imaging or other tests appear to be of value for further risk stratification (Table 4) (2, 13, 17, 23, 24) .
Consensus of Scores
In an attempt to make the scores function in different populations as well as they did in the population for which they were derived, a consensus approach was considered (6) . Knowing that NASA calculates spacecraft trajectories There is no data for patients younger than 30 or older than 69, but it can be assumed that coronary artery disease prevalence increases with age. using a number of equations and then uses those that agree, the same method was used for predicting CAD. The Detrano (3) and Morise (32) equations provided in the ACC Exercise Testing Guidelines (14) were used along with an equation derived from a VA population. A probability score was calculated for each patient using the VA equation and the other two validated equations. Thresholds were set for each equation such that if a patient was high probability in at least two of the three equations, the patient was considered high probability; similarly, if low in at least two of the equations, the patient was considered low risk. All others would be intermediate. Since the patients in the intermediate group would be sent for further testing and would eventually be correctly classified, the sensitivity of the consensus approach was 94%, and specificity was 92%. The percentage of correct diagnoses increased from 67% for the standard exercise ECG analysis and from 77% for multivariable predictive equations alone to greater than 90% correct diagnoses for the consensus approach. However, this approach can only be practically applied utilizing a computer program (42) .
"SIMPLIFIED" SCORE DERIVATION
Simplified scores derived from multivariable equations have been developed for pretest estimates of disease and for prognosis. They require physicians only to add points. To develop such a score, data from two VA Medical Centers were analyzed (37). All patients had coronary angiography within 3 months of the exercise treadmill test. The score derived was then validated in 476 males from another institution.
To decrease the complexity of the predictive equations, we compiled the variables chosen in logistic regression into a simple linear score. We first coded all variables with the same number of intervals so that the coefficients would be proportional. Then we coded the category with the larger value to be associated with higher probability of disease. For instance, if 5 is the chosen interval, dichotomous variables are 0 if not present and 5 if present, and continuous variables such as age and heart rate are coded in 5 categories by appropriate ranges. All codes would then be directly related to probability (i.e., a heart rate code of 5 would be a low heart rate while an age code of 5 would be the oldest individuals) and the smallest coefficient is associated with the least important variable. The coefficient of this least important variable was divided into the other coefficients. This makes the relative importance of the selected variables readily apparent. This approach results in a simple linear score in which the health care provider merely compiles the variables in the score, multiples by the appropriate number and then adds up the products. Calculation of the simple score can be done using Figure 5 . This diagnostic score did not perform well in women (AUC Ͻ 0.65), and so a separate score was developed for women (see Fig. 6 ). Some test results are dichotomous (normal, abnormal; positive, negative) rather than continuous like a score. Examples of these are perfusion defects, wall motion abnormalities, and coronary calcification. Any score can be dealt with as a dichotomous variable by choosing a cut point. For comparing dichotomous test results, the calculated predictive accuracy (percent of total true calls, positive and negative) can be used to compare the diagnostic characteristics of tests. However, predictive accuracy is affected by disease prevalence while ROC curves are not. Therefore, to compare tests, they must be evaluated in populations with roughly the same prevalence of disease. An advantage of predictive accuracy is that it provides an estimate of the difference in number of patients correctly classified by the test out of 100 tested. Table 5 summarizes the meta-analyses of the major diagnostic tests currently available with their predictive accuracies. It can be seen that only about 5 more patients per 100 tested are correctly diagnosed using the more expensive imaging tests compared with the standard exercise test using scores. Furthermore, using a score strategy to selectively determine who is referred for the more expensive tests has the greatest predictive accuracy.
SURVIVAL ANALYSIS
Different statistical techniques should be used to develop prognostic scores and predict outcomes. The key features of survival analysis are consideration of time to event and censoring. A Cox proportional hazards model should be used to select significant variables and to determine the effect of a given independent variable on time to death or event. To develop a simple score, each regression coefficient should be divided by the smallest coefficient in the score (17) . Table 6 lists the most common mistakes made in prognostic studies that can invalidate their results in addition to those listed in Table 1 .
End Points and Censoring
The relative importance of the ischemic variables can be minimized by not censoring on interventions for ischemia (i.e., removal of intervened patients from observation when the intervention occurs in follow up) and the consideration of all-cause mortality instead of cardiovascular mortality. This may also explain why the ischemic variables included in the Duke score that clearly had diagnostic power (41) do not predict all-cause mortality. While all-cause mortality has advantages over cardiovascular mortality as an endpoint (25) , the Duke score was generated using the endpoints of infarction and cardiovascular death (10, 28) . The use of interventions as endpoints falsely strengthens the association of ischemic variables with endpoints since the ischemic responses clinically result in the intervention being performed. While some investigators have justified their use by requiring a time period to expire after the test before using the intervention/procedure as an endpoint, this still influences the associations between test responses and endpoints. By subtracting the estimated predictive accuracies, the difference in the number of patients correctly classified or diagnosed out of 100 tested can be determined. For instance, 7 more patients are correctly classified out of 100 if scores are used compared with classifying patients as diseased or not diseased using only ST analysis. The use of a score strategy to determine when other tests should be ordered provides better results than only using any of the more expensive tests. Remember that sensitivity and specificity are easily altered by changing the test measurement cut point, and that all of the studies that are reported in these meta-analyses have been greatly influenced by workup bias, which raises sensitivity and lowers specificity. 
EXERCISE TEST PROGNOSTIC SCORES
Nine studies have incorporated multiple exercise variables into prognostic scores to extract the maximum information available and to allow the clinician to summarize the most important information from the test without using complex regression formulas. Table 7 lists the number of times the major prognostic variables were chosen as significantly and independently predictive of time to death out of the times they were considered in the published prognostic studies (9, 44) . The most accepted of these is the Duke Treadmill Score since it can be used both for prognosis (28) and diagnosis (41) . This score has been validated in other populations, including women and when the resting ECG exhibits ST depression (1, 8, 10, 19, 24, 29, 33) . The Duke Treadmill Score is calculated as follows:
Exercise time in the Bruce protocol -(5*ST depression) -(4* treadmill angina index)
The treadmill angina index is 1 if angina occurred and 2 if it was the reason for stopping. A nomogram using this score has been presented which facilitates estimation of prognosis (28) .
Prognosis in "All-Comers" to the Exercise Lab
Previous prognostic studies focused on specific subsets of patients. We decided to analyze all patients referred for evaluation at our exercise lab between 1987 and 2000 in order to determine the prevalence of exercise test abnormalities (36) . Cox hazard function chose the following variables in rank order as independently and significantly associated with time to death: metabolic equivalents less than 5, age greater than 65, history of congestive heart failure, and history of myocardial infarction. Metabolic equivalents were defined as multiples of the resting metabolic rate estimated from peak treadmill speed and grade. A score based on simply adding these variables classified patients into low, medium, and high-risk groups. Figure 7 illustrates marked differences in survival between each risk group.
COMPARING SCORES AND PHYSICIANS
Though scores based on exercise testing data have been advocated for years, only three previous studies have compared them to physician estimates of disease. Detrano and colleagues performed one of the first such studies (3). They derived a score for estimating probabilities of significant and severe coronary disease and then validated and compared it with the assessments of cardiologists. The score performed at least as well as the clinicians when the latter knew the identity of the patients. The clinicians were more accurate when they did not know the identity of the subjects but worked from tabulated objective data. Hlatky and colleagues validated two scores by comparing their diagnostic accuracy to that of cardiologists (17) . The scores outperformed these cardiologists. A third study considered scores for prognosis (rather than diagnosis) with 100 patients sent to five senior cardiologists at one center (26) . Again the scores outperformed these cardiologists.
We performed a study that was larger and included different groups of physicians, validating these earlier studies (27) . Five hundred ninety-nine consecutive male patients without prior MI and with a mean age of 59 Ϯ 11 yr were considered for this analysis. The clinical/treadmill test reports were sent to expert cardiologists and to two other groups including randomly selected cardiologists and internists who classified them as high, low, or intermediate probability of disease in addition to estimating a numerical probability from 0 to 100%. Forty-five expert cardiologists returned estimates on 336 patients, 37 randomly chosen practicing cardiologists returned estimates on 129 patients, 29 randomly chosen practicing internists returned estimates on 109 patients, 13 academic cardiologists returned estimates on 102 patients, and 27 academic internists returned estimates on 174 patients. When probability estimates were compared, the scores were superior to all the physician groups. In a subsequent analysis, we found the scores predicted prognosis as well or better than physicians. 
CONCLUSIONS
Physicians should not reduce their diagnostic assessments to blindly using and memorizing prediction rules (18, 21) . Scores should complement, not replace, the knowledge and experience the clinician draws from when making clinical decisions (38) . In spite of the methodological limitations of the available studies, scores help to facilitate evidence-based clinical decisions. Statistical approaches cannot make counter-intuitive leaps of tangential thinking, but they excel at that which humans do not: considering vast quantities of information, then categorizing and analyzing it without bias and developing scores that can help make diagnoses. Making use of the statistics described herein gives clinicians a powerful second opinion and allows them to concentrate on what the computer can never do: assess and treat patients as individuals. In particular, scores make available the experience of the specialist clinician to generalists. Generalists have to cover a wide range of specialties and they cannot be equally up to date in each. Multivariate scores can, in certain cases, equal the diagnostic reasoning of specialist physicians. Making these 'opinions' available to the generalist would allow resources to be concentrated on those who need them the most. Scores can help diagnose, thereby avoiding expensive, unnecessary invasive investigations and their associated risk and help with prediction of prognosis, allowing optimal use of secondary prevention measures.
