INTRODUCTION
Interest is increasing in studying gene-environment (GxE) interaction in disease etiology. In general, two types of control groups are used for examining GxE interactions: unrelated (e.g. population-based) or related (e.g. sibling) controls. To date, most studies of GxE interactions have used unrelated controls. This use of unrelated controls, however, has been questioned because of the potential problem of population stratification (1) (2) (3) (4) (5) (6) . This potential bias from stratification was thus the motivation for some authors to propose the use of related controls as a more appropriate control group for evaluating genetic factors (7, 8) . Witte et al. compared a case-control design with at least 1 control per case using population-based controls to a design using sibling (or cousin) controls. The results showed that population-based controls were most efficient for evaluating a genetic main effect, with siblings being the least efficient control group. In contrast, sibling controls were the most efficient group for detecting a GxE interaction effect. This gain in relative efficiency decreased as the frequency of the genetic factor increased (7, 8) .
However, some of these evaluations may have assumed unrealistic numbers of available relative controls. For example, a review of chronic diseases like cancer have suggested that about 50% of cases may have an available sibling control (e.g. breast and stomach cancers) (9, 10)(unpublished data). Thus, in order to perform a more realistic comparison, we used simulations to compare a 1:1 case-unrelated-control study to a 1:0.5 case-sibling-control design where half of the cases have a sibling control. We also examined the effect of the analysis strategy on the efficiency of the design recognizing that for the 1:0.5 case-siblingcontrol design, the unconditional analysis used twice as many cases as did the conditional analysis.
METHODS

Study population
The population for the proposed studies consisted of cases and two types of controls, unrelated controls and sibling controls. We assumed that for 50% of cases it was possible to obtain an appropriate sibling control. Thus, we had a 1:1 case-unrelated-control study and a 1:0.5 case-sibling-control study. We further assumed that there was no difference in the distribution of variables of interest between cases who have sibling controls versus those cases without such sibling controls and that there was exchangeability of covariates of interest in cases and sibling controls (i.e. the covariate distribution did not depend on calendar time or HAL author manuscript inserm-00117223, version 1 birth order or geographic location). We compared the 1:0.5 case-sibling-control design to the 1:1 case-unrelated-control study using simulations. Table 1 shows the parameters for modeling an interaction between a genetic factor G and an environmental exposure E. G and E were assumed to be independent events. We define P E as the prevalence of the environmental factor E in the population, P G as the prevalence of the genetic factor G in the population. We further define the genetic factor G where the alleles at the locus are classified as A (variant) or a (wild), with population frequency p of the A allele and population frequency q for the a allele, where p+q=1. For a dominant model, AA and Aa represent subjects with G and AA represents subjects with G under a recessive model. Thus, P G =p 2 +2pq for a dominant model, and P G =p 2 for a recessive model. Finally, we define R E as the odds ratio between E and disease (among those not having G), R G as the odds ratio between G and disease (among those not exposed to E) and R I as the interaction effect, defined on a multiplicative scale.
We calculated the expected distributions of E and G in cases, matched unrelated, and matched related controls. Table 1 shows the subgroups of cases and unrelated controls at different risks for disease under a dominant genetic model and the genotype distributions of the case siblings calculated conditionally on the case genotypes. When there was a correlation in E between siblings (OR EC ), the probability that a case's sibling was exposed to E was defined as in
Goldstein et al.(11) (see Appendix for details).
Simulation studies
Random numbers were generated to determine which case had a related control for each of the studies (i.e. each case had one unrelated control and approximately half of the cases had one related control).
When E and G were relatively common (e.g. both>0.05), we simulated 2500 data sets with 1000 cases:1000 matched unrelated controls:approximately 500 matched sibling controls.
When E and G were relatively rare (e.g. either<0.05) (or very rare; e.g. both ≥0.01), we simulated 1000 case-control studies with 5000 (or 10,000) cases:5000 (or 10,000) unrelated controls:approximately 2500 (or 5000) sibling controls. All subjects were simulated using random numbers generated by the SAS function RANUNI (SAS, version 8, Cary, NC) to assign each of the cases and controls to the different possible E and G categories.
Analysis strategies
For the matched and unmatched analysis strategies, each simulated case-control study was analyzed by conditional and unconditional logistic regression using the program STATA (12) with a binary variable for E and a binary variable for G (based on the genotypes and inheritance model) and GxE interaction defined on a multiplicative scale.
For the unmatched strategy, we assumed that there was no correlation in E between siblings leading to the equality of the prevalences of E among unrelated controls (P E unr) and related controls (P E rel), i.e. P E unr=P E rel. Thus, in such situations, an unconditional analysis may be used to estimate the GxE interaction effect (See Appendix for further discussion).
To assess the efficiency of the 1:0.5 case-sibling-control design compared to a classical 1:1 case-unrelated-control study, we defined the relative efficiency (RE) as the ratio of the variances of β I , i.e., the variance of β I from the classical 1:1 case-unrelated-control study divided by the variance of β I for the 1:0.5 case-sibling-control study. Variance of β I for a given design was calculated as the average of the variances of β I from each simulated data set.
Thus, when RE>1, the 1:0.5 case-sibling-control design was more powerful than the classical 1:1 case-unrelated-control study; when RE<1, the reverse was true. We also compared RE for the unconditional analyses [RE (U) ] to RE for the conditional analyses [RE (C) ].
We compared RE (C) according to different frequencies of G and E (P G, P E ), the main effect of G and E (R G , R E ), and the GxE interaction effect (R I ). In addition, we compared the unconditional analysis strategy to the conditional strategy for these same variables.
To evaluate the feasibility of these study designs in GxE interaction assessment, sample sizes for different scenarios were calculated using the computer program Quanto (8, 13, 14) for the 1:1 case-control unconditional and the 1:0.5 case-sibling-control conditional analyses. For the 1:0.5 case-sibling-control unconditional analysis; sample sizes were approximated by the conditional 1:0.5 case-sibling-control sample sizes multiplied by
RESULTS
For completeness, we initially compared the 1:0.5 case-sibling-control design to a 1:0.5 caseunrelated-control design using conditional analysis for both dominant and recessive genes.
Since the analysis used a conditional approach (i.e., only matched cases and controls were analyzed such that the 1:0.5 comparison was essentially a 0.5:0.5 comparison), the results for this comparison were equivalent to the comparison of a 1:1 case-sibling-control design to a 1:1 case-unrelated-control design. Therefore, as expected and previously shown by Gauderman (8) , the 1:0.5 case-sibling-control design was almost always more efficient than the 1:0.5 case-unrelated-control design for both dominant and recessive models (data not shown). The gain in relative efficiency increased as R G increased and decreased as P G increased. Variation in R E and R I had little effect on RE. When P G was very frequent (e.g. =0.5), the relative efficiency was generally less than 1 for moderate values of R G and R I .
We also directly compared a 1:1 case-unrelated-control design to a 1:0.5 case-sibling-control design using conditional logistic regression, even though the numbers of cases and controls differed. Specifically, because of the conditional analysis approach, the 1:1 case-unrelatedcontrol design had twice as many subjects available for the analysis compared to the 1:0.5
case-sibling-control design. Comparison of a 1:1 case-unrelated-control sample to a 1:0.5
case-sibling-control sample showed, as expected, that the 1:1 case-unrelated-control design was almost always more efficient than the 1:0.5 case-sibling-control design. The efficiency of the 1:1 case-unrelated-control design was generally 1.5 to 2 times more efficient than the 1:0.5 case-sibling-control design for reasonable parameter estimates. Only when R G was very high (e.g. ≥10 ) (see table 2) or P G was very small, was the 1:0.5 case-sibling-control design more efficient than the 1:1 case-unrelated-control design .
Finally, we compared a 1:1 case-unrelated-control design to a 1:0.5 case-sibling-control design using unconditional logistic regression. We assumed no correlation in E between siblings as is necessary for validity of the unconditional analyses. In general, the 1:0.5 casesibling-control design was more efficient than the 1:1 case-unrelated-control design. Only when R G was moderate (e.g. R G =1.5) did RE decrease to less than 1. The unconditional analysis was always more efficient than the conditional analysis (cf. table 2). RE increased more substantially for the unconditional analysis than the conditional analysis as R G , R E and R I increased. Moreover, for numerous scenarios, the 1:0.5 case-sibling-control design which had been less efficient than the 1:1 case-unrelated-control design under a conditional analysis strategy, became more efficient than a 1:1 case-unrelated-control design when unconditional analysis was used. For example, for a rare dominant gene with R E =1.5 or 5, R I =1.5 or 5 and R G =3, RE<1 for conditional analysis versus RE>1 for unconditional analysis. Similar trends, although with slightly lower RE, were observed for an equivalent recessive genetic factor (cf. and unconditional analyses (dashed lines) for different P E values with R E =1.5, R G =3.0, and R I =5. RE decreased as P G increased; RE also increased as P E increased with steeper slopes observed in the unconditional analyses. As shown in figure 1 , RE<1 for all conditional analysis scenarios presented; thus, the 1:1 case-unrelated-control design, with twice as many subjects involved in the analysis, was always more efficient than the 1:0.5 case-siblingcontrol design. In contrast, for the unconditional analysis, RE>1 when P G ≤0.1 and P E >0.1. Table 3 presents sample size (i.e. feasibility) calculations for the 1:0.5 case-sibling-control design using either unconditional or conditional analysis and for the 1:1 case-unrelatedcontrol design using unconditional analysis. Table 3 shows that for a common gene (P G =0. 2) and moderate values of R E and R G (=1.5) (panel A) the sample sizes required to achieve 80% power for detecting R I ≥5 were similar for the 1:1 case-unrelated-control design and for the 1:0.5 case-sibling-control design analyzed using unconditional analysis. When R I decreased, the sample sizes required increased to unrealistic numbers for all designs examined (e.g. R I =1.5; >5,700 cases and controls). For a rare gene (P G =0.001) with R E =2 and R G =5 (panel B), for selected scenarios, neither the 1:1 case-unrelated-control design nor the 1:0.5 casesibling-control design analyzed using conditional analysis reached realistic sample sizes even when R I was large (>15,000 subjects for the 1:1 case-unrelated-control design and >6,000 subjects for the 1:0.5 conditional case-sibling-control design). In contrast, for R I >5, the 1:0.5 case-sibling-control design analyzed using unconditional analysis could approach realistic sample sizes (< 3,000 subjects). Panel C shows sample size requirements for a range of different values of P G with R E =2, R G =3, and R I =5. When G was common (e.g. P G =0.2), even though the 1:1 case-unrelated-control design was the most efficient design, the difference in required sample sizes between the traditional design and the 1:0.5 case-sibling-control design analyzed using unconditional analysis was not substantial. And when G was rare (e.g. P G ≤0.01), the 1:0.5 case-sibling-control design analyzed using unconditional analysis was the most feasible design with realistic sample sizes.
DISCUSSION
We have shown that when we used an unmatched strategy, the 1:0.5 case-sibling-control design was almost always more powerful than the 1:1 case-unrelated-control design except for weak genetic factors (R G ≤1.5). In some scenarios with a common genetic factor (e.g. P G =0.2), the sample sizes required to achieve comparable power for the 1:1 case-unrelatedcontrol design and the 1:0.5 case-sibling-control design (analyzed using unconditional analysis) were similar. Because of the sampling approach, the 1:0.5 case-sibling-control design required more cases. Therefore, if case recruitment is a limiting factor for a study, then the 1:1 case-unrelated-control design may be a more appropriate design. Conversely, if number of controls is the limiting factor, then the 1:0.5 case-sibling-control design may be more advantageous.
Another critical issue involves the number of available sibling controls. For this study, we assumed that 50% of cases had an available sibling control. If fewer than 50% of the cases have one available sibling control, the efficiency of the case-sibling-control design relative to the 1:1 case-unrelated-control design will decrease as the number of available siblings decreases.
The validity of the analysis for a case-sibling-control design requires a number of critical The unmatched approach is not valid to estimate either the G main effect or a GxG interaction effect because genotypes are not independent within sibling pairs. However, if one is interested in estimating the main effect of G or a GxG interaction effect, then the case-siblingcontrol design may still be used with a conditional analysis strategy.
Other study designs have been proposed to examine interaction (e.g. 7, [17] [18] [19] [20] [21] [22] [23] [24] . For approaches that permit estimation of both main and interaction effects, the principle of these designs is similar to the approach that uses sibling controls, that is, increasing the frequency of the rare factors through over-sampling, to increase the power of the study. Among strategies that oversampled rare factors among the control group, flexible matching strategies (20, 25) with varying proportions of an environmental matching factor among selected unrelated controls increased the power and efficiency to detect GxE interactions in case-control studies. The highest efficiency was observed for a rare exposure that was a strong risk factor. However, this design is not recommended if the main effect of the matching factor has not been thoroughly studied or if one is interested in additive risk interactions.
Other designs have been proposed for examining main effect(s) and GxE interactions including relatives as controls (1, 7, 8, 21, 22, 24, 26) . Few such designs have been evaluated
for GxE interaction assessment (1, 7, 8, 24) . Relative control subjects were less efficient than population-based-control subjects for detecting the genetic factor main effect, except when cases with a positive family history were over-sampled (24) . However, relative control subjects were the most efficient group for detecting GxE interactions as we also observed here Our results show that unconditional analysis of the 1:0.5 case-sibling-control design to estimate GxE interaction is unbiased under certain conditions and may produce a substantial increase in power for GxE interaction assessment. However, because of the critical assumptions required for the validity of this approach, in practice, we may find that there are few situations when unconditional analysis of a case-sibling-control study may be used. In such situations, using 1:1 case-unrelated-controls design will be more powerful than a 1:0.5 case-sibling-control design requiring a matched analytical strategy.
APPENDIX
Probability that the cases' sibling is exposed to E
We define m as the probability that a case's sibling is exposed to E if the case is exposed to E (P(E S =E + | E C =E + )). Similarly, we define (1-w) as the probability that a sibling has not been exposed to E given the case has not been exposed (P(E S =E -| E C =E -)).
Given exchangeability for E, the frequency of E is the same in the case and her sibling control thus uniquely determining the joint exposure distribution between the two siblings by constraining the marginal probabilities to be equal. Thus,
We use the following equation to define the exposure relationship between a case and his/her sibling control,
When OR EC =1, m=P E and there is no correlation in E between siblings
Validity of unconditional analysis using related-controls
The above table shows the E and G distributions for cases, related, and unrelated controls.
To be valid, unconditional analysis using related-controls should lead to unbiased estimates (1) For this equality, we assume that G and E are independent i.e P(E|G)=P E . In addition, since G is correlated in siblings, we require no correlation in E between siblings such that P E rel=P E unr which is equivalent to P(E|G)rel=P(E|G)unr, that is, i/(i+c)=k/k+e=>i/c=k/e. Then, from equation (1) (p²+2p(1-p) ) R E R G R I + P E (1-p )² R E + (1-P E )(p²+2p (1-p) ) R G + (1-P E )(1-p )² , under dominant gene Σ=P E p² R E R G R I + P E (2p(1-p)+ (1-p)² ) R E + (1-P E )(p²) R G + (1-P E )((1-p )² +2p (1-p) ), under recessive model :
§ multiply by (1-d)(1-P E ) when sib control not exposed to E, and by (1-c)P E when sib control exposed to E £ multiply by (1-b)(1-P E ) when sib control not exposed to E, and by (1-a)P E when sib control exposed to E Table 3 : Feasibility (i.e. sample sizes) of the 1:0.5 case-sibling-control design (using either unconditional analysis or conditional analysis) and the 1:1 case-unrelated-control design (using unconditional analysis) for a dominant gene. Numbers of cases and controls required to have 80% power to detect an interaction using a two-sided test at the 5% level are presented. 
Figure 1:
Relative efficiency (RE) according to the frequency of G for a dominant gene and for different values of P E with R I =5, R E =1.5, R G =3. RE is defined as the ratio of the variance of β I of the classical 1:1 case-control study design divided by the variance of β I of the 1:05 case-sibling-control design using either conditional analysis (solid lines) or unconditional analysis (dashed lines).
(P E =0.5: starred-solid and -dashed lines; P E =0.1: circled-solid and -dashed lines; P E =0.01: squared-solid and -dashed lines)
