The Cauchy Problem for the Wave Equation in the Schwarzschild Geometry by Kronthaler, Johann
Universita¨t Regensburg
Mathematik
The Cauchy Problem for the Wave
Equation in the Schwarzschild
Geometry
Johann Kronthaler
Preprint Nr. 06/2006
ar
X
iv
:g
r-q
c/
06
01
13
1 
v1
   
30
 Ja
n 
20
06
The Cauchy Problem for the Wave Equation in
the Schwarzschild Geometry
Johann Kronthaler∗
January 2006
Abstract
The Cauchy problem is considered for the scalar wave equation in the
Schwarzschild geometry. We derive an integral spectral representation for
the solution and prove pointwise decay in time.
1 Introduction
Recently pointwise decay was proven for solutions of the scalar wave equation in
the Kerr geometry [1, 2]. The main difficulties in this proof are due to the fact
that the metric is only axisymmetric. In particular, the classical energy density
may be negative inside the ergosphere, a region outside the event horizon in
which the Killing vector corresponding to time translations becomes spacelike.
This makes it necessary to apply special methods (spectral theory in Pontrjagin
spaces, energy splitting estimates, causality arguments) which are technically
demanding and not easily accessible. Therefore, it seems worthwile working
out the special case of spherical symmetry (Schwarzschild geometry) separately.
This is precisely the purpose of the present paper, where we derive an integral
representation for the solution of the Cauchy problem and prove pointwise decay
for the scalar wave equation in the Schwarzschild geometry. In this case, the
classical energy density is positive everywhere outside the event horizon. This
gives rise to a positive definite scalar product, making it possible to apply Hilbert
space methods.
Recall that in Schwarzschild coordinates (t, r, ϑ, ϕ), the Schwarzschild metric
takes the form
ds2= gij dx
idxj
=
(
1− 2M
r
)
dt2 −
(
1− 2M
r
)−1
dr2 − r2(dϑ2 + sin2ϑ dϕ2) (1.1)
with r > 0, 0 ≤ ϑ ≤ π, 0 ≤ ϕ < 2π. We often use for the angular variables the
short notation x ∈ S2. Obviously, the metric has two singularities at r = 0 and
r = 2M . The latter is called the event horizon and can be resolved by a simple
coordinate transformation. In the following we consider only the region r >
∗Research supported in part by the Deutsche Forschungsgemeinschaft.
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2M outside the event horizon. The scalar wave equation in the Schwarzschild
geometry is given by
φ := gij∇i∇jφ = 1√−g
∂
∂xi
(√−g gij ∂
∂xj
)
φ = 0 (1.2)
where g denotes the determinant of the metric gij . We now state our main
result.
Theorem 1.1. Consider the Cauchy problem of the scalar wave equation in the
Schwarzschild geometry
φ = 0 , (φ, i∂tφ)(0, r, x) = Φ0(r, x)
for smooth initial data Φ0 ∈ C∞0 ((2M,∞) × S2)2 which is compactly sup-
ported outside the event horizon. Then there exists a unique global solution
Φ(t) = (φ(t), i∂tφ(t)) ∈ C∞(R × (2M,∞) × S2)2 which is compactly supported
for all times t. Moreover, for fixed (r, x) this solution decays as t→∞.
There has been considerable work on the wave equation in the Schwarzschild
geometry. In 1957, Regge and Wheeler [3] investigated the linear stability of
this geometry. Kay and Wald [4] proved boundedness for solutions of the Klein-
Gordon equation in this space-time outside and on the event horizon. By heuris-
tic arguments, Price [5] got evidence for polynomial decay of solutions of the
scalar wave equation. More recently, Dafermos and Rodnianski [6] gave a math-
ematical proof for this decay for spherical symmetric initial data. For general
initial data they derived decay rates [7], which are however not sharp. Fur-
thermore, Morawetz and Strichartz-type estimates for a massless scalar field
without charge in a Reissner Nordstrøm background with naked singularity are
developed in [8]. And in [9] a Morawetz-type inequality was proven for the
semi-linear wave equation in Schwarzschild.
The paper is organized as follows: First, we introduce the Regge-Wheeler
variable and rewrite the wave equation as a first-order Hamiltonian system. The
resulting Hamiltonian is a symmetric operator with respect to the scalar prod-
uct arising from the conserved energy. Exploiting the spherical symmetry of the
problem, we may consider the problem for fixed angular modes l and m. We
then show that the corresponding Hamiltonian is essentially self-adjoint. More
precisely, our goal is to apply Stone’s formula, which relates the propagator to
an integral over the resolvent. Thus in Section 4 we give an explicit construction
for the resolvent. This construction is based on special solutions of the radial
equation, which decay exponentially at ±∞. In Section 5 we prove the existence
of these solutions via the formalism of the Jost equation. Moreover, we obtain
appropriate regularity results for these solutions, which lead to an integral rep-
resentation of the solution operators of the Cauchy problem for fixed l and m.
According to the theory of symmetric hyperbolic systems, the Cauchy problem
has a unique smooth solution. Thus, summing over the angular modes yields
the desired representation of this solution. Combining this representation with
a Sobolev imbedding argument, we obtain pointwise decay in time.
2 Preliminaries
In this section we reformulate the wave equation as a first order Hamiltonian
system. This will make it possible to analyze the dynamics of the waves with
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Hilbert space methods.
According to (1.1) and (1.2) the scalar wave equation in the Schwarzschild
geometry with respect to Schwarzschild coordinates has the explicit form[
∂2
∂t2
−
(
1− 2M
r
)
1
r2
(
∂
∂r
(r2 − 2Mr) ∂
∂r
+∆S2
)]
φ = 0 . (2.1)
Here ∆S2 denotes the standard Laplacian on the two sphere, which in the co-
ordinates (ϑ, ϕ) is given by
∆S2 =
1
sin2 ϑ
∂2
∂ϕ2
+
∂
∂(cosϑ)
sin2 ϑ
∂
∂(cosϑ)
. (2.2)
In order to bring the equation (2.1) into a more convenient form, we first intro-
duce the Regge-Wheeler coordinate u by
u(r) := r + 2M log
( r
2M
− 1
)
. (2.3)
The variable u takes values in the whole interval (−∞,∞) as r ranges over
(2M,∞). It satisfies the relations
du
dr
=
1
1− 2Mr
,
∂
∂u
=
(
1− 2M
r
)
∂
∂r
. (2.4)
In what follows the variable r is always implicitly given by u. Using the Regge-
Wheeler coordinate, the wave equation (2.1) transforms to[
∂2
∂t2
− 1
r
∂2
∂u2
r +
(
1− 2M
r
)(
2M
r3
− ∆S2
r2
)]
φ = 0 . (2.5)
To simplify this equation we multiply by r and substitute φ = rψ This leads us
to the Cauchy problem[
∂2
∂t2
− ∂
2
∂u2
+
(
1− 2M
r
)(
2M
r3
− ∆S2
r2
)]
ψ(t, u, x) = 0
(ψ, i∂tψ)(0, u, x) = Ψ0(u, x)

 (2.6)
where the initial data Ψ0 ∈ C∞0 (R× S2)2 is smooth and compactly supported.
The equation in (2.6) can be reformulated as the Euler-Lagrange equation
corresponding to the action
S =
∫ ∞
−∞
dt
∫ ∞
−∞
du
∫ 1
−1
d(cosϑ)
∫ 2π
0
dϕ L(ψ,∇ψ) , (2.7)
where the Lagrangian is given by
2 L = |∂tψ|2 − |∂uψ|2 −
(
1− 2M
r
)
2M
r3
|ψ|2 −(
1− 2M
r
)
1
r2
(
1
sin2 ϑ
|∂ϕψ|2 + sin2 ϑ |∂cosϑ ψ|2
)
. (2.8)
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As one sees immediately, the Lagrangian is invariant under time translations,
and thus Noether’s theorem gives rise to a conserved quantity, the energy E,
E[ψ] =
∫ ∞
−∞
du
∫ 1
−1
d(cosϑ)
∫ 2π
0
dϕ
π
E , (2.9)
where E is the energy density
2E = 2
(
∂L
∂ψt
ψt − L
)
= |∂tψ|2 + |∂uψ|2+
+
(
1− 2M
r
){
2M
r3
|ψ|2 + 1
r2
(
1
sin2 ϑ
|∂ϕψ|2 + sin2 ϑ |∂cosϑ ψ|2
)}
. (2.10)
It is also easy to check directly that the above energy is conserved in time for
all smooth solutions of the wave equation that are compactly supported for
all times. Since we consider the wave equation outside the event horizon, i.e.
r > 2M , it is clear that the energy density is positive everywhere.
Next we rewrite the Cauchy problem (2.6) in first-order Hamiltonian form.
Letting
Ψ =
(
ψ
i∂tψ
)
, (2.11)
the Cauchy problem takes the form
i∂tΨ = HΨ , Ψ
∣∣
t=0
= Ψ0 (2.12)
where H is the Hamiltonian (
0 1
A 0
)
. (2.13)
Here A is the differential operator
A = −∂2u +
(
1− 2M
r
)(
2M
r3
− 1
r2
∆S2
)
. (2.14)
We use the energy E in order to introduce a scalar product such that the
Hamiltonian H is symmetric with respect to it. More precisely, we endow the
space C∞0 (R× S2)2 with the energy scalar product 〈., .〉 by polarizing E, thus
〈Ψ,Φ〉 :=
∫ ∞
−∞
du
∫ 1
−1
d(cosϑ)
∫ 2π
0
dϕ
2π
{
∂tψ∂tφ+ ∂uψ∂uφ+
(
1− 2M
r
)
×
[
2M
r3
ψ φ+
1
r2
(
1
sin2 ϑ
∂ϕψ∂ϕφ+ sin
2 ϑ ∂cosϑ ψ∂cosϑ φ
)]}
, (2.15)
where again Ψ = (ψ, i∂tψ)
T and Φ = (φ, i∂tφ)
T . Energy conservation implies
that for a solution Ψ of the Cauchy problem (2.12) which is compactly supported
for all times,
0 =
d
dt
E[Ψ] =
d
dt
〈Ψ,Ψ〉 =
4
= 〈Ψ˙,Ψ〉+ 〈Ψ, Ψ˙〉 = i〈HΨ,Ψ〉 − i〈Ψ, HΨ〉 .
Since the initial data Ψ0 ∈ C∞0 (R×S2)2 can be chosen arbitrarily, polarization
yields
〈HΨ,Φ〉 = 〈Ψ, HΦ〉 , for all Ψ,Φ ∈ C∞0 (R× S2)2 . (2.16)
Hence the operator H is symmetric on C∞0 (R× S2)2 with respect to 〈., .〉.
We will now use the spherical symmetry to simplify the problem. More
precisely, we make use of the fact that the angular dependence of the wave
equation in the Schwarzschild geometry involves only the Laplacian on the two
sphere. It is well-known that the spherical harmonics {Ylm(ϑ, ϕ)}l∈N0,|m|≤l are
smooth eigenfunctions of ∆S2 with the eigenvalues −l(l + 1). Moreover, they
form an orthonormal basis of the space L2(S2). Thus we can decompose an
arbitrary Ψ ≡ (ψ1, ψ2)T ∈ C∞0 (R× S2)2 in the following way,
Ψ(u, ϑ, ϕ) =
∞∑
l=0
∑
|m|≤l
Ψlm(u)Ylm(ϑ, ϕ) , (2.17)
where for each component the sum converges for fixed u in L2(S2). Since the
Ψlm ≡ (ψlm1 , ψlm2 )T are uniquely determined by ψlmi (u) = 〈Ylm, ψi(u)〉L2(S2) it
is clear that Ψlm(u) ∈ C∞0 (R)2 for all l,m. Using this decomposition, we rewrite
the norm of Ψ corresponding to the energy scalar product as
〈Ψ,Ψ〉 =
∫ ∞
−∞
du
∫ 1
1
d(cosϑ)
∫ 2π
0
dϕ
2π
{
|ψ2|2 + |∂uψ1|2 +
+ψ1
(
1− 2M
r
)(
2M
r3
− 1
r2
∆S2
)
ψ1
}
=
∞∑
l=0
∑
|m|≤l
∫ ∞
−∞
du
{
|ψlm2 (u)|2 + |∂uψlm1 (u)|2 +
(
1− 2M
r
)(
2M
r3
+
l(l+ 1)
r2
)
|ψlm1 (u)|2
}
, (2.18)
where in the first equation we have integrated by parts with respect to (ϑ, ϕ).
The second equation follows from the properties of the Ylm. As one can immedi-
ately see, the integrand for every summand in (2.18) is positive. Hence again by
polarizing we obtain for any angular mode l an scalar product 〈., .〉l on C∞0 (R)2
given by
〈Ψ,Φ〉l =
∫ ∞
−∞
{
ψ2φ2 + ψ′1φ
′
1 + Vl ψ1φ1
}
du , (2.19)
with the potential Vl(u) defined as
Vl(u) =
(
1− 2M
r
)(
2M
r3
+
l(l+ 1)
r2
)
. (2.20)
This definition leads to an isometry
(
C∞0 (R× S2)2, 〈., .〉
) −→ ∞⊕
l=0
⊕
|m|≤l
(
C∞0 (R)
2, 〈., .〉l
)
5
Ψ 7→ Ψlm . (2.21)
Using (2.17), the Hamiltonian H also decomposes in the following way,
HΨ(u, ϑ, ϕ) =
∞∑
l=0
∑
|m|≤l
HlΨ
lm(u)Ylm(ϑ, ϕ) .
Here the Hl act on C
∞
0 (R)
2 and are given by
Hl =
(
0 1
−∂2u + Vl(u) 0
)
. (2.22)
Thus for fixed angular modes l and m the Cauchy problem (2.12) simplifies to
i∂tΨ
lm = HlΨ
lm , Ψlm
∣∣
t=0
= Ψlm0 , (2.23)
where the initial data is in C∞0 (R)
2. Moreover, the Hl are symmetric on C
∞
0 (R)
2
with respect to 〈., .〉l, because for any Ψ,Φ ∈ C∞0 (R)2 the functions Ψ(u)Ylm
and Φ(u)Ylm are in C
∞
0 (R× S2)2. Thus
〈HlΨ,Φ〉l = 〈H(Ψ Ylm),ΦYlm〉 = 〈ΨYlm, H(Φ Ylm)〉 = 〈Ψ, HlΦ〉l .
In particular, for solutions of (2.23) with compact support in u for all times, the
norm with respect to 〈., .〉l is constant. Therefore we again refer to 〈., .〉l as the
energy scalar product.
Our strategy is to solve for a given inital data Ψ0 ∈ C∞0 (R×S2)2 the Cauchy
problem (2.23) for fixed angular modes l and m, and to sum up the solutions
afterwards. Therefore, in what follows we will fix the angular modes l,m and
consider the problem (2.23). In order to avoid too many indices, we usually
omit the subscript l in the Hamiltonian and energy scalar product.
3 Spectral Properties of the Hamiltonian
In the previous section we introduced the energy scalar product 〈, 〉 on the space
C∞0 (R)
2. Since we cannot expect C∞0 (R)
2 to be complete with respect to this
inner product (and indeed it is not, because the energy scalar product in the
second component is just the usual L2-scalar product), we define the Hilbert
space H1Vl0(R) as the completion of C
∞
0 (R) within the Hilbert space
H1Vl(R) =
{
u with u′ ∈ L2(R) and V 1/2l u ∈ L2(R)
}
endowed with the scalar product
〈u, v〉1 := (u′, v′)L2 + (Vl u, v)L2 .
Note that this coincides with the energy scalar product on the first component.
Therefore, we choose H ≡ H1Vl0(R) ⊕ L2(R) endowed with the energy scalar
product as the underlying Hilbert space for our Hamiltonian H .
In the previous section we have seen that the Hamiltonian H is symmetric on
C∞0 (R)
2. Before we can use functional analytic methods, we need to construct
a self-adjoint extension of H . In fact, we are able to prove the following lemma:
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Lemma 3.1. The operator H with domain D(H) = C∞0 (R)
2 is essentially
self-adjoint in the Hilbert space H .
In order to prove this lemma, we use the following version of Stone’s theo-
rem about strongly continuous one-parameter unitary groups. A proof of this
theorem can be found in [10, Section VIII.4].
Theorem 3.2. Let U(t) be a strongly continuous one-parameter unitary group
on a Hilbert space H . Then there is a self-adjoint operator A on H such that
U(t) = eitA.
Furthermore, let D be a dense domain which is invariant under U(t) and
on which U(t) is strongly differentiable. Then i−1 times the strong derivative of
U(t) is essentially self-adjoint on D, and its closure is A.
Now we apply this theorem:
Proof of Lemma 3.1. According to the theory of symmetric hyperbolic systems
(cf. [13, Section 5.3]), the Cauchy problem(
∂2t − ∂2u + Vl(u)
)
ψ(t, u) = 0
ψ|t=0 = f , i∂tψ|t=0 = g
}
with smooth, compactly supported initial data f, g ∈ C∞0 (R) has a unique
solution ψ(t, u) ∈ C∞(R × R) which is also compactly supported in u for all
times. Using this solution, we define for arbitrary t ∈ R the operators
U(t) : C∞0 (R)
2 → C∞0 (R)2(
f
g
)
7→
(
ψ(t, .)
i∂tψ(t, .)
)
,
which leave the dense subspace C∞0 (R)
2 ⊆ H invariant for all times t.
Due to the energy conservation, the U(t) are unitary with respect to the energy
scalar product and hence extend to unitary operators on the entire Hilbert space
H . Furthermore, since the solution is uniquely determined by the initial data,
the U(t) have the following properties,
U(0) = Id, U(t+ s) = U(t)U(s) for all t, s ∈ R ,
and thus they form a one-parameter unitary group. Due to the fact that smooth
initial data yields smooth solutions in t and u, this group is strongly continuous
on H and strongly differentiable on the domain C∞0 (R)
2. Calculating i−1 times
the strong derivative one gets
i−1 lim
hց0
1
h
(
U(h)
(
f
g
)
−
(
f
g
))
= i−1
( −ig
i(∂2u − Vl)f
)
= −H
(
f
g
)
for all f, g ∈ C∞0 (R), and the lemma follows from Theorem 3.2.
For the further investigations of the Hamiltonian H , we consider its self-
adjoint closure which, for the sake of simplicity, we again denote by H . For our
purposes, it is not important to know the exact domain of definition D(H) of
the self-adjoint extension.
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4 Construction of the Resolvent
Stone’s formula for the spectral projections of a self-adjoint operator A (cf. [10]
Theorem VII.13),
1
2
[
P[a,b] + P(a,b)
]
= s-lim
ǫց0
1
2πi
∫ b
a
[
(A− ω − iǫ)−1 − (A− ω + iǫ)−1] dω , (4.1)
relates the spectral projections to the resolvent (here s-lim denotes the strong
limit of operators). In view of this relation, it is of interest to derive an explicit
representation of the resolvent.
In the preceding section we have seen that there is a domain D(H) such
that our Hamiltonian H is self-adjoint in the Hilbert space (H , 〈 , 〉). From
this it immediately follows that the spectrum σ(H) ⊆ R is on the real line and
therefore the resolvent (H − ω)−1 : H → H exists for every ω ∈ C \ R.
Let us now fix ω ∈ C \R. We often denote the ω-dependence by a subscript
ω .We begin by reducing the eigenvalue equation HΨ = ωΨ by substituting the
equation for the first component in the second equation. We thus obtain the
Schro¨dinger-type equation (−∂2u + Vω(u))φ(u) = 0 (4.2)
with the potential
Vω(u) = −ω2 + Vl(u) = −ω2 +
(
1− 2M
r
)(
2M
r3
+
l(l+ 1)
r2
)
. (4.3)
In what follows we refer to this equation simply as the Schro¨dinger equation.
It can be regarded as the radial equation associated to the wave equation in (2.6).
Our goal is to construct the resolvent (H −ω)−1 out of special solutions of this
equation. We introduce fundamental solutions φ´ω and φ`ω of the Schro¨dinger
equation (4.2) which satisfy asymptotic boundary conditions at u = ±∞ (the
existence of these solutions will be proved in Section 5). More precisely, in the
case Im (ω) > 0 we impose that
lim
u→−∞
eiωuφ´ω(u) = 1 , lim
u→−∞
(
eiωuφ´ω(u)
)′
= 0 (4.4)
lim
u→+∞
e−iωuφ`ω(u) = 1 , lim
u→+∞
(
e−iωuφ`ω(u)
)′
= 0 , (4.5)
whereas in the case Im (ω) < 0,
lim
u→−∞
e−iωuφ´ω(u) = 1 , lim
u→−∞
(
e−iωuφ´ω(u)
)′
= 0 (4.6)
lim
u→+∞
eiωuφ`ω(u) = 1 , lim
u→+∞
(
eiωuφ`ω(u)
)′
= 0 . (4.7)
Since the resolvent exists, the map (H − ω) : D(H) → H is bijective and
in particular the kernel is trivial. Hence the solutions φ´ω , φ`ω are linearly in-
dependent (otherwise they would give rise to a vector in the kernel due to the
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exponential decay). Thus φ´ω and φ`ω are indeed a system of fundamental solu-
tions with non-vanishing Wronskian
w(φ´ω , φ`ω) := φ´ω(u)φ`
′
ω(u)− φ´′ω(u)φ`ω(u) . (4.8)
Note that the Wronskian is independent of the variable u, as is easily verified
by differentiating with respect to u and substituting the Schro¨dinger equation.
In the next lemma, we use this fundamental system to derive the Green’s
function corresponding to (4.2).
Lemma 4.1. The function
sω(u, v) := − 1
w(φ´ω , φ`ω)
·
{
φ´ω(u)φ`ω(v) , if u ≤ v
φ´ω(v)φ`ω(u) , if u > v
(4.9)
satisfies the distributional equations(
− ∂
2
∂u2
+ Vω(u)
)
sω(u, v) = δ(u− v) =
(
− ∂
2
∂v2
+ Vω(v)
)
sω(u, v) .
Proof. By definition of the distributional derivative we have for every test
function η ∈ C∞0 (R),∫ ∞
−∞
η(u)
[−∂2u + Vω(u)] sω(u, v) du =
∫ ∞
−∞
[
(−∂2u + Vω(u))η(u)
]
s(u, v) du .
It is obvious from its definition that the function s(., v) is smooth except at the
point u = v, where its first derivative has a discontinuity. Thus, after splitting
up the integral, we can integrate by parts twice to obtain∫ ∞
−∞
[
(−∂2u + Vω(u))η(u)
]
s(u, v) du =
=
∫ v
−∞
η(u)(−∂2u + Vω(u))s(u, v) du+ lim
uրv
[η(u)∂us(u, v)] +
+
∫ ∞
v
η(u)(−∂2u + Vω(u))s(u, v) du− lim
uցv
[η(u)∂us(u, v)] .
Since for u 6= v, s is a solution of (4.2), the obtained integrals vanish. Computing
the limits with the definition (4.9), we get∫ ∞
−∞
[
(−∂2u + Vω(u))η(u)
]
s(u, v) du =
(
lim
uրv
− lim
uցv
)
η(u)∂us(u, v) =
= − 1
w(φ´ω , φ`ω)
η(v)
[
φ´′ω(v)φ`ω(v)− φ`′ω(v)φ´ω(v)
]
= η(v) ,
where in the last step we used the definition of the Wronskian (4.8). This yields
the first equation. The second equation is proven exactly in the same way.
With this function s we are now able to construct the resolvent. More
precisely,
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Proposition 4.2. For every ω ∈ C \ R, the resolvent (H − ω)−1 : H → H
can be represented as an integral operator with the integral kernel
kω(u, v) = δ(u− v)
(
0 0
1 0
)
+ sω(u, v)
(
ω 1
ω2 ω
)
. (4.10)
Proof. We introduce the integral operator Sω with the integral kernel kω(u, v)
on the domain
D(Sω) :=
{
(H − ω)Ψ
∣∣Ψ ∈ C∞0 (R)2} .
Let us verify that D(Sω) is a dense subset of H . Let φ ∈ H be an arbitrary
vector. Because of the existence of the resolvent, the operator H −ω : D(H)→
H is onto, and thus there is a vector ψ ∈ D(H) with (H −ω)ψ = φ. Then due
to the definition of the closure of H , there is a sequence {ψn}n∈N ⊆ C∞0 (R)2
with ψn → ψ and Hψn → Hψ as n→∞. This shows that {(H − ω)ψn}n∈N ⊆
D(Sω) converges to (H − ω)ψ = φ. We conclude that D(Sω) is dense. We
now calculate the operator product Sω (H − ω) on C∞0 (R)2. For an arbitrary
Ψ = (ψ1, ψ2)
T ∈ C∞0 (R)2 we have
(Sω(H − ω)ψ) (u) =
∫ ∞
−∞
kω(u, v)(H − ω)ψ(v) dv =
=
(
0
−ωψ1 + ψ2
)
(u) +
+
∫ ∞
−∞
sω(u, v)
( −∂2v + Vω(v) 0
ω
(−∂2v + Vω(v)) 0
)(
ψ1
ψ2
)
(v) dv .
Hence, according to Lemma 4.1,
Sω(H − ω) = Id on C∞0 (R)2 .
This yields that Sω = (H −ω)−1 on the dense set D(Sω). Since (H −ω)−1 is a
bounded operator, the claim follows.
As mentioned at the beginning of this section, we can now apply Stone’s
formula for the spectral projections of H and get for every Ψ ∈ H
1
2
[
P[a,b] + P(a,b)
]
Ψ =
= lim
ǫց0
1
2πi
∫ b
a
[
(H − (ω + iǫ))−1 − (H − (ω − iǫ))−1
]
Ψ dω ,
and this yields together with Proposition 4.2
= lim
ǫց0
1
2πi
∫ b
a
(∫
R
(kω+iǫ(., v) − kω−iǫ(., v)) Ψ(v)dv
)
dω , (4.11)
where the limit is with respect to the norm in H . It is therefore of special
interest how the kernels kω+iǫ(u, v) and kω−iǫ(u, v) behave as ǫ ց 0. Since
these kernels are given explicitly in terms of the fundamental solutions φ´ω±iǫ
and φ`ω±iǫ, we will discuss their behavior in the next section.
10
5 The Jost Solutions of the Radial Equation
In this section we want to discuss the existence and the behavior of the solutions
φ´ω , φ`ω of the Schro¨dinger equation (4.2), which in Section 4 we used for the
construction of the resolvent. We will prove the following theorem.
Theorem 5.1.
(i) For every ω ∈ D = {ω ∈ C | Imω ≤ 14M }, there exists a unique solu-
tion φ1(ω, u) of the Schro¨dinger equation (4.2) satisfying the boundary
conditions (4.6) such that for every fixed u ∈ R the function φ1(ω, u) is
holomorphic in ω ∈ D
◦
and continuous in D.
(ii) For every angular momentum number l, the solutions φ`ω of the Schro¨dinger
equation (4.2) with boundary conditions (4.7) are well-defined and uniquely
determined on the set
E =
{
ω ∈ C ∣∣ Imω ≤ 0, ω 6= 0} .
For each fixed u ∈ R, the function φ`ω(u) is holomorphic in ω ∈ E
◦
and
continuous in E.
Furthermore, in the case l = 0, φ`ω(u) may be continuously extended to
ω = 0.
Once having proven this theorem, we simply set
φ´ω(u) :=
{
φ1(ω, u) , if Imω > 0
φ1(ω, u) , if Imω ≤ 0 , (5.1)
as well as
φ`ω(u) := φ`ω(u) if Imω > 0 , (5.2)
to obtain the solutions of Section 4. For Imω < 0 this is clear by definition.
But in the case of Imω > 0 the above defined φ´ω(u), φ`ω(u) are indeed the
unique solutions of the Schro¨dinger equation (4.2) with the desired boundary
conditions (4.4) and (4.5), respectively. This follows immediately by complex
conjugation of the Schro¨dinger equation due to the fact that our potential Vl is
real.
For the proof of Theorem 5.1 we will formally manipulate the Schro¨dinger
equation with boundary conditions (4.6, 4.7) in order to get an appropriate inte-
gral equation (which in different contexts is called the Jost or Lipman-Schwinger
equation). Then we will perform a perturbation expansion and get estimates
for all the terms of the expansion. A reference for this method can be found e.g.
in [12, Section XI.8]. Since this reference contains only an outline of the proof,
it seems worth working out the details.
To introduce the method, we begin with the solutions φ1(ω, u). First we
write the Schro¨dinger equation (4.2) in the form(
− d
2
du2
− ω2
)
φω(u) = −W (u)φω(u) , (5.3)
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where W is a potential in L1(R) (later on, W will be replaced by Vl). Next we
define for ω ∈ C the function Gω(u) by
Gω(u) :=


0 , if u ≤ 0
− 1
ω
sin(ωu) , if u > 0 and ω 6= 0
−u , if u > 0 and ω = 0 .
(5.4)
A simple computation shows that Gω(u) defines a Green’s function for the oper-
ator on the left hand side of the equation (5.3) in the sense that the distributional
equation (
− d
2
du2
− ω2
)
Gω(u) = δ(u)
holds. In order to build in the boundary condition (4.6), we make in equation
(5.3) the substitution φω(u) = e
iωu + φ˜ω(u) to obtain(
− d
2
du2
− ω2
)
φ˜ω(u) = −W (u)φω(u) .
Solving this equation formally by convoluting the right hand side with Gω, we
get the formal solution
φ˜ω(u) =
(
(−Wφω) ∗Gω
)
(u) ≡ −
∫ ∞
−∞
Gω(u − v)W (v)φω(v) dv .
Hence φω(u) satisfies the equation
φω(u) = e
iωu −
∫ u
−∞
Gω(u− v)W (v)φω(v) dv , (5.5)
which is referred to as the Jost equation with boundary conditions at −∞. Its
significance lies in the fact that we can now easily perform a perturbation expan-
sion in the potential W . Namely, making for φω the ansatz as the perturbation
series
φω =
∞∑
k=0
φ(k)ω , (5.6)
we are led to the iteration scheme
φ
(0)
ω (u) = eiωu
...
φ
(k+1)
ω (u) = −
∫ u
−∞
Gω(u− v)W (v)φ(k)ω (v) dv

 .
(5.7)
This iteration scheme can be used to construct solutions of the Jost equation.
We remark that under certain assumptions on W like continuity, the Jost
equation is equivalent to the corresponding Schro¨dinger equation with appro-
priate boundary conditions. We will show this for our special case W ≡ Vl. A
systematic method to rewrite second-order differential equations with boundary
conditions as integral equations can be found e.g. in [12, Section XI.8 Appendix
2].
We now state a theorem about solutions of the Jost equation. We consider
more general potentials W than we have in our case, because it might be of
interest by itself.
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Theorem 5.2. Suppose that W is a measurable function obeying for a given
u0 < 0 the condition
∫ u0
−∞ |W (v)|dv <∞. Define for u ≤ u0 the function Pω(u)
by
Pω(u) =
∫ u
−∞
4|v|
1 + |ωv| |W (v)|e
−( Imω+| Imω|)v dv . (5.8)
Then:
(i) For each ω ∈ E = {ω ∈ C
∣∣ Imω ≤ 0, ω 6= 0} the Jost equation (5.5) has a
unique solution φω(u) obeying lim
u→−∞
∣∣e−iωuφω(u)∣∣ <∞. Moreover, φω(u)
is continuously differentiable in u on (−∞, u0) with lim
u→−∞
e−iωuφω(u) = 1
and lim
u→−∞
e−iωu φ′ω(u) = iω. For each fixed u, the functions φω(u) and
φ′ω(u) are holomorphic in E
◦
and continuous in E. They satisfy the bounds∣∣φω(u)− eiωu∣∣ ≤ e−u Imω∣∣ePω(u) − 1∣∣ (5.9)∣∣φ′ω(u)− iωeiωu∣∣ ≤ e−u ImωePω(u)
∫ u
−∞
|W (v)| dv . (5.10)
(ii) If
∫ u0
−∞ |v||W (v)| dv < ∞, for every u ≤ u0 the function φω(u) may be
continuously extended to ω = 0. Moreover, (5.9), (5.10) hold also at
ω = 0.
(iii) If
∫ u0
−∞
e−mv|W (v)|dv < ∞, for every u ≤ u0 the function φω(u) can be
extended to a holomorphic function in
{
ω | Imω < 12m
}
, continuous in{
ω | Imω ≤ 12m
}
. Moreover, in the interval 0 < Imω < 12m the inequal-
ities (5.9),(5.10) are replaced by
∣∣φω(u)− eiωu∣∣ ≤ 1|ω|eu ImωePω(u)
∫ u
−∞
e−2v Imω|W (v)| dv (5.11)
∣∣φ′ω(u)− iωeiωu∣∣ ≤ eu ImωePω(u)
∫ u
−∞
e−2v Imω|W (v)| dv . (5.12)
In each case, φ obeys φω(u) ≡ φ(ω, u) = φ(−ω, u).
We call this solution φ the Jost solution. For the proof of this theorem we
need a good estimate for the Green’s function Gω.
Lemma 5.3. For all u ∈ C,
| sinu| ≤ 2|u|
1 + |u| e
| Imu| . (5.13)
In particular, if ω 6= 0 and v ≤ u ≤ 0,∣∣∣∣ 1ω sin(ω(u− v))
∣∣∣∣ ≤ 4|v|1 + |ωv| e−v| Imω|−u Imω . (5.14)
13
Proof. In the case |u| ≥ 1, the inequality (5.13) follows directly from the Euler
formula sinu = 12i
(
eiu − e−iu) and the estimate
(1 + |u|)| sinu| ≤ 1
2
(1 + |u|)2e| Imu| ≤ 2|u|e| Imu| .
In the remaining case |u| < 1, we again use the Euler formula to obtain
(1 + |u|)| sinu| = 1
2
(1 + |u|)∣∣eiu − e−iu∣∣ = 1
2
(1 + |u|)
∣∣∣ ∫ 1
−1
iueiuτ dτ
∣∣∣ ,
and hence
(1 + |u|)| sinu| ≤ 1
2
(|u|+ |u|2)
∫ 1
−1
∣∣eiuτ ∣∣ dτ ≤ 1
2
(|u|+ |u|2)2 e| Imu| .
Now (5.13) follows by the assumption |u| < 1.
In order to show (5.14) we use the identity
1
ω
sin(ω(u− v)) = 1
ω
(
sin(ωu)eiωv − sin(ωv)eiωu)
and apply (5.13),∣∣∣∣ 1ω sin(ω(u − v))
∣∣∣∣ ≤ 1|ω| (
∣∣ sin(ωu)eiωv∣∣+ ∣∣ sin(ωv)eiωu∣∣)
≤
(5.13) 2|u|
1 + |ωu| e
|u Imω|e−v Imω +
2|v|
1 + |ωv| e
|v Imω|e−u Imω . (5.15)
Due to the assumption 0 ≥ u ≥ v, we know that |v| ≥ |u| and thus
2|u|
1 + |ωu| ≤
2|v|
1 + |ωv| , −u| Imω| − v Imω ≤ −v| Imω| − u Imω .
Using these inequalities in (5.15) the claim follows.
Note that the estimate (5.14) remains valid in the limit 0 6= ω → 0, if one
replaces 1ω sin(ω(u− v)) by the function u− v.
Now we are ready to prove Theorem 5.2:
Proof of Theorem 5.2.
Using the perturbation expansion (5.6) together with the iteration scheme (5.7),
one easily sees that we have already found a formal solution. So our goal is to
show that this series is well-defined and has the desired properties. To this end,
we shall prove inductively that
∣∣φ(k)ω (u)∣∣ ≤ e−u Imω 1k!Pω(u)k for all k ∈ N0, for all ω, u (5.16)
such that Pω(u) is well-defined by (5.8). Due to the integrability conditions on
the potential W in the statement of the theorem this is the case for u ≤ u0
and for all ω ∈ E (cf. (i)), ω ∈ E (cf. (ii)), ω ∈ { Imω ≤ 12m} (cf. (iii)),
respectively. Furthermore, Pω(u) is continuous in u as well as in ω in these
domains. The first statement is obvious while the latter is due to the fact that
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the integrand in the definition (5.8) is continuous in ω and one directly finds an
integrable dominating function such that one can apply Lebegue’s Dominated
Convergence Theorem.
We start the induction with the case k = 0 for which (5.16) certainly is
satisfied. Thus assume that (5.16) holds for a given k. Then, estimating the
integral equation in (5.7) using (5.14) and (5.8), we obtain
∣∣φ(k+1)ω (u)∣∣ ≤
∫ u
−∞
|Gω(u− v)||W (v)|
∣∣φ(k)ω (v)∣∣ dv
≤
∫ u
−∞
4|v|
1 + |ωv| e
−v| Imω|−u Imω|W (v)|e−v Imω 1
k!
Pω(v)
k dv
= e−u Imω
1
k!
∫ u
−∞
dPω
dv
(v)Pω(v)
k dv
= e−u Imω
1
(k + 1)!
Pω(u)
k+1 ,
where in the last step we used that Pω(u) vanishes when u goes to −∞. This
concludes the proof of (5.16).
Summing over k, (5.16) yields the inequality
∞∑
k=0
∣∣φ(k)ω (u)∣∣ ≤ e−u ImωePω(u). (5.17)
Because of the continuity of Pω(u), the series (5.6) converges uniformly for u
and ω in compact sets. Using the iteration scheme (5.7), this series can be
written as
∞∑
k=0
φ(k)ω (u) = e
iωu −
∞∑
k=1
∫ u
−∞
Gω(u− v)W (v)φ(k−1)ω (v) dv ,
and the bound (5.17) allows us to apply Lebesgue’s dominated convergence
theorem and to interchange the sum and the integral. Hence the series is indeed
a solution of the Jost equation (5.5).
Next we want to show that a solution of the Jost equation is continuously
differentiable with respect to u. To this end, we first compute for an arbitrary
u < u0 the difference quotient,
1
h
(
φω(u+ h)− φω(u)− eiω(u+h) + eiωu
)
=
(5.5)
∫ u+h
−∞
1
hω
[sin(ω(u+ h− v)) − sin(ω(u− v))]W (v)φω(v) dv + (5.18)
+
1
h
∫ u+h
u
1
ω
sin(ω(u − v))W (v)φω(v) dv , (5.19)
where h 6= 0. We may restrict attention to the case Imω ≤ 0 and h > 0 (the
other cases are analogous). Using the estimate∣∣∣∂u
(
1
ω
sin(ω(u− v))
) ∣∣∣ = ∣∣ cos(ω(u− v))∣∣ ≤
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≤ 1
2
(
e−u Imω+v Imω + eu Imω−v Imω
)
together with (5.17), we can apply the mean value theorem to the first integrand
to obtain the dominating function
1
2
(
e−ξ(v) Imωev Imω + eξ(v) Imωe−v Imω
)
|W (v)| e−v ImωePω(v) ,
where ξ(v) ∈ [u, u+h]. Due to the integrability conditions onW , it is clear that
this function is integrable. Hence Lebesgue’s dominated convergence theorem
allows us to take the limit h→ 0 in (5.18). This gives∫ u
−∞
cos(ω(u− v))W (v)φω(v) dv .
In order to treat the second integral, we choose h < h0, where h0 is so small
that
max
v∈[u,u+h]
∣∣∣ 1
ωh
sin(ω(u− v))
∣∣∣ ≤ 2 for all h < h0.
This is possible because lim
h→0
1
ωh
sin(ωh) = 1. Thus we can estimate (5.19) by
∣∣∣ 1
h
∫ u+h
u
1
ω
sin(ω(u− v))W (v)φω(v) dv
∣∣∣ ≤
≤ 2 e−(u+h) ImωePω(u+h)
∫
(−∞,u0)
∣∣1[u,u+h](v)W (v)∣∣ dv ,
and the last integral goes to 0 as h → 0 by Lebesgue’s monotone convergence
theorem using the fact that W ∈ L1(−∞, u0). Hence (5.19) vanishes.
Alltogether we conclude that φω(u) is differentiable with derivative
φ′ω(u) = iωe
iωu +
∫ u
−∞
cos(ω(u− v))W (v)φω(v)dv , (5.20)
which is continuous on (−∞, u0) because of the estimate (5.17).
The estimate (5.9) is a simple consequence of (5.16) together with the per-
turbation expansion (5.6). For the proof of (5.10) we use the representation of
the derivative (5.20) together with the inequality (5.17):
∣∣φ′ω(u)− iωeiωu∣∣ ≤(5.20)
∫ u
−∞
| cos(ω(u− v))| |W (v)| |φω(v)|dv
≤
(5.17) ∫ u
−∞
1
2
(
e−u Imωev Imω + eu Imωe−v Imω
) |W (v)| e−v ImωePω(v) dv
≤ e−u ImωePω(u)
∫ u
−∞
|W (v)| dv ,
where in the last step we used the fact that Pω(v) and e
−v Imω (with Imω ≤ 0)
are monotone increasing. The estimates (5.11) as well as (5.12) are shown in
the same way.
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Let us now verify that for any fixed u, the function φω(u) is holomorphic
in ω, and continuous on the domains as specified in (i), (ii) and (iii). Due to
the locally uniform convergence of the perturbation series, it suffices to show
that every φ
(k)
ω (u) has the desired properties. We do this inductively, where
the case k = 0 is trivial. Let us now assume that φ
(k)
ω (u) is holomorphic in
E
◦
({ Imω < 12m}, respectively). In order to prove that φ
(k+1)
ω is holomorphic,
we want to apply Morera’s theorem. Thus we must show that φ
(k+1)
ω (u) is
continuous in ω and that the integral∮
γ
φ(k+1)ω (u) dω =
(5.7)
∮
γ
∫ u
−∞
1
ω
sin(ω(u− v))W (v)φ(k)ω (v) dv dω (5.21)
vanishes for every closed contour γ in E
◦
(or in case (iii), for every contour in
{ Imω < 12m}, respectively). Using the above estimates (5.14),(5.16) together
with the monotonicity of Pω(u) in u we get the following bound for the integrand∣∣∣ 1
ω
sin(ω(u− v))W (v)φ(k)ω (v)
∣∣∣ ≤
≤ |W (v)| 4|v|
1 + |ωv|e
−u Imω−v| Imω|−v Imω 1
k!
Pω(u)
k . (5.22)
Due to the induction hypothesis, the integrand is continuous in ω. Moreover,
for a compact neighborhood K(ω0) of a fixed ω0 contained in the specified
domains, (5.22) yields for the family 1ω sin(ω(u − v))W (v)φ
(k)
ω (v), ω ∈ K(ω0)
the uniformly dominating function
|W (v)| 4|v|
1 + |v|min |ω| e
−u Imω−v max(| Imω|+Imω) 1
k!
Pω(u)
k ,
where the minimum and the maximum are taken in K(ω0). This function is
integrable for K(ω0) chosen sufficiently small due to the integrability conditions
on W . This lets us apply Lebesgue’s dominated convergence theorem to show
the continuity in ω for φ
(k+1)
ω (u), which is given by the integral (5.7). Moreover,
(5.22) together with the continuity in ω of Pω(u) yield that the integral∮
γ
∫ u
−∞
∣∣∣ 1
ω
sin(ω(u− v))W (v)φ(k)ω (v)
∣∣∣ dv dω <∞
exists for an arbitrary closed contour γ in E
◦
(or { Imω < 12m}, respectively). By
the theorem of Fubini, we may interchange the orders of integration in (5.21).
Because of the induction hypothesis, the integrand of (5.21) on the right hand
side is holomorphic. Thus the integral vanishes due to the Cauchy integral
theorem. We conclude that φ
(k)
ω is holomorphic for every k. Since φω(u) is
holomorphic, the same argument together with equation (5.20) yields that φ′ω
is also holomorphic.
It remains to prove uniqueness. Let ψω(u) be another solution of the Jost
equation obeying lim
u→−∞
∣∣e−iωuψω(u)∣∣ < ∞. Then we can find a c > 0 with∣∣ψω(u)∣∣ ≤ ce−u Imω for all u ≤ u0. Then as above one shows inductively that
∣∣∣ψω(u)− N∑
l=0
φ(k)ω (u)
∣∣∣ ≤ c e−u Imω 1
(N + 1)!
Pω(u)
N+1 ,
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and taking N →∞ we obtain ψω = φω .
The uniqueness also implies that φ(ω, u) = φ(−ω, u), concluding the proof.
Remark 5.4. In order to treat the Schro¨dinger equation (4.2) with boundary
conditions at infinity (4.7), we derive the corresponding Jost equation with
boundary equations at +∞ using the same procedure as on page 11:
φω(u) = e
−iωu −
∫ ∞
u
1
ω
sin(ω(u− v))W (v)φω(v) dv . (5.23)
It is obvious that the solution φ˜ω(u) of the Jost equation with boundary
conditions at −∞ with potential W (−v) constructed in Theorem 5.2 gives rise
to a solution φω of (5.23) by defining φω(u) := φ˜ω(−u).
With the results of Theorem 5.2 it is now easy to prove Theorem 5.1:
Proof of Theorem 5.1. Let us apply Theorem 5.2 to the potential Vl(u) given
by (2.20), which is obviously a smooth function in u. Furthermore, it vanishes
on the event horizon 2M with the asymptotics Vl = O(r − 2M). Using the
definition of the Regge-Wheeler coordinate u (2.3), this means that Vl(u) decays
exponentially as u→ −∞. More precisely, there is a constant c > 0 such that
|Vl(u)| ≤ c e u2M for small u .
Theorem 5.2 (iii) yields for u ≤ u0 < 0 a solution φ1(ω, u) of the Jost equation
(5.5) with the desired properties. It remains to show that φ1 is also a solution
of the Schro¨dinger equation (4.2) for u ≤ u0. (Due to the Picard-Lindelo¨f
theorem, this solution of the linear equation can be uniquely extended to u ∈ R;
the resulting function is analytic in ω due to the analytical dependence in ω
from the coefficients and initial conditions.) But this follows immediately by
differentiating equation (5.20) and using that Vl ≡ W is smooth, so that the
whole integrand is at least differentiable with respect to v. We have then proven
the existence of φ´ω . For the uniqueness, we show that in our special case every
solution of (4.2) with boundary conditions (4.6) is a solution of (5.5). This can
be done by integration by parts: For let ψω(u) be such a solution. Then∫ u
−∞
1
ω
sin(ω(u− v))Vl(v)ψω(v) dv =
=
∫ u
−∞
1
ω
sin(ω(u− v))(∂2v + ω2)ψω(v) dv = ψω(u)− eiωu ,
where the remaining terms vanish due to the boundary conditions. Since we
know that the solution of the Jost equation is uniquely determined, this must
be also the case for the solution of the Schro¨dinger equation. Thus we have
proven part (i).
For the proof of (ii) we refer to Remark 5.4. In contrast to the expo-
nential decay at −∞, the potential Vl(u) has only polynomial decay at +∞.
More precisely, according to the definition of u, Vl(u) = O( l(l+1)u2 ) for l ≥ 1,
V0(u) = O(2Mu3 ), respectively, as u → ∞. Thus we can apply the analogs of
Theorem 5.2 (i), (ii), respectively. This gives the existence and uniqueness of
the solution φ`ω for the Schro¨dinger equation with the stated properties.
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When taking the limit ǫ ց 0 in Stone’s formula (4.11), the behavior of
φ`ω(u) at ω = 0 still causes problems. While in the case l = 0 we know from
Theorem 5.1 that φ`ω can be continuously extended there, we do not yet know
what happens for l 6= 0. The following theorem settles this problem by showing
that, after suitable rescaling, the solutions φ`ω have a well-defined limit at ω = 0:
Theorem 5.5. For every angular momentum number l, there is a solution φ0
of the Schro¨dinger equation (4.2) for ω = 0 with the asymptotics
lim
u→∞
ulφ0(u) = i
l 2
l
√
π
Γ(12 − l)
= (−i)l(2l − 1)!! , (5.24)
where
(2l − 1)!! :=
{
(2l − 1) · (2l− 3) · ... · 3 · 1 , if l 6= 0
1 , if l = 0 .
This solution can be obtained as a limit of the solutions from Theorem 5.1, in
the sense that for all u ∈ R,
φ0(u) = lim
E∋ω→0
ωlφ`ω(u) and φ
′
0(u) = lim
E∋ω→0
ωlφ`′ω(u) . (5.25)
Note that the above properties of the solution φ0 really coincide in the case
l = 0 with that of the solution φ`0 already constructed in Theorem 5.1 (ii).
For the proof of this theorem we use the same method as in the proof for
Theorem 5.1. However, the iteration scheme (5.7) does not work for l 6= 0 in
the limit ω → 0, because the integral
φ
(1)
0 (u) = −
∫ ∞
u
(u− v)Vl(v) dv
diverges (Vl(u) decays only quadratically at infinity for l 6= 0). We avoid this
problem by adding the leading asymptotic term of the potential Vl to the un-
perturbed equation,(
− d
2
du2
− ω2 + (l +
1
2 )
2 − 14
u2
)
φω(u) = −Wl(u)φω(u) . (5.26)
Now the perturbation term Wl(u) = Vl(u)− l(l+1)u2 has the asymptoticsWl(u) =
O( log uu3 ).
Fortunately, the unperturbed differential equation corresponding to (5.26)
can still be solved exactly. The solutions can be expressed in terms of Bessel
functions. For our further consideration, the two functions
h1(l, ω, u) =
√
πωu
2
Jl+ 12 (ωu) , h2(l, ω, u) =
√
πωu
2
J−l− 12 (ωu) (5.27)
play an important role. Here the function Jν(u) is the Bessel function of the
first kind (a good reference for the theory of the Bessel functions is [14]). It
solves Bessel’s differential equation
u2y′′(u) + uy′(u) + (u2 − ν2)y(u) = 0 .
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In addition, it is an analytic function in ν and u for all values of ν and u 6= 0
(if Re ν ≥ 0, it can be analytically extended even to u = 0). It has the series
expansion
Jν(u) =
∞∑
m=0
(−1)m
m!Γ(ν +m+ 1)
(u
2
)ν+2m
(5.28)
and the following asymptotics for |u| ≫ 1 (cf. [14] 7.21):
Jν(u) ∼
√
2
πu
[
cos
(
u− π
2
(
ν +
1
2
))
·
∞∑
m=0
(−1)m(ν, 2m)
(2u)2m
− sin
(
u− π
2
(
ν +
1
2
))
·
∞∑
m=0
(−1)m(ν, 2m+ 1)
(2u)2m+1
]
, (5.29)
where we have used the notation
(ν,m) :=
Γ
(
ν +m+ 12
)
m!Γ
(
ν −m+ 12
) .
Moreover, the derivatives satisfy the recurrence formulas
uJ ′ν(u) = uJν−1(u)− νJν(u) and
uJ ′ν(u) = νJν(u)− uJν+1(u) .
The Wronskian of the functions Jν , J−ν (which both solve the same differential
equation, since Bessel’s differential equation is symmetric in ν) is given by the
formula
w (Jν(u), J−ν(u)) = −2 sin(νπ)
πu
. (5.30)
This yields that these functions form a fundamental system for Bessel’s differ-
ential equation provided that ν is not an integer.
In our applications we choose ν = l + 12 . Thus the functions h1(l, ω, u) and
h2(l, ω, u) have the following asymptotics,
h1(l, ω, u) ∼


cos
(
ωu− (l + 1)π
2
)
, if |ωu| ≫ 1
√
π
Γ(32 + l)
(ωu
2
)l+1
, if |ωu| ≪ 1

 (5.31)
h2(l, ω, u) ∼


cos
(
ωu+ l
π
2
)
, if |ωu| ≫ 1
√
π
Γ(12 − l)
(ωu
2
)−l
, if |ωu| ≪ 1

 . (5.32)
Furthermore, the formula (5.30) for the Wronskian simplifies to
w
(
h1(l, ω, u), h2(l, ω, u)
)
= (−1)l+1ω , if l is an integer , (5.33)
and this yields that in the case ω 6= 0 the solutions h1, h2 form a fundamental
system.
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Thus for ω 6= 0 we take as the Green’s function for the operator on the left
hand side of (5.26) the standard formula
Sω(u, v) = Θ(v − u) 1
w(h1, h2)
(
h1(v)h2(u)− h1(u)h2(v)
)
, (5.34)
where h1/2(u) ≡ h1/2(l, ω, u) and Θ denotes the Heaviside function defined by
Θ(x) = 1 if x ≥ 0 and Θ(x) = 0 otherwise. Note that Sω is also well-defined in
the limit ω → 0. For this we use the asymptotics and the value of the Wronskian
and get for very small ω,
lim
ω→0
Sω(u, v) = lim
ω→0
(−1)l+1
ω
· πω
2Γ
(
3
2 + l
)
Γ
(
1
2 − l
) (vl+1u−l − ul+1v−l)
=
(−1)l+1π
2
(
1
2 + l
)
Γ
(
1
2 + l
)
Γ
(
1
2 − l
) (vl+1u−l − ul+1v−l) =
=
(−1)l+1π cos(πl)
(2l + 1)π
(
vl+1u−l − ul+1v−l) =
= − 1
2l+ 1
(
vl+1u−l − ul+1v−l) ,
where we have used some elementary properties of the Gamma function. This
also shows that the Green’s function converges to the Green’s function S0(u, v)
given by the above formula for the solutions ul+1, u−l of the unperturbed dif-
ferential operator on the left hand side of (5.26) for ω = 0.
We now proceed with the perturbation series ansatz
φω(u) =
∞∑
m=0
φ(m)ω (u) , (5.35)
which, as at the beginning of this section, leads to the iteration scheme
φ(m+1)ω (u) = −
∫ ∞
u
Sω(u, v)Wl(v)φ
(m)
ω (v) dv . (5.36)
As initial function we take
φ(0)ω (u) = ω
le−i(l+1)
pi
2
√
πωu
2
H
(2)
l+ 12
(ωu) ,
where H
(2)
ν is another solution of Bessels equation (called Bessel function of the
third kind or second Hankel function). It is related to Jν by
H(2)ν (u) =
J−ν(u)− eνπiJν(u)
−i sin(νπ) ,
and has for large |u| the asymptotics
H(2)ν (u) ∼
√
2
πu
e−i(u−
1
2π(ν+
1
2 ))
∞∑
m=0
(ν,m)
(2iu)m
. (5.37)
Thus our intial function φ
(0)
ω (u) solves the unperturbed equation, and we have
the relation
φ(0)ω (u) = ω
l
(
(−i)l+1h1(l, ω, u) + ilh2(l, ω, u)
)
(5.38)
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together with the asymptotics
φ(0)ω (u) = ω
le−iωu
(
1 +O
(
1
u
))
, if |u| ≫ 1 . (5.39)
Moreover, the function φ
(0)
ω converges in the limit ω → 0 pointwise for all
u ≥ u0 > 0:
lim
ω→0
φ(0)ω (u) = i
l
√
π
Γ
(
1
2 − l
) (u
2
)−l
. (5.40)
Since we are interested in statements for ω = 0, it is convenient in what follows
to restrict ω to the domain
F := {ω ∈ C
∣∣ Imω ≤ 0, |ω| ≤ 1} .
The following lemma yields that our perturbation series (5.35) is well-defined.
Lemma 5.6. For every u0 > 0, the iteration scheme (5.35),(5.36),(5.38) con-
verges locally uniformly for all u ≥ u0 and ω ∈ F . In particular, the functions
φω(u) are for fixed u a continuous family in ω ∈ F . They satisfy the integral
equation
φω(u) = φ
(0)
ω (u)−
∫ ∞
u
Sω(u, v)Wl(v)φω(v) dv . (5.41)
Proof. In order to prove the lemma, we need to derive good bounds for the
initial function φ
(0)
ω (u) as well as for the Green’s function Sω(u, v). To this end,
we exploit the asymptotics of h1, h2. We thus obtain the bound
1
C1
≤ |φ(0)ω (u)|e−u Imω
(
u
1 + |ω|u
)l
≤ C1 . (5.42)
Likewise, for the Green’s function we have (note that v ≥ u > 0),
|Sω(u, v)| ≤ C2
(
u
1 + |ω|u
)−l(
v
1 + |ω|v
)l+1
, if |ωv| ≪ 1
and
|Sω(u, v)| ≤ C3 v
1 + |ω|v e
v| Imω|+u Imω , if |ωu| ≫ 1.
The last inequality follows from the asymptotics
|Sω(u, v)| ∼
∣∣∣ 1
ω
sin(ω(u− v))
∣∣∣, if |ωu| ≫ 1 ,
in the same way as the second inequality of Lemma 5.3. Combining these cases
we find a constant such that
|Sω(u, v)| ≤ C4
(
u
1 + |ω|u
)−l(
v
1 + |ω|v
)l+1
ev| Imω|+u Imω . (5.43)
Hence defining the function Qω by
Qω(u) := C4
∫ ∞
u
v
1 + |ω|v |Wl(v)| dv , (5.44)
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which is well-defined for all ω ∈ F and u ≥ u0 > 0 due to the asymptotic of Wl,
it is straightforward to show inductively (cf. proof of Theorem 5.2) that for all
m ∈ N ∣∣φ(m)ω (u)∣∣ ≤ C1
(
u
1 + |ω|u
)−l
eu Imω
Qω(u)
m
m!
. (5.45)
Now we proceed exactly as in the proof of Theorem 5.2, where the inequal-
ity (5.45) can be considered as the analogue of (5.16). It follows that the
series (5.35) converges locally uniformly in ω and u and satisfies the integral
equation (5.41). Furthermore, one shows inductively applying Lebesgue’s domi-
nated convergence theorem, that for fixed u each φ
(m)
ω (u) depends continuously
of ω ∈ F . It follows that the same is true for the series due to local uniform
convergence.
We are now ready to prove Theorem 5.5:
Proof of Theorem 5.5. According to Lemma 5.6, our perturbation series (5.35)
satisfies the integral equation (5.41). Using the recurrence formulas for the
derivatives of Jν(u), one obtains
h′1(l, ω, u) = −
l
u
h1(l, ω, u) + ωh1(l − 1, ω, u),
h′2(l, ω, u) = −
l
u
h2(l, ω, u)− ωh2(l − 1, ω, u) , respectively.
This allow us to estimate the behavior of ∂uSω(u, v). Exactly as for Sω(u, v),
we obtain the following asymptotic formulas,
|∂uSω(u, v)| ≤ C5
(
u
1 + |ω|u
)−l−1 (
v
1 + |ω|v
)l+1
ev| Imω|+u Imω .
Following the same arguments of the proofs of Theorems 5.1 and 5.2, and com-
bining them with the above estimates and asymptotic formulas we now have
the following results:
1) One can differentiate φω(u) with respect to u, and φ
′
ω(u) is given by
φ′ω(u) =
(
φ(0)ω
)′
(u)−
∫ ∞
u
∂uSω(u, v)Wl(v)φω(v) dv .
In particular, Lebesgue’s dominated convergence theorem yields that for
fixed u, φ′ω(u) is continuous in ω ∈ F .
2) φω(u) and φ
′
ω(u) obey the following estimates,
|φω(u)− φ(0)ω (u)| ≤ C1
(
u
1 + |ω|u
)−l
eu Imω
(
eQω(u) − 1
)
∣∣φ′ω(u)− (φ(0)ω )′ (u)∣∣ ≤ C5
(
u
1 + |ω|u
)−l−1
eQω(u0)eu Imω
∫ ∞
u
v|Wl(v)|dv .
Thus φω(u) ∼ ωle−iωu and φ′ω(u) ∼ −iωl+1e−iωu as u→∞.
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3) Differentiating φω(u) twice with respect to u shows that φω(u) is a solu-
tion of the Schro¨dinger equation (4.2) for all u ≥ u0. Furthermore, from
the asymptotics at infinity combined with the uniqueness statement in
Theorem 5.1, we know that
φω(u) = ω
lφ`ω(u) , if ω 6= 0, u ≥ u0 . (5.46)
Obviously, this extends to all u ∈ R.
Thus we have proven the continuity statement (5.25) for all u ≥ u0. On the
other hand, we know from the Picard-Lindelo¨f theorem that for u on compact
intervals, the solutions depend continuously on ω. This yields (5.25) for all
u ∈ R.
Finally, the asymptotics (5.24) is a simple consequence of (5.40).
6 An Integral Spectral Representation
In the previous section we derived some regularity results for the solutions φ´ω
and φ`ω. We already know (cf. Section 4) that these solutions are a system of
fundamental solutions of the Schro¨dinger equation (4.2) in the cases Imω < 0
and Imω > 0, respectively. Thus the Wronskian w(φ´ω , φ`ω) is non-vanishing in
these regions, which implies that the integral kernel kω(u, v) of the resolvent is
well defined. Since our next goal is to get the limit in (4.11), we prove in the
next lemma that the continuous extension of the solutions φ´ω, φ`ω to the real
axis again yields a system of fundamental solutions. More precisely,
Lemma 6.1. The Wronskian w(φ´ω , φ`ω) does not vanish for ω ∈ R \ {0}. In
particular, φ´ω , φ`ω are fundamental solutions for the Schro¨dinger equation (4.2).
In addition, this remains true for the solutions φ´0 and φ0 in the case ω = 0.
Proof. Let us begin with the statement for φ´0, φ0:
For ω = 0, the solutions φ´0(u), φ0(u) have the asymptotics
lim
u→−∞
φ´0(u) = 1 and lim
u→∞
ulφ0(u) = (−i)l(2l − 1)!! .
Looking at the construction of these solutions, one sees that φ´0 is a real solution,
while φ0 is either purely real or imaginary (depending on the value of l). The
Schro¨dinger equation for ω = 0 reduces to φ′′(u) = Vl(u)φ(u) with a everywhere
positive potential Vl. Hence, exploiting the special asymptotics, the solution φ´0
is convex and Reφ0 ( Imφ0, respectively) is either convex or concave depending
on l. In any case, we see that φ´0 and φ0 are linearly independent, and thus
w(φ´0, φ0) 6= 0.
In order to prove the main part of the Lemma, we consider a complex solu-
tion z = z1 + iz2 of the Schro¨dinger equation, where {z1, z2} is a fundamental
system of real solutions, especially w(z1, z2) ≡ c 6= 0. Setting y = z′z , a simple
computation shows that
Im y =
w(z1, z2)
|z|2 ,
where the right hand side is well defined because w(z1, z2) 6= 0 implies that
|z| 6= 0 everywhere. As a consequence, we have Im y 6= 0 everywhere. Thus it
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follows that for all u either Im y(u) > 0 or < 0, due to the continuity of the
solution z in u.
Applying this result to the solutions φ´ω and φ`ω, respectively, and exploiting
their asymptotics, one sees that Im y´ω(u) and Im y`ω(u) have different signs for
all u. Therefore,
w(φ´ω , φ`ω) = φ´ω(u)φ`
′
ω(u)− φ´′ω(u)φ`ω(u) = φ´ω(u)φ`ω(u)
(
y`ω(u)− y´ω(u)
) 6= 0 .
As a consequence we have the following
Corollary 6.2. The function sω(u, v) given by (4.9) is continuous in (ω, u, v)
for ω ∈ { Imω ≤ 0}, (u, v) ∈ R2.
Proof. We already know that for fixed u0 < 0, φ´ω(u0) is continuous in ω on
{ Imω ≤ 0}. Thus as solutions of the linear differential equation (4.2), which
depends analytically on ω and smooth on u, the family φ´ω(u) is (at least)
continuous in (ω, u) in the region { Imω ≤ 0} × R. Analogously this holds for
ωlφ`ω(u) according to Theorems 5.1 and 5.5. Since sω(u, v) is invariant if we
substitute ωlφ`ω(u) for φ`ω(u), the preceding lemma yields the claim.
Note that the corollary is also true if ω is in the upper half plane. The
essential statement in this corollary is that one can extend sω(u, v) continuously
in ω up to the real axis.
¿From the definitions (5.1) and (5.2), we have for ω ∈ { Imω 6= 0} the
relations
sω(u, v) = sω(u, v) , hence kω(u, v) = kω(u, v) .
This allows us to simplify the expression (4.11). Evaluating for fixed u the right
hand side of (4.11) we obtain for any Ψ ∈ H as well as for any bounded interval
[a, b] ⊆ R
lim
ǫց0
− 1
π
∫ b
a
(∫
R
Im
(
kω−iǫ(u, v)
)
Ψ(v)dv
)
dω .
According to the above corollary, we know that Im kω(u, v) is continuous in
(ω, u, v) for ω ∈ { Imω ≤ 0}, (u, v) ∈ R2. Thus, if we restrict Ψ to the dense set
C∞0 (R)
2, we integrate a continuous integrand over a compact interval. Hence,
considering the limit as a pointwise limit for any u, we may interchange the
limit and integration. Thus for any Ψ ∈ C∞0 (R)2, [a, b] ⊂ R bounded and u the
right hand side of (4.11) converges pointwise to
− 1
π
∫ b
a
(∫
supp ψ
Im
(
kω(u, v)
)
ψ(v)dv
)
dω .
Hence, together with the norm convergence in (4.11), the spectral projections
of H are for every u described by the formula
1
2
(
P[a,b] + P(a,b)
)
Ψ(u) = − 1
π
∫ b
a
(∫
supp ψ
Im
(
kω(u, v)
)
ψ(v)dv
)
dω . (6.1)
In particular, this representation yields that P[a,b] ≡ P(a,b).
As an immediate consequence we have the following
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Corollary 6.3. The spectrum σ(H) of the operator H is absolutely continuous,
i.e. σ(H) ≡ σac(H).
Proof. The corollary is equivalent to the statement that the spectral measure
〈Ψ, dPωΨ〉 of any Ψ ∈ H is absolutely continuous. This is clear by (6.1) for
any Ψ ∈ C∞0 (R)2. But since this subset is dense, this also holds on the whole
Hilbert space H .
Next we want to write the integrand in (6.1), i.e.
∫
suppΨ
... dv, in a more
compact way. We first note that for real ω the complex conjugates of φ´ω and
φ`ω are again solutions of (4.2). Hence, for any ω ∈ R \ {0} the pair
{
φ´ω , φ´ω
}
forms a fundamental system for this equation due to the boundary conditions.
Thus we can express φ`ω as a linear combination of φ´ω and φ´ω ,
φ`ω(u) = λ(ω)φ´ω(u) + µ(ω)φ´ω(u) (ω ∈ R \ {0}) ,
where λ and µ are referred to as transmission coefficients. The Wronskian of
φ´ω and φ`ω can be expressed by
w
(
φ´ω, φ`ω
)
= µ(ω)w
(
φ´ω, φ´ω
)
= −2iωµ(ω) ,
where in the last step we used the asymptotics (4.6). Moreover, we introduce
the real fundamental solutions
φ1ω(u) = Re φ´ω(u) , φ
2
ω(u) = Im φ´ω(u)
and denote the corresponding eigenvectors of the Hamiltonian H by
Φaω(u) = (φ
a
ω(u), ωφ
a
ω(u))
T .
Using the above definitions, a short calculation shows that for ω 6= 0 we can
express the imaginary part of the Green’s function sω(u, v) by
Im sω(u, v) = − 1
2ω
2∑
a,b=1
tab(ω)φ
a
ω(u)φ
b
ω(v) , (6.2)
where the coefficients tab(ω) are given by
t11(ω) = 1 + Re
(
λ
µ
(ω)
)
, t12(ω) = t21(ω) = − Im
(
λ
µ
(ω)
)
,
t22(ω) = 1− Re
(
λ
µ
(ω)
)
. (6.3)
Since we know that Im sω(u, v) is continuous for ω ∈ R and the expression (6.2)
holds for all ω ∈ R \ {0}, it extends to ω = 0. With (6.2), the integrand in (6.1)
can be written as
− 1
2ω
( ∫
suppΨ
2∑
a,b=1
tab(ω)φ
a
ω(u)φ
b
ω(v)
(
ω 1
ω2 ω
)
Ψ(v)dv
)
=
= − 1
2ω2
2∑
a,b=1
tab(ω)Φ
a
ω(u)
( ∫
suppΨ
ω2φbω(v)ψ1(v) + ωφ
b
ω(v)ψ2(v) dv
)
,
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where the ψi denote the two components of Ψ.
Since φbω(u) solves the Schro¨dinger equation (4.2), it satisfies the relation( − ∂2v + Vl(v))φbω(v) = ω2φbω(v). Using this and integrating by parts, this
simplifies to
− 1
2ω2
2∑
a,b=1
tab(ω)Φ
a
ω(u)
〈
Φbω,Ψ
〉
. (6.4)
(Note that in this case the energy scalar product of Φbω and Ψ is well defined,
because Ψ has compact support. Whereas in general this does not exist for
arbitrary Ψ ∈ H , due to the fact that Φbω /∈ H .)
With (6.4), we now obtain a more compact representation for the spectral
projections. Moreover, we can use (6.4) to express the solution operators e−itH .
Proposition 6.4. Consider the Cauchy Problem (2.23) for compactly supported
smooth initial data Ψ0 ∈ C∞0 (R)2. Then the solution has the integral represen-
tation
Ψ(t) = e−itHΨ0 =
=
1
2π
∫
R
e−iωt
1
ω2
2∑
a,b=1
tab(ω)Φ
a
ω
〈
Φbω,Ψ0
〉
dω . (6.5)
Here the integral converges in norm in the Hilbert space H .
Proof. We use the following variation of Stone’s formula to obtain for any
bounded interval (c, d) ⊆ R
1
2
e−itH
(
P[c,d] + P(c,d)
)
Ψ
= lim
ǫց0
∫ d
c
e−iωt
[
(H − ω − iǫ)−1 − (H − ω + iǫ)−1]Ψ dω ,
where the limit is with respect to the norm of H . Since we know that
P[c,d] ≡ P(c,d), it follows that this expression is equal to e−itHP(c,d)Ψ. Us-
ing the explicit formula for the resolvent, for every u ∈ R the right hand side is
equal to
lim
ǫց0
− 1
π
∫ d
c
e−iωt
(∫
R
Im
(
kω−iǫ(u, v)
)
Ψ(v)dv
)
dω . (6.6)
Due to the continuity of the imaginary part of the kernel kω(u, v), we may take
for Ψ0 ∈ C∞0 (R)2 and (c, d) bounded the pointwise limit for any u ∈ R. Hence,
using (6.4) we can simplify (6.6) to
1
2π
∫ d
c
e−iωt
1
ω2
2∑
a,b=1
tab(ω)Φ
a
ω(u)
〈
Φbω,Ψ0
〉
dω ,
and together with the norm convergence it follows that this term is equal to
e−itHP(c,d)Ψ0(u). Using the abstract spectral theorem and that e
−itH is a
unitary operator, it is clear that e−itHP(−n,n)Ψ0 → e−itHΨ0 in norm as n →
∞.
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This proposition extends to the following theorem.
Theorem 6.5. For any fixed u ∈ R the integrand in the representation (6.5) is
in L1(R,C2) as a function of ω. In particular, the representation (6.5) of the
solutions holds pointwise for every u ∈ R, i.e.
Ψ(t, u) =
1
2π
∫
R
e−iωt
1
ω2
2∑
a,b=1
tab(ω)Φ
a
ω(u)
〈
Φbω,Ψ0
〉
dω . (6.7)
Moreover, for u fixed, the function Ψ(t, u) vanishes as t→∞.
Proof. Since we know that the integrand is continuous in ω, it is in L1([a, b],C2)
for any bounded interval [a, b]. Thus it remains to analyze the integrand for large
|ω|.
To this end, we must investigate the asymptotic behavior of the fundamental
solutions φ´ω and φ`ω in ω. We constructed these solutions with the iteration
scheme (5.7) as solutions of the Jost equation. For the proof of this, the estimate
(5.14) played an essential role. Since in this case we consider real ω with |ω| ≫ 1,
we can use the simple estimate
∣∣ 1
ω sin(ω(u− v))
∣∣ ≤ 1|ω| instead of (5.14), which
now holds for every u, v ∈ R. Thus, proceeding exactly in the same way as in
the proof of Theorem 5.2, we now obtain the following estimates for the several
terms in the series expansion (5.6)
∣∣φ(k)ω (u)∣∣ ≤ 1k! Pˆω(u)k , where Pˆω(u) :=
∫ u
−∞
1
|ω|Vl(v)dv ,
for any k ∈ N and u ∈ R. Thus the solution φ´ω(u) (ω 6= 0) is given for all u ∈ R
by this series expansion and obeys the uniform bound∣∣φ´ω(u)− eiωu∣∣ ≤ ePˆω(u) − 1 ≤ e 1|ω| ‖Vl‖L1 − 1 ,
since Vl ∈ L1(R). In particular,
∣∣φ´ω(u)∣∣ ≤ 1 +O
(
1
|ω|
)
for |ω| ≫ 1 . (6.8)
Next we investigate the ω-dependence of
〈
Φbω,Ψ0
〉
. We integrate by parts to
obtain
〈
Φbω,Ψ0
〉
=
∫
suppΨ0
φbω(v)
(
ωψ2(v)− ψ1(v)′′ + Vl(v)ψ1(v)
)
dv ,
where Ψ0 = (ψ1, ψ2)
T (note that the boundary terms drop out, because Ψ0 ∈
C∞0 (R)
2). Since φbω(u) is a solution of the Schro¨dinger equation (4.2), we sub-
stitute 1ω2
(−φbω(u)′′ + Vl(u)φbω(u)) for φbω(u) and integrate by parts twice,
=
1
ω2
∫
suppΨ0
φbω
(− (ωψ2 − ψ′′1 + Vlψ1)′′ + Vl(ωψ2 − ψ′′1 + Vlψ1))dv .
We can now iterate this procedure as often as we like due to the fact that
Ψ0 ∈ C∞0 (R)2 and Vl ∈ C∞(R). Thus using the bound (6.8), we obtain arbitrary
polynomial decay in ω for
〈
Φbω,Ψ0
〉
.
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Thus it remains to control the coefficients tab(ω) for large |ω|. According to
the definition of the transmission coefficients λ(ω) and µ(ω), they satisfy the
following relations,
w(φ`ω , φ´ω) = 2iµ(ω) and w(φ`ω , φ´ω) = 2iλ(ω) .
In order to calculate the Wronskians, we substitute the Jost integral equations
(5.5),(5.23) for φ´ω and φ`ω, respectively, as well as the corresponding integral
equations for the derivatives (for instance (5.20) in the case φ´ω) and obtain
immediately
µ(ω) = 1 +O
(
1
ω
)
, λ(ω) = O
(
1
ω
)
.
Hence the coefficients tab(ω) remain (at least) bounded, according to their def-
inition (6.3).
We conclude that the integrand in (6.7) is in L1(R,C2) as a function of
ω. Thus the right hand side in the integral representation (6.5) converges also
pointwise and, together with the norm convergence, (6.7) follows.
Since for u fixed, Ψ(t, u) is a Fourier transform of a L1 -function, the
Riemann-Lebesgue lemma applies. Hence Ψ(t, u) vanishes as t→∞.
In the next step we extend this proposition to the Cauchy problem (2.6).
Theorem 6.6. Consider the Cauchy problem (2.6) for smooth and compactly
supported initial data. Then there exists a unique smooth solution, which is
compactly supported for all times.
Moreover, decomposing the initial data Ψ0 into spherical harmonics, the so-
lution has the representation
Ψ(t, u, ϑ, ϕ) =
∞∑
l=0
∑
|m|≤l
e−itHlΨlm0 (u)Ylm(ϑ, ϕ) . (6.9)
Proof. For the existence and uniqueness of such a solution we apply the theory
of linear symmetric hyperbolic systems (cf. [13]). Since the equation in (2.6)
is defined on R × R × S2 we have to work in local coordinates for S2. We
demonstrate the idea in the chart
(
U, (ϑ, ϕ)
)
, where U is an open, relative
compact subset of S2 such that (ϑ, ϕ) are well defined on U .
Letting Φ = (∂tψ, ∂uψ, ∂cosϑψ, ∂ϕψ, ψ)
T we can write the equation as the
first order system
A0∂tΦ+A
1∂uΦ +A
2∂cosϑΦ+A
3∂ϕΦ+BΦ = 0 ,
where the matrices Ai, B are given by
A0 = diag
(
1, 1,
(
1− 2M
r
)
1
r2
sin2,
(
1− 2M
r
)
1
r2
1
sin2 ϑ
, 1
)
,
A1 = (a1ij) , with a
1
12 = a
1
21 = −1 ,
A2 = (a2ij) , with a
2
13 = a
2
31 = −
(
1− 2M
r
)
1
r2
sin2 ϑ ,
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A3 = (a3ij) , with a
3
14 = a
3
41 = −
(
1− 2M
r
)
1
r2
1
sin2 ϑ
,
B = (bij) , with b13 =
(
1− 2M
r
)
1
r2
2 cosϑ ,
b15 =
(
1− 2M
r
)
2M
r3
, b51 = −1 ,
and all other coefficients vanish. By multiplying this system with
(
1− 2Mr
)−1
r2,
we obtain a linear symmetric hyperbolic system on R×R×U in the sense that
the Ai are symmetric and A0 is uniformly positive definite on R × R × U .
Since the initial data Ψ0 has compact support, we can restrict the system to
R × V × U , where V ⊆ R is an open, relative compact set with suppΨ0 ⊆ V .
Considering the system on this domain, the matrices Ai, B remain uniformly
bounded. Since we can cover S2 by a finite number of such charts, the theory
of symmetric hyperbolic systems yields an ǫ1 > 0 such that there is unique and
smooth solution ψ(t, u, x) for all t < ǫ1 on R× V × S2 with initial data Ψ0.
Moreover, this solution has finite propagation speed, which is independent
of u (this is physically clear from causality; it follows mathematically by con-
sidering lens-shaped regions for our symmetric hyperbolic systems). Thus there
exists an ǫ > 0 (possibly smaller than ǫ1) such that the solution ψ(t, u, x) has
compact support in V × S2 for all times t ≤ ǫ. Iterating this argument for the
Cauchy problem with initial data (ψ(ǫ, u, x), i∂tψ(ǫ, u, x)) (and choosing V ⊆ R
sufficiently large), we get a unique and smooth solution ψ(t, u, x) with compact
support for all t ≤ 2ǫ and so forth. Thus we have proven the existence of a
global solution ψ(t, u, x) ∈ C∞(R × R × S2) which is unique and compactly
supported for all times t.
In order to prove the representation (6.9), we consider the restriction of the
solution Ψ(t, u, x) = (ψ(t, u, x), i∂tψ(t, u, x))
T of the Cauchy problem (2.12) in
Hamiltonian form to fixed modes l,m
Ψlm(t, u)Ylm(ϑ, ϕ) = 〈Ψ(t, u), Ylm〉L2(S2)Ylm(ϑ, ϕ) .
Then Ψlm(t, u)Ylm(ϑ, ϕ) is a solution of (2.12) with initial data Ψ
lm
0 (u)Ylm(ϑ, ϕ),
which is smooth and compactly supported. Thus Ψlm(t, u) is a solution of the
Cauchy problem (2.23), and due to the uniqueness of such solutions
Ψlm(t, u) = e−itHlΨlm0 (u) .
Now the uniqueness of the decomposition into spherical harmonics yields (6.9).
We are now ready to prove our main theorem.
Proof of Theorem 1.1. The existence and uniqueness of solutions of the Cauchy
problem follow directly from Theorem 6.6 after the substitution φ = rψ. Thus
it remains to show the pointwise decay.
The conserved energy for solutions which are compactly supported for all
times t implies that for every t
‖Ψ(t, u, ϑ, ϕ)‖2 = ‖Ψ0(u, ϑ, ϕ)‖2 =
∞∑
l=0
∑
|m|≤l
‖Ψlm0 (u)‖2l ,
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where for the second equation we used the isometry (2.21). Hence, defining
ΨL(t, u, ϑ, ϕ) :=
∞∑
l=L
∑
|m|≤l
Ψlm(t, u)Ylm(ϑ, ϕ) ,
we can find for every ǫ > 0 a number L0 such that
‖ΨL0(t, u, ϑ, ϕ)‖2 =
∞∑
l=L0
∑
|m|≤l
‖Ψlm0 (u)‖2l < ǫ .
Let us now consider the Cauchy problem (2.6) with initial data
HΨ0 =
∞∑
l=0
∑
|m|≤l
(HlΨ
lm
0 )Ylm .
Obviously, this data is also smooth and compactly supported and thus gives rise
to the solution
∞∑
l=0
∑
|m|≤l
(
e−itHlHlΨ
lm
0
)
Ylm =
∞∑
l=0
∑
|m|≤l
(
Hle
−itHlΨlm0
)
Ylm = HΨ ,
where in the second equation we again used the uniqueness of the decomposition
into spherical harmonics. Thus for every ǫ > 0 there is a L1 (without restriction
≥ L0) such that
‖HΨL1(t)‖ < ǫ , for all times t .
Proceeding inductively, we find for every number N and for every ǫ > 0 a
number LN such that
‖HnΨLN (t)‖ < ǫ , for all t and n ≤ N .
Let K ⊆ R× S2 be an arbitrary compact subset with smooth boundary. Then,
due to the definition of the energy, there exists a constant C0(K) > 0 such that
for ΨLN = (ψLN1 , ψ
LN
2 )
T ,
‖ψLN1 ‖H1(K) + ‖ψLN2 ‖L2(K) ≤ C0(K)‖ΨLN‖ .
Applying the same argument to HΨLN = (ψLN2 , Aψ
LN
1 )
T , where A is the dif-
ferential operator given by (2.14), there is a C1(K) > 0 such that
‖AψLN1 ‖L2(K) + ‖ψLN2 ‖H1(K) ≤ C1(K)‖HΨLN‖ .
Since the differential operator A is of the form A = −∆ + X , where X is a
first order differential operator, it is in particular a second order elliptic partial
differential operator. Thus, for u ∈ C∞(R×S2) and for each U ⊂⊂ V ⊂⊂ R×S2
(⊂⊂ denotes relative compact) there is an estimate (cf. [15, p.379 (11.3)])
‖u‖Hk+2(U) ≤ C‖Au‖Hk(V ) + C‖u‖Hk+1(V ) for all k ≥ 0.
It follows that there exist new constants C0(K), C1(K) such that
‖ψLN1 ‖H2(K) + ‖ψLN2 ‖H1(K) ≤ C0(K)‖ΨLN‖+ C1(K)‖HΨLN‖ .
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Iterating this inequality, we obtain constants C0(K), ..., Ck(K) such that
‖ψLN1 ‖Hk+1(K) + ‖ψLN2 ‖Hk(K) ≤
k∑
n=0
Cn(K)‖HnΨLN‖ .
In particular, for every ǫ > 0 there is a number L such that
‖ΨL(t)‖H2(K) < ǫ for all t .
Thus the Sobolev embedding theorem yields (possibly after enlarging L)
‖ΨL(t)‖L∞(K) < ǫ for all t .
Furthermore, due to the pointwise decay for fixed modes l,m which was shown
in Theorem 6.5, we can find for any ǫ > 0 and (u, x) ∈ R × S2 a time t0 and a
number L such that for the solution Ψ(t, u, x) of the Cauchy problem (2.6),
|Ψ(t, u, x)| ≤
L−1∑
l=0
∑
|m|≤l
|Ψlm(t, u)Ylm(x)| + |ΨL(t, u, x)| < ǫ for all t ≥ t0 .
Since φ = rψ, this concludes the proof.
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