Abstract. We give a general method to construct MDS one-dimensional convolutional codes. Our method generalizes previous constructions [5] . Moreover we give a classification of one-dimensional Convolutional Goppa Codes and propose a characterization of MDS codes of this type.
Introduction
One of the main problems in coding theory is the construction of codes with a large distance, such as so-called MDS codes.
The aim of this paper is to give a very general method to construct onedimensional MDS convolutional codes using the techniques developed in our previous papers [1, 2, 3] .
In Section 1 we give a general introduction to convolutional codes, reformulated in terms that enables a good understanding of the choices of the generator matrices and the submodules generated by them. The treatment is fairly selfcontained, with only a few references for proofs of certain statements. Moreover, a characterization of one-dimensional MDS convolutional codes in terms of their associated block linear codes is given (Theorem 1.11).
In Section 2 we describe the notion of Convolutional Goppa Code, introduced in [1] and [2] and we recall the construction of convolutional Goppa codes over the projective line. We use this construction in Section 3 to give families of examples of one-dimensional convolutional Goppa codes; moreover, we prove, using Theorem 1.11, that they are MDS. This is the main result in this paper. The examples constructed in [5] are particular cases of ours.
Finally, we give in Section 3.1 a classification of one-dimensional convolutional Goppa codes defined over the projective line, which could give rise to a characterization of MDS convolutional Goppa codes of dimension one.
Convolutional codes
Given a finite field F q , representing the symbols in which an information word u ∈ F k q is written, each k × n matrix of rank k with entries in F q defines an injective linear map F whose image subspace is the linear code C = Im G ⊆ F n q of length n, dimension k, and rate k/n. G is called a generator matrix of the code, and G ′ is another generator matrix of the code if there exists an element B ∈ GL(k, F q ) such that
In practical applications, the codification process is not limited to a single word, but to a sequence of information words depending on time, u t ∈ F k q , t ≥ 0, which after the codification are transformed into the sequence of codified words x t = u t G and x t at the instant t depends only on the information word u t at the same instant t.
The basic idea of convolutional codification is to allow x t to depend not only on u t but also on u t−1 , . . . , u t−m for some positive integer m, which is the memory of the code. If one denotes a sequence of words as a polynomial vector u(z) = t=0 u t z t ∈ F q [z] k and the product by z i as a delay operator,
and one says that the image submodule is a convolutional code,
n , of length n and dimension k, and that G is a generator matrix of C. One can then define a rate k/n convolutional code C as a submodule of rank k of
n . If we allow the possibility of performing feedback, then we can reverse the delay and define convolutional codification over the field of fractions,
n . The integers (n, k) are called, respectively, the length and dimension of the convolutional code.
Each generator matrix G of C with entries in F q (z) defines an injective linear encoding map:
Given two generator matrices G and G ′ of the convolutional code C, there exists an element B ∈ GL(k,
then their image submodules, as morphisms of
although, they may be different: Im G = Im G ′ . Thus, we are interested in polynomial generator matrices that define the same submodule. The family of the polynomial generator matrices called basic ( [4] , [6] ), satisfies this property.
Basic generator matrices. Degree of a convolutional code.
Let C ⊆ F q (z) n be a (n, k) convolutional code.
is basic if any of the following equivalent conditions are satisfied:
(1) The quotient module
The invariant factors of G are all equal to one. (3) The greatest common divisor of the order k minors of G is equal to one.
The existence of basic matrices for all convolutional codes was proved in a constructive way by Forney [4] , using the Smith algorithm for the computation of invariant factors ( [3] ,Theorem 11.16).
n be two polynomial generator matrices of C. One has:
(1) If G is basic and
that is, basic generator matrices define the same submodule. One can now consider an invariant associated with the code, namely, the degree of the code, which is defined as follows: Definition 1.5. The degree δ of a convolutional code C is δ = δ G , where G is any basic encoder of C.
Minimal basic generator matrices. Canonical matrices.
In the implementation of convolutional codes as physical devices it is convenient to find minimal encoders, in the sense that the corresponding circuit will have the minimum possible quantity of memory boxes. The formalization of the concept of minimality can be expressed in terms of the degree δ of the code.
If G is a polynomial generator matrix of C, one denotes by deg G the sum of its row degrees. 
These basic generator matrices were called minimal basic matrices by Forney [4] or canonical matrices by McEliece [6] .
Dual code. Control matrix.
Given an (n, k)-convolutional code C ⊆ F q (z) n , the dual code is the F q (z)-subspace defined by
with respect to the pairing
, where x(z) = (x 1 (z), . . . , x n (z)) and y(z) = (y 1 (z) , . . . , y n (z)) are in F q (z) n .
Theorem 1.7. ([3] ,Theorem 11.28 ) C ⊥ is an (k, n − k) convolutional code with the same degree as C.
One defines a control matrix for C as a n − k × n generator matrix H of its dual code C ⊥ .
Weights and Free Distance.
The (Hamming) weight of a vector x = (x 1 , . . . , x n ) ∈ F n q is given by w(x) = #{i | x i = 0} and the (Hamming) distance between x, y ∈ F n q is defined as the weight w(y − x).
In the case of convolutional codes, one needs an analogous notion for polynomial vectors
n as a polynomial with vector coefficients,
then one can define a natural notion of weight in convolutional coding theory as folows:
In particular, if the degree of the code is zero, C is a linear code and the (free) distance is the (minimum) distance as linear code.
One says that a linear code C(n, k) is MDS if its Hamming distance attains the Singleton bound n − k + 1. Analogously one has: Definition 1.10. A convolutional code is MDS if its free distance d free attains the generalized Singleton bound [7] ; that is,
where n, k and δ are respectively the length, dimension and degree of the convolutional code, C(n, k, δ).
In order to compute the free distance of a one-dimensional convolutional code C(n, 1, δ) in terms of the polynomial decomposition of a canonical generator matrix
it is usefull to know the Hamming weights of the linear codes G j , and of the linear 
Proof. Note first that since
 has rank δ + 1 and n columns, one has δ < n.
The polynomial codewords of the code C(n, 1, δ) have the form p j (z)G, where
is a polynomial of degree j. Thus, p j (z) = a 0 +a 1 z +a 2 z 2 +· · ·+a j z j , with a j = 0. Moreover, since the weight does not change as we multiply by z, we can assume that a 0 = 0.
The polynomial coefficients of the codeword p j (z)G are codewords of the linear codes considered in the statement; thus, a lower bound I j for the weight w(p j (z)G) is given by the sum of their minimal distances. One has:
I 0 = n(δ + 1)
which leads to I j = (j + 1)n + (n − j)δ , for every j ≥ 0 .
Since I j+1 − I j = n − δ > 0, for j ≥ 0, the free distance of the code is
Thus, C(n, 1, δ) is a MDS convolutional code.
Convolutional Goppa codes provide examples of this situation, as we shall see later in this paper.
Summary of Convolutional Goppa Codes Theory
Let (X, O X ) be a smooth projective curve over F q (z) of genus g, and let Σ X be the field of rational functions of X; we also assume that F q (z) is algebraically closed in Σ X .
Given a set p 1 , . . . , p n of n different F q (z)-rational points of X, if O p i denotes the local ring at the point p i , with maximal ideal m p i , and t i is a local parameter at p i , one has the exact sequences
Let us consider the divisor D = p 1 + · · · + p n , with its associated invertible sheaf O X (D). One has an exact sequence of sheaves
where the quotient Q is a sheaf with support at the points p i . Let G be a divisor on X of degree r, with support disjoint from D. Tensoring the exact sequence (2) by the associated invertible sheaf O X (G), one obtains
For each divisor F over X, let us denote their F q (z)-vector space of global sections by
where (s) is the divisor defined by s ∈ Σ X . Taking global sections in (3), one obtains By construction, C(D, G) is a convolutional code of length n and dimension
Under the condition 2g − 2 < r < n, the evaluation map α : L(G) ֒→ F q (z) n is injective, and the dimension of C(D, G) is
The dual convolutional Goppa code of the code
n given as in 1.3. As we proved in [1, §3] , the dual convolutional Goppa code C ⊥ (D, G) associated with the pair (D, G) is the image of the
n , given by
where K is the canonical divisor of rational differential forms over X.
Since we are taking 2g − 2 < r < n, the map β is injective, and C ⊥ (D, G) is a convolutional code of length n and dimension
Convolutional Goppa Codes over the projective line.
Let
be the projective line over the field F q (z), and let us denote by t = x 1 /x 0 the affine coordinate, by p 0 = (1, 0) the origin point, and by p ∞ = (0, 1) the point at infinity.
Let us take p 1 , . . . , p n different rational points of P 1 and the divisors
Since g = 0, the evaluation map α : L(G) → F q (z) n is injective, and Im α defines a convolutional Goppa code C(D, G) of length n and dimension k = r − s + 1.
If α i ∈ F q (z), 1 ≤ i ≤ n, is the local coordinate of the rational point p i ∈ P 1 Fq(z) , so that α i = a i z + b i , with a i = 0 , b i ∈ F q , then, the matrix of the evaluation map α with respect to the basis {t s , t s+1 , . . . , t r } of L(G) is the following generator matrix for the code C(D, G):
We proved in [1, §5] that the parity-check matrix H, with respect to the basis
We shall construct two families of examples of one dimensional convolutional codes over P 1 Fq(z) with canonical generator matrices [6] , whose free distance, d free , attains the generalized Singleton bound, i.e., they are MDS convolutional codes [7] (Theorems 3.1 and 3.2) .
Let L(G) = t s , t s+1 , . . . , t r α − → F q (z) n be the evaluation map associated with the divisors D = p 1 + · · · + p n and G = rp ∞ − sp 0 , 0 ≤ s ≤ r < n, as in Section 2.
Let us denote by CGC(n, 1) the one-dimensional convolutional Goppa code defined by restriction of the evaluation map α to the subspace Γ = t s + t s+1 + · · · + t r ⊆ L(G) .
If a i z + b i , with a i = 0 , b i ∈ F q , is the local coordinate of the rational point p i ∈ P We shall describe particular cases of these codes and we shall prove that some of these codes are MDS convolutional codes. 
