The problem (LF P ) of finding a feasible solution to a given linear semi-infinite system arises in different contexts. This paper provides an empirical comparative study of relaxation algorithms for (LF P ). In this study we consider, together with the classical algorithm, implemented with different values of the fixed parameter (the step size), a new relaxation algorithm with random parameter which outperforms the classical one in most test problems whatever fixed parameter is taken. This new algorithm converges geometrically to a feasible solution under mild conditions. The relaxation algorithms under comparison have been implemented using the Extended Cutting Angle Method (ECAM) for solving the global optimization subproblems.
Introduction
This paper deals with linear feasibility problems of the form (LF P ) Find x ∈ R n such that a (t) x ≥ b (t) , ∀t ∈ T,
where T is an infinite index set, a (t) := (a 1 (t) , ..., a n (t)) ∈ R n and b (t) ∈ R for all t ∈ T. We say that (LF P ) is semi-infinite as the number of unknowns is finite while the number of constraints is infinite. We denote by F = x ∈ R n : a (t) x ≥ b (t) , ∀t ∈ T the set of solutions to (LF P ) . Let us mention some fields where linear feasibility problems arise in a natural way. A problem like (LF P ) has to be solved to get a starting point when one applies a feasible direction method to some linear semi-infinite program (an updated list of documented applications of linear semi-infinite programming can be found in [26, Remark 1.3.3] ). Some interesting applications of (LF P ) also include the image recovery problem [18] and the robust optimization problem [12] . In particular, the feasibility of a robust linear optimization problem can be reformulated as an example of (LF P ) [13] . For more recent development for robust linear multi-objective optimization problem see [23] and [24] . Observe also that any convex (possibly semi-infinite) feasibility problem Find x ∈ R n such that g s (x) ≤ 0, ∀s ∈ S, can be linearized in different ways (e.g., as in [25, (7.10) ] or [19, pp. 117-118] ) giving rise to a problem like (LF P ). Thus, numerical methods for (LF P ) could be used to get a starting point when solving convex programs through feasible direction methods (there exists a wide literature on the applications of convex programming). Still in the framework of convex programming, a particular instance of (LF P ) arises at each step of the subgradient methods (which are slower than the Newton-like methods but allow to solve nondifferentiable convex programs). Indeed, given a convex non-differentiable function f : R n → R, such methods require the computation at step r of a subgradient at the current iterate x r , i.e., they require to solve (LF P ) with T being the domain of f, a (t) := x r − t, and b (t) := f (x r ) − f (t). Analogously, the computation of ε−subgradients and certain variational inequalities can be reformulated in terms of (LF P ).
It is well-known that the linear finite feasibility problem can be solved by means of any linear programming method. Unfortunately, the same is not true when T is infinite. The ellipsoid algorithm for finding a feasible point in a convex set could potentially be adapted to solve (LF P ) , but no implementation is known up to know (even though the ingredients for the complexity analysis of such an implementation are already available [16] ). The adaptation of numerical methods conceived for different problems seems also possible but not without difficulties. So, a natural way to tackle (LF P ) consists of reformulating it as convex finite feasibility problems by replacing the infinitely many constraints a (t) x ≥ b (t) , t ∈ T, by a single convex inequality ϕ(x) ≤ 0, where ϕ(x) := max t∈T b (t) − a (t) x . Applying any convex programming method to minimize ϕ, one could either find the aimed solution of (LF P ) or conclude that no such solution exists. The drawback with this approach is that minimizing ϕ is usually intractable as its Lipschitz constant cannot be estimated or, even worst, it is not Lipschitz continuous (unless one can replace R n with some polytope). Another potential approach consists of extending to infinitely many sets (in this case the half-spaces x ∈ R n : a (t) x ≥ b (t) , t ∈ T ) the Douglas-Rachford method for finite families of closed convex sets [15] , but proving the convergence could be a hard task. For all the reasons above, the unique available algorithms for solving (LF P ) are semi-infinite variants of the classical relaxation method introduced in 1954, independently, by Agmon and by Motzkin and Schoenberg, for the linear finite feasibility problem. It is well-known that this method either generates a finite sequence whose last element is a feasible solution or generates an infinite sequence which converges geometrically to some feasible solution. Variants of the relaxation algorithm have strongly polynomial time for special classes of the linear finite feasibility problems (see [6] , [14] and references therein). The semi-infinite fixed step relaxation algorithm can be briefly described as follows: select a (relaxation) parameter λ ∈ (0, 2] and, if the current iterate at step r ∈ N is x r / ∈ F, compute the next iterate as
where ε r approximates the supremum µ r of the distance from x r to the hyperplane H r = x ∈ R n : a (t r ) x = b (t r ) determined by some constraint a (t r ) x ≥ b (t r ) , t r ∈ T, violated by x r : λ = 1 in [33] and [34] , while λ ∈ (0, 2] in [27] , [28] , [29] , and [30] . If ε r = µ r , x r+1 is the projection of x r onto H r when λ = 1 and the symmetric of x r with respect to H r when λ = 2. All the mentioned works are focused on the convergence analysis and provide few numerical examples (if any).
In this paper we propose a new relaxation algorithm where the user could select a parameter ν ∈ (0, 2) and replace the fixed parameter λ in (2) by some λ r ∈ [ν, 2] depending on r. The sequence {λ r } ⊂ [ν, 2] can be either predetermined by the user or generated at random. In all our implementations of the latter algorithm λ r is a random variable uniformly distributed on [ν, 2] . This is also the first work comparing the numerical efficiency of the relaxation algorithms for (LF P ), with different values of the relevant parameters from the efficiency point of view: λ in the case of relaxation with fixed step length and ν in the case of relaxation with random step length.
Section 2 contains the necessary notation, the expression of the assumptions of the convergence theorems in terms of the data. We also mention some features of the Extended Cutting Angle Method (ECAM) used to check the feasibility of the current iterate x r and to construct the new iterate x r+1 (two global optimization subproblems). Section 3 shows the convergence of the new algorithm under some mild conditions while Section 4 shows its geometric convergence. Section 5 describes the numerical experiments to compare the computational efficiency of several implementations of the classical and the new relaxation algorithm, Finally, Section 6 provides the conclusions of this comparative study. For the sake of completeness we include a first appendix providing complementary information on ECAM and a second one containing a brief introduction to the performance profiles used to interpret the numerical experiments.
Preliminaries
We start this section by introducing the necessary notation. The Euclidean norm of x ∈ R n is represented by x , the corresponding open ball centered at x and radius ε > 0 by B ε (x) , and the zero vector by 0 n . The Euclidean distance in R n is denoted by d. The L 1 norm of x ∈ R n is represented by x 1 . Given X ⊂ R n , cl X and bd X denote the closure and the boundary of X, span X the linear span of X, aff X the affine hull of X, conv X the convex hull of X, and cone X := R + conv X the convex conical hull of X ∪{0 n }. If X is convex, dim X, ri X, and extr X denote the dimension, the relative interior, and the set of extreme points of X, respectively. We also denote by R (T ) the space of mappings ξ : T → R with finite support {t ∈ T : ξ (t) = 0} , and by R (T ) + its positive cone.
The graph of a real-valued function f is denoted by gph f and its domain by dom f ; moreover, given x ∈ dom f, the gradient and the convex subdifferential of f at x are denoted by ∇f (x) and ∂f (x) , when they exist.
We associate with (LF P ), corresponding to the linear system
the so-called reference cone
where a ∈ (R n ) T and b ∈ R T are the functions t → a (t) and t → b (t) , respectively. The existence theorem for linear semi-infinite systems establishes that F = ∅ if and only if (0 n , 1) / ∈ K (a, b) while the Farkas lemma asserts that, given
where Thus, the condition for the convergence of the relaxation algorithm with arbitrary starting point x 0 , dim F = n (or the weakest one that x 0 ∈ aff F ) can be expressed in terms of the data, but unfortunately, it can hardy be verified in practice.
We solve the global optimization subproblems in the implementations of the relaxation algorithms by means of the Extended Cutting Angle Method (ECAM in short). ECAM solves optimization problems of the form
where f is Lipschitz continuous with known Lipschitz constant and X ⊂ R n is a polytope (i.e., a bounded convex polyhedral set). We denote by inf X f ∈ R the optimal value of (3). ECAM is briefly described in Appendix 1. We shall .
Then the following statements hold:
is Lipschitz continuous on T with Lipschitz modulus at most
Lemma 2 Let T ⊂ R m be a non-singleton compact convex set and f ∈ C 1 (T ) . Then, f is Lipschitz continuous on T with Lipschitz modulus at most max T ∇f .
Convergence of the extended relaxation algorithm
From now on we assume that a (t) = 0 n for all t ∈ T, so that the function
= −∞ as, in the contrary, there exists a sequence
→ −∞ as k → ∞ and, taking into account that
we have
→ +∞, which in turn implies that
. Consequently, the extended relaxation algorithm (ERA in short) described in Table 1 , where the step length is not necessarily predetermined, is well-defined too. 
Choose x 0 ∈ R n ; r := 0 (set to zero initial iteration), β := β 0 (value for the initial β-global optimal solution), non stop:=true (binary variable); begin while (non stop) do Obtain (via ECAM) ε r , a β-global optimal solution by solving the problem: Before to proceed further, we shall make some comments. The parameter β represents the accuracy level required for the subproblem (4) to be solved at step r, whose exact optimal value is denoted by µ r , while t r and ε r are, an approximation of the current optimal global solution, and a β-global approximation of the optimal value, respectively. If β < ε r (M − 1) one can compute directly the new iterate; if not, β is replaced by a smaller positive scalar of the form β 2 k , k ∈ N, until the previous inequality holds. The necessity of enforcing β < ε r (M − 1) at each step comes from the fact that this inequality guarantees that µ r → 0, which is the main ingredient of the convergence proof of Theorem 6 below.
Obviously, ERA can be implemented in different ways, e.g., by taking : t ∈ T , where x r is the current iterate. This can be done via ECAM provided that these functions are Lipschitz continuous with known Lipschitz constants on a polytope T contained in some Euclidean space (in most practical applications the index set T is a low dimensional box, usually with dim T ∈ {1, 2}).
The next two results can be useful in order to apply ECAM to the subproblems of ERA. The first one involves the constants
The first two constants, B and N, play an important role in the proof of the convergence Theorem 11, where we shall assume that B > 0 and N < +∞.
Observe that B > 0 and N, P < +∞ whenever T is a compact set, a : T → R n and b : T → R are continuous.
.., L n , and assume that B > 0 and N, P < +∞.
is Lipschitz continuous on T with Lipschitz modulus at most Proof.
is a linear combination of n + 1 Lipschitz continuous functions with Lipschitz constants L 1 , ..., L n and L 0 , we get that g(·, x r ) is Lipschitz continuous on T with Lipschitz modulus at most
2 is Lipschitz continuous on T with Lipschitz modulus at most
which shows that a (·) is Lipschitz continuous on T with Lipschitz modulus at most
. Observe also that, given t ∈ T,
Now we apply Lemma 1(ii) to the functions f 1 = a (·) and
. Then we get (6). Let us introduce two additional constants when b, a 1 , ..., a n ∈ C 1 (T ) and T is compact:
..,n;t∈T ∇a i (t) and R := max t∈T ∇b (t) .
Proposition 4 Let T ⊂ R
m be a non-singleton compact convex set, b, a 1 , ..., a n ∈ C 1 (T ) , and assume that B > 0. Then, given
Proof. Observe that
Since max t∈T a (t) ≤ N, then
and max
is not greater than the real number in (8). Lemma 2 yields the aimed conclusion.
Example 5 In robust linear programming with uncertain constraints (see, e.g., [24, Section 3] ), one assumes that the objective function x → c x is deterministic while the coefficient vectors of the p given constraints take values on given (generally infinite) uncertainty sets U j , j = 1, . . . , p. The robust feasible solutions are the feasible solutions of the so-called robust counterpart problem min c x :
So, computing a robust feasible solution is the linear feasibility problem
where T = j=1,...,p U j , which can be written as (LF P ) in (1), with a :
Observe that T is compact whenever U j is compact for all j = 1, . . . , p. Obviously, the projection functions a i (·) and b (·) are Lipschitz continuous with Lipschitz moduli equal to 1. Most robust decision makers choose uncertainty sets of the form
where (a j , b j ) ∈ R n+1 are deterministic vectors and α j ≥ 0, j = 1, . . . , p, while U denotes the closed unit ball for some norm on R n+1 . For simplicity we consider here the affine constraint data perturbations model (9)- (10) with U =B 1 (0 n+1 ) . ERA is well defined provided that a (t) = 0 n for all t ∈ T, i.e.,
is Lipschitz continuous on T with Lipschitz modulus at most 1
where
Other Lipschitz constants can be obtained for other norms in a similar way. When the unit ball U is a polytope (e.g. for the L 1 and the L ∞ norms), one can reformulate (LF P ) in (9)- (10) as
where T = conv j=1,...,p (a j , b j ) + α j extr U is a polytope in R n+1 . Observe that Q = R = 1, but Proposition 4 does not applies as T is the union of p closed balls and, so, generally non-convex for p ≥ 2.
According to [24, Theorem 4] , (LF P ) has solutions, i.e. F = ∅, whenever max j=1,...,p α j is less than the distance from the so-called hypographical set
to the origin 0 n+1 . This distance can be computed by solving a quadratic programming problem. Unfortunately, the assumption that dim F = n in the convergence theorems below, which can be expressed in terms of the data as the requirement that the convex cone
contains no line , is not checkable. In other words, the user must apply ERA assuming that dim F = n and conclude that dim F < n for those feasibility problems for which the generated sequence {x r } does not converge to some feasible solution. 
Proof. Observe that, if ERA generates a finite sequence, the last point is an approximate solution to (LF P ) . So, we can assume w.l.o.g. that {x r } is an infinite sequence of infeasible points.
For each t ∈ T we denote H t = {x ∈ R n : a (t) x = b (t)}. Given r ∈ N, we have µ r > 0, i.e., x r / ∈ H tr for some t r ∈ T. Thus, x r+1 belongs to the half-line emanating from x r in the direction of a (t r ) , with d (x r+1 , x r ) = λ r ε r . By hypothesis, there exist z ∈ R n and δ > 0 such that
By construction, the line determined by x r and x r+1 , aff {x r , x r+1 } , is orthogonal to H tr . Let h r = d (z, aff {x r , x r+1 }) . We select a coordinate system in the hyperplane aff{x r , x r+1 , z} such that the abscissa axis is the line aff {x r , x r+1 } , oriented in the direction from x r to x r+1 , the axis of ordinates is the line orthogonal to aff {x r , x r+1 } , oriented in such a way that z belongs to the first quadrant, and the origin is located at H tr ∩ aff {x r , x r+1 } . With this oriented system, the coordinates of the x r are (−ε r , 0), the coordinates of x r+1 are ((λ r − 1)ε r , 0) = (ξ r ε r , 0), with λ r − 1 = ξ r ∈ ]−1, 1] , and the coordinates of z are (ρ tr , h r ), with h r ≥ 0 (the case when dim aff{x r , x r+1 , z} = 1 and h r = 0 is trivial). Figure 1 illustrates the notations, which are the same as in [29, Theorem 3] . (
Since ξ k = λ k − 1 and ν ≤ λ k for all k = 0, . . . , r − 1, one gets
which gives
Defining η r−1 := r−1 k=0 ε k , and K := 1 2νδ
x 0 − z 2 , from (12) we get 0 ≤ η r−1 ≤ K for all r ∈ N. As the sequence {η r } is bounded and increasing, it is convergent, with 0 ≤ lim r η r ≤ K. Hence, ∞ r=0 ε r converges as well (and lim r ε r = 0). We have that |µ r − ε r | < β, for every r = 1, 2, ..., and require at each step that β < ε r (M −
i.e., 0 < µ r < ε r M, so, we get lim r µ r = 0.
From (11) we have
but, from the definition of ERA, we have
and then the series
) is absolutely convergent (see, e.g., [5, Theorem 26.7] ), and we conclude the existence of somex ∈ R n such that lim r x r =x. It remains to show thatx ∈ F . For any t ∈ T , and for all r ∈ N we have
Passing to the limit in (13) as r →∞ we get
≤ 0, for all t ∈ T , and this proves thatx ∈ F .
Observe that when dim F = n and ERA generates an infinite sequence {x r }, its limitx ∈ bd F as x r ∈ R n F for all r ∈ N. The next example shows that the non-degeneracy assumption that dim F = n in Theorem 6 is not superfluous. Even more, the computational experience in Section 4 shows that the convergence is quite slow whenever the condition number of F (assumed to be bounded), say cond (F ) , defined as the quotient of the smallest width of F by the greatest one, is small. Obviously, for a compact convex set set F, dim F < n if and only if cond (F ) = 0.
Example 7
The simple feasibility problem
where c and d are two given positive numbers, illustrates the difficulties encountered by ERA when solving feasibility problems when dim F = n but cond (F ) is very small. It is easy to see that F = x ∈ R 2 :
. Assuming that ERA generates an infinite sequence {x r } whose limitx = (±c, 0) , and that 0 < d < c, x r 2 = 0 for sufficiently large r because x r 2 →x 2 = 0 (as the unique points x ∈ bd F such that x 2 = 0 are (±c, 0)),
, and
Hence the Lipschitz modulus of
tends to +∞ too as cond (F ) tends to zero, making ECAM to become inefficient to solve the global optimization subproblems. This theoretical observation is coherent with the empirical results shown in Table 2 (see Subsection 5.2).
Consider now the limit case that d = 0 while c > 0. Obviously, F = R× {0} with dim F < n = 2. Recall that ERA selects at step r a parameter λ r ∈ (0, 2] and, if the current iterate is x r / ∈ F, computes the next iterate by (2), with ε r approximating the supremum µ r = d (x r , H r ) , where H r = x ∈ R n : a (t r ) x = b (t r ) is the hyperplane determined by some constraint violated by x r . Consider (LF P ) with d = 0 and take ε r = µ r for all r. Given x r / ∈ F (i.e., x r 2 = 0), H r = F (the x axis), and gph g (·, x r ) is the curve in red (in blue) in Figure 2 . Figure 2 shows the graph of the piecewise linear function g (·, x r ) (represented with dashed points) and the graph of the smooth function to be minimized at step r,
, in both cases in red (blue) whenever x r 2 > 0 (x r 2 < 0, respectively). We now apply FISRA with different choices of the step size λ and the initial point Remark 8 ERA can be conceptually adapted to the unrealistic situation in which dim F = m < n and the affine hull of F is known, i.e., aff F = p + V , for a given p ∈ R n and a given linear subspace V of dimension m. We thus have:
• The translation x = z + p allows us to replace F with a closed convex set
• We can complete an arbitrary basis {v 1 , . . . , v m } of V with n − m linearly independent vectors {w m+1 , . . . , w n } to get a basis of R n . Thus,
• We can find a n×n non-singular matrix
, where y = (y 1 , y 2 ) ∈ R m ×R n−m is the vector formed by the coordinates of z ∈ R n in the basis {v 1 , . . . , v m ; w m+1 , . . . , w n }. Observe that y 2 = 0 for all y ∈ V = aff F .
• The result of replacing z = B y 1 0 n−m in the linear system
is the system a (t) y 1 − b (t) ≥ 0, ∀t ∈ T , with a (·) = B 1 a (·) .
• Then ERA allows to compute an element y 1 of
Rate of convergence of ERA
The objective of this section is to show that, taking λ r ∈ [ν, µ] ⊂ (0, 2) for all r ∈ N, the rate of convergence of ERA is geometric. To prove it we need two lemmas.
Lemma 9 [1, Lemma 2.1]Let λ ∈ [0, 2] and x, y ∈ R n be separated by the hyperplane H = {x ∈ R n : a x = b}, that is a x < b and a y ≥ b. Then
where x H is the orthogonal projection of x on H. The equality holds if λ = 0, or λ = 2 and y ∈ H.
We also need the following extension of [33, Lemma 1] , whose assumptions involve the smallest and greatest distances from 0 n to the set {a (t) : t ∈ T } introduced in (5): B := inf t∈T a (t) ∈ R + and N := sup t∈T a (t) ∈ R + ∪ {+∞} , respectively.
Lemma 10 [27, Lemma 5] Assume that ERA generates an infinite sequence {x r }. If dim F = n, B > 0 and N < +∞, then there exists a constant 0 < γ < 1 such that µ r ≥ γd(x r , F ) for all r = 0, 1, 2, ... . Now, we are ready to prove the following theorem on the rate of convergence of ERA.
Theorem 11 (Geometric convergence) Let λ r ∈ [ν, µ] ⊂ (0, 2) for all r = 0, 1, 2, . . ., with ν < µ, and assume that ERA generates an infinite sequence {x r }. If dim F = n, B > 0 and N < +∞, then there exist M > 1, 0 < θ < 1, andx ∈ F such thatx = lim r x r and
for all r big enough.
Proof. From the definition of ε r , we have ε r = x r − x Ht r , where x Ht r is the orthogonal projection of x r on the hyperplane H tr . We know that (14), where y r be the point in F such that x r − y r = d(x r , F ), that is, y r is the projection of x r on F. From Lemma 9, Lemma 10 and the fact that x r+1 − y r+1 2 ≤ x r+1 − y r 2 , we get
Let us define ζ :
2 < 1 and, making use of (17) repeatedly, we get
Sincex and x r are in the ball B x r −y r (y r ) for each r = 0, 1, 2, ..., we finally obtain 1 2
which proves the theorem for any θ such that σ < θ < 1.
Remark 12
From (18), it would be convenient estimating the smallest σ such that (15) holds for any θ such that σ < θ < 1, for sufficiently large values of r. Assuming M > 1, we can chose M > max 1, ζ 1 2 γ = 1, because ζ ∈ (0, 1) and γ ∈ (0, 1) . This means that (1 − ζγ 2 ) 1 2 < σ < 1.
Numerical results
In this section we present the results of numerical experiments to compare different implementations of FISRA (depending on the fixed value of λ ∈ (0, 2]) and RASRA (depending on the chosen distribution for λ r ). In the latter case, we have chosen uniform distributions on intervals of the form [ν, 2] , with 0 < ν < 2, but other distributions on subintervals of (0, 2] could be used. Observe that, for the chosen distribution of λ r , RASRA converges, but the convergence could be slow as we may have λ r = 2.
Test problems
A total of 27 linear feasibility test problems have been selected satisfying the assumption guaranteeing the convergence of the relaxation algorithms (dim F = n) and the conditions allowing to check the feasibility of the current iterate though ECAM (T polyhedral and Lipschitzian data functions).
From the test problems, and by considering several distances from the randomly generated initial point to the origin, we have obtained 41 different test instances (see Tables 2 and 3 ). These distances are significative in this study because they increase the computational time. Nevertheless, in practice we don't know how far the initial point is from F . So, we do not consider necessary to work with initial points far from the origin since this fact increases the complexity of the functions to be optimized. have been generated by using the procedure described in [22] . In this latter case we can generate test problems without limitations on the number, n, of variables and the dimension, m := dim T , of the index set.
Computational results
The numerical experiments, which are summarized in four tables, were carried out on a PC with Processor Intel(R) Core(TM) i5-4200U CPU 1.60−2.30 GHz and 8 GB of RAM (MS Windows7 enterprise). In Tables 2 and 3 , Num denotes the number assigned to the instance, Name indicates the name of the instance, and Iter and Time represent the number of iterations and the CPUTime required for obtaining a feasible solution, respectively. Table 2 describes instances with λ r = λ for all r ∈ N (constant sequences) while Table 3 describes instances with random values of λ r . The maximum number of iterations was limited to 400 for all instances. When the algorithm needs more than 400 iterations to attain a solution of (LF P ), then we consider that the solver has failed in solving the problem. The failure of a solver is indicated with a star ( * ), in the column indicating the number of iterations. The results shown in Tables 2 and 3 are compared in Tables 4 and 5 . The precise meaning of the entries in the latter tables, ρ s (1) (probability of success in solving a problem) and ρ * s (probability of win over the rest) is explained in the Appendix. For the sake of brevity and clarity, we have just included two figures, 
Conclusions
This paper reports on the implementation of the relaxation algorithm ERA for solving (LF P ) which combines different step size iterations with ECAM. It is clear that the main computational difficulty to solve semi-infinite feasibility problems comes from the non-convex optimization problems that must be solved efficiently at each iteration. Tables 2 and 3 , we can conclude that, in general, the number of iterations needed to attain a solution of (LF P ) is lower for RASRA than for FISRA. Tables 4 and 5 (and Figures 4 and 5) show the probability of win of each implementation over the rest and the probability of success in solving a problem. As we can see in Table 2 , FISRA with constant λ r = 2.0 fails in solving six of the instances (i.e., it only solves the 85.7% of the instances). So, we can deduce that the random election of λ r is a more stable procedure in the sense that it solves the 100% of the instances. Nevertheless, when we consider the best case for RASRA, i.e. ν = 0.4, and the best case for FISRA, i.e., λ r = 1.2, then FISRA uses less iterations than RASRA (observe that the best fixed step size for FISRA, λ r = 1.2, is the middle point of the best interval [0. 4, 2] for the random variable λ r in RASRA). Indeed, by using the corresponding performance profiles to compare the best cases, FISRA with λ r = 1.2 and RASRA with ν = 0.4 we obtain that the probability of win for fixed value of λ r = 1.2 is 95.1% and the probability of win for ν = 0.4 is 24.4%.
The results obtained in the reported experiments are promising enough to suggest that suitable implementations of RASRA, which combines a relaxation method that uses random election of λ r together ECAM, could outperform FISRA for solving semi-infinite feasibility problems. In particular, the above empirical observations suggest to replace the uniform distribution of RASRA used in this paper with unimodal symmetric distributions on intervals of the form [1.2 − ε, 1.2 + ε] , for small values of ε > 0. This could be object of further empirical studies. 
) ( is a more accurate approximation to f, and the method iterates. The Generalized Cutting Plane method for (3), where f : R n → R is now a non-convex function while X = x ∈ R n + :
n i=1 x i = 1 is the unit simplex, follows the same script, except that the underestimate f k is built using the so-called H-subgradients (see [36] ) instead of ordinary subgradients, so that minimizing f k on S is no longer a convex problem. The Cutting Angle method ( [3] , [4] ), of which ECAM is a variant, is an efficient numerical method for minimizing the underestimates when f belongs to certain class of abstract convex functions. Assume that f is Lipschitz continuous with Lipschitz constant M > 0 and take a scalar γ ≥ M. Let x 1 , ..., x k ∈ S be given. For j = 1, ..., k, we define the support vector l j ∈ R n by
and the support function h 
Since the functions h j are concave piecewise affine underestimates of f (i.e. polyhedral concave minorants of f ), the underestimate f k defined in (21) is now a saw-tooth underestimate of f and its minimization becomes a hard problem as (22) is no longer a linear program. ECAM locates the set V k of all local minima of the function f k which, after sorting, yields the set of global minima of f k (see [9] and [10] for additional information). A global minimum x k+1 of f k is aggregated to the set x 1 , ..., x k and the method iterates with f k+1 := max f k , h k+1 . As shown in [9, 10] , a necessary and sufficient condition for a point x * ∈ ri X to be a local minimizer of f k given by (25) , (21) is that there exist an index set J = {k 1 , k 2 , . . . , k n+1 }, such that
and ∀i ∈ {1, . . . , n + 1}, (l
Let x * be a local minimizer of f k , which corresponds to some index set J satisfying the above conditions. Form the ordered combination of the Obviously, r p,s = 1 means that s is a winner for p, as it is at least as good, for solving p, as any other solver of S. For any solver s unable to solve problem p we define r p,s = r M , where r M denotes an arbitrary scalar such that r M > max {r p,s : s solves p, (p, s) ∈ P × S} .
The evaluation of the overall performance of s ∈ S is based on the stepwise non-decreasing function ρ s : R + → [0, 1], called performance profile of s, defined as follows: ρ s (t) = size{p ∈ P : r p,s ≤ t} sizeP , t ≥ 0.
Obviously, ρ s (t) = 0 for all t ∈ [0, 1[ and ρ s (1) is the relative frequency (which could be interpreted as a probability when p is taken at random from P) of wins of solver s over the rest of the solvers. We say in brief that ρ s (1) is the probability of win for s. Analogously, for t > 1, ρ s (t) represents the probability for solver s ∈ S that a performance ratio r p,s is within a factor t ∈ R of the best possible ratio, so that ρ s can be interpreted as a distribution function and the number as the probability of solving a problem of P with s ∈ S.
