We give a survey and a unified presentation of the defect theorem, its generalizations and recent aspects of interest. In its basic form the defect theorem states that if a set of Ò words satisfies a nontrivial relation, then these words can be expressed simultaneously as products of at most Ò ½ words. In other words, dependency of words causes a defect effect. There does not exist just one defect theorem, but several ones depending on the restrictions that are put to the Ò ½ words. The defect theorem is closely related to equations of words, and in this way to the compactness theorem for systems of word equations.
Introduction
Results and notions of (linear) algebra are well known and appreciated mathematical tools in combinatorics as well as in combinatorics of words. One such important notion is a dimension, which, when available, provides methods for proving finiteness conditions in combinatorics. An example of this is Eilenberg's Equality Theorem, which gives an optimal criterium for the equality of two rational series over a (skew) field, see Eilenberg [8] and Harju and Karhumäki [11] , where a problem on words is solved by transforming it into a problem on vector spaces and their dimension properties.
Our basic problem in this article is: do sets of words possess dimension properties of some kind? In the present approach to this problem we consider dependencies of words and implications of these. Our starting point is the well known defect theorem, usually considered to be part of folklore, see Skordev and Sendov [26] , Berstel, Perrin, Perrot and Restivo [4] , or Harju and Karhumäki [10] : if a set of Ò words satisfies a nontrivial relation, then these words can be expressed simultaneously as products of at most Ò ½ words, i.e., a dependence of words causes a defect effect. Actually, as we shall see, there does not exist just one defect theorem, but several ones depending on the restrictions that are put to the Ò ½ words.
The defect effect can be seen as a weak dimension property of words. In order to analyse it further we consider what happens when Ò words satisfy several different relations, where differency is formalized as independency as follows: a set of relations on Ò words is independent, if viewed as a system of equations does not contain a proper subset that has the same solutions as does. Karhumäki and Plandowski [21] constructed a set of words with Ö ´ µ Ò that satisfies ª´Ò ¾ µ independent relations, and still the words of cannot be expressed as products of less than Ò ½ words. That is, the ª´Ò ¾ µ independent relations cause the same defect effect as a single nontrivial relation. Consequently, the dimension property provided by the defect theorem is rather weak.
Another fundamental result of words revealed in 1985 by Albert and Lawrence [1] and by Guba [9] is the compactness property of free semigroups (also known as Ehrenfeucht's Conjecture), see also [6] , [12] , [13] : each independent set of equations of words is finite. This result, contrary to the above examples, shows that dependencies of words do imply some, although weak, dimension properties.
As a conclusion our goal is to point out that the defect theorem formalizes a dimension property of words, which, however, due to the examples on large independent sets of equations, is rather weak, but not arbitrarily weak as shown by the compactness property.
After preliminaries for equations of words in Section 2 we present in Section 3 the defect theorems for words with respect to free, prefix, combinatorial andranks. A generalization of the defect theorem is considered in Section 4 in terms of a graph associated with a finite set of words. In Section 5 the defect theorem is considered with respect to infinite words. In this section we shall also state results on the cumulative defect effects. The rank of an equation is treated in Section 7, and this treatment is continued in Section 8 in connection with independent systems of equations. A generalization of the defect theorem is shown to fail already for rather simple cases of two-dimensional words in Section 9, but in Section 10 a related problem for trees is shown to possess the defect effect. Results on trees generalize many, but not all basic defect theorems for words. The automaton Å seeks through all double -factorizations of words in · .
Sets and equations
In general, the above automaton can be constructed as follows. The states of the automaton form a subset of the pairs´Ù µ,´ Ùµ, where Ù is a proper suffix of a word in , and there is a transition AE´´Ù ½ Ú ½ µ ´Ü Ýµµ ´Ù ¾ Ú ¾ µ, if
. In our example the automaton was simplified after the construction.
The next theorem is easily proved. Thus the sets Ö ´ µ and ´ µ are rather easy to compute. However, to compute ËÓÐ´Ù Úµ for a given equation Ù Ú is much more demanding.
The defect theorem
In this section we shall formulate the defect theorem, in fact, several of those, as well as some of its generalizations. In Section 7 we show that these defect theorems merge into a single result, when they are formulated for equations.
A A subsemigroup Ë of · is called -free, if its base is an -code. As in the above it can be shown, see [5] , that Ë is an -free subsemigroup if and only if it is free and satisfies the condition Let be a finite subset of · . We define three properties on pairs of words in ¢ , where Ù Ú means that Ù is a proper prefix of Ú:
By the definitions, is a prefix code (resp. a code or an -code) if and only if
for all finite .
Next we define iterative procedures È Ô , È , È corresponding to these properties. 
The sizes ×´ µ È Ù¾ Ù of the sets decrease strictly when grows, and therefore the procedures will terminate. Clearly Ö ´ ·½ µ Ö ´ µ if and only if the procedures apply step (2).
Consider the procedure È Ô for the prefix property. For any finite set · , È´ µ È´ ¼ µ and È´ µ È´ ·½ µ for all ¼. Therefore an inductive argument shows that the procedure È Ô terminates in the base of the prefix hull È´ µ of the set . The case for the free hull and the -free hull are similar, except that in these cases we use (2) and (4), respectively, to conclude that the procedures È and È terminate in the base of the free hull ´ µ and in the base of the -hull Ï´ µ, respectively. From the procedures È it follows that the base elements of È´ µ, Ï´ µ and ´ µ are suffixes of words of . In the case the mirror images of the words in can be considered so that the elements of ´ µ are also prefixes of words of . These observations yield directly to the following results, where È´ µ £ , Ï´ µ £ and ´ µ £ are used to include the empty word into the corresponding hulls. 
We adopt the following shorter notations for the free rank, the -rank and the prefix rank of , Ö ´ µ Ö Ò ´ ´ µµ Ö ´ µ Ö Ò ´Ï´ µµ and Ö Ô´ µ Ö Ò ´È´ µµ
We are now ready to prove the defect theorems. (2) applies, then the cardinality will decrease. If (3) applies, then ·½ ´ Ò Ù µ Û , and the word Ø Û× has two different factorizations over ·½ , since Û ¾ . Therefore ·½ is not a code, and hence it is not the final outcome. We conclude that the procedure terminates after an application of (2), and the cardinality will eventually decrease. The claim for the equality Ö ´ µ Ö ´ µ is clear.
The claims (ii) and (iii) follow, since, by (5), Ö Ô´ µ Ö ´ µ Ö ´ µ.
The cases (i) and (iii) of Theorem 3.2 formalize the intuitive defect theorem mentioned in the introduction: if Ò words satisfy a nontrivial relation, then they can be built up from at most Ò ½ words. Theorem 3.2(iii) shows that the defect effect follows from a weaker condition than the one that the set is not a code. We also note that the proof of Theorem 3.2 is, at least to some extent, more computational than the one presented for example in [22] . At the same time it is very unified and applies not only in Theorem 3.2, but also in other situations, as will be seen.
We know, this far, that for a finite subset · ,
where
is the combinatorial rank of . Note that unlike in the previous cases, the family of subsemigroups · for which · need not be closed under intersections.
However, by the defect theorem, each · for which Ö ´ µ Ö ´ µ and · , is necessarily a code. 
For this, consider first the set 
Theorem 3.6 can be viewed as a cumulative defect theorem. However, the property implying a cumulative defect effect is here implicit. More explicit conditions are stated in Section 6. As shown in [10] , for each finite · there exists a · such that the semigroups · and · are isomorphic, and, moreover, Ö ´ µ Ö Ù´ µ (in which case Ö ´ µ Ö Ù´ µ).
Consider the sets and .
Then · and · are isomorphic, but we have ´ µ and ´ µ and therefore Ö ´ µ Ö ´ µ. Consequently, the free rank possesses some nonalgebraic features:
Theorem 3.7. The free rank is not invariant under isomorphisms, that is, there exist isomorphic subsemigroups of · that have different ranks.
We conclude this section by considering briefly the algorithmic complexity of computing the mentioned ranks of a finite set . We observe that in the procedures È , the complexity of determining Ö ´ µ, Ö ´ µ and Ö Ô´ µ is polynomial. The essential part here is that the checking of each of the conditions Ô´ µ ´ µ and ´ µ can be done in polynomial time. The situation for the combinatorial rank is entirely different. Indeed, to determine whether Ö ´ µ for an instance´ µ of a subset · and a natural number Ö ´ µ, is an AEÈ -complete problem, see Neraud [25] .
The Graph Lemma
In this section we present a generalization of the defect theorem in terms of graphs. first proved in [10] . We rework the proof as an evidence how well it suits to our approach, i.e., to our procedures. 
We conclude that Û merges into an existing connecting component, and therefore ´ ·½ µ ´ µ. Since the final outcome of the procedure is the base of the free hull that has a discrete graph on at most Ö ´ µ ½ nodes, the claim follows. has nodes , and it is the second graph given in Fig. 1 . Note that ¡ , and therefore ½ has the edge´ µ. When this edge is chosen, the step (2) of the procedure applies, and it gives a graph ¾ , where is simply removed. Finally, by choosing the remaining edge´ µ, the new node will be , and after this the final graph ¿ has two nodes, and , and no edges.
Infinite relations
In this section we shall consider the defect theorem for 1-way infinite, as well as for 2-way infinite relations. In the above example the combinatorial rank of is strictly smaller than Ö Ò ´ · µ. This observation, indeed, leads to a general result shown in [19] . Since × is nonperiodic, there exists an overflow Û ¾ · that occurs at least twice such that the situation of (the left part of) Fig The crucial property of Ö ´ µ that we used in the above proof, and which is not true for the other ranks, is that Ö ´ Ø µ Ö ´ µ for all words Ø ¾ · .
For instance, by taking and Ø we have Ö ´ µ Ö ´ Ø µ ¿. We also want to emphasize that Theorem 5.3 is not only a defect theorem for bi-infinite relations, but also the first defect theorem which is witnessed only by the combinatorial rank, and not by the other ranks we have been considering.
Cumulative defect effect
We already have studied the cumulative defect effect in the above, that is, situations where relations satisfied by a finite set forces to be of rank at most Ö ´ µ for some ¾. The optimal situation would be the case where relations force the rank to be at most Ö ´ µ . 
Actually we do not know the answer to Problem 1 either in the case when is arbitrary. The connection of Problem 1 and the Critical Factorization Theorem are discussed in [18] .
Another result on cumulative defect effect was recently proved by Bruyère [5] . The proof is quite complicated extending a related result of Honkala [14] and it is bases on arguments introduced by Karhumäki [16] , [17] .
For a set of words, let be the set of the mirror images of the words in .
Theorem 6.2. If is a code such that and are not -codes, then there is a
set of words such that Ö ´ µ Ö ´ µ ¾ and £ .
The rank of an equation
This section is devoted to the rank of an equation, and not to that of a finite set, as it was in the previous sections.
The rank of a morphism « ¤ · · , denoted by Ö Ò ´«µ, is defined as the rank of the free hull of «´¤ · µ. The rank of a system ¤ · ¢ ¤ · of equations is defined as the maximum rank of its solutions:
If has no solutions, let Ö Ò ´ µ ¼. The rank of is well defined, since for all solutions « of , Ö Ò ´«µ Ö ´¤µ. We recall that only solutions in the free semigroup · are considered here, so that the empty word is not allowed in any solution.
Let One is tempted to define different notions of a rank of equations as was done for finite sets. However, the next result states that the chain corresponding to (6) will collapse. Since the semigroups Ë that contain ¬´¤µ and satisfy Ö Ò ´Ëµ Ö ´¬´¤ µµ are free, it follows that Ö ´¬´¤ µµ Ö ´ µ Ö ´ µ as required.
The following corollary is the defect theorem for equations.
Corollary 7.5. For each nontrivial equation over ¤, Ö Ò ´ µ Ö ´¤µ
We note that in Corollary 7.5, as well as in Theorem 7.4, the requirement that the solutions are in the free semigroup · is not needed -they can also be in the free monoid £ .
As we have seen, the notion of combinatorial rank is fundamental for equations. The following example further emphasizes this viewpoint. Now « ¾´ µ , « ¾´ µ ´ µ ¿ and « ¾´ µ ´ µ . Thus Ö ´«´ µµ ¾ and Ö ´« ¾´ µµ ½, which shows that the combinatorial rank is not closed under compositions of sets. Using Ò copies of the alphabet, it is not difficult to construct a set over a ¿Ò-letter alphabet such that Ö ´ µ Ö ´ ¾ µ Ò.
Independent systems
The defect theorems formalize a weak dimension property of words. However, it is very weak, as we shall now show: several 'different' relations need not force a larger defect effect than is forced by a single one. The notion of 'difference' is formalized to mean independency: no equation from a system can be omitted without changing the set of the solutions.
The basic result concerning independence is the following compactness theorem, [1] , [9] . Theorem 8.1. Every independent system of equations in a free semigroup · over a finite set ¤ of variables is finite.
At this point we emphasize that for any solution «´¤µ of a system of equations, the rank of (of any kind) is a property of , i.e., of a solution of . The independence of , in turn, is a property of all solutions of . Therefore an attempt to fulfil our goal, faces a problem of relating a particular solution of to all solutions of it.
Using Makanin's algorithm, see [7] , and Theorem 2.3, it is not difficult to conclude that From the point of view of our goal, Theorem 8.2 is not really helpful, since the set Á´ µ need not be unique. As a concrete example of a challenging problem, we mention Problem 2. Let Ö ´¤µ ¿. Does there exist an independent system of three equations that has a solution of rank 2 over the free semigroups · ?
Let ¤ be a set of variables and denote Ò Ö ´¤µ. For Ø Ò, define Ø´Ò µ ×ÙÔ Ö ´ µ is an independent system over ¤ having a solution of combinatorial rank at most Ò Ø We note that instead of using the combinatorial rank in the definition of Ø´Ò µ, we could have used the free rank or the prefix rank without changing the value of Ø´Ò µ. This, indeed, follows from Theorem 7.4.
We have for all Ø with ½ Ø Ò ½, ½´Ò µ Ø´Ò µ Ò ¾´Ò µ, and therefore the two most natural choices for the parameter Ø are the values Ø ½ and Ø Ò ¾. The former corresponds to the case where the defect effect is minimal, that is, equal to 1, while Ø Ò ¾ corresponds to the case where nonperiodic solutions still can exist.
The following lower bound for Ø´Ò µ was obtained in [21] .
Theorem 8.3.
(i) ½´Ò µ ª´Ò ¾ µ in · with Ö ´ µ ½.
(ii) Ò ¾´Ò µ ª´Ò ¿ µ in · with Ö ´ µ ¾.
Theorem 8.3 is based on the next example; for more details on the case (ii), see [21] . For (i) choose Ü Ý, which makes the equations of trivial, so that a required solution exists over the free semigroup having ¿Ò · ½ generators.
For (ii), we show that for each pair´ µ, there exists a solution of the system ´ µ Ò ÜÔ Þ Õ Ý ÝÔ Þ Õ Ü , which is not a solution of . Here is such a solution:
To find such a solution is not obvious, but to verify that it is a required one, is easy:
we compute for Ø and ,
ÜÔ Þ Õ Ý ¾ ¡ ¡ ¡ ¡ ¡ ¡ ¾ ¡ ¡ ¡ ÝÔ Þ Õ Ü
Therefore (9) - (13) is not a solution of . For the remaining cases, we compute
and, indeed, (9) - (13) is a solution of ´ µ.
In the part (i) of the previous theorem we used an infinite generating set .
Indeed, this is unavoidable if ½´Ò µ is defined based on the combinatorial rank.
However, as we already mentioned, the definition can be based on the prefix rank, for example. Over · , with Ö ´ µ ½, the definitions are equivalent. If ½´Ò µ was defined using the prefix rank, then in the part (i) we can choose a binary generating set . This is due to the fact that countably generated free semigroups can be embedded into a 2-generator one using a prefix code as an embedding.
As also shown in [21] in the monoid case, that is, when the equations are solved in the free monoid, the lower bounds of Theorem 8.3 can be improved: ½´Ò µ ª´Ò ¿ µ and Ò ¾´Ò µ ª´Ò µ. 
Two-dimensional words
In the remaining two sections we consider two examples of two-dimensional objects in connection to the defect theorem. Firstly, we show that figures, i.e., 2-dimensional words, in the plane do not satisfy the defect theorem even in several simple cases. In the last section we show that the defect theorem can be generalized to trees.
A figure in the plane consists of a finite number of unit squares of integer points labelled by letters of an alphabet. To be more precise, a figure is a partial function ¢ with a finite domain, denoted by ÓÑ´ µ. We consider each point µ as a square of unit length centred at´ µ. A figure colours each square of its domain by a letter from the alphabet .
A figure is said to be a factor of a figure , if there exists a translation of the plane, «´ µ ´ ·Ô ·Õµ for some constants Ô Õ ¾ , such that ´ ·Ô ·Õµ ´ µ for all´ µ ¾ ÓÑ´ µ. In this case, we also say that occurs in at ´ ·Ô ·Õµ, where´ µ is the least point of . The domain of such an occurrence is the set´Ô Õµ · ÓÑ´ µ.
Let ½ ¾ Ò be a finite set of figures. We say that a figure is factorizable over , if can be divided into occurrences of the the domains of which partition the domain of . Example 9.2. Let ½ ¾ consist of two vectors and assume that there exists a figure that is factorizable in two different ways over . Then both ½ and ¾ are factored over a singleton set , where is a unit square. We prove this defect result by contradiction. Assume that the elements of are not factorizable over a singleton figure, and let be a figure that has a minimal domain such that has two different factorizations, say ½ and ¾ , over . A row of a figure is any maximal length row word the domain of which lies in . It is clear that the rows of factorize it.
If both vectors in are row words then the claim reduces to the defect theorem for words by considering any row of (which does have two different factorizations). Symmetrically, the same holds if the vectors in are both column vectors.
Hence, we can assume that ½ is a row word and ¾ ´ ½ ¾ Ñ µ Ì is a column word. By the minimality of we have: 
A square is a figure
, where Ò ½. It is not difficult to see that if ½ ¾ consists of two squares and if a figure is factorizable in two different ways over , then there exists a square ¼ such that both ½ and ¾ can be factorized over ¼ .
As the next example shows the above does not generalize to sets of three squares.
Example 9.4. In Fig. 4 a ¢ -square is factorized in two different ways by three squares, and there do not exist two squares that factorize the given squares. We notice that consists of two identical rectangles the factorizations of which are just permuted. 
Defect theorems for trees
We continue the 2-dimensional cases by considering trees. By the above negative examples, it is somewhat surprising that the defect theorems do hold for trees.
Let ¦ ½ ¾ be a special alphabet for addressing trees. We identify a -ary tree with a partial mapping ¦ £ whose domain, ÓÑ´ µ ¦ £ , is finite and prefix closed, that is, if ÙÚ ¾ ÓÑ´ µ then also Ù ¾ ÓÑ´ µ for all Ù Ú ¾ ¦ £ . In particular, ¾ ÓÑ´ µ, and the node labelled by is called the root of . The domain of a tree is its address space, and each address assumes a value from the alphabet . In this sense our trees are planar trees, that is, the sons Ù ½ Ù ¾ Ù Ø of a node Ù ¾ ÓÑ´ µ, are ordered by ¦, ½ ¾ ¡ ¡ ¡ Ø . We allow empty trees for which the domain is the empty set. For a tree , we let Ö ·´ µ Ù Ù ¾ ÓÑ´ µ ¾ ¦ Ù ¾ ÓÑ´ µ be its outer frontier.
A tree is a factor of a tree , and it is a subtree rooted at Ú in , if there exists a node Ú ¾ ÓÑ´ µ such that Ú ¡ ÓÑ´ µ ÓÑ´ µ and ´Ùµ ´ÚÙµ for all Ù ¾ ÓÑ´ µ. Here the domain of the subtree rooted at Ú is Ú ¡ ÓÑ´ µ. A subtree of is a prefix of , if is rooted at . We say that is factorizable over a set Clearly if there exists a -ary tree having two different factorization over a set , then ´ µ Ö ´ µ. With these notations the Graph Lemma was proved for trees in Karhumäki and Mantaci [20] as an extension of the first defect theorem for trees by Mantaci and Restivo [24] . The above theorem is strengthened in [20] for free ranks, suffix ranks and for -free ranks, but not for prefix ranks. The mentioned notions of ranks, of course, have to be defined in a proper way, the definitions being very analogous to those of words. Therefore the defect effect applies to trees in almost the same manner as it applied to words. Note, however, that there are two differences: firstly, unlike for words the prefix rank and the suffix rank are not symmetric. Secondly, the proof of Theorem 10.1, in all its details, is more complicated due to the fact that the size of the intermediate sets in the procedure may also be larger than the original ones.
