As stateless software applications run based on request and response to and from a server, it depends on the server processes to manage concurrent requests and its session state. In the cases, where there are modifications to the session state, the server will have to handle the requests synchronously to prevent many issues relating to race conditions. The server components usually have a maximum execution timeout for requests to finish its execution. It is possible to extend this limit but it may open a security threat for the application as it is now more susceptible to denial of service attacks. With these limitations, we propose a pattern to allow for time-intensive processes to run in a stateless application and the ability to monitor their progress in real time with other capabilities such as stopping, pausing and resuming the background task.
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Introduction
For a system to report the progress to a client about a long running process on the server, the client and the server need to be in continuous communication. In desktop applications the user interface is always connected to the background task, it is straightforward to monitor this task and report this progress to the user. Nevertheless, the scenario is not the same for stateless software applications. In stateless environment, the server treats every request independently and does not retain information of any previous connection (Mein et al., 2002) . As HTTP is a stateless protocol (Evjen et al., 2010; Offutt and Wu, 2010) and web-based applications and cloud-based applications run over HTTP, they are stateless by default. Although it is possible to implement them as stateful, this paper only deals with stateless applications. To reduce the scope of this paper, we will only focus on web-based applications.
Due to the stateless nature of the web, the browser page which acts as a client, is not always connected to the code running at the server. It runs based on a request and response model, which means the client stays connected to the server just long enough to get the response back from the server before it disconnects (Tian and Jun, 2013) . Because of this limitation of the HTTP protocol the server cannot push data to client on its own (Ying et al., 2013) . On the other hand, server technologies have a default execution timeout for a request to finish its execution (e.g., 90 seconds for asp.net and 30 seconds for php) (Evjen et al., 2010; Lerdorf et al., 2002a) . Therefore, a process that takes more than the default execution timeout experiences a time out exception and the client receives a request time out error in the browser. Although there are means to extend the default execution timeout limit via server configurations, doing it increases the application's susceptibility to a denial of service attack (Meier et al., 2003) .
Looking further into this process, we found that web servers impose an exclusive lock to the session state while processing a request to maintain its integrity (Lerdorf et al., 2002b; ASP.NET Session State Overview, 2013) . Therefore, if concurrent requests are made from the same user session, the first request gets exclusive access to the session information and until the first request completes its execution and frees session lock, the second request does not execute (ASP. NET Session State Overview, 2013) . This makes it clear that while keeping the session state in write mode it is not possible to use the session as a mechanism for communication among parallel requests.
In this circumstance, it is very important to have a common solution that will help web-based application developers to implement time-intensive processes with the ability to monitor their execution. This paper aims to develop a solution using a number of different available techniques together to overcome the design problem that would enable a time-intensive process to complete its execution regardless of the default execution timeout. In addition, the solution should also allow for progress monitoring of the time-intensive process and also ensures access to the session information from parallel processes. For the purposes of feature parity with traditional applications, the solution should allow pausing and termination of the time-intensive process.
We propose web server process progress monitor (WPM), a design pattern for such problems in web-based application development and we categorise this pattern as behavioural patterns. Before presenting the WPM design pattern in details, we will cover some commonly practiced approaches as related works in Section 2. Section 3 describes the proposed web design pattern including the client server communication, use case diagram, class diagram, consequences and implementation that illustrates how different features of the proposed design pattern may be implemented. Section 4 concludes our paper.
Background
Modern web application constructions have features that often require a lengthy period for processing. It has become important to have a real-time monitor that shows the progress of the process and provides the user with ability to pause or terminate the running process to make the feature more interactive. Therefore, to have a progress monitor, the running process needs to store its progress somewhere that is easily accessible by other processes. To let the user know what actually is happening on the server, the client has to read the progress periodically after launching the time-intensive process and repeats until the process finishes.
With the limitations in traditional web model, there are some approaches being practiced currently to accomplish the complex tasks in web-based applications. In one of the approaches it submits the request to the server using a full page post and redirects the user to a new page where a static message or an animated image is displayed indicating that the task is in progress. In this approach, the user never knows about the happenings in the background. The IEEE Graphics Checker Tool uses a similar approach for its graphics validation process.
To provide the user a better experience, Ajax (asynchronous JavaScript and XML) requests can be used. Ajax requests are used to call server side functions asynchronously as these requests are lightweight and are generally preferred over the traditional complete post back (Dhand, 2011) . Tian and Jun (2013) proposed in their paper that the advantage of Ajax can be taken to send asynchronous HTTP requests to server to process complex tasks which also provides the user the ability to continue working with the same page. In addition, there may be other subsequent HTTP requests using Ajax to provide the user a better ability to know the progress of the process. If we look at payment processing systems in web-based applications we find that multiple tasks are accomplished to complete an online order. Although these types of processing are not always time consuming, multiple tasks make them important in this context. We might also see the page gets refreshed in regular interval with new progress status. One important point to notice here is that once the process is started, user cannot control it. Moreover, to load the new status the whole page needs to reload. Figure 1 shows a payment processing scenario in real time. Although the above approaches are straight forward, they fail when they are unable to complete the process execution under the normal timeout. In a typical web application, most processes that executes on the server will reach completion before the normal timeout is reached. Having this normal timeout increases the reliability of the system because it also serves the role of stopping a process that is in trouble and frees up resources to keep the server running. Altering this default normal timeout for all calls to accommodate the time-intensive process removes this important system control facility. Moreover, extending the timeout does not always work since the time for a process to finish its execution could be non-deterministic. In addition, concurrent requests sent to the server to launch the process and gathering progress of the running process cannot use the session state simultaneously. As session state is not available, we need to consider alternative storage mechanisms that may not be feasible. The described mechanisms do not afford the possibility of pausing or terminating the running process.
In this context we may look at using asynchronous mechanism for complex and time consuming processes. Resch et al. and Zhao et al. suggested this mechanism for complex and performance complicated algorithms that take longer than the usual timeout which indeed gives the clients the ability to stay responsive and continue their processing without waiting for the response (Resch et al., 2010; Zhao et al., 2012) . Asynchronous execution of the time-intensive process resolves the problem of server and browser timeouts and it also provides the opportunity of sharing information across multiple requests that keeps the system simple and performant. We chose to focus on minimising the lock time on session state to achieve the same result while increasing performance.
To display process execution progress in the client, the progress needs to be retrieved continuously from server. Using SOCKET, a HTML5 feature, the server can push data instantly to the browser (Pohja, 2010; Chen and Zhao, 2010) . However it has compatibility issues since all browsers do not support this feature. Therefore, subsequent HTTP requests using Ajax might be the best solution for continuous status polling from server (Ying et al., 2013) .
Considering the above discussions and related works, we see that the time-intensive process can be run as an asynchronous process. For retrieving continuous progress from server to display the progress in the client, we chose to stay with Ajax which does not have any compatibility issues with browsers. Finally, having the ability to pause and terminate the running process improves the user experience greatly. We consider these requirements together as a common design problem that drove us to come up with WPM, WPM which provides a straight forward common technique of implementing time-intensive process in web-based applications with the ability to monitor the execution of the time-intensive process in real time. In the next section we will present WPM in details.
Web server process progress monitor (WPM)
From the discussions in Section 2, we have found that to implement a real time progress monitor of a time-intensive process in web based applications we need to make the following things possible:
• complete the time-intensive process execution regardless of the web server's default execution timeout • the client request for time-intensive process execution needs to complete its lifecycle without waiting for the completion of execution • the time-intensive process needs to run in such a way that it can be paused or terminated anytime • the client needs to have the continuous progress status to display it until the process completes its execution.
We have taken all of the above into consideration in WPM. The core idea of WPM is to let the time-intensive process running asynchronously in the background on the server to allow the request to complete its lifecycle immediately without waiting for the time-intensive process to finish which ensures that it is no longer a blocking call to the server. This also prevents the session state from being locked during the execution of the long-running process which enables other requests to be processed by the web server without having to wait to acquire a lock on the session state. Subsequent HTTP requests with the help of Ajax are made to server to retrieve the progress status and the server processes the request immediately by retrieving the current progress from the session. If the user wants to pause or terminate the time-intensive process execution, a separate HTTP request using Ajax is sent to the server with an appropriate flag to indicate termination. This flag tells the server to abort the execution of the background process and stores the necessary information so that the operation can be resumed at a later time. At completion or at termination point of the time-intensive process, all the progresses can be stored permanently so that the history of the life-time of a process can be accessed later. Figure 2 shows the communication between them. The process controller is responsible for launching the time-intensive process, pausing or terminating a running process, resuming a paused process, or rolling back any incomplete process that the user does not want to complete. Upon a user's request, the process controller starts an asynchronous operation in the background and allows the request to complete its lifecycle immediately after the execution starts. The process controller handles resume and rollback operations in the same way. To provide resume or rollback capability, the process controller checks if there are any incomplete processes. If any are found, the user is prompted with choices to complete the process or rollback the changes.
Process monitor is responsible for receiving client requests for current progress, pausing or terminating process execution. Get progress handles the request for getting progress status which then forwards this request to read progress. Once the client gets confirmation from the process controller, usually in the form of a 200 HTTP response code that it has launched the time-intensive process, it starts polling process monitor for progress. If process monitor receives a pause or terminate request, it calls process controller to do the operation. To give a better sense of how this model works, a use case diagram is shown in Figure 3 and finally we present WPM design pattern using class diagram in Figure 4 . 
Class diagram for WPM
A number of classes together bring WPM into reality. Figure 4 demonstrates those classes, their responsibilities and the relationships between them.
Collaboration between participant classes
Now we discuss about the responsibilities among the participant classes in WPM.
Progress
• defines the progress object of the time-intensive process.
ProgressCollector
• writes a progress object to the session
• reads a progress object from the session
• destroys progress data from the session.
ProcessController
• checks if there are any incomplete processes to resume or rollback
• executes the time-intensive process, resume the process, or rollback changes
• stores process progress to the session with the help of ProgressCollector.
ProcessMonitor
• gets the progress using ProgressCollector and sends it back to SystemInterface
• requests ProcessController to pause or terminate the running process.
SystemInterface
• sends start, resume or rollback operation request to ProcessController
• sends periodic HTTP requests using Ajax to ProcessMonitor for progress
• sends process termination or pause request to the ProcessMonitor. For a better visualisation of the collaboration between the participating classes of WPM, an interaction diagram is shown in Figure 5 .
Consequences
• The time-intensive process execution is no longer a blocking call: Since the server no longer waits for the time-intensive process to finish, it returns immediately to the client and thus closing the connection between the client and the server.
• No need to extend the default execution timeout: The time-intensive process runs asynchronously in the background and the request completes its lifecycle within the default execution timeout of the web server. The request is no longer responsible for the execution of the process, it merely asks the server to launch the process and run it in the background.
• No session lock: The time-intensive process is now a background process and the response is sent back to the client immediately after ProcessController launches the process, the session state is no longer in a write-lock.
• Real-time progress status: Subsequent HTTP requests with the help of Ajax can be sent to server for progress status. Since the user session is not in a write-lock, the server processes other requests immediately and sends the response back to the client.
• Possible to terminate, pause or resume a time-intensive operation: An asynchronous process generally runs in the background within a separate thread. Therefore, it can be terminated anytime by sending a separate HTTP request to ProcessMonitor. Pause is one kind of termination, but by keeping extra information around so that it can be started from the same point again.
• No concern of session size limitation: For faster read and write, progress objects are stored in session and the space needed for this purpose is negligible.
• Possibility of deadlock in multi-threading environment is negligible: When a separate thread is used for asynchronous execution of the time-intensive process, it becomes multi-threading (SunSoft, 1994) . When there are dependencies between multiple threads, if one of them hangs because of an error or for any other issue, a deadlock may occur (Agarwal et al., 2010) . In case of WPM, no other thread depends on the thread that is used for asynchronous processing. Therefore the possibility of a deadlock is negligible in WPM.
• Concern about session conflict: There may be concerns about session conflict when a user starts multiple time-intensive processes from the same client. Session identification mechanism can be used easily to remove this concern.
Implementation
Here are some useful techniques to effectively implement a time-intensive process and a monitoring system for it by following WPM design pattern.
• Implementing time-intensive process: The execution of time-intensive process needs to be asynchronous and needs to be able to write the progress continuously into the session so that other processes can access it. This means the calling method returns before the task finishes and the page can complete its request lifecycle.
• Implementing pause or terminate feature: The thread component under which the time-intensive process execution happens needs to be accessible to control its execution.
• Implementing resume/rollback feature: ProcessController needs to have a mechanism to check if there are any incomplete processes that was previously paused. If found any, the user can be prompted with options whether he wants to resume it or rollback the changes.
• Reading progress status: Since the session state is accessible by other processes and ProcessController stores the progress object into session, the client may have the continuous updates on progress by making repeated HTTP request with the help of Ajax to ProcessMonitor.
We have placed our sample code at http://www.mmohin.com/articles/wpm/samplecode.html..
Conclusions
The implementation of a real-time progress monitor in a web application is difficult since in web, the client is not always connected to the server. Moreover, web servers do not process concurrent requests to maintain the integrity of user session. In addition, extending default timeout of a web-server to accommodate a time-intensive process removes important security control from the application. Our proposed design pattern -WPM -addresses all of these design issues. It allows the time-intensive process to run in the background asynchronously without blocking the connection during the execution period of a time-intensive process. This enables other requests to be executed with exclusive access to session information along with availing pause, resume or termination features.
WPM currently focuses on web-based applications only. There remains immense scope for further work to make the design pattern applicable for cloud-based applications and mobile applications that use HTTP protocol for processing data in server side. The concept of Web Socket instead of Ajax might be another piece of work in the future that may help WMP more performant. Since WebSocket comes with HTML5 and later, we consider it as a further scope of work for WPM.
