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Environmental life cycle assessment (LCA) is a tool to address anthropogenic emissions, 
resource use, and land use. In the impact assessment phase of an LCA, impacts on the 
ecosystem and human health are quantified. In this PhD thesis, the cause-effect chain from 
environmental interventions up to damage to the environment (endpoint) is modelled, 
summarised as characterization factors (CFs) for endpoint damage. Aggregation of damage 
among various impact categories becomes feasible with the applied endpoint concept. As the 
implementation in life cycle impact assessment (LCIA) for many impact categories still needs 
improvements, the overall aim of this PhD thesis is to develop renewed LCIA methods and 
impact indicators on an endpoint level. The focus is on ozone and particulate matter formation 
causing human health damage, and terrestrial acidification, groundwater extraction, and 
freshwater ecotoxicity causing ecosystem damage. The renewed and improved methods in this 
PhD thesis make it possible to present potential damage in terms of loss of healthy life years or 
loss of biodiversity. The research contributes to the discussion whether information on potential 
damage can be obtained in such a way that it is applicable in environmental life cycle 
assessments.
Chapter 2 presents CFs for human health effects caused by fine particulate matter (PMio) 
and ozone in Europe. The CFs express the change in disability adjusted life years (DALYs) of 
European inhabitants due to a change in emissions of PM10, ammonia (NH3), nitrogen oxides 
(NOx), sulfur dioxide (SO2), and non-methane volatile organic compounds (NMVOCs). The CF 
consists of an intake factor, an effect factor, and a damage factor. The intake factor is modeled 
with atmospheric deposition models and shows the change in population exposure to primary 
and secondary aerosols, and ozone due to a change in emission of a substance. A combined 
human effect and damage factor, represented by the change in DALY due to a change in 
population intake is derived from epidemiological-based relative risks of short-term mortality, 
long-term mortality, and morbidity. Primary PM10 causes 260 DALYs per kton emission, while 
secondary aerosol formation results in CFs between 51 and 83 DALYs per kton of precursor 
emitted. Applying CFs for high (> 10 m) and low (< 10 m) stack sources separately for PM10 and 
SO2 emissions lead to a more precise estimation of human health damage due to these 
pollutants. The CF related to ozone formation emissions appears to be much lower (0.04 DALY 
per kton of NOx and NMVOC, calculated based on maximum daily 8-h average ozone 
concentration) compared to the CF for primary and secondary PM10. When calculating CF based 
on 24-h average ozone concentration, NMVOC causes 0.04 DALYs per kton, while the CF for NOx 
causing ozone formation is negative due to reactivity of ozone with NO in areas with high NOx 
levels (-0.12 DALYs per kton). Total European emissions of the five priority air pollutants in year 
2000 are attributed to 4.2 million DALYs for the European population, which corresponds on 
average to 0.25 DALYs per person over a lifetime (80 years). Health damage due to ozone is 
negligible compared to health damage due to PM1 0 .
Chapter 3 describes a new approach to derive CFs for acidification in European forests. Time 
horizon dependent CFs for acidification were calculated, whereas before only steady-state 
factors were available. The CFs indicate the change in the potential occurrence of plant species 
due to a change in emission, and they consist of a fate and an effect factor. The fate factor 
combines the results of an atmospheric deposition model and a dynamic soil acidification 
model. The change in base saturation in soil due to an atmospheric emission change is derived
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for 20, 50, 100, and 500 year time horizons. The effect factor is based on a base saturation- 
response curve of the potential occurrence of plant species, derived from multiple regression 
equations per plant species, and the percentage loss of plant biodiversity per unit decrease of 
base saturation. The results show that CFs for acidification increase up to a factor of 13 from a 
20 years to a 500 years time horizon. CFs for ammonia are 4.0 to 4.3 times greater than those 
for NOx, and CFs for SO2 are 1.4 to 2.0 times greater than those for NOx. Total European 
emissions of the three acidifying substances in year 2000 are attributed to not occurring plant 
species over an area of more than 28 thousand km2 over 500 years time horizon, SO2  being the 
main cause of acidification of forest soils in Europe.
An operational method to evaluate the environmental impacts associated with groundwater 
use is currently lacking in LCA. Chapter 4 outlines a method to address the effects of 
groundwater extraction on the species richness of terrestrial vegetation in life cycle impact 
assessment. CFs were derived for The Netherlands. They indicate the change in potential plant 
species richness due to a change in groundwater extraction, and consist of a fate and an effect 
factor. The fate factor is defined as the change in drawdown due to the change in groundwater 
extraction and expresses the amount of time required for groundwater replenishment. It was 
obtained with a hydrological model describing the groundwater regime and equals on average
5.0 years for Dutch circumstances. The effect factor was obtained from a groundwater level 
response curve of potential plant species richness, which was constructed based on the soil 
moisture requirements of 625 plant species in the Netherlands. The effect factor depends on 
local groundwater levels and ranges up to 9.2% loss of species per 10 cm of groundwater level 
decrease at yearly average groundwater levels less than 1.2 m. Resulting characterization 
factors are up to 4.6 m2-yr/m3.
Chapters 5 and 6 present effect factors for freshwater ecotoxicity and their uncertainty 
distributions. The ecotoxicological effect factors (EEFs) are divided into a Toxic Mode of Action 
(TMoA)-specific part and a chemical-specific part. Chapter 5 presents EEFs for 869 high 
production volume chemicals (HPVCs), related to 7 nonspecific TMoAs, such as nonpolar 
narcosis. Chapter 6 presents EEFs for 397 pesticides belonging to 11 pesticide-specific TMoAs, 
such as acetylcholinesterase inhibition. Median EEFs range from 5-10-6 to 7-106 L/g, depending 
on the chemical considered. The 90% confidence interval of the TMoA-specific part of the effect 
factor ranges from 23 orders of magnitude for acrylate toxicity to 0.5 orders of magnitude for 
pyrethroid neurotoxicants. The TMoA-specific part of the effect factors are greater for 
pesticides compared to HPVCs with a nonspecific mode of action, and also have a smaller 
uncertainty range. Uncertainty in predicted concentrations and uncertainty in the spread 
between species are both lower for pesticides than for HPVCs. Uncertainty in the chemical- 
specific part of the EEFs depends on the number of species for which toxicity data are available 
(ns) and ranges from a median uncertainty of 2.5 orders of magnitude for ns = 2 to one order of 
magnitude or lower for ns > 4. Variation in uncertainty in the chemical-specific part of the EEFs 
readily decreases for chemicals for which toxicity data are available for at least three species. 
With the applied method, a distinction in EEFs can be made among different TMoAs. The 
applied method provides the possibility to quantify parameter uncertainty in the TMoA-specific 
part of the ecotoxicological effect factor, which is helpful to get more insight in how uncertainty 
in ecotoxicological characterization factors can be reduced. To put the uncertainty in effect
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factors into perspective within LCIA, more information on the uncertainty in fate factors should 
be derived.
In the LCIA of chemicals causing ecotoxicological impacts, the fate and effects of the parent 
compound is included only, neglecting the potential impact of transformation products. Chapter 
7 presents the development and application of a multispecies version of the SimpleBox model, 
which is capable of determining the fate of a chemical and its degradation products. There are 
various direct and indirect sources of perfluorooctanoic acid (PFOA). Dynamic simulations are 
performed to analyze the potential formation of perfluorooctanoate (PFO), the anion of PFOA, 
in the environment from fluorotelomer acrylate polymer (FTacrylate) emitted to landfills and 
wastewater, residual fluorotelomer alcohol (8:2 FTOH) in FTacrylate, and residual PFOA in 
FTacrylate. An uncertainty analysis on the chemical-specific input parameters is performed to 
examine for uncertainty in modeled concentrations. It is shown that in 2005, residual 8:2 FTOH 
made up 80% of the total contribution of FTacrylate use to PFO concentrations in global oceans, 
and residual PFOA in FTacrylate contributed 15% to PFO concentrations from FTacrylate use in 
global oceans. After hundreds of years, however, the main source of PFO from total historical 
FTacrylate production is predicted to be FTacrylate degrading in soil following land application 
of sludge from sewage treatment plants, followed by FTacrylate present in landfills. In chapter 8 
the importance of including the potential impact of transformation products in the calculation 
of CFs is assessed by applying the steady-state version of the multispecies SimpleBox model. 
The developed method is applied to freshwater ecotoxicity for 15 pesticides and 
perchloroethylene, which are all known to have potentially persistent transformation products. 
The inclusion of transformation products results in a median increase in CF that varies from 
negligible to more than five orders of magnitude. This increase, however, can be highly 
uncertain, particularly due to a lack of toxicity data for transformation products and a lack of 
knowledge on the mode of action of transformation products.
Chapter 9 discusses the new research features in LCIA modeling and the practical 
implementation in LCA methodology. It is outlined why each detailed model, used in this PhD 
thesis to model the fate and exposure in the environment, is applicable within LCIA and can be 
preferred over more simple models. Subsequently it is outlined how the basis of the species 
sensitivity distribution methodology used for ecotoxicity was applied for the other impact 
categories. For ecotoxicity, in general, uncertainty in effect factors is larger than uncertainty in 
fate factors due to a small number of toxicity tests or the lack of a TMoA-specific slope factor. 
For human health damage due to ozone and PM10, acidification, and groundwater extraction 
parameter uncertainty still needs to be taken into account to give more value to LCIA results. 
Year 2000 emissions in Europe of each acidifying substance (NH3, NOx, and SO2) cause more 
terrestrial species not to occur than groundwater extractions for agricultural and drinking water 
purposes in year 2000 in Europe. Year 2000 emissions in Europe of each of 12 toxic chemicals 
cause on average less freshwater species not to occur than terrestrial species do not occur due 






In the research outlined in this thesis the cause-effect chain from environmental 
interventions up to damage to the environment is modeled for ozone and particulate matter 
formation causing human health damage, and acidification, groundwater extraction, and 
toxicity causing ecosystem damage. The renewed and improved methods in this thesis make it 
possible to present actual damage caused by environmental interventions in terms of loss of 
healthy life years or loss of biodiversity. The research contributes to the discussion whether 
information on actual damage can be obtained in such a way that it is applicable in 
environmental life cycle assessments (LCAs).
Section 1.1 provides an introduction to LCA and more specific to life cycle impact 
assessment (LCIA) and cause-effect chain modeling. Subsequently Section 1.2 reflects the 
developments in LCIA over the years. Section 1.3 focuses on the problem setting and objectives 
of the research. Finally, Section 1.4 provides an outline of the thesis.
1.1 Life cycle impact assessment
Manufacture and consumption of products and services by humans leads to resource 
extraction (depletion) and land use, and causes emissions of environmentally hazardous 
substances (pollution). To address the environmental impact of a product or service, 
environmental LCA can be used as a methodology. An LCA includes the step-wise calculation of 
environmental impacts of a product or service during its full life-cycle: from resource extraction 
to waste disposal (Consoli et al. 1993). The first step is the goal and scope definition, which is 
followed by an inventory phase, an LCIA step and finally an interpretation phase (ISO 2006a).
In the goal and scope definition, the subject and the purpose of an LCA study are 
determined. Goals of an LCA can be to compare different products or services, or to improve, 
optimize, or explore the future possibilities of a product or service. By defining a functional unit, 
a quantitative reference for the study is set and the LCA will correspond to this functional unit. 
When the goal of the LCA is for example to compare the environmental impacts due to organic 
and conventional farming when growing apples, the functional unit can be 'the consumption of 
1 kg of apples'.
During the inventory phase for each of the product systems or services considered, data are 
gathered for all the relevant processes involved in the life cycle. The outcome of the inventory 
analysis is a list of resource extractions, land use occupations, and emissions, which amounts 
correspond to the functional unit for the product system considered.
In the life cycle impact assessment phase the inventory data are valued concerning their 
environmental burden. First, it is decided which impact categories will be included in the LCA 
(selection). Figure 1.1 gives an overview of the main impact categories included in LCA studies, 
such as global warming, acidification, land occupation, and fossil fuel use. Second, the data 
obtained in the inventory phase are linked to the impact categories (classification). For example: 
the emission of ammonia contributes to acidification, eutrophication, and respiratory impacts, 
and the extraction of natural gas attributes to resource scarcity. Third, the impacts are 
quantified (characterization). Predefined characterization factors are used for this purpose. To 
obtain the impact score (IS) for an impact category, the amount of emitted substance or
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extracted resource (M) of an emission or extraction of substance x  in compartment i is 
multiplied by each corresponding characterization factor (CF), and summed over every 
compartment and substance:
IS = E I X , ,  • CFX . (1.1)
i  x
The environmental intervention of a stressor leads, after fate in and exposure to the 
environment, to environmental effects and damage. Therefore, the CF is obtained by 
multiplying fate factor (FF), exposure factor (XF), effect factor (EF), and damage factor (DF):
CF = FF • XF • EF • DF (1.2)
To obtain characterization factors, environmental models are generally used (Udo de Haes 
et al. 2002).
Effects within the various impact categories can be attributed to the main areas that society 
determines are worthy to protect. The areas of protection (AoP's) generally included in LCIA 
methods are human health, natural environment, and natural resources. For each area of 
protection there is a damage indicator. The areas of protection will be further referred to as 
endpoints of the environmental impact pathway, while the effects within impact categories are 
midpoints (as indicated in Figure 1.1).
Results L ife  cycle 
inventory
Which environmental 





























Figure 1.1: Scheme of the LCIA framework, from life cycle inventory, via impacts, to damage 
on the environment. This scheme provides the main midpoint and endpoint categories.
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Figure 1.2 provides an overview of the environmental impact pathway of stressors. When 
effects are not modeled up to the endpoint damage, e.g. the loss of biodiversity due to 
ammonia emissions, midpoints can be assessed. These midpoint impacts can address the 
environmental intervention only, or include fate in the environment, quality of the environment 
after the fate, or toxicity of the environment due to the intervention as well. In LCA case studies, 
the midpoints are used to express the relative impacts of stressors compared to each other 
within one impact category. The main reason to apply an endpoint approach, however, is that it 
provides the possibility to analyze the tradeoffs between, and aggregation of the consequences 
of different impacts (Goedkoop et al. 2009, Udo de Haes et al. 2002). As more input data and 
more modeling assumptions are required for endpoint indicators compared to midpoint 
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Figure 1.2: Environmental impact pathway of stressors.
Optional steps in the impact assessment phase are normalization and weighting, which 
relate the magnitude of impacts to reference values. Normalization and weighting place the 
results in a broader context by laying out the relative importance of the various impact 
categories. The reference system is generally chosen using overall indicator results for a specific 
region, for example a country or continent, and for a specific year, such as the annual European 
contribution of ammonia to acidification. The last step in the LCA is the interpretation of the 




1.2 Developments in life cycle impact assessment
The analyses of material use and energy demands associated with production systems in the 
late 1960s, beginning 1970s are considered to be the most direct ancestors of current LCA 
practice (see e.g. Gilliland 1975, Hirst & Moyers 1973). In the mid seventies, these studies began 
to consider a wider range of environmentally relevant factors (Barnthouse et al. 1997). In the 
late 70s, a decrease in interest in LCA studies was noticed, perhaps due to the stabilization 
between demand and supply of traditional energy suppliers. In the late 1980s there was a 
renewed interest in LCA methodologies due to solid waste concerns. In 1990, a SETAC (Society 
of Environmental Toxicity And Chemistry) workshop on LCA was held that lead to a first 
document in which the name of the method and a general structure (inventory, impact, and 
improvement assessment), still valid today, was presented (Fava et al. 1991).
An LCIA framework was elaborated and development was unified based on several core 
concepts, such as a stepwise procedure and the use of impact categories, at another SETAC 
workshop in 1992 (Fava et al. 1993). In this workshop, the primary impact categories (later areas 
of protection) were identified to be human health, ecological impact, and resource depletion. 
The three phases classification, characterization, and valuation were defined within the impact 
assessment component. It was established that the cause and effect relationships are not 
necessarily part of an LCA. This means that, taking the example of ammonia causing 
acidification, and eventually a loss of biodiversity, it was not the purpose of an LCA to prove that 
ammonia release is responsible for biodiversity loss. Therefore, LCIA was addressed up to 
midpoint and not up to endpoint. As spatial differentiation was typically considered to involve 
site-specific risk assessment it was regarded not to be compatible with LCIA. After the first 
workshop, LCIA was soon better structured in terms of safeguard subjects and impact categories 
(Heijungs et al. 1992). In later years, the need to follow cause-effect chains up to damage was 
slowly realized and applied in practice, resulting in endpoint methods such as EPS (Steen 1999b) 
and Eco-Indicator '99 (Goedkoop & Spriensma 1999). EPS was the first method to have one 
endpoint for all impact categories. Monetary units were applied to value the environmental 
impacts, based on the 'willingness-to-pay' principle to restore changes in the safeguard 
subjects.
From the mid 90s on, the awareness of the relevance of spatial differentiation grew. The 
location of a specific emission or extraction can strongly influence the fate and eventually the 
damage. Conditions of the surroundings, such as wind speed, soil composition, quantity of 
water nearby, and the number of inhabitants are all important when true damage has to be 
defined. Doubts were emerging on the credibility of LCIA without spatial differentiation. This 
lead to a first set of spatially differentiated characterization factors in 1998 (Potting et al. 1998).
Guinée and Heijungs (1993) proposed to apply multimedia fate and exposure and dose- 
response models from risk assessment. Application was shown and acknowledged in the 
forthcoming years by several researchers and within several working group meetings on LCIA 
(e.g. Sleeswijk & Heijungs 1996, Udo de Haes et al. 2002). Concerning the impacts on toxicity, 
research groups worked on the development of suitable multimedia fate and exposure models, 
combined with effect models (e.g. Huijbregts et al. 2000b, Jolliet et al. 2003). One aim of the 
UNEP-SETAC life cycle initiative, launched in 2002, was to identify recommended practice for
17
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conducting LCA within the framework of the International Organization for Standardization (ISO) 
guidelines (ISO 2006a, b), and to make data and methodology for performing LCA available and 
applicable worldwide (UNEP 2002). For LCIA this required recommendations of specific models 
and characterization factors for each impact category, based on a global consensus among 
experts. The focus was on the scientific validity of the methods, and their relevance and 
feasibility in LCIA (Hauschild et al. 2008b). The UNEP-SETAC task force on toxic impacts put 
these goals into practice by comparing, evaluating, and adapting six individual LCA toxicity 
models and build a consensus model in 2008, called USEtox™ (Rosenbaum et al. 2008). Before 
the availability of USEtox™, models had mainly been separately developed and were applicable 
up to various midpoints or the endpoint on the impact pathway.






Structuring LCIA (impact 
categories/ safeguard subjects)





*■ Aligning mid- and endpoint
Model consensus process
Figure 1.3: Overview of the main steps forward within the history of LCIA
Nowadays, LCIA developments focus on the improvement of characterization factors, 
building consensus within each impact category (Hauschild et al. 2009), finding the appropriate 
level of modeling detail, finding the appropriate level of spatial differentiation, 
operationalisation of endpoint assessments, and looking at the relevancy of new impact 
categories, such as water use (Pfister et al. 2009).
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Important in current LCIA developments is the assessment of uncertainty. Communication of 
uncertainties related to LCIA model results is vital to increase the value of LCA outcomes and to 
give the LCA practitioner a good insight in the relevancy of the results. When for example 
organic and conventional farming are compared to each other, only when more about the 
uncertainties is known it can be said whether one type of farming is truly more environmentally 
friendly. A distinction can be made between model and parameter uncertainty, which need to 
be addressed in a different way. Model uncertainty includes all model choices and assumptions, 
which can be difficult to quantify. To overcome model uncertainty, information is needed on the 
most appropriate description of reality and application of the most relevant model. Parameter 
uncertainty is generally smaller for midpoint indicators, but model uncertainty larger as 
endpoint damage simulates reality better (Snowling & Kramer 2001). For several impact 
categories, such as acidification and groundwater extraction, endpoint effect indicators are 
lacking in currently available LCIA methodologies (Bare et al. 2003, Goedkoop & Spriensma 
1999, Jolliet et al. 2003). The development of impact assessment methods and corresponding 
characterization factors will decrease model uncertainty in LCIA modeling.
1.3 Problem setting and objectives of the thesis
To come to applicable characterization factors for endpoint damage, the implementation in 
LCIA for many impact categories still needs improvements. Within this thesis the focus is on a 
few impact categories for which renewals are necessary, i.e. ozone and particulate matter 
formation, terrestrial acidification, groundwater extraction, and freshwater ecotoxicity.
Currently available endpoint characterization factors of PM10 and ozone (Bare et al. 2003, 
Hofstetter 1998, Steen 1999a) can be updated as improved knowledge on spatial fate modeling 
(Schaap et al. 2008, Tong et al. 2006) and on epidemiology (Anderson et al. 2004, Bell et al. 
2005, Knol & Staatsen 2005, Kunzli et al. 2000, Kunzli et al. 2001, Le Tertre et al. 2002, Medina 
et al. 2005, Pye & Watkiss 2005) is available.
Methods that address the damage due to emissions of chemicals that cause acidification 
only include a small geographic scale (country) in the analysis (Goedkoop & Spriensma 1999, 
Hayashi et al. 2004, 1999a), or provide a world average (Steen 1999a).
So far, the ecological effects and damage due to groundwater extraction have not been 
addressed in the LCIA characterization step.
Methods addressing ecotoxicity need to be improved regarding the chemical coverage and 
environmental relevance (Larsen & Hauschild 2007b). Large uncertainties may be attached to 
the ecotoxicity modeling as reliable data are not always available for the large number of 
chemicals that exists. Furthermore, in current LCIA ecotoxicity models, degradation of a 
chemical is taken into account by following disappearance of the parent compound only 
(Rosenbaum et al. 2008, Schulze et al. 2001). In reality, however, transformation yields daughter 
products that can be found in the environment as well. Intermediate degradation products, the 
transformation products, might have an additional effect, especially when a transformation 
product is more toxic, more persistent, more mobile or more bioaccumulative than its parent 
compound (Cahill et al. 2003, Fenner et al. 2000, Gasser et al. 2007).
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The overall aim of this thesis is to develop renewed life cycle impact assessment methods 
and impact indicators on an endpoint level. The backgrounds of the addressed impact 
categories are shortly discussed below.
1.3.1 Fine dust and ozone formation
Fine Particulate Matter with a diameter of less than 10 nm (PM i0) represents a complex 
mixture of organic and inorganic substances. PM1 0  causes health problems as it reaches the 
upper part of the airways and lungs when inhaled. Secondary PM10 aerosols are formed in air 
from emissions of sulfur dioxides (SO2 ), ammonia, and nitrogen oxides (NOx) among others 
(World Health Organization 2003). Inhalation of different particulate sizes can cause different 
health problems. From recent WHO studies, the effects of chronic PM exposure on mortality 
(life expectancy) seem to be attributable to PM25 rather than to coarser particles. Particles with 
a diameter of 2.5-10 |am (PM25_10), may have more impacts on respiratory morbidity (World 
Health Organization 2006). PM has both anthropogenic and natural sources. As only the first 
source can be influenced by humans, research focuses on attributive effects of these emissions 
(World Health Organization 2006).
Ozone is not directly emitted into the atmosphere, but it is formed as a result of 
photochemical reactions of NOx and Non Methane Volatile Organic Compounds (NMVOCs). This 
formation process is more intense in summer and ozone formation depends on the (local) 
background concentrations. Ozone is a health hazard to humans because it can lead to an 
increased frequency and severity of respiratory distress, such as asthma and Chronic 
Obstructive Pulmonary Diseases (COPD) (European Environment Agency 2005).
Both PM10 and ozone inhalation can contribute to years of life lost or years of life disabled, 
together indicated as disability adjusted life years (DALY). The environmental impact pathway 
leading to a loss of healthy life years due to fine dust and ozone in air is outlined in Figure 1.4.
1.3.2 Acidification
Atmospheric deposition of inorganic substances, such as sulfates, nitrates, and phosphates, 
cause a change in acidity in the soil. This change in acidity evolves over time due to 
biogeochemical and biological processes that take place in the soil. For almost all plant species 
there is an optimum of acidity. A serious deviation from this optimum is harmful for that specific 
kind of species and is referred to as acidification. As a result, changes in levels of acidity will 
cause a change in biodiversity (Goedkoop & Spriensma 1999, Hayashi et al. 2004).
The environmental impact pathway from emissions to the impact on plant species due to 
soil acidification is outlined in Figure 1.4. Emissions of NOx, NH3, and SO2 to air deposit on soils, 
causing changes in soil chemistry, such as base saturation and pH, which may lead to a loss in 
biodiversity. Up to now, acidification has mainly been addressed on a midpoint level (Bare et al. 
2003, Goedkoop & Spriensma 1999, Heijungs et al. 1992, Hettelingh et al. 2005, Huijbregts et al. 




The term groundwater generally refers to the water in the saturated zone below the water 
table where water flows freely into wells under pore pressure greater than atmospheric 
pressure (Anderson 2007, Winter et al. 1999). Water can only be distracted from the saturated 
zone, as the water in the unsaturated zone is held too tightly by capillary forces (Winter et al.
1999). An aquifer is the primary type of groundwater reservoir. It is a body of porous material, 
either consolidated rock or unconsolidated material such as sand and gravel, that yields 
significant quantities of water (Anderson 2007). Excessive groundwater extraction for 
agriculture, industry, and households will lower the water table of an aquifer to such an extent 
that the more porous part of the aquifer dries and terrestrial plants that rely on shallow 
groundwater to sustain cannot reach water anymore (Hancock et al. 2005).
The environmental impact pathway from groundwater extraction to the impact on plant 
species due to groundwater table lowering is outlined in Figure 1.4. The extraction of 
groundwater leads to a drop of the groundwater level. This desiccation process can affect the 
species biodiversity.
1.3.4 Freshwater ecotoxicity
Ecotoxicity refers to the potential for biological, chemical, or physical stressors to affect 
ecosystems. The term was first outlined by Truhaut (1977), who defined it as "the branch of 
toxicology concerned with the study of toxic effects, caused by natural or synthetic pollutants, 
to ecosystems, animals (including human beings), plants, and microbial communities". Research 
within ecotoxicology is being used to set environmental regulations. Legal environmental quality 
criteria are set based on generic risk limits for toxic compounds for water, sediment and soil, 
derived in ecological and human risk assessments (Sijm et al. 2002). Such assessments are made 
continuously for new substances.
Although the pollution peaks in surface waters in the 1970s have now largely subsided in the 
western world due to strict toxic-chemical regulations, diffuse emission sources are still a threat 
to biodiversity (Posthuma et al. 2008).
In addition to well-identified spots, a diffuse pollution covers vast areas of land, vast 
volumes of sediment, and many surface water bodies. This diffuse pollution is defined as the 
chronic presence of mixtures of toxic chemicals over large surface areas, in concentrations 
exceeding generic and protective environmental quality standards for one or more compounds. 
The magnitude of ecotoxicity effects due to emissions of one chemical is to a large extent 
dependent on the background diffuse pollution (Harbers et al. 2006).
The environmental impact pathway leading to decreased species diversity due to freshwater 
ecotoxicity is outlined in Figure 1.4. An emission of any chemical released to air, water, or soil, 
can end up in the freshwater environment, increasing pollutant concentration. These chemicals 
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Figure 1.4: Modeling steps of the addressed impact categories within the environmental 
impact pathway.
1.4 Outline of the thesis
Chapter 2 presents characterization factors (CFs) for emissions of priority air pollutants, 
causing human health effects due to fine particulate matter and ozone formation. The CFs are 
expressed in disability adjusted life years (DALYs) of European inhabitants. With the use of up- 
to-date dose-response functions for mortality and morbidity, and the application of spatially 
explicit atmospheric fate models for Europe, improved characterization factors are obtained.
Chapter 3 describes a new approach in LCIA to derive endpoint characterization factors for 
acidification in European forests. The characterization factors were obtained for a 20, 50, 100, 
and 500 years time horizon. Variability among forest soils was taken into account in the effect 
calculations, as the dose response curve was obtained for 1000 hypothetical forest areas.
Chapter 4 describes an approach to address the effects of groundwater extraction on the 
species richness of terrestrial vegetation at various groundwater levels in the Netherlands. CFs 
were obtained with the use of a hydrological model describing the groundwater regime in the 
Netherlands, and soil moisture requirements of 625 plant species.
Chapters 5 and 6 describe a concentration-response method to model the impact of 
chemical concentrations in the freshwater environment for respectively high production volume 
chemicals and pesticides. The focus is on the quantification of parameter uncertainty by means 
of Monte Carlo simulations in the derived ecotoxicological effect factors.
Chapter 7 describes a model to include transformation products in the fate modeling of 
chemicals, and applies the model in a case study of the transformation of fluorotelomer acrylate 
polymer to fluorotelomer alcohol to perfluorooctanoate. Subsequently, this model is applied in 
chapter 8 to include transformation products in the modeling of characterization factors for 
freshwater ecotoxicity. The importance of the inclusion of transformation products is 
determined by means of probabilistic calculations and application in a case study.
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Finally, chapter 9 presents a general discussion and conclusion on the research outlined and 




European characterization factors for human health damage of PMi0 
and ozone in life cycle impact assessment
Rosalie van Zelm 
Mark A.J. Huijbregts 
Henri A. den Hollander 
Hans A. van Jaarsveld 
Ferd J. Sauter 
Jaap Struijs 
Harm J. van Wijnen 
Dik van de Meent
Published in Atmospheric Environment 42: 441-453
Chapter 2
Abstract
This paper presents characterization factors for human health effects of fine particulate 
(PMio) and ozone in Europe for the purpose of life cycle impact assessment. The 
Characterization Factors (CFs) express the change in Disability Adjusted Life Years (DALYs) of 
European inhabitants due to a change in emissions of PM 10, ammonia (NH3), nitrogen oxides 
(NOx), sulfur dioxide (SO2), and non-methane volatile organic compounds (NMVOCs). The CF 
consists of an intake factor, an effect factor, and a damage factor. The intake factor was 
modeled as the change in population exposure to primary and secondary aerosols, and ozone 
due to a change in emission of a substance. This was done with the models EUTREND (aerosols) 
and LOTOS-EUROS (ozone). A combined human effect and damage factor, represented by the 
change in DALY due to a change in population intake was derived from epidemiological-based 
relative risks of short-term mortality, long-term mortality, and morbidity. Primary PM 10 causes 
260 DALYs per kton emission, while secondary aerosol formation results in characterization 
factors between 51 and 83 DALYs per kton of precursor emitted. Applying characterization 
factors for high and low stack sources separately for PM 1 0  and SO2 life cycle emissions can lead 
to a better estimation of human health damage due to these pollutants. CF related to ozone 
formation emissions appear to be much lower (0.04 DALY per kton, calculated based on 
maximum daily 8-hour average ozone concentration) compared to the CF for primary and 
secondary PM 10. When calculating CF based on 24-hour average ozone concentration, NMVOC 
causes 0.04 DALYs per kton, while the CF for NOx causing ozone formation is negative due to 
reactivity of ozone with NO in areas with high NOx levels (-0.12 DALYs per kton). Total European 
emissions of the five priority air pollutants in year 2000 attributed to 4.2 million DALYs for the 
European population, which corresponds on average to 0.25 DALYs per person over a lifetime 
(80 years).
Keywords: characterization factor; human health damage; intake factor; life cycle impact 
assessment; ozone; PM 10
List of symbols
Abbreviation Explanation unit
AB Attributable Burden yr-1
C Concentration kg-m-3
CF Characterization Factor yr-kg-1
D Duration of a disease yr
DALY Disability Adjusted Life Years yr
DF Damage Factor yr
EF Effect Factor kg-1
Finc incidence rate of the population yr-1
I Intake of pollutant kg-yr-1
IF Intake Factor -
IH average human breath intake rate m3-yr-1
M Emission kg-yr-1
N Number of inhabitants -
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Abbreviation Explanation unit
POCP Photochemical Ozone Creation Potentials -
RR Relative Risk m^|ag-1
RR Severity of a disease -
S Time yr
t Years of Life Disabled yr









Life Cycle Assessment (LCA) is a tool that deals with environmental impacts associated with 
a product or service (Consoli et al. 1993). It reviews the complete life cycle of the product or 
service in several steps. One part of this process is the Life Cycle Impact Assessment (LCIA), 
where emissions are converted into impact scores for various impact categories, such as global 
warming. The impact score is a weighted sum of the damage due to all emissions contributing to 
a particular impact category. Weighting factors employed in LCIA are commonly known as 
characterization factors.
One of the impact categories in LCA is 'human health damage'. Hofstetter (1998) gives an 
overview of several mechanisms that may affect human health, which comprises, among others, 
respiratory effects and cardiovascular system effects via exposure to primary air pollutants. 
Characterization factors for human health damage that is caused by particulate matter and 
ozone are commonly expressed in Disability Adjusted Life Years (DALYs) (Bare et al. 2003, 
Hofstetter 1998, Steen 1999a). Important air emissions causing human health damage are (i) 
primary fine particulate matter with a diameter of less than 10 |am (PM 10), (ii) ammonia (NH3), 
nitrogen oxides (NOx), and sulfur dioxide (SO2) producing inorganic secondary PM 10 aerosols and 
(iii) NOx and Non Methane Volatile Organic Compounds (NMVOCs) influencing tropospheric 
ozone formation.
The aim of this paper is to update existing characterization factors for human health damage 
caused by PM 10 and ozone. Emissions in whole Europe are taken as a starting point in the model 
approach. Characterization factors are addressed in terms of a marginal change in DALYs of 
European inhabitants due to a marginal change in European emissions to air of respectively NH3, 
NOx, SO2, PM 10, and NMVOC. New elements in the current work compared to previous studies 
that focused on the modeling of health effects in the context of LCIA are:
• For ozone formation a grid size of 25x25 km is used in the model calculations instead of 
the larger grid sizes used in previous studies. This is considered relevant for the modeling 
of the influence of NOx emissions on ozone formation (Tong et al. 2006);
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• Up-to-date dose-response functions for short-term and long-term mortality, and 
morbidity caused by PM 10 and ozone are included in the calculations of the 
characterization factors.
In addition to the updated characterization factors, total DALYs related to the five European 




Characterization factors for human health damage caused by emitted substance x (CFx in 
yr-kg-1) in Europe are defined as the yearly marginal change in the Disability Adjusted Life Years 
of all inhabitants (dDALY in yr-yr-1) due to a marginal change in a European emission of 
substance x (dMx in kg-yr"1). This characterization factor is composed of 3 factors:
i. a dimensionless Intake Factor (IFpop,x), which expresses the population intake of pollutant 
k (Ipop,k in kg-yr"1) per unit of emission of substance x. Intake factor is chosen instead of 
the more common expression intake fraction (Bennett et al. 2002). Intake fraction would 
imply intake of a fraction of the emission itself, while in the case of secondary aerosol 
and ozone the primary emission is of a different nature;
ii. an Effect Factor (EFk in kg1), which describes the Attributable Burden of a population for 
health effect e (ABe,k in y r 1) due to intake of pollutant k; and
iii. a Damage Factor (DFe in yr), which describes the amount of health damage per case of 
health effect e .
As spatial explicit atmospheric transport models were applied, the results are summed over 
all European grid cells i. In equation this reads:











We define the population intake factor of emitted substance x (IFpop,x) as the marginal 
increase in population Intake rate of pollutant k, per grid cell i (dIpop,kj) induced by a marginal 
increase in emission of x (dMx), e.g. increase in intake of PM 10, caused by emission of SO2:
IFpop-i = =(IH N ) W  (2'2)
where N, is the Number of inhabitants of grid cell i (derived from Oak Ridge National Laboratory
(2004)), Ck/i is the yearly average Concentration of pollutant k in grid cell i (kg-m"3), and IH is the 
average human breath intake rate (13 m3-day-1 = 4745 m3-yr-1; (U. S. EPA 1997).
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2.2.2.1 Primary and secondary aerosols
The atmospheric fate model EUTREND (Van Jaarsveld 1995, Van Jaarsveld et al. 1997) was 
used to calculate intake factors for formation of NH4+, NO3-, SO42-, and PM 10 aerosols, which 
result from NH3, NOx, SO2, and PM 10 emissions, respectively. EUTREND, using an EMEP scale, 
covers the European continent with its marginal seas and can be used to model transport and 
concentrations on local, regional, and continental scale. Europe was divided in 8064 grid cells of 
about 50x50 km, each area characterized by its (unique) coordinates, land-water ratio, 
roughness length, and number of inhabitants. EUTREND combines a Gaussian plume model that 
describes short-range, local transport and dispersion, with a Lagrangian trajectory model that 
describes long-range transport. The processes emission, dispersion, advection, chemical 
conversion, and dry and wet deposition were accounted for in the model by a linear set of mass 
balance equations. Meteorological data of 1990, a meteorological moderate year, were applied. 
Dry deposition of NO3-, and NH4+, SO42- aerosols was modeled with the so-called resistance 
approach, in which dry deposition velocity was constructed from resistances of both the 
atmosphere and the receiving surface (Van Jaarsveld 1995). EUTREND takes into account that 
available NH3 first reacts with available SO42- to form ammonium sulfate and the remaining of 
the NH3 reacts with NO3 - to form ammonium nitrates. The model has been validated on several 
scales (Asman & Van Jaarsveld 1992, Van Jaarsveld 1995).
2.2.2.2 Ozone
The chemistry and (non-)linearity of ozone formation is rather complex as it depends on the 
presence of precursors and meteorological factors, and due to the short lifetime of ozone under 
specific conditions. The dynamic non-linear model LOTOS-EUROS was applied to calculate intake 
factors for ozone due to emissions of NOx and NMVOCs (Schaap et al. 2008). Population intake 
factors in year 2000 of ozone were calculated from modeled average ozone concentrations of 
the full year or from yearly maximum daily 8-hour average ozone concentrations, depending on 
the exposure-response function of ozone (see Section 2.2.3). Since the ozone concentration in 
the latter case is calculated over 8 hours the breath intake refers to 1/3rd of a year.
LOTOS-EUROS is a combination of the models LOng-Term Ozone Simulation (LOTOS, (Schaap 
et al. 2004, Van Loon et al. 2000)) and EURopean Operational Smog (EUROS, (Hanea et al. 2004, 
Van Rheineck Leyssius et al. 1990)) and is used to calculate dispersion and chemical 
transformation of air pollutants in the lower troposphere over Europe. Both models were 
validated in a recent model comparison study (Vautard et al. 2007). LOTOS-EUROS itself was 
also validated in a recent model intercomparison study (Van Loon et al. 2007). The models were 
found to be skillful in the simulation of ozone concentrations in both city centers and rural areas 
located nearby. The master domain of LOTOS-EUROS is bound at 35° and 70° North and 10° 
West and 60° East. The projection is normal longitude-latitude and the standard grid resolution 
is 0.50° longitude x 0.25° latitude, which comes to 14 000 grid cells of approximately 25x25 km. 
LOTOS-EUROS extends in vertical direction to about 3.5 km above sea level, following the 
dynamic mixing layer approach (Schaap et al. 2008). To calculate ozone concentrations over 
Europe, a gas phase chemistry scheme that describes non-linear photochemistry is applied in 
the model. Meteorological data of 1997 were used, as this year represents average conditions
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for ozone formation (Tarrason et al. 2005). Emission increments of 1, 5, and 10% from reference 
year 2000 were used to check for deviation from linearity in the ozone intake factor for this 
range of emission changes.
2.2.3 Effect and damage factor
2.2.3.1 Exposure-response relationships
As recommended in previous studies, no thresholds for PM 10 and ozone effects were 
assumed in the effect calculations (Bell et al. 2006, World Health Organization 2004). The 
human effect factor for health effect e caused by pollutant k (PM 1 0  or ozone) in grid cell i was 
defined as:
dABe. i
EF.,kJ =— 7T±  (2.3)
dIk i
Effect factors are only calculated for European grid cells with a population density larger 
than 0, as health effects are irrelevant in case of uninhabited areas. The population Attributable 
Burden for health effect e due to exposure to pollutant k in grid cell i (ABeki) is equal to (De 
Hollander et al. 1999, Knol & Staatsen 2005):
AB = (RRe, k - 1)-Ck, i • Finc, e (_ 4)
e'u  Y k - 1 )  ) 1  .
where RRe,k is the Relative Risk to obtain health effect e due to exposure to pollutant k (per 
Hg-m-3), CkJ is the yearly average concentration of pollutant k in grid cell i (kg-m"3), and Finc,e is 
the incidence rate of the population to suffer from health effect e per year of exposure (y r1). 
For ozone, a RR is applied for a 24 hour average concentration as well as for the maximum daily 
8 hour average concentration. The yearly average ozone concentration will be taken 
corresponding to these respective time frames. The derivative of Equation (2.4) gives EFe,k;i:
EF = dAB.U = dABeki {Me., - 1)' Fnc,e
■Xi d l,j H ■ dCtJ IH ■ ( (  - 1 )C  +1)2 '
DALYs per disease and per year were determined from the Years of Life Lost due to health 
effect e per incidence case (YLLe in yr), and the Years of Life Disabled due to health effect e per 
incidence case (YLDe in yr, (Murray & Lopez 1996)):
DALYe ,k,i = ABe, k,i -(YLLe + YLDe) (2.6)
with
YLDe = De ■ Se (2.7)
where De is the Duration of health effect e (yr) and Se is the Severity of health effect e (-). Both 
variables are related to hospital admissions.
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The damage factor for health effect e caused by pollutant k is now defined as: 
dDALYe k i
DFek =----- ek- = YLLe + Dp • Se (2.8)
ek dABeMJ e e e
2.2.3.2 Data input
Up-to-date RR values that are significantly higher than 1 (95% confidence interval) were 
included in our analysis (see Table 2.1). The RRs for chronic mortality and acute mortality due to 
PM 10 exposure were taken from Kunzli et al. (2000) and Anderson et al. (2004), respectively. The 
RR for acute mortality due to ozone exposure based on 8-hour concentration averages was 
taken from Anderson et al. (2004) as well. Bell et al. (2005) reported a RR based on a 24-hour 
average ozone concentration. Above mentioned data were chosen because they represent a 
wide range of studies and/or countries which include large sample sizes. From previous 
research there is a weak and inconsistent evidence of a chronic mortality effect from ozone 
(Levy et al. 2001, World Health Organization 2003). Therefore only acute mortality due to ozone 
is included here. For acute respiratory morbidity (hospital admissions), including COPD and 
asthma, and cardiovascular morbidity due to PM 10 exposure European RRs were taken from 
Medina et al. (2005) and Le Tertre et al. (2002) respectively. For morbidity caused by exposure 
to ozone no statistically significant RR values were retrieved. European incidence rates for non­
accidental mortality were derived from Eurostat database (Eurostat 2007), based on year 2000. 
Grid cell-specific European concentrations, as required in the effect factor calculations (see 
Equation (2.5)), were calculated with EUTREND (PM 10) and LOTOS-EUROS (ozone). Several 
studies and impact assessments report a reduction in life expectancy per victim due to chronic 
exposure to PM 10 of about 10 years (Kunzli et al. 2001, Pye & Watkiss 2005). YLLe, De, and Se for 
short-term mortality and morbidity were available for the Netherlands (Knol & Staatsen 2005) 
and these values were assumed to be applicable for Europe as well. Table 2.1 gives an overview 
of all health effect-specific input data.
Table 2.1: Input parameters for the calculation of effect factors and damage factors for PM 10 
and ozone: Relative Risk to obtain health effect e from pollutant k (RRe,k), incidence rate of the 
population (Finc,e), Years of Life Lost (YLLe), Duration (De), and Severity (Se) of health effect e.
Pollutant Disease RRe,k (m3-^ g-1) Finc,e (yr ) YLLe e
LOe
Q
PM 10 Chronic mortality 1.0043a 6.76-10-3 f 10h,i
Acute mortality 1.0006b 6.76-10-3 f 0.25g
Acute respiratory
morbidity 1.00114c 3.08-10-3 g 0.04g 0.64g
Acute
cardiovascular
morbidity 1.0005d 5.28-10-3 g 0.04g 0.71g
Ozone Acute mortality 1.0003b (8-hr) 1.000435e (24-hr) 6.76-10-3 f
0.25g
a(Künzli et al. 2000), (Anderson et al. 2004), c(Medina et al. 2005), (Le Tertre et al. 2002), e(Bell et al. 2005), 




Table 2.2 shows European intake factors for PM i0 and ozone. Intake factors for PM i0 range 
from 9.3-10"7 to 4.9-10"6. This implies that 0.9 to 4.9 mg PM 10 is inhaled by the European 
population per 1 kg of PM 10-producing emission. Primary aerosols only cause slightly higher 
intake factors than secondary aerosols. Intake factors for NMVOC and NOx-induced ozone are 
comparable for 1, 5, and 10% emission increases, i.e. 1.2-10-7. Ozone intake factors for 8-hour 
concentrations are equal for NOx and NMVOC. The NOx-induced ozone intake factor for 24-hour 
concentrations is negative, while the NMVOC-induced ozone intake factor is about a factor of 2 
higher for 24-hour concentrations than for 8-hour. Although the 8 hour maximum average 
concentration is higher than the 24 hour average concentration of ozone, this is 
overcompensated by the 3 times larger breath intake.
European characterization factors for PM 10 and ozone are also shown in Table 2.2. Primary 
PM 10 causes the largest number of life years lost per unit emission, followed by secondary 
aerosols. Mortality due to chronic PM 10 exposure has a dominant contribution compared to 
short term mortality and morbidity (> 99.5%). Characterization factors for ozone are 3 to 4 
orders of magnitude smaller than characterization factors for primary and secondary aerosols.
Table 2.2: Total European intake factors (-) and characterization factors (yrkg-1) for 






Characterization factors (years lost per kg emission)
Mortality Morbidity (acute) : Total
chronic acute respiratory cardio ■
vascular :
PM 10 NH3 1.5-10-6 8.2-10-5 3.2-10-7 2.7-10-8 2.3-10"8 ! 8.3-10"5
NO, 1.040-6 5.7-10-5 2.2-10-7 1 .8-10-8 1.6-10"8 5.7-10"5
<NO
LO 9.3-10-7 5.1-10-5 2.0-10-7 1 .6-10-8 1.4-10"8 i 5.1-10"5
01M1P 4.9-10-6 2.6-10-4 1 .0-10-6 8.6-10-8 7.4-10"8 i 2.6-10"4
Ozone NO, 1 .2-10-7 3.9-10-8 : 3.9-10"8
(8-hr) NMVOC 1 .2-10-7 3.9-10-8 : 3.9-10"8
Ozone NO, -7.9-10-7 -1 .2-10-7 : -1 .2-10"7
(24-hr) NMVOC 2.6-10-7 3.9-10-8 : 3.9-10"8
The region-specific contribution to the characterization factors varies across Europe. Figure
2.1 shows the grid-cell specific contributions to the full characterization factors of the five 
pollutants included. Table 2.3 shows the median values and relative standard distributions (RSD) 
of the grid-cell specific intake factors and effect and damage factors. It can be seen that the 
variation between the grids is the largest for the intake factor compared to the grid-specific 
variation in the effect and damage factors. Grid-cell specific contributions to the intake factors 
of PM 10 inducing substances show an RSD of 10 to 17%, and the grid-cell specific contributions 
to the intake factors of ozone inducing substances have an RSD of 12 to 23%.
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Table 2.3: Mean and relative standard deviation (RSD) of the grid cell specific contribution to 
the intake factors and to the effect and damage factors due to European emissions of PM 10 and 
ozone.
Intake factors Effect and damage factors
Pollutant Emitted substance Mean (-) RSD (%) Mean (yr-kg-1) RSD (%)
PM 10 NH3 1.9-10-10 10 41.0 1.5
NOx 1.3-10-10 11 41.0 1.5
<NO
LO 1 .2-10-10 10 41.0 1.5
01MP 6.140-10 17 41.0 1.5
Ozone (8-hr) NOx 8.940-12 23 0.2 1.2
NMVOC 8.840-12 15 0.2 1.2
Ozone (24-hr) NOx -5.7-10-11 19 0.1 1.2
NMVOC 1.840-11 12 0.1 1.2
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NOx (Ozone 8-hrJ NOx (Ozone 24-hr)
NMVOC (Ozone 8-hr) NMVOC (Ozone 24-hr)
Figure 2.1: Grid cell-specific characterization factors over Europe for emissions of (a) NH3 
causing PM 10; (b) NOx causing PM 10; (c) SO2 causing PM 10; (d) primary PM 10; (e) NOx causing 
ozone for maximum daily 8 hour average ozone concentration; (f) NOx causing ozone for 24 hour 
average ozone concentration; (g) NMVOC causing ozone for maximum daily 8 hour average 
ozone concentration; (h) NMVOC causing ozone for 24 hour average ozone concentration.
To assess the total damage to human health due to PM 10 and ozone, characterization factors 
are multiplied by the corresponding total emissions in Europe in year 2000. Table 2.4 shows 
DALYs due to PM 10 and ozone inducing emissions in year 2000. These emissions correspond to
4.2 million DALYs for the total European population, corresponding to 0.003 DALYs per average 
person. It does not matter if 8-hour or 24-hour average concentrations for ozone are taken, as 
health damage due to ozone is negligible compared to health damage due to PM 10. Under the 
assumption of constant emission rates this results on average in 0.25 DALYs per person over a 
lifetime (80 years).
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Table 2.4: Total number of Disability Adjusted Life Years (DALYs in yr) in Europe due to PM 10 
and ozone inducing emissions in year 2000.
Pollutant Emitted substance DALY (yr) DALY-person-1 (yr)
PM 10 NH3 5.5-105 4.0-10-4
NO, 1 .2-106 8.8-10-4
<NO
LO 1 . M 06 7.9-10-4
01M1P 1.4-106 1 .0-10-3
Ozone (8-hr) NO, 6.0-102 8.2-10-7
NMVOC 5.7-102 7.7-10-7




In this section model assumptions in the calculation of intake factors are discussed. The 
presented intake factors are also compared with the ones derived from previous investigations. 
The residence time of PM i0 in the atmosphere ranges from 1 to 6 days and corresponding travel 
distances for PM 10 are considered to range from 500 to 4000 km (World Health Organization 
2006). These large distances indicate that PM 10 formed in Europe can affect concentrations in 
neighboring continents and vice versa. The same counts for ozone, which was found to have a 
lifetime of approximately 2 days in the USA (Fiore et al. 2002). Our models take into account 
emissions that travel out of the model system (Europe). This can lead to an underestimation of 
the intake factors, especially for NOx as it has a relatively large transport potential (Galperin et 
al. 1995).
In LCIA interest generally lies on characterization factors that can be applied to small 
emission changes, a so-called marginal approach (Udo de Haes et al. 1999). Our study included 
emission increases of NOx and NMVOC between 1 and 10%. We found that intake factors of 
ozone hardly change when emissions increments change up to 10%. It is not known, however, 
what happens when higher emission increments are applied and therefore care should be taken 
when applying the total number of DALYs due to emissions of NOx and NMVOCs. As the intake 
fraction can be non-linearly related to the amount of emission change, it is possible that at 
higher pollution levels, the change in DALY per emission change is different.
Negative intake factors for ozone from NOx emissions were observed in densely populated 
areas. This is the so-called titration effect. As a result of the rapid reaction of ozone with NO to 
form NO2, concentrations of ozone tend to be lower close to sources of NO emissions, such as 
near dense urban traffic, major highways, and industrial sources (European Environment Agency 
2005, Tong et al. 2006). From our calculations it becomes clear that when 24-hour average 
ozone concentrations are taken the influence of the titration-effect is dominant if NOx emissions 




To assess the importance of applying a grid-based approach, intake factors were calculated 
without the use of grid cell-specific population numbers. The generic factors for NMVOC 
induced ozone were approximately 2 times smaller. For NOx emissions, both generic intake 
factors were positive and approximately 3 times larger as the generic intake factor taking 8-hour 
average ozone concentrations. Generic intake factors of pollutants attributing to PM i0 levels are 
to a maximum of 2.3 times smaller than intake factors calculated with grid cell-specific 
population numbers. This result stresses the importance of grid-specific calculations. LOTOS­
EUROS uses a 25x25 km grid for its calculations. Areas with large NOx emissions, however, are 
usually smaller (generally urban areas). Studies within the CityDelta project to compare 
chemistry transport models (Cuvelier et al. 2007, Vautard et al. 2007) show that smaller grids 
even further highlight the titration effect.
It should be stressed that negative intake factors for ozone do not imply that increased 
emissions of NOx have a positive influence on human health. NOx also attributes to secondary 
aerosol formation. This secondary PM 10 formation causes more health damage than that is 
'prevented' due to a decrease in ozone formation (see Tables 2.2 and 2.4). Additionally, NOx 
causes acidification and eutrophication that should be accounted for in LCIA (Huijbregts & 
Seppala 2001, Van Zelm et al. 2007b).
Figure 2.2 compares IFs from this research with IFs derived from previous studies (Hofstetter 
1998, Krewitt et al. 2001). The breath intake rate was set at 24 hr-day-1 for all studies for 
comparison reasons. Krewitt et al. (2001) included exposure information for 1990 as well as for 
2010, and did not include NH3. The largest variation in intake factor is seen for NOx emissions 
producing ozone. Hofstetter (1998) calculated positive intake factors for NOx causing ozone 
formation as they included 6 hour daily average concentrations. Krewitt et al. (2001) calculated 
a negative IF for ozone formation from NOx emissions over Europe, as we also found in this 
study. Other variation in intake factors between studies is caused by differences in modeling 
approach and input parameters, i.e. grid-size, background concentrations, model 
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Figure 2.2: Intake factors of (a) PM 10, caused by NH3, NOx, SO2, and PM 10 emissions, and of 
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2.4.2 Effect and damage factors
In this section, the choices for input data of the dose-response functions are discussed and 
compared with other research. Subsequently, our effect and damage factors are compared to 
results obtained in previous research.
Inhalation of different particulate sizes can cause various health problems. The effects of 
chronic PM exposure on mortality (life expectancy) are most likely attributable to PM 2.5 rather 
than to coarser particles. Particles with a diameter of 2.5-10 nm, may be more related to 
respiratory morbidity (Brunekreef & Forsberg 2005, World Health Organization 2006). We 
included all particles up to 10 nm in our calculations. For future research it is interesting to 
differentiate between particle sizes in the calculation of characterization factors.
The relative risk for chronic mortality due to PM 10 exposure from Kunzli et al. (2000) was 
chosen for this study. A more recent meta-analysis by Roosli et al. (2005) reports the same RR 
for chronic PM 10 exposure. The RR for acute mortality due to PM 10 exposure was taken from 
Anderson et al. (2004), and is supported by the World Health Organization (2006). For acute 
ozone exposure, RRs for 8-hour average ozone concentrations and for 24-hour average 
concentrations were taken from the meta-analysis of Anderson et al. (2004) and Bell et al.
(2005) respectively, as they report RR values that are directly applicable. A recent meta-analysis 
of Ito et al. (2005) reports similar RR values. The RRs for acute respiratory morbidity (Medina et 
al. 2005) and acute cardiovascular morbidity (Le Tertre et al. 2002) used in this study were also 
recommended by the World Health Organization (2006). Research on long term cardiovascular 
morbidity caused by fine particulate matter is in progress (Miller et al. 2007), but no data on the 
total population are available yet. Both duration and severity of respiratory diseases in our 
study were related to hospital admissions. Time spent outside the hospital while still suffering 
from a disease or disability could not be included due to the difficulties to monitor this. As 
European data were not available, Dutch up-to-date data relating to hospital admissions were 
used as reported by Knol and Staatsen (2005).
No threshold levels for PM 10 and ozone were assumed in the effect factor calculations. After 
thorough examination of all available evidence, a review by a WHO working group (World 
Health Organization 2004) concluded that most epidemiological studies on large populations 
have been unable to identify a threshold concentration below which ambient PM and ozone 
have no effect on mortality and morbidity. Based on theoretical considerations, Slob (1999) also 
concludes that dose-response data should not be characterized by dose-threshold models.
Figure 2.3 compares our average combined effect and damage factors with factors derived 
from previous studies (Hofstetter 1998, Krewitt et al. 2001). The breath intake rate was set at 24 
hr-day-1 for all studies for comparison reasons. Effect and damage factors for all PM 10 causing 
emissions are equal in our study. Krewitt et al. (2001) and Hofstetter (1998), however, 
calculated higher factors for SO2. In their studies sulfates lie in the PM 25 range. This appears to 
be a rather arbitrary choice. There are sulfates that do have a diameter above 2.5 |am (World 
Health Organization 2006). Krewitt et al. (2001) calculated effect and damage factors for PM 10 
which are about a factor of 2 smaller than our factors. As the relative risks in both studies are 
approximately the same, differences lie in assumptions of the damage factor. Both Krewitt et al. 
(2001) and Hofstetter (1998) calculated higher ozone effect and damage factors. The RRs of
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Hofstetter (1998) are higher than the ones we use, most probably because his RRs are related to 
6 hour mean ozone concentration. Moreover, effect and damage factors for ozone as calculated 
by Hofstetter (1998) include acute morbidity effects due to ozone as well. When acute 
morbidity is excluded, as no significant positive relationships for ozone related morbidity is 
found in the literature (Anderson et al. 2004), effect and damage factors of Hofstetter (1998) 






















Figure 2.3: Combined effect and damage factors of (a) PM 10, caused by NH3, NOx, SO2, and 
PM 10 emissions, and of (b) ozone, caused by NOx and NMVOC emissions, as derived from our 
study, Krewitt et al. (2001), and Hofstetter (1998).
0
2.4.3 Influence of stack height
Finnveden and Nilsson (2005) and Levy et al. (2002) showed that stack heights can influence 
intake fractions. To show the influence of stack height on our characterization factors for PM 10, 
as characterization factors for primary and secondary PM 10 are much higher compared to 
ozone, we calculated PM 10 characterization factors for respectively high (> 10m) and low (< 
10m) stack heights (Figure 2.4). Table A1 shows the accompanying emission sources per low and 
high stack. The characterization factor for primary PM 10 from low stack emissions is about 3 
times larger than the characterization factor for primary PM 10 from high stack emissions. On the 
contrary, low stack emissions of SO2 show a factor of about 2 lower characterization factor 
compared to high stack emissions. Characterization factors for NOx and NH3 do not show 
variation for different stack heights. These results show that applying a generic characterization 
factor for PM 10 and SO2 life cycle emissions can lead to an under- or overestimation up to a 
factor of 2 of the human health damage, depending on the height of the emission sources 
included. Levy et al. (2002) found that for primary aerosols emission height and population 
density of the surrounding area influences intake fraction, while for secondary aerosols only 
differences in population density are of relevance. Our results are in line with the results found
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by Levy et al. (2002), as the largest differences were found between high and low stack height 
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Figure 2.4: Characterization factors (y rk g 1) for PM 10 emissions from all stack heights, low 
stack heights, and high stack heights.
2.4.4 Application LCA studies
In LCA it is generally desirable that quantities of individual chemicals are compared. The 
intke factor of NMVOCs, however, does not differentiate between ozone formation due to 
single hydrocarbons in our study. Reactivity among single hydrocarbons can vary widely. To 
evaluate the contribution of individual substances to ozone formation, the concept of 
Photochemical Ozone Creation Potentials (POCPs) can be used (Derwent & Jenkin 1991). The 
POCP of a hydrocarbon is the ratio between the change in ozone concentration due to a change 
in emission of that VOC x and the change in ozone concentration due to an equal relative 
change in emission of ethylene (Derwent et al. 1998). To use our NMVOC characterization 
factors for individual hydrocarbons, we suggest applying the POCPs as scaling factors:
POCPx , xCF =------ x-- CF (2 9)'■''x POCP NMVOC
po c pnmvoc
where the POCPnmvoc lies in the range 0.2 to 0.6 (Hofstetter 1998, Labouze et al. 2004).
2.5 Conclusion
Characterization factors for human health damage of primary and secondary PM 10 and 
ozone caused by emissions of NH3, NOx, SO2, PM 10, and NMVOCs were calculated in terms of a 
marginal change in DALY of European inhabitants due to a marginal change in European 
emissions to air. Primary PM 10 causes the largest number of DALYs per mass unit emission.
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Applying characterization factors for high and low stack sources separately for PM 10 and SO2 life 
cycle emissions can lead to a better estimation of human health damage due to these 
pollutants. Characterization factors for the effect of ozone precursor emissions are 3 to 4 orders 
of magnitude smaller than characterization factors for primary and secondary aerosols and 
contribute to a limited extent to total health damage of PM 10 and ozone. The characterization 
factor for NOx causing ozone formation, based on 24-hour average concentrations is negative 
due to reactivity of ozone with NO in areas with high NOx levels. This titration effect is mainly 
important in densely populated areas. Total emissions in year 2000 attributed to 4.2 million 
DALYs in Europe, which on average corresponds to 0.25 DALYs per person over a lifetime (80 
years).
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Chapter 3
Abstract
This paper describes a new approach in life-cycle impact assessment to derive 
characterization factors for acidification in European forests. Time horizon dependent 
characterization factors for acidification were calculated, whereas before only steady-state 
factors were available. The characterization factors indicate the change in the potential 
occurrence of plant species due to a change in emission, and consist of a fate and an effect 
factor. The fate factor combines the results of an atmospheric deposition model and a dynamic 
soil acidification model. The change in base saturation in soil due to an atmospheric emission 
change was derived for 20, 50, 100, and 500 year time horizons. The effect factor was based on 
a dose-response curve of the potential occurrence of plant species, derived from multiple 
regression equations per plant species. The results showed that characterization factors for 
acidification increase up to a factor of 13 from a 20 years to a 500 years time horizon. 
Characterization factors for ammonia are 4.0 - 4.3 times greater than for nitrogen oxides (NOx) 
and characterization factors for sulfur dioxide are 1.4 - 2.0 times greater than those for NOx. 
Aggregation of damage due to acidification with other impact categories on the European scale 
becomes feasible with the applied approach.
3.1 Introduction
Life-Cycle Assessment is a tool that deals with the environmental impacts associated with a 
product or service (Consoli et al. 1993). It reviews the complete life cycle in different steps. An 
important part of this process is the Impact Assessment (LCIA), where inventory data are 
converted into impact indicators for various impact categories. Udo de Haes et al. (2002) give an 
overview of impact categories, which comprises, among others, acidification. Atmospheric 
deposition of inorganic substances, such as sulfates and nitrates, cause a change in acidity in the 
soil. In the process from acid deposition on soil to ecosystem damage two major sources of 
response delay are distinguished. Biogeochemical processes can delay chemical response to 
acid deposition in soil. Depending on the chemical status of a soil, atmospheric input of 
acidifying substances is neutralized by a number of buffer reactions (Blaser et al. 1999). 
Biological processes can delay the response of indicator organisms, such as damage to trees. 
Consequently it is possible that acidity keeps changing in the ecosystem, while deposition is 
already constant or even decreasing (De Vries et al. 2003). For almost all plant species there is a 
clearly defined optimum of acidity. A serious deviation in acidity from this optimum leads to a 
lower occurrence probability for that specific species and is referred to as acidification. As a 
result, changes in levels of acidity will cause shifts in species occurrence (Goedkoop & 
Spriensma 1999, Hayashi et al. 2004). Important acidifying emissions are nitrogen oxides (NOx), 
ammonia (NH3), and sulfur dioxide (SO2) (Hayashi et al. 2004, Udo de Haes et al. 2002).
A commonly used impact indicator in LCIA is the characterization factor. Characterization 
factors for acidification express the contribution of each emission into the environment to 
acidification of the ecosystem and are obtained at either midpoint or endpoint level (Jolliet et 
al. 2004). Midpoints are defined as points anywhere on the cause-effect chain between 
emission release and acidification, e.g. changes in soil acidity. Endpoints are defined as points
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indicating the consequences of the effect: damage to the ecosystem caused by acidification, e.g. 
loss of biodiversity.
Characterization factors for acidification are commonly addressed on a midpoint level (Bare 
et al. 2003, Goedkoop & Spriensma 1999, Heijungs et al. 1992, Hettelingh et al. 2005, Huijbregts 
et al. 2000a, Krewitt et al. 2001, Norris 2003, Potting 2000, Seppala et al. 2006, Steen 1999b). A 
number of authors calculated country-specific characterization factors for acidification in 
Europe on the basis of the critical load concept (Huijbregts et al. 2000a, Krewitt et al. 2001, 
Potting 2000, Seppala et al. 2006), while Norris retrieved region-specific characterization factors 
for Northern America and Mexico on the basis of total terrestrial deposition (Norris 2003). The 
endpoint level provides information that directly matters to society, and at this level 
consequences of the different impact categories can easily be compared and added up in terms 
of ecosystem quality (Goedkoop & Spriensma 1999). Hayashi et al. (2004) focused on the 
development of a function that relates emission of acidifying substances to endpoint damage 
for Japan. Effects on net primary production of vegetation were quantified. Goedkoop and 
Spriensma (1999) applied the Dutch Nature Planner (Latour et al. 1997) that focuses on the 
percentage of threatened species in the Netherlands caused by acidifying emissions. Steen 
(1999a) retrieved global characterization factors on midpoint level (based on base cation 
capacity) as well as endpoint level (based on extinction of species).
The aim of this paper is to calculate characterization factors for acidification on an endpoint 
level. Calculations were based on 240 plant species in forest ecosystems on a European scale. 
The focus was on forests, since European-wide information on plant species composition of the 
ground vegetation was available for this type of vegetation only. This study combines the 
strength of the current midpoint models, which have a relatively large spatial coverage, with the 
endpoint models, which describe actual damage of acidifying substances. The characterization 
factors for acidification were addressed in terms of a marginal change in Potentially Not 
Occurring Fraction of plant species (PNOF) in European forests due to a marginal change in 
emission of respectively NOx, NH3, and SO2 to air. Here, the PNOF is defined as the fraction of 
plant species that does not occur in a European forest region because of acidifying conditions. 
To show the applicability of the characterization factors, normalization scores for acidification in 
European forests were also presented. Furthermore, as acidification is a process that can occur 
over a long time scale (> 100 years), characterization factors and normalization scores were 
specified for a number of time horizons.
3.2 Methodology
3.2.1 Calculation procedure
Characterization Factors for acidification of substance x (CFx in m2-yr-kg-1) are defined as the 
marginal change in the Potentially Not Occurring Fraction of plant species in European forest 
area j  (dPNOFj) due to a marginal change in emission of acidifying substance x (dMx in kg-yr"1) in 
Europe. The size of forest area j  (Aj in m2) is applied as a weighing factor:
43
Chapter 3
CF, = Z A,. dM
(3.1)
, y
The process of converting emissions to air into ecosystem damage caused by acidification 
can be subdivided in a fate analysis step, linking marginal changes in emissions to marginal 
changes in Base Saturation (BS), and an effect analysis step, linking marginal changes in BS to 









where DEPy is the deposition of acid equivalents in forest area j  (eq-ha" •yr" ), and BSj is the 
degree to which the adsorption complex of a soil in forest area j  is saturated with base cations, 
being Ca, Mg and K (-). When more base cations are present, the buffer capacity of soil towards 
acidifying substances is higher. Changes in BS in mineral soil can influence the occurrence of 
plant species in forests (De Vries et al. 2002).
The fate factor was calculated in two steps. First, changes in acid deposition, derived from 
changes in air emission, were calculated. Second, changes in BS, derived from changes in acid 
deposition, were calculated. Characterization factors for acidification were calculated for time 
horizons of 20, 50, 100 and 500 years.
Fate
The atmospheric part of the Fate Factor (FFatm,j in eq-ha^-kg"1) was defined as:
P
FF =---- - = T (3 3)atm,j ,n . 'x,Europe^ jdM
3.2.2 Atmospheric fate factor. 
 
dDE j
where Tx,Europe^ ; is the Transfer coefficient of acidifying substance x from source area Europe to 
forest area j  (eq-ha ^kg1). Europe was divided in 8064 receptor areas of about 50x50 km, each 
area characterized by its unique coordinates, land use class, roughness length, and forest area. 
The atmospheric fate model EUTREND (Van Jaarsveld 1995, Van Jaarsveld et al. 1997) was used 
to calculate depositions for each receptor area caused by European emissions of acidifying 
substances. EUTREND covers the entire European continent with its marginal seas and can be 
used to model transport and deposition on the local, regional, and continental scale. EUTREND 
combines a Gaussian plume model, describing short-range, local transport, and dispersion, with 
a Lagrangian trajectory model, describing long-range transport (Bleeker et al. 2000). The model 
has been validated on several scales (Asman & Van Jaarsveld 1992, Baart & Diederen 1991, Van 
Jaarsveld 1995). Emission, dispersion, advection, chemical conversion, and dry and wet 
deposition are accounted for in the model. Meteorological data of 1990, a meteorological 
moderate year, were applied. Tx,Europe^ j was obtained as a source-receptor vector for 
respectively NOx, NH3, and SO2, containing dDEPj/dMx for each receptor area.
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3.2.3 Soil fate factor
The soil part of the Fate Factor (FFsoi/ in ha-yr-eq" ) was defined as the marginal change in BS 
due to a marginal change in deposition in forest area j:
dBS. ABS,
FFo/j = d D p  "A D E p  ( 3 ' 4 )
The soil fate factor depends on multiple parameters, e.g. deposition of the acidifying 
substance, hydrology, and biogeochemistry, in a potentially non-linear way. The deposition 
profiles derived with EUTREND were used as input for the calculation of the soil fate factor. To 
obtain a yearly background scenario, emissions were obtained from 1990 through 2000 and 
emission estimates from 2001 through 2010 (EU 2001, UN/ECE 2000, Vestreng 2003). For 2011 
through 2500 constant emissions were assumed, equal to the estimated ones from 2010. 
Applied emissions are listed in Appendix B1. The Simulation Model for Acidification's Regional 
Trends, version 2 (SMART2, (Kros 2002, Kros et al. 1995, Van Hinsberg & Kros 2001)) was used 
to numerically determine ABSj/ADEPj. Emission increments of 1%, 5%, and 10% from the 
reference year 2000 were used to check for linearity in this range. The model can calculate soil 
fate factors on a yearly base. SMART2 is a single-layer soil acidification and nutrient cycling 
model for forest soils. It is based on the model SMART (De Vries et al. 1989) and extended with 
a nutrient cycle (litter fall, mineralization and uptake), and an improved modeling of hydrology, 
including runoff, upward and downward solute fluxes. SMART2 captures the major hydrological 
and biogeochemical processes in vegetation, litter, and mineral soil. The results of SMART2 
were validated in previous studies (Ahonen et al. 1998, Mol-Dijkstra & Kros 2001, Wamelink et 
al. 2001).
Before application of SMART2, it was calibrated for each receptor by iteratively running the 
model from 1880 through 1995 until BS in the topsoil in 1995 was correctly simulated. Actual 
values of BS in 1995 were obtained for approximately 5,000 forest observation points in Europe. 
SMART2 was applied to about 130,000 different forest-soil combinations for Europe, 
constructed by overlaying maps that include information about forest- and soil types, historical 
acid deposition, climate data estimates, and climate zones.
3.2.4 Effect factor
The dimensionless Effect Factor of forest area j  (EFj) was defined as follows: 
dPNOF.
EFj =------ J- (3.5)
j dBSj
The Potentially Not Occurring Fraction of plant species was derived from the Probability of 
occurrence of an individual plant species s (Ps). Multiple regression can be used to express the 
occurrence probability of individual species as a function of variability in predefined 
environmental factors and possibly their interactions (Bakkenes et al. 2002, Ertsen et al. 1995, 




Inr - A -  ^
i  - prs
= a + bix i + Cix2 + b2x2 + c2x2 +.... + bnxn + c x 2 (3.6)
where xx to xn are environmental explanatory variables, such as stand and site characteristics, 
climatic and deposition variables, and soil chemical data, and a...cn are regression constants.
Equation (3.6) is simplified to relate only base saturation to Ps:
ln
r _p ^  \
i  - prs
= as + bs • BS + cs • BS2 (3.7)
where as reflects the actual situation of all environmental explanatory variables except BS 
relevant for plant species s at a specific forest area, and bs and cs are species-specific regression 
constants related to BS.
To express variability among forest areas, a Monte-Carlo simulation was executed and 1,000 
as values were derived, representing 1,000 hypothetical forest areas. De Vries et al. (2002) 
derived K-values for a number of plant species, such that when Ps > k, a plant species is present 
in a specific forest area and when Ps < k this plant species does not occur. The K-value was 
derived by finding per species the optimal correspondence between the multiple regression 
equation and the empirical occurrence of species (0 or i )  over all locations included in the 
dataset. Per species, an imaginary K was varied between 0 and i ,  to convert the continuous 
prediction in occurrence/ no occurrence for all locations. Per species, the imaginary k that gave 
the best overall correspondence with the empirical dataset was set as the species-specific k. For 
240 plant species we then checked from their K-values whether they occur at each of the 1,000 
simulated forest areas and at different BS levels of the soil. k, as, bs, and cs values for the 240 
plant species are given in Appendix B2. Every individual plant species shows its own dose- 
response curve of its occurrence probability. These individual dose-response behaviours are 
now combined, resulting in the Potentially Occurring Fraction of plant species at a specific BS- 
level (POFbs):
NnB<POF = _ ^ 1  (3.8)
BS Nt
where N0;BS is the number of simulated species-forest area combinations when a species occurs 
at a specific BS, and Nt is the total number of species-forest area combinations, which equals
240,000 in our study.
To calculate the effect factor, the PNOF is derived by:
PNOFbs = 1 - POFBS (3.9)
It is possible that the occurrence of a specific plant species in a forest area is not dependent 
on BS, but that the natural background situation (without acidifying components) is already 
unsuited for this species. To account for this background situation the Potentially Not Occurring 
Fraction of plant species due to added acidifying emissions (PNOFadded) was calculated by 
subtracting the Potentially Not Occurring Fraction that is not related to BS, PNOFbackground, from 
PNOFbs, and scaled to species occurring at the background situation (Klepper et al. 1998):
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PNOFadded = PNOFbs PNOFbackground (3.10)
added 1 - PNOFhackground
Figure 3.1 shows the dose-response relationship of the added fraction of species not 
occurring in European forests as a function of BS of the soil. The obtained best fit follows the 
equation:
PNOFadded = 0.27 - 0.26 • BS (3.11)
with an explained variance (R2) of 1.00. It can be seen that the linear function holds for BS larger 
than ± 0.15.
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Figure 3.1: A dose response function of the Potentially Not Occurring Fraction of plant 
species due to acidifying emissions (PNOFadded) as a function of Base Saturation (BS) in mineral 
soil. The fitted linear function follows PNOFadded = 0.27-0.26BS with an explained variance R2 =
1.00 and holds for BS larger than 0.15.
3.3 Results
The derivative of equation (3.11), dPNOFadded/dBS, represents the effect factor for 
acidification in European forest soils. For environmental BS-fractions larger than 0.15, the effect 
factor equals -0.26. The acidification effect factor for BS < 0.15 is 0, implying that there are no 
changes in the diversity of species when base saturation is varied within this range.
As the acidification effect factor for BS appears to be location-independent for BS > 0.15, a 
location-independent fate factor for acidification (m2-yr-kg-1) can be calculated:
T . ( s , ■ A  )




Fate factors are calculated for BS > 0.15 to stay in line with the effect factor. Fate and 
characterization factors for acidification of 1% emission increase are shown in Table 3.1. Since 
they differ to a maximum of a factor of 1.05 from the emission scenarios 5% and 10%, no 
distinction is made for the different emission increases. Fate and characterization factors after 
500 years are larger than fate factors after 20 years by factors of 9, 13, and 13 for SO2, NOx, and 
NH3, respectively. Fate and characterization factors for NH3 are 4.0 through 4.3 times larger 
than for NOx and factors for SO2 are 1.4 through 2.0 times larger than for NOx.
Table 3.1: Effect, fate and characterization factors for acidification. The characterization 
factors express the disappeared fraction of plant species per unit emission of an acidifying 
substance multiplied with the actual forest area in Europe.
Effect factor (-) Fate factor (m IN
J
< k ) Characterization factor
(m2-yr/kg)
Time horizon - 20 50 100 500 20 50 100 500
NO, -0.26 -0.11 -0.24 -0.46 -1.41 0.03 0.06 0.12 0.37
nh 3 -0.26 -0.43 -1.04 -1.98 -5.73 0.11 0.27 0.52 1.49
SO2 -0.26 -0.22 -0.47 -0.81 -1.98 0.06 0.12 0.21 0.51
Normalization scores for acidification in European forests were derived by multiplication of 
the characterization factors with the substance-specific acidifying emissions in Europe of year 
2000 (see Appendix B3). Results are displayed in Figure 3.2 and show the potentially not 
occurring fraction of plant species over a certain area due to emissions in year 2000 of NOx, NH3, 
and SO2 respectively (km2). Normalization scores are given in Appendix B3. It can be seen that 
over 500 years time horizon, from the three acidifying substances, SO2 is the main cause of 











Figure 3.2: Normalization scores (km2) for acidification, representing the potentially not 
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3.4 Discussion
3.4.1 Characterization factors
In this study characterization factors for acidification are obtained on an endpoint level, 
indicating marginal change of damage to European forest ecosystems caused by acidification. 
Characterization factors for acidification were calculated for various time horizons. The main 
advantage of the endpoint approach is that it makes meaningful aggregation of the 
consequences of different impacts possible. An extensive comparison of different levels of 
impact and the advantage of combining them is given by Bare and Gloria (2006). 
Characterization factors for acidification on the endpoint level are applicable as reference points 
for decision makers, as they reveal information on the actual damage to ecosystems. The 
estimation of European based characterization factors can for example be applied when the 
damage due to newly emitted acidifying substances in Europe is of interest without knowing the 
exact source location beforehand. The normalization scores show the potentially not occurring 
fraction of plant species over a certain area due to acidifying emissions of NOx, NH3, or SO2 in 
year 2000. This opens the possibility to identify the importance of acidification compared to 
other impact categories, such as ecotoxicity (Huijbregts et al. 2005, Van de Meent & Huijbregts 
2005) and land-use (Kollner 2000).
3.4.2 Comparison to other studies
Variation in characterization factors for acidification between studies is caused by 
differences in framework, chosen impact category indicator, input parameters and modeling 
approach. The calculated characterization factors for acidification after 500 years approach the 
steady-state situation and are compared to steady-state factors that were derived in studies of 
Goedkoop and Spriensma (1999), Hayashi et al. (2004), Steen (1999a), Potting (2000), 
Hettelingh et al. (2005), Huijbregts et al. (2000a) and Seppala et al. (2006). To be able to 
compare the characterization factors for acidification, the contributions of NOx, NH3, and SO2 to 
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Figure 3.3: Contributions of NOx, NH3, and SO2 to the impact score when 1 kg of each 
acidifying substance is emitted, as derived from our study, Goedkoop and Spriensma (1999), 
Hayashi et al. (2004), Steen (1999a), Potting (2000), Hettelingh et al. (2005), Huijbregts et al. 
(2000a) and Seppàlà et al. (2006).
The methods of Potting (2000), Hettelingh et al. (2005), Huijbregts et al. (2000a) and 
Seppala et al. (2006) show rather comparable shares of NOx, NH3, and SO2 to the impact score 
as our research. Shares of NOx are between 13% and 16%, shares of NH3 are between 44% and 
63% and shares of SO2 are between 22% and 40%. The results from Goedkoop and Spriensma 
(1999), Hayashi et al. (2004) and Steen (1999a), however, do not show the same pattern. The 
deviation by Goedkoop and Spriensma (1999) may be explained by the fact that part of the fate 
of acidifying substances was neglected; transport processes and weather conditions were not 
taken into account. Hayashi et al. (2004) explain that their characterization factor for 
acidification by NH3 is less representative than their factors obtained for NOx and SO2 because 
of larger uncertainties due to limited data availability to calculate the atmospheric fate factor. 
The characterization factors derived by Steen (1999a) are world-average, in contradiction to the 
European or country-specific factors, derived with the other methods.
3.4.3 Model characteristics and findings
In contrast to the currently used steady-state models, we applied a dynamic model. 
Biogeochemical and biological processes can cause a delay of decades or even centuries before 
steady-state is reached. In this context, dynamic models are useful because they attempt to 
estimate the time evolution of soil responses to changes in acid deposition and can be used to 
assess the time required for a new (steady-) state to be achieved (De Vries et al. 2003). Policy 
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NH3, NOx, and SO2 are the acidifying pollutants included in the study. Acidifying emissions of 
HF, HCl, H2S, and H3PO4 hardly play a role on the continental scale and are therefore excluded 
(Hettelingh et al. 2005). It has to be kept in mind, however, that on regional and local scale 
emissions of these substances can play a larger role, which is for example the case for HF in 
Japan (Hayashi et al. 2004).
Emissions in many life cycles partly occur outside Europe. It should be noted that these 
emissions cannot be characterized in a valid way with characterization factors for acidification 
estimated with our European model. Emission and deposition can also differ among and even 
within countries (Potting 2000). In case life cycle emissions are situated in a few regions, site- 
dependent characterization factors for acidification are preferred in LCIA (Potting 2000). Since 
the location of emissions and forest areas are known and used as input in the fate models, it 
would in principal be possible to calculate region-specific characterization factors for 
acidification. For this purpose, substance-specific source-receptor matrices on a country level 
for the atmospheric transport model EUTREND need to be developed and combined with the 
SMART2 model.
Information was available for plant species in forests. Heathlands, meadows and other 
terrestrial ecosystem types can be included in this type of analysis as well, provided that 
response and fate data are available. Information was currently available for 240 forest plant 
species, neglecting other species relevant in forest areas. A general effect factor for all species 
was calculated. It is also possible to focus on target species, which are considered in need of 
protection, in the compilation of a dose response curve.
Fate factors were calculated for the total BS range as well to check whether significant 
differences are observed from the calculations for the range BS > 0.15. Fate factor outcomes are 
1% higher for NOx and NH3 emissions, and 2% to 3% higher for SO2 emissions, which are 
considered to be relatively small distinctions. Thus, the forest area in Europe where BS is below 
0.15 appears to have a low influence on the fate factors and characterization factors compared 
to the area where BS is larger than 0.15.
In forest soils with higher pH levels (pH > ca. 5.5), deposition of acidifying substances hardly 
influences base saturation (De Vries et al. 1989), because the incoming acidity is buffered by 
protonation of variable charges or incongruent weathering of the parent material. Deposition of 
acidifying substances may result in a pH-change, which is not followed by a decrease in base 
saturation. The pH change due to increase in acid deposition for pH > 5.5 may influence species 
occurrence, which is not covered by the current model approach. However, it should be noted 
that a pH above 5.5 is rare for forest soils in Europe. Measurements at 6,000 forest plots in 
Europe show that more than 80% of the forests has a pH below 5.5 (Vanmechelen et al. 1997). 
Our model calculations showed that 95% of the forest areas in Europe had a pH below 5.5 in 
year 2000. Furthermore, SMART2 does not include increased diffusion of calcium from deep 
sources after input of acidifying substances in acid soils emanated from calcium-rich parent 
material (Grigall & Ohmann 2005). These soils occur only on a limited area within Europe. 
Including this environmental mechanism may result in slightly lower fate factors and thereby 
characterization factors compared to the current results.
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SO2 will reach steady-state before NOx and NH3 will, because sulfur immediately leads to 
acidification when deposited and does not interact with vegetation. Change in nitrogen 
deposition leads to changes in nitrogen contents in the vegetation. It takes decades until a new 
equilibrium in the ecosystem is reached, which causes a delay in reaching a steady-state level in 
the soil (Posch et al. 2003). Nitrogen contents in the soil keep changing for a longer period of 
time, contributing to a larger increase in characterization factor for acidification compared to 
SO2, from 20 to 500 years time horizon (see Table 3.1).
In LCIA interest generally lies on characterization factors which can be applied to small 
emission changes, a so-called marginal approach. Hettelingh et al. (2005) discussed the 
appropriateness of increments of -10% and +10% as used by themselves, Potting (2000), and 
Krewitt et al. (2001). They state that these methods were not designed to evaluate small 
changes in emissions and are therefore not appropriate to calculate characterization factors. 
The spatial resolution of these models, especially with regard to emission, atmospheric 
transport, and deposition, is not high enough to allow such analyses. Our study included 
emission increases between 1% and 10%. This paper reveals that characterization factors for 
acidification, based on PNOF, hardly change when emissions increments change. Seppala et al.
(2006) also came to the same conclusion for emission changes between 0.5% and 50%.
We computed characterization factors for acidification on an endpoint level. 
Characterization factors for acidification increase over time, due to the decreasing buffer 
capacity of the soil. Characterization factors for NH3 are 4.0 through 4.3 times larger than for 
NOx and factors for SO2 are 1.4 through 2.0 times larger than for NOx. Our normalization scores 
show that, based on emissions of year 2000, SO2 contributes most to acidification over 500 
years time-horizon. Our procedure combines the strength of the current midpoint models that 
have a relatively large spatial coverage, with the endpoint models that describe actual damage 
of acidifying substances. A meaningful aggregation of damage in Europe caused by different 
impact categories is now possible.
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Abstract
An operational method to evaluate the environmental impacts associated with groundwater 
use is currently lacking in Life Cycle Assessment (LCA). This paper outlines a method to calculate 
characterization factors that address the effects of groundwater extraction on the species 
richness of terrestrial vegetation. Characterization factors (CF) were derived for the Netherlands 
and consist of a fate and an effect part. The fate factor equals the change in drawdown due to a 
change in groundwater extraction and expresses the amount of time required for groundwater 
replenishment. It was obtained with a grid-specific steady-state groundwater flow model. Effect 
factors were obtained from groundwater level response curves of potential plant species 
richness, which was constructed based on the soil moisture requirements of 625 plant species. 
Depending on the initial groundwater level, effect factors range up to 9.2% loss of species per 
10 cm of groundwater level decrease. The total Dutch CF for groundwater extraction depended 
on the value choices taken and ranged from 0.09 to 0.61 m2-yr/m3. For tap water production, 
we showed that groundwater extraction can be responsible for up to 32% of the total terrestrial 
ecosystem damage. With the proposed approach, effects of groundwater extraction on 
terrestrial ecosystems can be systematically included in LCA.
4.1 Introduction
Groundwater accounts for more than 98% of available freshwater resources. Approximately 
one-fifth of the total amount of water used for drinking purposes, for industrial cooling, for 
agricultural purposes, or as process water comes from groundwater (Anderson 2007). Excessive 
groundwater withdrawal results in a lowering of the groundwater level, causing phreatophytic 
stress for both natural and agricultural vegetation (UNEP 2007). This, in turn, may have a 
significant impact on the number of terrestrial plant species that could occur within the 
vegetation communities affected (Elmore et al. 2006, Hancock et al. 2005, Hellegers et al. 2001, 
Latour & Reiling 1994).
Until recently, an operational method to evaluate the environmental impacts associated 
with water use was lacking in Life Cycle Assessment (LCA). Therefore most case studies left out 
water use as an impact category, even if water withdrawal was identified as a large inventory 
flow (e.g. Humbert et al. 2009, Koroneos et al. 2005). If water use was incorporated in the 
impact assessment, it was usually addressed by simply taking the inventory data, i.e. the total 
amount of water used (e.g. Goedkoop et al. 2009, Peters et al. 2010).
Recently, efforts have been made to incorporate water use in LCA, firstly by means of 
reviewing possibilities and setting up frameworks (Bayart et al. 2010, Berger & Finkbeiner 2010, 
Owens 2001, Stewart & Weidema 2005). Mila i Canals et al. (Mila i Canals et al. 2009) provide a 
midpoint approach relating water use to the availability of freshwater resources for further 
human use after 'reserving' the necessary resource for ecosystems (water stress indicator). Van 
Ek et al. (2002) investigated various hydrological models and a groundwater level-effect curve to 
predict the change in nature-value as an effect of desiccation due to groundwater extraction. 
Specific characterization factors were, however, not provided. Pfister et al. (2009) introduced a 
method to address effects of freshwater consumption on biodiversity, expressed as the
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vulnerability of vascular plant species, and calculated impact indicators to be used in life cycle 
impact assessment (LCIA). They assumed that any water that is used can directly be replaced by 
precipitation, disregarding dynamic soil interaction processes. Furthermore they used the net 
primary production which is limited by water availability as an indicator for ecosystem quality, 
and related this to the potentially disappeared fraction of species (PDF).
The aim of the current study is to develop a method to address the effects of groundwater 
extraction on the species richness of terrestrial vegetation in an LCIA context. Characterization 
factors, expressing the change in potentially not occurring fraction of plant species (PNOF) due 
to a change in extraction of groundwater, are derived with the intention to be incorporated in 
LCA. We apply a method comparable to the one applied by Van Zelm et al. (2007) for 
acidification, where forest plant species loss was determined by coupling a fate model with 
multiple regression equations that predict plant species occurrence. In the context of 
groundwater extraction, the fate model, applicable for the Netherlands, deals with the lowering 
of the average groundwater level per unit of groundwater extraction, and includes processes 
such as precipitation, evapotranspiration, and soil permeability. Plant species richness is linked 
to the lowering of the groundwater table by means of a response curve based on the 
occurrence of 625 plant species in relation to various abiotic variables, including soil moisture 
content, in the Netherlands. To assess the applicability of the characterization factor derived, 
we determine the contribution of groundwater extraction to the total terrestrial ecosystem 
damage resulting from tap water production.
4.2 Methods
4.2.1 Characterization factor
The characterization factor for groundwater extraction (CF in m2-yr/m3) in the Netherlands is 
defined as the change in the number of plant species due to a change in extraction of 
groundwater over a certain area. The CF consists of a fate factor (FF in m3-yr/m3) and an effect 
factor (EF in 1/m). To account for spatial variation in FF and EF, a spatially explicit grid-based 
approach was followed whereby FF and EF were multiplied per grid cell and then summed over 
all grid cells i:
CF = 2  FFi • E F (4.1)
4.2.2 Fate factor
The fate factor, describing the drawdown in relation to the change in groundwater 
extraction, expresses the time that is needed for groundwater replenishment. The fate factor 
was determined with the National Hydrological Instrumentation (NHI), which is a national 
hydrological model for the Netherlands developed by the Dutch Institute for Applied Natural 
Science Research TNO (Snepvangers et al. 2008). With a resolution of 250x250m, NHI covers 
95% of the country, excluding the islands in the north and the southernmost part (See Appendix 







where Ai is the area of grid cell i (m2), AAGi is the change in yearly average groundwater level in 
grid cell i (m), and Aq is the change in extraction rate set at 1%  increase of the current 
extraction rate (m3/year).
For saturated zone calculations, NHI uses the United States Geological Survey's MODFLOW 
code (Facchi et al. 2004, Gedeon et al. 2007, McDonald & Harbaugh 1988). A schematic 
representation of the NHI groundwater module is shown in Figure 4.1. The geohydrological 
structure is defined by an impervious basis underlying four aquifers separated by three semi- 
pervious layers. The horizontal flow through the aquifers depends on the transmissivity (kD in 
m2/day) of the corresponding layer and the vertical flow through the semi-pervious layers 
depends on the vertical resistance (c in days) of the corresponding layer. The NHI describes the 
groundwater regime in the Netherlands, as surveyed in the year 2000. River interaction is 
included by a total drainage flux per junction. Anisotropies and sheet pilings are included as 
well, by indicating place and amount of barriers (Snepvangers et al. 2008). A constant recharge 
value was used, representing the net recharge from precipitation and evapotranspiration. 
Groundwater extraction was parameterized with average extraction data for the year 2000 for 
each of the 872 major groundwater wells in the Netherlands, with extraction depths of up to ca. 
300 m. Yearly average groundwater levels were modelled by running MODFLOW to a steady- 





c = vertical resistance (days); kD = (horizontal) transmissivity (m2/day)
kD4
Figure 4.1: Simplified representation of the NHI saturated zone model.
c3
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4.2.3 Effect factor
The effect factor in grid cell i (1/m) describes the change in potentially not occurring fraction 
of plant species (PNOF) due to a change in AG:
dPNOF. , x
EF , =------  ^ (4.3)
' dAG,.
The effect factor was determined with groundwater level response functions, following the 
procedure outlined by Van Zelm et al. (2007). The PNOF was derived from the probability of 
occurrence of individual plant species (Ps). Statistical model MOVE was applied to predict the 
occurrence of plant species with a range of environmental parameters as input (Bakkenes et al. 
2002). As measurements on abiotic parameters are scarce, MOVE uses Ellenberg indicator 
values of plant species to assess environmental conditions (Bakkenes et al. 2002). Ellenberg 
(1979) summarized the ecology of the Central-European vascular plants by assigning to each 
species indicator values for environmental variables, such as moisture, salt, nitrogen, and 
acidity. Site conditions in MOVE are determined as the average of the Ellenberg indicator values 
of all species present at a site. Multiple regression equations are used to express the occurrence 




- b0 + (b1 • n + b2 ■ n2) + (b3 ■ f  + b4 ■ f  2) + (b5 ■ r + b6 ■ r2) +
(4.4)
( ¿ 7  ■ s)+(b8  • toX) + ( ¿ 9  ■ PGR)+(¿>i0  •VEG)+(bn • r • n)+(b^ ■ r • f ) + ( ¿ 1 3  • n• f)
where n, f, r and s, are Ellenberg values describing nitrogen-, moisture-, acid-, and salt-content, 
tox is the potentially affected fraction of plants due to heavy metals, and PGR and VEG describe 
the influence of the physical-geographical region, and the vegetation type, respectively. The last 
three terms in Equation 4.4 describe the interactions between r, n, and f . Finally, b0 to b13 are 
regression coefficients (De Heer et al. 2000).
Equation 4.4 was simplified in order to relate species occurrence Ps specifically to the 
moisture indicator f :
In
1 - Prs
- as + bs ■ f  + cs ■ f  (4.5)
where as describes the situation of all environmental variables except f , relevant for plant 
species s, and bs and cs are species specific regression constants related to f .
Within the move model K-values are provided, which express the probability of occurrence 
related to the model predictors. When Ps > k a plant species is assumed to be present, and 
when Ps < k a plant species is assumed not to occur (Fielding & Bell 1997). The K-values were 
used to predict the occurrence of 625 terrestrial plant species (see Appendix C2). In order to 
determine whether a plant species could occur at a specific f  (Eq. 4.5), variability in the other 
site conditions had to be accounted for. By varying r, n, s, tox, PGR, and VEG, Equation 4.5 was 
parameterized 500 times for each plant species at each f. If at least one of the realizations 
yielded Ps > k, it was assumed that the plant species could occur at that f. The site conditions 
were varied according to measurement data in the MOVE model, with r values between 4 and 8;
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n between 3 and 7; s between 0 and 3; and tox between 0 and 0.4. These numbers correspond 
with pH between 3 and 9, N stock of 2 to 500 kg/ha/yr, chloride concentrations between 3 and
10,000 mg/L, and a potentially affected fraction of plants due to heavy metals between 0 and 
0.4 (Alkemade et al. 1996, Bakkenes et al. 2002, Ertsen et al. 1998). The physical-geographical 
regions (PGR) included were North Sea area, tidal area, closed estuaries, rivers, hills, urban area, 
sea clay, peat, higher sand grounds north, higher sand grounds south, and dunes. The 
vegetation types (VEG) included were nutrient-poor grassland (low herbaceous vegetation), 
pine forest, spruce forest, deciduous forest, and heath. A region-vegetation combination was 
judged to be likely, and therefore taken into account, when at least 100 records were available 
in MOVE (Bakkenes et al. 2002). The resulting 27 combinations are provided in Appendix C3. 
Subsequently, a groundwater level-response curve was obtained, based on the potentially not 
occurring fraction of plant species (PNOF) at each f  value:
PNOFf = 1 - POFf (4.6)
N fwith POFf = ( 4 . 7 )
Nmax
where POFf represents the potentially occurring fraction of plant species at a certain f , Nf is 
the number of species that can occur at a certain f , taking into account varying r, n, s, tox, PGR, 
and VEG, and Nmax is the maximum number of co-occurring species within the range of moisture 
values. Nmax is lower than the total number of species (Ntot), because interspecific variation in 
moisture requirements prevents the co-occurrence of all plant species at a single f . We do not 
consider Ntot but rather Nmax as background situation (zero stress, independent of groundwater 
level).
To ensure an appropriate connection between the fate factor and the effect factor, the 
Ellenberg value f  was linked to average groundwater level (AG) with the regression found by 
Schaffers and Sykora (2000):
AG = -2.55 + 0.26-f (4.8)
The derivative at each point of the response curve, showing the PNOF in relation to AG, 
represents the effect factor at each AG. Average groundwater levels AG, were calculated with 
NHI and effect factors could then be allocated to each grid cell i. Groundwater level-response 
curves were created based on all plant species (n = 625) and for the species that are on the red 
list in the Netherlands (n = 141; (Dutch ministry of Agriculture & Nature and Food Quality 
2010)). This red list is based on the IUCN criteria. A full species list is provided in Appendix C2.
4.2.4 Cultural Perspectives
To handle value choices in the modeling procedure in a consistent way, we applied the 
cultural perspective theory (Hofstetter 1998, Thompson et al. 1990). Three cultural 
perspectives, i.e. individualist, hierarchist and egalitarian were used. The individualist coincides 
with the view that mankind has a high adaptive capacity through technological and economic 
development and that a short time perspective is justified. The egalitarian coincides with the
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view that nature is fragile, with many factors to damage it, that a long time perspective is 
justified, and a worst case scenario is needed (the precautionary principle). The hierarchist 
perspective coincides with the view that impacts can be avoided with proper management, and 
that the choice on what to include is based on the existence of evidence. Table 4.1 provides an 
overview of the value choices that can be included within groundwater modeling.
Time perspective can be applied by considering effects within a certain time horizon, 
emphasizing long term or short-term processes. In general time horizons of 20, 100 and infinite 
years are applied for the individualist, hierarchist, and egalitarian respectively (Goedkoop et al. 
2009). As no delay of over 10 years is expected in the lowering of the groundwater table due to 
extractions (Snepvangers et al. 2008), time horizons are not included in the perspectives.
An assumption regarding ecosystem damage is the inclusion of species. For the individualist 
and hierarchist perspectives, all plant species were assumed equally important. For the 
egalitarian perspective high importance was given to species that are already threatened in 
their existence and therefore red list species were included only.
The individualist is risk seeking, the hierarchist accepts a high level of risk as long as the 
decision is made by experts, and the egalitarian perspective is risk adverse (Thompson et al. 
1990). Based on these attitudes towards risks, the individualist perspective only includes 
empirically proven effects. The hierarchist perspective includes scientifically accepted effects, 
while the egalitarian perspective includes all potential effects that may occur.
Potential positive effects were included for the individualist perspective as they have a 
positive attitude towards environmental benefits (Hofstetter 1998), and if they are not 
uncertain for the hierarchist as well.
Table 4.1: Value choices for groundwater extraction for three different perspectives
Value choice Individualist Hierarchist Egalitarian
Time Horizon - - -
Species protection level All All Red list
Likelihood of effects Proven effects Likely effects All known effects
Positive effects Yes Yes No
4.2.5 LCA application
To assess the applicability of the characterization factors for groundwater extraction, we 
calculated the relative contribution of groundwater extraction compared to other terrestrial 
ecosystem impact categories for tap water production. Inventory data were taken from the 
ecoinvent database v2.2 (Ecoinvent Centre 2010) and characterization factors for land use, 
ecotoxicity, acidification, and climate change were applied according to the individualist, 




The partial fate factors over the Netherlands range from -1.2-10"5 to 2.7-10"2 yr and are 
shown in Figure 4.2.
Figure 4.2: Partial fate factors (yr) for the Netherlands.
Figure 4.3a shows the groundwater level response curve, depicting the PNOF at various AGs, 
for the Netherlands. From AG of -2.30 m up to -1.25 m the PNOF decreases as the groundwater 
level increases. In the shallower groundwater range the PNOF increases when the groundwater 
level increases. The groundwater level response curve was divided in four parts and for each an
dPNOF •, •,
effect factor (------ ) was calculated. EFs are 0.24 m (-2.30 < AG < -1.98 m), 0.92 m (-1.98 <
dAG
AG < -1.25 m), -0.23 m-1 (-1.25 < AG < -0.83 m), and -0.85 m-1 (-0.83 < AG < 0 m) respectively. 
Figure 4.3b shows the groundwater level-response curve for the red list species only. A similar 
trend is observed and the curve for red list species can be divided in four parts as well. EFs are 
0.25 m-1 (-2.30 < AG < -1.95 m), 1.18 m-1 (-1.95 < AG < -1.21 m), -0.05 m-1 (-1.21 < AG < -0.72 m), 
and -1.01 m-1 (-0.72 < AG < 0 m) respectively. For lower groundwater levels, effects on red list 
species are 4 to 28% larger. Figure 4.3c shows curves for nutrient poor grassland, pine forest, 
deciduous forest, and heath separately. It can be seen that the variation in effect factor among 
vegetation types is relatively small (around a factor of 1.5).
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Figure 4.3: Groundwater level-response curves representing the potentially not occurring 
fraction of plant species (PNOF) as a function of the yearly average groundwater level (AG). (a) 
shows the overall curve with fitted linear functions that follow (1) PNOF = -0.24*AG + 0.14 with 
an explained variance R2 = 0.99; (2) PNOF = -0.92*AG -1.21 with R2 = 0.98; (3) PNOF = 0.23*AG + 
0.29 with R2 = 0.82, (4) PNOF = 0.85*AG + 0.75 with R2 = 0.99. (b) shows the curve for 141 
species that are on the red list in the Netherlands with fitted linear functions that follow (1) 
PNOF = -0.25*AG + 0.34 with an explained variance R2 = 0.96; (2) PNOF = -1.18*AG -1.48 with R2 
= 0.97; (3) PNOF = 0.05*AG + 0.11 with R2 = 0.12, (4) PNOF = 1.01*AG + 0.78 with R2 = 0.99. (c) 
shows curves per vegetation type.
The groundwater level-response curve for all species can be extrapolated from AG = -2.30 m 
to AG= -3.58 m. Grid cells with AGs of -2.30 to -3.58 m will then be assigned the EF for the AG- 
range of -2.30 m to -1.98 m. For AG < -3.58 m, the PNOF equals 1, implying that these areas do 
not contain groundwater-dependent vegetation. Therefore, the EF was set to 0 m-1 for an AG < - 
3.58 m. For the red list species the same extrapolation strategy was applied.
For the calculation of the characterization factor CF, the response curve for all species is 
included for the individualist and the hierarchist perspective, while the egalitarian perspective 
takes into account the red list species only. The effects likely to occur in the groundwater level 
range below -2.3 m where the effect curve is extrapolated are included in the hierarchist and 
egalitarian perspective, but excluded from the individualist perspective due to the relatively 
high uncertainty of this part of the response curve. The individualistic and hierarchist
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perspective include positive effects, while the egalitarian perspective does not include positive 













Figure 4.4: Characterization factors for the individualist (I), hierarchist (H), and egalitarian (E) 
perspectives, consisting of a positive and a negative part.
Application of our calculated CF shows that groundwater extraction causes 2.2 to 13.2% of 
the total ecosystem damage resulting from the production of tap water, depending on the 
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Figure 4.5: The relative contribution of five impact categories to the terrestrial ecosystem 
damage of tap water production following the individualist (I), hierarchist (H), and egalitarian (E) 
perspective.
62
Implementing groundwater extraction in life cycle impact assessment
4.4 Discussion
This paper described the development and application of a method that predicts the change 
in plant species richness, modelled as the potentially not occurring fraction of plant species, per 
unit of groundwater extraction. The characterization factor derived provides the opportunity to 
combine the ecological consequences of groundwater extraction with the effects of other types 
of stressors, such as land use and acidification, in the Life Cycle Assessment of products. Below, 
we discuss the benefits and limitations of the modeling procedure and provide an interpretation 
of the results obtained.
4.4.1 Fate factors
To obtain fate factors for groundwater extraction, the MODFLOW model was run to steady- 
state and yearly average changes in groundwater levels were derived. A steady-state approach 
seems appropriate for groundwater wells where water is being pumped constantly, thus having 
a permanent effect on the groundwater level. In the Netherlands, 75% of the extracted 
groundwater is used for drinking water (Van den Berg et al. 2000), which is extracted with 
continuously pumping wells (Provincie Noord-Brabant 2003). Therefore, the effects of an 
intermittently pumping well were not taken into account in our study. More research on the 
effects of intermittently pumping wells is needed in order to include these wells in LCA studies.
Current European policy aims at a sustainable use of groundwater, which would mean a 
decrease of groundwater extraction in the future (European Commission 2010). As a reference 
situation, we used the amount of extraction as it was in the year 2000. To account for possible 
future decreases in extraction a different reference situation can be assumed for calculating 
fate and effect factors. When more information is available on future scenario's, these can be 
included in the three perspectives as well, as future optimistic, baseline, and pessimistic views 
correspond to the individualist, hierarchist, and egalitarian perspective, respectively (Hofstetter 
1998).
Using the ecohydrological DEMNAT model, Van Ek et al. (2002) derived a typical factor for 
dAG/dq of 0.02 mm lowering of the groundwater level per Mm3/yr of extracted groundwater,
whereas our total factor ( ^ FF; ) was 0.14 mm per Mm3/yr. Extractions from wells located near
i
the borders with Germany and Belgium cause a drawdown in these countries as well. These 
effects are not included by the NHI, which causes a small underestimation of the full drawdown 
over the affected area and thus of the fate factor.
Next to regional variation caused by diverging extraction rates, the fate factor can vary due 
to variation in hydro-geological parameters: soil permeability, recharge, ground pack around the 
extraction (e.g. is it mainly clay, sand, or peat) and depth of extraction. For LCA purposes it 
would be interesting to derive fate factors as a function of these varying parameters to account 
for location-specific conditions. Our fate model provides the possibility to link grid-specific 
groundwater table lowering to environmental variables, such as the vertical resistance and 
transmissivity of the soil layers, and precipitation and evapotranspiration. Further research is
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required to quantify the influence of variation in hydro-geological model parameters on the fate 
factor.
4.4.2 Effect factors
To obtain effect factors for groundwater level change, the MOVE model was applied. The 
DEMNAT model also provides response curves for plant species pools, showing a decline in 
species diversity for dropping groundwater levels (Runhaar et al. 1997). Runhaar et al. (Runhaar 
et al. 1997) found a maximum of 13.5% species richness decrease per 10 cm decrease of 
Average Spring Groundwater level decrease which corresponds well with the maximum of 9.2% 
species richness decrease per 10 cm groundwater level decrease found in our research.
Laidig et al. (Laidig et al. 2010) showed that it depends on the vegetation type and species 
included whether there is a positive or negative relationship between species occurrence and 
groundwater level change, corresponding to the increase in species diversity for higher 
groundwater levels found in our research.
For the connection between fate and effects, we applied the relationship between Ellenberg 
moisture value f  and average groundwater level as derived from Schaffers and Sykora (2000). As 
shown by Ertsen et al. (1998), there is also a good correlation between Average Spring 
Groundwater level and f . The relationship between ASG and f  could have been used as well, but 
would have required dynamic calculations with the MODFLOW model to derive fate factors 
related to ASG.
We showed that the effect factors for our full list of terrestrial plant species did not largely 
differ from the effect factors for the red list species only. The response curves showed similar 
trends and both curves could be divided into four parts. It was also shown that the effect factors 
hardly differ between different vegetation types. These findings indicate that the variation in 
effect factors among vegetation types occurring in a temperate maritime climate is relatively 
small, suggesting that our generic response curve can be used in other regions with comparable 
vegetation types. However, it should be stressed that our method predicts responses of species 
richness irrespective of species composition, as we used one generic groundwater level 
response curve based on the total plant species pool in the Netherlands. Specific response 
curves for vegetation types characteristic of, for instance, wet or dry circumstances will facilitate 
more location-specific assessments of the effects of groundwater extraction on plant species 
richness. This should be subject to further research.
The groundwater level-response curve showed that the point of departure is relevant in the 
derivation of the effect factor. For yearly average groundwater levels lower than -1.25 meters, a 
decrease in species richness is expected if groundwater levels are lowered (maximum 9.2% per 
10 cm of groundwater level decrease). In contrast, for groundwater levels higher than -1.25 
meters, a lowering of the groundwater level is expected to increase species richness (maximum 
8.5% increase per 10 cm of groundwater level decrease). It should, however, be stressed that 
our work should not be used as an argument to lower groundwater levels in ecosystems where 
groundwater tables are naturally high. In these cases, a shift towards a different vegetation 
community with higher species diversity should not be automatically interpreted as beneficial,
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especially because the increase in species diversity might go on the expense of particular 
species that rely on high groundwater levels. Natural heterogeneity in landscape characteristics, 
including natural variability in groundwater levels, is an important driver for maintaining overall 
species diversity.
4.4.3 Application in LCA studies
Characterization factors were derived for the generic Dutch situation. Effect factors were 
based on data on the occurrence of plant species, and therefore expressed as potentially not 
occurring fraction of plant species (PNOF). This, in contradiction to effects caused by for 
example, toxic compounds, for which data are available on the effect and lethal dose for species 
(Rosenbaum et al. 2008). On an endpoint level, the PNOF can be considered equal to the 
potentially affected or potentially disappeared fraction of species.
For LCAs, the Netherlands is a relatively specific spatial context. This brings up the question 
whether the current research can be applied outside the Netherlands. Provided that the 
required geohydrological data are available, as is the case for e.g. China (Wang et al. 2007), 
Canada (Meriano & Eyles 2003), and Italy (Facchi et al. 2004), the U.S. Geological Survey model 
MODFLOW can be parameterized for every region of the world to calculate fate factors 
according to the method outlined in this paper. The effect factors apply to temperate maritime 
climates with similar vegetation types as the Netherlands. The Ellenberg numbers were based 
on observations of realized niches of plant species in Central Europe. As the ecological behavior 
of species can be different in other regions, calibration of the Ellenberg values is needed 
according to regional deviations. This was successfully done for several other European areas, 
e.g. the Faroe islands (Lawesson et al. 2003), Britain (Hill et al. 2000), Sweden (Diekmann 1995) 
and Greece (Boethling et al. 2002).
Our research is among the first to include the impacts of groundwater extraction on 
terrestrial ecosystems in LCA context. For the production of tap water we showed that 
groundwater extraction contributes to terrestrial ecosystem damage up to 32%. We 
recommend to further elaborate on the inclusion of groundwater extraction in LCA by 
developing CFs for regions outside the Netherlands as well.
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Chapter 5
Abstract
Ecotoxicological effect factors are part of the analysis of relative impacts by chemical 
contaminants on ecosystems. Uncertainty distributions, represented by the 90% confidence 
interval, belonging to ecotoxicological effect factors for freshwater ecosystems were 
determined. This study includes 869 high production volume chemicals, related to seven non­
specific Toxic Modes of Action (TMoA's). The ecotoxicological effect factors are divided into a 
TMoA-specific part and a chemical-specific part. The 90% confidence interval of the TMoA- 
specific part of the effect factor ranges from 23 orders of magnitude for acrylate toxicity to 2 
orders of magnitude for nonpolar narcosis. The range in the TMoA-specific part of the effect 
factor is mainly caused by uncertainty in the spread in toxic sensitivity between species ( j  
Average uncertainty in the chemical-specific part of the effect factors depends on the number 
of species tested and ranges on average from a factor of 5 for more than three species tested to 
a factor of about 1,000 for two species tested. Average uncertainty in the ecotoxicological effect 
factors ranges from a factor of 100 for more than three species tested to a factor of nearly
10,000 for two species tested. It is recommended that the ecotoxicological effect factor of a 
chemical is based on toxicity data of at least 4 species.
Keywords: Ecotoxicity; Chemicals; Effect factors; Potentially Affected Fraction; Life-Cycle 
Impact Assessment
5.1 Introduction
Life-Cycle Assessment (LCA) is a method to deal with the environmental impacts associated 
with a product or service. It reviews the complete life cycle in several steps. In the impact 
assessment step, inventory data are converted into impact indicators for various impact 
categories. An overview of selected impact categories is given by Udo de Haes et al. (2002), and 
comprises, among others, ecotoxicological impacts.
The conversion of emissions to ecotoxicological impacts comprises a fate and an effect 
analysis step. The fate factor describes the marginal increase in environmental concentration 
per unit of emission. For details about the fate analysis step, reference is made to Huijbregts et 
al. (2005). The effect factor addresses the marginal increase in effect (toxic pressure on 
ecosystems) per unit of chemical concentration.
Two classes of methods to derive ecotoxicological effect factors can be discerned in 
literature. One class assumes a linear dose-response relationship at low concentration levels. 
The second class of effect methods uses non-linear concentration-response relationships, and 
calculates the expected marginal change in ecosystem response caused by a marginal change in 
concentration at an ambient background situation (Goedkoop & Spriensma 1999, Guinée et al. 
2004, Hauschild & Pennington 2002, Huijbregts et al. 2002, Pant et al. 2004, Payet 2004, 
Pennington et al. 2004, Van de Meent & Huijbregts 2005). The main representative in 
ecotoxicology for this class of methods is the Potentially Affected Fraction of species (PAF), 
reflecting the fraction of all species that is exposed above certain concentration benchmarks, 
like the No-Observed Effect Concentration (NOEC) or the Effective Concentration for 50 percent 
of species (EC50) (De Zwart & Posthuma 2005, Klepper et al. 1998, Traas et al. 2002). The PAF-
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value expresses the toxic pressure put on ecosystems due to the presence of a single chemical 
or a mixture of chemicals. In the latter case, this is called the multisubstance PAF (msPAF).
Van de Meent and Huijbregts (2005) considered the practical advantages and disadvantages 
of the different methods to calculate ecotoxicological effect factors and recommended the non­
linear ecotoxicological response hybrid msPAF method as a basis to estimate effect factors. 
Hybrid, because concentration addition calculation rules are applied to aggregate toxic 
pressures for chemicals with the same Toxic Mode of Action (TMoA) and response addition 
calculation rules are applied to account for differences among TMoAs. Although the application 
of single species toxicity data does not directly refer to toxic effects on an ecosystem level 
(Forbes & Calow 2002), the hybrid msPAF method is selected because it is in line with the widely 
shared view that ecological response to toxic substances in the environment is adequately 
described with PAF-like dose-response curves (De Zwart & Posthuma 2005, Traas et al. 2002). A 
second reason to apply the msPAF-based method is the possibility for meaningful aggregation 
with other impact categories, such as acidification, eutrophication and land use (Huijbregts et al. 
2002).
Uncertainty in linear ecotoxicological effect factors has been addressed before (Huijbregts et 
al. 2000c, Payet 2004). This is, however, not the case for non-linear effect factors, which also 
requires uncertainty estimates of actual ambient concentrations of chemicals in the 
environment. The aim of this paper is to quantify the uncertainty in the non-linear msPAF-based 
ecotoxicological aquatic effect factors for 869 chemicals, related to seven non-specific Toxic 
Modes of Action.
5.2 Methodology
5.2.1 Effect factor calculations
Lognormal Species Sensitivity Distributions (SSDs) were assumed in this study. The choice of 
distribution function is to some extent arbitrary. Lognormally distributed variables, however, 
have been reported in many scientific fields, including ecotoxicity (Aldenberg & Jaworska 2000, 
Gaddum 1945, Slob 1994, Wagner & L0kke 1991). Furthermore, the central limit theorem, 
stating that the product of a large number of independent variables will be lognormally 
distributed, also indicates that the assumption of a lognormal distribution is reasonable. 
Moreover, Van de Meent and Huijbregts (2005) have reported that the log-logistic distribution 
function can result in extremely high, unrealistic effect factor values, which is not observed 
when testing the lognormal distribution function.
msPAF-like damage indicators for stressors that differently operate on biota can be regarded 
as independent effects and therefore be aggregated according to the rules of response addition 
(Traas et al. 2002):




Starting from concentration addition for chemicals with the same TMoA (De Zwart & 
Posthuma 2005, Konemann & Pieters 1996) and a lognormal Toxic Unit (TU)-response function, 
PAF, is defined as:
1
PAFj =---- = ---------
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(5.2)
where Oj is the spread in toxic sensitivity between species of a TMoA j  and TUj is defined as 
follows:




where Cx is the concentration of a chemical x and |ax is the average log-transformed toxicity 
value of a chemical x.
As the focus is on marginal changes in ecotoxicological effects due to marginal changes in 
the production of goods and services, the ecotoxicological effect factor for substance x is 
obtained through partial differentiation of equation (5.1) over the concentration of chemical x. 
The derivative ômsPAF/ôCx can be split into three factors: ômsPAF/ôPAFj, describing the change 
in overall toxic pressure put on an ecosystem due to a change in toxic pressure caused by a 
specific TMoA j; ôPAFj/ôTUj, describing the change in toxic pressure caused by a specific TMoA j  
due to a change in the effective toxicity of a specific TMoA j; and ôTU/ôCx, describing the 
change in effective toxicity due to a change in the concentration of a chemical x:
(5.4)
dmsPAF dmsPAF dPAF,. dTU j
dCx dPAFJ dTU,. dC», j
The first partial derivative, ômsPAF/ôPAFj, is equal to: 
dmsPAF 1 - msPAF
dPAF, 1 - PAF,
(5.5)
The second partial derivative, ôPAFj/ôTUj, is defined by:
dPAF,.
• exp (5.6)
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This derivation shows that the ecotoxicological effect factor consists of two major parts. 
dmsPAF/dPAFj and dPAFj/dTUj provide factors which are equal for all chemicals within one 
TMoA and are therefore combined to a TMoA-specific part of the effect factor (dmsPAF/dTUj). 
dmsPAF/dTUj describes the change in toxic stress due to a change in effective toxicity of a 
TMoA. dTUj/dCx is different for each chemical and therefore referred to as the chemical-specific 
part of the effect factor.
5.2.2 Uncertainty analysis
According to equation (5.8), five variables can be distinguished that contribute to the 
uncertainty in the ecotoxicological effect factors; msPAF, PAFj, TUj, ^x and Oj. Uncertainty in 
these variables defines uncertainty in the output variables and therefore an uncertainty 
assessment is made for all of these. Uncertainty in msPAF was implemented as a uniform 
distribution, based on expert judgment, taking into account that the msPAF cannot be larger 
than PAFj (see equation (5.1)). The uncertainty in PAFj and TUj is defined by the uncertainty in 
Cx, Hx and Oj.
The uncertainty in chemical concentrations in freshwater due to uncertainty in 
physicochemical parameters and uncertainty in emission profiles was quantified by performing 
a Monte Carlo simulation in SimpleBox3.0 (Harbers et al. 2006). Output values of the emission 
analysis, expressed as concentrations, were fitted to lognormal distributions.
Uncertainty in the toxicity parameter |ax is determined by describing the uncertainty in the 
estimated mean of a sample from a normal distribution when true variance is unknown (Roelofs 
et al. 2003):
p £log(TOXx,s) .  V i ]  _
^x .  I-- • O log(TOX,x) (5-9)
where TOXx,s refers to the toxic value (i.e. EC50) for chemical x and species s, ns is the number of 
species for which toxicity data are available for chemical x and t[n-1] is the standard Student's t 
distribution with n-1 degrees of freedom.
The uncertainty distribution of Oj is described by:
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of chemicals for which log transformed toxicity data are available for that specific TMoA and 
o  O the standard deviation in the standard deviations of all chemicals belonging to a certain®x
TMoA.
In the uncertainty of Oj, the uncertainty of ox has to be accounted for as well. This 
uncertainty is described with a x distribution (Roelofs et al. 2003):
n„ — 1
(5.11)
where a Tox,x is the standard deviation of the toxicity data derived for that specific chemical 
and x2n-i represents a standard x2 distribution with n-1 degrees of freedom.
The propagation of parameter uncertainty in the final ecotoxicological effect factors and the 
TMoA-specific and chemical-specific parts was quantified by means of Monte Carlo simulations, 
yielding uncertainty distributions of these output variables. The Monte Carlo simulations each 
consisted of approximately 10,000 iterations and were performed with Latin Hypercube 
Sampling (LHS) using Crystal Ball 7.1.2 (Decisioneering Inc. 2005). An uncertainty importance 
analysis based on rank correlation was accomplished with Crystal Ball to identify the parameters 
contributing most to uncertainty in the ecotoxicological effect factors.
C'tox ,x
5.2.3 Data input
The uncertainty in the TMoA-specific part of the effect factor was calculated for seven non­
specific TMoAs, such as nonpolar narcosis (Table 5.1). Environmental concentration data and 
their uncertainties for a substantial number of chemicals, required in the calculation of 
dmsPAF/dTU, were readily available for these TMoAs (Harbers et al. 2006).
Table 5.1: Number of chemicals (N) per toxic mode of action for which ecotoxicological effect 
factors are calculated and the number of chemicals per number of species (ns) the toxic data 
were based on.
Toxic Mode of Action Abbreviation Ntotal N „=  2 N „ =3 N ns = 4 Nn= 5 N ,  > 5
(TMoA)
Nonpolar Narcosis NN 529 127 173 52 31 146
Polar Narcosis PN 171 46 32 22 19 52
Ester Narcosis EN 61 16 24 10 1 10
Alkylation/Arylation AABR 50 10 18 3 3 16
Based Reactivity
Diesters D 23 3 13 1 1 5
Reactions with Carbonyl RCC 23 4 11 1 2 5
Compounds
Acrylate Toxicity AT 12 2 7 1 1 1
ALL 869 208 278 90 58 235
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Based on expert judgment, a uniform uncertainty distribution between 5-10"5 and 5-10"1 was 
assigned to the acute msPAF. The lowest value is based on the negligible risk assumption of 
5-10"4 of chemical-specific NOEC-based No Effect Levels (VROM 1989) and, divided by the typical 
distance between average NOEC- and EC50-values of a factor of 10 (De Zwart 2002). As the 
actual freshwater msPAF is considered highly uncertain due to the dynamic character of 
freshwater bodies in terms of emission profiles and residence time of water, an uncertainty 
factor of 10,000 was arbitrarily assigned to derive the maximum freshwater acute msPAF. This 
approach resulted in a maximum estimated msPAF-value of 0.5.
To calculate the TMoA-specific toxic pressures (PAFj) and Toxic Units (TUj), European 
emission estimates, physico-chemical properties and toxicity data on 304 High Production 
Volume Chemicals (HPVCs) were used, as taken from Harbers et al. (2006). Concentrations in 
the freshwater environment were predicted with the multimedia fate model SimpleBox3.0 (Den 
Hollander et al. 2004), as applied by Harbers et al. (2006). To represent the regional scale, a 
simplified model of the rivers Rhine, Meuse, and Scheldt was chosen for the toxic pressure 
calculations.
Uncertainty in the chemical-specific part of the effect factor (ÖTU/ÖC) was calculated for 869 
HPVCs. A selection of chemicals was made, based on availability of relevant data. The required 
acute |ax- and a x-values were derived from ecotoxicity test data exported from the e-toxBase 
(RIVM 2004) and EURAM (Hansen et al. 1999), taking acute effective concentrations for 50 
percent of species (EC50) as input data. The species-specific EC50s relate to lethal as well as 
sublethal effects. The choice to use EC50s instead of No-Observed Effect Concentrations 
(NOECs) is two-fold. First, application of Species Sensitivity Distributions (SSDs) based on acute 
toxicity data may be considered as a sufficient approximation for actual damage in aquatic 
ecosystems (Posthuma & De Zwart 2006). Second, the use of NOECs has many theoretical and 
practical inadequacies (Crane & Newman 2000). EC50s were grouped per species to prevent the 
species with a large number of test-data to be over-represented in the SSD curve. Although 
there is some evidence that toxicity of chemicals is taxon-related (Vaal et al. 1997), we confined 
ourselves to EC50 data on a species level.
5.3 Results
Table 5.2 shows the TMoA-specific input parameters and the TMoA-specific part of the 
ecotoxicological effect factor (ömsPAF/öTU), with their 90% confidence intervals. The median 
values of ömsPAF/öTU range from 4-10-7 to 5-10-1 with 90% confidence intervals ranging from 
23 orders of magnitude for acrylate toxicity to 2 orders of magnitude for nonpolar narcosis. The 
TMoA-weighted average of ömsPAF/öTU, based on the number of chemicals within a TMoA, 




Table 5.2: Median values for Toxic Unit (TU), spread in sensitivity between species (a), 
Potentially Affected Fraction of species (PAF) and Toxic Mode of Action specific effect factor 
(dmsPAF/dTU) and their 90% confidence interval, represented by the 5th and 95th percentile of 
the uncertainty distribution.
TMoA1 TUj a j PAFj dmsPAF/dTUj
NN 4-10"2 0.43 5-10-8 540-1
[4-10"3- 1 ] [0.35 - 0.53] [0 - 8-10-2] [6-10-2 - 1 ]
PN 4-10"3 0.48 640-7 240-1
[140-3- 5-10-2] [0.37 - 0.62] [240-12 - 740-3] [140-2 - 940-1]
EN 6-10"5 0.47 7-10-4 640-5
[140-5- 5-10-1] [0.31 - 0.71] [340-9 - 540-1] [240-10 - 6-10-1]
AABR 140-3 0.55 340-9 840-2
[2-10"4- 140-1] [0.37 - 0.81] [0 - 240-2] [340-4 - 1]
D 7-10"5 0.69 0 140-2
[140-5- 3-10-2] [0.40 - 1.16] [0 - 2-10-1] [540-7 - 1]
RCC 5-10"5 0.53 840-15 340-4
[140-5- 8-10-3] [0.32 - 0.90] [0 - 640-4] [5-10-10 - 640-1]
AT 4-10"5 0.39 0 440-7
[4-10"6- 240-3] [0.16 - 0.92] [0 - 940-5] [440-24 - 540-1]
ALL Weighted average 
340-1 [140-5 - 1]
1See Table 5.1 for abbreviations
An overview of all main contributors to variance in dmsPAF/dTU is outlined in Table 5.3. 
Uncertainty in environmental concentrations predominates the uncertainty of dmsPAF/dTU for 
nonpolar narcosis. For polar narcosis, uncertainty in environmental concentrations and the 
spread in toxic sensitivity between species of one TMoA (Oj) are about equally important. For 
the other TMoAs, the uncertainty of dmsPAF/dTU is mainly determined by the uncertainty in 
the spread in toxic sensitivity between species.
Table 5.3: Average contribution to uncertainty (%) in the Toxic Mode of Action specific effect 
factor (dmsPAF/dTUj) of spread in sensitivity between species (o), toxicity parameter (^x), 
concentration (Cx) and multi-substance Potentially Affected Fraction of species (msPAF).
TMoA1 a j Mm* M n X msPAF
NN 13 15 60 12
PN 40 19 38 3
EN 57 29 14 0
AABR 55 22 22 1
D 78 13 9 0
RCC 71 19 9 0
AT 74 13 13 0
1See Table 5.1 for abbreviations
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Uncertainty in dTU/dC is related to uncertainty in ^x, which depends on the number of 
species tested (ns) and a x. Figure 5.1 displays the uncertainty in dTU/dC regarding to the 
number of species. The uncertainty is summarized by the logarithm of the 95th percentile 
divided by the 5th percentile for each chemical with a specific ns. It can be seen that the average 
uncertainty in dTU/dC values for chemicals with ns = 2 is a factor of 1,000 and for chemicals with 
ns > 3 less than a factor of 10. The uncertainty for ns = 2 can be 12 orders of magnitude and 
decreases to 5, 4, 3 and 1.5 orders of magnitude for respectively ns = 3, 4, 5 and > 5.
Number of species
Figure 5.1: Uncertainty in dTU/dC for varying number of species toxicity data were based on, 
represented by a lognormal distribution fitted over the logarithm of the 95th percentile divided 
by the 5th percentile of the uncertainty distribution.
Figure 5.2 displays the uncertainty in the ecotoxicological effect factor, dmsPAF/dC, 
regarding to the number of species. It can be seen that the average uncertainty in dmsPAF/dC is 
enlarged compared to uncertainty in dTU/dC and ranges from a factor of 10,000 for chemicals 
with ns = 2 to a factor of 100 for chemicals with ns > 3. The uncertainty for ns = 2 can be as large 
as 14 orders of magnitude and decrease to 10 orders of magnitude for ns = 3 and ns = 4 and to 9 






«2 8 + IDa






Figure 5.2: Uncertainty in dmsPAF/dC for varying number of species toxicity data were based
on, represented by a lognormal distribution fitted over the logarithm of the 95th percentile
divided by the 5th percentile of the uncertainty distribution.
An overview of all main contributors to variance in dmsPAF/dC is outlined in Table 5.4. For 
each TMoA, 10 chemicals are randomly selected, incorporating a varying number of species (ns). 
For these chemicals uncertainty data are recovered and the minimum and maximum 
contributions of Oj, |ax, Cx and msPAF to uncertainty are displayed. Uncertainty in environmental 
concentrations and the toxicity data predominates the uncertainty of dmsPAF/dC for nonpolar 
narcosis. For polar narcosis, the uncertainty in Oj also becomes important. For the other TMoAs, 
the uncertainty of dmsPAF/dC is mainly determined by the uncertainty in Oj.
Table 5.4: Contribution to uncertainty (%) in the ecotoxicological effect factors (dmsPAF/dCx) 
of the spread in sensitivity between species (0)  the toxicity parameter (^x), the concentration 
(Cx) and the multi-substance Potentially Affected Fraction of species (msPAF). The minimum and 
maximum contributions are based on 10 randomly selected chemicals per TMoA (with varying 










NN 1 11 19 93 6 58 0 12
PN 18 39 20 61 19 37 2 3
EN 45 58 29 43 11 13 0 0
AABR 22 52 25 67 11 22 0 1
D 51 77 15 41 7 9 0 0
RCC 70 72 19 22 8 9 0 0
AT 69 75 12 18 13 13 0 0
1See Table 5.1 for abbreviations
Figure 5.3 displays the variance in the median ecotoxicological effect factors per TMoA. All 
869 chemical-specific and overall ecotoxicological effect factors, together with the uncertainty
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distributions, are listed in the Appendix D. For chemicals with acrylate toxicity as a TMoA lowest 
ecotoxicological effect factors are obtained, followed by ester narcosis and reaction of carbonyl 
compounds.
NN PN EN AABR D RCC AT ALL
Figure 5.3: Boxplots of the median values of dmsPAF/dC for the 869 chemicals subdivided in 
seven TMoAs. The centre of the box equals the median value of all dmsPAF/dC outcomes, the 
edges of the box the 25th and 75th percentiles and the whiskers the 5th and 95th percentiles of all 
median values. NN = Nonpolar Narcosis; PN = Polar Narcosis; EN = Ester Narcosis; AABR = 
Alkylation/Arylation Based Reactivity; D = Diesters; RCC = Reactions with Carbonyl Compounds; 
AT = Acrylate Toxicity.
5.4 Discussion
5.4.1 Uncertainty assessment
This paper includes the calculation of freshwater ecotoxicological effect factors and their 
uncertainties for 869 chemicals related to seven Toxic Modes of Action. An msPAF-based 
approach was used for these calculations. The ecotoxicological effect factor calculations consist 
of a TMoA-specific part and a chemical-specific part and for each part of the formulae 
uncertainties are analyzed.
Various simplifications have been included in the model calculations. First, the regional 
freshwater system in the Rhine-Meuse-Scheldt basin is modeled in SimpleBox3.0 as a 
homogeneous compartment, implying that the chemical stress is based on averaged regional 
environmental and meteorological parameters. Chemical behavior and stress, however, can 
differ between various locations within a region, causing site-specific risks of chemicals 
(Verdonck et al. 2003). Nevertheless, according to our results, uncertainty related to the region 
in which the chemical is emitted has limited importance. Although for nonpolar narcosis and 
polar narcosis uncertainty in environmental concentrations is of relevance for the TMoA-specific 
part of the effect factor, the uncertainty in the TMoA-specific part of the effect factor is 
relatively small compared to the chemical-specific part of the effect factor for these TMoAs. 
Second, organic compounds can degrade in the freshwater system, forming metabolites. The 
toxicity of the metabolites is considered beyond the scope of the study and therefore not taken
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into account. Third, a relatively small number of chemicals has been used in the calculation of 
the spread between species for all TMoAs due to lack of data, except for nonpolar narcosis. 
From the uncertainty analysis it became evident that this fact reduces uncertainty in 
0msPAF/0TUj=NN significantly, when comparing it to uncertainties of dmsPAF/dTUj values of 
other TMoAs. For this research experimentally defined nx and corresponding ox values were 
used. In future research, Quantitative Structure-Activity Relationships (QSARs) may be applied 
to derive extra ecotoxicological input for calculating |ax values (Comber et al. 2003, Van Leeuwen 
et al. 1991).
Uncertainties in environmental concentrations are also of importance for the uncertainty of 
dmsPAF/dTU. Analysis of the contribution to variance indicates that emissions and degradation 
half-lives in water are the main uncertainties in determining environmental concentrations. 
Further research is required to improve the quality of emission estimates and degradation half­
lives.
Table 5.2 shows that for TMoAs representing fewer chemicals (see Table 5.1), the TMoA- 
specific part of the ecotoxicological effect factor is much lower, with the exception of ester 
narcosis. This may be due to the fact that TUj can be underestimated for TMoAs with a low 
number of chemicals included. This is shown in Figure 5.4, where dPAF/dTU is plotted against 
TUj for a representative set of Oj values. At low TUj values, dmsPAF/dTU decreases quickly, 
particularly in combination with a relatively small Oj (< 0.5). The sensitivity of dmsPAF/dTU 
towards lower TUj values for small Oj implies that the uncertainty in the TMoA-specific 
ecotoxicological effect factors is high. This is particularly the case for acrylate toxicity. To 
decrease this uncertainty, more chemicals have to be included in dmsPAF/dTU calculations, 
especially for this TMoA.
TUj
Figure 5.4: Toxic Mode of Action (TMoA) specific part of the effect factor dPAF/dTU for 
varying Toxic Unit (TUj) and spread in sensitivity between species (a ) for a specific TMoA j.
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The average toxicity value, |ax, is the input variable to obtain the chemical-specific part of the 
ecotoxicological effect factors, ÔTU/ÔC. Average toxicity values were estimated with acute 
toxicity data (EC50). Application of chronic toxicity data may change the results, as chronic 
exposure of specific chemicals influence growth and reproduction differently than acute 
exposure. Uncertainty in |ax is described according to a standard Student's t distribution with n-1 
degrees of freedom. It follows that uncertainty in |ax and ox, fully depends on the number of 
species tested (ns) for each chemical. The uncertainty analysis demonstrates that chemicals with 
ns = 2 have a significantly larger uncertainty distribution in ^x, which results in a wide probability 
distribution of ÔTU/ÔC and consequently of ômsPAF/ôC. The uncertainty ranges calculated for 
ÔTU/ÔC per number of species tested are in line with previous research (Aldenberg & Jaworska
2000). Data on more test species reduces uncertainty in ,^x significantly, as shown in Figures 5.1 
and 5.2. It can be seen that for ns > 4 uncertainty in ômsPAF/ôTU becomes dominant. From ns = 
4 on, uncertainty in the effect factors stays steady. This means that extra input in toxicity data is 
particularly required for chemicals with ns < 4.
Comparing contributions to uncertainty in ômsPAF/ôTU (Table 5.3) to contributions to 
uncertainty in ômsPAF/ôC (Table 5.4), shifts are observed for nonpolar narcosis, polar narcosis 
and alkylation/ arylation based reactivity. For nonpolar narcosis and polar narcosis, uncertainty 
in the average toxicity value (^x) becomes much more important and for alkylation/ arylation 
based reactivity uncertainty in ^x becomes most important in overall ecotoxicological effect 
factors. This can be explained by the fact that the uncertainty ranges of ômsPAF/ôTU are 
smallest for nonpolar narcosis, polar narcosis and alkylation/ arylation based reactivity (see 
Table 5.2). These observations indicate that the uncertainty in the chemical-specific part of the 
effect factor is also important in the overall ecotoxicological effect factors. For all other TMoAs 
uncertainty in the TMoA-specific part of the effect factor is the dominant cause of uncertainty in 
the ecotoxicological effect factors of most chemicals.
5.4.2 Relevancy of the study
Dividing ômsPAF/ôC in a TMoA-specific and a chemical-specific part makes practical 
comparison of chemicals with the same TMoA less complicated. If chemicals with the same 
TMoA are compared using the hybrid msPAF method, solely ÔTU/ÔC has to be investigated. Our 
results show that when chemicals with different TMoAs are compared, ômsPAF/ôTU introduces 
extra uncertainty of 1 to 4 orders of magnitude in ecotoxicological effect factor outcomes.
The uncertainty range of the TMoA-specific part of the effect factor, ômsPAF/ôTU, includes 
0.5, implying that from a statistical point of view the linear dose-response method to derive 
ecotoxicological effect factors (Payet 2004) could equally well be used. There are only 
conceptual reasons to prefer the non-linear method, as argued by Van de Meent and Huijbregts 
(2005).
To overcome the need of including more chemicals in the estimation of the TMoA-specific 
effect factor (ômsPAF/ôTU), a weighted average ômsPAF/ôTU value could be used as a 
substitute to all TMoA-specific effect factors. In that case the ecotoxicological effect factor will 
not depend on the number of chemicals used in the calculations and more realistic values for
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some TMoAs may be obtained. This will change the typical values for ômsPAF/ôC of a chemical. 
However, the uncertainty in the currently presented ecotoxicological effect factors will remain 
the same or even increase, since the variance of the weighted average comprises almost all 
spreads in sensitivity of the individual TMoA-specific effect factors.
Figure 5.3 shows that the spread in average ecotoxicological effect factors between all 
chemicals ranges up to 6 orders of magnitude. When comparing this range to the average 
uncertainty in the ecotoxicological effect factors it can be seen whether the applied method is 
useful to calculate an ecotoxicological effect factor for an individual chemical. Figure 5.2 shows 
that for ns = 2 average uncertainty is about 4 orders of magnitude. This uncertainty within a 
chemical is almost half as large as the spread between chemicals, which makes the calculation 
of individual effect factors for comparison between TMoAs useful. For ns = 3, average 
uncertainty is already decreased to 3 orders of magnitude and for ns > 3 to 2 orders of 
magnitude. It is recommended that the ecotoxicological effect factor of a chemical is based on 
toxicity data of at least 4 species.
5.5 Conclusion
This article presented the uncertainty in the msPAF-based ecotoxicological effect factors for 
freshwater ecosystems (ômsPAF/ôCx) for 869 chemicals, related to seven non-specific Toxic 
Modes of Action.
Uncertainty in the TMoA-specific part of the effect factor, ômsPAF/ôTUj, ranges from 23 
orders of magnitude for acrylate toxicity to 2 orders of magnitude for nonpolar narcosis. 
Average uncertainty in the chemical-specific part of the effect factors ôTUj/ôCx for chemicals 
with ns = 2 is more than 100 times higher as for chemicals with ns > 3. Average uncertainty in the 
ecotoxicological effect factors ranges from a factor of 100 for more than three species tested to 
a factor of nearly 10,000 for two species tested.
Division of the ecotoxicological effect factor in a TMoA-specific and a chemical-specific part 
gives insight in the main contributors to uncertainty. Uncertainty in ômsPAF/ôTUj is dominated 
by uncertainty in the spread in toxic sensitivity between species (oj). Uncertainty in ÔTU/ÔC is 
related to uncertainty in the average toxicity of a chemical (^x). It is recommended that the 
ecotoxicological effect factor of a chemical is based on toxicity data of at least 4 species. The 
uncertainty in ecotoxicological effect factors for chemicals that fall within nonpolar narcosis, 
polar narcosis and alkylation/ arylation based reactivity is dominated by the chemical-specific 
part of the effect factor. For all other TMoAs, the TMoA-specific part of the effect factor 
dominates uncertainty.
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Abstract
Background, aim, and scope. Characterization factors for ecotoxicity in Life Cycle Impact 
Assessment (LCIA) are used to convert emissions into ecotoxicological impacts. Deriving them 
involves a fate and an effect analysis step. The fate factor quantifies the change in 
environmental concentration per unit of emission, while the effect factor quantifies the change 
in impact on the ecosystem per unit of environmental concentration. This paper calculates 
freshwater ecotoxicological effect factors for 397 pesticides belonging to 11 pesticide-specific 
Toxic Modes of Action (TMoAs), such as acetylcholinesterase inhibition, and photosynthesis 
inhibition. Moreover, uncertainties in the effect factors due to uncertain background 
concentrations and due to limited toxicity data are quantified.
Methods. To calculate median ecotoxicological effect factors (EEF), toxic pressure 
assessments were made, based on the species sensitivity distribution (SSD)- and the multi­
substance potentially affected fraction (msPAF)-concepts. The EEF quantifies an estimate of the 
fraction of species that is probably affected due to a marginal change in concentration of a 
pesticide. EEFs were divided into a TMoA-specific and a chemical-specific part, which were 
calculated on the basis of physico-chemical properties, emissions, and toxicity data. Propagation 
of parameter uncertainty in the EEFs and the TMoA- and chemical-specific parts was quantified 
by Monte Carlo simulation and results were reported as 90% confidence intervals.
Results. Median EEFs range from 2-10"3 to 7-106 L/g. Uncertainty in the TMoA-specific part is 
dominated by uncertainty in the TMoA-specific spread in species sensitivity and by uncertainty 
in the effective toxicity of a TMoA. Uncertainty in the chemical-specific part of the EEFs depends 
on the number of species for which toxicity data are available to calculate average toxicity (ns), 
and ranges from a median uncertainty of 2.6 orders of magnitude for ns = 2 to 1 order of 
magnitude for ns > 4. The TMoA-specific effect factor for systemic fungicides shows the largest 
uncertainty range. For seven TMoAs, uncertainty ranges of the TMoA-specific effect factor are 
less than 2 orders of magnitude. For the other four TMoAs, the EEF-uncertainty range is 
between 2 and 8 orders of magnitude. For the chemical-specific part of the EEFs, we found that 
variation in uncertainty readily decreases for pesticides for which toxicity data are available for 
at least three species.
Discussion. The same parameters that contributed most to uncertainty were found for 
pesticides as were found before for high production volume chemicals. However, uncertainty in 
concentrations of pesticides was lower. TMoA-specific factors obtained with the applied non­
linear method differ up to 9 orders of magnitude from the factor of 0.5, which is used in the 
linear method. With the applied method, a distinction in EEFs can be made among different 
TMoAs.
Conclusions. Ecotoxicological effect factors are presented, including overviews of their 
uncertainty ranges and the main contributors to uncertainty. The applied non-linear method 
provides the possibility to quantify parameter uncertainty in the TMoA-specific part of the 
ecotoxicological effect factor, which is helpful to get more insight in how uncertainty in 
ecotoxicological characterization factors can be reduced.
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Recommendations and perspectives. The calculated uncertainty ranges can be included in 
LCA case studies, which allows for better interpretation of LCA-results obtained with the EEFs. 
To put the uncertainty in effect factors into perspective within LCIA, more information on the 
uncertainty in fate factors should be derived.
Keywords: Ecotoxicity; effect factor; freshwater; LCIA; pesticides; potentially affected 
fraction; toxic mode of action; uncertainty
6.1. Background, aim, and scope
Characterization factors (CF) for ecotoxicity in Life Cycle Impact Assessment (LCIA) describe 
the expected ecotoxicological impacts due to environmental emissions of toxic compounds. A 
fate and an effect analysis step are needed to obtain characterization factors (Margni et al. 
2002, Rosenbaum et al. 2007, Schulze et al. 2001). The fate factor describes the change in 
environmental concentration per unit of emission. The effect factor addresses the change in 
impact on the ecosystem per unit rise of the compounds' environmental concentration, given 
the ambient concentration before the emission. This paper aims to derive ecotoxicological 
effect factors for pesticides and to include an analysis of uncertainties in their derivation.
Two main groups of methods are currently applied for the calculation of ecotoxicological 
effect factors, as discussed by various authors (Larsen & Hauschild 2007b, Pennington et al.
2004, Van de Meent & Huijbregts 2005): (a) linear methods, based on Predicted No Effect 
Concentrations (PNECs), and (b) non-linear methods, based on toxic pressure assessments. 
Method (a) calculates effect factors as ratios of environmental concentrations over PNECs, and 
method (b) as Potentially Affected Fractions of species (PAF). A PAF-value quantifies the toxic 
pressure put on ecosystems due to the presence of a single chemical or a mixture of chemicals, 
and it reflects the fraction of all species that is expectedly exposed above a certain effect- 
related benchmark, such as the Effect Concentration for 50 percent of the species (EC50) or the 
No Observed Effect Concentration (NOEC) (De Zwart & Posthuma 2005). For mixtures, the 
estimated fraction is called the multi-substance PAF (msPAF). The main advantages of the PAF- 
approach over the PNEC-approach are considered to be (i) the possibility to combine the 
potential impacts on ecosystems (a midpoint level), with a damage assessment that indicates 
the consequences of the potential impacts (an endpoint level); and (ii) the possibility to model 
the effect of mixtures of chemicals on the environment (Goedkoop & Spriensma 1999, 
Huijbregts et al. 2002).
In a previous paper, ecotoxicological effect factors for High-Production Volume Chemicals 
(HPVCs), including uncertainties thereof, were calculated with the non-linear msPAF method 
(Van Zelm et al. 2007a). These HPVCs represented sets of compounds with rather non-specific 
Toxic Modes of Action (TMoAs). Rather non-specific, as there are no specific aquatic taxa that 
are more sensitive to those chemicals than other taxa. Only few LCIA studies specifically focus 
on ecotoxicological impacts of pesticides (Antón et al. 2004, Juraske et al. 2007, Margni et al. 
2002). The assessment of ecotoxicological impacts of pesticides, however, is specifically 
required in LCA case studies that focus on agriculture (Geisler et al. 2005, Humbert et al. 2007, 
Mila i Canals et al. 2006, Mouron et al. 2006, Van der Werf et al. 2005). In agricultural practice,
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pesticides are introduced into the environment with the explicit intention of exerting effects on 
one or more target organisms. Through inter-media transport, pesticides can reach parts of the 
environment outside from where they were initially released (De Zwart 2005, Verro et al. 2002).
The non-linear method to derive ecotoxicological effect factors requires more information 
than the linear method. The uncertainty connected to the extra parameters introduced can be 
quantified well, in contradiction to the model uncertainty in the linear method. Previous LCA 
case studies show a relatively large uncertainty range for freshwater ecotoxicity, compared to 
other (non-toxic) impact categories (Geisler et al. 2005, Huijbregts et al. 2003). Geisler et al.
(2005) state that before the freshwater ecotoxicity impact scores are used in decision support, 
measures to reduce uncertainty have to be taken first. More insight therefore has to be gained 
into the main sources attributing to uncertainty.
This paper presents freshwater ecotoxicological effect factors for 397 pesticides, based on 
the msPAF-method, with special interest in the role of Toxic Modes of Action. Moreover, 
uncertainties in the effect factors due to uncertain background concentrations and due to 
limitations in the availability of ecotoxicity data are quantified. Results are discussed (i) in 
relation to the results obtained for HPVCs with a non-specific TMoA, (ii) in view of practical use 
in LCA, and (iii) regarding future research that is needed to reduce uncertainties.
6.2. Methods
6.2.1 Effect factor calculations
The toxic pressure assessment method to calculate effect factors, as outlined by Van Zelm et 
al. (2007a) for HPVCs, was applied in this study for pesticides. Lognormal Species Sensitivity 
Distributions (SSDs) were applied (Aldenberg & Jaworska 2000, Posthuma et al. 2002, Slob 1994, 
Van de Meent & Huijbregts 2005, Wagner & L0kke 1991).
Chemicals with different assumed major Toxic Modes of Action (TMoAs) are considered to 
act independently and do not influence each other's toxic mechanism. Effects in terms of the 
net toxic pressure of mixtures of emitted chemicals with different TMoAs can therefore be 
aggregated according to the mathematical model of response addition (Plackett & Hewlett 
1952, Traas et al. 2002):
where PAFj is the potentially affected fraction of a mixture of chemicals with one TMoA j, and 
ms is multi-substance.
Chemicals with the same TMoA are considered to act independently, but on the same 
receptor sites of toxic action. Exposure concentrations for such compounds, therefore, need to 
be aggregated according to mathematical rules of concentration addition. PAF j is therefore 
calculated by concentration addition over compounds with TMoA j (see Appendix E1).
As the effect factor is defined by marginal changes in ecotoxicological effects due to 
marginal changes in production of goods and services, the ecotoxicological effect factor for
(6 .1)
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dmsPAF dmsPAF dTUJ "
dCx dTUJ IdCx J
pesticide x is obtained through partial differentiation of equation (6 .1) over the concentration of 
pesticide x (Cx in g/L):
1 r J  ~
(6 .2)
The ecotoxicological effect factor consists of what can be called a TMoA-specific part 
(dmsPAF/dTUj) and a chemical-specific part (dTUj/dCx). dmsPAF/dTUj describes the change in 
overall toxic pressure put on an ecosystem due to a change in effective toxicity of a specific 
TMoA j  (expressed in dimensionless toxic units TUj). dTUj/dCx expresses the toxic potency of a 
chemical, which describes the change in effective toxicity due to a change in concentration of 
one pesticide x. The sub-division of the ecotoxicological effect factor into a TMoA-specific and a 
chemical-specific part enables comparisons between chemicals with the same TMoA. If 
chemicals with the same TMoA are compared, solely the chemical-specific part needs to be 
investigated (Van Zelm et al. 2007a).
The TMoA-specific part of the effect factor can be specified as follows:
dmsPAF
dJU,
f  (msPAF ,0 , ,TUj ) (6.3)
J
where oj is the TMoA-specific spread in species sensitivity. Equation (6.3) is further specified in 
Appendix E1.
The chemical-specific part of the effect factor, or toxic potency of a chemical, is equal to:
dJU. 1
--- j- = — —  (6.4)
dCx 10—
where |ax is the average sensitivity of species to pesticide x (g/L), with sensitivity being expressed 
as a No Observed Effect Concentration (NOEC), an effect of concentrations for 50 percent of 
species (EC50), or another ecotoxicity test endpoint.
6.2.2 Input data
To calculate the TMoA-specific part of the effect factor, emission estimates of 2004 for the 
Rhine-Meuse-Scheldt catchment area, physico-chemical properties, and ecotoxicity data were 
obtained for 87 pesticides that represent 11 assumed major TMoAs (Henning-de Jong et al. 
2008). Some pesticides can have applications outside agriculture, such as weed control in 
industry or in public areas, the emissions of which were not taken into account in this study. 
Expected ambient concentrations in the freshwater environment at steady-state, according to 
the use pattern of 2004, were predicted with SimpleBox3.0 (Den Hollander et al. 2004), which is 
the underlying fate model of the European Union System for the Evaluation of Substances 
(Vermeire et al. 2005). In its default settings, the regional scale in SimpleBox is represented by a 
simplified model of the rivers Rhine, Meuse, and Scheldt.
The toxic potency (dTU/dC) could be calculated for 397 pesticides (see Table 6.1). This 
selection of pesticides was made, based on information on TMoA and availability of aquatic
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toxicity data. Data on TMoA were derived from Henning de Jong et al. (2008), De Zwart (2005), 
ASTER (USEPA 2004), and e-toxBase (RIVM 2008). The required toxicity data were derived from 
ecotoxicity test data exported from e-toxBase (RIVM 2008), taking acute EC50s as input data to 
derive their SSDs. For every pesticide, average EC50s per species were taken, to prevent species 
with a large number of test-data to be over-represented in SSD modeling.
To indicate to which species groups the species belong of which toxicity tests were included 
in the EC50 calculations, each species was assigned to one of the following four species groups: 
(i) bacteria, archaea, and protista; (ii) plantae and fungi; (iii) invertebrata; and (iv) vertebrata- 
ectotherm. The number of toxicity tests available per species group for each pesticide is 
indicated in Appendix E4.
Table 6.1: Number of pesticides (N) per major Toxic Mode of Action for which 
ecotoxicological effect factors were calculated.
Toxic Mode of Action (TMoA) Abbreviation N
Inhibition of Acetylcholinesterase: Organophosphates IAO 121
Inhibitor of Photosynthesis IP 56
Inhibition of Acetylcholinesterase: Carbamates IAC 41
Plant Growth Regulators PGR 40
Neurotoxicant: Pyrethroids NP 35
Plant Growth Inhibitor PGI 26
Inhibitor of Ergosterol Synthesis IES 24
Systemic Fungicide SF 21
Inhibitor of Amino acid Synthesis IAS 12
DiThioCarbamates DTC 11
Inhibitor of Cell Division ICD 10
6.2.3 Uncertainty analysis
Propagation of parameter uncertainty in the ecotoxicological effect factors and the TMoA- 
specific and chemical-specific parts was quantified by means of Monte Carlo simulation. This 
yielded uncertainty distributions for each output variable. The Monte Carlo simulations 
consisted of 10,000 iterations and were performed with Latin Hypercube Sampling (LHS) using 
Crystal Ball 7.1.2 (Decisioneering Inc. 2005). An uncertainty importance analysis, based on rank 
correlation, was done to identify the contribution to uncertainty of each parameter in the 
ecotoxicological effect factor.
According to equation (5.3) and equation (E1) in Appendix E1, three variables can be 
distinguished as potential contributors to uncertainty in the TMoA-specific part of the effect 
factor: msPAF, TUj, and Oj; these variables may be (in part) correlated. Uncertainty in msPAF 
was assumed to follow a uniform distribution between 5-10-5 and 5-10-1, following Van Zelm et 
al. (2007a), taking into account that msPAF cannot be larger than the potentially affected 
fraction of species of a TMoA j. Uncertainty in effective toxicity TUj is defined by uncertainty in 
the concentrations of pesticides and in average species sensitivity to all pesticides that 
contribute to a TMoA j. Uncertainty in estimated ambient freshwater concentrations due to
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uncertainty in physicochemical parameters, and uncertainty in emission profiles was quantified 
by performing a Monte Carlo simulation in SimpleBox3.0, using data from Henning-de Jong et al. 
(2008). Simulated freshwater concentrations were fitted to chemical-specific lognormal 
distributions and used as input in the uncertainty analysis of the ecotoxicological effect factors. 
Uncertainty in average sensitivity (^x) depends on the chemical-specific spread in species 
sensitivity (gx), and the number of species for which toxicity data were available (ns). 
Uncertainty in the TMoA-specific spread in species sensitivity (Gj) depends on uncertainty in 
chemical-specific spreads in species sensitivities to all pesticides belonging to one major TMoA, 
and the number of pesticides (N) included in the calculations. Further details about uncertainty 
distributions of |ax, Gx, and Gj can be found in Appendix E2.
6.3. Results
Median ecotoxicological effect factors for the 397 pesticides range from 2-10-3 to 7-106 L/g. 
Propamacarb hydrochloride, a systemic fungicide, causes the least toxic pressure per unit 
concentration increase, while tefluthrin, a pyrethroid neurotoxicant, causes the largest 
freshwater toxic pressure per unit concentration increase.
Figure 6.1 shows the median values of the estimated toxic potency (dTU/dC) for each 
pesticide, and the median values of the TMoA-specific part of the effect factor (dmsPAF/dTU). 
According to Figure 6.1, dTU/dC and dmsPAF/dTU are not related. Median values of 
dmsPAF/dTU range from 6.1-10-4 to 1.5. Systemic fungicides cause the lowest ecological 
response per toxic unit added to the environment, and pyrethroid neurotoxicants and inhibitors 
of acetylchlorinesterase (organophosphates) cause the largest response per toxic unit added. 
Median freshwater toxic potency values (dTU/dC) range from 5-10-1 L/g for sulfometuron- 
methyl, an inhibitor of amino acid synthesis, to 4-106 L/g for tefluthrin. Ecotoxicological effect 
factors and TMoA-specific and chemical-specific parts for each pesticide included are listed in 
Appendix E4.
dTU/dC (l/g)
Figure 6.1: The toxic mode of action-specific part of the effect factor (dmsPAF/dTU) versus 
the toxic potency (dTU/dC).
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Figure 6.2 shows the median TMoA-specific parts of the ecotoxicological effect factors 
(dmsPAF/dTU), with their 90% confidence intervals. These 90% confidence intervals range from 
8 orders of magnitude for systemic fungicides (SF) to a factor of 2.0 for dithiocarbamates (DTC). 
The weighted average of dmsPAF/dTU (ALL), using the number of pesticides per TMoA as a 
weighting factor, equals 1.1 effect units per toxic unit added, and has a 90% confidence interval 
of 2 orders of magnitude. TMoA-specific input parameters, with their 90% confidence intervals 
are given in Appendix E3. For comparison to the ratio- (PNEC) based assessments, Figure 6.2 
contains the uniform value of 0.5, used as TMoA-specific part of the effect factor in the ratio- 
based method, as applied by Payet (2004) and Pennington et al. (2004). An overview of each 
main contributor to uncertainty in dmsPAF/dTU is outlined in Table E2. Uncertainty in msPAF 
and uncertainty in the TMoA-specific spread in species sensitivity Oj dominate uncertainty of 
dmsPAF/dTU compared to uncertainties in average sensitivity ^x and in the concentration of 
pesticides.
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Figure 6.2: Boxplots of the TMoA-specific part of the effect factor (dmsPAF/dTU) for 11 
TMoAs, and the weighted average. The center of each box equals the median value, the edges of 
each box the 25th and 75th percentiles, and the whiskers the 5th and 95th percentiles to represent 
uncertainty in dmsPAF/dTU. The line displays the TMoA-specific part of the effect factor used in 
the linear (PNEC-based) assessment method to derive ecotoxicological effect factors (see text).
Uncertainty in the toxic potency (dTU/dC) is fully related to uncertainty in ^x, the median 
sensitivity of species for pesticide x, which depends on the number of species tested (ns), and 
the chemical-specific spread in species sensitivity tested for pesticide x (ax). For most pesticides 
(250) toxicity data were available for more than five species. Figure 6.3 shows uncertainty in 
toxic potency regarding to the number of species on the basis of which ecotoxicity parameters 
were derived. Average uncertainty in toxic potency for pesticides with ns = 2 is 2.6 orders of 
magnitude and uncertainty decreases with increasing ns to around 1 order of magnitude for ns > 
4. Most toxicity data were available on invertebrates and ectotherm vertebrates. Of all 6701
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toxicity tests included, 44% were performed on each of these species groups. Only 2% of data 
were on bacteria, archaea, and protista, and 10% on plants and fungi. Uncertainty distributions 








Figure 6.3: Uncertainty in chemical-specific toxic potency (6TU/6C) for varying number of 
species on the basis of which ecotoxicity parameters were derived, expressed as the logarithm of 
the 95th percentile divided by the 5th percentile of the uncertainty distribution. The columns 
represent the median uncertainty factor of all pesticides with the same number of species, and 
the whiskers represent 5th and 95th percentiles of all uncertainty factors calculated. N indicates 
the number of pesticides included.
Figure 6.4 presents the uncertainty of ecotoxicological effect factors of pesticides specified 
per TMoA. The columns represent median uncertainty factors of all pesticides caused by 
uncertainty in the TMoA-specific and chemical-specific parts of the effect factor. The whiskers 
show variation in uncertainty ranges of pesticides within a TMoA mainly caused by uncertainty 
in the chemical-specific toxic potency. Overall, largest uncertainties were reached for inhibitors 
of amino acid synthesis (IAS) due to large uncertainty in the chemical-specific toxic potency. 
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Figure 6.4: Uncertainty in ecotoxicological effect factors (dmsPAF/dC) per Toxic Mode of 
Action (TMoA), expressed as the logarithm of the 95th percentile divided by the 5th percentile of 
the uncertainty distribution. The columns represent the median uncertainty factor of all 
pesticides within one TMoA, and the whiskers represent 5th and 95th percentiles of all uncertainty 
factors calculated.
Figure 6.5 shows two ranges of uncertainty in ecotoxicological effect factors of pesticides 
within a major TMoA. Uncertainty ranges are divided in uncertainty that is attributed to the 
TMoA-specific part of the effect factor only (depending on TMoA-specific spread in species 
sensitivity (Gj), concentration (Cx), and multi-substance Potentially Affected Fraction of species 
(msPAF)), and uncertainty in average species sensitivity (^x), which is attributed to both parts of 
the effect factor. Uncertainty in average species sensitivity dominates for each pesticide within 
dithiocarbamates (DTC), inhibitors of photosynthesis (IP), and plant growth regulators (PGR). 
The TMoA-specific part of the effect factor dominates overall uncertainty for each pesticide 
acting as inhibitors of cell division (ICD), and as systemic fungicides (SF). For pesticides belonging 
to the other major TMoAs, it depends on the number of species toxicity data are based on, in 
combination with the chemical-specific spread in species sensitivity, whether uncertainty is 
dominated by the TMoA-specific part of the effect factor or by average species sensitivity.
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See Table 6.1 for abbreviations
Figure 6.5: Ranges of contribution to uncertainty (%) in estimated ecotoxicological effect 
factors for all pesticides within a toxic mode of action. The light gray stacks include uncertainty 
of TMoA-specific spread in species sensitivity (a ), concentration (Cx), and multi-substance 
Potentially Affected Fraction of species (msPAF). The dark gray stacks indicate uncertainty 
ranges of average species sensitivity (yx).
6.4. Discussion and conclusions
In chapter 5 on HPVCs, several aspects in the model limitations and the results were 
discussed that account for pesticides as well, since we applied the same method and model. 
Therefore, in sections 6.4.1 and 6.4.2, only the aspects that differ from HPVCs are discussed, 
and results for pesticides are stressed and compared to results for HPVCs. Section 6.4.3 
subsequently addresses the current work in an LCA context.
6.4.1 Model limitations
In the present study, effect factors were calculated from steady-state concentrations of 
average pesticide emissions, based on assumed representative emissions for one year (2004). 
As pesticide application is season dependent, emissions vary during the year and they may vary 
over the years as well. A real steady-state situation is thus unlikely to occur.
Furthermore, the choice for a specific region to obtain background concentrations can be 
important. As a sensitivity analysis, we checked the influence of increasing and decreasing 
background concentrations of the pesticides included in this work on the effect factors. Median 
effect factors for sites with 10 times higher background concentrations are up to a factor of 3 
lower for dithiocarbamates (DTC), inhibitors of acetylcholinesterase organophosphates (IAO), 
inhibitors of photosynthesis (IP), and pyrethroid neurotoxicants (NP) compared to the current 
background situation. Median effect factors for the other TMoAs will increase up to a factor of
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7, except for the systemic fungicides (SF) effect factors, which increased 2 orders of magnitude. 
Effect factors for sites with a 10 times lower background concentration will be up to a factor of 
2 higher for DTC and IP. For all other TMoAs, median effect factors decrease for lower 
background concentrations, from a factor of 1.3 for IAO up to 3.5 orders of magnitude for SF.
For the variation in uncertainty in ecotoxicological effect factors for different background 
concentrations, two main trends can be observed: (i) Uncertainty in dmsPAF/dC decreases with 
increasing pollution, and (ii) For TMoAs with a large uncertainty range as calculated in this 
study, the decrease in uncertainty is larger than for TMoAs with a small uncertainty range. So, 
uncertainty in effect factors for DTC does not decrease for a 10-fold increase in background 
concentration, while uncertainty in effect factors for SF decrease most (see Table E2 in 
Appendix E3 for current uncertainty ranges).
To demarcate the findings, several choices were made regarding the input ecotoxicity data. 
First, although Larsen and Hauschild (2007a) recommended in their GM-troph method to base 
the ecotoxicological effect factor equally on three trophic levels represented by algae, 
crustaceans, and fish, we chose to derive SSDs on the basis of data for individual species. A 
reason for this is that data for every pesticide toxicity on each of the three trophic levels were 
not available. Appendix E4 shows that toxicity data were available on different species groups, 
although mostly for invertebrates and ectotherm vertebrates. Second, average toxicity values 
were estimated with acute, median-effect toxicity data (EC50). Application of chronic toxicity 
data may change the results (effect factor values), as chronic exposure of specific chemicals 
influences growth and reproduction differently (at lower concentrations) than acute exposure. 
There were less chronic data available, and acute-to-chronic conversion would introduce extra 
uncertainties. Because acute toxicity is directly proportional to chronic toxicity (De Zwart 2002), 
we chose to use acute toxicity data in our analysis. Moreover, using SSDs based on EC50s has a 
clearer intuitive ecological implication since EC50-exceedance is likely to imply visible acute 
effects in the field, while NOEC-exceedance does not (see, e.g., Posthuma & De Zwart 2006).
6.4.2 Interpretation of results
We used the toxic pressure assessment method, based on msPAF quantification using SSDs, 
to calculate freshwater ecotoxicological effect factors and their uncertainties for 397 pesticides, 
which represent 11 pesticide-specific toxic modes of action. The ecotoxicological effect factor 
calculations consist of a TMoA-specific part and the chemical-specific toxic potency, for which 
an uncertainty analysis was performed. Taking into account the model limitations as described 
above, the meaning of obtained results is discussed in this section.
Figure 6.2 shows that TMoAs with the largest uncertainties in the TMoA-specific part 
(dmsPAF/dTU) have low median dmsPAF/dTU values. Van Zelm et al. (2007a) showed that for 
low spreads in toxicity between species, especially in combination with low ambient toxic 
pressure, uncertainty in dmsPAF/dTU is relatively large. This larger uncertainty is caused by the 
non-linearity of the SSD curve: at low effective toxicity, the change in toxic pressure (PAF) 
following a change in toxicity is much larger than following the same change in toxicity at higher 
effective toxicity values. This is particularly the case for systemic fungicides. To decrease
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uncertainty in Oj and PAFj, more pesticides should be included in ömsPAF/öïü calculations for 
these TMoAs. Due to the apparent, greater toxicity of pesticides compared to chemicals 
included in the research by Van Zelm et al. (2007a), smaller uncertainty ranges were obtained 
for the TMoA-specific parts of the effect factor for pesticide-specific TMoAs than for non­
specific TMoAs.
Contrary to what Van Zelm et al. (2007a) found for HPVCs, uncertainty in predicted ambient 
pesticide concentrations contributes for a minor part to uncertainty in ömsPAF/öTU. This is due 
to the fact that more reliable emission data were available for pesticides than for HPVCs 
(Harbers et al. 2006, Henning-de Jong et al. 2008).
Uncertainty in the toxic potency, ÖTU/ÖC, depends on the number of species for which 
toxicity data were available. Uncertainty ranges calculated for the toxic potency per number of 
species are in line with previous research (Aldenberg & Jaworska 2000, Van Zelm et al. 2007a). 
We found that the variation in uncertainty in effect factors substantially decreases for pesticides 
in which toxicity was tested on more than two species (Figure 6.3). The 95th percentile of the 
uncertainty distribution decreases from 19 orders of magnitude for n=2 to 5 orders of 
magnitude for n=3.
The variation in median ecotoxicological effect factors of all pesticides covers a range of up 
to 9 orders of magnitude. When this range is compared to uncertainty in ecotoxicological effect 
factors it can be seen whether the applied method is useful to calculate an ecotoxicological 
effect factor for an individual pesticide. Figure 6.4 shows that only for pesticides within 
inhibitors of amino acid synthesis (IAS) and systemic fungicides (SF) uncertainty can exceed 9 
orders of magnitude. As average uncertainty for all pesticides is 1.4 orders of magnitude and the 
95th percentile below 9 orders of magnitude, calculation of individual effect factors for 
comparison between TMoAs is considered useful.
6.4.3 Relevancy in LCA
We provide TMoA-specific effect factors and their uncertainties for 11 TMoAs. For other 
pesticide-specific TMoAs, no TMoA-specific effect factor could be calculated, due to lack of data. 
These TMoAs include cyclodiene type neurotoxicants, such as lindane. As a first start, our 
calculated weighted average TMoA-specific factor for these TMoAs, with its 90% confidence 
interval, can be used as a substitute.
Ecotoxicological effect factors are divided in a TMoA-specific and a chemical-specific part. 
This division enables practical comparison in an LCA of pesticides with the same TMoA, as solely 
the chemical-specific part has to be investigated. This is particularly helpful for pesticides 
belonging to a TMoA with a low spread in toxicity between species and/or low effective toxicity, 
as our study shows that this has a large influence on uncertainty in the TMoA-specific part of 
the effect factor.
The effect factor is one part of ecotoxicological characterization factors, and there is 
consequently uncertainty in it. Huijbregts et al. (2003) applied an uncertainty range (90% CI) of a 
factor of 85 for the fate factor, as derived from Huijbregts et al. (2000c). This uncertainty range 
was based on three chemicals only. To our knowledge, no studies are available that quantify
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parameter uncertainty in the fate factor for a large set of chemicals. We calculated a median 
90% CI for the effect factor of 26, which can be up to an uncertainty factor of 8 orders of 
magnitude. To put this uncertainty in effect factors into perspective within LCIA, more 
information on the uncertainty in fate factors needs to be derived.
The linear dose-response method to derive ecotoxicological effect factors, as outlined by 
Payet (2004) and Pennington et al. (2004), assumes a value of 0.5 where we calculate a TMoA- 
specific effect factor, ömsPAF/öTU. The four TMoAs with the lowest uncertainty range for 
ömsPAF/öTU (Figure 6.2), have ömsPAF/öTU values above 0.5. This shows that the use of the 
linear dose-response method to derive ecotoxicological effect factors for pesticides may result 
in underestimation of ecotoxic damage for these groups of pesticides up to a factor of 3 for 
pyrethroid neurotoxicants and inhibitors of acetylcholinesterase (organophosphates). 
Moreover, ömsPAF/öTU for five TMoAs is lower in our research compared to the linear dose 
response method, and up to 9 orders of magnitude for systemic fungicides. However, 
uncertainty in ömsPAF/öTU is relatively small compared to uncertainty in ÖTU/ÖC (see Figure 
6.4).
From a conceptual point of view, the non-linear method can be preferred as it describes 
reality better. The applied msPAF method allows for addressing non-linear concentration- 
response relationships. However, the applied non-linear method is clearly more complex than 
the linear method. For additional complexity to be justified, characterization factors from the 
complex method should be more accurate than those from the simplistic method. Model 
uncertainty is larger in the linear method (Pennington et al 2004), but is difficult to quantify, 
whereas parameter uncertainty will be larger in the non-linear method. It is important to give 
LCA practitioners a good insight in uncertainties to help them make carefully thought-out 
decisions. The applied non-linear method provides the possibility to quantify parameter 
uncertainty in the TMoA-specific part of the ecotoxicological effect factor.
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Abstract
There are various direct and indirect sources of perfluorooctanoic acid (PFOA) in the 
environment. The present study uses a dynamic multi-species environmental fate model to 
analyze the potential formation of perfluorooctanoate (PFO), the anion of PFOA, in the 
environment from fluorotelomer acrylate polymer (FTacrylate) emitted to landfills and 
wastewater, residual fluorotelomer alcohol (8:2 FTOH) in FTacrylate, and residual PFOA in 
FTacrylate. A multispecies version of the SimpleBox model, which is capable of determining the 
fate of a chemical and its degradation products, was developed for this purpose. An uncertainty 
analysis on the chemical-specific input parameters was performed to see for uncertainty in 
modeled concentrations. Residual 8:2 FTOH was found to make up 80% of the total contribution 
of FTacrylate use to PFO concentrations in global oceans in 2005. Residual PFOA in FTacrylate 
contributed for 15% to PFO concentrations from FTacrylate use in global oceans in 2005. After 
hundreds of years, however, the main source of PFO from total historical FTacrylate production 
is predicted to be FTacrylate that is degrading in soil following land application of sludge from 
sewage treatment plants, followed by FTacrylate still present in landfills. Uncertainty in 
modeled PFO concentrations was up to ± a factor of 3.3. Current FTacrylate use contributes less 
than 1% of the PFO in seawater, but as direct PFOA emission sources are reduced and PFOA 
continues to be formed from FTacrylate present in soil and in landfills, this fraction grows over 
time.
Keywords: Environmental fate, Multi-species Chemical model, Perfluorooctanoic acid, 
Fluorotelomer alcohol, Fluoroacrylate polymer
7.1 Introduction
Perfluorinated carboxylic acids and their potential precursors have been of increasing 
scientific and regulatory interest because they have been found globally in various 
compartments of the environment (Caliebe et al. 2004, Jahnke et al. 2007, Rostkowski et al. 
2006, Shoeib et al. 2006, Young et al. 2007). The presence of perfluorooctanoic acid (PFOA) in 
the environment is thought to be the combined result of direct emissions and formation from 
other perfluorinated precursor chemicals (Prevedouros et al. 2006). One indirect source of PFOA 
is formation from the perfluorinated alcohol moieties in fluorotelomer acrylate polymers 
(FTacrylates). Fluorotelomer acrylate polymers comprise a major class of fluorotelomer-based 
polymers and are used to coat a wide range of textiles, paper, and carpet to achieve water, oil, 
and stain repellency. A significant proportion of the products in which FTacrylates are used is 
expected to end up in landfills, leading to long-term presence in the environment of a potential 
source of PFOA. We have quantitatively investigated to what extent production and use of 
FTacrylates can contribute to the occurrence of PFOA in the environment.
Perfluorooctanoic acid can be formed from 10 carbon fluorotelomer alcohol (8:2 FTOH), 
which is the predominant FTOH in many current polyfluorinated products (Dinglasan et al. 2004, 
Wallington et al. 2006, Wang et al. 2005). In turn, 8:2 FTOH or structurally similar analogues can 
potentially be formed if the polyfluorinated side-chains of fluorotelomer-based polymers are 
cleaved from the parent polymer. Previous research focused on providing evidence for the
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occurrence of 8:2 FTOH in the atmosphere (Barber et al. 2007, Jahnke et al. 2007, Loewen et al. 
2008). Additional experimental work has demonstrated that 8:2 FTOH is degraded in the 
atmosphere as well as in soil, resulting in fractional formation of PFOA (Dinglasan et al. 2004, 
Wallington et al. 2006, Wang et al. 2005, Yarwood et al. 2007). It is important to evaluate the 
significance of the degradation of FTacrylate, which can potentially lead to formation of 8:2 
FTOH and form PFOA. As commercially produced, FTacrylates typically contain residual amounts 
of 8:2 FTOH, other similar reaction intermediates, as well as trace levels of PFOA (Larsen et al.
2006).
Since the sequential transformation of FTacrylate to 8:2 FTOH to PFOA is a key step in 
determining the environmental fate of 8:2 FTOH and PFOA that results from FTacrylate use, we 
chose to apply a multispecies chemical model. Multispecies chemical fate models have been 
used by various researchers to predict the total fate of a chemical including its degradation 
products, see e.g. Cahill et al. (2003) and Fenner et al. (2000). Inclusion of degradation products 
is especially important when a degradation product is more toxic, more persistent, more mobile 
or more bioaccumulative than its parent compound (Fenner et al. 2000). We developed a 
multispecies version of the multimedia fate model underlying the European Union system for 
the evaluation of substances (EUSES) (Vermeire et al. 2005), which can determine the 
distribution and fate of up to five interconverting chemicals in the environment over time. With 
this model we have determined the fate of FTacrylate emissions and its degradation products 
8:2 FTOH and PFOA to the environment, as well as the fate of direct PFOA emissions.
Russell et al. (2008) focused on biodegradation of FTacrylate in aerobic soil. They discussed 
that FTacrylate emissions currently contribute a minor fraction of the total PFOA in the 
environment and that PFOA generated from FTacrylate production and use results primarily 
from the degradation of the residuals in the polymeric product. The present study builds upon 
the preliminary discussion outlined by Russell et al. (2008). The objective of the present study is 
to quantify worldwide formation of PFOA in the environment that results from FTacrylate 
emitted to landfills and wastewater, residual 8:2 FTOH in FTacrylate, and residual PFOA in 
FTacrylate. Subsequently, our modeled concentrations of PFOA in the environment due to 
FTacrylate use are compared to modeled PFOA concentrations from direct sources, and to 
measured PFOA concentrations in the environment. With this comparison the current and 
prospective contribution of FTacrylate use to global PFOA concentrations is outlined.
7.2 Materials and methods
7.2.1 Model description
The basis of the EUSES fate model is SimpleBox (Brandes et al. 1996). In SimpleBox, the 
environment is represented as a set of nested scales. The local scale is nested into the regional 
scale, which in turn is a subset of the continental scale. The continental scale is nested into the 
moderate climate zone, which has an adjacent arctic zone and an adjacent tropic zone. In its 
default settings, SimpleBox represents a local scale of 100 km2, the area of the Rhine-Meuse- 
Scheldt basin (regional scale), the area of the European Union (continental scale) and the 
moderate, tropic, and arctic zones of the northern hemisphere. By introducing year-specific
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emission data, SimpleBox calculates time-dependent concentrations. SimpleBox was validated 
in previous studies. See, among others, Pederson et al. (2001). In the multispecies version, 
SimpleBox can determine the distribution and fate of up to five interconverting chemicals based 
upon interspecies transformation rate constants. On the basis of the quantity of emissions and 
the physico-chemical properties of the chemicals, the model calculates yearly concentrations in 
each environmental compartment. Distribution and elimination by sewage treatment is 
predicted with a multispecies version of the model SimpleTreat3.0 (Struijs 1996).
7.2.2 Transformation scheme
In the present modeling study, a simplified environmental transformation route is 
considered: FTacrylate is assumed to fractionally form 8:2 FTOH, which in turn fractionally forms 
PFOA. Although FTacrylate polymers contain a distribution of various fluorotelomer-based side 
chains, the present modeling activity focuses on the proportion of 8:2 FTOH-based side-chains 
that are present (Figure 7.1). After scission from the polymeric hydrocarbon backbone, 
8:2 FTOH is further oxidized in a series of sequential reactions resulting in the fractional 
formation of, among others, PFOA (Dinglasan et al. 2004, Wallington et al. 2006, Wang et al.
2005, Yarwood et al. 2007). Perfluorooctanoic acid has a pKa of 2.8 (Brace 1962), which means 
that at environmentally relevant pH values of 6 to 8, PFOA exists almost exclusively in the 
anionic form perfluorooctanoate (PFO) (Armitage et al. 2006). In the present modeling 
assessment, we use the properties of PFO to model the environmental fate of PFOA.
PFOA PFO
Figure 7.1: Degradation of fluorotelomer acrylate polymer (FTacrylate), via Fluorotelomer 
alcohol (8:2 FTOH) to perfluorooctanoic acid (PFOA) and perfluorooctanoate (PFO).
98
Environmental fate of perfluorooctanoate and its precursors
7.2.3 Substance properties and transformation data
Physico-chemical properties of 8:2 FTOH, and PFO were obtained from various literature 
sources (see Table 7.1). The solids/water partition coefficient was derived from the measured 
organic carbon-water partition coefficient and the organic carbon fraction in soil (Vermeire et 
al. 2005). We assume that FTacrylate polymer is fully associated with particles in the 
environment. Temperature dependency of solubility, vapor pressure, and degradation rate was 
taken into account according to calculation rules outlined by EUSES (Vermeire et al. 2005). In 
the present modeling study, we assumed the FTacrylate degradation half-life in water to be the 
same as that in soil, with both compartments having an average half-life value of 1,500 years 
(Russell et al. 2008). Biodegradation in more anaerobic conditions, such as in sediment and 
landfills, is known to generally be much slower (Boethling et al. 1995). Therefore we assumed 
biodegradation rates in landfills and sediments to be 10 times slower than in aerobic soil.
Table 7.1: Physico-chemical properties of 8:2fluorotelomer alcohol (8:2 FTOH), and 
perfluorooctanoate (PFO), formed from fluorotelomer acrylate polymer (FTacrylate).
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7.2.4 Emissions
Production of fluorotelomer-based products started approximately 1974. Historical 
production of FTacrylate up to 1995 was estimated from the total global fluorotelomer 
production listed in Prevedouros et al. (2006), knowing the current annual production of 
FTacrylate (Table 7.2). For the years 1995 to 2004, worldwide production of fluorotelomer 
products was 5,000 to 6,500 t-year-1 fluorotelomer iodide, a precursor to synthesis of FTOH (U.S. 
Environmental Protection Agency 2002). Fluorotelomer production consists for 80% of polymers 
and for 20% of surfactants. Approximately 75% of the total annual polymer production was 
acrylate-based, and 55% of the side-chains in fluorotelomer acrylate-based polymers have 8 
perfluorinated carbons (Russell et al. 2008). Each 8:2 side-chain in FTacrylate is hydrolyzed to 
8:2 FTOH after cleavage from the parent polymer. Multiplying these percentages leads to an 
estimated worldwide production of FTacrylate eight carbon perfluorinated side chains in 1995 
to 2004 of 1,650 to 2,145 t-year-1. Indefinite production of FTacrylate is unlikely, as products are 
generally replaced by better, cheaper, or more environmentally friendly products. We assumed 
that the production life span of FTacrylate would be limited to 50 years. For comparison 
purposes direct PFOA emissions were also stopped in year 2025 in our model calculations. 
Russell et al. (2008) stated that 20% of the FTacrylate production is still in use, and 20% is 
incinerated. The remaining 60% is released in the environment. This implies an average 
environmental emission estimate of 1,150 t-year-1 of FTacrylate side-chains with eight 
perfluorinated carbons. Manufacture of PFOA started in approximately 1951. Historical and 
current direct PFOA emissions, taken from Prevedouros et al. (2006) are listed in Table 7.2.
Based on industry estimates of the use and disposition of FTacrylates by industrial 
customers and consumers, one third of FTacrylate emissions was estimated to be released as 
wastewater. We followed the EUSES assumption that 80% of emissions to wastewater enters 
sewage treatment plants (including sludge amendment on agricultural soil) and the other 20% 
enters surface water directly (Vermeire et al. 2005). The remaining two thirds of FTacrylate is 
released to landfills. Upper bound estimates of the emissions of FTacrylate polymer include 
residual content of 0.5 weight% of 8:2 FTOH and 0.013 weight% of PFOA, reflecting the 
concentrations present in the aqueous dispersion product that is sold for commercial use 
(Russell et al. 2008). For the residual components 8:2 FTOH and PFOA present in FTacrylate as
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well as for the direct PFOA emissions, 95% is assumed to be released to air and 5% to 
wastewater (Prevedouros et al. 2006). Thirty percent of global PFOA and FTacrylate emissions 
are in Europe (U.S. Environmental Protection Agency 2002), and thus emitted on the continental 
scale. The other 70% is released to the moderate scale. We followed the standard assumption 
of EUSES that 10% of all European emissions is released on the regional scale, and 90% on the 
continental scale (Vermeire et al. 2005). Dynamic calculations were performed up to year 2100.
Table 7.2: Worldwide emissions of fluorotelomer acrylate polymer (FTacrylate, amount of 
8:2 side-chains) including residual fluorotelomer alcohol (8:2 FTOH) and perfluorooctanoic acid 
(PFOA), and of PFOA (tye a r1) from 1951 to 2100, as taken from Prevedouros et al. (Prevedouros 
et al. 2006) and USEPA (U.S. Environmental Protection Agency 2002).
Time period Emissions from FTacrylate production 
FTacrylate 8:2 FTOH PFOA
Direct PFOA 
emissions
1951 - 1964 0 0 0 1.5
1965 - 1973 0 0 0 4
1974 - 1979 145 0.72 0.02 4
1980 - 1994 432 2.16 0.06 12.5
1995 - 2024 1150 5.75 0.15 30
2025 - 2100 0 0 0 0
7.2.5 Uncertainty analysis
To obtain an impression on how the model results are influenced by uncertainty in the 
chemical-specific input parameters, an uncertainty analysis was conducted by performing a 
Monte Carlo simulation with Latin Hypercube Sampling using Crystal Ball version 7.1.2 
(Decisioneering Inc. 2005). Uncertainty ranges are determined on the concentration calculations 
for years 2005 and 2100. Table 7.3 gives an overview of the applied uncertainty distributions. 
For all physicochemical parameters, degradation half-lives, and emissions, a lognormal 
uncertainty distribution was chosen to represent uncertainty in the parameter values as it 
avoids negative values, captures a large value range, and the uncertainty in many processes and 
parameters follows a skewed distribution (Macleod et al. 2002, Slob 1994). The mass fraction of 
residuals in FTacrylate was implemented as a uniform distribution because lower and upper 
bound values were available. Uncertainties in formation yields were treated as triangular 
distributions, as minimum, maximum, and likeliest values could be derived from literature.
Table 7.3: Uncertainty estimates for physico-chemical properties, transformation data, and 
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water partition (k=1.4) 2005) Luthy 2006)
coefficient (Koc)
Half-life air - LN (k=2) Expert -
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Half-life LN (k=10) Expert LN (k=10) Expert -
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Emissions PFOA - - LN (Prevedou
(direct) (k=1.3)** ros et al. 
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Emissions LN (Prevedou - -
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Mass fraction of - U Expert U (1.3-10-7- Expert
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Formation yield - - T (Wallington
from 8:2 FTOH (0.01;0.04; et al. 2006,
(air) 0 .1) Yarwood et 
al. 2007)
Formation yield - - T (Russell et
from 8:2 FTOH (0.1;0.28; al. 2008)
(water/sed/soil) 0.5)
* Based on MacLeod et al. (2002); ** Highest range value taken as 97.5 percentile.
LN = Lognormal distribution; k = dispersion factor for a lognormal distribution; U (x-y) = Uniform distribution 
(minimum-maximum); T (x;y;z) = Triangular distribution (minimum;likeliest;maximum); Expert=Expert judgment. 
aThe lognormal distribution was characterized by a median and a dispersion factor (k). The dispersion factor k is 
defined as 97.5% of all values within a factor of k from the median. When necessary, k values were calculated from 
standard deviations following Slob (1994).
bUpper bound estimates of the emissions of residual 8:2 FTOH and residual PFOA were used in our model 
calculations. Due to drying processes used in treatment of carpets and textiles, the amounts of 8:2 FTOH and PFOA 
in finished consumer goods could be 1% of those in the aqueous dispersion product.
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7.3 Results
7.3.1 S:2 FTOH in the environment from FTacrylate emissions
Modeling results for 8:2 FTOH are shown in Figure 7.2. Concentrations of 8:2 FTOH in the 
environment are predicted to increase or decrease directly upon a change in emissions caused 
by FTacrylate use. In our model scenario FTacrylate production stops in 2025. Before 2025 
emissions of residual 8:2 FTOH to air and water are the dominant sources of 8:2 FTOH in the 
environment caused by FTacrylate use. In all compartments 8:2 FTOH concentrations resulting 
from emissions of FTacrylate increase over time up to 2025, where they contribute 25 to 60% of 
total environmental concentrations. The simulated FTacrylate production stop in 2025 results in 
a sharp decline in the concentration of 8:2 FTOH in all compartments, mainly caused by the 
decrease in 8:2 FTOH residues. After 2025, the main source of 8:2 FTOH in the environment due 
to FTacrylate use is FTacrylate polymer present in landfills and applied as sewage sludge on 
agricultural soil. Fluorotelomer alcohol that is formed in soil volatilizes to air, runs off to 
adjacent freshwater or degrades to PFOA. The portion of 8:2 FTOH that is not degraded to PFOA 
ultimately ends up in seawater either through deposition from air emissions, or from discharge 
of impacted freshwater to the sea. Concentrations of 8:2 FTOH in air and freshwater level off 
after 2025, whereas concentrations in seawater slowly increase over time up to 2100, due to 
emissions of FTacrylate to landfills. According to the model, seawater concentrations are 




------8:2 FTOH from all FTacrylate emissions and residues
----- 8:2 FTOH from FTacrylate emissions to wastewater
----- 8:2 FTOH from FTacrylate emissions to landfills
......8:2 FTOH from residual 8:2 FTOH emissions
Year
Figure 7.2: Modeled concentrations of Fluorotelomer alcohol (8:2 FTOH), caused by global 
fluorotelomer acrylate polymer (FTacrylate) use, from 1974 to 2100: (a) in European air; (b) in 
European freshwater; and (c) in European seawater.
ba
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7.3.2 PFO in the environment from FTacrylate emissions
Modeling results for PFO concentrations resulting from FTacrylate use are shown in Figure 
7.3. Perfluorooctanoate (PFO), the anion of PFOA, will predominantly stay in water 
compartments as it is highly soluble and is persistent in water. Low air-water and solid-water 
partition coefficients ensure that PFO does not appreciatively volatilize or settle to the deeper 
ocean with solid particles. Our model results show that seawater concentrations of PFO, 
associated with the use and disposal of FTacrylate polymers, increase from 1974 through 2100, 
including the years after emission is simulated to stop (Figure 7.3b,c). Concentrations of PFO in 
freshwater, caused by FTacrylate use, increase up to 2025 and are predicted to slowly decrease 
afterwards (Figure 7.3a).
Freshwater concentrations of PFO from FTacrylate use and disposal are primarily associated 
with emissions of the polymer to wastewater. In European seawater emissions of FTacrylate and 
residual 8:2 FTOH equally contribute to PFO concentrations associated with FTacrylate use up to 
2025. But as PFO concentrations from 8:2 FTOH level off after 2025, PFO concentrations from 
FTacrylate keep increasing (Figure 7.3b). In global oceans residual 8:2 FTOH emissions dominate 
the PFO concentrations up to 2075 (Figure 7.3c). Our model predicts a dominant contribution in
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global oceans of FTacrylate emissions to wastewater not before 2100. Emissions of residual 
PFOA in FTacrylate contribute to environmental concentrations of PFO up to 50% before 2025, 
and contribute to a minor extent afterwards.
According to the model, freshwater PFO concentrations caused by FTacrylate use are 
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Figure 7.3: Modeled environmental concentrations of perfluorooctanoate (PFO) caused by 
global fluorotelomer acrylate polymer (FTacrylate) use from 1974 to 2100: (a) in European 
freshwater; (b) in European seawater; (c) in global oceans. 8:2 FTOH is fluorotelomer alcohol, 




7.3.3 PFO in the environment from direct PFOA emissions
To be able to compare our modeled concentrations of PFO in the environment due to 
FTacrylate use to PFO concentrations in the environment from other sources, we also modeled 
direct emissions of PFOA over time. Concentrations of PFO in European fresh- and seawater 
caused by direct PFOA emissions are predicted to directly increase or decrease upon a change in 
emission (Figure 7.4). Figure 7.4a shows that it takes at least 50 years for PFO to disappear from 
European freshwater. Concentrations of PFO in global oceans from direct PFOA emissions slowly 
increase over time up to 2050, after which concentrations level off.
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a Year b Year
Figure 7.4: Modeled concentrations of perfluorooctanoate caused by direct global 
perfluorooctanoic acid emissions from 1951 to 2100: (a) in European freshwater; and (b) in 
European seawater and global oceans.
7.3.4 Uncertainty analysis
In 2005, uncertainty in European 8:2 FTOH concentrations resulting from FTacrylate 
emissions, was up to ± a factor of 3 (95% confidence interval), with the largest uncertainty 
range in seawater concentrations. Uncertainty in PFO concentrations in European freshwater 
due to FTacrylate emissions was ± a factor of 3.3, and this uncertainty decreased to ± a factor
2.2 for PFO concentrations in European seawater and ± a factor of 1.8 in global oceans. 
Uncertainty ranges for 8:2 FTOH and PFO concentrations in year 2100 were 1.2 to 2 times larger 
than uncertainty ranges in 2005. The main contributors to uncertainty differed per 
compartment. Main contributors to uncertainty in PFO concentrations were uncertain 
degradation rates of FTacrylate and 8:2 FTOH, 8:2 FTOH emissions and PFO yield from 8:2 FTOH.
Uncertainty in PFO concentrations from direct PFOA emissions was caused by uncertainty in 
emissions and in the organic-carbon partition coefficient of PFO. Uncertainty in European 
seawater and global ocean concentrations caused by direct PFOA emissions was ± a factor of 1.4 
in 2005 as well as in 2100.
7.4 Discussion
7.4.1 Model characteristics
A common difficulty, especially when multiple species are addressed, is a lack of physico­
chemical properties of (transformation) products and transformation kinetics (Cahill et al. 2003, 
Fenner et al. 2000), which limits the accuracy of chemical assessments. In the present study, the 
FTacrylate half-life in sediment and landfills and the FTacrylate life span are particularly 
uncertain. When the half-life in landfills is set equal to the half-life in aerobic soil, 
concentrations in seawater from FTacrylate emissions to landfills are approximately 10 times 
greater than we presented here, and that would lead to total PFO concentrations from 
FTacrylate use that are five to six times greater than currently estimated. For the FTacrylate life
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span 50 years was chosen as a reasonable estimate. From our simulations it can be seen how 
emission increases in the past have influenced 8:2 FTOH and PFO concentrations in the 
environment, and from the simulated emission stop it can be seen what happens after the 
emission stop. Current measured environmental concentrations can be compared to model 
results and future patterns can be explored.
The SimpleBox model assumes chemical homogeneity in every compartment. This 
assumption is reasonable if the rate of mixing is rapid, relative to the rate of degradation within 
a compartment. Air and water usually have relatively rapid mixing rates, especially on larger 
scales. Since the ultimate sink for PFO is the ocean and the soil degradation rate for FTacrylate is 
relatively slow, the model assumption of homogeneity within each medium is judged to be 
sufficient for the current case study.
7.4.2 Measured environmental concentrations
Atmospheric 8:2 FTOH concentrations observed in northwest Europe, and the Arctic range 
from 5 to 2,800 pg-m"3 (Barber et al. 2007, Jahnke et al. 2007, Shoeib et al. 2006). Our modeled 
8:2 FTOH concentration from FTacrylate use in 2005 is 3 to 16 pg-m~3, indicating that FTacrylate 
use can contribute significantly to FTOH concentrations in air.
Measured freshwater PFO concentrations in South Korea, Northern America, and Europe 
range from 500 to 200,000 pg-L"1 (Boulanger et al. 2004, Loos et al. 2007, McLachlan et al. 2007, 
Rostkowski et al. 2006, Scott et al. 2006, Skutlarek et al. 2006). Our model predicts PFO 
concentrations caused by direct PFOA emissions of 1,800 to 3,400 pg-L"1 in 2005, which 
corresponds to measured results. The model predicts PFO concentrations in freshwater caused 
by FTacrylate use of 21 to 210 pg-L"1. Measured seawater concentrations of PFO in the North 
Sea range up to 1,200 pg-L"1 (Caliebe et al. 2004), while our modeled PFO concentration in 
European seawater from direct PFOA emissions is 11 to 19 pg-L"1 and from FTacrylate use is 0.3 
to 1.2 pg-L"1. Measured seawater concentrations of PFO in the Pacific and Atlantic oceans 
(Yamashita et al. 2005) are between 15 and 1,060 pg-L"1. Our model predicts PFO concentrations 
in global oceans caused by direct PFOA emissions of 2.0 to 3.7 pg-L"1 in 2005, and caused by 
FTacrylate use of 0.2 to 0.7 pg-L"1. It has to be taken into account that measured freshwater 
concentrations could be taken close to a PFOA source, and that other indirect PFOA emission 
sources are included in these measurements as well.
The above results indicate that FTacrylate use forms a minor contribution to current PFO 
concentrations in seawater. Current global use of FTacrylate contributes less than 1% of total 
observed PFO concentrations in the environment, and FTacrylate use is a much smaller source 
for PFO compared to direct emissions (ca. 25 times smaller). There is still debate, however, 
whether direct PFOA sources are the main contributors to PFO concentration in all 
environmental compartments of the world (Armitage et al. 2006, Wania 2007, Young et al.
2007). For example, based on analysis of ice cores, Young et al. (2007) propose that the 
atmospheric transport pathway may be the dominant source of PFOA exposure for land-based 
biota and may exert a strong influence on marine ecosystems that feed at the ocean surface, 
which is influenced both by snowmelt and atmospheric deposition. Simulations by Armitage et
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al. (2006) suggest that transport of PFO in Arctic water may also be a significant contributor to 
PFO in Arctic food chains. If degradation of 8:2 FTOH to PFO is a significant exposure route for 
Arctic biota, FTacrylate production may contribute more than 1% of the PFO measured in Arctic 
biota. Our model showed that PFO is being formed from FTacrylate and 8:2 FTOH and 
transported to the oceans long after emissions are stopped (Figure 7.3c).
7.4.3 Future emissions and reductions
Our time-dependent calculations are based on historical and expected future release of 
emissions to the environment resulting from FTacrylate use. With the 2010/15 PFOA 
Stewardship Program, eight companies in North-America and Europe made a commitment with 
the US Environmental Protection Agency to reduce PFOA in the environment 
(http://www.epa.gov/opptintr/pfoa/pubs/pfoastewardship.htm). For the present study this 
implies that direct PFOA emissions and residual contents of 8:2 FTOH and PFOA in FTacrylate 
polymers will be reduced by 95% in year 2010 and will be completely eliminated in year 2015. 
Comparing our model results with measured concentrations, it is calculated that residual PFOA 
contributes on average 15 (global oceans) to 40% (European seawater) to current PFO 
concentrations and residual 8:2 FTOH contributes on average 41 (European seawater) to 80% 
(global oceans) to current PFO concentrations generated from FTacrylate use. Reduction of 
residual PFOA and 8:2 FTOH is therefore an effective strategy to reduce PFO formation in the 
environment. However, FTacrylate will remain in the environment for centuries and, after 
hundreds of years, the continuing degradation of FTacrylate in landfills and on soil via sludge 
from sewage treatment plants will continue to generate low levels of PFOA, which will be 
released into freshwater and ultimately seawater. Freshwater PFO concentrations from direct 
PFOA sources will be negligible 50 years from emission stop, and will thus originate from 
indirect emission sources only afterwards. Seawater PFO concentrations from direct emission 
sources are predicted to be approximately 8 to 14 pg-L-1 in 2015 and will level off when 
emissions are stopped. Our model estimates that seawater concentrations resulting from 
FTacrylate use will further increase after 2100. This indicates that PFOA transformation from 
FTacrylate side chains becomes a significant source to PFO contamination in the environment 
over time, particularly when all direct PFOA and 8:2 FTOH emissions are stopped. In this respect, 
reducing PFO concentrations resulting from FTacrylate emissions is most effective by minimizing 
sludge flows to agricultural soil and FTacrylate dumping on landfills by, for instance, waste 
incineration.
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Abstract
The current life cycle impact assessment (LCIA) of chemicals focuses only on the fate and 
effects of the parent compound, neglecting the potential impact of transformation products. 
Here, we assess the importance of including the potential impact of transformation products in 
the calculation of characterization factors (CF). The developed method is applied to freshwater 
ecotoxicity for 15 pesticides and perchloroethylene, which are all known to have potentially 
persistent transformation products. The inclusion of transformation products resulted in a 
median increase in CF that varied from negligible to more than five orders of magnitude. This 
increase, however, can be highly uncertain, particularly due to a lack of toxicity data for 
transformation products and a lack of mode of action-specific data. We show in a case study 
that replacement of atrazine with other pesticides for application on corn results in a median 
impact score of two orders of magnitude lower when the fate and effects of only the parent 
compounds are included. When transformation products are included, the reduction in median 
impact score would likely be lower (less than one order of magnitude). An uncertainty analysis 
showed that the difference in impact scores of atrazine and the atrazine replacements was not 
statistically significant when only the parent chemical was considered. When transformation 
products were included, the uncertainty in impact scores was even greater.
8.1 Introduction
Characterization factors (CFs) are used in the life cycle impact assessment (LCIA) of products 
to determine the impact that a stressor causes to humans and ecosystems. For ecotoxicity in 
LCIA, the fate and effects of the parent compound are only taken into account (Rosenbaum et 
al. 2008, Schulze et al. 2001). In the fate step, multi-media fate models are commonly used to 
calculate the persistence of a chemical, accounting for inter-media transport processes, intra­
media partitioning and degradation in the environment. The effect step represents the 
calculation of the average toxicity of a chemical on the basis of a set of toxicity data for various 
species.
Degradation in the environment, however, may yield transformation products (TPs) that can 
pollute the environment as well. Inclusion of the impacts of these TPs in the characterization 
factor of a chemical can therefore be important in LCIA. This is particularly relevant when a 
degradation product is more toxic, more persistent, more mobile or more bioaccumulative than 
its parent compound (Fenner et al. 2000). Although information is available on the risk of TPs 
(Cahill & Mackay 2003, Fenner et al. 2000, 2003, Gasser et al. 2007, Schenker et al. 2007, 
Sinclair & Boxall 2003), to our knowledge, the inclusion of TPs has not previously been 
addressed in LCIA.
The goal of this paper is to assess the relevancy of the inclusion of ecotoxicological impacts 
due to transformation products in LCIA. We provide a method that includes the fate and effects 
of TPs in the characterization factor of a chemical and calculate characterization factors for 15 
pesticides and perchloroethylene. Each chemical has one or more TPs that are thought to be 
potentially persistent. With this work, persistence, mobility, and toxicity of transformation 
products are addressed together with their parent compounds. An uncertainty analysis is
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carried out to quantify the uncertainty in characterization factors with and without the inclusion 
of transformation products. Moreover, in a practical example, we assessed the relevancy of 
including transformation products for addressing the impacts of atrazine application on corn 
compared to the application of substituting pesticides.
8.2 Methodology
8.2.1 Characterization factor
Up to now, the characterization factor of a chemical x (CFx) for freshwater ecotoxicity has 
been obtained by multiplying the fate factor (FFx in yr/m3), which expresses the environmental 
persistence, with the effect factor (EFx m3/kg), which expresses the toxicity of a substance 
(Huijbregts et al. 2005, Pennington et al. 2004) as
CFx = FFx • EFx (8 .1)
with
AC
FFx = A m " (8'2)
AE 1
and EF =— - = S ----  (8.3)
x ACx 10A v '
where AM is a small emission change (kg/yr), ACx is the corresponding change in freshwater
concentration (kg/m3), and AE the corresponding change in the effect (dimensionless) of
chemical x. S is the Toxic Mode of Action (TMoA)-specific slope factor of the dose-response
curve that shows the effect in the environment due to a toxic unit. The geometric mean toxicity
of chemical x (kg/m3) is represented as10A .
In the current research we took into account n transformation products t of a chemical x in 
the calculation of its characterization factor. CFx now becomes
CFx,tot = FFx • EFx + Z  (FFx(ta • EFto ) (8.4)
a=1
where FFy .t is the fate factor of transformation product t due to transformation from the 
parent chemical x, which was calculated as follows:
FF =ACt^ (8.5)
x(ta AMx




The multi-species chemical version of SimpleBox 3.0 (Van Zelm et al. 2008) was adapted 
here for Life Cycle Assessment (LCA) purposes. SimpleBox is the underlying fate model of the
111
Chapter 8
European Union System for the Evaluation of Substances (Vermeire et al. 2005) and is also part 
of the multimedia fate exposure and effects model USES-LCA (Huijbregts et al. 2005, Van Zelm 
et al. 2009b). With this multi-species model, we calculated fate factors for each parent 
compound and up to four generations of its TPs. The fate model included an algorithm that 
approximated the effect of intermittent rain events, following the method of Jolliet and 
Hauschild (2005).
8.2.3 Effect factor
Effect factors were calculated according to the non-linear msPAF (multi-substance 
Potentially Affected Fractions of species) method, which explicitly accounts for the non-linearity 
in concentration-response relationships (Van Zelm et al. 2007a, Van Zelm et al. 2009a). This 
method is based on toxic pressure assessments, and its representative is the Potentially 
Affected Fractions of species (PAF). A PAF-value quantifies the toxic pressure put on ecosystems 
by a single chemical or a mixture of chemicals, and it reflects the fraction of all species that are 
expected to be exposed above a certain effect-related benchmark, such as the Effect 
Concentration for 50 percent of species (EC50) or the No Observed Effect Concentration (NOEC) 
(De Zwart & Posthuma 2005). For mixtures, the estimated fraction is called the msPAF. The non­
linear msPAF method provides the possibility to explicitly quantify uncertainty in the effect 
factor.
8.2.4 Uncertainty assessment
To investigate the influence of uncertainty in the chemical-specific input parameters for the 
characterization factors, an uncertainty estimation was obtained by means of Monte Carlo 
simulation using Latin Hypercube Sampling with Crystal Ball version 7.1.2 (Decisioneering Inc.
2005). This Monte Carlo simulation consisted of 10,000 iterations. For each iteration, the ratio
CF; , , was calculated, where CFtotal is the characterization factor including TPs, and CFparent istotal
CFparent
the characterization factor of the parent compound only.
A lognormal uncertainty distribution was applied for the chemical-specific parameters vapor 
pressure, solubility, Kow, Koc, and degradation half-lives. Some advantages of the lognormal 
distribution are that it avoids negative numbers, captures a large value range, and the 
uncertainty in many processes and parameters follows a skewed distribution (Slob 1994). 
Uncertainties in fractions of formation were treated as triangular distributions (0,likeliest,1) 
because the likeliest values were available, and fractions of formation cannot be less than 0 or 
more than 1 (Fenner et al. 2003). The maximum fraction of each TP obtained in a degradation 
step was 1. For compounds that yielded more than one transformation product (like DDT) 
10,000 iterations, with realistic fraction of formation data (i.e., which led to a total fraction of 1 
or less) were obtained with the Monte Carlo simulation. To calculate effect factors, data on the 
slope factors (S) and the geometric mean toxicity of chemical x (10A ) were required (see 
Equation 8.3). Uncertainty distributions were attributed to S according to the work of Van Zelm 
et al. (2007a, 2009a). Uncertainty in nx was treated as a Student's t-distribution, following
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Aldenberg and Jaworska (2000). In the case of EC50 data derived with QSAR estimations, we 
added an uncertainty measure for the EC50 itself based on the work of Reuschenbach et al. 
(2008). Appendix F provides more details on the applied uncertainty distributions of S and |ax.
8.2.5 Dataset
We calculated characterization factors for the chemicals 2,4-D, alachlor, atrazine, 
bromoxynil-octanoate, chlorothalonil, chlorpyrifos, DDT, dicamba, diuron, glyphosate, a-HCH, 
heptachlor, malathion, mecoprop-p, orbencarb, and perchloroethylene in the freshwater 
environment and emitted to air, freshwater, and agricultural soil. These 16 chemicals were 
chosen based on available information for the transformation pathways, availability of fraction 
of formation and degradation data, and availability of experimental toxicity data for the parent 
compound. For each parent compound and transformation product, toxicity data had to be 
available for at least three test species, as Van Zelm et al. (2009a) showed that uncertainty 
drastically decreases when three instead of two test species are available.
If available, TMoA-specific slope factors were applied in the calculations (Van Zelm et al. 
2007a, Van Zelm et al. 2009a). The TMoA-specific slope factor was not available for 13 out of 64 
parent compounds and TPs included in this analysis. For these substances, the weighted 
average slope factor of 0.55, as calculated from Van Zelm et al. (2007a, 2009a), was taken. We 
calculated geometric mean toxicities with acute freshwater toxicity data (EC50). EC50 data were 
preferably based on experiments (Aker et al. 2008, Kotrikla et al. 1999, RIVM 2008, Stratton 
1984). Experimental ecotoxicity data were, however, scarce for the TPs. The ECOSAR (ecological 
structure activity relationship) model provided by the US Environmental Protection Agency 
(USEPA 2009) was used to estimate toxicity data when measured data were not available. Effect 
factors for 33 out of 48 transformation products were based on ECOSAR only.
Uncertainty distribution ranges were based on experimental data (see literature sources in 
Table F1 in Appendix F2). If no chemical-specific uncertainty data for the above-mentioned 
parameters were available, uncertainty distributions specific for pesticides and their TPs were 
taken from Rikken et al. (2002), and distributions for the TPs of perchloroethylene were taken 
from MacLeod et al. (2002). The transformation schemes, degradation rates, fractions of 
formation, physico-chemical properties, TMoAs, and all ecotoxicity data, including their 
(literature) sources, for the 16 parent compounds and their TPs are listed in Appendix F.
8.2.6 Case study
A case study that addresses the application of atrazine to corn in the United States was 
performed to show the application of the obtained characterization factors. We assessed 
whether the ratio of the impact scores for the ecotoxicity of atrazine application and the 
application of substitute pesticides changed with and without the inclusion of transformation 




ISecotox = Z  K  * [M x  a ' FFx ,a + M*,s • CFX,S )  (8 .6 )
x
where ARx is the application rate of pesticide x (kg per kg corn), and Mxa and Mx,s are the 
emissions of pesticide x to air and agricultural soil (in fraction of total emission), respectively. 
CFx,a and CFx,s are the characterization factors for emissions to air and soil, respectively.
We followed the work of Tesfamichael and Kaluarachchi (2006), which stated that 63% of 
the corn treated with atrazine in the United States in 2002 could be replaced with 2,4-D (12%), 
bromoxynil (11%), dicamba (27%), and nicosulfuron (13%). Given that another 10% of atrazine is 
replaced by an unknown mix of pesticides, we left this 10% out of the comparison. Application 
rates were obtained from the rates of pesticides per hectare (Tesfamichael & Kaluarachchi
2006) and corresponding corn yields per hectare (USDA 2009). Standard air emission factors for 
pesticides presented by the USEPA (USEPA 1995) were used to estimate the amount of 
pesticides applied on agricultural soil that is released to air. New characterization factors were 
calculated for this case study for bromoxynil (first generation transformation product of 
bromoxynil-octanoate) and its TPs and for nicosulfuron (see Table F5 in Appendix F4). For 
nicosulfuron, no information on possible TPs was available and therefore only the parent 
compound was taken into account. All pesticide-specific input data can be found in Appendix F.
8.3 Results
8.3.1 Characterization factors
Figure 8.1 shows the increase in characterization factors when transformation products are 
taken into account for the 16 chemicals included for emissions to air, freshwater, and 
agricultural soil (CFtotal/CFparent). Relatively high CFtotal/CFparent ratios (> 10) were found for 
alachlor, bromoxynil-octanoate, chlorothalonil, DDT, heptachlor, and orbencarb. The largest 
ratio was found for the characterization factors of bromoxynil-octanoate emitted to agricultural 
soil, with a typical increase of more than five orders of magnitude. Taking into consideration 
uncertainty, there was a 5% chance that this increase was greater than 14 orders of magnitude. 
For emissions to air and freshwater, the increase in characterization factors of bromoxynil- 
octanoate was most prominent, with a typical increase of around four orders of magnitude, but 
which could be up to a 12-13 orders of magnitude increase (95 percentile confidence interval). 
For 2,4-D, atrazine, chlorpyrifos, diuron, malathion, and perchloroethylene, the median increase 
in CF was less than a factor of two for each emission compartment, but could be up to six orders 
of magnitude (95 percentile).
In terms of the likelihood that taking TPs into account results in a significant increase in CF, 
these results can be expressed as follows: For four chemicals (bromoxynil-octanoate, 
chlorothalonil, DDT, and heptachlor) it is likely (at least a 50% chance) that the CF increases by 
more than a factor of 10 for emissions to every compartment. For five chemicals (alachlor, 
bromoxynil-octanoate, chlorothalonil, heptachlor, and orbencarb) there is a slight chance (at 
least 25%) that the CF increases by more than a factor of 100.
The uncertainty in the characterization factor of the TPs is systematically greater than the 
uncertainty in the characterization factor of the parent compound, except for heptachlor. Figure
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F2 in Appendix F5 shows the uncertainty in the characterization factors of each parent 
compound, its TPs, and the total CF. Each median individual fate, effect, and characterization 
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Figure 8.1: The ratio of CFtotal/CFparent for 16 chemicals emitted to air (A), freshwater (B), and 
agricultural soil (C). The center of each box equals the median ratio, the edges of each box the 






Figure 8.2 displays the impact scores for the application of atrazine and substitute pesticides 
on corn. The median impact score shows a decline of two orders of magnitude upon 
substitution when the fate and effects of only the parent compounds are included. When TPs 
are taken into account, however, the median impact score for atrazine is only 3.6 times greater 
than the score of its replacing pesticides. The decrease in impact score caused by an atrazine 
ban is not statistically significant (a = 0.1, two sided confidence interval). A standard z-test on 
the log-transformed impact scores revealed that this was the case both when TPs were not 
taken into account (p=0.17), and when TPs were considered (p=0.86).
Characterization factors of bromoxynil caused the greatest increase in impact scores when 
including transformation products, and uncertainty in the CFs of bromoxynil also contributed 
most to the increase in uncertainty in impact scores. Considering each replacement pesticide, 
2,4-D seemed the best alternative to replace atrazine for use on corn. The impact scores were 
lower than the atrazine impact scores when TPs were included in the analysis (p=0.03), just as 
when only the parent compound was taken into account (p=0 .01 ).
atrazine, alternatives, atrazine, alternatives, 
PC only PC only incl TPs incl TPs
Figure 8.2: The impact scores for the fate and effects of pesticide application on corn with 
only the parent compound (PC) and including the transformation products (TPs), comparing two 
application scenarios. The center of each box equals the median score, the edges of each box the 
25th and 75th percentiles, and the whiskers the 5th and 95th percentiles of the impact score.
8.4 Discussion
8.4.1 Contribution of transformation products
In this study, characterization factors for freshwater ecotoxicity, which include the fate and 
effects of transformation products, were calculated for 16 chemicals. Fate as well as effect could 
be the decisive factor for the increase in characterization factors when TPs are taken into 
account. CFs for bromoxynil-octanoate increased the most, which was mainly caused by the 
large toxicity of the TPs compared with the toxicity of the parent compound (RIVM 2008, USEPA
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2004) and the small TMoA-specific slope factor S of bromoxynil-octanoate (Van Zelm et al. 
2007a). The effect factor of bromoxynil was three orders of magnitude greater than that of its 
parent compound, and four of the other TPs were also estimated to be more toxic than 
bromoxynil-octanoate. Moreover, the parent compound degrade relatively fast in the 
environment, while some of the TPs, such as 4-OH-bezonitrile in soil, do not. For alachlor, 
chlorothalonil, DDT, heptachlor, and orbencarb, the characterization factors typically increased 
by more than a factor of 10 when TPs were taken into account. Each transformation product of 
chlorothalonil and heptachlor was more persistent in the environment than its parent 
compound (Gasser et al. 2007, Howard et al. 1991, Mackay et al. 1997). DDT was almost 
completely degraded to DDE and DDD. DDD contributed the greatest part of the total 
characterization factor, which was caused by the relatively high persistence of DDD in water 
(Hertwich et al. 1999). The transformation products of alachlor and orbencarb have 
approximately the same physico-chemical properties as their parent compounds, which resulted 
in a significant contribution to the total characterization factors.
For 5 out of the 16 chemicals, the contribution of the parent compound to the total 
characterization factors dominated in every compartment. Atrazine, chlorpyrifos, diuron, and 
malathion were much more toxic than their TPs (Kotrikla et al. 1999, RIVM 2008, Stratton 1984, 
USEPA 2009). Malaoxon is formed from malathion in air only (Cahill & Mackay 2003), which 
explains why there was only a small increase in CF for emissions to freshwater and agricultural 
soil. Furthermore, malaoxon is less persistent in air and has a lower toxicity than malathion 
(Aker et al. 2008, Cahill & Mackay 2003, RIVM 2008). Perchloroethylene was more persistent 
and had a greater toxicity than its TPs (Fenner et al. 2003, RIVM 2008, Schenker et al. 2007, 
USEPA 2009).
In Figure 8.1, the characterization factors are compared in a relative way. As the chemicals 
are mostly pesticides, environmental impacts of these chemicals are relatively large. 
Perchloroethylene was the only non-pesticide and had a relatively low characterization factor 
compared to the other chemicals (see Table F5). Bromoxynil-octanoate also had a relatively low 
CF; inclusion of TPs, however, led to a significant increase in the CF of this chemical. The 
greatest median CFs in this research were found for diuron, atrazine, and chlorpyrifos; inclusion 
of TPs for these chemicals hardly lead to an increase in their CFs.
Figure 8.3 shows how our results compare to those of Fenner et al. (2003), Gasser et al. 
(2007), and Schenker et al. (2007), who took into account persistence of transformation 
products. Our calculation routine for the characterization factors conceptually differs from the 
persistency concept in two ways. First, our characterization factors assess the fate of an 
emission in relation to the freshwater environment, while the concept of persistency addresses 
the overall residence time of a chemical over all compartments involved. Second, our 
characterization factors include the toxicity of a chemical, while this is excluded from the 
persistency calculations. For several chemicals, the increase in CF was greater than the increase 
in persistence, which was mainly caused by the inclusion of toxicity in our work. The 
transformation products of heptachlor and bromoxynil-octanoate were much more toxic than 
their parent compounds, while the TPs of dicamba, a-HCH, and mecoprop-p were equally or 
slightly more toxic when compared to their parent compounds. The increase in CF was less than 
the increase in persistence for atrazine, chlorpyrifos, diuron, glyphosate, and perchloroethylene,
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because these five pesticides were considerably more toxic than their transformation products. 
For the other chemicals, the differences were mainly caused by differences in persistence 
calculations versus fate factor calculations. For example, for alachlor and chlorothalonil, the 
increase in CFs were much greater than the increase in persistence because the Koc's for the 
parent compounds were orders of magnitude greater than the Koc's of their TPs. The transfer 
from the soil (emission compartment) to the water (receiving compartment) was much greater 
for the TPs than for the parent compounds, causing a major increase in CFtotai- Persistence 
calculations, on the contrary, also included soil as a receiving compartment.
859 194 4.7-105 979
Air Soil
■ Schenker et al 2007 b  Fenner et al 2003 □ Gasser et al 2007 0 Our study
Figure 8.3: The median increase in characterization factors from our research compared to 
the increase in persistence from previous research, when including transformation products, for 
emissions to air or soil. Persistence scores of Gasser et al. (2007) were calculated for emissions of 
90% to soil and 10% to air.
8.4.2 Uncertainty analysis
Uncertainty in the effect factor was dominant in the overall uncertainty for the total 
characterization factors. The primary cause was the large uncertainty in one or more effect 
factors of the transformation products. The effect factor uncertainty (95 percent confidence 
interval) was at least six orders of magnitude for chemicals where no TMoA-specific slope factor 
was available. Estimation of |ax with ECOSAR caused an uncertainty of up to eight orders of 
magnitude. Models to more accurately predict ecotoxicity of (transformation) chemicals are 
underway (Escher et al. 2008, Jager et al. 2007, Porcelli et al. 2008). Appropriate assignment of 
the toxic mode of action is, however, still a weak point in the assessment (Jager et al. 2007). The
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acute toxicity modeling component of ASTER, for example, assesses the structural 
characteristics of chemicals and evaluates whether or not a compound contains specific 
functional moieties that are associated with a specific TMoA. If the structural characteristics of a 
chemical do not suggest that a specific TMoA may be involved, nonpolar narcosis is assigned. 
This results in a large variety of chemicals within the nonpolar narcosis category, which creates 
large uncertainties in the TMoA-specific slope factor S. More information and better definitions 
of toxic modes of action are required.
We quantified the added chemical-specific parameter uncertainty for the inclusion of 
transformation products in the calculation of characterization factors for ecotoxicity. A decrease 
in uncertainty was found for the characterization factors of heptachlor when including its 
transformation product. Uncertainty in the effect factors of heptachlorepoxide, the 
transformation product of heptachlor, was low compared with the uncertainty in the effect 
factor of its parent compound. Fenner et al. (2003) found similar trends for the joint persistence 
(including TPs) of nonylphenol polyethoxylates and atrazine compared with the primary 
persistence (without TPs). The most influential input parameters of the joint persistence 
showed lower uncertainties than the most influential parameters of the primary persistence. 
We found the opposite for the uncertainty in the CF for atrazine, because in our study the effect 
portion was found to be the most influential factor for the uncertainty in the CF of this chemical.
The complete degradation with all intermediate substances was not included for the 
compounds in our analysis; we only took into account known TPs. For atrazine, a more 
extensive transformation pathway was suggested by Fenner et al. (2003), but they showed that 
the first degradation steps are most important, as the chemicals that are formed in these steps 
are much more persistent than the subsequent TPs. For each transformation pathway, the 
complete degradation scheme may not be known, therefore, more research is needed to find 
out whether additional transformations occur in the environment (Schenker et al. 2007).
8.4.3 Relevancy of the study
Inclusion of the fate and effects of transformation products inevitably leads to greater 
characterization factors. This increase varies from negligible to an increase of more than five 
orders of magnitude. For bromoxynil-octanoate, chlorothalonil, DDT, and heptachlor, there is 
more than a 50% chance for emissions to every compartment that the CF will increase by more 
than a factor of 10. We also found that the CFs of the chemicals considered can be highly 
uncertain. Particularly, the reliability of the toxicity data for the TPs and the toxic mode of 
action-specific data need to be improved.
The case study of pesticide application on corn showed that, without the inclusion of the 
effects of TPs, it is likely that pesticide impact scores will be reduced by two orders of 
magnitude when atrazine is banned (Figure 8.2). When TPs are included, however, this 
reduction would likely be lower (less than one order of magnitude). Uncertainty estimates 
showed that before the inclusion of TPs a decrease in impact score was not significant, while 
after inclusion of TPs uncertainty in the impact scores was even greater. Therefore, it is not 
certain that replacement of atrazine will cause a decrease in freshwater ecotoxicity effects. We
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found that it was only beneficial to replace atrazine application on corn with 2,4-D and no other 
pesticides investigated in the case study in this paper.
Although the results are highly uncertain, we show for several chemicals that the exclusion 
of transformation products can lead to unjustified conclusions concerning the life cycle impacts 
for freshwater ecotoxicity of these chemicals. We should note, however, that the chemicals in 
this research were selected because they were known to have persistent transformation 
products; therefore, they are not a random selection providing results that can be directly 
applied to other chemicals. If reliable chemical-specific data are available, CFs can be 
substantially greater when transformation products are included, while uncertainty does not 
need to increase.
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In this PhD thesis new and updated methods for life cycle impact assessment were outlined 
and parameter uncertainty in characterization factors (CFs) for ecotoxicity was addressed. 
Figure 9.1 gives an overview of the impact categories addressed in this thesis. It provides the 
new and improved elements in the fate, exposure, effect, and damage modeling for each impact 
category included. Midpoint and damage approaches currently applied in LCIA have mainly 
been developed separately from each other and a desire has grown to provide a common 
framework to the LCA practitioner that includes characterization factors on both levels. A start 
was made around 2003 (Jolliet et al. 2004). All underlying endpoint modeling methods outlined 
in this thesis contribute to the integration of midpoint and endpoint methods. Except for 
groundwater use, they are included in the ReCiPe method, where midpoint and endpoints are 
combined in one methodology (Goedkoop et al. 2009). The ReCiPe method shows the 
applicability of the endpoints methods outlined in this thesis. For each method it is possible to 
focus on a point earlier on the environmental impact pathway and apply the indicators obtained 
at a midpoint level. In this way the LCA practitioner can choose the appropriate level of detail 
and aggregation that is necessary for the specific case study under investigation.
The current chapter discusses the new research features in LCIA modeling and the practical 
implementation in LCA methodology, and provides recommendations for future research.
Ozone and PM 10
formation
Fate Exposure
Atmospheric fa te  modeling
J i 
SSD: concentration to ! Loss of healthy life 
attributable burden ! years
Atmospheric i Plant species exposure 
fa te  modeling i by means of soil fa te  
i modeling
SSD: base saturation to species loss
Groundwater modeling SSD: groundwater level to species loss
Including fa te  of transformation products
Elaborate non-linear ecotoxicity SSD curve
Parameter uncertainty in ecotoxicity SSD curves







Figure 9.1: New and improved modeling parts in the life cycle impact assessment topics 
addressed in this thesis. In dark grey the new aspects compared to previous research are noted, 
while in white the improved parts are indicated.
9.1 Fate and exposure modeling
To model the fate and exposure in the environment, detailed models were applied, which 
take into account many circumstances and processes that can occur in the environment, such as 
background depositions, rain events, chemical reactions in the air, and biogeochemistry. 
Throughout the PhD thesis it was shown that detailed models that allow the inclusion of these 
more sophisticated approaches are applicable within LCIA and can be preferred over more 
simple models, each for their own reasons. These reasons are outlined in the next paragraphs. 
Next to the model characteristics, factors that influence fate and intake factor outcomes that
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were investigated are discussed in this section. Table 9.1 provides for each model the extent to 
which modeling options influence fate and exposure outcomes.
The multi-media fate model SimpleBox has been applied within LCA to derive fate factors for 
ecotoxicity (Huijbregts et al. 2005, Huijbregts et al. 2000b). SimpleBox is a nested level III and 
level IV 'Mackay type' multimedia mass balance model consisting of ten environmental 
compartments on local, regional, continental, and global scales (Brandes et al. 1996, Den 
Hollander et al. 2004). The lack of the possibility to include transformation products has been 
regarded as a shortcoming of the fate modeling for ecotoxicity (Hauschild et al. 2008a, 
Rosenbaum et al. 2008). A method to include transformation products in LCIA (chapter 8) was 
developed. CFs were provided for 16 chemicals including their transformation products, 
calculated with a multi-chemical species version of SimpleBox. This multi-species chemical 
SimpleBox version was used to calculate concentrations of the transformation products of 
fluorotelomer acrylate polymer (chapter 7). Inclusion of transformation products in fate 
modeling inevitably requires more input data, which can lead to larger uncertainties. 
Uncertainty in the fate step of CFs is small in comparison to uncertainty in the effect step, but 
can be, however, up to 4 orders of magnitude (chapter 8). Large uncertainty in the fate factors 
might be caused by a lack of knowledge on the transformation pathways of chemicals. In this 
PhD thesis, fate of a chemical including its transformation products was addressed for 16 
chemicals as they were known to have potentially persistent transformation products. 
Therefore, the transformation pathways were known, and for these chemicals chemical-specific 
input data were available as well. For many chemicals the (full) transformation pathway is, 
however, not known and information on possible harmful transformation products is lacking. 
Research over the last years has therefore been dedicated to identification of transformation 
products (e.g. Kern et al. 2009, Lin et al. 2007, Zwiener 2007), and prediction of chemical- 
specific data (e.g. Boethling et al. 2004, Meylan et al. 2007, Meylan & Howard 2005). This 
ongoing research needs to be applied in LCA to see for the importance of certain transformation 
products.
The dynamic model LOTOS-EUROS was applied to calculate the fate of ozone due to air 
emissions of NOx and NMVOCs (chapter 2). The model takes into account the presence of 
precursors and meteorological conditions, as well as the complex chemical transformation to 
ozone. LOTOS-EUROS uses a 25x25 km grid for its calculations. Grid-specific calculations 
revealed the so-called titration effect. Negative intake factors for ozone from NOx emissions 
were observed in densely populated areas. As a result of the rapid reaction of ozone with NO to 
form NO2, concentrations of ozone tend to be lower close to sources of NO emissions, such as 
near dense urban traffic, major highways, and industrial sources. Areas with large NOx 
emissions, however, are usually smaller than 25x25 km (generally urban areas), and smaller 
grids will even further highlight the titration effect (Cuvelier et al. 2007, Vautard et al. 2007). 
When intake factors are averaged over Europe and not population weighted per grid the 
disappearance of NOx does not emerge as important. The modeling with LOTOS-EUROS was 
judged by the European platform on LCA of the European Commission as the best method 
available to address human health damage due to ozone formation in LCIA as it is a detailed fate 
and exposure model, it is developed in a form that makes it readily adaptable to calculate a set 
of consistent CFs for each continent when continent-specific atmospheric fate models are
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integrated, and the present version of the model can provide spatially differentiated factors for 
Europe (Hauschild et al. 2008a). To get insight in uncertainties for ozone formation, an 
uncertainty analysis needs to be performed towards parameter uncertainty in LOTOS-EUROS. 
Uncertainties in anthropogenic emission source data, and physical and chemical processes to 
form ozone need to be included in the modeling.
The atmospheric fate and dispersion model EUTREND was applied to determine the 
transport of NH3, NOx, SO2, and PMi0 in the air and the deposition on land (chapters 2 and 3). 
Emission, dispersion, advection, chemical conversion, and dry and wet deposition are taken into 
account by a linear set of mass balance equations. EUTREND also takes into account that 
available NH3 reacts with SO24- to form ammonium sulfate and the remaining of the NH3 reacts 
with NO3- to form ammonium nitrates. EUTREND accounts for losses due to emissions that 
travel out of Europe. This will lead to an underestimation of the CFs. Influence of stack height of 
emissions and influence of grid-size approach were investigated in chapter 2. Stack emission 
height contributed from no variation for NOx and NH3 to a factor of 1.9 for SO2 emissions and a 
factor of 2.7 for PM10 emissions. The grid size approach leads to intake factors that are up to 2.3 
times larger compared to generic intake factors. To get insight in uncertainties for fine dust 
formation, and acidifying depositions, a full uncertainty analysis needs to be performed for 
parameter uncertainty in EUTREND. Uncertainties in anthropogenic emission source data, and 
physical and chemical processes to form secondary aerosols need to be included in the 
modeling. Bleeker et al. (2000) qualitatively described uncertainties in the atmospheric 
modeling and compared modeled and measured data. Uncertainty in air concentrations is 
caused by the homogeneously distribution assumed in the 150x150 grids, and variation in 
particle distribution, which is not taken into account. Uncertainty in dry deposition velocities is 
mainly caused by the application of simple resistance formulas for more complex processes 
(Bleeker et al. 2000).
For acidification, next to fate model EUTREND, an exposure model (SMART2) was applied 
that specifically addresses soil fate processes leading to exposure of species to acidity changes 
as they come in contact with the soil. SMART2 takes into account biogeochemical and biological 
processes in the soil. These processes can cause a delay of decades or even centuries before 
steady-state is reached. In this context, the dynamic model SMART2 was useful because it 
estimates the time evolution of soil responses to changes in acid deposition and can be used to 
assess the time required for a new (steady-) state to be achieved (De Vries et al. 2003). Policy 
makers can use dynamic model results to set out policy on the short term as well as on the long 
term. In previous research, only steady-state models were applied (Goedkoop & Spriensma 
1999, Hayashi et al. 2004, Hettelingh et al. 2005, Huijbregts et al. 2000a, Potting 2000, Seppala 
et al. 2006, Steen 1999b). It was clearly shown that environmental impacts due to an acidifying 
emission increased over time due to a decreasing buffer capacity of the soil (chapter 3). Besides 
this, the results also showed that sulphur depositions almost instantly lead to acidification, 
whereas nitrogen compounds interact with vegetation leading to delayed effects. Previous 
research considered the sensitivity of the receiving ecosystems, using critical loads as cut offs to 
show when sulfur and nitrogen loads are large enough to actually damage the environment 
(Huijbregts et al. 2000a, Krewitt et al. 2001, Potting 2000, Seppala et al. 2006). Syri et al. (2000) 
showed that critical loads are subject to large uncertainties, especially in comparison to
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emission and atmospheric transport uncertainties. Further research efforts to reduce 
uncertainties should be mainly focused on a more precise description of ecosystem processes, 
such as immobilization of nitrogen, denitrification, and runoff. They recommend dynamic 
modeling to provide more in-depth studies of ecosystem recovery response. Applying dynamic 
model SMART2 directly overcomes the need of using critical loads as it takes into account the 
buffering capacity of the soil and the delay processes over time. Model changes and 
uncertainties are directly integrated in the CF modeling. Insight in uncertainties will need to be 
gained by an uncertainty analysis within SMART2. A procedure can be followed as outlined by 
Rankinen et al. (2001), who performed an input uncertainty analysis on SMART2 using Monte 
Carlo sampling. Their outcomes were in terms of a ranking of uncertain parameters, while an 
analysis providing quantitative results is not available yet. Nitrogen uptake was mainly 
influenced by N concentrations in stem and leaves. Reinds et al. (2008) performed a Bayesian 
calibration for a very simple dynamic acidification model, consisting of 24 input parameters, 
which were ascribed a specific uncertainty distribution. As the goal was to calibrate the model, 
more research is needed to perform a specific uncertainty analysis on a large scale.
The hydrological model NHI was applied to model groundwater drawdown due to 
groundwater extractions. Transmissivity, horizontal resistance, anisotropies, sheet pilings, river 
interaction, evapotranspiration, rain rate, and 872 groundwater wells are taken into account in 
the NHI module. Fate factors were calculated for 1% extraction increase for all groundwater 
wells. This was the first time the fate of groundwater extractions was modeled for LCA purposes 
and the resulting fate factor can be used in LCAs. However, for now, only a Dutch factor was 
calculated and extrapolation to a larger scale is difficult as a general Dutch fate factor was 
presented. The fate modeling does provide the possibility to link grid-specific groundwater table 
lowering to environmental variables, such as the vertical resistance and transmissivities of the 
soil layers, and precipitation and evapotranspiration. When fate factors can be derived for 
various environmental characteristics, they could be applied to other areas with the same 
characteristics outside The Netherlands. For now, the steady-state modeling with NHI was 
performed applying average data on groundwater extractions, and horizontal and vertical soil 
resistances. Including uncertainty ranges of the groundwater extractions, horizontal and vertical 
soil resistance, and inclusion of non-continuous groundwater withdrawals is needed to get a 
better grip on the influence of parameter uncertainty on the groundwater level.
In LCIA interest generally lies on CFs that can be applied to small changes in environmental 
intervention. In this thesis a change of 1% was applied to emissions and water withdrawal. To 
assess the influence of non-linearity in the fate factors, the influence of changes up to 10% was 
tested for NOx and NMVOC emissions creating ozone, acidifying emissions (SMART2), and 
groundwater extractions (NHI). Table 9.1 shows that fate and intake hardly change when 
environmental interventions change up to 10%.
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Table 9.1: The maximum ratio among fate or intake factors that a modeling option causes 
for each model applied in this thesis. n/a=Not applicable for this model. ? means that this is not 



























EUTREND ? n/a 2.3 2.7 1.0 1
SMART2 ? n/a ? n/a 13.0 1.1
NHI/
MODFLOW
? - ? n/a 1.0 1.0
a90 percent confidence interval; bMedian fate factors; cOnly relevant for metals, particularly in soils and sea water
9.2 Effect and damage modeling applying concentration-response curves
Over the last years, species sensitivity distributions (SSDs), commonly used in chemical risk 
assessment (Posthuma et al. 2002), have been applied in LCIA to quantify the ecotoxicity dose- 
response relationship when modeling from midpoint to endpoint (Huijbregts et al. 2002, Van de 
Meent & Huijbregts 2005). Changes in ecotoxicological pressure from additional emissions to 
the environment were calculated using an SSD that is based on a lognormal or loglogistic 
distribution of no-observed-effect concentrations (NOECs) or effective concentrations for 50 
percent of species (EC50s). Various effect functions have been proposed and applied in LCIA, 
taking into account the combined effect of chemicals (Goedkoop & Spriensma 1999, Huijbregts 
et al. 2002, Pettersen et al. 2006, Van de Meent & Huijbregts 2005). The current work 
contributed to the improvement of chemical coverage and environmental relevance by applying 
non-linear SSD curves to obtain effect factors for ecotoxicity for 1266 chemicals and by 
quantifying uncertainty in the SSDs (chapters 5 and 6 ). The slope factor S of the concentration- 
response curve, reflecting the change in damage due to a change in toxic unit, was determined 
for 18 different Toxic Modes of Action (TMoAs) considering background environmental 
concentrations in the Rhine-Meuse-Scheldt area. Figure 9.2 shows each median slope factor 
with corresponding uncertainty range. Pesticides are introduced in the environment to explicitly 
exert damaging effects to species and Figure 9.2 shows that pesticides cause a larger ecological 
response per toxic unit added to the environment than other chemicals. For eight of these 
TMoAs the median slope factor was larger than 0.5, which is the slope factor applied in the 
linear method. However, the median slope factor of these chemicals was only up to a factor of 
two larger, while median slope factors of the other ten TMoAs could be up to seven orders of 
magnitude below 0.5. Especially for chemicals causing acrylate toxicity (AT), ester narcosis (EN), 
reaction of carbonyl compounds (RCC), systemic fungicides (SF) and diesters (D) the linear 
method will provide an overestimation of the characterization factors. To reduce uncertainty in
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S more chemicals should be included in the assessment to reduce uncertainty in the spread in 
sensitivity of species towards the various chemicals.
The nonlinear method to derive effect factors reflects our understanding of reality better 
compared to the linear method. Therefore, from a conceptual point of view, it can be preferred 
over more simple models (Snowling & Kramer 2001). However, the applied nonlinear method is 
clearly more complex than the linear method, which assumes linear concentration-response 
relationships (Payet 2004, Pennington et al. 2005, T0 rsl0v et al. 2005). For additional complexity 
to be justified, CFs from the complex method should be more accurate and contain less error 
than those from the simplistic method. Only by application of more complex models, a 
conceptual verification can be provided, and a decision can be made on how complex a model 
needs to, or can be to become the most utile concerning application possibilities. Model 
uncertainty is larger in the linear method but is difficult to quantify, whereas parameter 
uncertainty is larger in the nonlinear method due to a high data demand. It is important to give 
LCA practitioners a good insight in uncertainties to help their decision making. The applied 
nonlinear method provides the possibility to quantify parameter uncertainty in the TMoA- 
specific part of the ecotoxicological effect factor and when data on environmental 
concentrations and toxicity are available the non-linear method is therefore recommended. For 
chemicals belonging to TMoAs nonpolar narcosis (NN), inhibitors of amino acid synthesis (IAS), 
plant growth regulators (PGR), dithiocarbamates (DTC), inhibitors of photosynthesis (IP), 
inhibitors of acetylcholinesterase (carbamates, IAC and organophosphates, IAO), and pyrethroid 
neurotoxicants (NP), application of the linear method does not statistically differ from the non­
linear method.
Figure 9.2: Box plots of the TMoA-specific part of the effect factor (dmsPAF/dTU) for 7 non­
specific (indicated in grey) and 11 pesticide-specific TMoAs. The center of each box equals the 
median value, the edges of each box the 25th and 75th percentiles, and the whiskers the 5th and 
95th percentiles to represent uncertainty in dmsPAF/dTU. The line displays the TMoA-specific 




For ecotoxicity, an uncertainty assessment has been carried out towards parameter 
uncertainty in effect factors (chapters 5 and 6). To put this uncertainty in effect factors in 
perspective, it needs to be compared to uncertainty in the fate factors. Figure 9.3 shows for 15 
pesticides the contribution to uncertainty in CFs for freshwater ecotoxicity (excluding 
transformation products) of fate and effect factors. For 5 chemicals, i.e. 2,4-D, atrazine, 
chlorpyrifos, diuron, and malathion uncertainty in the fate factors for emissions to agricultural 
soil was larger than uncertainty in the effect factors. In general, uncertainty in effect factors 
dominates due to a small number of toxicity tests or the lack of a TMoA-specific slope factor. 
This stresses the results of chapter 8 to focus on reduction in uncertainty in effect factors.
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Figure 9.3: Contribution of fate and effect part to uncertainty in the characterization factors 
for freshwater ecotoxicity for 15 pesticides for emissions to agricultural soil.
To create consistency in LCIA modeling and to make comparisons between various impact 
categories possible, the basis of the SSD (dose-response) methodology was applied in this thesis 
to other impact categories as well.
For human health impacts, attributable burden was linked to the population intake rate of 
ozone and PM10 to come to an effect factor. This is a linear dose-response curve, expressing the 
chance for humans to obtain diseases due to concentrations of ozone and PM10 respectively. It 
includes average relative risks, assuming the same sensitivity throughout the human population. 
Schwartz et al. (2008) show from a cohort study that the dose-response curve for PM2.5 is 
indeed linear. To get a better insight in the effect factors, parameter uncertainty by means of, 
for instance, a Monte-Carlo analysis needs to be included in the dose-response modeling in
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future. For now, most likely values were chosen for relative risks, incidence rate, and 
concentrations for PM10 and ozone formation. Several researches report ranges for relative 
risks. For ozone causing acute mortality ranges of +/- 1.5 were reported (Anderson et al. 2004, 
Bell et al. 2005, Ito et al. 2005) For PM10 causing chronic and acute mortality ranges of +/- 1.3 to
2.2 were reported (Anderson et al. 2004, Kunzli et al. 2000, Roosli et al. 2005) and for acute 
morbidity ranges of +/- 1.5 to 2.5 (Le Tertre et al. 2002, Medina et al. 2005). Knol and Staatsen 
(2005) report ranges in incidence rates for the Netherlands.
For acidification, species occurrence was linked to base saturation in the soil with an SSD 
curve obtained with multiple regression equations including environmental explanatory 
variables, such as stand and site characteristics, climatic and deposition variables, and soil 
chemical data. To express variability among forest areas, a sensitivity analysis was executed by 
means of a Monte Carlo simulation, simulating 1,000 possible forest areas for every plant 
species. The SSD curve proved to be linear from a base saturation of 0.15 on. Up to a base 
saturation of 0.15 the species diversity did not change with varying base saturation. Chapter 3 
showed that the SSD endpoint method was applicable to acidification. However, the model only 
included forest plant species, and for now extrapolation to other areas besides forests, including 
other plant species, is necessary. This extrapolation will create extra uncertainties. In this PhD 
thesis, possible forest area locations were randomly determined and it is possible that a 
combination of parameters was created that in reality does not occur.
To link groundwater level decrease to the occurrence of plant species the MOVE model 
was applied. An SSD curve was obtained with multiple regression equations, as for acidification, 
only now, next to three forest types (pine, spruce, and deciduous), grassland and heath were 
included as well. SSDs were created for the separate vegetation types as well, and showed that 
variation among vegetation types only caused a variation in effect factors of about a factor of
1.5. For acidification it was shown that the base saturation (BS) of the soil does not influence 
the effect factor for BS>0.15 (below 0.15, no effects on plant species occurrence were found), 
while for groundwater extraction the point of departure was indeed relevant in the derivation 
of the effect factor. In the case that the yearly average groundwater levels are lower than -1.2 
meters, a loss in species is expected with further lowering the groundwater level, while for 
groundwater levels higher than -1.2 meters, a lowering of the groundwater level is expected to 
increase species richness. The effect curve was split in four parts with corresponding average 
slopes. To investigate parameter uncertainty in more detail, the slope factor can be retrieved 
for every yearly average groundwater level.
The last step in the calculation of the CF is from effect to damage. The disability adjusted life 
years (DALY) from a disease was applied as a measure for human health damage. Most 
international statistics report mortality and some of them morbidity as well (Hofstetter 1998). 
While society seeks to protect healthy life years concerning human health, species diversity is 
important when it comes to environmental quality. The SSD curves created within this thesis for 
impacts on environmental quality were based on separate models. The potentially affected 
fraction of species (PAF) has been used to address species loss due to toxic substances in risk 
assessment and LCA (Klepper et al. 1998, Posthuma et al. 2002, Van de Meent & Huijbregts
2005). In the current research, SSDs for ecotoxicity based on acute EC50 data were derived from 
laboratory tests, providing information on the chemical concentration where 50 percent of
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species is affected in the short run. Laboratory tests used to determine EC50 values are difficult 
to translate to conditions in the field, where long-term exposure is dominant. Research from 
Posthuma and De Zwart (2006) showed that PAF based on LC50s matches no-occurrence of 
species. In this sense it can be said that the interpretation of the SSDs of ecotoxicity are 
comparable to SSDs of acidification and groundwater extraction (PNOF = PAFEC5o). For 
acidification and groundwater extraction, SSDs express the not occurring fraction of species 
(PNOF) as they are based on observed occurrence of plants. These field observations were 
carried out at a certain point in time, not expressing how long the observed situation 
(combination of environmental parameters) has been at that specific state. It is difficult to 
establish a measure at which we can say that a plant is affected by a certain condition, while it is 
feasible to determine whether a species does not occur under measurable field conditions.
9.3 Relative importance of impact categories
Environmental LCA is used as a tool to address the environmental impact of a product or 
service during its full life-cycle. The LCIA phase values inventory data and the endpoint 
characterization factors that were calculated in this PhD thesis can be applied to compare the 
various impact categories to each other. To give an impression of the variation in environmental 
impacts caused by freshwater ecotoxicity, terrestrial acidification, and groundwater extraction 
in terms of species occurrence, the total ecosystem damage for these impact categories is 
assessed here. Total impact scores (IS) for stressor impacts of year 2000 for an average person 
in the European Union countries of 2006 + Iceland, Norway, and Switzerland (EU25+3, Sleeswijk 
et al. 2008) were calculated via:
IS,e =a, • E I• CF,e (9.1)
where CFi,e is the characterization factor of impact category i and ecosystem e, EI is the 
environmental intervention in year 2000 per person, and ai is the correction factor for impact 
category i. For groundwater extraction the CF for the hierarchist perspective was taken. 
Environmental interventions for freshwater ecotoxicity and terrestrial acidification are the 
emissions of the chemicals (kg/person/year) and for groundwater extraction it is the extracted 
water volume (m3/person/year). For acidification, the CFs of the 500 yr time horizon were 
chosen as they approach the steady-state most, and are therefore best comparable with CFs for 
ecotoxicity and groundwater extraction. aecotoxicity is the volume of the freshwater compartment 
(m3) multiplied with the freshwater species density (1/m3). CFs of acidification (m2-yr/kg) 
already include the forest area as a weighting factor and aacidification is therefore the terrestrial 
species density (1/m2) multiplied by the ratio between the total European ecosystem area and 
the European forest area as the CFs were calculated for forests only. agroundwater is the terrestrial 
species density (1/m2). Tables G1 and G2 in Appendix G contain input data and their literature 
sources for the impact scores.
Figure 9.4 shows the impact scores for freshwater ecotoxicity for 12 chemicals, with and 
without inclusion of their transformation products, and the impact scores for terrestrial 
acidification and groundwater extraction. Emissions in 2000 of perchloroethylene to air cause 
the lowest number of freshwater species not to occur in EU25+3, while the largest number of 
freshwater species not to occur is caused by atrazine emissions to agricultural soil. Inclusion of
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transformation products leads to median normalization scores of up to 2.5 orders of magnitude 
larger. Chlorothalonil emissions per average person to agricultural soil in year 2000 cause the 
loss of between 8-10"14 and 2-10"10 species due to chlorothalonil in freshwater, while it causes 
the loss of between 8-10"11 and 2-10"3 species per person due to chlorothalonil and its 
degradation products in freshwater. Acidifying emissions cause on average more terrestrial 
species to not occur than toxic substances cause freshwater species not to occur: almost 100 
times more than atrazine emissions, and more than a million times more than 
perchloroethylene emissions to air. Groundwater extractions in Europe for agricultural and 
drinking water purposes cause on average more terrestrial species to not occur than toxic 
substances cause freshwater species not to occur, but less than acidifying emissions cause 
terrestrial species not to occur. It has to be kept in mind that Figure 9.4 shows a very crude 
comparison, as CFs for groundwater were derived for terrestrial plant species in the 
Netherlands only, while CFs for freshwater ecotoxicity are European and focus on freshwater 
organisms as a whole. A more detailed comparison between impact categories addressed in this 
thesis is not possible at this moment, as there are many more toxic substances than researched 
here, for ecotoxicity only freshwater is looked at, while for acidification terrestrial damage is 
included, and ozone and fine dust effects on humans are investigated, which are not directly 
comparable with ecosystem damage.
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Figure 9.4: Total impact scores per average person for EU25+3 for year 2000 emissions 
causing freshwater ecotoxicity of 12 chemicals and terrestrial acidification of 3 chemicals, and 
for year 2000 groundwater withdrawal for agriculture and drinking water. PCE = 
perchloroethylene, PC=parent compound, TPs=transformation products. The error bars indicate 
the 90 percentile confidence interval.
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9.4 Recommendations for further research
The research outlined in this PhD thesis contributes to improvements in life cycle impact 
assessment methods. The renewed and improved methods make it possible to present damage 
caused by environmental interventions in terms of loss of healthy life years or loss of 
biodiversity. Several possibilities for further research can be indicated within the impact 
categories ozone and particulate matter formation, terrestrial acidification, groundwater 
extraction, and freshwater ecotoxicity.
1. The work outlined in this thesis focuses on the European situation. In other parts of the 
world the circumstances can be different, resulting in different CFs. Therefore it is 
recommended to increase the geographical and spatial coverage, e.g. by:
• Extension of European modeling of fine dust and ozone formation, acidification, and 
groundwater extraction to the world, or apply global models within currently 
outlined LCIA methods;
• Calculating region-specific CFs with LOTOS-EUROS, EUTREND and NHI/MODFLOW. 
For acidification, substance-specific source-receptor matrices on a country level for 
the atmospheric transport model EUTREND need to be developed and combined 
with the SMART2 model.
2. This thesis addressed parameter uncertainty in ecotoxicological effect factors. It is 
interesting now to include parameter uncertainty in fine dust and ozone formation, 
acidification, and groundwater modeling in LCIA as well, in order to increase accurate 
interpretation and scientific meaning of results. This can be done by:
• Inclusion of parameter uncertainty in the LOTOS-EUROS, EUTREND, SMART2 and NHI 
modeling (see e.g. Koracin et al. 2007);
• Inclusion of uncertainty in the data that express the least preferable situation where 
a plant species can still occur for acidification;
• Inclusion of uncertainty in relative risks, incidence rate, and concentrations for PM i0 
and ozone formation.
3. Regarding the ecotoxicity effect factors, uncertainty needs to be decreased and data 
availability improved, e.g. by:
• Applying QSARs (quantitative structure activity relationships) to predict effect factors 
for ecotoxicity (see e.g. Dyer et al. 2008). When more toxicity data are available, CFs 
for ecotoxicity can be calculated for more chemicals and uncertainty caused by a 
small number of toxicity tests can be decreased;
• Determining an optimum model from the currently applied linear and non-linear 
effect model for ecotoxicity. The linear model includes a large model uncertainty, 
while the non-linear model requires many input data. There is a need to keep the 
number of input data low, while modeling realistic situations.
4. The method developments that were outlined in this thesis are relevant to other impact 
categories or substance categories as well. The following follow-up research is 
suggested:
• Determine the influence of transformation products on human toxicity;
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• Include effects of PM2.5 separately as the effects of chronic PM exposure on mortality 
(life expectancy) are most likely attributable to PM2.5 rather than to coarser particles 
(Brunekreef & Forsberg 2005, World Health Organization 2006). Epidemiologic 
information is available for this purpose (see e.g. Pope et al. 2009);
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Table A1: Subdivision of emission sources in high stack and low stack sources
Emissions source Height (m)
High stack combustion in energy and transformation industries 120
combustion 100
production processes 100
extraction and distribution of fossil fuels and geothermal energy 100
waste treatment and disposal 100
Low stack non-industrial combustion plants in manufacturing industries 10
solvent and other product use 10
road transport 2.5
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Appendix B: Appendix to chapter 3 
B1. Yearly emissions
Emissions of acidifying pollutants in Europe were used in the dynamic soil acidification 
model SMART2 to derive the marginal change in base saturation because of a marginal change 
in deposition in a forest area in Europe.
Table B1: Yearly emissions in Europe of SO2, NO2 and NH3 (kton/yr) (EU 2001, UN/ECE 2000, 
Vestreng 2003).
Year (NOS NO2 NH3
1990 43,179 27,955 8,478
1991 40,008 27,120 8,141
1992 36,272 25,785 7,823
1993 34,129 24,960 7,399
1994 31,621 23,789 7,167
1995 29,644 23,426 7,152
1996 27,600 23,189 6,965
1997 25,835 22,514 6,932
1998 24,445 22,207 6,816
1999 22,482 21,780 6,706
2000 21,403 21,218 6,598
2001 20,561 20,417 6,555
2002 19,719 19,617 6,512
2003 18,878 18,816 6,469
2004 18,036 18,015 6,426
2005 17,194 17,215 6,384
2006 16,352 16,414 6,341
2007 15,510 15,613 6,298
2008 14,669 14,813 6,255
2009 13,827 14,012 6,212
2010 12,985 13,211 6,169
2011-2500 12,985 13,211 6,169
B2. Plant species
To express the probability of occurrence of individual plant species as a function of 
variability in predefined environmental factors and their possible interactions, multiple 
regression equations can be used, which take the form of:
ln = as + bs ■ BS + cs • BS2 (B1)
where Ps is the Probability of occurrence of plant species s (-), BS is Base Saturation (-), as 
reflects the actual situation of all environmental variables, except BS, relevant for species s, and
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bs and cs are regression constants. De Vries et al. (2002) derived K-values for plant species such, 
that when Ps> k, a plant species is present in a specific forest area.
Table B2: 240 plant species involved in the effect factor calculations and their k, as, bs, and cs 
needed to calculate the Potentially Not Occurring Fraction of plant species (PNOF).
# Family Species K as bs csmedian 2.5th pc 9 5t p O
Optimum in occurrence at base saturation = 1
1 Boraginaceae Myosotis sylvatica 0.35 -5.0 -6.0 -2.2 4.0»10-2 0
2 Caprifoliaceae Lonicera nigra 0.45 -5.6 -19.2 5.2 0 4.4»10-4
3 Campanulaceae Phyteuma spicatum 0.65 -75.2 -176.1 30.9 0 1.5»10-3
4 Caryophyllaceae Stellaria media 0.35 -0.5 -3.7 3.9 2.4»10-2 0
5 Corylaceae Corylus avellana 0.55 -4.3 -6.4 -2.2 2.4»10-2 0
6 Cruciferae Cardamine heptaphylla 0.30 -6.5 -7.8 -3.3 4.8»10-2 0
7 Cyperaceae Carex digitata 0.45 -6.5 -12.9 -0.2 3.3»10-2 0
8 Cyperaceae Carex alba 0.15 -7.6 -15.1 -0.1 0 5.2»10-4
9 Dipsacaceae Knautia dipsacifolia 0.25 -4.9 -8.1 -1.6 0 4.8»10-4
10 Dryopteridaceae Dryopteris carthusiana 0.55 -5.8 -13.2 1.1 0 3.0»10-4
11 Dryopteridaceae Dryopteris filix-mas 0.40 -0.6 -6.6 4.3 2.5»10-2 0
12 Euphorbiaceae Euphorbia dulcis 0.40 -3.4 -6.2 -0.3 0 3.0»10-4
13 Gramineae Deschampsia cespitosa 0.55 -5.7 -12.4 0.8 3.1»10-2 0
14 Gramineae Calamagrostis varia 0.35 -5.1 -6.1 -2.5 0 3.2»10-4
15 Guttiferae Hypericum perforatum 0.30 -5.0 -7.8 -2.2 1.5»10-2 0
16 Labiatae Lamiastrum galeobdolon 0.45 -4.2 -8.8 0.4 2.1»10-2 0
17 Labiatae Glechoma hederacea 0.30 -8.1 -13.4 -2.8 2.3»10-2 0
18 Labiatae Ajuga reptans 0.60 -1.4 -3.7 1.0 0 2.2»10-4
19 Labiatae Prunella vulgaris 0.50 -3.2 -5.0 1.7 3.8»10-2 0
20 Labiatae Salvia glutinosa 0.20 -6.9 -10.4 -3.5 4.7»10-2 0
21 Labiatae Stachys sylvatica 0.40 -4.0 -4.9 -1.8 0 3.3»10-4
22 Leguminosae Lathyrus vernus 0.35 -34.0 -62.2 -5.4 8.6»10-2 0
23 Liliaceae Maianthemum bifolium 0.40 -3.0 -16.8 2.2 1.6»10-2 0
24 Liliaceae Paris quadrifolia 0.40 -0.6 -7.9 5.9 0 3.2»10-4
25 Liliaceae Polygonatum verticillatum 0.45 -22.3 -44.8 0.6 0 4.8»10-4
26 Onagraceae Circaea lutetiana 0.35 -5.4 -18.9 6.8 3.4»10-2 0
27 Onagraceae Epilobium montanum 0.35 -4.5 -9.1 -0.2 2.6»10-2 0
28 Orchidaceae Neottia nidus-avis 0.35 -4.4 -5.3 -1.8 0 2.8»10-4
29 Oxalidaceae Oxalis acetosella 0.45 -6.3 -15.6 2.3 5.5»10-2 0
30 Primulaceae Primula elatior 0.30 -5.7 -6.6 -3.6 4.4»10-2 0
31 Ranunculaceae Actaea spicata 0.35 -4.9 -9.4 -0.3 0 3.2»10-4
32 Ranunculaceae Ranunculus repens 0.40 -11.4 -20.7 -2.0 4.5»10-2 0
33 Rosaceae Rosa pendulina 0.02 -227.3 -709.4 32.9 0 1.0»10-2
34 Rubiaceae Galium aparine 0.30 -3.4 -5.3 2.1 3.3»10-2 0
35 Scrophulariaceae Scrophularia nodosa 0.35 -1.5 -3.7 2.2 0 1.9»10-4
36 Scrophulariaceae Veronica montana 0.35 -7.0 -16.4 2.7 3.6»10-2 0
37 Solanaceae Solanum dulcamara 0.15 -3.3 -5.5 2.9 0 3.3»10-4
38 Thymelaeaceae Daphne mezereum 0.45 -8.4 -15.4 -1.3 6.5»10-2 0
39 Umbelliferae Aegopodium podagraria 0.35 -2.3 -7.5 2.7 4.3»10-2 0
40 Umbelliferae Sanicula europaea 0.55 -6.2 -12.4 -1.6 7.2»10-2 0
41 Urticaceae Urtica dioica 0.60 -6.0 -15.4 -2.2 2.7»10-2 0
Optimum in occurrence at base saturation = 0
42 Compositae Solidago virgaurea 0.65 -1.0 -11.5 10.4 0 -2.2»10-4
43 Cyperaceae Carex pilulifera 0.65 -1.0 -5.4 0.9 -2.4»10-2 0
44 Fagaceae Quercus petraea 0.30 -2.7 -7.1 1.7 0 -4.7»10-4
45 Gramineae Calamagrostis epigejos 0.35 -7.8 -16.9 0.8 0 -4.9»10-4
46 Gramineae Festuca altissima 0.30 -23.9 -51.2 4.0 0 -2.3»10-4
47 Gramineae Molinia caerulea 0.45 -14.3 -74.4 10.1 -1.0»10-1 0
48 Pinaceae Picea abies 0.45 -6.0 -37.2 4.3 -1.8»10-2 0
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49 Pinaceae Pinus sylvestris 0.65 -6.9 -21.3 6.9 -6.0»10-2 0
50 Rosaceae Sorbus domestica 0.35 0.4 -15.8 20.0 -1.5»10-1 0
51 Rosaceae Prunus serotina 0.55 -11.6 -26.6 3.3 -1.6»10-1 0
52 Rubiaceae Galium saxatile 0.55 -3.2 -8.9 2.5 -1.6»10-1 0
53 Scrophulariaceae Melampyrum pratense 0.45 0.5 -6.8 11.3 -3.4»10-2 0
54 Thymelaeaceae Daphne laureola 0.35 -25.1 -81.6 38.8 0 -2.2»10-3
Optimum in occurrence at 0.6 < base saturation < 0.9
55 Caprifoliaceae Viburnum opulus 0.25 -10.9 -15.5 -6.3 3.7»10-1 -2.6»10-3
56 Compositae Mycelis muralis 0.35 -5.3 -8.5 -2.1 1.1»10-1 -7.6»10-4
57 Euphorbiaceae Euphorbia amygdaloides 0.60 -14.0 -27.0 -2.6 1.7»10-1 -1.1»10-3
58 Euphorbiaceae Mercurialis perennis 0.40 -43.4 -54.3 -35.1 1.1 -6.5»10-3
59 Geraniaceae Geranium robertianum 0.40 -5.7 -8.7 -2.6 2.1»10-1 -1.5»10-3
60 Gramineae Brachypodium sylvaticum 0.45 -9.8 -16.6 -3.2 1.7»10-1 -1.2»10-3
61 Gramineae Hordelymus europaeus 0.02 -981.3 -1766.9 -189.0 1.6»101 -1.2»10-1
62 Leguminosae Lathyrus montanus 0.40 -7.2 -8.8 -3.7 2.0»10-1 -1.6»10-3
63 Leguminosae Vicia sepium 0.40 -23.3 -34.8 -11.8 2.9»10-1 -1.7»10-3
64 Violaceae Viola reichenbachiana 0.70 -7.0 -12.2 -2.0 1.2»10-1 -7.9»10-4
Species does not occur due to other parameters than base saturation
65 Aristolochiaceae Asarum europaeum 0.15 -5.1 -5.1 -5.1 0 2.8»10-4
66 Cruciferae Cardamine pratensis 0.20 -5.1 -5.1 -5.1 0 3.1»10-4
67 Leguminosae Vicia cracca 0.30 -5.1 -5.1 -5.1 0 3.4»10-4
68 Orchidaceae Dactylorhiza maculata 0.25 -5.1 -5.1 -5.1 0 3.2»10-4
69 Orchidaceae Platanthera bifolia 0.30 -5.1 -5.1 -5.1 0 3.5»10-4
70 Rosaceae Geum urbanum 0.45 -4.4 -4.4 -4.4 0 3.4»10-4
71 Rosaceae Potentilla sterilis 0.15 -5.5 -5.5 -5.5 3.6»10-2 0
72 Scrophulariaceae Veronica chamaedrys 0.50 -3.9 -3.9 -3.9 3.4»10-2 0
73 Umbelliferae Angelica sylvestris 0.15 -5.2 -5.2 -5.2 3.2»10-2 0
74 Violaceae Viola riviniana 0.55 -3.2 -3.2 -3.2 3.2»10-2 0
75 Violaceae Viola sp. 0.10 -5.8 -5.8 -5.8 3.6»10-2 0
Occurrence independent of base saturation
76 Aceraceae Acer campestre 0.25 -3.2 -5.9 1.2 0 0
77 Aceraceae Acer platanoides 0.25 -6.3 -12.3 0.1 0 0
78 Aceraceae Acer pseudoplatanus 0.45 -5.2 -27.4 2.4 0 0
79 Adoxaceae Adoxa moschatellina 0.35 -3.6 -21.3 -0.3 0 0
80 Apocynaceae Vinca minor 0.30 -4.5 -5.7 -0.5 0 0
81 Aquifoliaceae Ilex aquifolium 0.50 -2.3 -4.8 2.0 0 0
82 Araceae Arum maculatum 0.40 -14.7 -45.2 17.6 0 0
83 Araliaceae Hedera helix 0.50 -3.1 -14.2 5.8 0 0
84 Balsaminaceae Impatiens noli-tangere 0.40 -7.5 -17.0 1.6 0 0
85 Balsaminaceae Impatiens parviflora 0.30 1.4 -3.2 8.9 0 0
86 Betulaceae Betula pendula 0.50 -4.3 -8.1 -0.5 0 0
87 Betulaceae Betula pubescens 0.35 -3.6 -9.1 1.8 0 0
88 Betulaceae Betula sp. 0.15 -2.9 -4.8 -0.9 0 0
89 Blechnaceae Blechnum spicant 0.25 -5.4 -18.5 -1.0 0 0
90 Boraginaceae Myosotis scorpioides 0.25 -10.0 -22.3 1.9 0 0
91 Boraginaceae Symphytum tuberosum 0.15 -3.4 -9.4 -1.7 0 0
92 Caprifoliaceae Linnaea borealis 0.45 -17.7 -44.9 -0.5 0 0
93 Caprifoliaceae Lonicera periclymenum 0.65 -8.8 -36.9 -0.3 0 0
94 Caprifoliaceae Lonicera xylosteum 0.30 -2.2 -12.8 -0.4 0 0
95 Caprifoliaceae Sambucus nigra 0.15 -4.2 -6.6 -1.8 0 0
96 Caprifoliaceae Sambucus racemosa 0.35 -1.6 -6.0 2.8 0 0
97 Caryophyllaceae Moehringia trinervia 0.55 -2.0 -2.8 0.2 0 0
98 Caryophyllaceae Silene dioica 0.25 -3.1 -5.3 -1.0 0 0
99 Caryophyllaceae Silene italica 0.30 -4.6 -10.9 2.1 0 0
100 Caryophyllaceae Stellaria holostea 0.45 -5.9 -12.0 -0.8 0 0





















































































































Family Species K as bsmedian c
*LO2. 9 . 5 p o
Compositae Hieracium murorum 0.15 -46.1 -96.5 4.4 0
Compositae Hieracium sp. 0.25 -9.3 -17.1 -1.6 0
Compositae Homogyne alpina 0.70 -11.8 -29.8 7.0 0
Compositae Petasites albus 0.30 -4.2 -13.6 0.1 0
Compositae Prenanthes purpurea 0.40 -0.8 -16.6 12.5 0
Compositae Senecio nemorensis 0.35 -9.1 -23.3 3.6 0
Compositae Senecio ovatus 0.20 -5.5 -33.5 -1.4 0
Compositae Taraxacum officinale 0.25 -3.1 -5.3 -1.0 0
Corylaceae Carpinus betulus 0.65 -3.7 -10.8 3.2 0
Cruciferae Cardamine bulbifera 0.40 -2.2 -6.2 2.4 0
Cruciferae Cardamine chelidonia 0.00 -117.9 -262.6 96.8 0
Cruciferae Cardamine flexuosa 0.25 -3.5 -4.7 -0.5 0
Cupressaceae Juniperus communis 0.15 -5.3 -8.9 -1.8 0
Cyperaceae Carex curta 0.05 -3.2 -4.6 0.6 0
Cyperaceae Carex ericetorum 0.15 -11.4 -21.3 -1.5 0
Cyperaceae Carex flacca 0.25 -2.6 -7.3 0.0 0
Cyperaceae Carex ovalis 0.30 -2.1 -4.7 0.6 0
Cyperaceae Carex pallescens 0.35 -3.1 -5.7 -0.5 0
Cyperaceae Carex remota 0.30 -3.8 -9.8 0.9 0
Cyperaceae Carex sylvatica 0.55 -4.4 -11.6 2.1 0
Cyperaceae Carex umbrosa 0.20 -4.7 -5.8 -1.1 0
Dennstaedtiaceae Pteridium aquilinum 0.50 0.0 -1.9 2.2 0
Dioscoreaceae Tamus communis 0.80 -4.5 -11.5 3.9 0
Dryopteridaceae Dryopteris affinis 0.50 -13.8 -52.5 1.3 0
Dryopteridaceae Dryopteris dilatata 0.80 1.3 -1.6 4.4 0
Dryopteridaceae Dryopteris expansa 0.55 -1.5 -5.5 9.6 0
Dryopteridaceae Polystichum setiferum 0.45 -5.5 -7.3 0.1 0
Empetraceae Empetrum nigrum 0.20 -6.2 -13.8 1.5 0
Equisetaceae Equisetum arvense 0.30 -10.7 -20.8 -0.6 0
Ericaceae Calluna vulgaris 0.50 0.5 -11.1 16.4 0
Ericaceae Ledum palustre 0.35 -9.2 -29.0 13.1 0
Ericaceae Vaccinium myrtillus 0.60 -2.4 -8.4 3.9 0
Ericaceae Vaccinium uliginosum 0.40 -4.3 -12.7 5.2 0
Ericaceae Vaccinium vitis-idaea 0.55 1.3 -15.9 38.1 0
Fagaceae Castanea sativa 0.45 -3.5 -4.5 0.0 0
Fagaceae Fagus sylvatica 0.30 -0.7 -4.1 2.8 0
Fagaceae Quercus cerris 0.30 -2.9 -5.7 1.6 0
Fagaceae Quercus ilex 0.25 -7.7 -17.3 4.9 0
Fagaceae Quercus robur 0.45 -3.8 -8.6 1.1 0
Fagaceae Quercus rubra 0.40 -2.5 -6.8 1.9 0
Fagaceae Quercus sp. 0.15 -2.8 -7.6 -1.6 0
Gentianaceae Gentiana asclepiadea 0.15 -6.0 -18.7 -1.7 0
Geraniaceae Geranium sylvaticum 0.30 -20.9 -40.7 -1.4 0
Gramineae Agrostis canina 0.25 0.2 -3.5 10.4 0
Gramineae Agrostis capillaries 0.40 -0.9 -2.3 0.5 0
Gramineae Anthoxanthum odoratum 0.20 2.0 -3.2 7.4 0
Gramineae Calamagrostis arundinacea 0.55 -7.0 -29.5 -0.5 0
Gramineae Calamagrostis villosa 0.50 -6.4 -14.8 1.8 0
Gramineae Dactylis glomerata 0.45 -2.3 -5.3 1.9 0
Gramineae Deschampsia flexuosa 0.50 -1.9 -6.4 2.5 0
Gramineae Festuca heterophylla 0.60 -1.4 -4.6 1.8 0
Gramineae Festuca ovina 0.55 -6.3 -17.7 5.3 0
Gramineae Festuca rubra 0.40 0.3 -3.8 4.4 0
Gramineae Holcus lanatus 0.20 -5.7 -10.7 -0.8 0
Gramineae Melica uniflora 0.45 0.4 -7.9 7.6 0
Gramineae Milium effusum 0.45 -3.5 -7.8 0.8 0
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158 Gramineae Poa nemoralis 0.30 0.2 -6.9 6.7 0 0
159 Gramineae Poa trivialis 0.25 -2.9 -4.5 1.4 0 0
160 Guttiferae Hypericum androsaemum 0.00 -7719.7 -22908.4 7152.2 0 0
161 Guttiferae Hypericum montanum 0.25 -3.7 -4.7 -1.0 0 0
162 Guttiferae Hypericum perfoliatum 0.65 -32.2 -56.4 -7.6 0 0
163 Guttiferae Hypericum pulchrum 0.40 -6.5 -19.6 -1.1 0 0
164 Hypnaceae Hypnum cupressiforme 0.55 -1.7 -8.2 9.9 0 0
165 Juncaceae Juncus effuses 0.05 -3.1 -3.1 -1.7 0 0
166 Juncaceae Luzula forsteri 0.65 -7.5 -20.7 6.0 0 0
167 Juncaceae Luzula luzulina 0.45 -4.2 -12.2 0.6 0 0
168 Juncaceae Luzula luzuloides 0.45 -1.8 -5.2 0.7 0 0
169 Juncaceae Luzula multiflora 0.40 0.8 -3.1 2.1 0 0
170 Juncaceae Luzula nivea 0.40 -3.4 -15.2 9.5 0 0
171 Juncaceae Luzula pilosa 0.70 1.0 -2.6 4.7 0 0
172 Juncaceae Luzula sylvatica 0.25 -4.5 -14.4 -1.1 0 0
173 Labiatae Clinopodium vulgare 0.35 -2.3 -4.6 1.6 0 0
174 Labiatae Galeopsis pubescens 0.15 -2.3 -4.0 2.6 0 0
175 Labiatae Galeopsis speciosa 0.30 -16.6 -32.5 -0.8 0 0
176 Labiatae Galeopsis tetrahit 0.35 -3.9 -7.1 -0.7 0 0
177 Labiatae Melittis melissophyllum 0.45 -1.7 -6.4 4.6 0 0
178 Labiatae Stachys officinalis 0.30 -3.2 -6.8 0.5 0 0
179 Labiatae Teucrium scorodonia 0.65 -11.0 -93.7 6.4 0 0
180 Leguminosae Cytisus scoparius 0.40 -3.0 -7.3 0.7 0 0
181 Leguminosae Genista tinctoria 0.15 -3.4 -5.7 0.3 0 0
182 Liliaceae Lilium martagon 0.35 -3.1 -8.3 2.7 0 0
183 Liliaceae Polygonatum multiflorum 0.45 -1.7 -3.3 -0.1 0 0
184 Liliaceae Ruscus aculeatus 0.40 -3.2 -7.4 2.7 0 0
185 Lycopodiaceae Diphasiastrum complanatum 0.20 -5.2 -9.4 -1.0 0 0
186 Lycopodiaceae Huperzia selago 0.50 -3.8 -10.1 2.4 0 0
187 Lycopodiaceae Lycopodium annotinum 0.65 -11.1 -22.8 0.6 0 0
188 Oleaceae Fraxinus excelsior 0.45 -5.3 -17.1 -0.4 0 0
189 Oleaceae Fraxinus ornus 0.00 -302.5 -647.4 122.2 0 0
190 Onagraceae Circaea alpine 0.35 -10.0 -20.8 0.9 0 0
191 Orchidaceae Epipactis helleborine 0.50 -3.5 -15.6 2.5 0 0
192 Orchidaceae Goodyera repens 0.20 -4.7 -8.0 -1.3 0 0
193 Orchidaceae Listera cordata 0.30 -1.5 -9.4 8.8 0 0
194 Pinaceae Abies alba 0.60 -11.4 -23.5 0.7 0 0
195 Pinaceae Pseudotsuga menziesii 0.35 -2.5 -4.7 -0.3 0 0
196 Polygonaceae Rumex acetosella 0.35 -20.7 -38.5 -2.8 0 0
197 Polypodiaceae Polypodium vulgare 0.20 -3.8 -16.8 9.1 0 0
198 Primulaceae Cyclamen hederifolium 0.45 -4.8 -21.0 14.5 0 0
199 Primulaceae Lysimachia nemorum 0.30 -6.5 -15.9 2.6 0 0
200 Primulaceae Trientalis europaea 0.55 -0.5 -25.7 25.2 0 0
201 Pyrolaceae Orthilia secunda 0.20 -3.9 -8.8 1.0 0 0
202 Ranunculaceae Anemone nemorosa 0.50 -1.7 -7.3 2.0 0 0
203 Ranunculaceae Helleborus foetidus 0.15 -2.9 -6.9 2.4 0 0
204 Ranunculaceae Hepatica nobilis 0.30 -1.9 -10.3 -0.5 0 0
205 Ranunculaceae Ranunculus ficaria 0.30 3.4 -4.5 11.2 0 0
206 Ranunculaceae Ranunculus lanuginosus 0.30 -9.6 -21.9 2.7 0 0
207 Rhamnaceae Frangula alnus 0.40 -3.2 -6.4 -0.1 0 0
208 Rosaceae Crataegus monogyna 0.50 -2.6 -7.7 0.3 0 0
209 Rosaceae Malus sylvestris 0.20 -3.0 -5.1 0.4 0 0
210 Rosaceae Potentilla erecta 0.20 -1.4 -2.6 2.2 0 0
211 Rosaceae Prunus avium 0.40 -15.6 -32.8 2.2 0 0
212 Rosaceae Prunus spinosa 0.70 -2.9 -6.1 1.3 0 0
213 Rosaceae Pyrus communis 0.15 -2.6 -4.4 2.5 0 0
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214 Rosaceae Rosa arvensis 0.30 -4.3 -14.4 1.1 0 0
215 Rosaceae Rubus caesius 0.25 0.9 -3.6 7.2 0 0
216 Rosaceae Rubus fruticosus 0.10 -3.5 -5.4 -1.6 0 0
217 Rosaceae Rubus hirtus 0.45 -7.9 -21.8 2.6 0 0
218 Rosaceae Rubus idaeus 0.35 0.8 -11.8 7.2 0 0
219 Rosaceae Rubus sp. 0.70 -6.9 -17.5 3.0 0 0
220 Rosaceae Rubus ulmifolius 0.40 -5.1 -12.3 2.6 0 0
221 Rosaceae Sorbus aria 0.65 -3.3 -11.8 5.7 0 0
222 Rosaceae Sorbus aucuparia 0.45 -4.2 -12.8 2.6 0 0
223 Rosaceae Sorbus torminalis 0.35 -5.4 -11.5 3.2 0 0
224 Rubiaceae Cruciata glabra 0.25 -2.4 -7.9 3.3 0 0
225 Rubiaceae Galium boreale 0.35 -3.4 -5.1 -0.5 0 0
226 Rubiaceae Galium mollugo 0.25 -7.2 -13.2 -1.3 0 0
227 Rubiaceae Galium odoratum 0.50 -1.9 -8.9 2.4 0 0
228 Rubiaceae Galium rotundifolium 0.30 -1.8 -6.7 -0.7 0 0
229 Salicaceae Populus tremula 0.25 -3.5 -7.3 0.7 0 0
230 Saxifragaceae Chrysosplenium
alternifolium
0.50 -15.7 -35.5 3.9 0 0
231 Scrophulariaceae Digitalis lutea 0.30 -4.1 -8.7 2.2 0 0
232 Scrophulariaceae Digitalis purpurea 0.30 -1.4 -6.7 -0.7 0 0
233 Scrophulariaceae Melampyrum sylvaticum 0.40 -9.2 -38.3 0.7 0 0
234 Scrophulariaceae Veronica officinalis 0.50 -1.0 -3.3 0.8 0 0
235 Thelypteridaceae Phegopteris connectilis 0.50 -7.7 -17.8 2.3 0 0
236 Thuidiaceae Thuidium tamariscinum 0.50 -1.9 -8.6 10.1 0 0
237 Violaceae Viola alba 0.35 -2.0 -6.9 4.6 0 0
238 Violaceae Viola canina 0.10 -2.4 -6.9 3.4 0 0
239 Woodsiaceae Athyrium filix-femina 0.55 -4.0 -11.3 0.9 0 0
240 Woodsiaceae Gymnocarpium dryopteris 0.65 -23.9 -82.7 4.9 0 0
Figures B1 to B4 show the probability of occurrence per plant species for species 1 to 64 of 
Table B2. The occurrence probability of these species is dependent on, among others, base 
saturation.
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Figure B3: Probability of occurrence for 13 plant species preferring more acid environments.
Base Saturation
Figure B4: Probability of occurrence for 10 plant species with an optimum in occurrence at 
0.6 < base saturation < 0.9.
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B3. Normalization scores
Normalization scores for acidification in European forests were derived for 20, 50, 100, and 
500 years tim e horizon. They express potentially not occurring fraction of plant species over a 
certain area due to emissions in year 2000 of NOx, NH3, and SO2 respectively (km2).
Table B3: Normalization scores fo r  acidification in European forests (km2).
Time horizon 20 50 100 500
NOx 583 1,328 2,515 7,771
NH3 735 1,782 3,402 9,836
SO2 1,197 2,595 4,499 11,021
Total 2,516 5,706 10,415 28,628
145
Appendix C
Appendix C: Appendix to chapter 4 
C1. NHI modeling
Figure C1 shows the NHI groundwater model extent and all 872 major groundwater wells in 
the Netherlands.
Figure C1: Overview o f all 872 m ajor groundwater wells in the Netherlands. The grey area 
indicates the NHI groundwater model extent.
C2. Terrestrial plant species
Table C1 shows the terrestrial plant species included in the effect factor calculations and 
their K-values, which express the probability of occurrence related to measured observations. It 
is indicated w hether a species is on the red list in the Netherlands and/or Belgium.
Table C1. All terrestrial p lant species included in the effect fac to r calculations, with their k - 
values.
Plant species Scientific name k - R e d
value list?
1 Sycamore (Sycamore Maple) Acer pseudoplatanus 0.1
2 Sneezewort Achillea ptarmica 0.15
3 Sweetflag (Flagroot) Acorus calamus 0.15
4 Baneberry Actaea spicata 0.1 x
5 Moschatel Adoxa moschatellina 0.25
6 Ground Elder Aegopodium podagraria 0.15
7 Fool's Parsley Aethusa cynapium 0.05
8 Agrim ony (Churchsteeples, Cocklebur, 
European Grovebur)
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Velvet- + Brown Bent Agrostis canina +agrostis vinealis 0.05
Silver Hair-grass Aira caryophyllea (subsp. multiculmis) 0.15
Bugleweed Ajuga reptans 0.1
Garlic M ustard Alliaria petiolata/officinalis 0.2
Field Garlic Allium oleraceum 0.05 x
Bear's Garlic (Ramsons, W ild Garlic) Allium ursinum 0.05
Grey A lder Alnus incana 0.1
Orange Foxtail Alopecurus aequalis 0.1
Bulbous Foxtail Alopecurus bulbosus 0.15 x
Blackgrass (Slender M eadow  Foxtail, 
Mouse Foxtail, Slender Foxtail)
Alopecurus myosuroides 0.1
M eadow  Foxtail Alopecurus pratensis 0.3
Common Marsh M allow Althaea officinalis 0.25 x
Hybrid M arram Calammophila x  baltica (Ammocalamagrostis x  baltica) 0.1
Scarlet Pimpernel Anagallis arvensis subsp. arvensis (Anagallis phoenicea) 0.05
Bog Pimpernel Anagallis tenella 0.1 x
Alkanet (Common Bugloss) Anchusa officinalis 0.05
Bog Rosemary Andromeda polifolia 0.25 x
W ood Anem one Anemone nemorosa 0.05
Angelica Root Angelica archangelica 0.1
M ounta in  Everlasting Antennaria dioica 0.05 x
Corn chamom ile Anthemis arvensis 0.05 x
Annual Vernal-grass Anthoxanthum aristatum/puelli 0.1 x
Bur-chervil Anthriscus caucalis/scandicina 0.1
Cow Parsley (W ild Chervil, Bur Chervil, 
Keck)
Anthriscus sylvestris 0.15
Kidney-vetch Anthyllis vulneraria 0.05 x
Field parsley-piert Aphanes arvensis 0.1 x
Slender parsley p iert Aphanes australis/inexpectata/microcarpa) 0.05
Celery Apium graveolens 0.1 x
Fool's W ater-cress Apium/helosciadium nodiflorum 0.25
Thale Cress Arabidopsis thaliana 0.05
G reater Burdock Arctium lappa/majus 0.05
Lesser Burdock Arctium minus/pubens 0.05
T hrift (Th rift Seapink, Sea Pink, 
Com m on/Sea/W estern Thrift)
Armeria m aritim a (Statice armeria elongata) 0.4 x
Lamb Succory Arnoseris minima 0.1 x
Field W orm w ood Artemisia campestris subsp. m aritima 0.05
Sea W orm w ood Artemisia/Seriphidium m aritima 0.3 x
M ugw ort Artemisia vulgaris 0.1
Lords-and-ladies (Cuckoo Pint, Adders 
Tongue, Calves Foot, Sweethearts)
Arum maculatum 0.4
Asparagus (Garden-Asparagus) Asparagus officinalis (Asparagus prostratus) 0.1
Asparagus (Asparagus Fern, W ild 
Asparagus)
Asparagus officinalis (Asparagus prostratus) 0.05
Sweetscented bedstraw Galium odoratum 0.15
W all Rue Asplenium ruta-muraria 0.15
Grass-leaved Orache Atriplex littora lis 0.2
Black Horehound Ballota alba/nigra subsp. Meridionalis/foetida 0.05
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53 Common W inter-cress Barbarea vulgaris 0.1
54 Barberry Berberis vulgaris 0.15
55 Hoary Alison Berteroa incana 0.15
56 Nodding Bur-marigold Bidens cernua 0.1
57 London bur-m arigold Bidens connata 0.2
58 Beggar Ticks Bidens frondosa 0.05
59 Trifid  Bur-marigold Bidens tripartita 0.1
60 Hard Fern (Deer Fern) Blechnum spicant 0.05 x
61 Common M oo n w o rt (M o o n w o rt Grape­
Fern, M oonw ort Grapefern)
Botrychium lunaria 0.05 x
62 Tor-grass (Heath False Brome) Brachypodium pinnatum 0.3
63 (Slender) False-brome Brachypodium sylvaticum 0.05
64 Black M ustard Brassica nigra 0.05
65 Smooth Brome Bromopsis/Bromus inermis 0.1
66 Barren Brome Anisantha/Bromus sterilis 0.05
67 Drooping Brome Anisantha/Bromus tectorum 0.05
68 Slender Hare's-ear Bupleurum tenuissimum 0.05 x
69 Sea Rocket Cakile m aritima 0.1
70 W ood Small-reed (Chee Reed Grass, 
Feathertop)
Calamagrostis epigeios 0.2
71 Narrow  Small-reed Calamagrostis stricta/neglecta 0.05 x
72 Heather Calluna vulgaris 0.4
73 Marsh M arigold Caltha palustris 0.2
74 Rampion be llflow er Campanula rapunculus 0.1 x
75 Harebell Campanula rotundifolia 0.2
76 Nettle-leaved Bellflower Campanula trachelium 0.15
77 Large Bitter-Cress, Cardamine amère Cardamine amara 0.05
78 W avy Bitter-cress (Bittercress, 
W oodland Bittercress)
Cardamine sylvatica/flexuosa/hirsuta subsp. Sylvatica 0.05
79 Nodding Thistle Carduus nutans 0.1
80 Slender Tufted-sedge Carex acuta/gracilis) 0.2
81 Lesser Pond-sedge Carex acutiformis 0.15
82 Fibrous Tussock-sedge Carex appropinquata 0.1 x
83 W ate r Sedge Carex aquatilis 0.15 x
84 Spring Sedge Carex caryophyllea 0.25 x
85 W hite  Sedge Carex curta/canescens 0.15
86 Yellow Sedge Carex serotina/scandinavica/tumidicarpa/demissa/ 
viridu la / oederi subsp. oedocarpa
0.1
87 Distant Sedge Carex distans (vikingensis) 0.15
88 Brown Sedge Carex disticha 0.25
89 Elongated Sedge Carex elongata 0.2
90 Long-bracted Sedge Carex extensa 0.2
91 Hairy Sedge Carex hirta 0.15
92 Tufted Sedge Carex elata/hudsonii 0.15
93 S lender/W oolly-F ru it Sedge Carex lasiocarpa 0.15 x
94 False Fox-sedge Carex otrubae/cuprina 0.1
95 Oval Sedge Carex ovalis/leporina 0.1
96 Pale Sedge Carex pallescens 0.1 x
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Pill Sedge Carex pilulifera 0.25
Cyperus Sedge Carex pseudocyperus 0.15
Flea Sedge Carex pulicaris 0.15 x
Remote Sedge Carex remota 0.15
Great Pond-sedge Carex riparia 0.15
Bottle  Sedge Carex rostrata 0.2
Spiked/Prickly Sedge Carex spicata 0.05
W ood sedge (European W oodland 
Sedge)
Carex sylvatica 0.25
Three-nerved Sedge Carex trinervis 0.15
Bladder Sedge Carex vesicaria 0.1
Carline Thistle Carlina vulgaris 0.1 x
Hornbeam Carpinus betulus 0.15
Caraway Carum carvi 0.05 x
Sweet Chestnut Castanea sativa 0.05
W horl-grass Catabrosa aquatica 0.05
C ornflow er Centaurea cyanus 0.15 x
G reater knapweed Centaurea scabiosa 0.3 x
Seaside Centaury Centaurium littorale 0.1
Common Centaury (European Centaury, 
B itte r Herb)
Centaurium erythraea/minus 0.1
Branching Centaury Centaurium pulchellum 0.15
Chaffweed Centunculus minimus (Anagallis minima) 0.1 x
Field/M ouse-Ear/Starry Chickweed Cerastium arvense 0.2
Sea M ouse-ear Cerastium diffusum/tetrandrum/atrovirens 0.05
Sticky M ouse-ear Cerastium glomeratum 0.1
Rough Chervil Chaerophyllum temulum/temulentum 0.15
G reater Celandine Chelidonium majus 0.05
Oak-leaved Goosefoot Chenopodium glaucum 0.15
Many-seeded Goosefoot Chenopodium polyspermum 0.05
Red Goosefoot Chenopodium rubrum 0.1
Oxeye/Field Daisy/M oon/Shasta Daisy 
(M arguerite )
Leucanthemum vulgare (Chrysanthemum 
leucanthemum)
0.2
Corn M arigold/C hrysanthem um  
(Corndaisy)
Glebionis/Chrysanthemum segetum 0.05
Opposite-leaved Golden-saxifrage Chrysosplenium oppositifolium 0.05
Yellow Centuary Cicendia filifo rm is 0.1 x
Chicory Cichorium intybus 0.1
Enchanter's-nightshade Circaea lutetiana 0.15




M eadow  Thistle Cirsium dissectum 0.1 x
Marsh th is tle Cirsium palustre (Carduus palustris) 0.25
Great Fen-Sedge ((Swamp) Sawgrass) Cladium mariscus 0.05 x
Spring Beauty Claytonia/Montia perfoliata 0.1
Danish scurvygrass (Early Scurvygrass) Cochlearia danica 0.1
Common Scurvygrass Cochlearia officinalis subsp. Officinalis 0.15 x
Marsh Cinquefoil Comarum palustre (Potentilla palustris/comarum) 0.2 x
Lily-of-the-Valley Convallaria majalis 0.15
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143 Swine-cress Coronopus squamatus 0.1
144 Bird in a bush Corydalis solida 0.05
145 Hazel Corylus avellana 0.15
146 Grey Hair-grass Corynephorus canescens 0.3
147 M idland Hawthorn Crataegus oxyacantha/laevigata (Mespilum oxyacantha) 0.15
148 Rough Hawk's-beard Crepis biennis 0.15
149 Smooth Hawksbeard Crepis capillaris 0.15
150 Marsh Hawk's-beard Crepis paludosa 0.1 x
151 Beaked Hawk's-beard Crepis polymorpha/vesicaria subsp. taraxacifolia/subsp. 
haensleri)
0.15
152 Clover dodder Cuscuta epithymum 0.05 x
153 G reater Dodder Cuscuta europaea 0.05
154 Bermuda grass Cynodon dactylon 0.1
155 Bog Hair-grass Deschampsia setacea 0.1 x
156 M aiden Pink Dianthus deltoides 0.2 x
157 Foxglove Digitalis purpurea 0.05
158 Smooth Finger-grass Digitaria ischaemum 0.2
159 Perennial W a ll-rocket Diplotaxis tenuifolia 0.1
160 W ild Teasel Dipsacus fullonum/sylvestris 0.15
161 Broad Buckler-fern Dryopteris dilatata/austriaca 0.2
162 Male Fern Dryopteris filix-mas 0.05
163 Narrow  Buckler-fern Dryopteris carthusiana/spinulosa 0.25
164 Marsh fern Thelypteris palustris (Dryopteris thelypteris) 0.25
165 Lesser W ater-p lanta in Baldellia ranunculoides subsp. ranunculoides 
(Echinodorus/Alisma ranunculoides)
0.15 x
166 Viper's bugloss Echium vulgare 0.1
167 Few-flowered Spike-rush Eleocharis quinqueflora/pauciflora (Scirpus 
quinqueflorus/pauciflorus)
0.1 x
168 Slender Spike-rush Eleocharis uniglumis/palustris subsp. uniglumis) 0.1
169 Lyme-grass Leymus arenarius (Elymus arenarius) 0.1
170 Sea Couch Elytrigia atherica (Elymus athericus/pycnanthus, 
Agropyron littorale/pungens)
0.2
171 American w illow herb Epilobium ciliatum/adenocaulon 0.05
172 Rosebay W illow -herb Chamerion angustifolium (Epilobium 
angustifolium/spicatum)
0.1
173 Dark-green W illow -herb Epilobium obscurum 0.05
174 Marsh W illow herb Epilobium palustre 0.1 x
175 Hoary W illow herb Epilobium parviflorum 0.1
176 Broad Leaved Helleborine Epipactis helleborine/latifolia 0.05
177 Marsh Helleborine Epipactis/Helleborine palustris 0.25 x
178 Shore Horsetail Equisetum litorale(x)/arvense x fluviatile 0.05
179 Variegated Horsetail Equisetum variegatum 0.2 x
180 Blue Fleabane Erigeron acer (Erigeron acris) 0.1
181 Canadian Horseweed Conyza/Erigeron canadensis 0.1
182 Common Cottongrass Eriophorum angustifolium/polystachion 0.25
183 Hare's-tail Cottongrass Eriophorum vaginatum 0.25 x
184 Common Stork's-bill Erodium cicutarium subsp. cicutarium 0.1
185 Sticky Stork's-bill Erodium lebelii/glutinosum 0.1 x
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Common W hitlowgrass Erophila/Draba verna 0.15
Field eryngo Eryngium campestre 0.15
Sea Holly Eryngium maritimum 0.1
Treacle M ustard Erysimum cheiranthoides 0.05
Cypress Spurge Euphorbia cyparissias 0.05
Marsh spurge Euphorbia palustris 0.05 x
Petty Spurge Euphorbia peplus 0.05
Red Bartsia Odontites vernus/litoralis/verna/rubra (Euphrasia 0.05 x
odontites)
Giant Fescue Festuca gigantea 0.1
Hybrid Fescue Festulolium x  loliaceum/x braunii 0.15
Small Cudweed Filago/Logfia minima 0.1 x
W ild S trawberry Fragaria vesca 0.1 x
Snake's head fr it illa ry Fritillaria meleagris 0.05 x
Common Fum itory Fumaria officinalis 0.05
Snowdrop Galanthus nivalis 0.1
Bifid H em p-nettle Galeopsis b ifida /te trah it subsp. Bifida 0.1
Large-flowered Hem p-nettle Galeopsis speciosa 0.05
Shaggy-soldier Galinsoga quadriradiata/ciliata 0.05
Crosswort Cruciata laevipes (Galium cruciata) 0.05 x
Slender Bedstraw Galium pumilum 0.35 x
Lady's Bedstraw Galium verum (subsp. maritimum) 0.35
Petty W hin Genista anglica 0.1 x
Hairy Greenweed Genista pilosa 0.15 x
Dyer's Greenweed Genista tinctoria 0.1 x
Autum n Gentian Gentianella/gentiana amarella 0.2 x
Chiltern Gentian Gentianella/gentiana germanica 0.15 x
Marsh Gentian Gentiana pneumonanthe 0.15 x
Cut-leaved Crane's-bill Geranium dissectum 0.1
Sm all-flowered Cranesbill Geranium pusillum 0.05
Herb-Robert Geranium robertianum 0.2
W ood Avens Geum urbanum 0.2
Sea-m ilkwort Glaux maritima/generalis 0.2
Small Sweet-grass Glyceria declinata (Glyceria notata/plicata  
declinata)
subsp. 0.05
Reed Sweet Grass Glyceria maxima/aquatica 0.2
Plicate Sweet-grass Glyceria notata/plicata 0.05
W eedy cudweed Gnaphalium/Pseudognaphalium/Helichrysum
album
luteo- 0.05
Heath Cudweed Gnaphalium/Omalotheca sylvaticum 0.05 x
Marsh Cudweed Gnaphalium uliginosum (Filaginella uliginosa) 0.05
Fragrant Orchid Gymnadenia conopsea 0.2 x
Annual Sea Purslane Atriplex/Halimione/Obione pedunculata 0.1 x
Bog Orchid Hammarbya/Malaxis paludosa 0.05 x
Ivy Hedera helix 0.25
Downy Oat-grass Helictotrichon/Avenula pubescens 0.2
Smooth R upturew ort Herniaria glabra 0.2
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232 Smooth Hawkweed Hieracium laevigatum /tridentatum /rigidum ) 0.1
233 New England Hawkweed Hieracium sabaudum 0.05
234 Leafy Hawkweed Hieracium umbellatum subsp. hollandiae) 0.2
235 Holy Grass Hierochloë odorata (Anthoxanthum nitens) 0.1 x
236 Seabuckthorn Hippophae rhamnoides 0.25
237 Yorkshire-fog Holcus lanatus 0.35
238 Sea Sandwort Honkenya peploides 0.05
239 Sea Barley Hordeum marinum 0.05 x
240 W all Barley Hordeum murinum 0.05
241 M eadow  Barley Hordeum secalin um/pratense/no dosum 0.15 x
242 Hop Humulus lupulus 0.2
243 Marsh Pennywort Hydrocotyle vulgaris 0.25
244 Marsh St. John's-wort Hypericum elodes 0.15 x
245 Trailing St. John's-wort Hypericum humifusum 0.1
246 Spotted St. John 's-w ort Hypericum maculatum 0.05 x
247 St. John's w o rt Hypericum perforatum 0.3
248 Slender St John's-wort Hypericum pulchrum 0.25 x
249 Square-stalked St. John 's-w ort Hypericum tetrapterum/quadrangulum 0.05
250 Common Holly Ilex aquifolium 0.1
251 Coral-necklace Illecebrum verticillatum 0.1 x
252 Touch-m e-not Balsam Impatiens noli-tangere 0.15
253 Small Balsam Impatiens parviflora 0.1
254 M eadow  Fleabane Inula britannica 0.15
255 Ploughman's Spikenard Inula conyzae 0.15
256 Yellow Flag Iris pseudacorus 0.25
257 Sharp-flowered Rush Juncus acutiflorus 0.2
258 Jonc des grenouilles Juncus ambiguus (Juncus bufonius subsp. 0.1
ambiguus/subsp. ranarius)
259 N orthern Green Rush Juncus anceps/alpinoarticulatus subsp. atricapillus 0.15
260 Arctic rush Juncus balticus/arcticus subsp. Balticus 0.15
261 Toad Rush Juncus bufonius/minutulus) 0.05
262 Round-fru ited Rush Juncus compressus 0.1
263 Compact Rush (Common Rush) Juncus conglomeratus/subuliflorus 0.2
264 Thread Rush Juncus filifo rm is 0.1 x
265 N orthern Green Rush Juncus alpinoarticulatus subsp. alpinoarticulatus 0.15 x
266 Saltmarsh Rush Juncus gerardii 0.2
267 Hard Rush Juncus inflexus/glaucus 0.1
268 Sea Rush Juncus maritimus 0.1
269 Heath Rush Juncus squarrosus 0.15
270 Juncus tenageia 0.05 x
271 Slender Rush Juncus tenuis 0.05
272 Common Juniper Juniperus communis 0.05 x
273 Field Scabious Knautia arvensis (Scabiosa arvensis) 0.2 x
274 Crested Hair-grass Koeleria macrantha/albescens/gracilis/cristata 0.25
275 Prickly Lettuce Lactuca serriola/scariola 0.05
276 W hite  Dead-nettle Lamium album 0.1
277 Hen-bit Dead-nettle Lamium amplexicaule 0.2
278 Yellow Archangel Lamiastrum/Lamium galeobdolon (Galeobdolon luteum) 0.4
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Red Dead-nettle Lamium purpureum 0.1
N ipp lew ort Lapsana communis 0.1
Marsh Pea Lathyrus palustris 0.15
M eadow  Vetchling Lathyrus pratensis (Pisum pratense) 0.15
Tuberous Pea Lathyrus tuberosus 0.05
Rough Hawkbit Leontodon hispidus 0.3 x
Lesser Hawkbit Leontodon saxatilis/taraxacoides/nudicaulus (Thrincia 
hirta)
0.1
Sum mer Snowflake Leucojum aestivum 0.1 x
W ild Privet Ligustrum vulgare 0.15
M ud w o rt Limosella aquatica 0.05
Ivy-leaved Toadflax Cymbalaria muralis (Linaria/Antirrhinum cymbalaria) 0.1
Dw arf Snapdragon Chaenorhinum/Antirrhinum minus (Linaria minor) 0.2
Common Toadflax Linaria vulgaris 0.1
Fairy Flax Linum catharticum 0.35 x
Fen Orchid Liparis loeselii 0.1 x
Common G rom well Lithospermum officinale 0.1
Shoreweed Littorella uniflora 0.4 x
Italian Rye Grass Lolium m ultiflorum 0.05
Common honeysuckle Lonicera periclymenum 0.2
Narrow-leaved B ird 's-foot Trefoil Lotus glaber/tenuis/corniculatus subsp. tenuifolius 0.15
Hairy W ood-rush Luzula pilosa 0.15
Great W ood-rush Luzula sylvatica 0.1
Marsh Clubmoss Lycopodiella inundata (Lycopodium inundatum) 0.1 x
Annual Bugloss Anchusa/Lycopsis arvensis 0.1
Yellow Pimpernel Lysimachia nemorum 0.1
Creeping-Jenny Lysimachia nummularia 0.15
Purple Loosestrife Lythrum salicaria 0.25
M ay Lily Maianthemum bifolium 0.15
Common M allow Malva neglecta 0.2
Com m on/H igh M allow Malva sylvestris 0.05
Scentless M ayweed Tripleurospermum maritimum (Matricaria indorata, 
Chamaemelum inodorum)
0.1
Spotted M edick Medicago arabica 0.1
Sickle medic Medicago fa lcata/sativa subsp. fa lcata 0.35
Lucerne Medicago sativa 0.05
Common Cow-wheat Melampyrum pratense 0.05
W hite  Campion Silene pratensis/alba/latifolia subsp. alba (Melandrium  
album, Lychnis alba/vespertina)
0.05
Red Campion Silene dioica (Melandrium rubrum/dioicum) 0.2
W ood M elick Melica uniflora 0.15
W hite  M e lilo t Melilotus alba 0.2
W horled M in t Mentha x verticillata 0.05
Dog's M ercury Mercurialis perennis 0.15
M edlar Mespilus germanica 0.05
W ood m ille t Milium effusum 0.2
Three-nerved Sandwort Moehringia trinervia 0.15
Purple Moor-grass Molinia caerulea (subsp. arundinacea) 0.35
W all Lettuce Mycelis/Lactuca muralis 0.05
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326 Field Forget-m e-not Myosotis arvensis/intermedia 0.05
327 Changing Forget-m e-not Myosotis discolor 0.1
328 Early Forget-m e-not Myosotis ramosissima/hispida 0.2
329 W ate r Forget-m e-not Myosotis scorpioides/palustris 0.2
330 W ood Forget-m e-not Myosotis sylvatica 0.05
331 W ate r Chickweed Myosoton/Stellaria aquaticum 0.05
332 M ousetail Myosurus minimus 0.05
333 Bog M yrtle Myrica gale 0.1 x
334 Mat-grass Nardus stricta 0.15 x
335 Bog Asphodel Narthecium ossifragum 0.1 x
336 W ater-cress Nasturtium officinale (Rorippa nasturtium-aquaticum) 0.05
337 Fine-leaved W a te r-d ropw ort Oenanthe aquatica 0.1
338 Tubular W a te r-d ropw ort Oenanthe fistulosa 0.1
339 Parsley W a te r-d ropw ort Oenanthe lachenalii 0.05 x
340 Common Eveningprimrose Oenothera biennis 0.05
341 Common Restharrow Ononis repens subsp. repens 0.15
342 Spiny Restharrow Ononis repens subsp. spinosa (Ononis 
spinosa/campestris)
0.15 x
343 Adder's Tongue Ophioglossum vulgatum 0.05
344 Early Marsh-Orchid Dactylorhiza incarnata 0.1 x
345 Broad-leaved Marsh Orchid Dactylorhiza majalis (Orchis majalis/fistulosa/latifolia, 
Dactylorhiza fistulosa)
0.05 x
346 M ilita ry  orchid Orchis m ilitaris 0.05 x
347 Green-winged Orchid Anacamptis morio (Orchis morio) 0.1 x
348 Southern M arsh-orchid Dactylorhiza praetermissa/majalis subsp. praetermissa 0.15
349 W ild M arjoram Origanum vulgare (Thymus origanum) 0.4
350 Star o f Bethlehem Ornithogalum umbellatum 0.1
351 B ird 's-foot Ornithopus perpusillus 0.15
352 Clove-scented Broomrape Orobanche caryophyllacea 0.1
353 Royal Fern Osmunda regalis 0.4
354 W ood-sorre l Oxalis acetosella 0.1
355 Upright Yellow-sorrel Oxalis stricta/fontana/europaea 0.1
356 Cranberry Vaccinium macrocarpon (Oxycoccus macrocarpos) 0.35
357 Prickly Poppy Papaver argemone 0.05
358 Long-headed Poppy Papaver dubium 0.1
359 Common Poppy Papaver rhoeas 0.05
360 Sea Hard-grass Parapholis strigosa 0.25
361 Herb-Paris Paris quadrifolia 0.2 x
362 Grass o f Parnassus Parnassia palustris 0.2 x
363 W ild Parsnip Pastinaca sativa 0.15
364 Marsh Lousewort Pedicularis palustris (subsp. opsiantha) 0.1 x
365 Lousewort Pedicularis sylvatica 0.1 x
366 W ater-purslane Lythrum/Peplis portula 0.05
367 B utte rbur Petasites hybridus 0.05
368 M ilk  Parsley Peucedanum carvifolia 0.1 x
369 Sand Cat's-tail Phleum arenarium 0.15
370 Black Rampion Phyteuma spicatum subsp. nigrum (Phyteuma nigrum) 0.1 x
371 Oxtongue Hawkweed Picris hieracioides 0.15
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G reater Burnet-saxifrage Pimpinella major 0.15
Burnet Saxifrage Pimpinella saxifraga 0.25
G reater Plantain Plantago major subsp. intermedia 0.05
G reater Plantain Plantago major subsp. major 0.1
Sea Plantain Plantago m aritima 0.25 x
Hoary Plantain Plantago media 0.2 x
Lesser Butterfly-O rchid Platanthera bifolia (subsp. bifolia) 0.1 x
Flattened Meadow-grass Poa compressa 0.1
W ood Meadow-grass Poa nemoralis 0.15
Swamp Meadow-grass Poa palustris 0.05
Tufted M ilkw o rt Polygala comosa 0.2 x
Heath M ilkw o rt Polygala serpyllifolia 0.05 x
Angular Solom on's seal Polygonatum odoratum/officinale 0.1
Common B istort Persicaria/Polygonum bistorta 0.05
Copse Bindweed Fallopia/Polygonum/Bilderdykia dumetorum 0.05
W ater-pepper Persicaria/Polygonum hydropiper 0.15
Small W ater-pepper Persicaria/Polygonum minor 0.05
Tasteless W ater-pepper Persicaria/Polygonum mitis 0.05
W hite  Poplar Populus alba 0.1
Grey Poplar Populus x  canescens 0.05
Black Poplar Populus nigra 0.05
Aspen Populus tremula 0.1
Trailing Torm entil Potentilla anglica/procumbens 0.1
Silverweed Potentilla anserina 0.15
Hoary Cinquefoil Potentilla argentea 0.15
Barren S trawberry Potentilla sterilis/fragariastrum (Fragaria sterilis) 0.05 x
Spreading Cinquefoil Potentilla supina 0.1
Spring Cinquefoil Potentilla tabernaemontani/verna/neumanniana 0.1
Oxlip Primula elatior 0.2
Cowslip Primula veris/officinalis 0.2 x
W ild Cherry Prunus/Cerasus avium 0.15
Bird Cherry Prunus padus 0.15
Bracken Pteridium aquilinum 0.15
Reflexed Saltmarsh-grass Puccinellia distans 0.1
Borrer's Saltmarsh-grass Puccinellia fasciculata/pseudodistans 0.1 x
Common Fleabane Pulicaria dysenterica 0.1
Round-leaved W intergreen Pyrola rotundifolia 0.15 x
Sessile oak Quercus petraea/sessilis 0.1
Allseed Radiola linoides 0.15 x
Goldilocks Buttercup Ranunculus auricomus 0.1
Bulbous Buttercup Ranunculus bulbosus 0.2
Lesser Spearwort Ranunculus flam m ula 0.2
G reater Spearwort Ranunculus lingua 0.1
Hairy Buttercup Ranunculus sardous 0.1
Cursed C row foot Ranunculus sceleratus 0.15
W ild Radish Raphanus raphanistrum 0.05
W ild M ignonette Reseda lutea 0.05
Buckthorn Rhamnus cathartica 0.05
G reater Yellow Rattle Rhinanthus angustifolius/serotinus/major 0.2
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422 Yellow Rattle Rhinanthus minor 0.15 x
423 Black Currant Ribes nigrum 0.15
424 Red currant Ribes rubrum/sylvestre/vulgare 0.05
425 Gooseberry Ribes uva-crispa 0.1
426 Great Yellow-cress Rorippa amphibia (Sisymbrium amphibium) 0.15
427 Marsh Yellow-cress Rorippa palustris/islandica 0.05
428 Creeping Yellow-cress Rorippa sylvestris (Nasturtium sylvestre) 0.05
429 Burnet Rose Rosa pimpinellifolia/spinosissima 0.15
430 Ramanas Rose Rosa rugosa 0.1
431 Common Sorrel Rumex acetosa 0.3
432 Hybrid Dock Rumex pratensis(x)/x acutus/crispus x obtusifolius) 0.15
433 Sharp Dock Rumex conglomeratus 0.05
434 Curly Dock Rumex crispus 0.15
435 Golden Dock Rumex maritimus 0.05
436 Marsh Dock Rumex palustris 0.05
437 W ood Dock Rumex sanguineus 0.1
438 Narrow-leaved sorrel Rumex thyrsiflorus (Acetosa thyrsiflora, Rumex acetosa 
subsp. thyrsiflorus)
0.15
439 Annual Pearlwort Sagina apetala 0.05
440 Sea Pearlwort Sagina m aritima 0.3
441 Knotted pearlw ort Sagina nodosa 0.15 x
442 Procum bent Pearlwort Sagina procumbens 0.1
443 Eared W illow Salix aurita 0.05
444 Goat W illow Salix caprea 0.05
445 Grey W illow Salix cinerea subsp. cinerea 0.25
446 Salix dasyclados 0.1
447 Bay W illow Salix pentandra 0.2
448 Purple W illow Salix purpurea 0.05
449 Alm ond W illow Salix triandra/amygdalina 0.1
450 Basket w illow Salix viminalis 0.1
451 M eadow  Clary Salvia pratensis 0.25 x
452 Common Elder Sambucus nigra 0.3
453 Red-berried Elder Sambucus racemosa 0.05
454 Brookweed Samolus valerandi 0.1
455 Salad Burnet Sanguisorba m inor subsp. minor 0.25 x
456 Great Burnet Sanguisorba officinalis 0.15
457 Sanicle Sanicula europaea 0.1 x
458 Soapwort Saponaria officinalis 0.05
459 Scotch Broom Cytisus/Sarothamnus scoparius 0.05
460 Basil Thyme Clinopodium/Calamintha/Satureja/Thymus acinos 
(Acinos arvensis)
0.05 x
461 W ild Basil Clinopodium vulgare (Satureja vulgaris, Calamintha 
clinopodium)
0.15 x
462 Rue-leaved Saxifrage Saxifraga tridactylites 0.1
463 Pincushion Flower Scabiosa columbaria 0.4 x
464 Bluebells Hyacinthoïdes non-scripta 0.05
465 Common Club-rush Schoenoplectus lacustris (Scirpus lacustris subsp. 
lacustris)
0.05
466 Sea Club-rush Bolboschoenus/Scirpus maritimus 0.2
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467 Flat-sedge Blysmus compressus (Scirpus cariciformis/planifolius) 0.15 x
468 Saltmarsh Flat-sedge Blysmus/Scirpus rufus 0.15 x
469 Bristle Club-rush Isolepis setacea (Scirpus setaceus) 0.05
470 W ood Club-rush Scirpus sylvaticus/expansus 0.05
471 Grey Club-rush Schoenoplectus tabernaemontani (Scirpus lacustris 
subsp. tabernaemontani/glaucus)
0.15
472 Annual Knawel (German Knotgrass) Scleranthus annuus subsp. annuus 0.05
473 Perennial Knawel Scleranthus perennis 0.25 x
474 W ate r F igwort Scrophularia auriculata/balbisii/aquatica 0.15
475 Common Figwort Scrophularia nodosa 0.05
476 Common Skullcap Scutellaria galericulata 0.1
477 W hite  Stonecrop Sedum album 0.15
478 Reflexed Stonecrop Sedum rupestre/reflexum 0.1 x
479 Tasteless Stonecrop Sedum sexangulare/boloniense 0.25
480 Marsh Ragwort Jacobaea aquatica (Senecio aquaticus) 0.1
481 Marsh fleaw o rt Tephroseris palustris (Senecio 
congestus/palustris/tubicaulis)
0.05
482 Broad-leaved Ragwort Senecio sarracenicus/fluviatilis 0.05
483 W ood Ragwort Senecio nemorensis/ovatus/fuchsii 0.1
484 Fen Ragwort Jacobaea paludosa (Senecio paludosus) 0.15
485 Sticky Groundsel Senecio viscosus 0.1
486 Green foxta il Setaria viridis 0.05
487 Sand Catchfly Silene conica 0.05
488 Nottingham  Catchfly Silene nutans 0.15
489 Spanish Catchfly Silene otites 0.1 x
490 Bladder Campion Silene vulgaris 0.1
491 Charlock Sinapis arvensis 0.05
492 Tall Rocket Sisymbrium altissimum 0.05
493 Hedge M ustard Sisymbrium officinale 0.1
494 Lesser W ater-parsnip Berula erecta 0.15
495 Great W ater-parsnip Great water-parsnip 0.1
496 Goldenrod Solidago virgaurea 0.05 x
497 Marsh Sow-thistle Sonchus palustris 0.05
498 Least Bur-reed Sparganium natans/minimum 0.1 x
499 Corn Spurrey Spergula arvensis 0.15
500 Pearlwort Spurrey Spergula morisonii 0.25
501 G reater Sea-spurrey Spergularia media (subsp. Angustata) (Spergularia 
m arginata/maritima, Arenaria marina)
0.2
502 Sand Spurrey Spergularia rubra/campestris 0.05
503 Salt Sandspurry Spergularia salina/marina 0.25
504 Field W oundw ort Stachys arvensis 0.25 x
505 Bog S titchw ort Stellaria uliginosa/alsine 0.05
506 Lesser S titchw ort Stellaria graminea 0.1
507 G reater S titchw ort Stellaria holostea 0.05
508 Lesser Chickweed Stellaria pallida (Stellaria media subsp. pallida/subsp. 
apetala)
0.15
509 Marsh S titchw ort Stellaria palustris 0.1
510 Devil's-bit Scabious Succisa pratensis/praemorsa (Scabiosa succisa) 0.2 x
511 Dandelion Taraxacum celticum 0.05 x
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512 Dandelion Taraxacum obliquum 0.05
513 Dandelion Taraxacum palustre 0.05
514 Yew Taxus baccata 0.15
515 Shepherd's Cress Teesdalia nudicaulis 0.15
516 W ild Thyme Thymus serpyllum 0.15 x
517 Small-leaved Lime Tilia cordata/ulm ifolia/parvifolia 0.15
518 Large-leaved Lime Tilia platyphyllos 0.05
519 Upright Hedge-parsley Torilis japonica 0.05
520 Hare's-foot Clover Trifolium arvense 0.05
521 Hop Trefoil Trifolium campestre 0.1
522 Straw berry clover Trifolium fragiferum 0.15
523 Swedish Clover Trifolium hybridum 0.05
524 Marsh Arrowgrass Triglochin palustris 0.05
525 Yellow Oat-grass Trisetum flavescens 0.25 x
526 C oltsfoot Tussilago fa rfa ra  (Tussligo generalis) 0.05
527 Small-leaved Elm Ulmus m inor/campestris/carpinifolia/procera 0.15
528 Small N ettle Urtica urens 0.1
529 Bilberry Vaccinium myrtillus 0.2
530 Cowberry Vaccinium vitis-idaea 0.2
531 Marsh Valerian Valeriana dioica 0.15 x
532 Common Cornsalad Valerianella locusta 0.05
533 Dark m ullein Verbascum nigrum 0.05
534 M ulle in Verbascum thapsus 0.05
535 Vervain Verbena officinalis 0.05
536 Green Field-speedwell Veronica agrestis 0.1
537 Blue W ate r Speedwell Veronica anagallis-aquatica 0.05
538 W all Speedwell Veronica arvensis 0.2
539 Brooklime Veronica beccabunga 0.05
540 Pink W ater-speedw ell Veronica catenata (Veronica anagallis-aquatica subsp. 
aquatica)
0.05
541 Ivy-leaved Speedwell Veronica hederifolia 0.1
542 Long-Leaf Speedwell Veronica longifolia 0.2
543 W ood Speedwell Veronica montana 0.1
544 Marsh Speedwell Veronica scutellata 0.05
545 Thyme-leaved Speedwell Veronica serpyllifolia 0.05
546 Large speedwell Veronica austriaca subsp. teucrium 0.05 x
547 Guelder Rose Viburnum opulus 0.15
548 Narrow-leaved Vetch Vicia sativa/angustifolia 0.1
549 Hairy Tare Vicia hirsuta 0.1
550 Spring Vetch Vicia lathyroides 0.1
551 Narrow-leaved Vetch Vicia sativa subsp. sativa 0.05
552 Smooth Tare Vicia tetrasperma subsp. tetrasperma 0.05
553 Dw arf Periw inkle Vinca m inor 0.1
554 Field Pansy Viola arvensis (Viola tricolor subsp. arvensis) 0.25
555 Heath Dog-violet Viola canina 0.15 x
556 Seaside Pansy Viola curtisii (Viola tricolor subsp. curtisii/subsp. 
maritima)
0.15
557 Hairy V io le t Viola hirta 0.15
558 Marsh V io le t Viola palustris 0.15
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559 Early Dog-violet Viola reichenbachiana/sylvestris 0.2
560 Common Dog V io le t Viola riviniana 0.1
561 Teesdale V io le t Viola rupestris 0.1
562 Fen V io let Viola persicifolia/stagnina 0.1 x
563 Heartsease Viola tricolor 0.05
564 Rat's-tail Fescue Vulpia myuros 0.1
565 Cat's ta il Phleum nodosum/hubbardii/bertolonii/pratense 
serotinum/subsp. Nodosum
subsp. 0.05
566 Marsh M arigold Caltha palustris 0.1 x
567 Common M ouse-ear Cerastium holosteoides/fontanum  
holosteoides/subsp. Glabrescens
subsp. 0.05 x
568 Blue fescue (Hard fescue) Festuca brevipila/trachyphylla/cinerea/ovina 
cinerea
subsp. 0.1
569 Narrow-leaved M eadow-grass Poa angustifolia (Poa pratensis subsp. angustifolia) 0.1
570 Velvet Bent Agrostis canina 0.25
571 Brown Bent Agrostis vinealis/stricta/pusilla/coarctata/canina  
montana/var. arida
subsp. 0.25
572 Carex x timmiana 0.15
573 Smooth Brome Bromus racemosus 0.1 x
574 Blackberry Rubus fruticosus 0.35
575 Common Glasswort Salicornia europaea/ramosissima/brachystachya 0.15
576 Saltw ort Salicornia procumbens/stricta/dolichostachya 0.15
577 Broad-leaved Marsh Orchid Dactylorhiza fistulosa/majalis subsp.majalis 
m ajalis/fistulosa/latifolia)
(Orchis 0.15 x
578 Square-stalked W illow herb Epilobium tetragonum /adnatum /lam yi 0.05
579 Sweet Briar Rosa rubiginosa/eglanteria 0.1
580 Narrow-leaved Ragwort Senecio inaequidens 0.1
581 Oat Avena sativa 0.15
582 Rape Brassica napus 0.1
583 Barley Hordeum vulgare 0.2
584 Rye Secale cereale 0.1
585 W heat Triticum 0.05
586 Norway M aple Acer platanoides 0.05
587 Horse Chestnut Aesculus hippocastanum 0.05
588 Red Oak Quercus rubra/borealis 0.15
589 Locust tree Robinia pseudoacacia 0.05
590 Common Elder Sambucus nigra cv. laciniata 0.05
591 Wych Elm Ulmus glabra 0.05
592 Common Spike-rush Eleocharis palustris (Scirpus palustris) 0.1
593 Common Stork's-bill Erodium cicutarium 0.05
594 Tufted Forget-m e-not Myosotis laxa subsp. cespitosa 0.05
595 Toad Rush/ Frog Rush Juncus bufonius/minutulus+Juncus ambiguus 0.05
596 Heath W ood-rush Luzula multiflora/pallescens 0.25
597 Crab Apple Malus sylvestris/domestica/acerba (Pyrus malus) 0.05
598 Lesser M eadow-rue Thalictrum minus 0.1 x
599 Purple Chokeberry Aronia x prunifolia/floribunda/atropurpurea) 0.05
600 Early D og-v io let/ Common Dog V io le t Viola reichenbachiana/sylvestris+Viola riviniana 0.05
601 Rubus corylifolius 0.05
602 Rhododendron Rhododendron ponticum 0.05
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603 Snowberry Symphoricarpus albus 0.0S
604 Little Green Sedge Carex serotina/scandinavica/tumidicarpa/demissa/ 
oederi/ viridula
0.1
60S Bifid H em p-nettle  /  Common Hemp- 
nettle
Galeopsis b ifida /te trah it subsp. Bifida+Galeopsis tetrah it 0.2S
606 Larix decidua 0.1S
607 Larix kaempferi 0.2S
60S Picea abies 0.0S
609 Picea sitchensis 0.0S
610 Pinus nigra 0.1S
611 Black Poplar Populus x  canadensis 0.1S
612 Douglas Fir Pseudotsuga menziesii 0.1
613 Potato Solanum tuberosum 0.1
614 Corn Zea mays 0.0S
61S Rigid Eyebright Euphrasia stricta/stricta-stricta /arctica/curta/ 
micrantha/nemorosa/borealis
0.2 x
616 Red Bartsia Odontites vernus/litoralis/verna/rubra (Euphrasia 
odontites)
0.1S x
617 G reater Plantain Plantago major subsp. major 0.1
61S Hairy Rock-cress Arabis hirsuta subsp. hirsuta 0.0S
619 Thyme-leaved Sandwort Arenaria serpyllifolia 0.1S
620 Yellow -w ort Blackstonia perfoliata/acuminata (Chlora perfoliata) 0.1
621 Deergrass Trichophorum cespitosum subsp. germanicum (Scirpus 
cespitosus (subsp. germanicus))
0.1S x
622 Marsh Bedstraw Galium palustre/elongatum 0.3
623 Leafy spurge Euphorbia esula/waldsteinii/x pseudovirgata 0.1S
624 Green F igwort Scrophularia umbrosa/aquatica 0.0S
62S Goat's-beard Tragopogon pratensis subsp. pratensis 0.1
CS. Physical-geographical regions and vegetation types included
Table C2: Combinations o f physical geographical regions and vegetation types included in 







North Sea area x x
Tidal area x
Closed estuaries x
Rivers x x x
Hills x x
Urban area x
Sea clay x x
Peat x x
Higher sand grounds south x x x x
Higher sand grounds north x x x x x
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Table D1: Ecotoxicity data and (chemical-specific) ecotoxicological effect factors






Cas nr. Name TMoA (g/l) Ox n x median perc median perc
100-44-7 benzyl ch lo ride AABR -2.25 0.26 6 1.8E+02 1.1E+02 2.9E+02 1.3E+01 5.2E-02 1.8E+02
10061-01-5 c is-1 ,3 -d ich lo ropropene AABR -2.18 0.13 3 1.5E+02 9.4E+01 2.6E+02 1.1E+01 4.4E-02 1.6E+02
106-51-4 1,4-benzoquinone AABR -4.11 0.02 2 1.3E+04 1.0E+04 1.6E+04 9.7E+02 3.4E+00 1.3E+04
106-88-7 1,2-epoxybutane AABR -1.01 0.14 3 1.0E+01 6.1E+00 1.8E+01 7.9E-01 2.9E-03 1.1E+01
106-89-8 1-chloro-2,3-epoxypropa ne AABR -1.59 0.19 8 3.9E+01 2.9E+01 5.2E+01 3.1E+00 1.2E-02 3.9E+01
107-02-8 acryla l dehyde AABR -3.84 0.66 27 7.0E+03 4.2E+03 1.2E+04 5.4E+02 2.0E+00 7.3E+03
107-05-1 3-Chloro-1-propene AABR -1.60 0.90 7 4.0E+01 8.5E+00 1.8E+02 2.7E+00 1.1E-02 6.2E+01
107-13-1 a c ry lo n itr ile AABR -1.66 0.28 23 4.6E+01 3.7E+01 5.8E+01 3.6E+00 1.3E-02 4.6E+01
107-18-6 a l lyl a lcoho l AABR -2.95 0.55 9 9.0E+02 4.1E+02 2.0E+03 6.5E+01 2.6E-01 1.0E+03
107-19-7 2-Propyn-1-ol AABR -2.42 0.60 3 2.6E+02 2.5E+01 2.7E+03 1.8E+01 4.0E-02 6.6E+02
110-16-7 ma l e ic acid AABR -1.14 0.81 4 1.4E+01 1.4E+00 1.2E+02 9.3E-01 2.4E-03 3.1E+01
110-65-6 but-2-yne-1,4-diol AABR -1.18 0.50 3 1.5E+01 2.1E+00 1.0E+02 1.1E+00 2.7E-03 3.0E+01
111-44-4 Chlorex (B is(2-chloro e thyl) e ther) AABR -0.60 0.41 3 4.0E+00 8.1E-01 2.0E+01 2.8E-01 7.9E-04 6.6E+00
111-91-1 bi s (2-ch l o roe thoxy)m ethane AABR -0.72 0.03 2 5.2E+00 3.9E+00 6.9E+00 3.8E-01 1.4E-03 5.4E+00
123-31-9 hyd roqui none AABR -3.40 0.86 12 2.5E+03 8.8E+02 7.0E+03 1.8E+02 7.0E-01 3.2E+03
130-15-4 1,4-na ph thoqu i none AABR -3.72 1.69 4 5.2E+03 5.6E+01 5.3E+05 3.2E+02 2.5E-01 7.5E+04
144-49-0 Fl uoroace ta te AABR -0.91 0.61 3 8.2E+00 8.2E-01 8.7E+01 5.6E-01 1.2E-03 2.1E+01
151-56-4 e thy lene  im ine AABR -2.06 0.79 2 1.1E+02 2.1E-02 4.0E+05 7.4E+00 3.3E-04 4.1E+04
1886-81-3 Dodecyl benzene su lfo n a te AABR -2.06 0.28 3 1.1E+02 3.8E+01 3.3E+02 8.3E+00 2.4E-02 1.5E+02
27541-88-4 Qui nona mid AABR -2.97 0.35 2 9.4E+02 2.5E+01 3.9E+04 6.2E+01 4.8E-02 5.5E+03
3347-22-6 D ith ia  non AABR -3.23 1.69 15 1.7E+03 3.0E+02 1.0E+04 1.2E+02 3.7E-01 3.2E+03
3687-13-6 SD-7727 AABR -2.41 0.08 2 2.5E+02 1.1E+02 5.4E+02 1.9E+01 5.5E-02 3.0E+02
40596-69-8 m ethoprene AABR -3.00 1.39 14 1.0E+03 2.2E+02 4.6E+03 7.0E+01 2.4E-01 1.6E+03
4170-30-3 C rotonaldehyde AABR -1.52 1.46 5 3.3E+01 1.3E+00 8.4E+02 2.1E+00 3.9E-03 1.6E+02
481-39-0 Juglone AABR -3.69 0.84 11 4.9E+03 1.7E+03 1.4E+04 3.5E+02 1.3E+00 6.5E+03
5392-40-5 citra l AABR -2.10 0.28 3 1.2E+02 4.3E+01 3.8E+02 9.1E+00 3.0E-02 1.6E+02
542-75-6 1,3-d ich lo ropropene AABR -2.49 0.37 18 3.1E+02 2.2E+02 4.3E+02 2.3E+01 9.0E-02 3.1E+02
55-18-5 N -n itrosod ie thy la  mi ne AABR -0.83 0.90 6 6.8E+00 1.3E+00 3.7E+01 4.6E-01 1.5E-03 1.1E+01
563-47-3 3-chloro-2-m ethyl p ropene AABR -1.67 0.46 3 4.7E+01 7.2E+00 2.8E+02 3.5E+00 8.1E-03 8.4E+01
58-27-5 2-m ethyl-1,4-na ph thoqu i none AABR -3.50 0.64 2 3.2E+03 6.2E+00 4.1E+06 2.0E+02 2.4E-02 1.8E+05
62-75-9 N -n itrosod im e thy l am ine AABR -0.73 1.30 6 5.4E+00 4.8E-01 6.3E+01 3.5E-01 1.0E-03 1.5E+01
64-67-5 d ie thy l sul phate AABR -1.35 1.13 3 2.2E+01 2.6E-01 1.9E+03 1.4E+00 1.1E-03 2.3E+02
72-48-0 Al i za ri n AABR -2.68 0.19 2 4.8E+02 6.7E+01 3.5E+03 3.3E+01 6.0E-02 9.1E+02
75-21-8 Ethylene oxide AABR -0.73 0.36 4 5.3E+00 2.0E+00 1.4E+01 3.8E-01 1.4E-03 6.4E+00
76-03-9 T rich lo roace tic  acid AABR 0.07 1.13 13 8.6E-01 2.4E-01 3.1E+00 6.2E-02 2.2E-04 1.2E+00
77-78-1 d im ethy l sul phate AABR -1.74 0.40 3 5.5E+01 1.2E+01 2.7E+02 4.0E+00 1.1E-02 9.0E+01
79-06-1 acryla m ide AABR -0.84 0.34 12 6.8E+00 4.6E+00 1.0E+01 5.3E-01 2.0E-03 6.9E+00
79-08-3 Brom oacetic acid AABR -2.23 1.47 2 1.7E+02 8.9E-05 1.5E+09 9.1E+00 1.4E-06 2.9E+07
79-10-7 acrylic acid AABR -0.51 0.80 5 3.2E+00 5.4E-01 1.8E+01 2.3E-01 6.7E-04 5.7E+00
79-11-8 ch lo roace tic  acid AABR -2.15 1.92 3 1.4E+02 8.0E-02 3.3E+05 6.2E+00 4.5E-04 1.8E+05
79-43-6 D ich lo roace tic  acid AABR -0.45 1.12 3 2.8E+00 3.3E-02 2.2E+02 1.7E-01 1.3E-04 2.7E+01
80-33-1 Ovex AABR -2.99 0.26 3 9.9E+02 3.6E+02 2.7E+03 7.0E+01 2.4E-01 1.2E+03
80-38-6 Fenson AABR -2.16 0.08 2 1.5E+02 6.9E+01 3.3E+02 1.1E+01 2.9E-02 1.7E+02
82-45-1 1-a mi noa nthra qui none AABR -2.02 0.70 3 1.1E+02 6.7E+00 1.4E+03 7.0E+00 9.9E-03 5.5E+02
84-65-1 anthra qu inone AABR -2.33 1.26 5 2.1E+02 1.3E+01 2.9E+03 1.4E+01 2.9E-02 8.0E+02
85-42-7 cycl ohexa ne-1,2-dica rboxyl ic AABR -0.73 0.48 3 5.4E+00 8.3E-01 3.2E+01 3.8E-01 9.5E-04 9.6E+00
85-43-8 1,2,3,6-tetra hydrophtha l i c AABR -0.78 0.50 3 6.0E+00 8.1E-01 4.3E+01 4.2E-01 1.2E-03 1.1E+01
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48 86-30-6 N -N itrosod ipheny la  mi ne AABR -1.95 0.22 2 9.0E+01 1.1E+01 8.4E+02 6.6E+00 9.3E-03 2.0E+02
49 87-68-3 hexa chl o robu ta-1 ,3 -d iene AABR -3.07 0.89 16 1.2E+03 4.9E+02 2.9E+03 9.1E+01 2.8E-01 1.6E+03
50 96-09-3 styrene oxide AABR -1.79 0.26 3 6.2E+01 2.2E+01 1.7E+02 4.4E+00 1.5E-02 7.5E+01
51 103-11-7 2-ethyl hexyl acryl ate AT -1.16 0.47 3 1.4E+01 2.3E+00 8.7E+01 6.2E-06 6.0E-23 9.3E+00
52 105-75-9 di butyl fuma rate AT -3.16 0.11 5 1.5E+03 1.1E+03 1.9E+03 5.0E-04 1.0E-20 8.3E+02
53 105-76-0 d ibu ty l m alea te AT -2.27 0.62 3 1.9E+02 1.7E+01 1.9E+03 8.2E-05 6.1E-22 1.1E+02
54 106-63-8 isobuty l acrylate AT -2.64 0.05 2 4.4E+02 2.5E+02 7.4E+02 1.4E-04 1.7E-21 2.7E+02
55 140-88-5 Ethyl acrylate AT -2.27 0.34 3 1.9E+02 5.0E+01 6.9E+02 6.3E-05 1.4E-21 1.1E+02
56 15625-89-5 2-ethyl-2-[[(1-oxoal ly l)oxy]m ethyl ]- 
1,3-propa nediyl d iacry la te AT -2.22 0.52 3 1.6E+02 2.1E+01 1.3E+03 7.6E-05 3.4E-22 1.5E+02
57 1663-39-4 te rt-bu ty l acrylate AT -1.04 0.43 3 1.1E+01 2.1E+00 5.8E+01 5.3E-06 6.8E-23 6.4E+00
58 2439-35-2 2-(d im ethyl am ino )e thy l acrylate AT -2.45 1.04 3 2.8E+02 5.3E+00 1.6E+04 1.0E-04 4.2E-22 3.8E+02
59 36557-27-4 1-Methyl ethyl ester, 11-methoxy- 
3,7,11-tri methyl -2 ,4 -dodecad ieno ic  
acid AT -2.77 0.26 10 5.9E+02 4.2E+02 8.4E+02 2.1E-04 4.5E-21 3.5E+02
60 623-91-6 Di ethyl fuma rate AT -2.29 0.09 2 1.9E+02 8.1E+01 4.8E+02 6.8E-05 4.4E-22 1.2E+02
61 624-48-6 di methyl ma lea te AT -1.45 1.44 3 2.8E+01 9.0E-02 8.3E+03 8.1E-06 7.9E-23 5.3E+01
62 96-33-3 Methyl acrylate AT -1.86 0.46 4 7.3E+01 2.1E+01 2.6E+02 2.4E-05 4.4E-22 4.3E+01
63 102-76-1 tr iace ti n D -0.97 0.68 3 9.4E+00 7.2E-01 1.3E+02 1.2E-01 2.7E-06 2.8E+01
64 103-23-1 bis(2-e thy lhexyl) ad ipa te D -2.05 1.52 3 1.1E+02 2.6E-01 4.1E+04 1.1E+00 6.5E-06 5.3E+03
65 105-53-3 d ie thy l m alona te D -0.97 0.85 3 9.4E+00 2.9E-01 2.5E+02 1.1E-01 2.7E-06 3.8E+01
66 106-65-0 di methyl succi na te D -0.88 1.28 3 7.6E+00 4.6E-02 1.0E+03 8.0E-02 6.6E-07 9.3E+01
67 108-24-7 aceti c acid a nhydride D -0.25 0.66 3 1.8E+00 1.3E-01 2.4E+01 2.3E-02 8.4E-07 4.9E+00
68 111-55-7 Ethyleneglycol d iace ta te D -1.08 0.04 2 1.2E+01 7.7E+00 1.9E+01 1.6E-01 7.3E-06 1.7E+01
69 1119-40-0 di methyl gl u tara te D -1.45 0.47 3 2.8E+01 4.7E+00 1.8E+02 3.7E-01 1.1E-05 5.6E+01
70 117-81-7 bis(2-e thy lhexyl) p h tha la te D -1.81 1.55 11 6.5E+01 9.2E+00 4.6E+02 8.8E-01 2.5E-05 1.6E+02
71 131-11-3 di methyl phtha la te D -0.98 0.36 15 9.6E+00 6.6E+00 1.4E+01 1.4E-01 5.7E-06 1.2E+01
72 1634-78-2 M alaoxon D -4.36 1.29 2 2.3E+04 4.0E-02 9.9E+09 2.2E+02 5.3E-06 1.8E+08
73 20679-58-7 2-butene-1,4-diyl
b is (b rom oace ta te ) D -3.51 0.38 5 3.3E+03 1.4E+03 7.7E+03 4.6E+01 2.2E-03 4.8E+03
74 23060-14-2 2-Merca p tod ie thy ls  ucci na te D -1.39 0.09 2 2.5E+01 9.6E+00 6.0E+01 3.5E-01 1.2E-05 4.2E+01
75 26761-40-0 d i- ''is o d e c y l'' p h tha la te D -1.31 1.75 3 2.0E+01 2.3E-02 1.8E+04 1.9E-01 6.1E-07 1.2E+03
76 28553-12-0 d i- ''is o n o n y l'' p h tha la te D -2.67 0.48 4 4.7E+02 1.3E+02 1.7E+03 6.3E+00 2.4E-04 7.8E+02
77 50512-35-1 Iso p ro th io la  ne D -2.07 0.17 3 1.2E+02 6.0E+01 2.3E+02 1.6E+00 8.0E-05 1.6E+02
78 627-93-0 di methyl ad ipa te D -1.07 1.26 3 1.2E+01 8.7E-02 1.6E+03 1.4E-01 1.1E-06 1.3E+02
79 7434-40-4 etha ne-1,2-diyl bis(oxyetha ne-2,1- 
d iy l) b ish ep tanoa te D -1.77 1.40 3 5.8E+01 3.0E-01 1.3E+04 5.5E-01 4.8E-06 1.2E+03
80 84-61-7 dicyclohexyl ph tha la te D -3.77 0.53 3 5.9E+03 7.4E+02 4.5E+04 7.9E+01 2.1E-03 1.4E+04
81 84-66-2 DEP D -1.37 0.52 18 2.3E+01 1.4E+01 3.8E+01 3.2E-01 1.7E-05 3.2E+01
82 84-69-5 d iiso b u ty l p h tha la te D -2.76 0.55 3 5.7E+02 6.9E+01 4.9E+03 7.3E+00 1.9E-04 1.6E+03
83 84-74-2 d ibu ty l ph tha la te D -2.85 0.57 21 7.2E+02 4.4E+02 1.2E+03 1.0E+01 4.2E-04 9.7E+02
84 85-68-7 benzyl butyl ph tha la te D -2.48 0.89 20 3.0E+02 1.4E+02 6.7E+02 4.3E+00 1.7E-04 4.3E+02
85 95-92-1 d ie thy l oxa la te D -0.40 0.26 3 2.5E+00 9.1E-01 7.3E+00 3.5E-02 1.5E-06 3.9E+00
86 3572-06-3 Cue-lure EN -1.76 0.05 2 5.8E+01 3.3E+01 9.9E+01 3.9E-03 7.5E-09 3.8E+01
87 6382-06-5 2-Hydroxypropa noic acid, Pentyl 
es te r EN -0.80 0.24 2 6.3E+00 5.3E-01 7.9E+01 4.1E-04 2.4E-10 5.5E+00
88 103-09-3 2-ethyl hexyl acetate EN -2.95 0.58 3 8.9E+02 9.9E+01 8.3E+03 5.5E-02 1.2E-07 6.9E+02
89 105-37-3 ethyl p rop iona te EN -0.80 0.51 24 6.3E+00 4.2E+00 9.5E+00 4.3E-04 9.8E-10 4.0E+00
90 105-38-4 vinyl p rop iona te EN -1.29 0.39 3 2.0E+01 4.2E+00 9.5E+01 1.3E-03 3.5E-09 1.4E+01
91 105-54-4 ethyl butyrate EN -0.44 0.66 3 2.7E+00 2.3E-01 3.7E+01 1.7E-04 2.9E-10 2.3E+00
92 108-05-4 vi nyl acetate EN -1.44 0.28 7 2.7E+01 1.7E+01 4.4E+01 1.7E-03 4.9E-09 1.7E+01
93 108-21-4 Isopropyl acetate EN -0.29 0.43 4 1.9E+00 5.9E-01 6.2E+00 1.3E-04 2.7E-10 1.3E+00
94 109-60-4 propyl acetate EN -0.63 0.49 4 4.3E+00 1.1E+00 1.6E+01 2.9E-04 6.6E-10 2.8E+00















































Appendix to chapter 5
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110-27-0 isopropyl m yrista te EN -0.36 1.11 3 2.3E+00 3.0E-02 1.9E+02 1.3E-04 1.4E-10 3.4E+00
110-42-9 methyl decanoate EN -2.22 2.14 3 1.7E+02 4.1E-02 7.0E+05 5.5E-03 9.6E-10 3.3E+04
111-11-5 methyl octa noate EN -2.18 1.19 3 1.5E+02 1.4E+00 1.5E+04 7.3E-03 7.9E-09 3.0E+02
111-15-9 2-ethoxyethyl acetate EN -0.86 0.66 9 7.3E+00 2.9E+00 1.8E+01 4.6E-04 1.3E-09 4.5E+00
1115-20-4 3-hydroxy-2,2-dimethyl propyl 3- 
hydroxy-2,2-di methyl p rop iona te EN 0.08 0.34 3 8.3E-01 2.3E-01 3.0E+00 5.1E-05 1.3E-10 5.4E-01
112-07-2 2-butoxyethyl acetate EN -0.94 0.58 3 8.8E+00 9.8E-01 8.2E+01 5.1E-04 1.0E-09 6.5E+00
114-07-8 Erythromyci n EN -2.44 2.80 2 2.7E+02 7.6E-11 2.9E+15 1.5E-02 3.2E-15 4.9E+10
118-55-8 Phenyl sa licy la te EN -2.92 0.04 2 8.4E+02 5.7E+02 1.2E+03 5.7E-02 1.1E-07 5.5E+02
118-61-6 ethyl sa licy la te EN -1.73 0.04 2 5.4E+01 3.5E+01 7.8E+01 3.6E-03 7.3E-09 3.6E+01
119-36-8 methyl sa licy la te EN -2.15 0.88 3 1.4E+02 4.8E+00 4.5E+03 7.6E-03 6.7E-09 2.4E+02
123-86-4 n-butyl acetate EN -0.93 0.51 8 8.4E+00 3.8E+00 1.8E+01 5.5E-04 1.4E-09 5.8E+00
123-92-2 Isoa myl acetate EN -0.93 0.34 2 8.4E+00 2.6E-01 2.7E+02 5.5E-04 2.3E-10 8.8E+00
124-17-4 2-(2-butoxyethoxy)ethyl acetate EN -1.39 1.06 3 2.4E+01 3.8E-01 1.5E+03 1.2E-03 1.5E-09 4.2E+01
125-12-2 exo-1,7,7-
trim e thy l b icyc lo [2.2.1]hept-2-yl 
acetate EN -2.52 0.77 3 3.3E+02 1.7E+01 6.0E+03 1.9E-02 3.1E-08 3.9E+02
134-20-3 Anthra ni lic  acid, Methyl es te r EN -1.71 0.20 4 5.1E+01 2.9E+01 8.7E+01 3.3E-03 8.2E-09 3.3E+01
138-22-7 2-H ydroxypropanoic acid, Butyl 
es te r EN -0.61 0.46 3 4.0E+00 7.2E-01 2.4E+01 2.6E-04 4.3E-10 3.0E+00
141-78-6 Ethyl acetate EN -0.18 0.47 29 1.5E+00 1.1E+00 2.1E+00 9.9E-05 2.5E-10 9.9E-01
14437-17-3 C hlorfenprop-m ethyl EN -4.94 1.00 7 8.8E+04 1.6E+04 4.7E+05 5.6E+00 1.3E-05 6.4E+04
15662-33-6 Rya nodi ne EN -1.94 0.46 3 8.8E+01 1.5E+01 5.2E+02 5.8E-03 9.9E-09 6.1E+01
1929-73-3 (2,4-D ich lorophenoxy)acetic acid, 2- 
Butoxyethyl es te r EN -2.41 0.73 29 2.6E+02 1.5E+02 4.4E+02 1.8E-02 4.3E-08 1.7E+02
19329-89-6 Lactic acid, Isopentyl es te r EN -0.83 0.16 2 6.7E+00 1.3E+00 3.6E+01 4.6E-04 4.3E-10 5.2E+00
19480-43-4 MCPA, Butoxyethyl es te r EN -2.65 0.41 2 4.5E+02 6.1E+00 2.6E+04 2.9E-02 1.2E-08 6.2E+02
22212-55-1 Endaven EN -2.92 0.07 2 8.3E+02 3.9E+02 1.8E+03 5.6E-02 9.3E-08 5.7E+02
2545-59-7 2,4,5-T 2-butoxyethyl es te r EN -2.92 0.43 7 8.3E+02 4.0E+02 1.7E+03 5.5E-02 1.5E-07 5.2E+02
27355-22-2 Ftha lide EN -0.64 0.63 3 4.4E+00 3.9E-01 5.0E+01 2.8E-04 5.4E-10 3.9E+00
29104-30-1 Benzoxi mate EN -1.94 0.76 5 8.7E+01 1.6E+01 4.6E+02 5.7E-03 1.3E-08 6.3E+01
3084-62-6 (2,4,5-Trich lorophenoxy)acetic acid, 
2-Butoxypropyl es te r EN -3.04 1.11 3 1.1E+03 1.7E+01 9.0E+04 7.0E-02 5.1E-08 1.8E+03
32534-95-5 Silvex, isooctyl es te r EN -2.01 0.52 2 1.0E+02 4.8E-01 1.3E+04 6.8E-03 1.4E-09 2.5E+02
33125-97-2 (R)-1-(1-Phenyl ethyl )-1H-im i dazol e- 
5-carboxylic acid ethyl es te r EN -2.96 0.35 4 9.2E+02 3.7E+02 2.4E+03 6.1E-02 1.5E-07 6.1E+02
3772-94-9 D odecanoi c acid, 
Pentach lorophenyl es te r EN -1.61 0.68 2 4.1E+01 3.0E-02 3.8E+04 2.7E-03 2.9E-10 1.7E+02
502-44-3 hexa n-6-ol ide EN -0.48 0.13 3 3.0E+00 1.9E+00 5.0E+00 1.9E-04 5.6E-10 1.9E+00
533-23-3 (2,4-D ich lorophenoxy)acetic acid, 
Ethyl es te r EN -2.71 0.26 4 5.1E+02 2.6E+02 1.1E+03 3.3E-02 8.5E-08 3.4E+02
540-88-5 te rt-bu ty l acetate EN -0.04 0.52 4 1.1E+00 2.7E-01 4.3E+00 7.1E-05 1.4E-10 7.1E-01
554-12-1 methyl p rop iona te EN -0.04 0.22 2 1.1E+00 1.1E-01 1.1E+01 7.0E-05 6.8E-11 9.1E-01
59-06-3 Ethopabate EN -1.12 0.47 3 1.3E+01 2.1E+00 8.0E+01 8.6E-04 1.6E-09 1.0E+01
622-45-7 cylcohexyl acetate EN -0.87 0.33 2 7.4E+00 2.3E-01 2.2E+02 4.6E-04 2.4E-10 7.9E+00
628-63-7 n-pentyl acetate EN -0.76 0.64 4 5.7E+00 1.0E+00 3.3E+01 3.9E-04 9.6E-10 4.4E+00
69806-50-4 Fusilade EN -3.01 0.23 3 1.0E+03 4.2E+02 2.6E+03 6.4E-02 1.3E-07 6.8E+02
706-14-9 ga mma-Deca nol actone EN -0.69 1.50 2 4.9E+00 1.6E-06 2.8E+07 2.6E-04 3.5E-13 1.1E+04
7286-84-2 Methyl chlora mben EN -2.72 0.11 4 5.2E+02 3.9E+02 7.0E+02 3.5E-02 8.8E-08 3.3E+02
7397-62-8 butyl glycol la te EN -1.40 0.82 3 2.5E+01 1.0E+00 6.0E+02 1.5E-03 2.3E-09 2.6E+01
7659-86-1 2-ethylhexyl m ercaptoaceta te EN -2.62 0.76 3 4.2E+02 2.0E+01 8.3E+03 2.5E-02 3.4E-08 3.6E+02
79-20-9 methyl acetate EN -0.50 0.47 3 3.2E+00 5.5E-01 2.1E+01 2.0E-04 4.3E-10 2.1E+00
80-62-6 methyl m ethacrylate EN -0.35 0.19 7 2.2E+00 1.6E+00 3.1E+00 1.4E-04 4.1E-10 1.4E+00
868-77-9 2-hydroxyethyl m ethacryla te EN -1.08 0.62 2 1.2E+01 2.0E-02 6.4E+03 7.5E-04 7.4E-11 3.8E+01
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141 886-86-2 e thy l-3 -am i nobenzoate  
m e th a n e su lfo n ic  acid s a lt EN -1.22 0.11 4 1.7E+01 1.2E+01 2.2E+01 1.1E-03 2.6E-09 1.1E+01
142 93-89-0 ethyl benzoate EN -1.79 0.28 3 6.2E+01 2.0E+01 1.9E+02 4.2E-03 1.0E-08 4.3E+01
143 94-09-7 Benzocain EN -1.55 0.11 15 3.5E+01 3.1E+01 4.0E+01 2.4E-03 6.1E-09 2.3E+01
144 96-48-0 gam m a-bu tyro lactone EN -0.94 0.81 3 8.7E+00 4.1E-01 2.1E+02 4.8E-04 7.9E-10 8.8E+00
145 97-64-3 2-Hydroxy p ropano ic  acid, Ethyl 
es te r EN -0.08 0.49 3 1.2E+00 1.8E-01 7.7E+00 8.0E-05 1.2E-10 9.5E-01
146 97-88-1 Butyl m ethacryla te EN -0.90 0.01 2 7.9E+00 7.3E+00 8.5E+00 5.4E-04 1.2E-09 5.1E+00
147 1918-02-1 Picloram NN -1.51 0.60 17 3.2E+01 1.8E+01 5.8E+01 1.6E+01 1.8E+00 4.6E+01
148 2207-01-4 cis-1,2-Di methyl cycl ohexa ne NN -2.32 0.24 2 2.1E+02 1.7E+01 2.6E+03 1.0E+02 3.2E+00 1.3E+03
149 2439-01-2 O xythioqui nox NN -1.99 1.30 6 9.8E+01 8.4E+00 1.1E+03 4.3E+01 1.8E+00 6.3E+02
150 3566-10-7 Amoba m NN -1.87 0.42 5 7.4E+01 3.0E+01 1.8E+02 3.6E+01 3.6E+00 1.3E+02
151 6491-02-7 3'-Chl o ro -3 -n itro s a lic y la n ilid e NN -3.23 0.36 22 1.7E+03 1.3E+03 2.3E+03 9.0E+02 1.0E+02 2.0E+03
152 7783-06-4 Hydrogen su lfid e NN -3.53 1.31 33 3.4E+03 1.4E+03 8.2E+03 1.6E+03 1.8E+02 5.8E+03
153 8066-11-3 6-Chloro-N-(1,1-di methyl ethyl )-N'- 
ethyl-1 ,3 ,5-triazi ne-2 ,4-d iam i ne 
m ixt. w ith  N-(1,1-di methyl ethyl )-N'- 
e thy l-6 -(m e thy lth NN -2.46 0.33 4 2.9E+02 1.2E+02 6.9E+02 1.4E+02 1.4E+01 5.0E+02
154 100-37-8 2 -d ie thy l am ino e th a n o l NN -1.20 0.28 3 1.6E+01 5.3E+00 4.6E+01 1.4E+00 4.0E-02 2.7E+01
155 100-41-4 e thy lbenzene NN -1.54 0.59 16 3.5E+01 1.9E+01 6.3E+01 1.8E+01 1.5E+00 9.5E+01
156 100-42-5 s tyre n e NN -1.67 0.57 14 4.7E+01 2.5E+01 8.7E+01 4.5E+01 5.1E+00 1.3E+02
157 10042-84-9 Sodium  n it r i lo tr i acetate NN -0.86 0.26 3 7.3E+00 2.7E+00 1.9E+01 3.6E+00 3.1E-01 1.3E+01
158 100-51-6 benzyl a lcoho l NN -0.67 0.92 7 4.7E+00 9.8E-01 2.2E+01 2.1E+00 1.7E-01 1.4E+01
159 100-66-3 a n iso le NN -1.18 0.68 3 1.5E+01 1.0E+00 2.2E+02 6.8E+00 2.3E-01 1.1E+02
160 100-97-0 m ethena m ine NN 1.74 0.16 4 1.8E-02 1.2E-02 2.8E-02 3.1E+01 3.3E+00 9.7E+01
161 101-02-0 Triphenyl ester, Phosphorous acid NN -3.25 0.27 5 1.8E+03 9.8E+02 3.2E+03 8.9E+02 9.7E+01 2.4E+03
162 10102-44-0 n itrogen d iox ide NN -1.42 0.48 5 2.6E+01 9.2E+00 7.4E+01 1.2E+01 1.2E+00 5.1E+01
163 101-05-3 a n ila z in e NN -3.47 0.66 22 3.0E+03 1.7E+03 5.2E+03 2.7E+01 1.7E+00 2.0E+02
164 101-27-9 Ba rba n NN -2.77 0.75 9 5.9E+02 2.1E+02 1.7E+03 2.8E+02 2.7E+01 1.2E+03
165 101-55-3 4-brom ophenyl phenyl e th e r NN -2.58 1.15 2 3.8E+02 4.9E-03 3.8E+07 1.6E+02 6.9E-04 2.4E+07
166 101-83-7 dicycl ohexyl am ine NN -2.46 1.11 3 2.9E+02 3.8E+00 2.1E+04 1.3E+02 9.9E+00 7.3E+02
167 101-84-8 d ipheny l e th e r NN -2.80 0.32 6 6.3E+02 3.4E+02 1.2E+03 2.9E-01 1.7E-02 2.4E+00
168 102-08-9 N,N'-Di phenyl th iou rea NN -1.45 0.39 2 2.8E+01 4.3E-01 1.2E+03 1.3E+01 9.9E-02 6.8E+02
169 102-09-0 di phenyl ca rbona te NN -2.73 0.64 3 5.3E+02 4.6E+01 7.4E+03 2.2E+00 2.1E-01 7.0E+00
170 102-71-6 2 ,2 ',2 ''-n itri l o tri etha nol NN 0.33 0.58 5 4.7E-01 1.3E-01 1.7E+00 3.2E+00 1.8E-01 3.0E+01
171 102-82-9 tri butyl am ine NN -3.36 0.47 3 2.3E+03 3.7E+02 1.4E+04 1.2E+02 1.3E+01 4.3E+02
172 103-65-1 n-propyl benzene NN -2.46 0.83 5 2.9E+02 4.7E+01 1.8E+03 1.3E+02 8.5E+00 1.0E+03
173 103-69-5 N-ethyl a n ilin e NN -1.58 0.64 5 3.8E+01 9.3E+00 1.5E+02 4.6E-02 4.3E-03 1.8E-01
174 103-82-2 Phenyl acetic  acid NN -1.26 1.10 3 1.8E+01 2.8E-01 1.5E+03 7.8E+00 6.5E-02 6.9E+02
175 103-84-4 a ce ta n ilid e NN -0.55 0.41 3 3.5E+00 6.9E-01 1.7E+01 1.1E+02 8.2E+00 6.4E+02
176 104-75-6 2-ethyl hexyl am ine NN -2.05 0.22 3 1.1E+02 4.9E+01 2.6E+02 5.6E+01 5.0E+00 1.7E+02
177 104-76-7 2-ethyl hexan-1-ol NN -1.51 0.41 5 3.3E+01 1.3E+01 8.2E+01 6.4E+03 3.0E+02 6.9E+04
178 104-93-8 4-m ethyl a n iso le NN -1.07 0.50 3 1.2E+01 1.7E+00 8.3E+01 1.8E-02 1.7E-03 8.9E-02
179 105-55-5 N ,N '-d iethyl th iou rea NN -0.92 0.25 3 8.4E+00 3.0E+00 2.2E+01 4.2E+00 3.8E-01 1.5E+01
180 105-60-2 capro lactam NN 0.48 0.28 3 3.3E-01 1.1E-01 1.0E+00 1.6E-01 1.4E-02 6.3E-01
181 10599-90-3 m onochl ora mi ne NN -3.53 0.74 24 3.4E+03 1.9E+03 6.1E+03 1.7E+03 1.9E+02 4.7E+03
182 10605-21-7 Ca rbenda zi m NN -2.67 1.09 13 4.7E+02 1.4E+02 1.6E+03 2.2E+02 2.0E+01 1.0E+03
183 106-24-1 3,7-di methyl octa -2,6-d ien-1-o l NN -2.43 0.13 3 2.7E+02 1.6E+02 4.6E+02 1.4E+02 1.5E+01 3.5E+02
184 106-42-3 p-xylene NN -1.79 0.77 7 6.2E+01 1.6E+01 2.3E+02 2.9E+01 2.5E+00 1.5E+02
185 106-43-4 4-ch lo ro to l uene NN -1.97 0.37 3 9.4E+01 2.1E+01 3.8E+02 9.1E-02 1.0E-02 2.0E-01
186 106-46-7 1,4-d ich lorobenzene NN -2.01 0.54 16 1.0E+02 5.9E+01 1.8E+02 7.8E+01 8.2E+00 2.0E+02
187 106-68-3 3-Octa none NN -0.70 0.59 2 5.1E+00 1.3E-02 1.9E+03 2.3E+00 4.5E-03 1.1E+03
188 106-93-4 1,2-Di b rom oethane NN -1.71 0.43 7 5.1E+01 2.5E+01 1.1E+02 2.5E+01 2.7E+00 7.8E+01























































Appendix to chapter 5
dTU/dC (l/g) dmsPAF/dC (l/g)
Cas nr. Name TMoA
Mx
(g/l) Ox n x median
95th
_th5 perc perc median
95th
_th5 perc perc
107-01-7 bu tene, m ixed -1- and -2- isom ers NN -1.70 0.09 3 5.0E+01 3.4E+01 7.3E+01 2.0E+00 4.7E-02 4.5E+01
107-06-2 1,2-dichl o roe thane NN -0.78 0.65 14 6.1E+00 3.0E+00 1.2E+01 2.3E-01 1.3E-02 2.4E+00
107-10-8 n-propyl a mi ne NN -0.26 0.36 2 1.8E+00 5.9E-02 8.3E+01 8.4E-01 1.2E-02 3.7E+01
107-11-9 a l lyla mi ne NN -1.57 0.52 26 3.7E+01 2.5E+01 5.5E+01 1.9E+01 2.1E+00 4.6E+01
107-21-1 e thane-1 ,2-d io l NN 1.42 0.84 8 3.8E-02 1.1E-02 1.4E-01 3.4E-01 9.5E-03 6.7E+00
107-41-5 2-methyl penta ne-2,4-diol NN 0.77 0.23 9 1.7E-01 1.2E-01 2.3E-01 9.9E+00 1.1E+00 2.2E+01
107-92-6 butyric acid NN -0.55 0.39 6 3.5E+00 1.7E+00 7.4E+00 2.2E+01 1.6E+00 1.0E+02
108-01-0 2 -d im ethyl a m in o e th a n o l NN -1.28 0.40 3 1.9E+01 3.9E+00 9.0E+01 4.4E+01 5.0E+00 1.1E+02
108-10-1 4-M ethyl-2-penta  none NN -0.01 0.31 6 1.0E+00 5.6E-01 1.8E+00 5.1E-01 5.7E-02 1.4E+00
108-11-2 4-M ethyl-2-penta  nol NN -0.31 0.18 2 2.1E+00 3.2E-01 1.4E+01 1.0E+00 4.7E-02 7.0E+00
1081-34-1 a -te rth ieny l NN -5.06 0.32 7 1.1E+05 6.7E+04 2.0E+05 5.8E+04 6.5E+03 1.5E+05
108-18-9 di isopropyl a mi ne NN -0.91 0.64 15 8.1E+00 4.1E+00 1.6E+01 4.0E+00 4.3E-01 1.2E+01
108-20-3 d iisop ropy l e th e r NN 0.21 0.72 4 6.1E-01 8.7E-02 4.2E+00 1.8E+05 1.7E+04 4.9E+05
108-38-3 m-xylene NN -1.77 0.60 9 5.9E+01 2.5E+01 1.4E+02 2.9E+01 3.1E+00 9.5E+01
1085-98-9 Dichl ofl uan id NN -3.35 1.11 10 2.3E+03 5.0E+02 9.9E+03 1.0E+03 8.8E+01 6.0E+03
1086-02-8 P yrid in itri l NN -1.93 1.52 5 8.5E+01 3.0E+00 2.4E+03 3.6E+01 7.9E-01 1.3E+03
108-67-8 1,3,5-tri methyl benzene NN -1.67 0.37 4 4.7E+01 1.7E+01 1.3E+02 2.3E+01 2.3E+00 8.6E+01
108-70-3 1,3,5-Trichlorobenzene NN -2.38 1.21 2 2.4E+02 1.3E-03 9.4E+07 9.9E+01 4.5E-04 1.6E+07
108-77-0 2,4,6-tri ch loro-1,3,5-triazi ne NN 0.28 0.14 3 5.2E-01 3.0E-01 9.0E-01 1.7E-01 1.5E-02 6.3E-01
108-85-0 Bromocycl ohexa ne NN -2.32 0.13 4 2.1E+02 1.5E+02 3.0E+02 1.1E+02 1.2E+01 2.5E+02
108-86-1 Brom obenzene NN -2.43 0.32 3 2.7E+02 7.7E+01 9.7E+02 1.3E+02 1.1E+01 5.8E+02
108-87-2 Methyl cycl ohexa ne NN -1.16 1.30 7 1.4E+01 1.6E+00 1.3E+02 6.5E+00 3.3E-01 7.3E+01
108-88-3 to l uene NN -1.23 0.67 46 1.7E+01 1.2E+01 2.5E+01 4.1E+00 4.5E-01 1.1E+01
108-90-7 ch lorobenzene NN -1.94 0.85 16 8.7E+01 3.7E+01 2.0E+02 6.4E+00 7.0E-01 1.5E+01
108-91-8 cycl ohexyl am ine NN -1.12 0.46 6 1.3E+01 5.5E+00 3.1E+01 9.1E+00 1.1E+00 2.1E+01
108-93-0 cycl ohexa nol NN -0.08 0.13 4 1.2E+00 8.5E-01 1.7E+00 3.1E+00 3.5E-01 9.1E+00
108-94-1 cycl ohexa none NN -0.16 0.06 3 1.5E+00 1.1E+00 1.9E+00 5.1E+02 5.8E+01 1.1E+03
109-06-8 2-methyl pyrid i ne NN -0.28 0.39 3 1.9E+00 4.3E-01 8.2E+00 1.2E+00 1.1E-01 5.2E+00
109-46-6 N,N '-D ibutyl th iou rea NN -2.11 0.76 3 1.3E+02 7.0E+00 2.4E+03 5.8E+01 1.7E+00 1.2E+03
109-52-4 Penta noi c acid NN -0.99 0.40 4 9.8E+00 3.3E+00 2.9E+01 4.7E+00 4.4E-01 2.0E+01
109-53-5 isobu ty l vi nyl e th e r NN -0.33 0.58 3 2.2E+00 2.4E-01 2.1E+01 1.4E-01 6.6E-04 1.7E+01
109-55-7 3-ami no propyl d im  ethyl am i ne NN -1.13 0.19 3 1.3E+01 6.4E+00 2.7E+01 6.1E+00 5.1E-03 2.8E+03
109-57-9 1 -a lly l-2 -th iou rea NN 0.02 0.74 2 9.6E-01 4.1E-04 2.0E+03 2.6E+02 3.0E+01 5.5E+02
109-66-0 penta ne NN -2.43 0.38 3 2.7E+02 6.3E+01 1.3E+03 1.9E+00 2.2E-01 6.1E+00
109-70-6 1-Bromo-3-chl oropropa ne NN -1.26 0.19 2 1.8E+01 2.7E+00 1.4E+02 9.1E+00 4.3E-01 7.0E+01
109-73-9 n-butyla m ine NN -0.94 0.62 6 8.7E+00 2.7E+00 2.9E+01 4.2E+00 3.9E-01 1.8E+01
109-79-5 N-Buta n e th io l NN 0.16 0.19 2 6.9E-01 9.1E-02 4.9E+00 3.4E-01 1.6E-02 2.7E+00
109-86-4 2-m ethoxyetha nol NN 0.57 0.75 3 2.7E-01 1.4E-02 5.1E+00 3.6E+00 1.2E-04 1.2E+04
109-89-7 D ie thy lam ine NN -0.86 0.62 7 7.2E+00 2.5E+00 2.1E+01 3.4E+00 3.5E-01 1.3E+01
109-92-2 ethyl vi nyl e th e r NN -0.32 0.67 3 2.1E+00 1.6E-01 2.7E+01 6.4E-01 4.4E-02 3.8E+00
109-99-9 Tetrahyd rofuran NN 0.52 0.23 3 3.0E-01 1.3E-01 7.3E-01 1.5E-01 1.4E-02 5.1E-01
110-12-3 5-methyl hexa n-2-one NN -0.40 0.43 4 2.5E+00 7.8E-01 8.2E+00 3.2E+00 3.4E-01 8.0E+00
110-54-3 n-hexane NN -1.28 1.54 12 1.9E+01 3.1E+00 1.2E+02 8.5E+00 6.2E-01 7.1E+01
110-58-7 a myla mi ne NN -0.87 0.17 2 7.4E+00 1.4E+00 3.9E+01 3.7E+00 1.8E-01 2.1E+01
110-63-4 bu tane-1 ,4-d io l NN -0.07 0.21 3 1.2E+00 5.4E-01 2.6E+00 2.5E-02 2.7E-03 6.2E-02
110-80-5 2-ethoxyetha nol NN -1.00 2.65 3 1.0E+01 4.0E-04 3.7E+05 1.6E+01 1.7E+00 5.7E+01
110-82-7 cycl ohexa ne NN -0.84 0.97 13 6.9E+00 2.3E+00 2.1E+01 3.3E+00 3.2E-01 1.0E+01
110-83-8 Cyclohexene NN -1.34 0.96 5 2.2E+01 2.7E+00 1.9E+02 9.7E+00 5.2E-01 1.0E+02
110-85-0 pi pera zi ne NN -0.66 0.80 3 4.5E+00 1.9E-01 1.1E+02 4.2E-01 4.8E-02 8.8E-01
110-88-3 1,3,5-tri oxa ne NN 1.08 0.27 3 8.3E-02 2.9E-02 2.3E-01 1.2E+02 1.2E+01 3.0E+02
110-91-8 M orphol i ne NN -0.83 0.43 8 6.8E+00 3.5E+00 1.3E+01 3.4E+00 3.8E-01 9.9E+00
110-97-4 1 ,1 '-im inod ip ropa  n-2-ol NN -0.45 0.41 3 2.8E+00 6.0E-01 1.4E+01 4.3E+03 1.2E+02 7.3E+04
110-98-5 1,1'-oxydi propa n-2-ol NN 1.33 0.14 3 4.7E-02 2.8E-02 8.0E-02 5.3E+01 5.9E+00 1.4E+02
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243 1112-38-5 O,O-Di m ethyl ester, 
P ho sp h o ro d ith io ic  acid NN -1.59 0.23 3 3.9E+01 1.6E+01 1.0E+02 1.9E+01 1.8E+00 6.5E+01
244 111-26-2 n-hexyla m ine NN -1.56 0.45 2 3.7E+01 3.0E-01 3.3E+03 1.7E+01 9.5E-02 1.1E+03
245 111-27-3 1-Hexa nol NN -0.53 0.51 9 3.4E+00 1.6E+00 7.1E+00 1.7E+00 1.8E-01 5.2E+00
246 111-40-0 2 ,2 '- im inod i(e thy l am ine) NN -0.38 0.54 5 2.4E+00 7.3E-01 7.6E+00 1.6E+01 1.0E-01 1.2E+03
247 111-41-1 2-(2-am i noethyl am i no)eth a nol NN -0.92 0.72 3 8.3E+00 4.7E-01 1.4E+02 4.0E+00 1.7E-01 4.6E+01
248 111-42-2 2 ,2 '- im in o d ie th a n o l NN -0.59 0.78 17 3.9E+00 1.8E+00 8.2E+00 4.3E+00 4.7E-01 9.1E+00
249 111-48-8 th iod ig lyco l NN 0.11 0.77 3 7.7E-01 3.6E-02 1.4E+01 7.3E-01 8.3E-02 1.7E+00
250 111-65-9 n-octa ne NN -4.96 1.47 2 9.1E+04 2.2E-02 3.2E+11 4.0E+04 1.3E-02 1.4E+11
251 111-69-3 adi p o n itr ile NN -0.14 0.19 5 1.4E+00 9.0E-01 2.1E+00 3.6E+00 4.0E-01 1.0E+01
252 111-70-6 1-Hepta nol NN -1.12 0.27 29 1.3E+01 1.1E+01 1.6E+01 7.1E+00 8.0E-01 1.5E+01
253 111-76-2 2-butoxyetha nol NN 0.12 0.13 7 7.6E-01 6.2E-01 9.5E-01 1.1E+01 1.2E+00 2.5E+01
254 111-77-3 2-(2-m ethoxyethoxy)etha nol NN -0.20 0.17 3 1.6E+00 8.0E-01 3.0E+00 7.2E-01 2.8E-02 1.0E+01
255 111-78-4 1,5-Cycl oocta d iene NN -1.74 0.17 2 5.5E+01 1.0E+01 2.9E+02 2.7E+01 1.4E+00 1.7E+02
256 111-86-4 1-ami nooctane NN -2.97 0.84 3 9.3E+02 3.6E+01 2.2E+04 4.1E+02 8.9E+00 1.2E+04
257 111-87-5 1-Octa nol NN -1.54 0.47 12 3.5E+01 2.0E+01 6.1E+01 1.8E+01 2.0E+00 4.7E+01
258 111-90-0 2-(2-ethoxyethoxy)etha nol NN 1.15 0.27 11 7.1E-02 5.1E-02 1.0E-01 4.5E+01 2.0E+00 5.1E+02
259 111-92-2 d i-n -bu ty la  m ine NN -1.45 0.57 3 2.8E+01 2.9E+00 2.4E+02 1.3E+01 6.8E-01 1.5E+02
260 111-96-6 b is(2-m ethoxye thy l) e th e r NN 0.78 0.14 3 1.6E-01 9.5E-02 2.9E-01 8.7E-02 9.3E-03 2.2E-01
261 112-05-0 N onanoic acid NN -1.41 0.60 2 2.6E+01 3.8E-02 1.1E+04 1.1E+01 1.5E-02 7.5E+03
262 112-18-5 dodecy ld im ethy l a mi ne NN -3.97 0.71 3 9.3E+03 6.2E+02 1.5E+05 4.3E+01 4.5E+00 1.5E+02
263 112-20-9 nonyl am ine NN -2.66 0.01 2 4.5E+02 3.9E+02 5.2E+02 2.4E+02 2.6E+01 5.1E+02
264 112-24-3 tr ie n t i ne NN -1.15 0.79 3 1.4E+01 6.9E-01 3.3E+02 8.3E-01 8.7E-02 2.3E+00
265 112-27-6 2,2'-(ethyl ened ioxy)d ie tha  nol NN 1.69 0.37 5 2.1E-02 9.0E-03 4.6E-02 8.8E-01 3.0E-02 1.1E+01
266 112-29-8 1-Bromodeca ne NN -2.83 1.56 2 6.8E+02 6.3E-05 7.2E+09 2.9E+02 3.3E-05 2.9E+09
267 112-30-1 deca n-1-ol NN -2.39 0.49 6 2.5E+02 1.0E+02 6.3E+02 1.5E+00 1.8E-02 6.8E+01
268 112-34-5 2-(2-butoxyethoxy)ethanol NN 0.39 0.20 6 4.0E-01 2.8E-01 6.0E-01 7.0E+00 6.9E-01 2.0E+01
269 112-35-6 2-(2-(2-
m ethoxyethoxy)ethoxy)etha nol NN 0.13 0.75 3 7.4E-01 4.1E-02 1.3E+01 8.4E+03 8.4E+02 2.3E+04
270 112-42-5 1-Undeca nol NN -2.74 0.31 4 5.5E+02 2.3E+02 1.2E+03 2.7E+02 2.7E+01 8.7E+02
271 112-50-5 2-(2-(2-
e thoxyethoxy)ethoxy)e thanol NN 0.92 0.13 3 1.2E-01 7.4E-02 1.9E-01 7.5E+01 7.3E+00 2.4E+02
272 112-53-8 dodeca n-1-ol NN -2.97 0.12 4 9.4E+02 6.8E+02 1.3E+03 8.3E-01 8.2E-02 2.3E+00
273 112-57-2 3,6,9-
tria  za undeca methyl ened ia  mi ne NN -1.56 1.15 3 3.6E+01 3.9E-01 3.1E+03 5.6E+00 6.5E-01 1.3E+01
274 1126-79-0 n-butyl phenyl e th e r NN -2.50 0.18 3 3.1E+02 1.6E+02 6.4E+02 1.6E+02 1.6E+01 4.5E+02
275 112-69-6 Arm een DM 16D NN -2.54 0.19 3 3.4E+02 1.6E+02 7.4E+02 1.7E+02 1.6E+01 5.0E+02
276 112-90-3 9-octa decenyla mi ne NN -2.89 0.34 4 7.7E+02 3.1E+02 1.9E+03 3.7E+02 3.6E+01 1.3E+03
277 115-07-1 propene, pure NN -1.33 0.11 3 2.1E+01 1.4E+01 3.2E+01 2.7E-02 2.5E-03 1.0E-01
278 115-10-6 di methyl e th e r NN 0.28 0.11 3 5.2E-01 3.4E-01 7.9E-01 1.7E+01 1.8E+00 4.7E+01
279 115-11-7 2-methyl propene NN -1.71 0.09 3 5.1E+01 3.5E+01 7.4E+01 6.6E+01 7.1E+00 1.5E+02
280 115-18-4 2-methyl but-3-en-2-ol NN -0.16 0.45 3 1.4E+00 2.6E-01 8.1E+00 1.3E+02 9.9E-01 7.9E+03
281 115-19-5 2-methyl but-3-yn-2-ol NN -0.12 0.40 3 1.3E+00 2.7E-01 6.3E+00 8.5E+00 9.5E-01 2.0E+01
282 115-20-8 2,2,2-Trichloroetha nol NN -0.59 0.11 14 3.9E+00 3.5E+00 4.4E+00 2.1E+00 2.3E-01 4.3E+00
283 115-86-6 tri phenyl phos pha te NN -2.73 0.98 12 5.4E+02 1.7E+02 1.8E+03 9.7E-01 3.2E-02 1.4E+01
284 116-02-9 3,3,5-tri methyl cycl ohexa nol NN -1.30 0.29 3 2.0E+01 6.4E+00 6.0E+01 1.1E+01 1.2E+00 2.6E+01
285 116-29-0 2,4,5,4'-tetra chl o rod i phenyl su lfone NN -3.10 0.58 10 1.3E+03 5.8E+02 2.8E+03 6.2E+02 6.8E+01 2.0E+03
286 117-18-0 Tecna zene NN -3.22 0.26 7 1.7E+03 1.1E+03 2.6E+03 8.6E+02 9.8E+01 2.1E+03
287 118-74-1 H exachlorobenzene NN -3.31 1.67 9 2.1E+03 2.0E+02 2.2E+04 8.8E+02 4.2E+01 1.2E+04
288 119-32-4 4 -m e th y l-3 -n itro a n ilin e NN -1.72 0.19 2 5.2E+01 8.3E+00 3.6E+02 2.6E+01 1.2E+00 2.0E+02
289 119-61-9 Benzophenone NN -2.51 0.91 3 3.3E+02 9.0E+00 1.2E+04 1.4E+02 2.4E+00 4.9E+03
290 119-64-2 1,2,3,4-Tetra hyd ronaph tha lene NN -1.86 1.07 2 7.3E+01 1.1E-03 3.1E+06 3.1E+01 4.7E-04 1.1E+06
291 120-12-7 anthracene, pure NN -4.29 0.73 15 2.0E+04 9.0E+03 4.2E+04 1.2E+00 1.0E-01 4.9E+00
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120-72-9 Indo le NN -2.51 0.69 2 3.3E+02 2.5E-01 3.7E+05 1.4E+02 8.8E-02 1.3E+05
120-78-5 d i(benzo th iazo l-2 -y l) d is u lp h id e NN -2.68 0.08 3 4.8E+02 3.6E+02 6.4E+02 3.3E+00 3.4E-01 1.4E+01
120-82-1 1,2 ,4-trichlorobenzene NN -2.58 0.56 37 3.8E+02 2.6E+02 5.4E+02 4.6E+02 4.9E+01 1.4E+03
120-92-3 Cycl openta  none NN 0.35 0.20 2 4.5E-01 6.4E-02 3.6E+00 2.2E-01 1.0E-02 1.9E+00
120-93-4 e thy leneurea NN 0.24 1.37 4 5.8E-01 1.5E-02 2.3E+01 2.5E-01 3.6E-03 1.1E+01
120-94-5 N-methyl pyrrol id in e NN -1.97 0.76 2 9.4E+01 3.9E-02 2.5E+05 4.1E+01 7.1E-03 8.0E+04
12125-02-9 Am m oni um chl o ride NN -2.06 0.95 ## 1.2E+02 8.8E+01 1.5E+02 6.1E+01 6.8E+00 1.3E+02
121-44-8 T rie thyla  mi ne NN -0.65 0.51 3 4.5E+00 6.2E-01 3.3E+01 2.1E+00 1.1E-01 1.8E+01
122-39-4 D iphenyl am ine NN -2.67 0.29 4 4.7E+02 2.2E+02 1.0E+03 2.4E+02 2.4E+01 7.2E+02
122-99-6 2-Phenoxyethanol NN -0.64 0.26 2 4.4E+00 3.1E-01 6.9E+01 2.1E+00 5.9E-02 3.2E+01
123-35-3 7-m ethyl-3-m ethyl eneocta -1,6- 
d iene NN -3.11 0.07 3 1.3E+03 9.7E+02 1.7E+03 7.9E+00 4.4E-01 8.2E+01
123-42-2 4-Hyd roxy-4-m ethyl-2-penta none NN 0.30 0.79 4 5.0E-01 6.2E-02 4.3E+00 2.2E-01 1.1E-02 2.4E+00
123-91-1 1,4-Di oxa ne NN 0.82 0.20 5 1.5E-01 9.8E-02 2.3E-01 7.8E-02 8.8E-03 1.9E-01
124-02-7 N-2-Propenyl-2-p ropen-1-am ine NN -1.62 0.04 2 4.2E+01 2.8E+01 6.4E+01 2.2E+01 2.2E+00 5.2E+01
124-04-9 adi pic acid NN -1.19 0.27 3 1.6E+01 5.6E+00 4.5E+01 1.2E-01 3.3E-03 2.5E+00
124-07-2 octa noi c acid NN -0.90 0.06 3 7.9E+00 6.3E+00 9.9E+00 1.4E+00 8.7E-02 8.0E+00
124-09-4 h exam e thy lened iam ine NN -1.57 0.29 3 3.7E+01 1.2E+01 1.2E+02 2.6E+02 2.8E+01 5.7E+02
124-18-5 n-deca ne NN -3.02 2.42 4 1.1E+03 1.4E+00 8.2E+05 4.5E+02 5.2E-01 3.1E+05
124-22-1 l a u ra m i n e NN -4.15 0.23 2 1.4E+04 1.4E+03 1.5E+05 6.8E+03 2.5E+02 7.9E+04
124-30-1 octa decyl am ine NN -3.32 1.30 3 2.1E+03 1.4E+01 3.8E+05 8.8E+00 9.5E-01 1.9E+01
124-40-3 di methyl a mi ne NN -1.18 0.76 6 1.5E+01 3.7E+00 6.4E+01 7.1E+00 5.9E-01 4.0E+01
124-48-1 chl o rod i brom om etha ne NN -1.28 0.13 2 1.9E+01 5.1E+00 7.7E+01 9.6E+00 6.3E-01 4.3E+01
124-68-5 2-ami no-2-m ethyl propa nol NN -0.74 0.45 3 5.4E+00 9.8E-01 3.2E+01 1.0E-02 1.1E-03 3.3E-02
126-30-7 2,2-di methyl propa ne-1,3-diol NN -0.20 0.17 3 1.6E+00 8.2E-01 3.1E+00 1.7E+00 1.2E-01 9.8E+00
127-18-4 te tra  ch lo roe thy lene NN -2.09 0.65 27 1.2E+02 7.4E+01 2.0E+02 6.2E+01 7.0E+00 1.6E+02
129-00-0 Pyrene NN -4.84 0.75 9 6.9E+04 2.3E+04 2.0E+05 3.3E+04 3.2E+03 1.4E+05
132-64-9 Di benzofura n NN -2.62 0.25 6 4.2E+02 2.6E+02 6.7E+02 2.2E+02 2.5E+01 5.3E+02
132-65-0 D ibenzo th iophene NN -3.52 0.47 3 3.3E+03 5.6E+02 2.2E+04 1.5E+03 9.4E+01 1.1E+04
1330-20-7 xylenes NN -1.26 0.63 19 1.8E+01 1.0E+01 3.3E+01 9.2E+00 1.0E+00 2.5E+01
133-49-3 pen ta ch lo ro b en ze n e th io l NN -4.13 0.56 3 1.4E+04 1.6E+03 1.2E+05 1.4E+00 1.4E-01 4.2E+00
1336-21-6 A m m onium  hydroxide NN -2.01 0.37 6 1.0E+02 5.1E+01 2.1E+02 5.1E+01 5.2E+00 1.5E+02
13411-16-0 6-[2-(5-N itro-2-fura nyl )ethenyl ]-2- 
pyrid i nem etha nol NN -2.43 0.38 17 2.7E+02 1.8E+02 3.9E+02 1.4E+02 1.5E+01 3.3E+02
134-62-3 Deet NN -0.79 0.23 2 6.2E+00 5.5E-01 6.6E+01 3.0E+00 1.0E-01 3.1E+01
13826-35-2 3-Phenoxybenzyl a lcoho l NN -1.96 0.15 5 9.1E+01 6.5E+01 1.3E+02 4.7E+01 5.4E+00 1.1E+02
13863-41-7 Bromi ne chl o ride NN -3.47 0.31 8 3.0E+03 1.8E+03 4.8E+03 1.5E+03 1.6E+02 3.8E+03
139-13-9 Ni tr i lo tr i acetic acid NN -0.65 0.37 8 4.4E+00 2.5E+00 7.9E+00 2.2E+00 2.5E-01 6.0E+00
140-31-8 2-pipera zin-1-yl ethyl a mi ne NN -0.93 0.60 3 8.6E+00 8.2E-01 8.3E+01 6.4E+00 1.6E-01 1.4E+02
140-57-8 Ara m ite NN -3.73 0.25 7 5.3E+03 3.4E+03 8.2E+03 2.7E+03 3.0E+02 6.6E+03
141-43-5 2-ami noe thano l NN -0.65 0.43 9 4.5E+00 2.4E+00 8.4E+00 2.8E+01 3.0E+00 6.2E+01
141-82-2 Ma l on ic  acid NN -0.69 0.19 2 4.9E+00 6.8E-01 3.4E+01 2.4E+00 1.1E-01 1.6E+01
1420-04-8 C lo n itra lid NN -3.49 0.76 80 3.1E+03 2.2E+03 4.3E+03 1.6E+03 1.8E+02 3.7E+03
1420-06-0 T rifenm orph NN -3.82 0.52 7 6.5E+03 2.7E+03 1.6E+04 3.1E+03 3.4E+02 1.1E+04
142-28-9 1,3-Di chl oropropa ne NN -1.10 0.45 8 1.3E+01 6.1E+00 2.5E+01 6.2E+00 6.8E-01 1.8E+01
142-62-1 Hexa noi c acid NN -0.72 0.30 2 5.2E+00 2.2E-01 1.0E+02 2.4E+00 4.8E-02 4.7E+01
142-82-5 n-heptane NN -0.46 1.09 8 2.9E+00 5.3E-01 1.6E+01 1.3E+00 1.0E-01 9.1E+00
142-96-1 d i-n-butyl e th e r NN -1.13 0.34 4 1.4E+01 5.4E+00 3.4E+01 6.7E+00 6.5E-01 2.3E+01
143-07-7 l a u ri c aci d NN -1.56 0.03 2 3.6E+01 2.6E+01 5.1E+01 1.9E+01 1.9E+00 4.3E+01
143-08-8 1-Nonanol NN -1.80 0.30 4 6.3E+01 2.8E+01 1.4E+02 3.1E+01 3.2E+00 9.7E+01
143-22-6 2-(2-(2-
butoxyethoxy)ethoxy)e thano l NN -0.25 0.34 3 1.8E+00 4.8E-01 6.9E+00 8.6E+00 9.5E-01 2.1E+01
144-62-7 O xalic acid NN -0.10 1.08 2 1.3E+00 3.5E-05 1.1E+05 5.4E-01 7.7E-06 9.4E+04
14548-46-0 4-benzoyl pyrid ine NN -0.82 0.24 2 6.5E+00 6.1E-01 7.5E+01 3.2E+00 1.0E-01 4.0E+01
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344 1490-04-6 DL-menthol NN -1.76 0.47 3 5.7E+01 9.2E+00 3.5E+02 1.1E+03 6.6E+01 8.2E+03
345 149-30-4 benzo th iazo le -2 -th io l NN -2.58 0.47 4 3.8E+02 1.1E+02 1.3E+03 5.2E+00 4.8E-01 1.7E+01
346 149-31-5 2-M ethyl-1,3-penta ned io l NN 0.96 0.23 10 1.1E-01 8.2E-02 1.5E-01 5.8E-02 6.5E-03 1.3E-01
347 149-57-5 2-ethyl hexa noic acid NN -1.01 0.24 3 1.0E+01 4.1E+00 2.5E+01 8.3E-01 8.0E-02 2.3E+00
348 149-73-5 trim e thy l o rtho fo rm ate NN 0.13 0.46 3 7.4E-01 1.1E-01 4.4E+00 5.6E+00 3.1E-01 4.5E+01
349 150-50-5 Merphos NN -2.15 0.41 3 1.4E+02 3.0E+01 6.7E+02 6.7E+01 4.5E+00 3.9E+02
350 15457-05-3 Fl uo rod ifen NN -2.21 0.90 6 1.6E+02 2.9E+01 9.0E+02 7.4E+01 5.2E+00 5.3E+02
351 15972-60-8 Lasso NN -2.80 1.04 35 6.2E+02 3.2E+02 1.2E+03 3.1E+02 3.4E+01 9.1E+02
352 16022-69-8 2,3,4,5,6-
P en tach lo robenzenem ethano l NN -2.78 0.10 3 6.0E+02 4.1E+02 8.8E+02 3.1E+02 3.4E+01 7.2E+02
353 1610-18-0 Prometon NN -1.93 0.70 12 8.6E+01 3.7E+01 2.0E+02 4.2E+01 4.6E+00 1.4E+02
354 16219-75-3 5-ethyl idene-8,9,10-tri no rborn-2- 
ene NN -2.17 0.15 3 1.5E+02 8.1E+01 2.7E+02 1.5E-01 7.7E-03 1.6E+00
355 1634-04-4 te rt-bu ty l methyl e th e r NN -0.43 0.50 3 2.7E+00 4.0E-01 1.9E+01 2.6E+01 2.8E+00 9.9E+01
356 1653-40-3 6 -M ethyl-1 -hep tano l NN -1.39 0.34 2 2.4E+01 8.3E-01 7.1E+02 1.2E+01 1.9E-01 4.7E+02
357 1656-48-0 O xyd ip rop ion itri le NN 0.71 0.13 3 1.9E-01 1.1E-01 3.3E-01 9.9E-02 1.1E-02 2.5E-01
358 1678-91-7 Ethyl cyclohexane NN -2.24 0.33 2 1.7E+02 5.2E+00 5.4E+03 8.1E+01 1.5E+00 2.4E+03
359 17109-49-8 Edifenphos NN -2.57 0.56 9 3.7E+02 1.7E+02 8.1E+02 1.8E+02 2.0E+01 5.8E+02
360 1724-39-6 cycl ododecanol NN -2.35 0.14 3 2.2E+02 1.3E+02 3.9E+02 1.0E+01 9.0E-01 3.8E+01
361 1738-25-6 3-di methyl a m in o p ro p io n o n itr i le NN -0.44 0.21 3 2.7E+00 1.2E+00 6.0E+00 6.8E+01 7.4E+00 1.8E+02
362 1740-19-8 deh yd ro a b ie tic  acid NN -2.70 0.34 11 5.1E+02 3.3E+02 7.8E+02 2.6E+02 2.9E+01 6.3E+02
363 1757-18-2 Akton NN -3.88 0.97 7 7.6E+03 1.4E+03 4.0E+04 3.4E+03 2.6E+02 2.4E+04
364 1825-21-4 Pentachl o roan iso l e NN -3.88 0.97 2 7.5E+03 5.8E-01 1.3E+08 3.2E+03 1.8E-01 6.9E+07
365 18479-49-7 3,7-di m ethyloct-1-en-3-o l NN -1.46 0.18 3 2.9E+01 1.4E+01 5.7E+01 3.8E-02 4.4E-03 8.6E-02
366 1854-26-8 4,5-dihydroxy-1,3- 
b is(hydroxym ethyl )im idazo l id i n-2- 
one NN -0.53 1.01 3 3.4E+00 6.6E-02 1.6E+02 7.0E+02 7.9E+01 1.5E+03
367 1918-18-9 Swep NN -2.25 0.27 7 1.8E+02 1.1E+02 2.8E+02 9.2E+01 1.0E+01 2.3E+02
368 1929-77-7 Verna m NN -2.54 0.66 9 3.5E+02 1.4E+02 8.8E+02 1.7E+02 1.8E+01 6.2E+02
369 1929-82-4 Nitra pyri n NN -2.52 0.70 4 3.3E+02 4.9E+01 2.1E+03 1.5E+02 8.3E+00 1.3E+03
370 19666-30-9 Oxadiazon NN -2.81 0.40 5 6.4E+02 2.7E+02 1.6E+03 3.1E+02 3.2E+01 1.1E+03
371 1967-16-4 Chlorbufa m NN -1.77 0.18 4 5.9E+01 3.6E+01 9.6E+01 3.0E+01 3.4E+00 7.6E+01
372 1982-42-9 2-(2 ,4-D ich lorophenoxy)acetam ide NN -2.06 0.58 2 1.1E+02 3.7E-01 4.4E+04 5.2E+01 9.7E-02 1.4E+04
373 1984-59-4 1,2-D ichloro-3-m ethoxybenzene NN -2.84 0.57 2 6.9E+02 1.7E+00 1.7E+05 3.1E+02 4.0E-01 1.0E+05
374 1984-65-2 1,3-Di chl oro-2-m ethoxybenzene NN -2.67 0.25 2 4.7E+02 3.5E+01 6.5E+03 2.2E+02 6.8E+00 4.1E+03
375 20030-30-2 2,5,6-trim ethyl cyclohex-2-en-1-one NN -1.21 0.13 3 1.6E+01 9.7E+00 2.8E+01 4.4E+02 4.5E-01 2.2E+05
376 20056-92-2 Loopl ure in h i b ito r NN -2.48 0.07 2 3.0E+02 1.4E+02 6.5E+02 1.6E+02 1.3E+01 4.3E+02
377 2008-41-5 Butyl ate NN -2.29 0.71 5 1.9E+02 4.1E+01 9.3E+02 9.0E+01 6.9E+00 5.6E+02
378 2008-46-0 (2,4,5-Trich lorophenoxy)acetic acid, 
Compd. w ith  N,N- 
D ie th y le th an a m in e  (1:1) NN -2.33 0.92 3 2.1E+02 5.8E+00 7.5E+03 9.1E+01 1.6E+00 3.9E+03
379 2008-58-4 2,6-Dichl orobenza m ide NN -0.56 0.29 5 3.6E+00 1.9E+00 6.9E+00 1.8E+00 2.0E-01 5.1E+00
380 2050-68-2 4,4'-Di chl o rob i phenyl NN -3.95 0.07 2 8.9E+03 4.2E+03 1.8E+04 4.6E+03 3.7E+02 1.3E+04
381 2051-60-7 2-C hlorobiphenyl NN -2.88 0.30 5 7.5E+02 3.9E+02 1.4E+03 3.8E+02 4.2E+01 1.1E+03
382 2051-61-8 3-C hlorobiphenyl NN -2.75 0.53 4 5.7E+02 1.4E+02 2.3E+03 2.6E+02 2.1E+01 1.4E+03
383 2051-62-9 4 -ch lo rob ipheny l NN -3.09 0.22 4 1.2E+03 6.8E+02 2.3E+03 6.3E+02 6.4E+01 1.7E+03
384 206-44-0 Fl uora nthene NN -4.29 0.90 43 1.9E+04 1.1E+04 3.3E+04 9.8E+03 1.1E+03 2.6E+04
385 2186-92-7 p-(d im ethoxym ethyl )a n iso le NN -0.78 0.13 3 6.0E+00 3.8E+00 9.9E+00 8.8E-02 9.1E-03 2.3E-01
386 2245-38-7 2,3,5-trim ethyl naph tha lene NN -2.85 0.92 2 7.0E+02 4.5E-02 7.1E+06 3.0E+02 2.4E-02 5.5E+06
387 2307-68-8 Pentanochlor NN -1.72 0.20 5 5.2E+01 3.4E+01 8.2E+01 2.7E+01 2.9E+00 6.6E+01
388 2312-35-8 Propargite NN -2.90 1.12 2 7.9E+02 9.0E-03 1.7E+08 3.3E+02 1.8E-03 4.3E+07
389 23184-66-9 B utach lo r NN -3.18 0.79 22 1.5E+03 7.8E+02 2.9E+03 7.6E+02 8.4E+01 2.2E+03
390 23783-42-8 3,6,9,12-tetraoxotrideca nol NN 1.27 0.27 3 5.4E-02 1.9E-02 1.5E-01 9.0E+00 1.0E+00 2.4E+01
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25339-17-7 isodecyl a lcoho l NN -2.47 0.75 3 3.0E+02 1.6E+01 5.8E+03 3.8E+00 4.3E-01 1.2E+01
253-52-1 Phtha l azi ne NN -1.03 0.70 3 1.1E+01 7.5E-01 1.7E+02 4.9E+00 1.5E-01 7.5E+01
2593-15-9 Etrida zol e NN -2.47 0.39 5 3.0E+02 1.3E+02 7.0E+02 1.5E+02 1.5E+01 4.8E+02
26259-45-0 GS 14254 NN -1.53 0.12 4 3.4E+01 2.5E+01 4.6E+01 1.8E+01 2.0E+00 4.0E+01
2634-33-5 1,2-Benzisoth iazol in -3-one NN -1.80 0.28 2 6.3E+01 3.9E+00 1.1E+03 3.0E+01 7.3E-01 4.7E+02
26952-21-6 Isoocta nol NN -1.36 0.56 2 2.3E+01 8.0E-02 7.2E+03 1.0E+01 2.3E-02 4.0E+03
27176-87-0 d o d ecy lbenzenesu lfon ic  acid NN -1.99 0.42 5 9.9E+01 4.0E+01 2.5E+02 4.8E+01 4.6E+00 1.7E+02
27247-96-7 2-ethyl hexyl n itra te NN -2.40 1.27 3 2.5E+02 1.5E+00 3.6E+04 7.0E-01 4.5E-02 4.8E+00
27375-52-6 N-[4-[(2-
hyd roxye thy l)su lphony l]pheny l]ace t
am ide NN 0.49 0.56 3 3.3E-01 3.6E-02 2.8E+00 8.2E-01 8.3E-02 2.3E+00
275-51-4 Azulene NN -2.21 0.39 4 1.6E+02 5.6E+01 4.7E+02 7.8E+01 7.5E+00 3.1E+02
2782-91-4 te tram ethy l th iou rea NN -0.39 0.61 5 2.4E+00 6.1E-01 9.4E+00 1.1E+00 9.8E-02 5.7E+00
27949-52-6 BEBP (O -butyl-S-ethyl-S- 
benzyl phos p h o ro d ith io a  te) NN -1.90 0.06 4 7.9E+01 6.7E+01 9.2E+01 4.2E+01 4.8E+00 8.9E+01
2845-89-8 3 -ch lo roan iso l e NN -2.19 0.04 2 1.6E+02 1.0E+02 2.5E+02 8.2E+01 7.9E+00 1.9E+02
2855-13-2 3-am inom ethyl-3 ,5,5- 
tri methyl cycl ohexyl am ine NN -1.26 0.26 3 1.8E+01 6.6E+00 4.9E+01 2.7E+00 1.6E-01 1.8E+01
2869-34-3 tridecyl am ine NN -4.39 0.29 2 2.5E+04 1.2E+03 5.3E+05 1.2E+04 2.2E+02 2.7E+05
288-32-4 i m ida zol e NN -0.64 0.22 3 4.3E+00 1.8E+00 1.0E+01 2.7E+01 3.0E+00 6.1E+01
288-88-0 1,2,4-triazole NN 0.78 0.16 3 1.7E-01 8.8E-02 3.2E-01 1.5E+00 8.2E-02 1.3E+01
29171-20-8 3,7-di methyl oct-6-en-1-yn-3-ol NN -1.49 0.16 3 3.1E+01 1.7E+01 5.8E+01 8.0E-01 8.9E-02 1.7E+00
2937-53-3 S-(2-Ami noethyl )th ios u lfu ric  acid NN -1.62 0.38 3 4.2E+01 9.9E+00 1.8E+02 2.0E+01 1.5E+00 1.1E+02
294-62-2 cycl ododeca ne NN -4.38 1.47 3 2.4E+04 8.3E+01 8.4E+06 3.6E-01 2.1E-02 2.5E+00
298-07-7 di (2-ethyl hexyl) phosphate NN -1.48 0.06 2 3.0E+01 1.7E+01 5.5E+01 1.6E+01 1.4E+00 4.0E+01
302-17-0 chl ora l hydrate NN -0.97 1.68 3 9.3E+00 1.5E-02 6.7E+03 4.0E+00 4.4E-03 2.7E+03
3055-97-8 h e p tae thy lene  glycol m onododecyl 
e th e r NN -2.97 0.44 2 9.3E+02 9.3E+00 7.1E+04 4.3E+02 2.5E+00 4.7E+04
306-52-5 2 ,2 ,2-trichloroethyl
d ihyd rogenphospha te NN -1.78 0.78 5 6.1E+01 1.1E+01 3.4E+02 2.8E+01 1.8E+00 2.0E+02
3209-22-1 2,3-dichl o ron itrobenzene NN -2.36 0.22 4 2.3E+02 1.3E+02 4.1E+02 1.2E+02 1.3E+01 3.1E+02
333-18-6 E thy lened iam ine  d ihyd roch lo ride NN -2.05 0.78 2 1.1E+02 3.3E-02 3.4E+05 4.8E+01 1.0E-02 1.4E+05
33693-04-8 Terbum eton NN -1.75 0.42 6 5.7E+01 2.5E+01 1.2E+02 2.8E+01 2.9E+00 8.9E+01
33719-74-3 3 ,5 -d ich lo roan iso le NN -2.25 0.05 2 1.8E+02 1.1E+02 3.2E+02 9.4E+01 8.5E+00 2.4E+02
33979-03-2 2,2',4,4',6,6'-hexa ch lo rob i phenyl NN -3.79 0.04 2 6.2E+03 3.9E+03 1.0E+04 3.3E+03 3.1E+02 7.6E+03
3416-17-9 N-(2-Methyl p ropy l)-a,a- 
di phenyl benzenem ethana m ine NN -3.99 0.70 2 9.8E+03 8.5E+00 1.6E+07 4.2E+03 2.2E+00 5.8E+06
3452-97-9 3,5,5-tri methyl hexan-1-ol NN -2.12 0.15 3 1.3E+02 7.4E+01 2.3E+02 8.1E-02 9.0E-03 1.9E-01
34622-58-7 Orbenca rb NN -2.52 0.08 2 3.3E+02 1.5E+02 7.7E+02 1.7E+02 1.4E+01 4.9E+02
353-59-3 brom ochl o ro d iflu o ro m e th a  ne NN -1.08 0.11 3 1.2E+01 8.0E+00 1.8E+01 1.5E+00 1.4E-01 5.0E+00
357-57-3 Brucine NN -1.57 0.18 2 3.7E+01 5.9E+00 2.3E+02 1.9E+01 8.3E-01 1.3E+02
3622-84-2 N-butyl benzenes u lp h o na m id e NN -1.31 0.10 3 2.1E+01 1.4E+01 3.1E+01 8.8E-01 6.6E-02 4.2E+00
3648-36-0 2-(2-(4-((2-
Chl o ro e th y l) methyl am i no) phenyl )e 
the nyl )-1,3,3-tri m ethyl-3H- 
Indol ium , Chloride NN -1.14 0.27 3 1.4E+01 4.8E+00 3.8E+01 6.7E+00 6.0E-01 2.5E+01
36653-82-4 hexadeca n-1-ol NN -5.54 0.15 3 3.5E+05 1.9E+05 6.2E+05 6.6E+01 7.1E+00 1.6E+02
3739-38-6 3-Phenoxybenzoic acid NN -1.36 0.32 3 2.3E+01 6.7E+00 7.6E+01 1.1E+01 9.2E-01 5.1E+01
3761-60-2 Sulfurous acid, 2-Chl oroethyl 2-(2-(4 
(1,1-di methyl ethyl )phenoxy)-1- 
methyl ethoxy)-1-m ethyl ethyl es te r NN -1.95 0.67 5 8.9E+01 2.1E+01 3.9E+02 4.1E+01 3.3E+00 2.3E+02
37680-73-2 2,2',4,5,5'-penta chl o rob i phenyl NN -3.60 0.11 2 4.0E+03 1.3E+03 1.2E+04 2.0E+03 1.4E+02 7.8E+03
38444-85-8 2,3,4'-Tri chl o rob ipheny l NN -4.12 0.05 2 1.3E+04 7.4E+03 2.3E+04 6.9E+03 6.2E+02 1.7E+04
169
Appendix D
dTU/dC (l/g) dmsPAF/dC (l/g)
# Cas nr. Name TMoA
Mx
(g/l) Ox n x median
95th
rth




433 4005-51-0 1,3,4-Thi ad iazo l -2-am ine NN -0.51 1.05 2 3.3E+00 5.6E-05 1.8E+05 1.4E+00 2.1E-05 7.4E+04
434 4136-91-8 Tetra -isopropyl th iu ra m  d is u lf id e NN -4.95 0.13 2 9.0E+04 2.3E+04 3.3E+05 4.5E+04 3.0E+03 2.0E+05
435 41814-78-2 Tricyclazole NN -1.90 0.67 5 8.0E+01 1.9E+01 3.6E+02 3.7E+01 3.0E+00 2.2E+02
436 4316-42-1 1 -n -bu ty lim idazo le NN -1.80 0.54 2 6.3E+01 2.7E-01 1.6E+04 2.8E+01 6.3E-02 6.6E+03
437 443-48-1 M etron idazo le NN -1.48 0.11 2 3.0E+01 9.9E+00 9.5E+01 1.5E+01 1.1E+00 5.4E+01
438 4553-62-2 2-m ethylgl uta ron itr i l e NN 0.88 0.62 3 1.3E-01 1.2E-02 1.5E+00 5.7E-01 2.0E-02 8.1E+00
439 464-07-3 p inaco ly l a lcoho l NN -0.41 0.16 3 2.6E+00 1.4E+00 4.8E+00 1.3E+00 1.3E-01 3.5E+00
440 4684-94-0 6-ch lorop i col i nic acid NN -2.03 0.79 7 1.1E+02 2.8E+01 4.0E+02 5.0E+01 4.4E+00 2.5E+02
441 475-20-7 lo n g ifo le n e  (+) NN -3.21 0.88 4 1.6E+03 1.5E+02 1.7E+04 7.0E+02 3.2E+01 9.2E+03
442 482-89-3 2-(1,3-d ihydro-3-oxo-2H-indazol-2- 
yl idene)-1 ,2-d ihydro-3H -indo l-3 - 
one NN -1.19 1.80 3 1.5E+01 1.5E-02 1.7E+04 3.0E+02 3.2E+01 1.1E+03
443 4834-49-5 (2,4-D ich lorophenoxy)acetic acid 
cmpd w ith  N-9-octadecenyl-1,3- 
propa ne d ia m in e  (2:1) NN -3.25 0.19 2 1.8E+03 2.6E+02 1.4E+04 8.8E+02 4.3E+01 7.5E+03
444 4904-61-4 1,5,9-Cyclododecatriene NN -2.60 0.28 2 4.0E+02 2.3E+01 7.1E+03 1.9E+02 4.4E+00 3.7E+03
445 492-22-8 9-H-Thioxa n then-9-one NN -3.67 1.37 3 4.7E+03 2.4E+01 1.0E+06 2.0E+03 6.5E+00 4.7E+05
446 50-30-6 2 ,6-D ich lorobenzo ic acid NN -0.88 0.05 2 7.6E+00 4.6E+00 1.4E+01 4.0E+00 3.5E-01 9.9E+00
447 50-31-7 2,3,6-Trich lorobenzoic acid NN -0.87 1.84 3 7.4E+00 5.0E-03 7.8E+03 3.0E+00 1.5E-03 4.9E+03
448 50-32-8 Benzo[a]pyrene NN -4.42 1.31 6 2.6E+04 2.2E+03 3.2E+05 1.2E+04 4.9E+02 1.8E+05
449 50375-10-5 2 ,3 ,6 -trich lo roan iso le NN -3.17 0.12 2 1.5E+03 4.3E+02 4.6E+03 7.4E+02 5.1E+01 2.9E+03
450 50563-36-5 D im e thach lo r NN -2.37 0.77 6 2.3E+02 5.3E+01 1.0E+03 1.1E+02 8.7E+00 6.3E+02
451 50-65-7 Bayer 73 NN -4.12 0.44 16 1.3E+04 8.4E+03 2.0E+04 6.7E+03 7.5E+02 1.7E+04
452 506-68-3 Cya nogen b rom ide NN -3.47 0.21 2 3.0E+03 3.4E+02 2.5E+04 1.5E+03 5.4E+01 1.3E+04
453 50-73-7 2,3,5-Trich lorobenzoic acid NN -0.97 0.14 2 9.4E+00 2.3E+00 3.8E+01 4.8E+00 2.9E-01 2.2E+01
454 51218-45-2 M e to la ch lo r NN -2.99 0.94 22 9.7E+02 4.4E+02 2.2E+03 4.8E+02 5.2E+01 1.6E+03
455 51218-49-6 P re tila ch lo r NN -4.21 1.95 4 1.6E+04 8.3E+01 3.6E+06 6.8E+03 3.2E+01 1.6E+06
456 514-10-3 Abi e ti c acid NN -2.74 0.60 3 5.5E+02 5.5E+01 5.7E+03 2.5E+02 1.0E+01 3.0E+03
457 51-79-6 uretha ne NN 0.36 0.51 2 4.4E-01 1.8E-03 6.7E+01 2.0E-01 7.6E-04 3.5E+01
458 518-75-2 Citri ni n NN -4.98 0.51 2 9.5E+04 4.8E+02 1.6E+07 4.4E+04 1.8E+02 8.6E+06
459 5216-25-1 a lpha ,a l pha,a l pha,4- 
te tra  ch lo ro to l uene NN -1.91 1.39 3 8.2E+01 4.0E-01 1.7E+04 4.9E+02 1.3E+01 1.1E+04
460 533-74-4 dazom et NN -2.96 0.48 7 9.1E+02 4.1E+02 2.1E+03 1.0E+04 1.1E+03 3.0E+04
461 534-22-5 2-Methyl fu ran NN -0.23 0.26 2 1.7E+00 1.1E-01 2.7E+01 8.3E-01 2.3E-02 1.4E+01
462 5367-28-2 5-C hloro -2-n itro to l uene NN -1.63 0.24 2 4.2E+01 2.9E+00 4.3E+02 2.1E+01 6.1E-01 2.3E+02
463 5395-75-5 3,6-D ith iaocta ne NN -1.38 0.22 2 2.4E+01 2.6E+00 2.3E+02 1.2E+01 4.7E-01 1.4E+02
464 54135-80-7 2 ,3 ,4 -trich lo roan iso le NN -3.30 0.14 2 2.0E+03 4.8E+02 8.9E+03 1.0E+03 5.7E+01 4.6E+03
465 541-73-1 1,3-dichl orobenzene NN -1.79 0.59 10 6.2E+01 2.8E+01 1.4E+02 2.6E+02 2.5E+01 1.2E+03
466 544-25-2 1,3,5-Cycl o h e p ta tr ie n e NN -1.61 0.31 2 4.0E+01 1.8E+00 8.9E+02 1.9E+01 3.7E-01 4.5E+02
467 5538-95-4 N-Dodecyl-1,3-propanedia m ine NN -2.89 0.28 4 7.8E+02 3.7E+02 1.6E+03 3.9E+02 4.0E+01 1.2E+03
468 555-37-3 Neburon NN -4.34 0.54 20 2.2E+04 1.4E+04 3.5E+04 1.1E+04 1.3E+03 2.8E+04
469 556-22-9 G lyodin NN -3.07 0.64 2 1.2E+03 1.6E+00 6.7E+05 5.0E+02 4.2E-01 2.2E+05
470 556-82-1 3-methyl but-2-en-1-ol NN -0.83 0.52 3 6.8E+00 8.2E-01 4.8E+01 2.5E-02 2.5E-03 6.7E-02
471 56-23-5 carbon te tra ch lo rid e NN -1.73 0.97 16 5.4E+01 2.0E+01 1.4E+02 1.1E+02 5.8E-01 1.4E+04
472 569-64-2 Basic Green 4 NN -3.02 1.14 34 1.1E+03 5.0E+02 2.3E+03 5.2E+02 5.7E+01 1.6E+03
473 57-13-6 urea NN 0.30 1.24 8 5.0E-01 7.3E-02 3.5E+00 9.1E+00 7.8E-01 3.3E+01
474 57369-32-1 Pyroquilon NN -1.47 0.14 7 2.9E+01 2.3E+01 3.7E+01 1.6E+01 1.7E+00 3.3E+01
475 57465-28-8 3,3',4,4',5-pentachl orob i phenyl NN -5.95 1.60 3 8.9E+05 2.0E+03 4.1E+08 3.7E+05 5.2E+02 1.8E+08
476 575-41-7 1,3-Dimethyl naphtha lene NN -2.89 0.17 2 7.7E+02 1.3E+02 4.3E+03 3.8E+02 2.0E+01 2.4E+03
477 57-55-6 1 ,2 -p ropaned io l, DL NN 0.57 0.10 2 2.7E-01 9.9E-02 7.5E-01 1.4E-01 1.1E-02 4.5E-01
478 581-42-0 2,6-D im ethyl naphtha lene NN -3.49 0.60 2 3.1E+03 9.2E+00 1.3E+06 1.4E+03 3.0E+00 6.1E+05
479 5835-26-7 Isop im a ric acid NN -3.36 0.42 2 2.3E+03 3.1E+01 1.6E+05 1.0E+03 8.3E+00 8.6E+04
480 583-57-3 1,2-di methylcycl ohexa ne (c is /tra  ns) NN -2.66 0.35 2 4.6E+02 1.2E+01 1.7E+04 2.1E+02 3.4E+00 8.3E+03
481 583-60-8 2-methyl cyl cl ohexa none NN -0.35 0.06 2 2.3E+00 1.3E+00 3.8E+00 1.2E+00 1.1E-01 2.9E+00
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482 589-90-2 1,4-Di methyl cyclohexa ne NN -2.43 0.36 2 2.7E+02 6.6E+00 1.2E+04 1.3E+02 1.5E+00 5.7E+03
483 5903-13-9 N-M ethyl-N-(1-
na phthyl )fl uoroaceta tam ide NN -1.76 0.33 4 5.7E+01 2.3E+01 1.4E+02 2.8E+01 2.8E+00 9.4E+01
484 590-66-9 1,1-Di methyl cyclohexa ne NN -2.19 0.07 2 1.5E+02 7.5E+01 2.9E+02 8.0E+01 6.6E+00 2.1E+02
485 591-21-9 1,3-Di methyl cycl ohexa ne NN -2.11 0.13 2 1.3E+02 3.1E+01 5.0E+02 6.6E+01 4.2E+00 3.1E+02
486 592-76-7 1-heptene NN -0.54 0.22 2 3.5E+00 3.6E-01 3.2E+01 1.7E+00 5.5E-02 2.0E+01
487 593-81-7 tri methyl a m m onium  ch lo ride NN -3.50 0.57 4 3.2E+03 6.9E+02 1.5E+04 1.5E+03 1.1E+02 8.9E+03
488 598-02-7 D iethyl phosphate NN -1.19 1.26 2 1.6E+01 3.5E-05 2.8E+06 6.8E+00 1.5E-05 2.0E+06
489 598-16-3 T rib rom oe thene NN -2.22 0.20 3 1.6E+02 7.6E+01 3.5E+02 8.3E+01 7.9E+00 2.5E+02
490 598-56-1 e thy ld im e th y la  mi ne NN -1.65 0.34 3 4.4E+01 1.2E+01 1.6E+02 2.7E+02 2.9E+01 7.7E+02
491 5989-27-5 (R )-(+)-lim onene NN -1.84 0.89 4 6.9E+01 6.3E+00 7.7E+02 3.1E+01 1.3E+00 4.4E+02
492 60-00-4 e d e tic  acid NN -0.89 0.23 4 7.7E+00 4.2E+00 1.4E+01 2.3E-01 1.6E-02 1.9E+00
493 60-13-9 A m phe tam ine  s u lfa te NN -0.97 0.81 2 9.3E+00 1.9E-03 3.2E+04 4.0E+00 4.6E-04 2.7E+04
494 60-24-2 2-merca p toetha  nol NN -2.06 0.74 3 1.2E+02 6.3E+00 2.0E+03 5.4E+01 2.6E+00 5.1E+02
495 60-29-7 d ie thy l e th e r NN 0.11 0.60 4 7.8E-01 1.5E-01 3.9E+00 3.6E-01 2.5E-02 2.3E+00
496 603-83-8 2 -m e th y l-3 -n itro a n ilin e NN -1.59 0.41 2 3.9E+01 5.6E-01 3.1E+03 1.8E+01 1.4E-01 9.3E+02
497 60-41-3 strychn ine h e m isu lfa te NN -2.60 0.50 2 4.0E+02 2.3E+00 5.0E+04 1.8E+02 6.7E-01 2.6E+04
498 608-93-5 Pentach lorobenzene NN -3.10 1.02 13 1.2E+03 4.0E+02 4.0E+03 5.9E+02 5.8E+01 2.6E+03
499 6104-30-9 N ,N ''-(isobuty l iden e )d iu rea NN -0.20 0.17 3 1.6E+00 8.0E-01 3.1E+00 8.9E+02 4.3E+00 1.0E+05
500 616-45-5 2 -pyrro lidone NN -0.08 0.66 3 1.2E+00 9.4E-02 1.6E+01 1.6E+01 1.7E+00 4.2E+01
501 61-73-4 7-(Dim ethyl am ino )-3 -(m e thy lim i no)- 
3H -phenoth iaz i ne, 3- 
M ethoch lo ride NN -1.32 0.67 13 2.1E+01 9.8E+00 4.5E+01 1.0E+01 1.1E+00 3.3E+01
502 623-12-1 4-chl o roan iso l e NN -2.29 0.07 2 1.9E+02 9.3E+01 4.1E+02 9.9E+01 8.0E+00 2.8E+02
503 623-37-0 3-Hexa nol NN -0.32 0.18 2 2.1E+00 3.6E-01 1.4E+01 1.0E+00 4.3E-02 7.0E+00
504 62-55-5 Thioa ceta m ide NN -1.16 0.84 2 1.5E+01 3.9E-03 7.1E+04 6.4E+00 7.2E-04 2.5E+04
505 62-56-6 Thiourea NN -2.12 0.10 2 1.3E+02 4.6E+01 3.8E+02 6.7E+01 5.1E+00 2.5E+02
506 626-93-7 2-Hexa nol NN -0.33 0.23 4 2.1E+00 1.1E+00 3.9E+00 1.1E+00 1.2E-01 2.9E+00
507 627-30-5 3-Chl oro-1 -propano l NN -0.41 0.55 3 2.6E+00 3.0E-01 2.1E+01 1.2E+00 5.2E-02 1.1E+01
508 628-92-2 Cycl oheptene NN -0.97 0.03 2 9.4E+00 6.7E+00 1.3E+01 5.0E+00 5.0E-01 1.1E+01
509 629-11-8 hexane-1,6-d io l NN -0.10 0.38 3 1.3E+00 2.8E-01 5.6E+00 3.8E+00 1.1E-01 7.1E+01
510 630-20-6 1,1,1,2-Tetra chl o roe thane NN -1.65 0.07 2 4.4E+01 2.2E+01 9.9E+01 2.3E+01 1.8E+00 6.3E+01
511 632-22-4 te tram ethy l urea NN 0.06 0.46 4 8.7E-01 2.7E-01 3.1E+00 4.1E-01 3.7E-02 1.9E+00
512 634-66-2 1,2,3,4-Tetrachlorobenzene NN -3.10 0.24 4 1.3E+03 6.6E+02 2.4E+03 6.4E+02 6.8E+01 1.8E+03
513 634-90-2 1,2,3,5-Tetrachlorobenzene NN -2.55 0.64 7 3.5E+02 1.2E+02 1.0E+03 1.7E+02 1.6E+01 7.0E+02
514 6358-85-6 2,2 '-[(3,3 '-d ichl o ro [1 ,1 '-b i phenyl ] -
4 ,4 '-d iy l)b is (azo )]b is [3 -oxo -N -
pheny lbu ty ram ide ] NN -3.92 1.41 3 8.4E+03 4.2E+01 2.0E+06 9.4E+03 2.1E+01 1.4E+06
515 64-17-5 Al cohol NN 0.65 0.78 17 2.2E-01 1.1E-01 4.8E-01 1.1E-01 1.2E-02 3.4E-01
516 64-18-6 Form ic acid NN -0.32 0.63 4 2.1E+00 3.8E-01 1.1E+01 9.6E-01 6.6E-02 6.5E+00
517 64-19-7 Acetic acid NN -0.62 0.52 13 4.1E+00 2.3E+00 7.4E+00 2.1E+00 2.3E-01 5.7E+00
518 646-06-0 1,3-Di oxola ne NN 0.95 0.12 2 1.1E-01 3.2E-02 4.1E-01 5.7E-02 3.6E-03 2.3E-01
519 6515-38-4 3,5,6-tri ch lo ro -2 -pyrid i nol NN -2.69 0.10 6 4.9E+02 4.1E+02 5.9E+02 2.6E+02 3.0E+01 5.5E+02
520 65-85-0 benzoic acid NN -0.87 0.58 10 7.5E+00 3.5E+00 1.6E+01 6.2E+00 4.2E-03 2.8E+03
521 67-56-1 M etha nol NN 0.75 0.80 15 1.8E-01 7.6E-02 4.0E-01 8.6E-02 8.9E-03 2.9E-01
522 67-63-0 2-Propa nol NN 0.82 0.34 7 1.5E-01 8.5E-02 2.6E-01 7.5E-02 8.5E-03 2.0E-01
523 67-64-1 acetone NN 0.86 0.67 46 1.4E-01 9.4E-02 2.0E-01 7.0E-02 8.1E-03 1.7E-01
524 67-66-3 chl oroform NN -1.24 0.82 31 1.8E+01 9.8E+00 3.1E+01 9.7E+01 7.6E-02 4.0E+04
525 67-68-5 di methyl su lfo x id e NN 1.51 0.25 9 3.1E-02 2.2E-02 4.5E-02 1.6E-02 1.9E-03 3.7E-02
526 67-72-1 H exach loroethane NN -2.50 0.48 19 3.1E+02 2.0E+02 4.9E+02 1.6E+02 1.8E+01 3.9E+02
527 680-31-9 hexam e thy lphosphoram ide NN 0.78 0.06 2 1.6E-01 9.1E-02 2.9E-01 8.5E-02 7.1E-03 2.2E-01
528 68-12-2 N,N-Di methyl form  a m ide NN 1.08 0.43 9 8.4E-02 4.5E-02 1.5E-01 4.2E-02 4.7E-03 1.2E-01
529 682-09-7 2 ,2 -b is(a lly l oxym ethyl )butan-1-o l NN 0.48 1.28 3 3.3E-01 2.3E-03 5.1E+01 7.0E+01 2.8E+00 7.7E+02
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530 6864-37-5 2 ,2 '-d im e thy l-4,4'-
methyl enebis(cycl ohexyl am ine) NN -2.05 0.55 3 1.1E+02 1.4E+01 9.7E+02 6.1E-01 4.5E-02 3.2E+00
531 693-21-0 d ie th y le ne  g l ycol d in itra te NN -0.65 0.27 9 4.5E+00 3.0E+00 6.6E+00 2.3E+00 2.6E-01 5.5E+00
532 69-72-7 salicy l ic aci d NN -0.93 0.16 2 8.6E+00 1.5E+00 4.1E+01 4.3E+00 2.1E-01 2.4E+01
533 71-23-8 propa n-1-ol NN 0.55 0.22 28 2.8E-01 2.4E-01 3.4E-01 7.2E+00 5.9E-01 2.8E+01
534 71-36-3 1-Buta nol NN 0.13 0.42 11 7.4E-01 4.4E-01 1.3E+00 3.8E-01 4.2E-02 9.8E-01
535 71-41-0 1-Pentanol NN -0.27 0.21 12 1.9E+00 1.4E+00 2.4E+00 9.9E-01 1.1E-01 2.1E+00
536 71-43-2 benzene NN -1.02 0.62 46 1.0E+01 7.3E+00 1.5E+01 2.4E+02 2.5E+01 7.4E+02
537 7149-79-3 DRC-2698 (N-(3-chloro-4- 
methyl phenyl )a ceta m ide) NN -1.30 0.29 6 2.0E+01 1.1E+01 3.4E+01 1.0E+01 1.1E+00 2.7E+01
538 71-55-6 1,1,1-tri ch loroetha ne NN -1.10 0.34 8 1.3E+01 7.3E+00 2.1E+01 6.1E-02 2.9E-03 7.6E-01
539 7166-19-0 2 -b rom o-2 -n itroe theny l benzene NN -3.49 0.81 3 3.1E+03 1.2E+02 7.2E+04 1.4E+03 3.2E+01 3.6E+04
540 7173-62-8 (Z)-N-9-octa dece nyl -1,3- 
propa nedia m ine NN -3.04 0.19 4 1.1E+03 6.6E+02 1.8E+03 5.7E+02 6.3E+01 1.4E+03
541 7307-55-3 undecyla mi ne NN -3.38 0.42 2 2.4E+03 3.5E+01 2.3E+05 1.1E+03 7.4E+00 1.0E+05
542 731-27-1 to ly lf l ua nid NN -3.55 0.67 5 3.5E+03 8.3E+02 1.6E+04 1.6E+03 1.3E+02 9.3E+03
543 74-83-9 brom om etha ne NN -2.61 0.85 8 4.1E+02 1.1E+02 1.5E+03 1.9E+02 1.7E+01 9.6E+02
544 74-87-3 Chl orom etha ne NN -0.41 0.22 2 2.6E+00 3.0E-01 2.3E+01 1.3E+00 4.5E-02 1.4E+01
545 74-89-5 methyl am ine NN -0.66 0.55 4 4.5E+00 1.0E+00 2.1E+01 2.1E+00 1.7E-01 1.2E+01
546 75-00-3 chl oroetha ne NN -1.16 0.30 3 1.4E+01 4.4E+00 4.6E+01 6.6E-01 2.0E-03 1.2E+02
547 75-01-4 ch lo roe thy lene NN -0.78 0.14 3 6.0E+00 3.4E+00 1.0E+01 3.9E+00 4.3E-01 1.0E+01
548 75-04-7 ethyla mi ne NN -0.50 0.70 2 3.1E+00 2.7E-03 4.7E+03 1.4E+00 8.7E-04 1.9E+03
549 75-09-2 d ich lo rom e tha  ne NN -0.53 0.50 13 3.4E+00 1.9E+00 6.1E+00 1.9E+01 1.7E+00 7.0E+01
550 75-15-0 Carbon d is u lf id e NN -1.65 0.74 6 4.5E+01 1.1E+01 1.8E+02 2.1E+01 1.8E+00 1.1E+02
551 75-25-2 Bromoform NN -1.55 0.26 10 3.6E+01 2.5E+01 5.1E+01 1.9E+01 2.1E+00 4.3E+01
552 75-28-5 isob u tan e NN -2.09 0.12 3 1.2E+02 7.8E+01 1.9E+02 2.5E+02 9.3E+00 3.7E+03
553 75-31-0 isop ro p y la m in e NN -2.17 0.59 3 1.5E+02 1.5E+01 1.5E+03 2.0E+02 2.2E+01 4.7E+02
554 75-35-4 1 ,1 -d ich lo roethy lene NN -0.84 0.39 7 7.0E+00 3.6E+00 1.4E+01 3.9E+01 1.2E+00 8.5E+02
555 75-39-8 1-Ami noetha nol NN -0.69 0.32 2 4.9E+00 2.5E-01 1.8E+02 2.4E+00 4.7E-02 6.0E+01
556 75-45-6 chl o ro d ifl uo rom ethane NN -0.42 0.12 3 2.6E+00 1.6E+00 4.1E+00 5.3E+01 1.6E+00 1.0E+03
557 7553-56-2 Iod ine NN -2.80 0.32 3 6.3E+02 1.8E+02 2.3E+03 3.0E+02 2.3E+01 1.4E+03
558 75-64-9 tert-Butyl am ine NN -1.24 0.49 3 1.7E+01 2.5E+00 1.2E+02 8.0E+00 4.6E-01 6.2E+01
559 75-65-0 2-methyl propa n-2-ol NN 0.67 0.19 4 2.1E-01 1.3E-01 3.6E-01 3.2E+02 3.6E+01 8.9E+02
560 75-71-8 d ic h lo ro d ifl uo rom ethane NN -1.21 0.08 3 1.6E+01 1.2E+01 2.2E+01 1.2E+02 1.3E+01 2.8E+02
561 75-85-4 2-M ethyl-2-buta  nol NN 0.61 0.24 3 2.5E-01 9.7E-02 6.4E-01 1.2E-01 1.2E-02 4.2E-01
562 75-98-9 p iva lic  acid NN 0.31 0.52 2 4.9E-01 2.8E-03 1.5E+02 2.2E-01 7.7E-04 6.2E+01
563 76-01-7 p e n tach lo roe thane NN -1.66 0.57 7 4.6E+01 1.8E+01 1.2E+02 2.2E+01 2.3E+00 8.2E+01
564 763-32-6 3-methyl but-3-en-1-ol NN -0.46 0.25 3 2.9E+00 1.1E+00 7.3E+00 9.7E-03 1.1E-03 2.3E-02
565 7647-01-0 hydrogen ch lo ride NN -0.58 0.04 3 3.8E+00 3.3E+00 4.4E+00 2.1E+00 2.3E-01 4.3E+00
566 7664-41-7 am m onia  (free) NN -2.38 1.31 58 2.4E+02 1.2E+02 4.6E+02 1.2E+02 1.3E+01 3.5E+02
567 7664-93-9 S u lfu ric  acid NN -1.37 0.00 2 2.4E+01 2.3E+01 2.5E+01 1.3E+01 1.4E+00 2.6E+01
568 766-51-8 2 -ch lo roan iso l e NN -2.10 0.14 2 1.3E+02 3.0E+01 5.1E+02 6.3E+01 3.4E+00 3.0E+02
569 768-94-5 1-adam anta nam i ne NN -1.51 0.13 2 3.2E+01 8.4E+00 1.2E+02 1.7E+01 1.0E+00 6.8E+01
570 7726-95-6 Bromi ne NN -3.87 1.35 2 7.4E+03 8.5E-03 6.3E+09 3.0E+03 1.4E-03 3.1E+09
571 7727-54-0 Peroxydis u lfu ri c acid, D iam m onium  
s a lt NN -0.92 0.67 8 8.3E+00 2.9E+00 2.3E+01 3.9E+00 4.1E-01 1.6E+01
572 77-47-4 hexachlorocyc lopentad iene NN -3.03 1.34 5 1.1E+03 5.7E+01 2.1E+04 1.5E+01 1.5E+00 4.0E+01
573 77-73-6 3a,4,7,7a-tetra hyd ro-4,7- 
m etha noi ndene NN -1.95 0.64 13 8.9E+01 4.3E+01 1.8E+02 1.8E+01 1.8E+00 5.7E+01
574 77-75-8 3-m ethyl-1-pentyn-3-o l NN 0.08 0.07 10 8.3E-01 7.6E-01 9.2E-01 4.5E-01 5.0E-02 9.2E-01
575 7782-50-5 Chl ori ne NN -3.47 0.78 39 3.0E+03 1.8E+03 4.9E+03 1.5E+03 1.7E+02 3.9E+03
576 7783-20-2 am m on ium  su lfa te  (so lu tio n ) NN -1.38 1.28 20 2.4E+01 7.7E+00 7.5E+01 1.1E+01 1.1E+00 5.1E+01
577 7783-28-0 Phosphoric acid, D iam m on ium  s a lt NN -2.19 1.51 3 1.5E+02 4.5E-01 5.8E+04 6.4E+01 1.3E-01 2.4E+04
578 779-02-2 9-M ethyl a nthra cene NN -4.40 0.81 3 2.5E+04 1.1E+03 6.2E+05 1.1E+04 2.5E+02 3.0E+05
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579 7790-92-3 Hypochlorous acid NN -3.59 0.15 3 3.9E+03 2.2E+03 6.8E+03 2.0E+03 2.1E+02 5.1E+03
580 77-92-9 c itric  acid NN -0.28 0.49 3 1.9E+00 2.7E-01 1.3E+01 8.9E-01 4.9E-02 7.6E+00
581 77-99-6 propyl i dyne trim  eth a nol NN 1.04 0.28 3 9.2E-02 3.1E-02 2.7E-01 1.5E+03 1.7E+02 4.0E+03
582 78-11-5 pe n ta e ry th rito l te tra n itra te NN 1.19 0.33 2 6.4E-02 2.1E-03 2.3E+00 3.0E-02 4.9E-04 1.2E+00
583 78-27-3 1-ethynyl-1-cycl ohexa nol NN -0.27 0.46 2 1.8E+00 1.5E-02 1.7E+02 8.4E-01 4.4E-03 1.1E+02
584 78-30-8 Phosphoric acid, Tris(2- 
methyl pheny l)es te r NN -2.58 0.20 3 3.8E+02 1.8E+02 8.1E+02 1.9E+02 1.9E+01 5.7E+02
585 78-59-1 3,5,5-tri methyl cycl ohex-2-enone NN -0.79 0.46 9 6.2E+00 3.2E+00 1.2E+01 8.1E+02 6.2E+01 4.1E+03
586 78-79-5 Isoprene NN -0.96 0.34 4 9.1E+00 3.7E+00 2.3E+01 4.5E+00 4.3E-01 1.6E+01
587 78-83-1 2-M ethyl-1-propa nol NN 0.09 0.51 18 8.2E-01 5.0E-01 1.3E+00 4.2E-01 4.8E-02 1.1E+00
588 78-87-5 1,2-dichl oropropa ne NN -0.86 0.38 9 7.3E+00 4.3E+00 1.3E+01 2.0E+02 2.3E+01 4.6E+02
589 78-92-2 2-Buta nol NN 0.50 0.16 6 3.1E-01 2.3E-01 4.3E-01 1.7E-01 1.8E-02 3.7E-01
590 78-93-3 2-Buta none NN 0.60 0.21 7 2.5E-01 1.8E-01 3.6E-01 1.3E-01 1.5E-02 3.0E-01
591 78-96-6 1-ami nopropan-2 -o l, DL NN -0.21 0.55 3 1.6E+00 2.1E-01 1.4E+01 7.5E-01 3.7E-02 7.3E+00
592 78-97-7 la c to n itr ile NN -3.00 0.12 3 1.0E+03 6.2E+02 1.6E+03 5.2E+02 5.5E+01 1.3E+03
593 78-99-9 1,1-Dichl oropropa ne NN -1.29 0.40 2 2.0E+01 4.1E-01 1.1E+03 9.2E+00 1.0E-01 8.8E+02
594 79-00-5 1,1,2-Trichl oroetha ne NN -1.06 0.31 25 1.1E+01 8.9E+00 1.5E+01 6.1E+00 6.8E-01 1.3E+01
595 79-01-6 tr ich lo ro e th y le ne NN -1.26 0.52 37 1.8E+01 1.3E+01 2.5E+01 4.2E-02 3.6E-03 1.5E-01
596 79-09-4 P rop ion ic  acid NN -0.58 0.68 4 3.8E+00 6.2E-01 2.4E+01 1.7E+00 1.1E-01 1.4E+01
597 79-31-2 isobu ty ric  acid NN -0.03 0.70 3 1.1E+00 7.0E-02 1.6E+01 6.4E+01 7.1E+00 1.6E+02
598 79-33-4 l -(+ )-lactic  acid NN -0.19 0.64 3 1.5E+00 1.2E-01 1.8E+01 2.3E-01 2.0E-02 1.1E+00
599 79-34-5 1,1,2,2-Tetra chl o roe thane NN -1.67 0.36 8 4.7E+01 2.7E+01 8.3E+01 2.4E+01 2.7E+00 6.3E+01
600 79-39-0 m ethacry lam ide NN 0.71 0.27 3 2.0E-01 6.9E-02 5.8E-01 6.7E+00 7.2E-01 2.2E+01
601 79-57-2 Oxytetra cycl i ne NN -2.40 2.04 2 2.5E+02 3.5E-07 4.6E+11 1.0E+02 8.2E-08 1.3E+11
602 79-92-5 cam phene NN -1.94 1.04 4 8.7E+01 5.2E+00 1.5E+03 3.4E+01 1.4E-01 6.7E+03
603 80-00-2 Sul phenone NN -2.42 0.45 4 2.6E+02 7.8E+01 8.9E+02 1.3E+02 1.1E+01 5.5E+02
604 8004-87-3 C.I. Basic V io le t 1 NN -1.10 1.37 7 1.3E+01 1.2E+00 1.3E+02 5.6E+00 2.7E-01 6.8E+01
605 80-06-8 4,4'-Di chl o ro -a lp h a - 
methyl benzhydrol NN -2.95 0.44 4 9.0E+02 2.8E+02 3.0E+03 4.3E+02 3.9E+01 1.9E+03
606 80-12-6 Tetram ethyl e n e d is u lfo te tra  m ine NN -4.28 0.25 3 1.9E+04 7.0E+03 5.0E+04 9.3E+03 8.0E+02 3.3E+04
607 80-56-8 pi n-2(3)-ene NN -3.22 0.37 3 1.7E+03 4.0E+02 6.6E+03 1.8E+01 2.1E+00 4.9E+01
608 830-13-7 cycl ododeca none NN -2.17 0.22 3 1.5E+02 6.4E+01 3.5E+02 1.1E-01 1.2E-02 2.8E-01
609 83-32-9 Acena ph thene NN -3.06 0.41 21 1.1E+03 8.1E+02 1.6E+03 6.0E+02 6.8E+01 1.4E+03
610 83-89-6 Qui na cri ne NN -1.15 0.70 6 1.4E+01 3.7E+00 5.3E+01 6.6E+00 5.6E-01 3.4E+01
611 84-11-7 p h e na n th ren e q u in o n e NN -3.28 0.13 3 1.9E+03 1.1E+03 3.2E+03 9.8E+02 1.1E+02 2.4E+03
612 85-01-8 Phena nthrene NN -3.45 0.37 15 2.8E+03 1.9E+03 4.2E+03 1.5E+03 1.7E+02 3.4E+03
613 85-34-7 Chlorfenac-acid NN -1.80 0.53 5 6.3E+01 2.0E+01 2.0E+02 3.0E+01 2.7E+00 1.3E+02
614 85-56-3 2-(4 -ch lorobenzoyl)benzo ic acid NN -0.81 0.22 3 6.4E+00 2.7E+00 1.5E+01 4.8E+00 2.6E-01 3.7E+01
615 86-57-7 1-N itrona phtha lene NN -2.03 0.38 2 1.1E+02 2.8E+00 5.3E+03 4.9E+01 5.7E-01 2.3E+03
616 86-73-7 flu o re n e NN -2.73 0.63 12 5.4E+02 2.5E+02 1.1E+03 2.6E+02 2.8E+01 8.2E+02
617 86-74-8 Ca rba zol e NN -2.75 0.39 2 5.7E+02 1.0E+01 3.1E+04 2.6E+02 2.3E+00 1.3E+04
618 87-17-2 salicy l a n ilid e NN -3.38 2.06 2 2.4E+03 1.6E-06 4.7E+12 9.4E+02 2.4E-07 2.6E+11
619 872-50-4 1-m ethyl-2-pyrro l i done NN -0.20 0.17 3 1.6E+00 8.1E-01 3.2E+00 1.8E+00 1.9E-01 5.3E+00
620 87-40-1 2,4,6-tri chl oroa n iso l e NN -3.86 0.93 2 7.3E+03 3.7E-01 1.1E+08 3.1E+03 1.9E-01 5.5E+07
621 87-61-6 1,2 ,3-trichlorobenzene NN -2.78 0.55 7 6.1E+02 2.4E+02 1.5E+03 1.6E+01 1.7E+00 3.9E+01
622 88-12-0 1-vi nyl-2-pyrrol idone NN -0.50 0.74 3 3.1E+00 1.7E-01 5.4E+01 9.2E-01 6.8E-02 4.9E+00
623 88-74-4 2 -n itro a n ilin e NN -1.23 0.78 4 1.7E+01 2.0E+00 1.4E+02 3.3E+03 6.9E+00 4.2E+05
624 90-12-0 1-Methyl na phtha lene NN -2.23 0.38 6 1.7E+02 8.4E+01 3.5E+02 8.5E+01 9.3E+00 2.6E+02
625 90-13-1 1-Chlorona phtha lene NN -3.00 0.35 8 1.0E+03 5.8E+02 1.7E+03 5.1E+02 5.6E+01 1.3E+03
626 90-47-1 xa nthone NN -3.73 0.36 3 5.4E+03 1.4E+03 2.2E+04 2.6E+03 2.0E+02 1.3E+04
627 91-15-6 phtha l o n itr i le NN -1.01 0.49 3 1.0E+01 1.6E+00 7.1E+01 9.2E+00 6.5E-01 5.2E+01
628 91-20-3 na phtha lene , pure NN -2.35 0.68 39 2.3E+02 1.5E+02 3.4E+02 2.4E+01 2.7E+00 6.5E+01
629 91-57-6 2-Methyl na phtha lene NN -2.82 0.21 6 6.5E+02 4.4E+02 9.6E+02 3.4E+02 3.9E+01 7.9E+02
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91-66-7 N,N-diethyl a n ilin e NN -1.99 0.61 3 9.7E+01 9.2E+00 1.1E+03 1.7E+00 2.0E-01 4.7E+00
923-02-4 N-(hydroxym ethyl)m etha cryl am ide NN 1.33 0.17 3 4.7E-02 2.5E-02 9.5E-02 3.2E+00 3.4E-01 7.7E+00
92-52-4 b iphenyl NN -2.72 0.41 7 5.2E+02 2.6E+02 1.0E+03 1.3E+02 3.5E+00 2.7E+03
928-68-7 6-methyl hepta n-2-one NN -1.20 0.12 3 1.6E+01 1.0E+01 2.6E+01 9.9E-02 8.5E-03 3.6E-01
93-08-3 2 -ace tonaphthone NN -2.36 0.26 3 2.3E+02 8.2E+01 6.1E+02 1.1E+02 1.0E+01 4.1E+02
93-15-2 m ethyleugeno l NN -2.14 0.08 2 1.4E+02 6.3E+01 2.9E+02 7.1E+01 5.8E+00 2.1E+02
93-65-2 2-(4-chloro-2-
methyl phenoxy)p rop ion ic  acid NN -1.88 0.62 4 7.6E+01 1.5E+01 4.0E+02 1.9E+02 1.6E+01 8.7E+02
939-23-1 4-Phenyl pyrid ine NN -1.63 0.23 2 4.3E+01 3.7E+00 4.2E+02 2.1E+01 6.9E-01 2.0E+02
941-98-0 1,(1-Na phtha l enyl )etha none NN -2.09 0.13 2 1.2E+02 3.1E+01 5.2E+02 6.3E+01 3.7E+00 2.9E+02
94-62-2 pi peri ne NN -1.65 0.64 2 4.5E+01 5.4E-02 2.3E+04 2.0E+01 1.8E-02 1.9E+04
94-68-8 N -e thy l-o -to l u id in e NN -1.52 0.16 3 3.3E+01 1.8E+01 6.2E+01 3.4E-01 8.6E-03 6.5E+00
947-04-6 dodeca ne-12-la ctam NN -1.63 0.49 3 4.2E+01 6.5E+00 2.8E+02 2.8E-01 2.9E-02 7.0E-01
95-15-8 B enzo [b ]th iophene NN -1.76 0.15 2 5.8E+01 1.2E+01 2.7E+02 2.9E+01 1.7E+00 1.4E+02
95-47-6 o-xylene NN -1.79 0.62 16 6.2E+01 3.4E+01 1.2E+02 3.1E+01 3.5E+00 8.8E+01
95-49-8 2 -ch loro to l uene NN -1.56 0.51 3 3.7E+01 5.1E+00 2.7E+02 1.7E+01 9.6E-01 1.4E+02
95-50-1 1,2-d ich lorobenzene NN -1.93 0.49 16 8.5E+01 5.2E+01 1.4E+02 3.2E+01 3.2E+00 1.2E+02
95-63-6 1,2,4-Trim ethyl benzene NN -2.15 0.15 3 1.4E+02 8.0E+01 2.5E+02 7.4E+01 7.3E+00 1.9E+02
95737-68-1 Pyri proxyfen NN -4.71 2.01 3 5.1E+04 2.0E+01 1.3E+08 2.2E+04 6.7E+00 4.3E+07
95-93-2 1,2,4,5-Tetra methyl benzene NN -2.10 0.82 2 1.3E+02 2.0E-02 3.4E+05 5.5E+01 6.1E-03 2.7E+05
95-94-3 1,2,4,5-Tetrachlorobenzene NN -2.55 0.75 10 3.6E+02 1.3E+02 9.8E+02 1.7E+02 1.7E+01 6.7E+02
96-12-8 3-chloro-1,2-di brom opropa ne NN -1.62 0.50 6 4.1E+01 1.6E+01 1.1E+02 2.0E+01 2.0E+00 7.2E+01
96-18-4 1,2,3-tri ch lo ropropane NN -2.39 1.76 3 2.5E+02 2.9E-01 2.2E+05 6.6E+00 7.4E-01 1.7E+01
96-29-7 bu tanone oxime NN -0.50 0.51 3 3.2E+00 4.5E-01 2.3E+01 4.9E-01 1.5E-02 7.8E+00
96-31-1 1,3-di methyl urea NN -0.27 0.66 3 1.9E+00 1.5E-01 2.5E+01 1.0E+00 4.5E-02 1.2E+01
96-41-3 Cycl openta  nol NN 0.15 0.10 2 7.1E-01 2.5E-01 1.9E+00 3.6E-01 2.6E-02 1.3E+00
96-45-7 ETU NN 0.04 1.18 4 9.1E-01 3.7E-02 2.2E+01 3.9E-01 9.5E-03 1.2E+01
97-65-4 i ta co n i c aci d NN -0.20 1.39 3 1.6E+00 7.9E-03 3.2E+02 1.4E+00 1.5E-01 3.3E+00
97-74-5 TMTM NN -3.51 1.01 5 3.2E+03 3.5E+02 2.8E+04 1.5E+03 6.2E+01 1.5E+04
97-77-8 te trae thy l th iu ra m d isu l fid e NN -3.81 0.95 5 6.5E+03 8.3E+02 5.1E+04 2.9E+03 1.5E+02 2.9E+04
98-00-0 fu rfu ry  la lcoho l NN -0.36 0.50 2 2.3E+00 1.5E-02 3.9E+02 1.0E+00 3.7E-03 1.4E+02
98-06-6 tert-Butyl benzene NN -1.24 0.08 2 1.7E+01 8.4E+00 3.9E+01 8.9E+00 7.5E-01 2.5E+01
98-07-7 al pha,al pha,a l pha- 
tri chl o ro to l uene NN -1.19 1.76 3 1.6E+01 1.5E-02 1.7E+04 3.6E+01 2.4E+00 2.4E+02
98-51-1 4-te rt-bu ty l to lu e ne NN -2.41 0.16 2 2.6E+02 5.4E+01 1.3E+03 1.3E+02 6.8E+00 7.7E+02
98-52-2 4-te rt- butyl cycl ohexano l NN -1.55 0.22 3 3.5E+01 1.6E+01 8.2E+01 2.8E-01 3.0E-02 6.4E-01
98-56-6 4-chloro-a lp h a ,a lp h a ,a lp h a - 
t r if l uo ro to l uene NN -2.36 0.39 3 2.3E+02 5.1E+01 1.1E+03 6.5E-01 7.1E-02 1.5E+00
98-82-8 cumene NN -1.81 0.72 9 6.5E+01 2.3E+01 1.8E+02 4.7E+01 3.5E+00 2.4E+02
98-87-3 a lp h a ,a lp h a -d ic h lo ro to lu e n e NN -2.08 0.09 3 1.2E+02 8.6E+01 1.7E+02 2.0E+01 1.2E+00 1.6E+02
98-94-2 cycl ohexyl d im ethy l am i ne NN -2.29 1.57 3 1.9E+02 4.0E-01 9.2E+04 1.3E+00 7.5E-02 1.0E+01
99-06-9 3-hydroxybenzoic acid NN -1.11 0.09 5 1.3E+01 1.1E+01 1.5E+01 6.7E+00 7.6E-01 1.4E+01
99-09-2 3 -n itro a n ilin e NN -1.42 0.80 4 2.6E+01 3.0E+00 2.3E+02 1.2E+01 6.2E-01 1.3E+02
99-54-7 1 ,2 -d ich lo ro -4 -n itrobenzene NN -2.58 0.11 3 3.8E+02 2.5E+02 5.7E+02 7.4E+01 1.6E-01 1.6E+04
99-82-1 1-isopropyl-4-m ethyl cycl ohexa ne NN -4.20 0.18 3 1.6E+04 8.0E+03 3.2E+04 6.4E-02 7.1E-03 1.6E-01
99-87-6 p-Cymene NN -1.87 0.49 4 7.5E+01 1.9E+01 2.8E+02 3.5E+01 2.9E+00 1.7E+02
99-96-7 4-hydroxybenzoic acid NN -1.10 0.49 2 1.3E+01 6.4E-02 1.9E+03 5.7E+00 3.3E-02 7.3E+02
99-97-8 N,N-di m ethy l-4 -to l u id in e NN -1.41 0.16 2 2.6E+01 5.3E+00 1.3E+02 1.3E+01 6.7E-01 7.2E+01
100-00-5 1-ch lo ro -4 -n itrobenzene PN -2.13 0.49 9 1.3E+02 6.6E+01 2.7E+02 2.5E+01 1.5E+00 1.4E+02
100-01-6 4 -n itro a n ilin e PN -1.70 1.03 8 5.1E+01 1.0E+01 2.5E+02 8.9E+00 4.2E-01 9.3E+01
100-02-7 4 -n itropheno l PN -1.90 0.38 32 7.9E+01 6.1E+01 1.0E+02 1.5E+01 9.6E-01 7.3E+01
100-17-4 4 -n itro a n iso le PN -1.44 0.25 4 2.8E+01 1.4E+01 5.4E+01 5.1E+00 2.8E-01 2.8E+01
100-29-8 4 -n itro p h e n e to le PN -1.73 0.27 3 5.3E+01 1.8E+01 1.5E+02 9.9E+00 4.9E-01 6.4E+01




















































Appendix to chapter 5
dTU/dC (l/g) dmsPAF/dC (l/g)
Cas nr. Name TMoA
Mx
(g/l) Ox n x median
95th
_th5 perc perc median
95th
_th5 perc perc
100-70-9 2-cya nopyrid ine PN -0.16 0.04 2 1.5E+00 1.0E+00 2.1E+00 2.8E-01 1.5E-02 1.4E+00
101-54-2 N -(4 -a m in o p h e n y l)a n ilin e PN -2.95 0.49 3 8.9E+02 1.4E+02 5.7E+03 1.6E+02 4.6E+00 1.9E+03
101-77-9 4 ,4 '-m e th y le n e d ia n ilin e PN -1.91 0.65 3 8.1E+01 6.3E+00 9.5E+02 1.4E+01 2.9E-01 3.2E+02
104-40-5 2,4,6-tri ch lorophenyl -4 '-n i trophenyl 
e th e r PN -3.47 0.24 16 3.0E+03 2.3E+03 3.8E+03 5.6E+02 3.4E+01 2.6E+03
104-43-8 4-Dodecyl phenol PN -3.84 0.02 2 6.9E+03 5.6E+03 8.7E+03 1.3E+03 7.2E+01 6.3E+03
104-94-9 4 -a n is id in e PN -2.07 1.05 2 1.2E+02 7.8E-04 1.8E+06 2.0E+01 3.6E-04 5.6E+05
105-67-9 4-Chloroa n ilin e PN -1.91 0.57 20 8.2E+01 4.9E+01 1.4E+02 1.5E+01 9.2E-01 7.7E+01
106-40-1 4-bromoa n ilin e PN -1.26 0.09 2 1.8E+01 7.1E+00 4.8E+01 3.3E+00 1.4E-01 2.1E+01
106-41-2 4-B rom ophenol PN -1.83 0.55 2 6.8E+01 1.6E-01 2.1E+04 1.2E+01 2.0E-02 4.9E+03
106-44-5 2,6-Di chl o ropheno l PN -1.83 0.41 12 6.8E+01 4.1E+01 1.1E+02 1.3E+01 7.4E-01 6.3E+01
106-47-8 2,4,5-Trich lorophenol PN -1.84 0.51 19 6.9E+01 4.3E+01 1.1E+02 1.3E+01 7.8E-01 6.6E+01
106-48-9 4 -ch lo ropheno l PN -1.72 0.86 26 5.2E+01 2.7E+01 1.0E+02 9.7E+00 5.9E-01 5.4E+01
106-49-0 4 -to lu id in e PN -2.03 1.46 5 1.1E+02 4.3E+00 2.7E+03 1.8E+01 2.4E-01 7.2E+02
106-50-3 1,4-phenyl ened ia  m ine PN -1.39 0.37 2 2.5E+01 5.5E-01 1.4E+03 4.4E+00 3.3E-02 2.7E+02
108-39-4 3-Methyl phenol PN -1.59 0.37 7 3.9E+01 2.1E+01 7.3E+01 7.3E+00 4.1E-01 3.9E+01
108-42-9 3 -ch lo ro a n ilin e PN -1.85 0.70 7 7.1E+01 2.2E+01 2.3E+02 1.3E+01 5.9E-01 9.6E+01
108-43-0 3-C hlorophenol PN -2.00 0.42 8 1.0E+02 5.2E+01 1.9E+02 1.8E+01 1.1E+00 9.9E+01
108-44-1 3-tol u id in e PN -2.09 2.35 2 1.2E+02 5.4E-09 2.3E+12 2.0E+01 7.5E-10 5.5E+11
108-46-3 resorci nol PN -1.65 1.17 7 4.5E+01 5.9E+00 3.2E+02 7.7E+00 2.6E-01 1.0E+02
108-68-9 3,5-xylenol PN -1.47 0.57 4 3.0E+01 6.0E+00 1.4E+02 5.4E+00 2.3E-01 5.1E+01
108-89-4 4 -p ico line PN -0.27 0.18 2 1.8E+00 2.8E-01 1.1E+01 3.4E-01 8.8E-03 3.8E+00
108-95-2 phenol PN -1.21 0.86 ## 1.6E+01 1.3E+01 2.0E+01 3.1E+00 2.0E-01 1.4E+01
108-99-6 3 -p ico line PN -0.45 0.55 2 2.8E+00 9.6E-03 7.5E+02 4.9E-01 1.2E-03 2.6E+02
110-86-1 2,3,4,6-Tetra chl o ropheno l PN -0.75 0.93 34 5.6E+00 3.0E+00 1.0E+01 1.1E+00 5.8E-02 5.6E+00
1122-54-9 4-a cetyl pyrid i ne PN -0.43 0.49 2 2.7E+00 2.0E-02 3.9E+02 4.6E-01 1.3E-03 7.9E+01
118-79-6 2,4,6-Tribrom ophenol PN -3.06 1.17 2 1.1E+03 1.2E-02 3.8E+08 1.8E+02 1.7E-03 5.3E+07
119-33-5 4 -m e thy l-2 -n itropheno l PN -1.48 0.37 2 3.0E+01 5.6E-01 1.1E+03 5.5E+00 4.6E-02 3.0E+02
120-80-9 catechol PN -2.14 0.15 2 1.4E+02 2.8E+01 6.6E+02 2.5E+01 8.4E-01 2.2E+02
120-83-2 2 ,4 -d ich lo ropheno l PN -2.21 0.69 22 1.6E+02 9.0E+01 2.9E+02 3.0E+01 1.9E+00 1.6E+02
121-57-3 s u lp h a n ilic  acid PN -1.04 0.03 3 1.1E+01 9.5E+00 1.2E+01 2.1E+00 1.3E-01 9.7E+00
121-69-7 2 -to lu id in e PN -1.35 0.34 11 2.2E+01 1.4E+01 3.4E+01 4.2E+00 2.4E-01 2.1E+01
121-73-3 1-C hloro-3-n itrobenzene PN -2.26 0.67 8 1.8E+02 6.5E+01 5.2E+02 3.3E+01 1.7E+00 2.3E+02
121-86-8 2 -ch lo ro -4 -n itro to l uene PN -2.16 0.08 3 1.4E+02 1.0E+02 1.9E+02 2.7E+01 1.7E+00 1.3E+02
121-87-9 2 -C h lo ro -4 -n itro a n ilin e PN -2.14 0.63 2 1.4E+02 2.0E-01 9.2E+04 2.3E+01 2.1E-02 1.5E+04
123-07-9 4-Ethyl phenol PN -1.74 0.54 3 5.5E+01 6.6E+00 4.8E+02 9.6E+00 2.5E-01 1.4E+02
123-30-8 4-Ami nopheno l PN -3.31 0.37 3 2.0E+03 5.1E+02 8.5E+03 3.7E+02 1.4E+01 3.1E+03
128-37-0 2 ,6 -d i-te rt-buty l-4 -m ethy l phenol PN -2.62 0.44 4 4.1E+02 1.3E+02 1.3E+03 7.4E+01 3.5E+00 5.5E+02
134-32-7 1-Ami nonap h th a le n e PN -1.53 0.66 2 3.4E+01 4.0E-02 3.4E+04 5.7E+00 4.1E-03 6.6E+03
13738-63-1 F luo ron itro fen PN -2.22 0.39 5 1.7E+02 7.0E+01 3.8E+02 3.0E+01 1.7E+00 1.8E+02
140-66-9 4-(1,1,3,3-tetra methyl bu ty l)pheno l PN -3.76 0.48 7 5.8E+03 2.6E+03 1.3E+04 1.1E+03 6.0E+01 7.0E+03
14938-35-3 4-n-pentyl phenol PN -2.63 0.20 4 4.2E+02 2.5E+02 7.1E+02 7.8E+01 4.6E+00 4.0E+02
150-19-6 3-M ethoxyphenol PN -1.27 0.16 2 1.9E+01 4.0E+00 8.9E+01 3.4E+00 1.0E-01 3.0E+01
150-76-5 4-M ethoxyphenol PN -1.49 0.38 4 3.1E+01 1.1E+01 8.5E+01 5.7E+00 2.9E-01 3.8E+01
1570-64-5 4-ch loro-o-creso l PN -2.44 0.82 5 2.8E+02 4.6E+01 1.7E+03 4.8E+01 1.5E+00 7.6E+02
1570-65-6 2,4-Di chl oro-6-m ethyl phenol PN -2.81 0.49 3 6.5E+02 1.0E+02 4.6E+03 1.2E+02 4.1E+00 1.4E+03
15950-66-0 2,3,4-Trich lorophenol PN -2.67 0.19 6 4.6E+02 3.3E+02 6.6E+02 8.6E+01 5.0E+00 4.2E+02
1630-17-7 1,3-Di m ethyl-5-(4- 
n itrophenoxy)benzene PN -1.70 0.06 2 5.0E+01 2.5E+01 9.7E+01 9.4E+00 4.6E-01 5.1E+01
1745-81-9 2-Al lyl phenol PN -1.91 0.24 5 8.2E+01 4.8E+01 1.4E+02 1.5E+01 8.9E-01 7.9E+01
1836-75-5 n itro fe n PN -2.72 0.62 25 5.2E+02 3.2E+02 8.4E+02 9.7E+01 6.1E+00 5.0E+02
1836-77-7 3,5-Di chl o ropheno l PN -2.91 1.10 15 8.2E+02 2.5E+02 2.6E+03 1.4E+02 7.6E+00 1.1E+03






















































dTU/dC (l/g) dmsPAF/dC (l/g)
Cas nr. Name TMoA
Mx
(g/l) Ox n x median
95th
_th5 perc perc median
95th
_th5 perc perc
2303-25-5 1-M ethyl-3-(4- 
n itrophenoxy)benzene PN -2.01 0.22 4 1.0E+02 5.6E+01 1.8E+02 1.9E+01 1.1E+00 1.0E+02
2416-94-6 2,3,6-tri methyl pheno l PN -1.98 0.14 3 9.6E+01 5.6E+01 1.7E+02 1.8E+01 1.0E+00 9.6E+01
2425-66-3 Korax PN -3.57 0.55 3 3.7E+03 4.2E+02 2.9E+04 6.4E+02 1.8E+01 9.4E+03
2446-69-7 4-Hexyl phenol PN -3.38 0.48 2 2.4E+03 1.9E+01 3.2E+05 4.3E+02 1.2E+00 6.1E+04
24544-04-5
2 ,6-d iisopropyl a n ilin e
PN -1.77 0.09 2 5.8E+01 2.4E+01 1.4E+02 1.1E+01 4.6E-01 6.4E+01
2460-49-3 4,5-Di chl o ro-2-m ethoxyphenol PN -2.07 0.72 4 1.2E+02 1.7E+01 8.2E+02 2.0E+01 6.8E-01 2.7E+02
25013-16-5 te rt-bu ty l hydroxya n iso l e PN -2.47 0.46 5 3.0E+02 1.1E+02 8.2E+02 5.5E+01 2.8E+00 3.6E+02
25154-52-3 nonyl phenol PN -3.44 0.63 14 2.8E+03 1.4E+03 5.5E+03 5.2E+02 3.1E+01 2.9E+03
2581-34-2 3-Methyl -4 -n itropheno l PN -1.99 0.17 4 9.7E+01 6.1E+01 1.5E+02 1.8E+01 1.1E+00 9.0E+01
2668-24-8 2-M ethoxy-4,5,6-tri chl o ropheno l PN -3.01 0.89 4 1.0E+03 9.3E+01 1.0E+04 1.7E+02 4.1E+00 3.3E+03
3096-70-6 4-Ami n o-3,5-xyl e n o l PN -3.32 0.66 5 2.1E+03 4.8E+02 8.8E+03 3.8E+02 1.7E+01 3.3E+03
3120-74-9 4-(m ethyl th io )-m -creso l PN -1.95 0.35 3 9.0E+01 2.2E+01 3.6E+02 1.6E+01 6.6E-01 1.3E+02
329-89-5 6-Ami no-3-pyrid ineca rboxa m ide PN -1.38 1.35 2 2.4E+01 7.0E-06 1.5E+07 3.9E+00 2.8E-06 2.7E+06
3380-34-5 5-chloro-2(2,4-
d ich lo rophenoxy)pheno l PN -3.45 0.01 2 2.8E+03 2.6E+03 3.0E+03 5.3E+02 3.1E+01 2.5E+03
3397-62-4 Simazi ne-desd ie thy l PN -1.77 0.67 3 5.9E+01 4.2E+00 8.3E+02 1.0E+01 2.1E-01 2.2E+02
3428-24-8 4,5-Di chl oro catechol PN -3.00 0.84 4 1.0E+03 1.1E+02 1.0E+04 1.7E+02 4.7E+00 2.9E+03
350-46-9 1-Fl uo ro -4-n itrobenzene PN -1.15 0.55 2 1.4E+01 4.9E-02 3.2E+03 2.5E+00 6.1E-03 1.1E+03
39905-57-2 4 -hexyloxyan iline PN -2.96 0.67 2 9.2E+02 5.2E-01 1.6E+06 1.6E+02 7.7E-02 3.3E+05
4901-51-3 2,3,4,5-Tetra chl o ropheno l PN -3.09 0.37 6 1.2E+03 6.1E+02 2.5E+03 2.3E+02 1.3E+01 1.3E+03
4920-77-8 3 -m e thy l-6 -n itropheno l PN -1.53 0.28 2 3.4E+01 2.0E+00 6.0E+02 6.0E+00 8.8E-02 1.4E+02
500-99-2 3,5-Di m ethoxyphenol PN -1.50 0.98 2 3.2E+01 1.2E-03 5.5E+05 5.2E+00 2.8E-04 8.8E+04
504-24-5 N,N-Di methyl a n ilin e PN -1.82 0.61 11 6.5E+01 3.0E+01 1.4E+02 1.2E+01 7.1E-01 6.9E+01
504-29-0 2-Ami nopyrid ine PN -1.24 1.17 2 1.7E+01 6.0E-05 2.0E+06 2.9E+00 1.9E-05 9.2E+05
526-75-0 2,3-Di methyl phenol PN -1.91 0.04 2 8.2E+01 5.6E+01 1.2E+02 1.5E+01 7.9E-01 7.8E+01
527-60-6 2,4,6-Trim ethyl pheno l PN -1.65 0.74 4 4.5E+01 6.3E+00 3.2E+02 7.6E+00 2.4E-01 1.0E+02
554-00-7 4-N onylphenol PN -2.30 0.56 18 2.0E+02 1.2E+02 3.4E+02 3.7E+01 2.2E+00 1.9E+02
554-84-7 3 -N itrophenol PN -2.31 0.72 5 2.0E+02 4.2E+01 1.0E+03 3.6E+01 1.4E+00 3.4E+02
56-53-1 DES PN -3.72 1.10 2 5.3E+03 5.3E-02 2.5E+08 8.4E+02 7.6E-03 8.8E+07
56-75-7 Chl ora m phenico l PN -1.20 1.72 5 1.6E+01 4.2E-01 7.6E+02 2.6E+00 2.5E-02 1.6E+02
576-24-9 2,3-Di chl o ropheno l PN -2.50 0.27 5 3.2E+02 1.7E+02 5.7E+02 5.8E+01 3.4E+00 3.1E+02
576-26-1 2,6-Di methyl phenol PN -1.90 0.80 7 7.9E+01 2.1E+01 3.0E+02 1.4E+01 6.5E-01 1.2E+02
578-46-1 5 -m e th y l-2 -n itro a n ilin e PN -1.92 0.45 2 8.3E+01 7.0E-01 5.2E+03 1.5E+01 5.9E-02 1.5E+03
578-54-1 2-ethyl a n ilin e PN -1.50 0.42 3 3.2E+01 6.2E+00 1.6E+02 5.6E+00 2.0E-01 5.9E+01
58-14-0 Pyri m etha mi ne PN -2.08 0.26 4 1.2E+02 5.9E+01 2.5E+02 2.2E+01 1.3E+00 1.2E+02
583-78-8 2,5-Di chl o ropheno l PN -2.50 0.21 4 3.1E+02 1.8E+02 5.6E+02 5.9E+01 3.4E+00 3.0E+02
58-90-2 2,4-Di methyl phenol PN -3.01 0.49 26 1.0E+03 7.0E+02 1.5E+03 1.9E+02 1.2E+01 9.3E+02
589-16-2 4-Ethyl a n ilin e PN -1.81 0.69 5 6.5E+01 1.4E+01 2.9E+02 1.2E+01 4.7E-01 1.1E+02
591-27-5 3-A m inopheno l PN -2.69 0.17 2 4.9E+02 8.5E+01 3.0E+03 8.8E+01 2.6E+00 9.7E+02
591-35-5 4-M ethyl pheno l PN -2.59 0.39 14 3.9E+02 2.6E+02 6.0E+02 7.3E+01 4.4E+00 3.6E+02
59-50-7 chlorocresol PN -2.10 0.54 9 1.2E+02 5.8E+01 2.7E+02 2.3E+01 1.4E+00 1.4E+02
608-31-1 2,6-Di chl o ro a n ilin e PN -2.62 0.33 3 4.1E+02 1.2E+02 1.5E+03 7.4E+01 3.2E+00 5.7E+02
609-19-8 3,4,5-Trich lorophenol PN -3.13 0.36 4 1.4E+03 5.2E+02 3.6E+03 2.5E+02 1.3E+01 1.6E+03
611-06-3 1 ,3 -d ich lo ro -4 -n itrobenzene PN -2.38 0.17 5 2.4E+02 1.6E+02 3.5E+02 4.5E+01 2.9E+00 2.2E+02
615-36-1 2-bromoa n ilin e PN -1.61 0.86 2 4.0E+01 8.8E-03 4.8E+05 6.6E+00 3.4E-04 9.4E+04
618-62-2 3,5-dichl o ron itrobenzene PN -2.60 0.54 3 4.0E+02 5.3E+01 3.3E+03 7.1E+01 2.1E+00 9.6E+02
62-53-3 a n ilin e PN -1.31 0.98 52 2.0E+01 1.2E+01 3.4E+01 3.9E+00 2.3E-01 2.0E+01
626-43-7 3,5-Di chl o ro a n ilin e PN -2.59 0.34 5 3.9E+02 1.9E+02 8.2E+02 7.2E+01 4.1E+00 4.1E+02
634-67-3 2,3,4-Trichl oroa n ilin e PN -2.85 0.27 5 7.1E+02 3.9E+02 1.3E+03 1.3E+02 7.7E+00 7.0E+02
634-83-3 2,3,4,5-Tetra chl o ro a n ilin e PN -3.39 0.40 5 2.4E+03 1.0E+03 5.9E+03 4.5E+02 2.3E+01 2.7E+03
634-93-5 2,4,6-Tri chl oroa n ilin e PN -2.43 0.29 2 2.7E+02 1.4E+01 5.1E+03 4.8E+01 7.5E-01 1.3E+03






















































Appendix to chapter 5
dTU/dC (l/g) dmsPAF/dC (l/g)
Cas nr. Name TMoA
Mx
(g/l) Ox n x median
95th
_th5 perc perc median
95th
_th5 perc perc
636-30-6 2,4,5-trichloroa n ilin e PN -2.80 0.64 5 6.4E+02 1.5E+02 2.6E+03 1.1E+02 5.2E+00 9.7E+02
68-35-9 S u lfad iaz ine PN -2.48 1.97 2 3.0E+02 1.5E-07 1.9E+11 4.8E+01 1.7E-07 4.6E+10
700-13-0 2,3,5-tri methyl hydroqu inone PN -2.70 0.53 3 5.0E+02 6.1E+01 4.1E+03 8.8E+01 2.6E+00 1.4E+03
700-38-9 5 -M e thy l-2 -n itropheno l PN -1.75 0.54 3 5.6E+01 6.6E+00 4.4E+02 9.6E+00 2.8E-01 1.4E+02
767-00-0 4-cyanophenol PN -1.29 0.75 3 1.9E+01 9.1E-01 3.6E+02 3.3E+00 5.2E-02 9.4E+01
78-90-0 propyl e n e d iam in e PN -0.81 0.69 3 6.4E+00 4.3E-01 8.9E+01 1.1E+00 2.2E-02 2.5E+01
80-05-7 4 ,4 '- iso p ro p y lid e n e d ip he n o l PN -2.67 0.86 9 4.7E+02 1.4E+02 1.6E+03 8.2E+01 4.3E+00 6.7E+02
80-46-6 4 -te rt-pen ty l phenol PN -2.95 0.49 3 8.9E+02 1.3E+02 5.7E+03 1.6E+02 5.3E+00 1.9E+03
82-68-8 Q uintozene PN -2.59 0.74 2 3.9E+02 3.0E-01 1.1E+06 6.6E+01 1.2E-02 1.2E+05
83-41-0 2,3-di methyl n itrobenzene PN -2.27 0.11 3 1.9E+02 1.2E+02 2.9E+02 3.5E+01 2.0E+00 1.8E+02
83-42-1 2-Chl o ro -6 -n itro to l uene PN -2.11 0.19 6 1.3E+02 8.9E+01 1.9E+02 2.4E+01 1.5E+00 1.2E+02
87-59-2 2,3-di methyl a n ilin e PN -1.64 0.51 2 4.3E+01 1.5E-01 8.7E+03 7.4E+00 2.5E-02 1.7E+03
87-62-7 2,6-xyl id in  e PN -1.01 0.05 3 1.0E+01 8.5E+00 1.2E+01 1.9E+00 1.3E-01 9.2E+00
87-65-0 4-Ami nopyrid ine PN -1.95 0.37 11 8.9E+01 5.6E+01 1.4E+02 1.7E+01 9.5E-01 8.3E+01
88-06-2 2 ,4 ,6-trich loropheno l PN -2.58 0.35 28 3.8E+02 2.9E+02 4.9E+02 7.2E+01 4.5E+00 3.4E+02
88-72-2 2 -n itro to l uene PN -1.46 0.25 8 2.9E+01 2.0E+01 4.3E+01 5.5E+00 3.5E-01 2.7E+01
88-73-3 1-ch lo ro -2 -n itrobenzene PN -1.70 0.33 5 5.0E+01 2.4E+01 1.0E+02 9.4E+00 5.5E-01 5.2E+01
88-75-5 2 -n itropheno l PN -1.84 0.74 10 7.0E+01 2.6E+01 1.9E+02 1.3E+01 7.3E-01 8.4E+01
89-59-8 4-Chl o ro -2 -n itro to l uene PN -2.00 0.17 6 1.0E+02 7.2E+01 1.4E+02 1.9E+01 1.1E+00 9.1E+01
89-60-1 4 -ch lo ro -3 -n itro to l uene PN -1.91 0.15 2 8.1E+01 1.7E+01 4.0E+02 1.5E+01 4.3E-01 1.2E+02
89-61-2 1,4-dichl o ro -2 -n itrobenzene PN -2.36 0.22 4 2.3E+02 1.3E+02 4.1E+02 4.3E+01 2.6E+00 2.3E+02
89-62-3 4 -m e th y l-2 -n itro a n ilin e PN -1.39 0.31 2 2.4E+01 1.2E+00 5.7E+02 4.3E+00 5.1E-02 1.4E+02
89-83-8 thym ol PN -2.21 0.44 7 1.6E+02 7.5E+01 3.4E+02 3.0E+01 1.8E+00 1.7E+02
90-04-0 o -a n is id in e PN -1.50 0.60 3 3.1E+01 2.9E+00 3.3E+02 5.5E+00 1.4E-01 9.5E+01
90-05-1 guaiacol PN -1.11 0.50 3 1.3E+01 1.7E+00 9.3E+01 2.3E+00 7.4E-02 3.0E+01
90-43-7 b ipheny l-2 -o l PN -2.34 0.26 5 2.2E+02 1.2E+02 3.9E+02 4.1E+01 2.5E+00 2.1E+02
91-23-6 2 -n itro a n iso le PN -1.02 0.30 6 1.1E+01 6.0E+00 1.8E+01 2.0E+00 1.2E-01 1.0E+01
91-68-9 3 -d ie thy l am i nopheno l PN -2.15 0.13 3 1.4E+02 8.7E+01 2.3E+02 2.6E+01 1.6E+00 1.4E+02
91-76-9 6-phenyl -1,3,5-tri a zi n e -2,4- 
d iy ld ia m i ne PN -0.96 0.73 3 9.1E+00 5.1E-01 1.3E+02 1.6E+00 3.0E-02 3.7E+01
91-94-1 3,3 '-d ichl o robenz id i ne PN -2.84 0.20 2 6.9E+02 9.0E+01 5.8E+03 1.2E+02 2.9E+00 1.3E+03
92-69-3 4-hydroxybiphenyl PN -2.29 0.20 2 2.0E+02 2.7E+01 1.6E+03 3.6E+01 8.2E-01 4.3E+02
92-87-5 Benzid ine PN -2.45 0.81 2 2.8E+02 4.4E-02 7.7E+05 4.7E+01 6.2E-03 4.1E+05
933-75-5 2,3,6-Trich lorophenol PN -2.22 0.29 5 1.6E+02 8.6E+01 3.1E+02 3.0E+01 1.7E+00 1.7E+02
933-78-8 2,3,5-Trich lorophenol PN -2.72 0.26 4 5.3E+02 2.6E+02 1.1E+03 9.6E+01 5.4E+00 5.4E+02
935-95-5 1-Ch l o ro-4-ni tro benzene PN -2.73 0.55 9 5.3E+02 2.4E+02 1.2E+03 9.8E+01 5.5E+00 5.7E+02
95-48-7 Pyridine PN -1.45 0.42 35 2.8E+01 2.1E+01 3.7E+01 5.3E+00 3.2E-01 2.5E+01
95-51-2 2-chl o ro a n ilin e PN -1.76 0.81 6 5.8E+01 1.2E+01 2.6E+02 1.0E+01 4.5E-01 9.7E+01
95-53-4 2,3,5,6-Tetra chl o ropheno l PN -1.23 0.63 9 1.7E+01 6.8E+00 4.1E+01 3.1E+00 1.7E-01 1.9E+01
95-54-5 o-phenyl e n e d iam i ne PN -1.98 0.39 3 9.6E+01 2.1E+01 4.2E+02 1.7E+01 6.5E-01 1.6E+02
95-55-6 2-ami nopheno l PN -0.83 0.70 3 6.8E+00 4.2E-01 9.6E+01 1.2E+00 2.4E-02 2.7E+01
95-56-7 2-B rom ophenol PN -1.75 0.93 2 5.6E+01 3.9E-03 9.7E+05 9.4E+00 4.8E-04 1.4E+05
95-57-8 2 -ch lo ropheno l PN -1.79 0.45 14 6.2E+01 3.8E+01 1.0E+02 1.2E+01 7.3E-01 5.9E+01
95-64-7 3,4-d im ethyl a n ilin e PN -2.00 0.76 2 1.0E+02 2.5E-02 1.5E+05 1.7E+01 3.7E-03 3.1E+04
95-65-8 3,4-Di methyl phenol PN -1.97 0.21 4 9.3E+01 5.3E+01 1.6E+02 1.7E+01 1.0E+00 9.1E+01
95-68-1 2,4-Di methyl a n ilin e PN -1.25 0.76 2 1.8E+01 7.4E-03 5.6E+04 3.0E+00 6.2E-04 7.2E+03
95-74-9 3-chl o ro -p -to l u id in e PN -1.87 0.59 8 7.4E+01 3.0E+01 1.8E+02 1.3E+01 7.9E-01 8.4E+01
95-76-1 3,4-dichl o ro a n ilin e PN -2.51 0.73 33 3.2E+02 2.0E+02 5.3E+02 6.0E+01 3.7E+00 3.1E+02
95-77-2 3,4-Di chl o ropheno l PN -2.61 0.20 6 4.1E+02 2.8E+02 6.0E+02 7.8E+01 4.6E+00 3.8E+02
95-80-7 2,4-d iam i noto l uene PN -0.75 1.40 3 5.6E+00 2.5E-02 1.6E+03 8.9E-01 2.0E-03 2.6E+02
95-82-9 2,5-Di chl o ro a n ilin e PN -2.27 0.46 4 1.9E+02 5.3E+01 6.5E+02 3.3E+01 1.5E+00 2.6E+02
95-84-1 2-Ami no-4-m ethyl phenol PN -2.35 0.19 2 2.2E+02 3.3E+01 1.6E+03 4.1E+01 9.5E-01 4.2E+02
95-87-4 2,5-Di methyl phenol PN -1.58 0.91 3 3.8E+01 1.0E+00 1.2E+03 6.5E+00 6.6E-02 3.2E+02
95-88-5 4-Chl oro res orci nol PN -1.43 2.22 2 2.7E+01 6.3E-09 1.9E+11 4.0E+00 1.4E-10 9.7E+09
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837 95-95-4 2,4-dichl o ro a n ilin e PN -2.91 0.26 18 8.1E+02 6.4E+02 1.0E+03 1.5E+02 9.3E+00 7.2E+02
838 97-23-4 Panacide PN -3.08 0.83 6 1.2E+03 2.6E+02 5.7E+03 2.1E+02 8.1E+00 2.0E+03
839 98-54-4 4-te rt-bu ty l pheno l PN -2.28 0.41 4 1.9E+02 6.3E+01 5.9E+02 3.4E+01 1.9E+00 2.4E+02
840 98-92-0 n ico ti nam ide PN 0.23 0.40 3 5.9E-01 1.3E-01 2.8E+00 1.1E-01 3.9E-03 9.7E-01
841 98-95-3 n itrobenzene PN -1.53 0.59 17 3.4E+01 1.9E+01 6.0E+01 6.4E+00 4.0E-01 3.4E+01
842 99-08-1 3 -n itro to l uene PN -1.59 0.22 6 3.8E+01 2.5E+01 5.9E+01 7.2E+00 4.4E-01 3.5E+01
843 99-51-4 3,4-d im ethyl n itrobenzene PN -2.00 0.06 4 1.0E+02 8.6E+01 1.2E+02 1.9E+01 1.2E+00 8.9E+01
844 99-55-8 2 -m e th y l-5 -n itro a n ilin e PN -1.65 0.35 4 4.4E+01 1.7E+01 1.1E+02 8.0E+00 4.3E-01 5.2E+01
845 99-71-8 4-sec-bu ty lpheno l PN -2.94 0.27 2 8.7E+02 5.4E+01 1.5E+04 1.6E+02 2.7E+00 3.4E+03
846 99-99-0 4 -n itro to l uene PN -1.50 0.35 5 3.1E+01 1.5E+01 6.9E+01 5.8E+00 3.2E-01 3.4E+01
847 100-52-7 Aceta ldehyde RCC -1.57 0.70 10 3.7E+01 1.5E+01 9.4E+01 1.3E-02 1.9E-08 2.1E+01
848 104-88-1 3-pyrid ineca rboxa l dehyde RCC -1.96 0.65 3 9.2E+01 7.6E+00 1.2E+03 3.2E-02 3.4E-08 7.6E+01
849 107-20-0 4-Chlorobenza l dehyde RCC -2.54 0.62 3 3.4E+02 3.4E+01 4.0E+03 1.2E-01 1.3E-07 3.0E+02
850 107-22-2 2-Methyl phenol RCC -0.76 0.34 2 5.8E+00 1.8E-01 1.9E+02 2.0E-03 7.8E-10 6.3E+00
851 108-31-6 buta na l RCC -0.66 0.30 5 4.5E+00 2.4E+00 8.9E+00 1.7E-03 2.5E-09 2.6E+00
852 111-30-8 gl uta ra l RCC -2.54 1.37 3 3.5E+02 1.7E+00 7.5E+04 8.4E-02 1.3E-08 8.2E+03
853 1162-65-8 Glyoxal RCC -3.02 0.30 2 1.0E+03 4.0E+01 2.3E+04 3.5E-01 1.5E-07 9.9E+02
854 123-05-7 2-ethyl hexana l RCC -1.89 0.23 3 7.8E+01 3.1E+01 1.9E+02 2.8E-02 2.8E-08 4.8E+01
855 123-38-6 afl atoxi n B1 RCC -0.94 0.08 2 8.8E+00 3.9E+00 2.0E+01 3.1E-03 3.0E-09 5.6E+00
856 123-72-8 couma ri n RCC -0.96 0.60 4 9.2E+00 1.8E+00 4.6E+01 3.3E-03 4.3E-09 5.8E+00
857 3268-49-3 3-(m ethyl th io )p ro p io n a  l dehyde RCC -1.90 0.62 3 7.9E+01 6.7E+00 8.6E+02 2.6E-02 2.0E-08 7.6E+01
858 39515-51-0 ma l e ic anhydride RCC -1.95 0.27 5 8.9E+01 5.0E+01 1.6E+02 3.2E-02 4.6E-08 5.2E+01
859 50-00-0 form a l dehyde RCC -1.12 0.71 46 1.3E+01 8.8E+00 2.0E+01 4.7E-03 4.8E-09 7.3E+00
860 500-22-1 Propa na l RCC -1.33 0.65 2 2.1E+01 2.6E-02 1.7E+04 7.0E-03 2.4E-10 8.1E+01
861 590-86-3 isova le ra ldehyde RCC -1.45 0.92 3 2.8E+01 8.6E-01 1.0E+03 8.4E-03 3.5E-09 4.7E+01
862 645-62-5 2-ethyl hex-2-enal RCC -1.88 0.30 3 7.6E+01 2.4E+01 2.4E+02 2.7E-02 2.4E-08 5.0E+01
863 674-82-8 bu t-3 -en-3 -o lide RCC -0.14 1.02 3 1.4E+00 2.6E-02 7.3E+01 4.2E-04 1.8E-10 2.3E+00
864 75-07-0 3-Phenoxybenza ldehyde RCC -1.11 0.38 8 1.3E+01 7.1E+00 2.3E+01 4.7E-03 6.5E-09 7.5E+00
865 78-84-2 isobutyra  ldehyde RCC -1.16 0.55 3 1.5E+01 1.8E+00 1.2E+02 4.5E-03 3.7E-09 1.2E+01
866 89-98-5 Chl oroaceta l dehyde RCC -2.30 0.22 3 2.0E+02 8.4E+01 4.7E+02 7.1E-02 1.0E-07 1.2E+02
867 90-02-8 Benza ldehyde RCC -2.18 0.41 27 1.5E+02 1.1E+02 2.1E+02 5.5E-02 8.7E-08 8.8E+01
868 91-64-5 o-Chl orobenza l dehyde RCC -1.68 0.37 3 4.8E+01 1.1E+01 2.1E+02 1.8E-02 2.5E-08 2.9E+01
869 98-01-1 2-fura l dehyde RCC -1.44 0.51 8 2.8E+01 1.2E+01 5.9E+01 9.9E-03 9.5E-09 1.6E+01
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E1. Effect factor calculations
The ecotoxicological effect factor for pesticide x, (dmsPAF/dCx) was defined as follows:
dmsPAF dmsPAF dTU, dmsPAF dPAF, dTU,
dCx dTU, dC xe J dPAF, dTU, dC xe J
(E1)
The first partial derivative, dmsPAF/dPAFj, is equal to: 
dmsPAF 1 -  msPAF
dPAF, 1 -  PAF,
Starting from concentration addition for chemicals with the same TM oA j  (De 
Posthuma 2005, Konemann & Pieters 1996) and a lognormal Toxic Unit (TU)-response 
PAFi is defined as:
PAF: =
J a ,  • J 2 n  • TU, • ln10
U  f  










where ^x is the average sensitivity of species to pesticide x  (g/L).
The second part of the ecotoxicological effect factor, dPAFj/dTUj, is now defined by:
dPAF, 1




Finally, the chemical-specific toxic potency, dTUj/dCx is derived through: 
dTU, 1
dCxG, 10^x
Combining the three partial derivatives, the ecotoxicological effect factor of a 
em itted to freshwater can now be summarized by:
dmsPAF
dCxe j
1 -  msPAF
(1 -  PAF, )• a ,  • J T n  • TU, • ln10
• exp
f
1 r  log(TUj) >
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Uncertainty in average species sensitivity ,^x was determined by describing uncertainty in the 
estimated mean of a sample from a normal distribution when true variance is unknown (Cullen 
& Frey 1999):
£ i o g ( r o x „  ) t |n
=  — ------------------ + - ^ -CT
ns , / n
log(TOX ,x) (E8)
where TOXx,s refers to the toxic value (i.e. EC50) for pesticide x  and species s, ns is the total 
number of chemicals for which log transformed toxicity data were available for that specific 
TM oA and t[n-1] is the standard Student's t  distribution with n-1 degrees of freedom .
Following Van Zelm et al. (2007a), the uncertainty distribution of Oj is described by: 




where o x is the chemical-specific spread in species sensitivity, and o O the standard deviation in 
the standard deviation of each chemical that belongs to a certain TMoA.
In the uncertainty of Oj, uncertainty of o x has to be accounted for as well. This uncertainty is 
described with a x distribution (Roelofs et al. 2003):
x CTTOX ,x V
ns -  1
Zh
(E10)
where OTOX,x is the standard deviation of the toxicity data derived for that specific chemical and 
X2n-1 represents a standard x 2 distribution with n-1 degrees of freedom.
E3. TMoA-specific part of the effect factor
Table E1: Median values fo r  Toxic Unit (TU,), TMoA-specific spread in species sensitivity (o,), 
Potentially Affected Fraction o f species (PAFj), and Toxic M ode o f Action specific effect factor  
(dmsPAF/dTUj) and their 90% confidence intervals, represented by the 5 th and 95th percentile o f 
the uncertainty distribution.
TMoA N TUj CTj PAFj òmsPAF/ òTUj
DTC 5 1.3-101 (8.0-102 - 2.1-101) 0.8 (0.6 - 1.4-101 (6.5-102 - 2.3-101) 8.0-101 (5.6-101 - 1.1)
1.1)
IAC 11 2.4-10-3 (1.4-10-3 - 5.2-10-3) 0.9 (0.6 - 1.1-10-3 (1.1-10-5 - 1.6-10-2) 1.1 (3.1-101 - 2.5)
1.2)
IAO 9 1.6-10 2 (9.8-10 3 - 2.7-10 2) 0.9 (0.7 - 2.3-10 2 (6.1-10 3 - 6.1-10 2) 1.5 (9.9-101 - 2.0)
1.1)
IAS 1 3.0-10 3 (1.7-10 3 - 5.4-10 3) 0.7 (0.3 - 9.3-10 5 (2.2-1016 - 4.4-10 2) 5.4-101 (4.4-10 3 - 3.3)
1.5)
ICD 5 8.0-10 4 (1.7-10 4 - 5.3-10 3) 0.6 (0.3 - 1.7-10 7 (0 - 1.3-10 2) 9.2-102 (1.6-105 - 2.3)
1.2)
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TMoA N TUj Cj PAFj ômsPAF/ ôTUj
IES 12 7.0-103 (5.0-103 - 1.1-102) 0.4 (0.3 - 9.7-108 (8.9-1016 - 3.6-104) 1.6-101 (1.2-102 - 7.7-101)
0.6)
IP 15 7.5-102 (3.3-102 - 2.4-10-1) 0.8 (0.6 - 8.8-102 (2.3-102 - 2.3-10-1) 9.9-101 (6.1-10"1 - 1.4)
1.1)
NP 4 1.1-10 2 (2.6-10 3 - 5.8-10 2) 0.9 (0.7 - 2.0-10 2 (1.2-10 3 - 1.1-101) 1.5 (8.4-101 - 2.4)
1.2)
PGI 5 2.7-10 3 (1.4-10 3 - 8.8-10 3) 0.5 (0.3 - 8.3-10 8 (0.0 - 2.0-10 3) 1.1-101 (1.5-10 3 - 1.1)
0.8)
PGR 15 4.9-10 2 (3.5-10 3 - 1.0) 0.5 (0.4 - 9.2-10 3 (2.5-10 7 - 5.0-101) 7.8-10 1 (1.4-101 - 1.3)
0.8)
SF 5 4.4-10 4 (2.7-10 4 - 1.2-10 3) 0.4 (0.2 - 0 (0 - 1.8-10 5) 6.1-10 4 (6.8-1010 - 3.6-101)
0.8)
ALL 87 Weighted average
1.1 (3.3-103 - 2.0)
TMoA=Toxic Mode of Action; DTC=DiThioCarbamates; IAC=Inhibition of Acetylcholinesterase: Carbamates; 
IAO=Inhibition of Acetylcholinesterase: Organophosphates; IAS=Inhibitor of Amino acid Synthesis; ICD=Inhibitor of 
Cell Division; IES=Inhibitor of Ergosterol Synthesis; IP=Inhibitor of Photosynthesis; NP=Neurotoxicant: Pyrethroids; 
PGI=Plant Growth Inhibitor; PGR=Plant Growth Regulator; SF= Systemic Fungicide; N=number of pesticides included 
in the calculations.
Table E2: Spread in uncertainty o f the TMoA-specific p art o f the effect fac to r (dmsPAF/dTUj), 
represented by the 95 th percentile divided by the 5 th percentile o f the uncertainty distribution, 
and average contribution to uncertainty (%) in dmsPAF/dTUj caused by (i) TMoA-specific spread 
in species sensitivity (Cj); (ii) average species sensitivity (yx); (iii) concentration (Cx); and (iv) 
multi-substance Potentially Affected Fraction o f species (msPAF).
# TM oAa 95pc/5pc (ômsPAF/ ÔTUj) Cj (%) E^x (%) ECx (%) msPAF (%)
1 . DTC 2.0 7 28 1 64
2. IAO 2.1 20 4 1 76
3. IP 2.4 0 38 1 61
4. NP 2.9 42 5 4 49
5. IAC 8.3 87 3 1 9
6. PGR 9.1 32 29 2 38
7. IES 6.6-101 90 5 2 3
8. PGI 7.0-102 89 9 1 1
9. IAS 7.5-102 96 3 1 1
10 . ICD 1.5-105 87 3 9 0
1 1 . SF 5.2-108 95 3 2 0
aSee Table E1 for abbreviations
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Table E3. Ecotoxicity data and (chemical-specific) ecotoxicological effect factors





Number of toxicity tests 
Bacteria/
Archaea/ Plantae/ Inverte- Vertebrata- 









1 33813-20-6 5,6-di hyd ro-3H-i m ida zo [2 ,l-c ]- l,2 ,4 - 
d ith ia z o le -3 -th io n e DTC -3.22 0.75 14 0 1 7 6 1.7E+03 7.4E+02 3.8E+03 1.3E+03 5.5E+02 3.3E+03
2 31512-74-0 C efazoline sod ium DTC -3.25 0.66 9 0 0 4 5 1.8E+03 7.1E+02 4.6E+03 1.4E+03 5.3E+02 4.0E+03
3 14484-64-1 ferbam DTC -3.16 1.21 22 1 1 8 12 1.5E+03 5.3E+02 4.0E+03 1.2E+03 3.9E+02 3.4E+03
4 8018-01-7 ma ncozeb DTC -2.81 0.75 26 0 2 7 17 6.5E+02 3.6E+02 1.2E+03 5.1E+02 2.8E+02 8.7E+02
5 12427-38-2 ma neb DTC -2.83 1.00 44 1 2 13 28 6.8E+02 3.8E+02 1.2E+03 5.4E+02 2.8E+02 1.1E+03
6 137-42-8 meta m -sodi um DTC -3.26 0.57 6 0 0 2 4 1.8E+03 6.1E+02 5.4E+03 1.4E+03 4.6E+02 4.6E+03
7 144-54-7 methyl d ith i oca rba mi c-a cid- DTC -2.93 1.06 5 0 1 1 3 8.4E+02 8.1E+01 8.5E+03 6.7E+02 5.8E+01 6.9E+03
8 9006-42-2 m eti ra m DTC -2.61 0.82 19 2 5 5 7 4.1E+02 1.9E+02 8.7E+02 3.3E+02 1.4E+02 7.2E+02
9 137-26-8 th i ra m DTC -3.78 1.19 32 1 3 10 18 6.1E+03 2.7E+03 1.4E+04 4.7E+03 2.2E+03 9.2E+03
10 12122-67-7 Z ineb DTC -2.10 1.04 15 0 2 3 10 1.3E+02 4.2E+01 3.7E+02 9.9E+01 3.2E+01 3.1E+02
11 137-30-4 zi ra m DTC -3.39 0.52 21 0 2 9 10 2.5E+03 1.6E+03 3.9E+03 1.9E+03 1.1E+03 3.4E+03
12 3766-81-2 2-butyl phenyl m ethyl carbam ate 1 AC -2.40 1.01 16 0 0 8 8 2.5E+02 9.2E+01 6.9E+02 2.6E+02 5.5E+01 1.0E+03
13 3942-54-9 2-ch lorophenyl m ethyl ca rba mate 1 AC -2.27 1.29 7 0 0 6 1 1.9E+02 2.1E+01 1.6E+03 1.9E+02 1.6E+01 2.1E+03
14 8065-36-9 3-(l-E thyl propyl )-pheno l,
Methyl ca rba m ate, Mi xt. w ith  3 -( l-  
Methyl b u ty l)phenyl methylca rba mate 1 AC -4.90 1.23 6 0 0 4 2 8.0E+04 8.1E+03 8.1E+05 8.4E+04 5.8E+03 1.0E+06
15 3692-90-8 3-(2-Propynyl oxy) pheno l 
methyl ca rba mate 1 AC -3.60 0.90 2 0 0 2 0 4.0E+03 3.5E-01 4.9E+07 4.1E+03 2.1E-01 5.0E+07
16 2686-99-9 3,4,5-tri m ethyl phenyl methyl ca rba mate 1 AC -3.81 1.28 9 0 0 5 4 6.5E+03 1.0E+03 3.9E+04 6.8E+03 7.6E+02 5.1E+04
17 2425-10-7 3,4-xylyl methyl ca rba mate 1 AC -2.32 0.87 11 0 0 9 2 2.1E+02 6.9E+01 6.2E+02 2.2E+02 4.2E+01 9.1E+02
18 64-00-6 3-isopropyl phenyl m ethyl ca rba m ate 1 AC -4.23 0.75 3 0 0 1 2 1.7E+04 8.8E+02 3.1E+05 1.8E+04 7.3E+02 3.6E+05
19 2917-19-3 5-sec-Butyl-2-ch lorophenyl 
methyl ca rba mate 1 AC -4.49 0.66 2 0 0 2 0 3.1E+04 3.4E+01 3.1E+07 3.2E+04 2.6E+01 3.0E+07
20 116-06-3 a 1dica rb 1 AC -3.24 1.09 43 4 1 19 19 1.7E+03 9.0E+02 3.3E+03 1.9E+03 4.2E+02 5.8E+03
21 1646-87-3 A ld ica rb  su lfo x id e 1 AC -2.90 1.11 3 0 1 1 1 7.9E+02 1.1E+01 5.7E+04 8.1E+02 1.1E+01 6.8E+04
22 1646-88-4 Aldoxyca rb 1 AC -2.43 1.15 5 0 1 2 2 2.7E+02 2.2E+01 3.3E+03 2.8E+02 1.8E+01 4.0E+03
23 6392-46-7 a 11 yxyca rb 1 AC -2.65 0.05 4 0 0 4 0 4.4E+02 3.9E+02 5.1E+02 4.9E+02 1.3E+02 1.1E+03
24 2032-59-9 a mi noca rb 1 AC -2.89 1.01 36 0 1 23 12 7.7E+02 4.0E+02 1.5E+03 8.3E+02 2.0E+02 2.5E+03
25 22781-23-3 Bendioca rb 1 AC -3.58 0.82 19 0 2 13 4 3.8E+03 1.8E+03 8.2E+03 4.1E+03 9.8E+02 1.3E+04
26 82560-54-1 Benfura ca rb 1 AC -3.60 0.96 3 0 0 1 2 4.0E+03 9.6E+01 1.6E+05 4.2E+03 8.5E+01 2.1E+05
27 2282-34-0 Bufenca rb 1 AC -4.87 0.86 5 0 0 4 1 7.4E+04 1.1E+04 5.0E+05 7.7E+04 7.6E+03 6.2E+05
28 34681-10-2 butoca rboxi m 1 AC -1.68 0.52 5 0 0 2 3 4.8E+01 1.5E+01 1.5E+02 5.1E+01 9.1E+00 2.2E+02
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29 34681-23-7 butoxyca rboxi m IAC -1.28 1.83 3 0 0 1 2 1.9E+01 1.3E-02 2.4E+04 1.9E+01 1.3E-02 2.3E+04
30 63-25-2 ca rba ryl 1 AC -3.00 1.17 200 5 4 108 83 1.0E+03 7.3E+02 1.4E+03 1.1E+03 2.9E+02 2.7E+03
31 16118-49-3 ca rbe tam ide IAC -1.74 1.63 8 0 5 2 1 5.5E+01 4.8E+00 7.0E+02 5.6E+01 3.5E+00 9.0E+02
32 1563-66-2 ca rbo fu ran IAC -3.42 1.24 69 0 3 30 36 2.7E+03 1.5E+03 4.7E+03 2.9E+03 7.2E+02 8.1E+03
33 55285-14-8 ca rbosu lfa n IAC -3.59 0.67 3 0 0 0 3 3.9E+03 3.1E+02 5.5E+04 4.1E+03 2.4E+02 6.2E+04
34 23504-07-6 CGA 13608 IAC -2.80 0.83 4 0 0 0 4 6.3E+02 6.7E+01 5.9E+03 6.6E+02 5.1E+01 7.6E+03
35 101-21-3 ch lo rp ro p h a m / Cl PC IAC -2.36 0.39 17 0 5 4 8 2.3E+02 1.5E+02 3.3E+02 2.5E+02 6.6E+01 6.3E+02
36 6988-21-2 dioxaca rb IAC -1.64 0.22 6 0 0 0 6 4.4E+01 2.9E+01 6.6E+01 4.8E+01 1.3E+01 1.2E+02
37 29973-13-5 e th io fe n ca rb IAC -2.09 1.02 5 0 0 1 4 1.2E+02 1.4E+01 1.1E+03 1.3E+02 1.0E+01 1.4E+03
38 119-38-0 Iso lan IAC -2.71 2.18 3 0 0 1 2 5.1E+02 9.9E-02 3.8E+06 5.2E+02 1.1E-01 2.2E+06
39 2631-40-5 isoproca rb IAC -2.50 1.06 12 0 0 6 6 3.2E+02 8.8E+01 1.1E+03 3.3E+02 5.5E+01 1.6E+03
40 2032-65-7 m eth ioca  rb IAC -3.41 1.00 25 0 1 14 10 2.6E+03 1.2E+03 5.7E+03 2.8E+03 6.4E+02 9.0E+03
41 16752-77-5 m ethom yl IAC -3.08 1.03 59 0 4 33 22 1.2E+03 7.2E+02 2.0E+03 1.3E+03 3.4E+02 3.6E+03
42 315-18-4 mexa ca rbate IAC -2.97 1.41 47 4 0 25 18 9.3E+02 4.2E+02 2.0E+03 1.0E+03 2.2E+02 3.3E+03
43 780-11-0 m -te rt-b u ty lp h en y l m ethy lca rbam ate IAC -1.65 0.06 2 0 0 0 2 4.5E+01 2.3E+01 8.9E+01 4.9E+01 1.0E+01 1.5E+02
44 1129-41-5 m -to ly l m ethy lca rbam ate IAC -1.85 0.48 5 0 0 2 3 7.0E+01 2.5E+01 2.0E+02 7.4E+01 1.5E+01 3.0E+02
45 142-59-6 nabam IAC -2.49 0.63 12 0 1 6 5 3.1E+02 1.4E+02 6.6E+02 3.2E+02 7.7E+01 1.1E+03
46 23135-22-0 oxa myl IAC -2.59 0.69 17 0 2 8 7 3.9E+02 2.0E+02 7.7E+02 4.2E+02 9.9E+01 1.3E+03
47 13684-63-4 phe nm e d ip h am IAC -2.35 0.76 12 0 3 6 3 2.2E+02 9.0E+01 5.5E+02 2.4E+02 5.1E+01 8.5E+02
48 23103-98-2 pi ri mica rb IAC -1.49 1.01 22 0 2 14 6 3.1E+01 1.3E+01 7.2E+01 3.3E+01 7.2E+00 1.1E+02
49 122-42-9 propha m IAC -1.75 0.55 12 0 3 5 4 5.7E+01 2.9E+01 1.1E+02 6.1E+01 1.5E+01 1.8E+02
50 114-26-1 Propoxur IAC -3.04 1.07 59 1 0 35 23 1.1E+03 6.5E+02 1.9E+03 1.2E+03 3.1E+02 3.3E+03
51 59669-26-0 th io d ica  rb IAC -3.36 0.75 15 0 2 7 6 2.3E+03 1.0E+03 5.0E+03 2.5E+03 5.7E+02 8.1E+03
52 39196-18-4 T h io fa n o x IAC -3.68 0.29 2 0 0 0 2 4.8E+03 2.6E+02 9.5E+04 5.1E+03 2.4E+02 9.9E+04
53 961-11-5 2-ch 1 o ro -l-(2 ,4 ,5 -tri ch 1 o ro p h e n yl ) vi n yl 
d im e th y l phospha te IAO -3.37 0.09 3 0 0 1 2 2.3E+03 1.6E+03 3.4E+03 3.4E+03 1.9E+03 5.7E+03
54 1241-94-7 2-ethylhexyl d ip h e ny l phospha te IAO -3.53 0.61 2 0 0 2 0 3.4E+03 8.1E+00 2.0E+06 4.9E+03 1.2E+01 2.7E+06
55 30560-19-1 acepha te - IAO -1.01 1.51 22 0 0 9 13 1.0E+01 2.8E+00 3.6E+01 1.5E+01 3.9E+00 5.6E+01
56 3309-68-0 Am erican Cyanamid 12009 IAO -4.53 0.90 3 0 0 0 3 3.4E+04 1.1E+03 1.1E+06 4.9E+04 1.3E+03 1.9E+06
57 35575-96-3 Aza m eth i phos IAO -3.15 1.39 13 0 0 2 11 1.4E+03 2.9E+02 7.0E+03 2.1E+03 4.1E+02 1.0E+04
58 2642-71-9 az inphos-e thy l IAO -4.95 1.15 7 0 0 5 2 9.0E+04 1.3E+04 6.3E+05 1.3E+05 1.8E+04 9.5E+05
59 1445-75-6 b is ( l-m e th y le th y l)  m eth y lp h o sp h o na te IAO -0.06 0.39 8 0 0 4 4 1.2E+00 6.3E-01 2.1E+00 1.7E+00 8.2E-01 3.4E+00
60 122-10-1 Bomyl IAO -3.57 0.44 2 0 0 0 2 3.7E+03 3.3E+01 3.6E+05 5.4E+03 6.8E+01 4.6E+05
61 2104-96-3 b rom ophos- (ISO); brom ofos IAO -4.79 0.80 11 0 0 9 2 6.2E+04 2.3E+04 1.7E+05 9.0E+04 3.0E+04 2.6E+05
62 4824-78-6 b rom ophos-e thy l IAO -3.41 0.79 9 0 1 1 7 2.6E+03 8.2E+02 8.1E+03 3.7E+03 1.2E+03 1.2E+04
63 36335-67-8 B u tam ifos IAO -3.01 1.27 3 0 1 0 2 1.0E+03 6.4E+00 1.3E+05 1.5E+03 1.1E+01 2.0E+05
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65 24151-93-7 C 19490 1 AO -2.17 0.06 5 0 0 0 5 1.5E+02 1.3E+02 1.7E+02 2.2E+02 1.4E+02 3.1E+02
66 786-19-6 ca rb o p h e n o th io n - (ISO); ca rbo feno tion IAO -4.30 1.32 25 0 1 8 16 2.0E+04 7.0E+03 5.6E+04 2.9E+04 9.5E+03 8.6E+04
67 470-90-6 ch lo rfenvm fos IAO -3.64 1.37 36 1 4 18 13 4.3E+03 1.8E+03 1.1E+04 6.3E+03 2.4E+03 1.6E+04
68 24934-91-6 ch lo rm ephos IAO -3.32 0.99 3 0 0 2 1 2.1E+03 4.6E+01 9.7E+04 3.1E+03 5.7E+01 1.5E+05
69 500-28-7 C h lo ro th ion IAO -3.09 1.12 6 0 0 1 5 1.2E+03 1.5E+02 1.1E+04 1.8E+03 2.1E+02 1.6E+04
70 14816-20-7 ch lo rphox im IAO -5.16 0.21 3 0 0 3 0 1.4E+05 6.2E+04 3.1E+05 2.1E+05 8.4E+04 5.1E+05
71 2921-88-2 ch lo rpyrifos IAO -5.09 1.23 164 0 7 115 42 1.2E+05 8.6E+04 1.8E+05 1.8E+05 1.1E+05 3.0E+05
72 5598-13-0 ch lo rpyrifos -m e thy l IAO -4.33 1.38 30 0 0 19 11 2.2E+04 8.0E+03 5.7E+04 3.1E+04 1.1E+04 9.2E+04
73 21923-23-9 ch lo rth io p h o s - IAO -5.54 2.01 2 0 0 1 1 3.4E+05 2.0E-04 4.6E+14 5.2E+05 1.5E-03 1.1E+15
74 56-72-4 coum aphos- (ISO); coum afos IAO -3.54 1.71 24 0 0 8 16 3.4E+03 8.6E+02 1.4E+04 5.1E+03 1.2E+03 2.1E+04
75 7700-17-6 crotoxyphos IAO -3.89 1.09 13 0 0 7 6 7.8E+03 2.3E+03 2.7E+04 1.1E+04 3.1E+03 4.1E+04
76 299-86-5 crufom ate IAO -1.74 0.43 7 0 0 1 6 5.5E+01 2.7E+01 1.1E+02 8.0E+01 3.5E+01 1.8E+02
77 13067-93-1 Cyanofenphos IAO -2.96 0.19 3 0 0 0 3 9.1E+02 4.2E+02 1.9E+03 1.3E+03 5.6E+02 3.1E+03
78 2636-26-2 cya nophos IAO -1.44 0.20 5 0 0 4 1 2.8E+01 1.8E+01 4.3E+01 4.0E+01 2.2E+01 7.1E+01
79 8065-48-3 Dem eton IAO -3.39 0.97 20 0 0 6 14 2.4E+03 1.0E+03 5.8E+03 3.5E+03 1.4E+03 9.0E+03
80 8022-00-2 D em eton-m ethy l IAO -2.96 1.13 15 0 0 7 8 9.1E+02 2.8E+02 3.0E+03 1.3E+03 3.8E+02 4.6E+03
81 919-86-8 dem eton-S -m ethyl IAO -1.49 0.06 4 0 0 4 0 3.1E+01 2.7E+01 3.6E+01 4.5E+01 3.0E+01 6.6E+01
82 10311-84-9 d ia lifo s IAO -2.60 0.64 2 0 0 0 2 3.9E+02 7.6E-01 3.4E+05 5.7E+02 1.1E+00 3.5E+05
83 333-41-5 D iazinon IAO -3.62 1.29 118 1 4 66 47 4.1E+03 2.6E+03 6.5E+03 6.0E+03 3.3E+03 1.1E+04
84 51249-05-9 d ib u ty l [1-
(bu ty lam in o )cyc lo h e xy l]p h o sph o n a te IAO -2.19 0.47 5 0 3 1 1 1.5E+02 5.5E+01 4.3E+02 2.3E+02 7.3E+01 6.9E+02
85 2463-84-5 D icapthon IAO -3.63 1.35 4 0 0 3 1 4.2E+03 1.1E+02 1.8E+05 6.1E+03 1.5E+02 2.6E+05
86 97-17-6 d ic h lo fe n th io n IAO -3.07 1.00 18 1 1 8 8 1.2E+03 4.7E+02 3.0E+03 1.7E+03 6.1E+02 4.7E+03
87 62-73-7 D ichlorvos IAO -3.28 1.42 118 0 5 64 49 1.9E+03 1.2E+03 3.1E+03 2.8E+03 1.5E+03 5.1E+03
88 141-66-2 d icro tophos IAO -2.77 0.79 16 0 0 11 5 5.8E+02 2.6E+02 1.3E+03 8.5E+02 3.5E+02 2.1E+03
89 311-45-5 d ie th y l 4 -n itro p h en y l phospha te IAO -4.52 1.12 12 1 0 9 2 3.3E+04 8.8E+03 1.2E+05 4.8E+04 1.2E+04 1.9E+05
90 55-91-4 d iis o p  ropy l-phospho  ro flu o  ri da te ­ IAO -1.92 0.14 2 0 2 0 0 8.3E+01 1.9E+01 3.5E+02 1.2E+02 2.6E+01 5.5E+02
91 60-51-5 di m ethoa te IAO -2.71 1.49 73 3 11 35 24 5.1E+02 2.6E+02 1.0E+03 7.5E+02 3.5E+02 1.5E+03
92 3811-49-2 D ioxabenzofos IAO -2.32 0.30 5 0 0 4 1 2.1E+02 1.1E+02 4.1E+02 3.1E+02 1.4E+02 6.4E+02
93 78-34-2 d io x a th io n - (ISO); d io xa tio n IAO -3.73 1.29 25 0 0 10 15 5.3E+03 1.9E+03 1.5E+04 7.7E+03 2.6E+03 2.2E+04
94 298-04-4 d is u lfo to n IAO -3.33 1.00 33 0 1 15 17 2.1E+03 1.1E+03 4.2E+03 3.1E+03 1.4E+03 6.7E+03
95 2497-06-5 D is u lfo to n -s u lfo n e IAO -3.79 0.75 3 0 0 1 2 6.2E+03 3.4E+02 1.1E+05 9.0E+03 4.9E+02 1.7E+05
96 299-85-4 DMPA IAO -4.38 1.55 3 0 0 2 1 2.4E+04 5.5E+01 8.5E+06 3.4E+04 1.0E+02 1.7E+07
97 563-12-2 e th io n IAO -3.80 1.38 31 0 0 16 15 6.4E+03 2.4E+03 1.7E+04 9.2E+03 3.3E+03 2.6E+04
98 13194-48-4 e thop rophos IAO -3.39 1.29 20 0 4 8 8 2.5E+03 7.9E+02 7.7E+03 3.6E+03 1.1E+03 1.2E+04
99 333-43-7 E th y lp h o s p h o n o d ith io ic  ac id , O-Ethyl S- 
(4 -m e thy lpheny l) es te r IAO -5.00 0.88 3 0 0 2 1 1.0E+05 3.5E+03 3.5E+06 1.4E+05 4.2E+03 4.2E+06
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100 38260-54-7 Etri mfos IAO -3.35 1.44 11 0 2 3 6 2.2E+03 3.7E+02 1.4E+04 3.2E+03 5.0E+02 2.1E+04
101 22224-92-6 fe n am ip h o s IAO -4.20 1.19 12 0 1 8 3 1.6E+04 3.8E+03 6.5E+04 2.3E+04 5.4E+03 9.9E+04
102 299-84-3 fe n ch lo rp h o s - (ISO); fenc lo fo s IAO -3.54 0.99 16 0 0 5 11 3.5E+03 1.3E+03 9.3E+03 5.1E+03 1.7E+03 1.5E+04
103 122-14-5 fe n itro th io n IAO -3.71 1.45 166 3 10 103 50 5.1E+03 3.3E+03 7.9E+03 7.4E+03 4.1E+03 1.3E+04
104 2255-17-6 F en itro th io n  oxygen ana log IAO -3.64 2.18 2 0 0 1 1 4.3E+03 3.2E-06 1.5E+13 6.4E+03 1.9E-06 4.4E+13
105 115-90-2 fe n s u lfo th io n IAO -3.45 1.49 6 0 0 2 4 2.8E+03 1.6E+02 4.7E+04 4.1E+03 2.4E+02 7.1E+04
106 55-38-9 fe n th io n IAO -4.04 1.33 130 0 1 85 44 1.1E+04 7.0E+03 1.7E+04 1.6E+04 8.7E+03 2.8E+04
107 944-22-9 fono fos IAO -4.04 1.23 15 0 0 8 7 1.1E+04 3.1E+03 4.0E+04 1.6E+04 4.3E+03 6.2E+04
108 2540-82-1 Form oth ion IAO -1.60 0.24 6 0 1 3 2 4.0E+01 2.5E+01 6.3E+01 5.8E+01 3.1E+01 1.0E+02
109 5598-52-7 Fosp ira te IAO -5.59 0.10 2 0 0 0 2 3.9E+05 1.4E+05 1.1E+06 5.7E+05 1.9E+05 1.7E+06
110 98886-44-3 fo s th ia za te IAO -2.18 1.16 3 0 0 1 2 1.5E+02 1.6E+00 1.6E+04 2.1E+02 2.2E+00 1.2E+04
111 23560-59-0 H eptenophos IAO -3.27 1.87 7 0 1 2 4 1.9E+03 8.1E+01 4.6E+04 2.7E+03 1.1E+02 6.6E+04
112 18181-70-9 io d o fe n p h o s - IAO -3.78 0.78 12 0 0 1 11 6.1E+03 2.4E+03 1.5E+04 8.8E+03 3.2E+03 2.4E+04
113 25311-71-1 iso fe n p h o s - IAO -3.50 1.44 10 0 1 4 5 3.1E+03 4.4E+02 2.1E+04 4.5E+03 6.5E+02 3.1E+04
114 18854-01-8 Isoxa th ion IAO -2.74 0.48 3 0 0 0 3 5.4E+02 8.2E+01 3.4E+03 7.9E+02 1.2E+02 5.1E+03
115 21609-90-5 le p to p h o s - IAO -3.11 1.78 20 0 0 8 12 1.3E+03 2.6E+02 6.4E+03 1.9E+03 3.7E+02 9.7E+03
116 121-75-5 m a la th io n IAO -3.39 1.33 246 1 0 151 94 2.5E+03 1.8E+03 3.4E+03 3.6E+03 2.2E+03 5.8E+03
117 2595-54-2 meca rba m IAO -2.63 1.48 7 0 0 4 3 4.3E+02 3.4E+01 5.1E+03 6.1E+02 5.0E+01 7.7E+03
118 10265-92-6 m eth a m id o ph o s IAO -2.80 2.38 15 0 0 6 9 6.3E+02 5.2E+01 7.6E+03 9.1E+02 7.5E+01 1.2E+04
119 950-37-8 m e th id a th io n IAO -3.24 1.49 24 0 1 12 11 1.8E+03 5.3E+02 5.9E+03 2.5E+03 7.1E+02 9.0E+03
120 953-17-3 M e th y l- tr ith io n IAO -3.68 1.16 13 0 0 5 8 4.7E+03 1.2E+03 1.8E+04 6.9E+03 1.7E+03 2.8E+04
121 7786-34-7 M evinphos IAO -4.24 1.13 33 0 1 17 15 1.7E+04 8.0E+03 3.7E+04 2.5E+04 1.1E+04 5.9E+04
122 6923-22-4 m onocro tophos IAO -2.57 1.46 26 0 0 12 14 3.7E+02 1.2E+02 1.2E+03 5.5E+02 1.6E+02 1.8E+03
123 300-76-5 na led IAO -3.63 1.21 40 0 0 23 17 4.3E+03 2.0E+03 8.9E+03 6.2E+03 2.7E+03 1.4E+04
124 41198-08-7 0-(4 -b rom o-2 -ch lo ropheny l) O-ethyl S- 
propyl p h o sp h o ro th io a te IAO -4.66 1.01 18 0 0 9 9 4.6E+04 1.8E+04 1.2E+05 6.6E+04 2.4E+04 1.8E+05
125 3244-90-4 O,O,O',O'-tetra propyl 
pyro p h o sp h o ro th io a te IAO -4.48 1.43 5 0 0 3 2 3.0E+04 1.3E+03 7.0E+05 4.3E+04 1.8E+03 1.1E+06
126 52-60-8 0-[3,5-D i m e th y l-4-
(m e th y lth io )p h e n y l]0 ,0 -d ie th y l e s te r 
p h o s p h o ro th io ic  acid IAO -3.62 0.38 2 0 0 1 1 4.1E+03 8.5E+01 2.1E+05 6.0E+03 1.1E+02 2.7E+05
127 22555-16-4 O-Butyl-O -m ethyl -0(1 ,2 ,5-th i a di a zo ly l- 
3 )p h o sp h o ro th io a te IAO -4.70 1.48 2 0 0 1 1 5.0E+04 2.4E-02 1.6E+11 7.3E+04 1.8E-02 7.5E+11
128 35400-43-2 O-ethyl 0 -(4 -m e th y lth io p h e n y l)  S-propyl 
d ith io p h o s p h a te IAO -2.95 1.54 17 0 0 8 9 8.9E+02 2.0E+02 3.9E+03 1.3E+03 2.8E+02 6.0E+03
129 2104-64-5 O-ethyl O -4-n itrophenyl 
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130 1113-02-6 O m ethoate IAO -1.93 1.46 12 0 1 4 7 8.4E+01 1.5E+01 4.9E+02 1.2E+02 2.1E+01 7.2E+02
131 301-12-2 oxyde m eton-m ethy l IAO -2.75 0.95 17 0 0 10 7 5.7E+02 2.3E+02 1.4E+03 8.2E+02 3.0E+02 2.2E+03
132 950-35-6 Pa raoxon-m ethyl IAO -3.68 1.43 3 0 0 2 1 4.8E+03 1.9E+01 1.3E+06 7.0E+03 3.2E+01 2.1E+06
133 56-38-2 Pa ra th ion IAO -4.15 1.44 142 1 1 89 51 1.4E+04 8.9E+03 2.2E+04 2.1E+04 1.1E+04 3.7E+04
134 298-00-0 p a ra th io n -m e th y l IAO -3.05 1.45 127 3 7 63 54 1.1E+03 6.8E+02 1.8E+03 1.6E+03 8.7E+02 3.0E+03
135 2275-14-1 phenka p to n - IAO -2.59 1.55 8 0 0 6 2 3.9E+02 3.5E+01 4.3E+03 5.7E+02 5.1E+01 6.4E+03
136 2597-03-7 phe n th o a te IAO -4.15 1.31 36 0 0 22 14 1.4E+04 6.1E+03 3.3E+04 2.1E+04 8.3E+03 5.2E+04
137 298-02-2 p h o ra te IAO -4.23 1.48 33 0 1 16 16 1.7E+04 6.2E+03 4.7E+04 2.5E+04 8.4E+03 7.2E+04
138 2310-17-0 p h osa lone IAO -3.58 1.25 20 0 1 10 9 3.8E+03 1.2E+03 1.2E+04 5.6E+03 1.7E+03 1.8E+04
139 947-02-4 p h o s fo la n IAO -2.07 0.30 4 0 0 0 4 1.2E+02 5.2E+01 2.6E+02 1.7E+02 6.9E+01 4.1E+02
140 732-11-6 phosm e t IAO -3.58 1.19 31 0 0 13 18 3.8E+03 1.7E+03 8.8E+03 5.6E+03 2.2E+03 1.4E+04
141 13171-21-6 Phospha m idon IAO -2.34 1.47 51 0 2 27 22 2.2E+02 1.0E+02 4.9E+02 3.2E+02 1.3E+02 7.7E+02
142 2782-70-9 P h o sp h o ro d ith io ic  ac id , S,S'-
(P heny lm e thy lene) O ^O ^ O '-te tra m e th y l
e s te r IAO -3.32 1.73 5 0 0 2 3 2.1E+03 4.8E+01 1.0E+05 3.0E+03 6.7E+01 1.4E+05
143 1174-83-0 P hosp h o ro th io ic  acid , 0 ,0 '-(S u lfo n y ld i-p - 
p heny lene ) 0 ,0 ,0 ',0 '- te tra m e th y l e s te r IAO -3.30 0.36 3 0 0 2 1 2.0E+03 5.1E+02 7.9E+03 2.9E+03 6.6E+02 1.2E+04
144 14816-18-3 Phoxi m IAO -3.66 1.04 16 0 0 3 13 4.6E+03 1.6E+03 1.3E+04 6.8E+03 2.2E+03 2.0E+04
145 29232-93-7 pi ri mi phos-m ethy l IAO -3.82 1.42 33 0 3 17 13 6.6E+03 2.5E+03 1.7E+04 9.5E+03 3.4E+03 2.7E+04
146 7292-16-2 Propa phos IAO -1.88 0.04 2 0 0 0 2 7.6E+01 5.3E+01 1.1E+02 1.1E+02 6.4E+01 1.8E+02
147 31218-83-4 Propeta mphos IAO -3.18 1.24 11 0 2 4 5 1.5E+03 3.2E+02 7.2E+03 2.2E+03 4.4E+02 1.1E+04
148 34643-46-4 P roth iophos IAO -2.87 0.88 8 0 0 3 5 7.5E+02 1.9E+02 2.9E+03 1.1E+03 2.7E+02 4.5E+03
149 77458-01-6 Pyraclofos IAO -4.07 0.05 2 0 0 0 2 1.2E+04 6.8E+03 2.0E+04 1.7E+04 8.8E+03 3.2E+04
150 13457-18-6 Pyrazophos IAO -3.16 1.39 21 0 2 10 9 1.5E+03 4.3E+02 4.9E+03 2.1E+03 5.8E+02 7.4E+03
151 119-12-0 P yrida fen th ion IAO -2.72 1.41 6 0 0 1 5 5.2E+02 3.6E+01 7.1E+03 7.5E+02 5.3E+01 1.1E+04
152 13593-03-8 q u in a lp h o s IAO -3.45 1.27 16 0 0 5 11 2.8E+03 7.8E+02 1.0E+04 4.1E+03 1.1E+03 1.6E+04
153 2674-91-1 S-(2-ethyl s u 1 fi n y l- l-m e th y le th y l)  0 ,0 -  
d im e th y l p h o sp h o ro th io a te IAO -1.63 0.15 4 0 0 4 0 4.3E+01 2.8E+01 6.4E+01 6.3E+01 3.4E+01 1.1E+02
154 26087-47-8 S-benzyl d iiso p ro p y l p h o sp h o ro th io a te IAO -2.04 0.33 16 0 0 7 9 1.1E+02 7.8E+01 1.5E+02 1.6E+02 9.6E+01 2.6E+02
155 152-16-9 schradan IAO -0.37 0.86 5 0 0 0 5 2.3E+00 3.6E-01 1.6E+01 3.4E+00 4.9E-01 2.3E+01
156 13071-79-9 S -te rt-b u ty lth io m e th y l 0 ,0 - 
d ie th y lp h o s p h o ro d ith io a te IAO -5.03 1.04 17 0 1 8 8 1.1E+05 3.9E+04 2.9E+05 1.6E+05 5.2E+04 4.4E+05
157 3689-24-5 s u lfo te p IAO -4.86 1.12 7 0 0 2 5 7.3E+04 1.1E+04 4.7E+05 1.1E+05 1.5E+04 7.5E+05
158 3383-96-8 te m e p h o s- (ISO); tem efos IAO -4.18 1.57 116 0 0 79 37 1.5E+04 8.7E+03 2.6E+04 2.2E+04 1.1E+04 4.3E+04
159 107-49-3 TEPP IAO -3.01 0.77 9 0 0 2 7 1.0E+03 3.3E+02 3.1E+03 1.5E+03 4.6E+02 4.8E+03
160 22248-79-9 Tetra ch lo rv inphos IAO -3.40 1.24 6 0 0 2 4 2.5E+03 2.3E+02 2.8E+04 3.7E+03 3.3E+02 4.0E+04
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162 57018-04-9 to lc lo fos-m ethyl 1 AO -2.56 0.60 9 0 2 2 5 3.6E+02 1.6E+02 8.5E+02 5.3E+02 2.1E+02 1.3E+03
163 24017-47-8 Triazophos 1 AO -3.53 1.47 7 0 2 2 3 3.4E+03 2.8E+02 4.1E+04 4.9E+03 4.0E+02 6.1E+04
164 52-68-6 Trichlorfon 1 AO -3.07 1.38 92 0 0 56 36 1.2E+03 6.8E+02 2.0E+03 1.7E+03 8.7E+02 3.3E+03
165 327-98-0 trich lo rona t 1 AO -4.40 1.14 8 0 0 4 4 2.5E+04 4.4E+03 1.5E+05 3.6E+04 5.9E+03 2.2E+05
166 78-40-0 Trie thyl-phosphate 1 AO 0.04 0.19 4 0 1 2 1 9.0E-01 5.3E-01 1.5E+00 1.3E+00 6.8E-01 2.5E+00
167 126-72-7 tris(2,3-di bro mo propyl) phosphate 1 AO -2.87 0.36 3 0 1 0 2 7.4E+02 1.8E+02 3.0E+03 1.1E+03 2.6E+02 4.6E+03
168 78-51-3 Tris(2-butoxyethyl) phosphate 1 AO -1.57 0.34 4 0 0 1 3 3.8E+01 1.5E+01 9.4E+01 5.5E+01 2.0E+01 1.5E+02
169 13674-84-5 tr is (2-ch lo ro-l-m ethy le thy l) phosphate 1 AO -1.10 0.42 10 2 2 1 5 1.3E+01 7.2E+00 2.2E+01 1.8E+01 9.2E+00 3.5E+01
170 115-96-8 tris(2-ch 1 o roe thy l) phosphate 1 AO -0.73 0.62 11 3 2 3 3 5.3E+00 2.5E+00 1.2E+01 7.8E+00 3.3E+00 1.9E+01
171 126-73-8 Tris(n-butyl (phosphate 1 AO -1.77 0.68 25 3 4 11 7 5.9E+01 3.5E+01 1.0E+02 8.6E+01 4.5E+01 1.7E+02
172 13674-87-8 tris [2-ch 1 oro-l-(ch loro methyl) ethyl] 
phosphate 1 AO -2.35 0.45 5 0 1 1 3 2.2E+02 8.1E+01 6.0E+02 3.2E+02 1.1E+02 9.1E+02
173 2275-23-2 Va m idoth ion 1 AO -0.77 1.66 5 0 2 1 2 5.9E+00 1.5E-01 2.3E+02 8.7E+00 2.1E-01 3.4E+02
174 145701-23-1
flo rasu lam
IAS -4.73 0.64 5 0 3 1 1 5.4E+04 1.3E+04 2.2E+05 2.7E+04 2.0E+02 3.0E+05
175 1071-83-6 glyphosate IAS -1.57 0.93 38 1 14 8 15 3.7E+01 2.1E+01 6.7E+01 2.0E+01 1.4E-01 1.4E+02
176 81591-81-3 G lyphosate-tri m ethylsu lfon ium IAS -1.63 1.13 10 1 3 3 3 4.3E+01 9.5E+00 1.9E+02 2.1E+01 1.5E-01 2.5E+02
177 81405-85-8 Im azam ethabenz-methyl IAS -0.67 0.21 8 0 3 2 3 4.7E+00 3.4E+00 6.5E+00 2.6E+00 2.1E-02 1.6E+01
178 81334-34-1 Imazapyr-acid IAS -2.45 0.16 2 0 0 0 2 2.8E+02 5.4E+01 1.4E+03 1.5E+02 5.1E-01 1.6E+03
179 81335-37-7 Im azaquin IAS -0.49 0.08 4 0 0 1 3 3.1E+00 2.5E+00 3.9E+00 1.7E+00 1.4E-02 1.0E+01
180 86209-51-0 Prim isulfu  ran-methyl IAS -1.86 1.47 4 1 0 2 1 7.3E+01 1.4E+00 4.2E+03 3.2E+01 6.0E-02 2.9E+03
181 81335-77-5 Pursuit IAS -0.67 0.38 4 0 1 0 3 4.7E+00 1.6E+00 1.3E+01 2.4E+00 1.8E-02 2.1E+01
182 38641-94-0 Roundup IAS -1.52 0.96 37 1 7 15 14 3.3E+01 1.8E+01 6.2E+01 1.8E+01 1.5E-01 1.2E+02
183 74222-97-2 su lfom eturon-m ethy l IAS 0.32 0.46 5 0 0 5 0 4.8E-01 1.7E-01 1.3E+00 2.5E-01 2.1E-03 2.1E+00
184 82097-50-5 Tri a s u 1 fu ro n IAS -2.26 1.40 3 0 1 2 0 1.8E+02 7.9E-01 4.8E+04 7.2E+01 4.0E-02 2.8E+04
185 101200-48-0
Tribenuron-m ethyl
IAS -2.09 2.75 2 0 1 1 0 1.2E+02 1.5E-10 4.1E+14 4.6E+01 1.1E-11 3.4E+13
186 3337-71-1 asulam ICD -1.48 0.21 2 0 1 1 0 3.0E+01 3.8E+00 2.4E+02 2.4E+00 1.4E-04 1.3E+02
187 64902-72-3 Chlorsulfuron ICD -2.32 1.56 16 3 8 3 2 2.1E+02 4.3E+01 1.0E+03 1.7E+01 2.5E-03 7.6E+02
188 101205-02-1
cycloxydi m
ICD -0.91 0.39 4 0 1 2 1 8.2E+00 2.8E+00 2.3E+01 7.2E-01 1.1E-04 2.4E+01
189 2303-16-4 d i-a lla te ICD -2.11 0.11 3 0 0 0 3 1.3E+02 8.4E+01 2.0E+02 1.1E+01 1.9E-03 3.2E+02
190 87130-20-9 die thofencarb ICD -2.26 0.25 2 0 1 0 1 1.8E+02 1.2E+01 2.1E+03 1.4E+01 7.6E-04 8.5E+02
191 55634-91-8 methyl 5 -[l-[(a  11 yl oxy)a mi no]bu tyl i d e n e ]
2,2-dimethyl-4,6-
dioxocyclo hexane carboxyl a te ICD -0.23 1.03 3 0 1 0 2 1.7E+00 3.3E-02 8.8E+01 1.2E-01 7.5E-06 2.5E+01
192 40487-42-1 pendim etha li n ICD -3.17 0.88 15 1 6 3 5 1.5E+03 5.9E+02 3.7E+03 1.3E+02 1.7E-02 4.5E+03
193 74051-80-2 Sethoxydi m ICD -2.02 0.66 23 0 1 11 11 1.0E+02 6.0E+01 1.8E+02 9.2E+00 1.5E-03 2.5E+02
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195 1582-09-8 tr if lu ra l in ICD -3.29 0.90 52 0 3 25 24 1.9E+03 1.2E+03 3.2E+03 1.7E+02 2.8E-02 4.7E+03
196 63284-71-9 5-(2 -ch loro -4 '-fl uo robenzhydryl)-4- 
hyd roxypyrim id ine IES -2.30 0.28 5 0 2 1 2 2.0E+02 1.1E+02 3.7E+02 3.1E+01 2.2E+00 1.7E+02
197 60207-31-0 azaconazole IES -1.49 0.27 10 0 0 2 8 3.1E+01 2.2E+01 4.4E+01 5.0E+00 3.5E-01 2.4E+01
198 55179-31-2 b ite rta n o l IES -2.59 0.61 9 0 1 2 6 3.9E+02 1.6E+02 9.3E+02 6.0E+01 3.9E+00 3.8E+02
199 116255-48-2 Brom uconazole IES -3.26 0.76 7 0 2 1 4 1.8E+03 5.1E+02 6.6E+03 2.8E+02 1.6E+01 2.2E+03
200 113096-99-4 Cyp roconazole IES -1.88 0.38 6 0 1 1 3 7.5E+01 3.7E+01 1.6E+02 1.2E+01 8.1E-01 6.7E+01
201 119446-68-3 d ife n oco n a zo le IES -3.18 0.30 8 0 1 2 3 1.5E+03 9.5E+02 2.4E+03 2.4E+02 1.7E+01 1.2E+03
202 110488-70-5 di m ethom orph IES -1.85 0.33 3 0 0 1 2 7.1E+01 1.9E+01 2.5E+02 1.1E+01 5.3E-01 8.5E+01
203 1593-77-7 dodem orph IES -2.71 1.17 7 0 1 2 4 5.2E+02 7.1E+01 3.6E+03 7.6E+01 3.1E+00 9.9E+02
204 106325-08-0 epoxyconazool IES -2.36 0.25 6 0 2 1 3 2.3E+02 1.4E+02 3.7E+02 3.6E+01 2.6E+00 1.8E+02
205 23947-60-6 Ethi ri mol IES -1.33 0.08 4 1 1 1 1 2.1E+01 1.7E+01 2.6E+01 3.4E+00 2.5E-01 1.7E+01
206 60168-88-9 fe n a rim o l IES -2.71 0.28 6 0 2 2 2 5.1E+02 3.0E+02 8.8E+02 8.1E+01 5.6E+00 4.3E+02
207 67564-91-4 fe n p ro p im orp h IES -2.42 0.24 6 0 1 1 4 2.6E+02 1.6E+02 4.1E+02 4.1E+01 2.8E+00 2.2E+02
208 73790-28-0 im a z a lil IES -2.70 0.23 5 0 2 1 2 5.0E+02 3.0E+02 8.3E+02 7.8E+01 5.6E+00 4.2E+02
209 88671-89-0 M yclobuta ni 1 IES -2.56 0.54 9 0 1 4 4 3.6E+02 1.7E+02 7.8E+02 5.6E+01 3.8E+00 3.3E+02
210 66246-88-6 penconazo le IES -2.53 0.31 8 0 2 1 5 3.4E+02 2.1E+02 5.5E+02 5.3E+01 3.8E+00 2.7E+02
211 67747-09-5 proch loraz IES -3.02 0.61 7 0 2 2 3 1.0E+03 3.7E+02 2.9E+03 1.6E+02 8.8E+00 1.2E+03
212 60207-90-1 p rop iconazo le IES -2.65 0.94 30 2 7 12 9 4.5E+02 2.3E+02 8.8E+02 7.0E+01 4.7E+00 4.0E+02
213 88283-41-4 Pyrifenox IES -2.96 1.01 7 0 3 1 3 9.1E+02 1.6E+02 5.0E+03 1.3E+02 6.4E+00 1.5E+03
214 107534-96-3 tebuconazo le IES -2.50 0.60 13 0 3 4 6 3.2E+02 1.6E+02 6.4E+02 5.0E+01 3.2E+00 3.0E+02
215 43121-43-3 T ria d im e fo n IES -2.05 0.63 8 0 2 2 4 1.1E+02 4.2E+01 2.9E+02 1.7E+01 1.1E+00 1.2E+02
216 55219-65-3 tr ia d im e n o l IES -2.05 0.47 8 0 3 1 4 1.1E+02 5.4E+01 2.3E+02 1.7E+01 1.1E+00 1.0E+02
217 81412-43-3 Tridem orph IES -2.85 0.53 4 0 1 1 2 7.1E+02 1.7E+02 3.0E+03 1.1E+02 5.4E+00 9.6E+02
218 68694-11-1 T rif lu m iz o le IES -2.66 0.61 7 0 1 2 4 4.6E+02 1.6E+02 1.3E+03 7.0E+01 4.3E+00 4.8E+02
219 26644-46-2 T rifo rin e IES -1.63 0.58 5 0 0 2 3 4.3E+01 1.2E+01 1.5E+02 6.5E+00 3.7E-01 5.3E+01
220 18530-56-8 (3 a a lp h a ,4 a lph a ,5 a lp h a ,7 a lp h a ,7 aa lp h  
a ) - l , l - d i  m ethyl-3-(octa  hydro-4,7- 
m e th a n o -lH -in d e n -5 -y l)u re a IP -1.88 0.59 4 0 0 1 3 7.6E+01 1.5E+01 3.9E+02 7.4E+01 1.4E+01 4.0E+02
221 3861-41-4 2 ,6 -d ib rom o-4-cyanophenyl butyrate IP -4.19 0.44 3 0 0 1 2 1.6E+04 2.8E+03 8.9E+04 1.5E+04 2.6E+03 9.0E+04
222 51235-04-2 3-cyclohexyl-6-di m ethyl am i n o -l-m  ethyl - 
1,2,3,4-te tra hyd ro -l,3 ,5 -tri a zi n e-2,4- 
d ione IP -2.63 1.87 36 7 10 9 10 4.3E+02 1.3E+02 1.4E+03 4.1E+02 1.1E+02 1.5E+03
223 72178-02-0 5-[2-ch lo  ro-4-(tri flu  oro m ethyl )phen oxy]- 
N-( m ethyl sul phony l)-2 -n itrobenza  mi de IP -0.38 1.00 4 0 0 2 2 2.4E+00 1.7E-01 3.7E+01 2.3E+00 1.4E-01 3.6E+01
224 22936-86-3 6-ch lo ro -N -cyc lop ropy l-N '-isop ropy l-l,3 ,5 - 
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225 834-12-8 a metryn IP -3.43 1.27 45 0 24 7 14 2.7E+03 1.3E+03 5.6E+03 2.6E+03 1.1E+03 6.1E+03
226 1912-24-9 Atra zi ne IP -3.05 1.04 135 12 65 27 31 1.1E+03 7.9E+02 1.6E+03 1.1E+03 6.0E+02 1.8E+03
227 86-50-0 az inphos-m e thy l IP -4.46 1.38 71 0 1 29 41 2.9E+04 1.5E+04 5.4E+04 2.8E+04 1.3E+04 5.9E+04
228 25057-89-0 bentazon IP -0.75 0.86 11 1 3 2 5 5.6E+00 1.9E+00 1.6E+01 5.5E+00 1.7E+00 1.7E+01
229 50723-80-3 Bentazon sod iu m  s a lt IP -0.96 0.64 4 0 0 2 2 9.1E+00 1.6E+00 5.2E+01 9.0E+00 1.5E+00 5.2E+01
230 42576-02-3 b ife n ox IP -2.79 2.11 8 0 3 3 2 6.2E+02 2.3E+01 1.7E+04 5.9E+02 2.2E+01 1.2E+04
231 314-40-9 brama ci 1 IP -1.40 1.08 11 0 1 5 5 2.5E+01 6.4E+00 9.6E+01 2.4E+01 5.7E+00 1.0E+02
232 13360-45-7 ch lo rb rom uron IP -2.48 0.94 15 0 2 1 12 3.0E+02 1.1E+02 8.2E+02 2.9E+02 9.8E+01 8.7E+02
233 1698-60-8 ch lo ridazon IP -1.57 0.87 10 0 0 2 8 3.7E+01 1.2E+01 1.2E+02 3.6E+01 9.8E+00 1.3E+02
234 15545-48-9 ch lo ro to lu ro n IP -2.20 1.49 14 0 5 1 8 1.6E+02 3.1E+01 7.9E+02 1.5E+02 2.8E+01 8.1E+02
235 1982-47-4 ch loroxuron IP -3.09 1.11 10 0 2 1 7 1.2E+03 2.8E+02 5.3E+03 1.2E+03 2.6E+02 5.6E+03
236 21689-84-9 Cya natryn IP -1.42 0.36 2 0 0 0 2 2.6E+01 6.7E-01 9.2E+02 2.5E+01 5.7E-01 1.1E+03
237 21725-46-2 cyanazine- IP -2.25 1.02 18 0 3 6 9 1.8E+02 6.8E+01 4.6E+02 1.7E+02 5.9E+01 5.0E+02
238 13684-56-5 de sm ed ipham IP -3.23 0.61 6 0 2 2 2 1.7E+03 5.5E+02 5.4E+03 1.7E+03 4.8E+02 5.6E+03
239 1014-69-3 desm etryn IP -2.56 1.58 8 0 2 2 4 3.6E+02 3.2E+01 4.2E+03 3.5E+02 3.0E+01 4.4E+03
240 14214-32-5 d ifenoxu ron IP -2.43 1.47 4 0 1 1 2 2.7E+02 4.8E+00 1.3E+04 2.6E+02 4.9E+00 1.4E+04
241 83164-33-4 d if lu fe n ic a n IP -1.31 0.32 3 0 0 1 2 2.0E+01 5.7E+00 7.2E+01 2.0E+01 4.9E+00 7.4E+01
242 22936-75-0 di m etha metryn IP -2.20 0.11 5 0 0 0 5 1.6E+02 1.3E+02 2.0E+02 1.6E+02 9.1E+01 2.5E+02
243 330-54-1 d iu ron IP -3.27 1.23 80 4 31 18 27 1.8E+03 1.1E+03 3.1E+03 1.8E+03 8.8E+02 3.5E+03
244 101-42-8 fenuron IP -2.17 1.19 7 0 5 0 2 1.5E+02 2.0E+01 1.2E+03 1.4E+02 1.8E+01 1.1E+03
245 2164-17-2 flu o m e tu ro n - IP -1.93 0.88 15 0 2 4 9 8.6E+01 3.4E+01 2.2E+02 8.4E+01 3.0E+01 2.3E+02
246 77182-82-2 gl u fos i nate-a m m oni um IP -1.68 0.70 10 0 3 4 3 4.7E+01 1.8E+01 1.2E+02 4.6E+01 1.6E+01 1.3E+02
247 1689-83-4 ioxyn il IP -2.69 0.78 14 0 4 4 6 4.9E+02 2.1E+02 1.1E+03 4.8E+02 1.8E+02 1.2E+03
248 34123-59-6 iso p ro tu ro n IP -2.81 1.62 20 0 9 3 8 6.5E+02 1.5E+02 2.8E+03 6.0E+02 1.6E+02 1.6E+03
249 2164-08-1 Lenacil IP -3.19 1.93 6 0 3 1 2 1.5E+03 4.4E+01 6.1E+04 1.5E+03 3.9E+01 5.7E+04
250 330-55-2 1 i n u ro n IP -3.45 1.37 25 0 8 6 10 2.9E+03 9.8E+02 8.4E+03 2.8E+03 8.8E+02 7.5E+03
251 41394-05-2 m eta m itron IP -1.48 1.28 6 0 2 2 2 3.0E+01 2.6E+00 3.4E+02 2.9E+01 2.5E+00 3.2E+02
252 18691-97-9 m etha b e n z th iazu ro n - IP -2.13 1.11 6 0 1 2 3 1.4E+02 1.7E+01 1.1E+03 1.3E+02 1.6E+01 1.1E+03
253 841-06-5 m ethoprotryne IP -1.67 0.31 6 0 0 1 5 4.7E+01 2.6E+01 8.3E+01 4.5E+01 2.1E+01 9.3E+01
254 51338-27-3 m ethyl 2-(4-(2,4-
d ich lo rophenoxy)p h e n o xy )p rop io n a te IP -3.22 0.19 5 0 0 2 3 1.7E+03 1.1E+03 2.5E+03 1.6E+03 8.5E+02 2.9E+03
255 3060-89-7 m etob rom uron IP -1.54 0.59 14 0 1 2 11 3.5E+01 1.8E+01 6.6E+01 3.4E+01 1.5E+01 7.3E+01
256 19937-59-8 m etoxuron IP -1.71 1.44 11 0 3 4 4 5.2E+01 8.7E+00 3.2E+02 5.1E+01 7.8E+00 3.3E+02
257 21087-64-9 m etribuz in IP -2.85 1.68 24 1 10 6 7 7.1E+02 1.8E+02 2.7E+03 6.9E+02 1.7E+02 2.8E+03
258 1746-81-2 m on o lin u ro n IP -2.18 1.62 14 0 2 3 9 1.5E+02 2.7E+01 9.1E+02 1.5E+02 2.3E+01 9.4E+02
259 150-68-5 m onuron IP -2.49 1.27 21 2 9 1 9 3.1E+02 1.0E+02 9.4E+02 3.0E+02 9.0E+01 9.7E+02
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261 27314-13-2 norflu razon IP -2.12 0.24 5 0 0 2 3 1.3E+02 7.7E+01 2.2E+02 1.3E+02 6.1E+01 2.4E+02
262 7287-19-6 Prometryn IP -3.02 1.22 23 0 7 5 11 1.1E+03 3.9E+02 2.9E+03 1.0E+03 3.4E+02 3.1E+03
263 709-98-8 pro pa ni 1 IP -2.18 0.58 42 0 2 19 21 1.5E+02 1.1E+02 2.2E+02 1.5E+02 8.2E+01 2.5E+02
264 139-40-2 propazine IP -1.95 0.96 6 0 2 1 3 9.0E+01 1.5E+01 5.5E+02 8.6E+01 1.3E+01 5.5E+02
265 23950-58-5 propyzam ide IP -2.06 1.70 7 0 3 0 4 1.1E+02 6.5E+00 2.0E+03 1.1E+02 6.4E+00 1.9E+03
266 55512-33-9 pyrida te IP -2.08 1.11 6 0 1 3 2 1.2E+02 1.4E+01 1.1E+03 1.2E+02 1.3E+01 1.0E+03
267 28249-77-6 S-4-ch lo ro  benzyl di e th y lth i oca rba mate IP -2.91 0.56 53 1 4 26 22 8.1E+02 6.1E+02 1.1E+03 8.0E+02 4.5E+02 1.3E+03
268 1982-49-6 s id u ro n - IP -1.85 0.04 2 0 0 0 2 7.2E+01 4.5E+01 1.1E+02 7.0E+01 3.5E+01 1.3E+02
269 122-34-9 Si mazi ne IP -2.42 1.21 57 6 18 10 23 2.6E+02 1.4E+02 4.9E+02 2.6E+02 1.2E+02 5.4E+02
270 1014-70-6 si metryn IP -4.05 1.04 50 10 31 5 4 1.1E+04 6.3E+03 2.0E+04 1.1E+04 5.1E+03 2.2E+04
271 34014-18-1 te b u th iu ro n IP -1.41 1.20 5 0 1 2 2 2.6E+01 1.8E+00 3.5E+02 2.4E+01 1.8E+00 3.5E+02
272 5902-51-2 te rb a c il IP -1.12 0.14 5 0 0 2 3 1.3E+01 9.7E+00 1.8E+01 1.3E+01 7.2E+00 2.2E+01
273 5915-41-3 te rb u th y la z in e IP -2.73 1.25 16 2 3 2 9 5.4E+02 1.6E+02 1.9E+03 5.3E+02 1.4E+02 1.9E+03
274 886-50-0 Terbutryn IP -3.43 1.27 19 2 5 4 8 2.7E+03 8.5E+02 8.6E+03 2.6E+03 7.7E+02 9.3E+03
275 1912-26-1 tr ie ta z in e - IP -2.54 0.35 10 3 3 1 3 3.5E+02 2.2E+02 5.5E+02 3.4E+02 1.7E+02 6.3E+02
276 22431-62-5 (lR -tra  ns)-3-(Cycl ope n ty li dene m ethyl)- 
2,2-di m ethyl-cyc lopropa  neca rboxylic 
ac id , (5-P heny lm e thy l)-3 -fu rany l)m e thy l 
e s te r NP -6.27 1.26 18 0 0 4 14 1.8E+06 5.6E+05 6.0E+06 2.7E+06 7.3E+05 9.9E+06
277 26002-80-2 3-phenoxybenzyl 2-di m ethyl-3 -(m ethy l 
propenyl)cyclo  propane carboxyl ate NP -4.26 1.63 6 0 0 3 3 1.8E+04 9.6E+02 4.1E+05 2.7E+04 1.2E+03 6.0E+05
278 584-79-2 a lle th r in NP -4.51 0.58 24 0 0 11 13 3.2E+04 2.0E+04 5.2E+04 4.8E+04 2.3E+04 9.6E+04
279 39515-41-8 a 1 pha-cya no-3-phenoxybenzyl 2,2,3,3- 
te tra  m ethyl cyclopropa neca rboxylate NP -5.52 0.61 14 0 0 5 9 3.3E+05 1.7E+05 6.5E+05 4.9E+05 2.0E+05 1.1E+06
280 67375-30-8 a lpha -C yperm eth rin NP -6.18 0.95 10 0 0 6 4 1.5E+06 4.3E+05 5.5E+06 2.2E+06 5.6E+05 8.9E+06
281 82657-04-3 B ife n th rin NP -5.67 1.55 17 0 1 12 4 4.7E+05 1.0E+05 2.1E+06 6.9E+05 1.4E+05 3.4E+06
282 28434-01-7 b io re s m e th rin - NP -5.72 0.64 5 0 0 2 3 5.2E+05 1.3E+05 2.1E+06 7.7E+05 1.7E+05 3.6E+06
283 51630-58-1 cyano (3-phenoxybenzyl )-2-(4- 
ch lo ropheny l)-3 -m e thy lbu ty ra te NP -5.55 1.28 61 0 0 33 28 3.6E+05 1.9E+05 6.7E+05 5.3E+05 2.2E+05 1.2E+06
284 68359-37-5 Cyflu thrin NP -5.72 1.02 19 0 1 8 10 5.2E+05 2.1E+05 1.3E+06 7.7E+05 2.6E+05 2.2E+06
285 68085-85-8 C yhalo thrin NP -5.66 1.42 9 0 0 5 4 4.6E+05 6.1E+04 3.4E+06 6.7E+05 8.3E+04 5.5E+06
286 52315-07-8 cyperm ethrin NP -6.08 1.23 84 1 1 58 24 1.2E+06 7.1E+05 2.0E+06 1.8E+06 8.1E+05 3.6E+06
287 39515-40-7 cyphenoth rin NP -5.39 1.26 5 0 0 2 3 2.5E+05 1.5E+04 3.9E+06 3.6E+05 2.2E+04 6.1E+06
288 52918-63-5 d e lta m e th rin NP -5.34 1.96 48 0 0 25 23 2.2E+05 7.4E+04 6.6E+05 3.3E+05 9.4E+04 1.1E+06
289 70-38-2 D im e th rin NP -4.09 0.56 4 0 0 0 4 1.2E+04 2.7E+03 5.9E+04 1.8E+04 3.5E+03 8.4E+04
290 28057-48-9 d -tra n s -A lle th rin NP -2.16 1.01 11 0 0 1 10 1.4E+02 4.0E+01 5.2E+02 2.1E+02 5.3E+01 8.7E+02
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292 80844-07-1 Ethofenprox NP -2.27 0.66 2 0 0 0 2 1.8E+02 2.8E-01 1.7E+05 2.7E+02 2.7E-01 3.1E+05
293 64257-84-7 Fenpropathri n NP -5.39 1.23 7 0 1 2 4 2.5E+05 3.0E+04 2.0E+06 3.6E+05 4.3E+04 3.0E+06
294 70124-77-5 fl ucythrinate NP -6.09 0.97 22 0 0 11 11 1.2E+06 5.4E+05 2.8E+06 1.8E+06 6.7E+05 4.8E+06
295 69409-94-5 FI uva li na te NP -5.41 1.03 11 0 0 5 6 2.5E+05 7.0E+04 9.5E+05 3.8E+05 8.9E+04 1.5E+06
296 102851-06-9 FI uva li na te-ta u NP -5.45 0.19 4 0 0 1 3 2.8E+05 1.7E+05 4.8E+05 4.2E+05 1.9E+05 8.7E+05
297 52341-33-0 FMC-35171 NP -5.76 0.85 14 0 0 10 4 5.7E+05 2.3E+05 1.4E+06 8.4E+05 2.8E+05 2.5E+06
298 91465-08-6 la mbda-cyha 1 o thri n NP -6.43 1.39 11 0 1 6 4 2.7E+06 4.5E+05 1.5E+07 3.9E+06 6.0E+05 1.8E+07
299 61949-76-6 m-phenoxybenzyl cis-3-(2,2-
dichl orovinyl )-2,2-
di methyl cyclopropa neca rboxyl ate NP -5.15 1.12 3 0 0 1 2 1.4E+05 1.7E+03 1.1E+07 2.1E+05 2.5E+03 1.7E+07
300 61949-77-7 m-phenoxybenzyl trans-3-(2,2-
dichl orovinyl )-2,2-
di methyl cyclopropa neca rboxyl ate NP -4.86 0.67 3 0 0 1 2 7.2E+04 5.6E+03 1.0E+06 1.1E+05 7.6E+03 1.5E+06
301 52645-53-1 Pe rm ethri n NP -4.81 1.46 113 2 2 71 38 6.5E+04 3.8E+04 1.1E+05 9.6E+04 4.4E+04 2.0E+05
302 23031-36-9 pra 1 le th ri n NP -5.07 0.36 4 0 0 2 2 1.2E+05 4.3E+04 3.2E+05 1.7E+05 5.4E+04 5.2E+05
303 121-21-1 Pyrethri n NP -3.51 2.14 5 0 0 1 4 3.2E+03 3.1E+01 3.5E+05 4.8E+03 4.6E+01 5.3E+05
304 121-29-9 Pyrethri n il NP -5.12 0.40 2 0 0 2 0 1.3E+05 2.6E+03 7.2E+06 1.9E+05 3.7E+03 1.4E+07
305 8003-34-7 pyrethri ns NP -4.57 0.52 30 0 0 13 17 3.8E+04 2.6E+04 5.5E+04 5.6E+04 2.8E+04 1.0E+05
306 10453-86-8 resm ethri n NP -5.42 0.73 23 0 0 7 16 2.6E+05 1.4E+05 4.8E+05 3.9E+05 1.7E+05 8.6E+05
307 28434-00-6 S-bi oa 11 e thri n NP -4.65 0.41 4 0 0 0 4 4.5E+04 1.5E+04 1.4E+05 6.6E+04 1.9E+04 2.3E+05
308 79538-32-2 Tefl u thri n NP -6.65 0.55 5 0 0 2 3 4.5E+06 1.3E+06 1.5E+07 6.6E+06 1.7E+06 2.5E+07
309 7696-12-0 Tetra m ethri n NP -3.43 1.14 10 0 0 5 5 2.7E+03 5.9E+02 1.3E+04 4.0E+03 7.7E+02 2.0E+04
310 66841-25-6 Tra 1 om ethri n NP -5.61 0.67 9 0 0 5 4 4.1E+05 1.6E+05 1.1E+06 6.1E+05 1.9E+05 1.8E+06
311 49866-87-7 1,2-di methyl-3,5-di ph e ny l-lH - 
pyrazol i um PGI -1.70 1.63 4 0 1 1 2 5.0E+01 6.0E-01 3.6E+03 4.7E+00 9.6E-03 6.9E+02
312 5742-17-6 2,4-D Isop ropy lam ine  s a lt PGI -0.14 0.51 7 0 0 3 4 1.4E+00 5.8E-01 3.2E+00 1.5E-01 1.9E-03 1.8E+00
313 32341-80-3 2,4-D T ri,isop ropy lam ine  s a lt PGI -0.33 0.24 6 0 0 3 3 2.2E+00 1.4E+00 3.4E+00 2.5E-01 3.2E-03 2.5E+00
314 94-75-7 2,4-d ich lorophenoxy acetic acid PGI -1.31 0.97 68 1 10 23 34 2.0E+01 1.3E+01 3.2E+01 2.3E+00 2.9E-02 2.3E+01
315 53404-31-2 2-butoxyethyl 2-(2,4- 
dichl orop he noxy) p rop iona te PGI -3.02 0.17 7 0 0 0 7 1.0E+03 7.8E+02 1.4E+03 1.2E+02 1.5E+00 1.1E+03
316 79270-78-3 2-ethyl hexyl 2-(2,4-
di chi orop he noxy) p rop iona te PGI -2.11 0.01 2 0 0 0 2 1.3E+02 1.2E+02 1.4E+02 1.5E+01 1.8E-01 1.4E+02
317 94-82-6 4-(2,4-dich 1 orophenoxy)butyric a ci d PGI -1.58 0.45 8 0 1 3 4 3.8E+01 1.9E+01 7.5E+01 4.2E+00 5.6E-02 4.6E+01
318 2758-42-1 4-(2 ,4-d ich lorophenoxy)butyric acid, 
compound w ith  d im ethyl a mi ne (1:1) PGI -1.98 0.41 3 0 0 1 2 9.5E+01 1.9E+01 4.7E+02 1.0E+01 8.8E-02 1.8E+02
319 94-80-4 butyl 2 ,4-d ich lorophenoxyacetate PGI -2.53 0.42 17 0 1 6 10 3.4E+02 2.3E+02 5.1E+02 3.8E+01 4.9E-01 3.7E+02
320 120-36-5 Di chi orprop PGI -1.01 0.92 14 2 5 2 5 1.0E+01 3.8E+00 2.8E+01 1.1E+00 1.3E-02 1.4E+01
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322 2008-39-1 d im e th y la m m o n iu m  2,4- 
d ich lo rophenoxyace ta te PGI -0.82 0.92 26 0 4 6 16 6.6E+00 3.3E+00 1.4E+01 7.4E-01 9.4E-03 7.9E+00
323 2039-46-5 d im e th y la m m o n iu m  4 -ch lo ro -o- 
to ly loxyace ta te PGI -0.91 0.38 5 0 1 2 2 8.1E+00 3.5E+00 1.9E+01 9.0E-01 1.1E-02 1.0E+01
324 93-72-1 fe nop rop PGI -2.05 0.71 16 0 0 5 11 1.1E+02 5.5E+01 2.3E+02 1.3E+01 1.5E-01 1.4E+02
325 87237-48-7 Haloxyfop ethoxyethyl es te r PGI -2.29 0.96 5 0 1 1 3 1.9E+02 2.4E+01 1.5E+03 2.0E+01 1.6E-01 5.0E+02
326 94-11-1 isop ropy l 2 ,4 -d ich lo rophenoxyace ta te PGI -2.98 0.34 3 0 0 1 2 9.5E+02 2.5E+02 3.6E+03 1.0E+02 1.0E+00 1.6E+03
327 94-74-6 MCPA PGI -1.30 0.93 24 2 5 6 11 2.0E+01 9.2E+00 4.2E+01 2.2E+00 2.2E-02 2.7E+01
328 94-81-5 MCPB PGI -1.70 0.61 6 0 1 0 5 5.0E+01 1.6E+01 1.6E+02 5.4E+00 6.3E-02 7.0E+01
329 7085-19-0 M ecoprop PGI -0.89 0.71 10 0 4 2 4 7.7E+00 3.0E+00 2.0E+01 8.6E-01 1.1E-02 1.0E+01
330 16484-77-8 m ecoprop-P PGI -1.03 0.66 3 0 2 0 1 1.1E+01 8.4E-01 1.4E+02 1.0E+00 4.4E-03 5.1E+01
331 53780-36-2 M e flu id id e , d ie th a n o la m in e  s a lt PGI -1.01 0.19 2 0 0 2 0 1.0E+01 1.6E+00 7.2E+01 1.1E+00 5.7E-03 2.2E+01
332 111991-09-4 n icosu lfu ro n PGI -1.08 0.08 3 0 1 1 1 1.2E+01 8.6E+00 1.6E+01 1.4E+00 1.7E-02 1.3E+01
333 122931-48-0 rim su lfu ro n PGI -1.69 1.45 4 0 2 1 1 4.9E+01 9.1E-01 2.4E+03 4.6E+00 1.3E-02 4.7E+02
334 2702-72-9 sod iu m  2 ,4 -d ich lo rophenoxyace ta te PGI -1.63 2.05 16 2 5 6 3 4.2E+01 5.5E+00 3.3E+02 4.4E+00 4.0E-02 1.1E+02
335 6062-26-6 sod iu m  4-(4 -ch lo ro -o -to ly loxy)bu tyra te PGI -1.47 0.48 8 0 1 1 6 2.9E+01 1.4E+01 6.2E+01 3.3E+00 3.9E-02 3.6E+01
336 3653-48-3 sod iu m  4-ch 1 o ro-o-to  1 yl oxya ce ta te PGI -0.60 0.44 8 0 1 2 5 4.0E+00 2.0E+00 7.8E+00 4.4E-01 5.5E-03 4.6E+00
337 57213-69-1 [(3,5,6-tri eh 1 o ro-2-pyri dyl )oxy]a ce ti c a ci d, 
com pound w ith  tr ie th y la m in e  (1:1) PGR -0.65 0.58 15 0 3 4 8 4.4E+00 2.4E+00 8.2E+00 3.3E+00 5.6E-01 7.8E+00
338 24307-26-4 1,1-d im ethyl pi peri di ni um ch lo ride PGR -0.64 1.04 5 0 0 3 2 4.4E+00 4.3E-01 4.2E+01 3.0E+00 1.9E-01 3.1E+01
339 43222-48-6 1,2-di m ethyl-3 ,5-d i phenyl pyrazo lium  
m ethyl su lfa te PGR -1.43 0.90 4 0 0 1 3 2.7E+01 2.3E+00 3.1E+02 1.9E+01 9.1E-01 2.2E+02
340 90-15-3 1 -naph tho l PGR -2.36 0.46 13 0 1 7 5 2.3E+02 1.3E+02 3.9E+02 1.7E+02 3.0E+01 3.8E+02
341 51707-55-2 1-p h e n yl -3-( 1,2,3-th i a d i a zo 1 -5-yl ) u re a PGR -2.22 0.25 4 0 1 3 0 1.6E+02 8.3E+01 3.3E+02 1.2E+02 1.9E+01 3.0E+02
342 93-76-5 2,4,5-T PGR -1.78 0.79 28 0 5 8 15 6.1E+01 3.4E+01 1.1E+02 4.6E+01 7.6E+00 1.1E+02
343 2464-37-1 2-ch loro-9-hydroxy-9H -fluorene-9- 
carboxylic acid PGR -3.00 1.58 3 0 0 0 3 1.0E+03 1.8E+00 5.2E+05 6.7E+02 1.2E+00 4.3E+05
344 57754-85-5 2-hydroxye thy lam m on ium  3,6- 
d i eh 1 o ro pyri d i n e -2-ca rb oxyl a te PGR -0.73 0.96 4 0 1 1 2 5.4E+00 4.1E-01 7.7E+01 3.7E+00 1.7E-01 5.7E+01
345 12771-68-5 ancym ido l PGR -1.05 0.30 2 0 0 0 2 1.1E+01 4.9E-01 2.3E+02 8.1E+00 2.1E-01 1.7E+02
346 17692-22-7 Benazo lin PGR -0.90 0.45 4 0 0 1 3 8.0E+00 2.4E+00 2.7E+01 5.8E+00 7.2E-01 2.3E+01
347 33629-47-9 b u tra lin PGR -3.59 0.45 5 0 0 3 2 3.9E+03 1.4E+03 1.0E+04 2.9E+03 4.0E+02 9.1E+03
348 2314-09-2 butyl 9 -hydroxy-9H -fluorene-9- 
ca rb oxyl ate PGR -1.97 0.93 4 0 0 1 3 9.4E+01 7.6E+00 1.2E+03 6.5E+01 3.3E+00 9.3E+02
349 2536-31-4 ch lo rflu re n o l PGR -2.81 0.04 2 0 0 0 2 6.4E+02 4.1E+02 1.0E+03 5.0E+02 6.9E+01 1.0E+03
350 999-81-5 ch lo rm e q u a t ch lo ride PGR -0.92 1.46 3 0 1 2 0 8.4E+00 2.7E-02 2.3E+03 5.3E+00 1.7E-02 8.9E+02
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352 1134-23-2 cycloate PGR -2.25 0.33 8 0 0 4 4 1.8E+02 1.1E+02 3.0E+02 1.4E+02 2.4E+01 2.9E+02
353 1596-84-5 d am inoz ide PGR -0.82 0.50 4 0 1 1 2 6.5E+00 1.7E+00 2.5E+01 4.7E+00 5.1E-01 2.2E+01
354 1918-00-9 dicam ba PGR -1.25 1.17 14 1 3 3 7 1.8E+01 5.0E+00 6.4E+01 1.3E+01 1.6E+00 5.4E+01
355 16672-87-0 e the fon PGR -0.61 0.63 12 0 1 5 6 4.1E+00 1.9E+00 8.6E+00 3.0E+00 5.1E-01 8.1E+00
356 26225-79-6 e tho fu m e sa te PGR -1.80 0.63 13 0 2 3 8 6.3E+01 3.1E+01 1.3E+02 4.7E+01 7.8E+00 1.2E+02
357 62924-70-3 F lum e tra lin PGR -4.45 0.37 3 0 0 1 2 2.8E+04 6.9E+03 1.2E+05 2.1E+04 2.0E+03 9.2E+04
358 69377-81-7 flu roxypyr PGR -1.69 0.33 3 0 2 0 1 4.9E+01 1.3E+01 1.8E+02 3.6E+01 3.8E+00 1.4E+02
359 56425-91-3 F lu rp r im id o l PGR -1.81 0.11 3 0 0 1 2 6.4E+01 4.3E+01 9.7E+01 4.9E+01 8.2E+00 9.9E+01
360 87-51-4 in d o l-3 -y la ce tic  acid PGR -1.69 0.98 3 0 2 0 1 4.9E+01 1.0E+00 2.1E+03 3.4E+01 4.7E-01 1.8E+03
361 133-32-4 in d o le -3 -b u ty r ic  acid PGR -1.05 0.38 4 0 1 1 2 1.1E+01 4.1E+00 3.1E+01 8.3E+00 1.2E+00 2.8E+01
362 71212-10-7 Lotos 71 PGR -1.21 0.62 4 0 0 3 1 1.6E+01 3.0E+00 8.8E+01 1.2E+01 1.1E+00 7.3E+01
363 123-33-1 m a le ic  hydrazide PGR -0.78 0.60 6 0 0 2 4 6.0E+00 1.9E+00 1.9E+01 4.4E+00 6.0E-01 1.6E+01
364 74223-64-6 m e tsu lfu ro n -m e th y l PGR -4.52 1.87 6 0 6 0 0 3.3E+04 9.9E+02 1.2E+06 2.1E+04 1.2E+02 1.5E+05
365 76738-62-0 pac lobutrazo l PGR -1.63 0.22 10 0 1 4 5 4.2E+01 3.2E+01 5.7E+01 3.3E+01 5.9E+00 6.1E+01
366 1918-02-1 Picloram , tr ie th y la m in e  s a lt PGR -1.32 0.20 4 0 0 1 3 2.1E+01 1.2E+01 3.5E+01 1.6E+01 2.7E+00 3.5E+01
367 10007-85-9 p o tass ium  3 ,6 -d ich lo ro -o -an isa te PGR -0.59 0.40 3 0 0 1 2 3.8E+00 8.0E-01 1.8E+01 2.8E+00 2.5E-01 1.5E+01
368 2545-60-0 p o tass ium  4-am i no-3,5,6- 
tri ch 1 o ro pyri d i n e -2-ca rb oxyl a te PGR -1.44 0.69 11 0 0 2 9 2.7E+01 1.2E+01 6.5E+01 2.0E+01 3.3E+00 5.9E+01
369 1918-16-7 p ropach lo r PGR -3.29 0.96 16 1 5 5 5 1.9E+03 7.4E+02 5.0E+03 1.4E+03 2.2E+02 4.5E+03
370 52888-80-9 prosu lfoca  rb PGR -2.96 0.39 11 0 1 6 4 9.1E+02 5.6E+02 1.5E+03 7.0E+02 1.2E+02 1.5E+03
371 84087-01-4 Q uinc lo rac PGR -1.42 0.18 4 0 0 2 2 2.7E+01 1.6E+01 4.3E+01 2.0E+01 3.5E+00 4.2E+01
372 78-48-8 S,S,S-tri b u tyl p h os p h o ro tri th i o a te PGR -3.58 1.15 24 0 2 14 8 3.8E+03 1.5E+03 9.5E+03 2.8E+03 4.5E+02 8.6E+03
373 1982-69-0 so d iu m  3 ,6 -d ich lo ro -o -an isa te PGR -0.82 0.71 4 0 1 1 2 6.5E+00 9.5E-01 4.3E+01 4.6E+00 3.5E-01 3.6E+01
374 55335-06-3 tr ic lo py r PGR -2.19 0.66 15 0 2 5 8 1.5E+02 7.7E+01 3.1E+02 1.1E+02 2.0E+01 2.9E+02
375 83657-22-1 U niconazo le PGR -2.04 0.18 3 0 0 0 3 1.1E+02 5.4E+01 2.2E+02 8.3E+01 1.2E+01 2.0E+02
376 86-87-3 a -n a p h th a le n e a c e tic  acid PGR -0.83 0.29 9 0 4 1 4 6.8E+00 4.5E+00 1.0E+01 5.2E+00 9.1E-01 1.0E+01
377 15310-01-7 B enodan il SF -2.11 0.12 2 0 0 0 2 1.3E+02 3.5E+01 4.3E+02 7.0E-02 4.4E-08 6.4E+01
378 17804-35-2 Benomyl SF -2.60 1.10 21 0 2 11 8 4.0E+02 1.5E+02 1.0E+03 2.3E-01 2.6E-07 1.5E+02
379 5234-68-4 carboxin SF -1.94 1.03 9 0 3 4 2 8.7E+01 2.0E+01 3.8E+02 4.8E-02 5.8E-08 3.5E+01
380 2675-77-6 ch lo roneb SF -2.28 0.13 3 0 0 1 2 1.9E+02 1.1E+02 3.1E+02 1.1E-01 1.3E-07 7.0E+01
381 2439-10-3 dod i ne SF -2.86 0.50 16 0 3 7 6 7.2E+02 4.3E+02 1.2E+03 4.1E-01 5.1E-07 2.6E+02
382 759-94-4 EPTC SF -2.04 0.58 21 0 5 8 8 1.1E+02 6.6E+01 1.8E+02 6.2E-02 7.2E-08 3.9E+01
383 114369-43-6 Fenbuconazole SF -2.92 0.23 6 0 0 3 3 8.2E+02 5.4E+02 1.3E+03 4.8E-01 5.4E-07 2.9E+02
384 66332-96-5 f lu to la n i l SF -2.01 0.68 15 0 1 5 9 1.0E+02 5.0E+01 2.1E+02 5.9E-02 6.7E-08 3.9E+01
385 3878-19-1 fu b e rid a zo le SF -2.49 0.64 4 0 1 1 2 3.1E+02 5.2E+01 1.7E+03 1.7E-01 2.2E-07 1.3E+02
386 57646-30-7 Furalaxyl SF -1.37 0.34 8 0 2 2 4 2.4E+01 1.4E+01 4.0E+01 1.4E-02 1.5E-08 8.4E+00
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388 10004-44-1 Hymexazol SF -0.99 1.32 7 1 1 1 4 9.9E+00 1.0E+00 9.1E+01 5.6E-03 5.4E-09 5.2E+00
389 52316-55-9 Lignasan BLP SF -3.20 1.48 4 0 0 1 3 1.6E+03 2.8E+01 8.2E+04 7.9E-01 5.5E-07 1.7E+03
390 57837-19-1 M eta laxy l SF -1.43 0.72 8 0 2 4 2 2.7E+01 8.9E+00 8.1E+01 1.5E-02 1.8E-08 1.0E+01
391 69581-33-5 N -(3 -ch lo ropheny l)-N -(te tra  hydro-2-oxo- 
3 -fu ry l)cyc lopropaneca rboxam ide SF -1.24 0.36 4 0 1 1 2 1.7E+01 6.5E+00 4.4E+01 1.0E-02 1.1E-08 6.6E+00
392 77732-09-3 Oxa d i xyl SF -0.60 0.50 4 0 1 2 1 4.0E+00 1.0E+00 1.6E+01 2.3E-03 2.4E-09 1.7E+00
393 5259-88-1 oxyca rboxi n SF -1.57 0.37 6 0 1 2 3 3.7E+01 1.9E+01 7.4E+01 2.1E-02 2.6E-08 1.3E+01
394 24579-73-5 Propa moca rb SF -0.46 0.15 6 0 1 1 4 2.9E+00 2.2E+00 3.9E+00 1.7E-03 2.0E-09 1.1E+00
395 25606-41-1 p ropam ocarb  hyd roch lo ride SF -0.46 0.00 3 0 1 0 2 2.9E+00 2.8E+00 2.9E+00 1.7E-03 2.0E-09 1.0E+00
396 148-79-8 th ia b e n d a z o le SF -2.24 0.55 9 0 1 4 4 1.7E+02 7.9E+01 3.8E+02 9.9E-02 1.1E-07 6.3E+01
397 23564-05-8 th io p h a n a te -m e th y l SF -1.88 0.73 15 0 3 7 5 7.6E+01 3.5E+01 1.6E+02 4.4E-02 5.1E-08 2.9E+01
aS eeT ab le  E l fo r  a b b re v ia tio n s , |ix= ave ragespec ies  s e n s it iv ity , s j= c h e m ic a l-s p e c ific  sp read  in  species s e n s it iv ity , <3TUj/c)Cx=chemical-specific to x ic  potency, 
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Figure F1: Transformation pathways o f each included chemical, with the literature source(s).
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200 F2. Chemical-specific fate parameters
Table F I shows all chemical-specific parameters of the parent compounds and their transformation products. Table F2 shows 
all degradation rates and transformation yields for every transformation product. Lognormal uncertainty ranges were based 
on chemical-specific input data in literature. If no chemical-specific uncertainty data were available, uncertainty distributions 
specific for pesticides were taken from Rikken et al. (1), and for perchloroethylene from MacLeod et al. (2). All uncertainty 
distributions are indicated in the Tables.
Table FI: Chemicals for which characterization factors were derived and their chemical-specific properties including 
uncertainty ranges and data sources. CV = coefficient of Variance.













2,4-D 94-75-7 221.04 138 (3) 3.19E-01 0.58 (3) 7.43E+02 0.10 (3) 2.00E+01 1.64 (3)
2,4-DCP (2,4-Dichlorophenol) 120-83-2 163 44 (4) 1.25E+01 0.24 (4) 4.75E+03 0.34 (4) 5.75E+02 2.30 (4)
2,4-DCA (2,4-Dichloroanisole) 553-82-2 177.03 20.65 (5) 8.27E+00 0.61 (1,5) 4.52E+01 0.31 (1,5) 3.15E+02 1.00 (1,6)
alachlor 15972-60-8 269.77 40.5 (3) 2.92E-03 0.01 (3) 2.42E+02 0.00 (3) 1.91E+02 0.04 (3)
a lach lo rsu lfiny l aceticacid 341.43 219.7 1.26E-08 1.27 (1,5) 1.25E+01 1.54 (1,5) 4.50E+00 1.00 (1,6)
alachlor ESA (ethane su lfon ic acid) 315.39 203.9 (5) 1.19E-09 1.27 (1,5) 2.46E-01 1.54 (1,5) 5.20E+01 1.00 (1,6)
alachlor OXA (oxanilic acid) 251.33 141.6 (5) 3.09E-06 1.27 (1,5) 2.94E+02 0.31 (1,5) 4.50E+00 1.00 (1,6)
oxamic acid 221.26 176.7 (5) 8.01E-06 1.27 (1,5) 7.48E+02 0.31 (1,5) 4.50E+00 1.00 (1,6)
Atra zi ne 1912-24-9 215.68 176 (7) 4.03E-05 0.55 (3) 3.30E+01 0.40 (3) 1.29E+02 0.78 (8)
DEA (deethyl atrazine) 6190-65-4 683.97 114.2 (5) 1.24E-02 0.61 (1,5) 3.20E+03 0.31 (1,5) 5.61E+01 1.11 (8)
DIA (deisopropyl atrazine) 159.58 103.1 (5) 7.73E-02 1.27 (1,5) 7.16E+03 0.31 (1,5) 6.14E+01 0.88 (8)
HA (hydroxyatrazine) 2163-68-0 197.24 133.9 (5) 1.13E-03 1.27 (1,5) 5.90E+00 1.54 (1,5) 7.93E+02 1.57 (8)
Bromoxynil-octanoate 1689-99-2 403.12 45.5 (5) 6.40E-04 1.27 (1,5) 8.00E-02 1.54 (1,5) 6.39E+02 1.00 (1,6)
bromoxynil 1689-84-5 276.91 192 (3) 4.05E-04 0.24 (3,5,9)" 1.30E+02 0.01 (3) 2.39E+02 0.11 (3,9)
3-Br-4,5-OH-benzonitrile 214.02 121.2 (5) 4.64E-04 1.27 (1,5) 1.44E+03 0.31 (1,5) 4.40E+01 1.00 (1,6)
3-Br-4-OH-benzonitrile 2315-86-8 198.02 85.21 (5) 3.73E-02 0.61 (1,5) 6.78E+02 0.31 (1,5) 2.60E+01 1.00 (1,6)
4-OH-benzonitrile (cyanophenol 767-00-0 119.12 110 (5) 2.39E-01 0.61 (1,5) 8.98E+03 0.31 (1,5) 8.00E+01 1.00 (1,6)
2,4-Bromo-3-hydroxy-benzamide 294.93 163.2 (5) 1.26E-05 1.27 (1,5) 9.08E+02 0.31 (1,5) 2.30E+01 1.00 (1,6)
2,4-Bromo-3-hydroxy-benzoic acid 295.92 147.4 (5) 1.09E-04 1.27 (1,5) 9.60E+01 0.31 (1,5) 6.40E+00 1.00 (1,6)
Chlorothalonil (TCPN) 1897-45-6 265.9 250.5 (3) 1.33E-01 1276.74 (3) 5.50E-01 0.24 (3) 1.38E+03 1.59 (3)
3-cya n o-2,4,5,6-te tra ch 1 o ro b e n za m i d e 283.93 175 (5) 1.03E-05 1.27 (1,5) 2.73E+02 0.31 (1,5) 3.12E+02 1.00 (1,6)
4-OH-2,5,6-trichloroisotha Ion i tri le 247.47 145.3 (5) 8.11E-05 1.27 (1,5) 1.16E+02 0.31 (1,5) 3.71E+02 1.00 (1,6)
5-cyano-4,6,7-trichloro-2H-l,2-
benzisothiazol-3-one 279.53 185.7 (5) 2.11E-03 1.27 (1,5) 1.36E+02 0.31 (1,5) 3.80E+02 1.00 (1,6)
5-cyano-4,6,7-trichloro-2H-l,2-
benzisothiazol-3-one sulfoxide 295.53 204.9 (5) 1.19E-07 1.27 (1,5) 1.67E+02 0.31 (1,5) 7.90E+01 1.00 (1,6)
Chlorpyrifos 2921-88-2 350.6 41.5 (3) 2.50E-03 0.90 (10) 8.42E-01 0.81 (10) 7.24E+03 1.56 (3)
3,5,6-tri chloro-2-pyridinol 6515-38-4 198.44 82.3 (5) 1.37E-01 0.61 (1,5) 8.09E+01 0.31 (1,5) 1.62E+03 0.86 (1,5)


















DDT 50-29-3 354.49 109 (12) 4.41E-05 5.95 (3) 3.40E-03 2.92 (3) 1.62E+06 0.06 (13)
DDE 72-55-9 319.03 89.15 (12) 3.40E-03 0.49 (12,14) 2.52E-01 0.96 (12,14) 3.95E+06 1.00 (12)
DDD 72-54-8 320.04 109.2 (12) 1.20E-03 0.52 (12,14) 7.36E-01 0.54 (12,14) 1.35E+06 0.21 (12)
Dicamba 1918-00-9 221.04 115 (3) 4.52E-03 14.96 (3) 4.50E+03 0.29 (3) 2.19E+00 30.88 (3)
3,6-di-CI-sal icylic acid 3401-80-7 207.01 124.2 (5) 8.20E-04 1.27 (1,5) 6.52E+02 0.31 (1,5) 5.04E+02 1.00 (1,6)
6-CI-salicylic acid 172.57 114.4 (5) 3.44E-03 1.27 (1,5) 3.44E+03 0.31 (1,5) 4.00E+00 1.00 (1,6)
2,5-OH-di-CI-salycilic acid 223.01 154.7 (5) 1.31E-05 1.27 (1,5) 1.38E+03 0.31 (1,5) 1.10E+01 1.00 (1,6)
Diuron 330-54-1 233.1 158.5 (3) 2.10E-05 2.61 (3) 4.20E+01 0.53 (3) 3.94E+02 0.56 (3)
MCPDMU (N '-(3-chlorophenyl)-
N,N-dimethyl urea) 198.65 107.4 (5) 6.27E-03 1.27 (1,5) 8.71E+02 0.31 (1,5) 3.27E+02 1.00 (1,6)
DCPMU (l-m ethyl-3-(3,4-
d ich lorophenyl) urea) 219.07 123 (5) 2.69E-03 1.27 (1,5) 1.07E+02 0.31 (1,5) 6.51E+02 1.00 (1,6)
DCPU (l-(3,4 d ich lorophenyl) ure 2327-02-8 205.04 121.9 (5) 4.35E-03 1.27 (1,5) 2.25E+02 0.31 (1,5) 4.49E+02 1.00 (1,6)
DCA (3,4 d ich lo ro a n ilin e ) 95-76-1 162.06 71.5 (4) 2.05E+00 0.05 (4) 9.21E+01 0.31 (1,4) 1.16E+02 0.25 (4)
glyphosate 1071-83-6 169.1 200 (3) 5.00E-04 0.33 (3) 1.20E+04 0.11 (3) 3.01E+03 1.27 (3)
AMPA (am inom ethyl phosphonic acid) 111.04 61.58 (5) 7.68E-03 1.27 (1,5) 1.00E+06 0.31 (1,5) 5.21E+03 1.00 (1,6)
glyoxylic acid 298-12-4 74.04 16.05 (5) 2.51E+01 0.61 (1,5) 1.00E+06 0.31 (1,5) 1.00E-01 1.00 (1,6)
N-methylglycine (sarcosine) 107-97-1 89.09 232.1 (5) 3.79E-05 1.27 (1,5) 3.00E+05 0.31 (1,5) 3.13E+02 1.00 (1,6)
glycine 56-40-6 75.07 246.2 (5) 1.09E-05 1.27 (1,5) 2.49E+05 0.31 (1,5) 2.50E+02 1.00 (1,6)
a-HCH 319-84-6 290.85 158 (3) 6.31E-03 2.07 (3,5)* 2.00E+00 0.93 (1,3) 3.39E+03 0.72 (3)
2,3,4,5-tetra -ch 1 o ro h exe n e 219.93 15.06 (5) 4.17E+00 0.61 (1,5) 4.30E+01 0.31 (1,5) 4.79E+03 4.42 (1,5)
1,2-d i ch 1 o ro-h exa -3,5-d i e n e 149.02 -30.2 (5) 1.35E+02 0.61 (1,5) 1.70E+02 0.31 (1,5) 1.29E+03 0.86 (1,15)
H eptachlor 76-44-8 373.3 95 (14) 4.00E-02 0.15 (3) 5.60E-02 0.95 (3) 2.40E+04 1.15 (3)
Heptachlor epoxide 1024-57-3 389.2 164 (14) 2.60E-03 2.59 (3,5)* 2.00E-01 0.28 (3) 8.61E+03 0.45 (3)
M alath ion 121-75-5 330.36 2.9 (3) 1.99E-03 0.44 (3) 1.45E+02 0.02 (3) 1.78E+03 0.04 (3)
Malaoxon 1634-78-2 314.29 0.11 (5) 1.31E-03 1.27 (1,5) 7.50E+03 1.31 (1,5) 3.31E+00 0.86 (1,5)
Mecoprop-p 16484-77-8 214.65 95 (3) 4.38E-04 0.12 (3,5)* 8.13E+02 0.05 (3) 7.44E+01 0.28 (3)
4-chloro-2-methyl phenol 1570-64-5 142.59 51 (5) 3.20E+00 0.61 (1,5) 4.00E+03 0.31 (1,5) 1.75E+02 1.00 (1,6)
orbenca rb 34622-58-7 257.78 9 (5) 1.75E-02 1.27 (1,5) 2.40E+01 0.31 (1,5) 4.40E+02 1.00 (1,6)
orbencarb su lfox ide 273.78 150.7 (5) 4.51E-05 1.27 (1,5) 1.22E+03 0.31 (1,5) 9.70E+02 1.00 (1,6)
orbenca rb su Ifon ic aci d 206.64 112.3 (5) 9.01E-05 1.27 (1,5) 4.29E+04 0.31 (1,5) 3.50E+00 1.00 (1,6)
orbencarb methyl su lfoxide 188.67 67.48 (5) 1.26E-01 0.61 (1,5) 5.41E+03 0.31 (1,5) 5.00E+01 1.00 (1,6)
orbencarb methyl su lfone 204.67 85.45 (5) 4.83E-02 1.27 (1,5) 3.57E+03 0.31 (1,5) 5.70E+01 1.00 (1,6)
monodeethyl orbencarb 229.73 143.2 (5) 2.03E-04 1.27 (1,5) 5.71E+01 0.31 (1,5) 1.83E+02 1.00 (1,6)
perchloroethylene 127-18-4 165.83 (16) (16) (16) 6.46E+02 0.74 (8)
trich loroe thy lene 79-01-6 131.39 (16) (16) (16) 5.50E+02 1.72 (8)
trich lo roace tic  acid 76-03-9 163.39 57.5 (4) (4) (4) 3.09E+01 0.37 (8)
phosgene 75-44-5 98.92 -118 (5) 1.89E+05 0.21 (2,5) 4.75E+05 0.21 (2,5) 1.95E-01 0.37 (8)
trich lo roace tic  acid chloride 76-02-8 181.83 -8.17 (5) 2.29E+03 0.21 (2,5) 9.49E+03 0.21 (2,5) 7.94E+00 0.37 (8)
N icosulfuron 111991-09-4 410.4 142 (5) 2.64E-10 1.27 (1,5) 1.20E+04 0.31 (1,5) 2.51E+01 1.00 (1,5)






202 Table F2: Chemicals for which characterization factors were derived and their degradation rates and transformation yields including 
uncertainty ranges and data sources. CV=Coefficient of Variance
k d e g , w a te r k d e g .a ir k d e g .so il Degr. sed d " f f ( - ) f f  (-) f f ( - )
Chemica 1 CAS nr d '1 CV Ref d '1 CV Ref d '1 CV Ref CV Ref w a te r/se d Ref a i r Ref so il Ref
2,4-D 94-75-7 2.31E-01 0.86 (3) 9.84E-01 0.17 (3,17) 5.33E-02 3.67 (3) 6.66E-03 0.27 (18)
2,4-DCP (2 ,4 -D ich lo ropheno l) 120-83-2 5.12E-01 1.96 (4) 1.43E-01 0.61 (4,17) 1.98E-01 1.80 (4) 2.45E-02 0.21 (18) 8.25E-02 (6) - 8.25E-02 (6)
2,4-DCA (2 ,4 -D ich lo roan iso le ) 553-82-2 9.24E-03 2.67 (1.6) 5.73E-02 0.61 (6,17) 5.68E-02 1.51 (1,6) 0.13 (6) - 0.13 (6)
a la ch lo r 15972-60-8 6.66E-03 2.67 (1,6) 4.08E+00 0.61 (6,17) 3.85E-02 0.63 (3,19)
a 1 a chi o r s u 1 fi nyl a ce tica c id 4.01E-02 2.67 (1,6) 4.95E+00 0.61 (6,17) 3.24E-03 1.51 (1,6) 0.21 (6) - 0.21 (6)
a 1 a chi o r ESA (e thane  sul fo n ica  cid] 1.07E-03 2.67 (1,6) 9.90E-01 0.61 (6,17) 2.15E-03 1.51 (1,6) 2.7E-02 (6) - 0.23 (6)
a la c h lo r  OXA (oxa ni lie  acid) 1.07E-03 2.67 (1,6) 1.02E+00 0.61 (6,17) 1.45E-02 1.51 (1,6) 0.21 (6) - 0.22 (6)
oxa mie a cid 4.01E-02 2.67 (1,6) 1.41E+00 0.61 (6,17) 1.73E-02 1.51 (1,6) 0.80 (6) - 0.80 (6)
Atra zi ne 1912-24-9 3.01E-03 20.12 (6) 3.65E+00 2.29 (6) 2.04E-02 0.89 (6)
DEA (deethyl a traz ine ) 6190-65-4 2.31E-03 1.15 (6) 1.61E+00 0.99 (6) 2.67E-02 0.52 (7) 0.30 (6) 0.60 (8) 0.24 (6)
DIA (de isop ropy l a traz ine) 2.31E-03 1.38 (6) 7.79E-01 1.00 (6) 4.08E-02 1.07 (7) 0.15 (6) 0.30 (8) 0.09 (6)
HA (hydroxyatra zi ne) 2163-68-0 2.31E-03 1.18 (6) 2.39E+00 0.97 (6) 5.73E-03 0.80 (7) 0.27 (6) 0.10 (8) 0.30 (6)
Bromoxynil -octa noa te 1689-99-2 6.29E-02 0.35 (18) 1.60E-01 0.61 (6,17) 6.29E-02 0.35 (18) 1.20E-02 (18)
brom oxyni 1 1689-84-5 7.33E-02 2.67 (1,6) 4.53E-03 0.61 (6,17) 4.99E-02 1.51 (1,6) 0.80 (6) - 0.87 (6)
3-B r-4,5-O H -benzonitrile 4.01E-02 2.67 (1,6) 4.68E-02 0.61 (6,17) 4.01E-02 1.51 (1,6) 0.40 (6) - 1.0E-05 (6)
3 -B r-4-O H -benzonitrile 2315-86-8 4.01E-02 2.67 (1,6) 3.94E-02 0.61 (6,17) 4.01E-02 1.51 (1,6) 0.12 (6) - 1.0E-05 (6)
4 -O H -benzon itrile  (cyanopheno l) 767-00-0 4.01E-02 2.67 (1,6) 1.30E-01 0.61 (6,17) 4.01E-02 1.51 (1,6) 0.80 (6) - 1.0E-05 (6)
2,4-Bromo-3-hydroxy-benza m ide 4.01E-02 2.67 (1,6) 5.10E-02 0.61 (6,17) 4.01E-02 1.51 (1,6) 1.0E-05 (6) - 0.72 (6)
2,4-Brom o-3-hydroxy-benzoic acid 2.31E-02 2.67 (1,6) 1.74E-02 0.61 (6,17) 2.31E-02 1.51 (1,6) 1.0E-05 (6) - 0.80 (6)
Chi orotha Ion i 1 (TCPN) 1897-45-6 6.30E-01 2.67 (1,6) 1.34E-04 0.61 (6,17) 1.58E-02 0.24 (3)
3-cya no-2,4,5,6-tetra ch lo robenzam ide 2.31E-02 2.67 (1,6) 4.39E-02 0.61 (6,17) 2.31E-02 1.51 (1,6) 1.0E-05 (6) - 0.24 (6)
4-OH-2,5,6-tri chi o ro iso tha  1 o n itr i 1 e 2.31E-02 2.67 (1,6) 6.24E-03 0.61 (6,17) 1.79E-03 0.27 (20) 0.40 (6) - 0.56 (6)
5-cya no-4,6,7-tri chi o ro -2H -l,2 -
benz iso th iazo l-3 -one 2.31E-02 2.67 (1,6) 1.25E-01 0.61 (6,17) 2.31E-02 1.51 (1,6) 0.40 (6) - 1.0E-05 (6)
5-cya no-4,6,7-tri chi o ro -2H -l,2 -
be n z iso th iazo l-3 -one  su lfo x id e 2.31E-02 2.67 (1,6) 1.19E-01 0.61 (6,17) 2.31E-02 1.51 (1,6) 0.80 (6) - 1.0E-05 (6)
Chlorpyrifos 2921-88-2 7.67E-03 2.09 (3) 2.62E+00 0.61 (3,17) 6.60E-02 0.18 (19)
3,5,6-tri chi o ro -2 -pyrid i noi 6515-38-4 2.31E-02 2.67 (1,6) 3.81E-03 0.61 (6,17) 7.62E-03 0.46 (20) 0.80 (6) - 0.22 (6)
ch lo rpyrifos oxon 5598-15-2 3.12E-02 2.67 (1,11) 3.26E+00 0.61 (11,17) 1.42E-02 1.51 (1,11) - 0.60 (11) -
DDT 50-29-3 1.69E-03 0.50 (13) 3.96E-01 0.47 (13) 5.83E-04 0.35 (13) 1.20E-02 0.27 (18)
DDE 72-55-9 2.06E-01 1.20 (12) 1.71E-01 1.00 (12) 2.16E-04 1.10 (12) 0.50 (15) 0.90 (15) 0.50 (15)






k d e g , w a te r  
d " CV Ref
k d e g .a ir
d " CV Ref
k d e g .so il
d " CV Ref
Degr. sed d ‘ 
CV Ref
f f ( - )
wa te r/s e d Ref
f f  (-) 
a ir Ref
f f  (-) 
so il Ref
Dicamba 1918-00-9 1.16E-02 2.67 (1,6) 2.09E-01 0.12 (3) 3.65E-02 0.65 (3)
3 ,6 -d i-C I-sa licy lic  acid 3401-80-7 4.01E-02 2.67 (1,6) 6.86E-02 0.61 (6,17) 9.72E-03 1.51 (1,6) 0.43 (6) - 0.43 (6)
6-C I-sa licy lic  acid 4.01E-02 2.67 (1,6) 2.01E-01 0.61 (6,17) 4.01E-02 1.51 (1,6) 0.40 (6) - 0.40 (6)
2 ,5-O H -di-C I-sa lycilic  acid 4.01E-02 2.67 (1,6) 4.50E-02 0.61 (6,17) 4.01E-02 1.51 (1,6) 0.40 (6) - 0.40 (6)
Diuron 330-54-1 1.54E-02 2.67 (1,6) 2.36E-01 0.61 (6,17) 2.11E-03 1.85 (3)
MCPDMU (N'-(3-ch lo ro  phenyl )-N, Ni­
di m ethyl urea) 4.01E-02 2.67 (1,6) 6.93E-01 0.61 (6,17) 2.01E-02 1.51 (1,6) 0.44 (6) - 0.44 (6)
DCPMU (l-m e thy l-3 -(3 ,4 -
d ich lo ro p h e n y l)  urea) 2.31E-02 2.67 (1,6) 2.23E-01 0.61 (6,17) 1.44E-02 1.51 (1,6) 0.44 (6) - 0.44 (6)
DCPU ( l-(3 ,4  d ich lo ro p h e n y l) urea) 2327-02-8 4.01E-02 2.67 (1,6) 2.11E-01 0.61 (6,17) 2.31E-02 1.51 (1,6) 0.40 (6) - 0.40 (6)
DCA (3,4 d ich io ro a n i lin e ) 95-76-1 1.47E-01 1.18 (4) 4.78E-01 0.61 (6,17) 3.71E-01 1.51 (1,6) 0.80 (6) - 0.80 (6)
g lyphosate 1071-83-6 1.10E-02 0.05 (3) 1.69E+00 0.61 (6,17) 2.07E-02 0.29 (3)
AMPA (a mi nom ethyl pho sph o n ic  acid) 3.50E-02 2.67 (1,6) 6.48E-01 0.61 (6,17) 1.87E-02 0.09 (20) 0.27 (6) - 0.27 (6)
g lyoxylic acid 298-12-4 2.77E-01 2.67 (1,6) 2.84E-01 0.61 (6,17) 2.77E-01 1.51 (1,6) 0.27 (6) - 0.27 (6)
N -m ethylg lyc ine (sarcosine) 107-97-1 1.49E-01 2.67 (1,6) 1.54E+00 0.61 (6,17) 1.49E-01 1.51 (1,6) 0.27 (6) - 0.27 (6)
g lycine 56-40-6 1.49E-01 2.67 (1,6) 6.03E-01 0.61 (6,17) 1.49E-01 1.51 (1,6) 0.80 (6) - 0.80 (6)
a-HCH 319-84-6 9.32E-03 0.30 (18) 3.42E-02 0.32 (3,5) 9.32E-03 0.30 (18) 2.95E-02 0.27 (18)
2,3,4,5-te tra -ch lorohexene 1.93E-02 2.67 (1,15) 2.17E+00 0.61 (15,17) 9.76E-03 1.51 (1,15) 0.90 (15) - 0.90 (15)
1,2-di chi o ro -hexa-3,5-d ie  ne 4.33E-02 2.67 (1,15) 6.93E+00 0.61 (15,17) 2.10E-02 1.51 (1,15) 0.90 (15) - 0.90 (15)
H ep tach lo r 76-44-8 2.18E-01 0.26 (3,18) 4.84E-01 0.61 (3,17) 3.14E-03 1.02 (3,19) 4.32E-03 0.24 (18)
H ep tach lo r epoxide 1024-57-3 2.37E-03 0.32 (18) 4.62E-01 0.61 (3,17) 2.37E-03 0.32 (18) 1.73E-01 0.28 (18) 0.90 (15) 0.90 (15) 0.90 (15)
M a la th io n 121-75-5 2.49E-02 1.18 (3) 3.08E+00 0.61 (3,17) 1.66E-01 0.51 (3) 6.23E-03 0.31 (18)
M alaoxon 1634-78-2 1.66E-01 2.67 (1,21) 2.04E+00 0.61 (17,21) 8.64E-01 1.51 (1,21) - 0.69 (21) -
M ecoprop-p 16484-77-8 8.15E-02 0.08 (18) 3.77E-01 0.61 (6,17) 8.15E-02 0.08 (18) 6.66E-03 0.27 (18)
4 -ch lo ro -2 -m ethyl pheno l 1570-64-5 4.01E-02 2.67 (1.6) 2.64E-01 0.61 (6,17) 4.25E-02 1.51 (1.6) 0.10 (6) - 0.06 (6)
orbenca rb 34622-58-7 4.01E-02 2.67 (1,6) 5.50E-01 0.61 (6,17) 4.31E-03 0.24 (20)
orbencarb su lfo x id e 4.01E-02 2.67 (1,6) 6.30E-01 0.61 (6,17) 4.01E-02 1.51 (1,6) 0.40 (6) - - 0.40 (6)
orbenca rb s u lfo n ic  acid 4.01E-02 2.67 (1,6) 5.92E-02 0.61 (6,17) 4.01E-02 1.51 (1,6) 0.40 (6) - - 0.40 (6)
orbencarb m ethyl su lfo x id e 4.01E-02 2.67 (1,6) 1.51E+00 0.61 (6,17) 4.01E-02 1.51 (1,6) 0.40 (6) - - 0.40 (6)
orbencarb m ethyl su lfo n e 4.01E-02 2.67 (1,6) 2.17E-01 0.61 (6,17) 4.01E-02 1.51 (1,6) 0.80 (6) - - 0.80 (6)
m onodee thy l orbencarb 4.01E-02 2.67 (1,6) 4.62E-01 0.61 (6,17) 4.01E-02 1.51 (1,6) 0.40 (6) - - 0.40 (6)
pe rch lo roe thy lene 127-18-4 5.06E-03 3.16 (8) 1.62E-02 0.75 (8) 4.28E-03 3.96 (8)
tr ich lo ro e th y le n e 79-01-6 4.81E-04 19.57 (8) 2.51E-01 0.22 (8) 3.69E-04 10.03 (8) 0.10 (8) -
tr ich lo ro a ce tic  acid 76-03-9 1.29E-02 8.22 (8) 1.18E-02 1.35 (8) 1.92E-02 7.28 (8) 0.15 (8) - 0.15 (8)
phosgene 75-44-5 6.86E+05 1.97 (8) 1.31E-02 0.98 (8) 6.86E+05 2.89 (8) - 0.90 (8) -
tr ich lo ro a ce tic  acid ch lo ride 76-02-8 5.06E+06 21.58 (8) 6.19E-02 1.00 (8) 5.06E+06 14.25 (8) - 0.10 (8) -








The effect factors were calculated with the non-linear msPAF method, where the effect (E) is 
indicated as the potentially affected fraction of species, and the effect factor (dE/dC) is 
calculated as follows (22):
dE
dC
1 -  msPAF






TMoA-specific slope factor S
Slope factors and their uncertainty distributions were taken from Van Zelm et al. (22,23). 
Table F3 shows details of the applied uncertainty distribution for the slope factor (S).
Table F3: M edian and coefficient o f variance (CV) o f the applied lognormal uncertainty 
distributions o f the slope param eter S, and the location, shape and scale parameters o f the 
applied gam m a distribution o f the slope factor o f the effect fac to r per TMoA included in the 
current work (22,23).
TM oA - lognormal distribution Median CV
Alkylation/arylation based reactivity 4.2-10"2 15.2
Diesters 4.4-10"3 26.2
Ester narcosis 2.1 -10"5 46.1
Inhibitor of acetylcholinesterase:
organophosphates 1.5-10"1 0.2
Inhibitor of amino acid synthesis 1 .8-10"5 9.9
Inhibitor of photosynthesis 1.2 0.3
Plant growth inhibitor 5.9-10"1 0.3
Plant growth regulator 2.4-10"1 1.6
Polar narcosis 1 .5 4 0  1 2.1
W eighted average 1 .0 4 0 -1 74.2
TM oA - gamma distribution Location Scale Shape
Nonpolar narcosis 0.00 0.35 1.36
Uncertainty in |ax was treated as a Student's t distribution, following Aldenberg and Jaworska 
(24):
_ £ lo g (£ C 5 0 x,s) + t ^  _  (F2)
^x n +  IZT "^log(EC 50, x) (F2)
where EC50 is the effective concentration for 50 percent of species, and ns is the number of 
species for which toxicity data were available for chemical x. In case of ECOSAR estimations, 
lognormal distributions were attributed to the EC50 data, with the predicted EC50 value as the 
50 percentile (pc), and ten times this EC50 value as the 60pc (algae), 64pc (daphnid), or 69pc 
(fish) (25).
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Table F4 shows for every chemical the average log-transformed toxicity value |ax, the 
number of species EC50 data were available for, the standard deviation in |ax and the toxic mode 
of action.
Table F4: Log-transformed toxicity value nx (log(EC50)), number o f species EC50 data were 
available fo r  (n), standard deviation in nx (sdlog) and the toxic mode o f action fo r  each chemical.




n (-) (m g.L-1) Ref Toxic M ode o f Action (TMoA) Ref
2,4-D 1.69 68 0.97 (26) P lant grow th in h ib ito r (27)
2,4-DCP (2 ,4 -D ich lo roph eno l) 0.79 22 0.69 (26) Pol a r na rcosis (26)
2,4-DCA (2 ,4 -D ich lo roan iso le ) 0.60 3 0.09 (28) N o n p o la r narcosis (29)
a la c h lo r 0.23 36 1.04 (26) N o n p o la r narcosis (29,30)
a la c h lo r  s u lf in y l ace tic  acid 1.98 3 0.96 (28) N o n p o la r narcosis (29)
a la c h lo r  ESA (e thane s u lfo n ic  ac id) 2.04 3 1.00 (28) N o n p o la r narcosis (29)
a la c h lo r  OXA (o x a n ilic  acid) 0.71 3 0.90 (28) N o n p o la r narcosis (29)
oxa m ic acid 2.00 3 0.29 (28) N o n p o la r narcosis (29)
Atra zi n e -0.05 136 1.04 (26) In h ib ito r  o f p h o tosyn thes is (27)
DEA (deethy l a traz ine ) 1.36 3 0.76 (28,31,32) Polar Narcosis (29)
DIA (d e isop ropy l a traz ine ) 1.83 3 0.94 (28,31,32) Polar Narcosis (29)
HA (hydro xyatrazine) 1.51 3 0.13 (28) N o n p o la r narcosis (29)
Bromoxyni l-oc tanoa te -1.01 9 0.35 (26) Ester narcosis (29)
brom oxyn il (3 ,5-D ibrom o-4- 
hyd roxybe nzon itrile ) -0.09 20 0.90 (26) U ncoup le r o f o x ida tive  p h o s p h o ry la tio n * (26,29)
3-B r-4 ,5 -O H -benzon itrile 1.16 3 0.85 (28) U ncou p le r o f o x ida tive  p h o s p h o ry la tio n * (29)
3-B r-4 -O H -benzonitrile 1.07 3 0.32 (28) U ncou p le r o f o x ida tive  p h o s p h o ry la tio n * (29)
4-O H -ben zon itr ile  (cyanopheno l) 1.71 3 0.75 (26) U ncou p le r o f o x ida tive  p h o s p h o ry la tio n * (29)
2,4-B rom o-3-hydroxy-benzam ide 1.36 3 0.26 (28) N o n p o la r narcosis (29)
2,4-Brom o-3-hydroxy-benzoic acid 1.82 3 0.31 (28) N o n p o la r narcosis (29)
C h lo ro th a lo n il (TCPN) -0.70 37 1.03 (26) D is ru p tio n  o f g lyco lyse* (26)
3-cyano-2,4 ,5 ,6-te trach lorobenzam ide 1.04 3 1.03 (28) N o n p o la r narcosis (29)
4 -O H -2 ,5 ,6 -tr ich lo ro iso th a lo n itr ile 0.79 3 0.31 (28) U ncou p le r o f o x ida tive  p h o s p h o ry la tio n * (29)
5-cyano-4,6,7-trich loro-2H-1,2-
be n z iso th ia zo l-3 -o n e 0.59 3 0.81 (28) N o np o la r narcosis (29)
5-cyano-4,6,7-trich loro-2H-1,2- 
b e n z iso th ia zo l-3 -o n e  su lfo x id e 0.73 3 0.87 (28) N o n p o la r narcosis (29)
Chlorpyri fos -2.09 164 1.23 (26) In h ib ito r  o f ace ty lch o lin e s te ra se : o rganophospha tes (27,29)
3 ,5 ,6 -trich lo ro -2 -pyrid ino l 0.52 8 0.35 (26) N o n p o la r narcosis (29)
ch lo rpyrifo s  oxon 0.85 3 0.17 (28) In h ib ito r  o f ace ty lch o lin e s te ra se : o rganophospha tes (29)
DDT -1.44 232 1.19 (26)) N euro tox ican t: DDT-type* (26,29)
DDE -1.11 12 1.46 (26) N euro tox ican t: DDT-type* (26)
DDD -1.49 33 1.15 (26) N euro tox ican t: DDT-type* (26,29)
Dicamba 1.75 14 1.17 (26) P lan t grow th re g u la to r (27)
3,6-di-Cl -s a lic y lic  acid 2.08 3 0.26 (26,28) N o np o la r narcosis (29)
6-Cl -sa lic y lic  acid 2.24 3 0.33 (28) N o n p o la r narcosis (29)
2,5-OH-di-Cl -s a ly c ilic  aci d 1.79 3 0.69 (28) N o n p o la r narcosis (29)
D iuron -0.27 80 1.23 (26) In h ib ito r  o f p h o tosyn thes is (27)
MCPDMU (N'-(3-ch lo ro  phenyl )-N,N- 
d im e thy l urea) 0.93 3 1.29 (28) N o np o la r narcosis (29)
DCPMU (1-m ethyl-3-(3,4- 
d ich lo ro p h e n y l) urea) 0.71 3 1.15 (28) N o np o la r narcosis (29)
DCPU (1-(3,4 d ich lo ro p h e n y l) urea) 0.96 3 1.30 (28) N o np o la r narcosis (29)
DCA (3,4 d ic h lo ro a n ilin e ) 0.49 33 0.73 (26) P olar na rcosis (26,29)
g lyphosate 1.43 38 0.93 (26) In h ib ito r  o f a m in o  acid syn thesis (27)
AMPA (a m inom e thy l p h o sp h o n ic  ac id) 3.57 3 1.17 (28) N o n p o la r narcosis (29)
glyoxy lic  acid 2.89 3 0.46 (28) N o n p o la r narcosis (29)
N -m ethylg lyc ine  (sa rcos ine ) 3.85 3 1.26 (28) N o n p o la r narcosis (29)
glycine 4.01 3 1.31 (28) N o np o la r narcosis (29)
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n (-) (m g.L-1) Ref Toxic M ode o f Action (TMoA) Ref
a-HCH 0.09 18 0.67 (26) N euro tox ican t: C yclod iene-type* (26,29)
2,3 ,4 ,5 -te tra-ch lo rohexene 0.69 3 0.68 (28) N o np o la r narcosis (29)
1 ,2 -d ich lo ro-hexa-3 ,5 -d iene 1.08 3 0.68 (28) N o np o la r narcosis (29)
H ep tach lo r -1.29 83 0.88 (26) N euro tox ican t: C yclod iene-type* (26,29)
Hepta ch lo r epox ide -2.00 5 1.47 (26) N o n p o la r narcosis (29)
M a la th io n -0.39 246 1.33 (26) In h ib ito r  o f ace ty lch o lin e s te ra se : o rganophospha tes (27,29)
M alaoxon -0.74 3 1.40 (26,33) Di e s te rs (29)
M ecoprop-p 1.97 3 0.66 (26) P lan t grow th in h ib ito r (27)
4-ch lo ro -2-m ethy l pheno l 0.56 5 0.82 (26) Pol a r na rcosis (26)
orbenca rb 0.49 4 0.36 (26,28) N o n p o la r narcosis (29)
orbencarb  su lfo x id e 2.55 3 0.37 (28) N o n p o la r narcosis (29)
orbencarb  s u lfo n ic  acid 4.50 3 0.55 (28) N o n p o la r narcosis (29)
orbencarb  m ethyl su lfo x id e 2.56 3 0.40 (28) N o n p o la r narcosis (29)
orbencarb  m ethyl su lfo n e 2.51 3 0.38 (28) N o n p o la r narcosis (29)
m onodee thy l orbencarb 0.68 3 0.51 (28) N o n p o la r narcosis (29)
p e rch lo roe th y lene 0.91 27 0.65 (26) N o n p o la r narcosis (26)
tr ich lo ro e th y le n e 1.74 37 0.52 (26) N o n p o la r narcosis (26)
tr ich lo ro a ce tic  acid 3.07 13 1.13 (26) A lk y la tio n /a ry la tio n  based re a c tiv ity (29,30)
phosgene 3.13 3 0.90 (28) A cyla tion based re a c tiv ity * (29)
tr ic h lo ro a c e tic  acid ch lo ride 2.34 3 0.65 (28) A cyla tion  based re a c tiv ity * (29)
N icosu lfu ron 1.92 3 0.08 (26) P lan t grow th in h ib ito r (27)
*No TMoA-specific slope factor S available for these TMoAs (see Table F2)
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F4. Results characterization factors.
Table F5 (next pages): M edian effect factors (EF), fa te  factors (FF), and characterization 
factors (CF) with the 5 th and 95 th percentiles o f the uncertainty distributions o f parent 
compounds (PC), their transformation products (TP), and overall characterization factors o f PC 
including its TPs (CFtotal) fo r  emissions o f the parent compound to air, freshwater, and 
agricultural soil. Bromoxynil, transformation product o f bromoxynil-octanoate is applied as 
pesticide as well and can therefore also be a parent compound. Bromoxynil and nicosulfuron are 




EF (m 3/kg) 
Median 5 pc 95 pc
Air
FF (y r/m 3) 
Median 5 pc 95 pc
CF (yr/kg) 
Median 5 pc 95 pc
2,4-D 1.2E+01 6.0E+00 2.5E+01 4.1E-16 9.6E-17 2.0E-15 5.0E-15 1.0E-15 2.7E-14
1. 2,4-D CP 2.4E+01 2.3E+00 2.4E+02 4.0E-17 3.1E-18 4.3E-16 9.3E-16 3.1E-17 2.5E-14
2. 2,4-DCA 7.2E+01 1.2E-04 2.5E+07 5.2E-17 7.9E-18 3.1E-16 1.2E-15 6.0E-17 2.3E-14
CFtotal 1.0E-14 2.0E-15 6.9E-14
A la c h lo r 2.1E+02 2.4E+01 9.0E+02 2.2E-15 4.6E-16 5.8E-15 4.2E-13 3.2E-14 2.7E-12
1. A la c h lo r  s u lf in y l a ce tic  ac id 2.8E+00 7.0E-06 2.7E+06 1.4E-15 1.3E-16 7.9E-15 3.7E-15 7.1E-21 3.8E-09
2. A la c h lo r  ESA (e th a n e  s u lfo n ic  ac id ) 2.3E+00 5.8E-06 2.4E+06 4.8E-15 1.2E-15 1.4E-14 1.1E-14 2.4E-20 1.2E-08
3. A la c h lo r  OXA (o x a n ilic  ac id ) 5.1E+01 1.6E-04 6.8E+07 3.9E-15 1.0E-15 1.1E-14 1.9E-13 4.8E-19 3.0E-07
4. O xam ic ac id 3.0E+00 5.6E-06 1.7E+06 3.1E-16 2.3E-17 2.0E-15 7.6E-16 1.9E-21 4.8E-10
CFtotal 1.3E-11 1.5E-13 1.4E-02
A tra z in e 1.3E+03 7.7E+02 2.2E+03 2.8E-15 6.8E-17 2.4E-14 3.6E-12 9.6E-14 3.2E-11
1. DEA (d e e th y l a tra z in e ) 2.4E+00 1.4E-04 7.2E+03 2.3E-15 3.3E-16 1.3E-14 4.6E-15 2.5E-19 1.1E-11
2. DIA (d e is o p ro p y l a tra z in e ) 1.0E+00 4.0E-05 3.2E+03 3.9E-16 4.8E-17 2.6E-15 3.6E-16 2.4E-20 1.1E-12
3. HA (hydro  xya tra z in e ) 5.8E-01 6.7E-06 1.7E+04 2.9E-16 3.9E-17 2.0E-15 2.2E-16 6.3E-22 9.0E-12
CFtotal 5.6E-12 2.2E-13 4.5E-09
B rom oxyn i l-oc ta  n o a te 2.1E-01 4.3E-06 1.1E+04 8.2E-16 1.8E-16 1.9E-15 1.5E-16 2.8E-21 8.4E-12
1. B rom oxyn il 1.2E+02 7.4E-02 2.2E+05 4.3E-16 2.8E-17 3.7E-15 4.7E-14 1.8E-17 1.3E-10
2. 3 -B r-4 ,5 -O H -b e n zon itr ile 6.7E+00 1.4E-06 3.3E+07 2.5E-16 1.6E-17 2.1E-15 1.5E-15 2.9E-22 9.1E-09
3. 3 -B r-4 -O H -b e n zo n itr ile 8.6E+00 3.1E-06 2.2E+07 2.0E-16 1.2E-17 1.8E-15 1.7E-15 3.9E-22 5.1E-09
4. 4 -O H -b e n z o n itr ile 2 . 0E+00 5.6E-04 6.9E+03 5.7E-17 2.9E-18 6.1E-16 9.8E-17 1.7E-20 5.1E-13
5. 2 ,4 -B rom o-3 -h yd ro xy -be n za m id e 2.1E-01 5.3E-06 1.5E+03 5.6E-16 3.2E-17 5.0E-15 1.0E-16 2.2E-21 9.2E-13
6. 2 ,4 -B rom o-3 -hyd roxy-benzo ic  ac id 5.3E+00 1.2E-05 2.2E+06 7.1E-16 4.3E-17 5.3E-15 3.4E-15 4.8E-21 2.0E-09
CFtotal 4.8E-12 4.5E-15 2.0E-04
C h lo ro th a lo n il 5.0E+02 2.8E-01 8.9E+05 3.7E-17 8.6E-20 1.1E-15 1.2E-14 1.2E-18 6.8E-11
1. 3-cya no-2,4,5,6-
te tra ch lo ro  ben za mi de 2.4E+01 1.2E-04 1.7E+07 1.0E-16 3.2E-19 3.4E-15 1.7E-15 2.2E-21 2.7E-09
2. 4 -O H -2 ,5 ,6 - tr ic h lo ro is o th a lo n itr i le 1.6E+01 7.8E-06 4.6E+07 3.0E-16 1.2E-18 8.6E-15 3.6E-15 6.5E-22 1.6E-08
3. 5-cya no -4 ,6 ,7 -tr ich lo ro -2 H -1 ,2 -
b e n z is o th ia z o l-3 -o n e 7.5E+00 1.3E-04 2.0E+05 1.8E-16 4.8E-19 4.7E-15 8.6E-16 3.2E-21 4.7E-11
4. 5-cya no -4 ,6 ,7 -tr ich lo ro -2 H -1 ,2 -
b e n z is o th ia z o l-3 -o n e  s u lfo x id e 5.6E+00 1.1E-04 1.9E+05 8.1E-17 2.3E-19 2.5E-15 3.1E-16 1.3E-21 2.7E-11
CFtotal 3.6E-12 1.0E-15 4.6E-05
C h lo rpyri fos 1.9E+05 1.1E+05 3.0E+05 2.5E-16 5.4E-17 9.1E-16 4.5E-11 9.3E-12 1.9E-10
1. 3,5,6-tri ch l o ro-2 -pyri d i n o l 1.1E+02 1.3E+01 4.3E+02 7.5E-17 7.8E-18 4.3E-16 7.2E-15 3.5E-16 8.2E-14
2. C h lo rpyri fos  oxon 6.8E+00 1.0E-04 1.1E+05 2.0E-16 1.7E-17 1.5E-15 1.2E-15 1.4E-20 3.0E-11
CFtotal 4.9E-11 9.7E-12 2.8E-10
DDT 2.8E+03 1.6E+00 4.9E+06 5.0E-17 4.5E-18 1.6E-16 1.1E-13 5.2E-17 2.6E-10
1. DDE 1.3E+03 6.7E-01 2.7E+06 1.2E-16 8.1E-18 6.2E-16 1.3E-13 4.7E-17 3.9E-10
2. DDD 3.0E+03 1.7E+00 5.7E+06 9.5E-16 7.1E-17 4.0E-15 2.3E-12 1.0E-15 5.9E-09
CFtotal 2.8E-12 1.3E-15 6.9E-09
Dica mba 4.1E+00 4.0E-01 4.2E+01 3.7E-14 4.5E-15 1.2E-13 1.4E-13 6.2E-15 2.0E-12
1. 3 ,6 -d i-C l-s a lic y lic  ac id 3.8E+00 2.1E-02 5.6E+02 4.2E-15 3.3E-16 2.7E-14 1.4E-14 5.1E-17 3.5E-12
2. 6 -C l-sa lic y lic  ac id 1.9E+00 4.5E-06 5.4E+05 2.1E-15 1.9E-16 1.1E-14 3.3E-15 6.3E-21 1.3E-09
3. 2,5-OH-di-C l -s a ly c il ic  ac id 5.2E-01 4.8E-06 1.9E+04 2.4E-15 2.1E-16 1.4E-14 1.1E-15 8.8E-21 4.5E-11
CFtotal 7.0E-13 3.7E-14 1.2E-07
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Appendix to chapter 8
Freshwater Agricultural soil
FF (y r/m 3) CF (yr/kg) FF (y r/m 3) CF (yr/kg)
Median 5 pc 95 pc Median 5 pc 95 pc Median 5 pc 95 pc Median 5 pc 95 pc
3.6E 14 1.1E 14 1.1E- 13 4.3E- 13 1.1E 13 1.6E-12 6.0E- 16 2.5E- 17 8.0E- 15 7.3E- 15 2.8E 16 1.1E 13
3.2E 15 2.7E 16 2.8E- 14 7.5E- 14 2.6E 15 1.7E-12 5.8E- 17 1.9E- 18 1.4E- 15 1.3E- 15 2.2E 17 6.7E 14
3.8E 15 4.6E 16 1.7E- 14 8.4E- 14 4.0E 15 1.4E-12 9.0E- 17 7.9E- 18 1.2E- 15 2.1E- 15 7.1E 17 6.5E 14
8.2E- 13 2.1E 13 3.8E-12 1.6E- 14 8.9E 16 2.4E 13
4.9E 13 1.1E 13 7.4E- 13 8.7E- 11 7.0E 12 4.6E-10 1.7E- 15 3.2E- 16 5.5E- 15 3.3E- 13 2.4E 14 2.3E 12
1.6E 14 1.0E 15 1.3E- 13 4.3E- 14 8.6E 20 5.4E-08 8.9E- 15 7.7E- 16 4.8E- 14 2.4E- 14 4.2E 20 2.5E 08
4.4E 14 4.8E 15 2.2E- 13 9.7E- 14 2.3E 19 1.1E-07 2.4E- 14 3.1E- 15 7.8E- 14 5.2E- 14 1.1E 19 5.7E 08
5.8E 14 8.6E 15 2.2E- 13 2.5E- 12 8.0E 18 3.9E-06 1.6E- 14 2.5E- 15 5.9E- 14 7.8E- 13 1.9E 18 1.1E 06
5.2E 16 1.9E 17 8.6E- 15 1.4E- 15 2.5E 21 1.2E-09 1.5E- 15 9.8E- 17 1.1E- 14 3.7E- 15 9.1E 21 2.3E 09
3.6E- 10 1.8E 11 1.1E-01 6.0E- 11 2.4E 13 5.6E 02
2.8E 13 6.8E 15 7.8E- 13 3.5E- 10 9.4E 12 1.3E-09 3.3E- 15 7.1E- 17 3.0E- 14 4.1E- 12 8.2E 14 4.6E 11
2.1E 14 1.3E 15 1.4E- 13 4.0E- 14 1.5E 18 1.2E-10 1.4E- 15 1.5E- 16 8.8E- 15 3.2E- 15 1.4E 19 7.5E 12
3.0E 15 1.6E 16 2.4E- 14 2.4E- 15 1.4E 19 8.8E-12 1.9E- 16 1.7E- 17 1.6E- 15 1.7E- 16 9.3E 21 8.6E 13
8.0E 15 4.5E 16 5.1E- 14 5.4E- 15 1.7E 20 2.5E-10 2.7E- 16 2.7E- 17 2.0E- 15 1.7E- 16 8.1E 22 1.0E 11
4.7E- 10 1.5E 11 4.8E-08 6.0E- 12 2.1E 13 2.8E 09
7.3E 14 4.6E 14 1.3E- 13 1.6E- 14 3.0E 19 7.5E-10 5.8E- 17 1.4E- 17 2.6E- 16 1.3E- 17 2.5E 22 7.5E 13
2.1E 14 1.8E 15 1.2E- 13 2.3E- 12 8.9E 16 5.4E-09 1.6E- 16 8.9E- 18 2.2E- 15 1.9E- 14 6.3E 18 5.6E 11
6.1E 15 4.5E 16 4.0E- 14 3.5E- 14 7.9E 21 2.3E-07 1.7E- 16 9.8E- 18 2.0E- 15 1.1E- 15 1.9E 22 6.8E 09
3.6E 15 2.6E 16 2.6E- 14 2.9E- 14 6.8E 21 8.8E-08 1.7E- 16 8.9E- 18 2.0E- 15 1.4E- 15 3.9E 22 5.1E 09
8.2E 16 4.5E 17 7.3E- 15 1.3E- 15 2.6E 19 7.4E-12 5.3E- 17 2.6E- 18 6.9E- 16 9.6E- 17 1.6E 20 5.2E 13
3.8E 15 1.9E 16 3.3E- 14 6.6E- 16 1.4E 20 6.8E-12 6.1E- 16 3.1E- 17 6.9E- 15 1.1E- 16 2.1E 21 1.2E 12
1.2E 15 7.0E 17 1.3E- 14 6.3E- 15 9.7E 21 3.0E-09 1.6E- 15 9.7E- 17 1.2E- 14 7.9E- 15 1.2E 20 3.8E 09
1.1E- 10 1.0E 13 1.5E-03 3.6E- 12 3.1E 15 1.8E 04
1.2E 14 1.3E 15 5.5E- 14 5.4E- 12 2.3E 15 1.2E-08 1.4E- 17 8.7E- 19 1.7E- 16 6.9E- 15 2.4E 18 1.8E 11
2.1E 14 1.0E 15 1.4E- 13 4.0E- 13 1.1E 18 3.7E-07 2.4E- 16 1.6E- 17 2.8E- 15 5.7E- 15 1.8E 20 5.4E 09
4.7E 14 4.5E 15 2.0E- 13 6.5E- 13 2.5E- 19 2.2E-06 2.2E- 15 1.8E- 16 1.5E- 14 3.3E- 14 1.2E 20 1.2E 07
5.3E 14 5.1E 15 2.2E- 13 3.2E- 13 4.1E 18 9.9E-09 1.9E- 16 1.4E- 17 1.7E- 15 1.2E- 15 1.4E 20 4.3E 11
1.7E 14 1.3E 15 1.1E- 13 8.2E- 14 1.2E 18 4.1E-09 1.9E- 16 9.9E 18 2.4E- 15 9.5E- 16 1.5E 20 4.8E 11
8.5E- 10 1.5E 12 9.0E-03 7.6E- 12 1.1E 14 2.0E 04
1.6E 13 6.3E 14 3.4E- 13 2.9E- 08 1.0E 08 7.3E-08 1.1E- 17 1.0E- 18 8.8E- 17 2.0E- 12 1.9E 13 1.8E 11
1.1E 14 1.0E 15 6.2E- 14 1.0E- 12 4.4E 14 1.2E-11 3.2E- 16 3.7E- 17 1.4E- 15 3.1E- 14 1.5E 15 2.8E 13
5.6E 17 3.4E 18 5.9E- 16 3.5E- 16 4.0E 21 8.9E-12 3.0E- 19 1.3E- 20 4.3E- 18 1.9E- 18 1.8E 23 5.3E 14
3.0E- 08 1.1E 08 8.0E-08 2.1E- 12 2.4E 13 2.3E 11
4.9E 15 2.3E 15 1.0E- 14 1.3E- 11 7.4E 15 2.5E-08 1.6E- 17 5.0E- 18 5.1E- 17 4.4E- 14 2.4E 17 9.4E 11
8.6E 15 1.6E 15 2.7E- 14 1.0E- 11 4.2E 15 2.4E-08 1.0E- 16 1.8E- 17 5.5E- 16 1.3E- 13 5.0E 17 3.4E 10
6.5E 14 1.8E 14 1.4E- 13 1.8E- 10 9.4E 14 3.5E-07 7.9E- 16 1.6E- 16 3.7E- 15 2.4E- 12 1.1E 15 5.5E 09
2.3E- 10 1.2E 13 4.4E-07 2.8E- 12 1.4E 15 6.4E 09
3.9E 13 6.4E 14 7.3E- 13 1.4E- 12 8.1E 14 1.6E-11 1.9E- 14 9.3E- 16 7.9E- 14 6.8E- 14 1.8E 15 1.2E 12
2.7E 14 1.8E 15 1.7E- 13 9.1E- 14 3.0E 16 2.2E-11 2.1E- 15 1.3E- 16 1.7E- 14 7.1E- 15 2.3E 17 1.9E 12
5.3E 15 2.9E 16 4.4E- 14 8.4E- 15 1.4E 20 3.5E-09 1.5E- 15 1.1E- 16 1.1E- 14 2.4E- 15 4.3E 21 9.4E 10
6.6E 15 3.6E 16 5.8E- 14 3.1E- 15 2.0E 20 1.4E-10 1.5E- 15 1.1E- 16 1.1E- 14 7.0E- 16 5.9E 21 3.0E 11




EF (m 3/kg) 
Median 5 pc 95 pc
Air
FF (y r/m 3) 
Median 5 pc 95 pc
CF (yr/kg) 
Median 5 pc 95 pc
D iu ro n 2.2E+03 1.1E+03 4.3E+03 2.1E-14 2.5E-15 1.0E-13 4.6E-11 5.1E-12 2.5E-10
1. MCPDMU 1.8E+00 3.1E-05 7.7E+04 2.7E-15 2.1E-16 1.7E-14 4.4E-15 5.2E-20 2.4E-10
2. DCPMU 2.8E+00 5.3E-05 1.3E+05 3.8E-15 3.5E-16 2.3E-14 9.5E-15 1.3E-19 5.3E-10
3. DCPU 1.8E+00 2.7E-05 7.8E+04 9.2E-16 6.4E-17 7.2E-15 1.5E-15 1.9E-20 9.2E-11
4. DCA 4.7E+01 4.8E+00 4.7E+02 6.0E-17 7.1E-18 4.1E-16 2.7E-15 1.2E-16 5.7E-14
CFtotal 6.8E-11 7.2E-12 8.9E-07
G lyp h o sa te 6.6E+00 8.5E-02 4.7E+02 2.1E-15 9.9E-16 4.1E-15 1.4E-14 1.7E-16 1.0E-12
1. AMPA 6.4E-02 1.9E-07 9.1E+04 7.6E-17 8.2E-18 3.9E-16 4.4E-18 1.0E-23 7.9E-12
2. G lyoxy lic  ac id 4.9E-01 7.4E-07 2.2E+05 6.3E-17 4.3E-18 7.6E-16 2.9E-17 3.6E-23 1.7E-11
3. N -m e th y lg lyc in e 3.1E-02 5.0E-08 5.5E+04 2.9E-17 2.1E-18 2.6E-16 8.1E-19 1.0E-24 1.5E-12
4. Gl yci n e 2.4E-02 7.1E-08 8.7E+04 1.8E-17 1.3E-18 1.9E-16 3.9E-19 8.8E-25 1.6E-12
CFtotal 8.4E-14 8.4E-16 3.1E-06
a-HCH 8.0E+01 4.7E-02 1.3E+05 4.4E-15 9.9E-16 7.8E-15 3.0E-13 1.6E-16 5.7E-10
1. 2 ,3 ,4 ,5 -te tra -ch lo ro h e xen e 7.2E+01 1.5E-04 3.3E+07 2.5E-16 4.0E-17 7.7E-16 1.5E-14 3.5E-20 8.6E-09
2. 1 ,2 -d ic h lo ro -h e x a -3 ,5 -d ie n e 3.4E+01 6.4E-05 7.0E+06 2.0E-17 2.1E-18 1.1E-16 5.6E-16 7.6E-22 1.4E-10
CFtotal 3.5E-12 5.4E-15 4.4E-07
H e p ta c h lo r 1.9E+03 1.2E+00 3.3E+06 4.3E-18 1.0E-18 1.9E-17 8.6E-15 4.2E-18 1.7E-11
1. H e p ta c h lo re p o x id e 3.3E+04 7.6E+02 1.1E+06 2.5E-16 2.7E-17 1.5E-15 7.6E-12 1.0E-13 3.8E-10
CFtotal 9.8E-12 1.9E-13 5.0E-10
Ma la th io n 3.7E+03 2.3E+03 5.9E+03 7.9E-16 2.0E-16 2.2E-15 2.9E-12 7.0E-13 8.7E-12
1. M a la o xo n 2.3E+01 1.3E-03 4.1E+05 9.9E-17 7.6E-18 8.5E-16 2.1E-15 8.5E-20 4.8E-11
CFtotal 3.4E-12 7.9E-13 5.3E-11
M e co p ro p -p 6.4E+00 4.5E-01 8.9E+01 1.9E-15 1.3E-15 2.6E-15 1.2E-14 8.4E-16 1.7E-13
1. 4 -c h lo ro -2 -m e th y lp h e n o l 4.0E+01 2.2E+00 7.2E+02 1.0E-15 9.7E-17 5.7E-15 3.7E-14 9.3E-16 1.3E-12
CFtotal 6.8E-14 7.9E-15 1.8E-12
O rbenca rb 1.1E+02 3.8E-02 3.6E+05 2.0E-15 2.3E-16 1.1E-14 2.0E-13 5.0E-17 7.7E-10
1. O rbenca rb  s u lfo x id e 8.0E-01 1.6E-06 2.5E+05 5.3E-16 3.9E-17 3.8E-15 3.8E-16 5.8E-22 1.5E-10
2. O rbencarb  s u lfo n ic  ac id 8.8E-03 2.5E-08 5.6E+03 3.5E-16 2.4E-17 2.7E-15 2.8E-18 5.0E-24 2.1E-12
3. O rbencarb  m e thy l s u lfo x id e 7.9E-01 2.4E-06 4.5E+05 1.9E-16 1.3E-17 1.7E-15 1.4E-16 3.5E-22 1.1E-10
4. O rbencarb  m ethy l s u lfo n e 8.5E-01 2.7E-06 3.7E+05 1.3E-16 7.8E-18 1.2E-15 1.1E-16 2.5E-22 4.9E-11
5. M o n o d e e th y l o rb e n ca rb 6.1E+01 1.2E-04 2.7E+07 6.0E-16 4.6E-17 4.3E-15 3.2E-14 4.9E-20 1.7E-08
CFtotal 9.1E-12 1.7E-14 2.0E-03
P e rc h lo ro e th y le n e 4.4E+01 5.3E+00 1.7E+02 6.1E-18 1.6E-18 2.2E-17 2.6E-16 2.3E-17 1.7E-15
1. T r ic h lo ro e th y le n e 6.6E+00 7.8E-01 2.5E+01 4.4E-20 3.7E-21 6.5E-19 2.6E-19 1.1E-20 5.9E-18
2. T r ic h lo ro a c e tic  ac id 3.5E-02 4.2E-04 3.2E+00 7.3E-19 1.1E-20 1.6E-17 2.3E-20 5.4E-23 5.6E-18
3. Phosgene 8.3E-02 1.6E-08 2.4E+05 2.2E-24 1.6E-25 2.4E-23 1.9E-25 2.9E-32 6.4E-19
4. T r ic h lo ro a c e tic  ac id  c h lo r id e 5.0E-01 1.4E-07 7.3E+05 1.3E-25 1.1E-27 1.6E-23 5.8E-26 7.6E-33 2.7E-19
CFtotal 2.8E-16 2.6E-17 2.8E-15
B rom oxyn i l 1.2E+02 7.4E-02 2.2E+05 3.0E-15 2.9E-16 1.8E-14 3.4E-13 1.3E-16 7.7E-10
1 3 -B r-4 ,5 -O H -b e n zon itr ile 6.7E+00 1.4E-06 3.3E+07 1.9E-15 1.7E-16 1.3E-14 1.2E-14 2.6E-21 7.0E-08
2 3 -B r-4 -O H -b e n zo n itr ile 8.6E+00 3.1E-06 2.2E+07 1.6E-15 1.3E-16 1.1E-14 1.3E-14 4.3E-21 4.0E-08
3 4 -O H -b e n z o n itr ile 2.0E+00 5.6E-04 6.9E+03 5.0E-16 3.7E-17 3.6E-15 9.0E-16 1.8E-19 4.4E-12
4 2 ,4 -B rom o-3 -h yd ro xy -be n za m id e 2.1E-01 5.3E-06 1.5E+03 5.1E-15 3.9E-16 3.2E-14 9.1E-16 2.2E-20 8.2E-12
5 2 ,4 -B rom o-3 -hyd roxy-benzo ic  ac id 5.3E+00 1.2E-05 2.2E+06 6.9E-15 6.3E-16 3.2E-14 3.3E-14 5.4E-20 1.5E-08
CFtotal 2.3E-11 1.9E-14 1.5E-03
N ic o s u lfu ro n 7.2E+00 3.7E+00 1.4E+01 3.2E-13 3.2E-13 3.2E-13 2.3E-12 1.2E-12 4.4E-12
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Appendix to chapter 8
Freshwater Agricultural soil
FF (y r/m 3) CF (yr/kg) FF (y r/m 3) CF (yr/kg)
Median 5 pc 95 pc Median 5 pc 95 pc Median 5 pc 95 pc Median 5 pc 95 pc
3.2E- 13 4.9E- 14 6.7E- 13 6.7E- 10 9.4E- 11 1.9E 09 8.4E- 15 5.8E- 16 7.2E- 14 1.8E- 11 1.2E 12 1.7E 10
2.2E- 14 1.6E- 15 1.3E- 13 3.5E- 14 4.0E- 19 1.9E 09 1.1E- 15 7.0E- 17 1.0E- 14 1.8E- 15 1.9E 20 1.0E 10
3.4E- 14 2.9E- 15 1.7E- 13 8.2E- 14 1.0E- 18 4.8E 09 1.5E- 15 1.1E- 16 1.4E- 14 3.9E- 15 4.7E 20 2.4E 10
5.4E- 15 2.7E- 16 4.5E- 14 8.4E- 15 8.8E- 20 5.2E 10 3.7E- 16 2.3E- 17 3.9E- 15 6.2E- 16 8.2E 21 3.8E 11
3.1E- 16 2.1E- 17 2.6E- 15 1.4E- 14 4.6E- 16 3.3E 13 2.4E- 17 2.5E- 18 2.2E- 16 1.1E- 15 4.5E 17 2.7E 14
8.7E- 10 1.3E- 10 6.4E 06 2.9E- 11 1.7E 12 3.4E 07
3.4E- 13 2.2E- 13 3.9E- 13 2.1E- 12 2.7E- 14 1.5E 10 1.6E- 16 2.1E- 17 9.3E- 16 9.9E- 16 8.8E 18 1.0E 13
9.6E- 15 1.0E- 15 4.1E- 14 5.4E- 16 1.2E- 21 1.0E 09 1.4E- 17 1.3E- 18 9.4E- 17 8.1E- 19 1.7E 24 1.5E 12
1.4E- 15 9.9E 17 1.3E- 14 6.2E- 16 7.9E- 22 3.3E 10 4.5E- 17 2.3E- 18 7.3E- 16 2.0E- 17 2.5E 23 1.4E 11
2.8E- 15 2.1E- 16 2.2E- 14 7.8E- 17 1.1E- 22 1.4E 10 6.9E- 18 3.8E- 19 9.8E- 17 2.1E- 19 2.3E 25 3.5E 13
1.1E- 15 7.6E- 17 1.0E- 14 2.4E- 17 6.2E- 23 8.9E 11 6.7E- 18 4.0E- 19 9.5E- 17 1.6E- 19 2.9E 25 6.7E 13
9.9E- 12 1.1E- 13 1.7E 04 1.3E- 14 8.4E 17 1.1E 06
2.0E- 13 8.3E- 14 3.5E- 13 1.5E- 11 8.5E- 15 2.7E 08 2.1E- 16 5.7E- 17 7.9E- 16 1.7E- 14 9.1E 18 3.4E 11
6.4E- 15 1.3E- 15 1.7E- 14 4.2E- 13 7.9E- 19 1.9E 07 1.6E- 16 2.5E- 17 9.6E- 16 1.1E- 14 2.1E 20 6.4E 09
3.1E- 16 2.8E- 17 2.0E- 15 8.8E- 15 1.5E- 20 2.2E 09 3.0E- 17 3.7E- 18 1.6E- 16 8.7E- 16 1.2E 21 2.4E 10
1.3E- 10 2.0E- 13 1.3E 05 7.3E- 13 1.4E 15 3.5E 07
2.3E- 14 1.7E- 14 3.0E- 14 4.5E- 11 2.6E- 14 7.6E 08 9.5E- 18 1.4E- 18 6.8E- 17 2.0E- 14 8.9E 18 3.9E 11
4.2E- 14 1.2E- 14 1.2E- 13 1.3E- 09 2.7E- 11 4.9E 08 1.6E- 16 4.4E- 17 5.8E- 16 5.1E- 12 1.0E 13 2.1E 10
2.8E- 09 7.9E- 11 2.0E 07 7.5E- 12 2.0E 13 3.5E 10
2.3E- 13 6.8E- 14 4.7E- 13 8.3E- 10 2.3E- 10 2.0E 09 2.1E- 17 5.2E- 18 6.5E- 17 7.8E- 14 1.8E 14 2.6E 13
2.1E- 19 1.2E- 20 2.5E- 18 4.4E- 18 1.7E- 22 1.2E 13 1.6E- 21 1.0E- 22 1.8E- 20 3.6E- 20 1.3E 24 9.1E 16
8.3E- 10 2.3E- 10 2.1E 09 7.9E- 14 1.8E 14 2.9E 13
9.5E- 14 8.4E- 14 1.1E- 13 6.1E- 13 4.3E- 14 8.5E 12 4.0E- 16 2.6E- 16 6.2E- 16 2.6E- 15 1.8E 16 3.6E 14
2.5E- 14 2.3E- 15 1.4E- 13 9.3E- 13 2.2E- 14 3.2E 11 2.7E- 16 2.4E- 17 2.1E- 15 1.0E- 14 2.3E 16 4.0E 13
2.3E- 12 3.0E- 13 5.4E 11 1.7E- 14 1.8E 15 5.8E 13
1.5E- 13 1.9E- 14 4.7E- 13 1.4E- 11 3.9E- 15 5.2E 08 2.0E- 15 1.8E- 16 1.3E- 14 2.1E- 13 5.1E 17 7.4E 10
3.3E- 14 2.6E- 15 1.8E- 13 2.2E- 14 3.3E- 20 8.7E 09 5.6E- 16 4.0E- 17 4.4E- 15 4.2E- 16 6.7E 22 1.6E 10
6.1E- 15 3.8E- 16 4.5E- 14 4.6E- 17 8.5E- 23 3.6E 11 9.2E- 16 6.5E- 17 7.5E- 15 7.7E- 18 1.4E 23 5.6E 12
5.2E- 15 3.3E- 16 3.9E- 14 3.8E- 15 9.3E- 21 2.8E 09 3.1E- 16 2.1E- 17 2.7E- 15 2.3E- 16 5.4E 22 1.7E 10
2.2E- 15 1.2E- 16 2.0E- 14 1.7E- 15 4.0E- 21 8.6E 10 2.6E- 16 1.7E- 17 2.3E- 15 2.0E- 16 4.9E 22 9.6E 11
2.9E- 14 2.3E- 15 1.6E- 13 1.5E- 12 2.6E- 18 8.3E 07 7.3E- 16 5.6E- 17 5.3E- 15 4.1E- 14 5.4E 20 2.0E 08
4.4E- 10 9.5E- 13 7.0E 02 1.1E- 11 2.1E 14 3.2E 03
5.4E- 14 3.9E- 14 5.6E- 14 2.3E- 12 2.6E- 13 8.8E 12 3.9E- 16 4.3E- 17 2.3E- 15 1.5E- 14 7.6E 16 1.7E 13
3.5E- 16 3.2E- 17 4.1E- 15 2.1E- 15 9.3E- 17 3.8E 14 2.5E- 18 1.0E- 19 5.4E- 17 1.5E- 17 3.4E 19 4.6E 16
1.8E- 15 3.5E- 17 3.4E- 14 5.9E- 17 1.6E- 19 1.3E 14 1.8E- 16 3.1E- 18 5.0E- 15 6.1E- 18 1.5E 20 1.5E 15
1.8E- 24 1.4E- 25 2.1E- 23 1.6E- 25 2.6E- 32 5.6E 19 1.2E- 24 8.3E- 26 1.5E- 23 1.1E- 25 1.6E 32 3.6E 19
1.1E- 25 8.9E- 28 1.3E- 23 5.0E- 26 6.6E- 33 2.3E 19 7.1E- 26 5.7E- 28 9.0E- 24 3.3E- 26 4.2E 33 1.4E 19
2.4E- 12 2.7E- 13 9.9E 12 1.7E- 14 9.4E 16 2.4E 13
1.0E- 13 1.1E- 14 4.8E- 13 1.1E- 11 4.7E- 15 2.5E 08 3.2E- 16 1.4E- 17 4.9E- 15 3.7E- 14 1.3E 17 1.1E 10
3.0E- 14 2.6E- 15 1.6E- 13 1.7E- 13 3.6E- 20 1.1E 06 4.0E- 16 2.4E- 17 4.5E- 15 2.5E- 15 4.4E 22 1.6E 08
1.7E- 14 1.4E- 15 1.0E- 13 1.3E- 13 3.7E- 20 4.1E 07 4.2E- 16 2.3E- 17 4.8E- 15 3.5E- 15 1.0E 21 1.3E 08
3.8E- 15 2.4E- 16 2.9E- 14 6.4E- 15 1.3E- 18 3.3E 11 1.4E- 16 8.2E- 18 1.6E- 15 2.6E- 16 5.0E 20 1.4E 12
1.7E- 14 7.1E- 16 1.3E- 13 2.8E- 15 6.0E- 20 3.0E 11 1.5E- 15 8.7E- 17 1.6E- 14 2.7E- 16 5.2E 21 2.8E 12
3.9E- 15 9.0E- 17 4.8E- 14 1.8E- 14 2.3E- 20 1.0E 08 4.1E- 15 2.8E- 16 2.8E- 14 2.0E- 14 3.4E 20 9.7E 09
2.5E- 10 1.4E- 13 5.7E 03 6.5E- 12 4.7E 15 4.1E 04
8.2E- 13 8.2E- 13 8.2E- 13 5.9E- 12 3.0E- 12 1.1E 11 4.1E- 13 4.1E- 13 4.1E- 13 2.9E- 12 1.5E 12 5.7E 12
211
Appendix F
F5. Uncertainty in characterization factors
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Figure F2: Ranges in uncertainty o f the characterization factors (CF) o f the parent compound 
only, the transformation products, and the to ta l characterization factors o f a parent compound 
including its transformation products fo r  emissions to air (a), freshw ater (b), and agricultural soil 





■ Parent compound □ Transformation products □ Total
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Appendix to chapter 8
F6 . Case study
Table F6 shows the input data for the case study. Average corn yield for 1992 to 2002, 
corresponding to average application rates from Tesfamichael and Kaluarachchi (34), was found 
to be 8 tons corn-ha-1-year-1 (35).
Table F6: Input data fo r  the case study on atrazine application on corn stating the am ount o f 
atrazine that is replaced by other pesticides.
Corn area 
treated with  
atrazine (%)1










em itted to 
air (%)3
Atrazine 63 0 1.0 1.3-10-4 0
2,4-D 0 12 3.8-10-1 4.8-10-5 5.8
Bromoxynil 0 11 2 .2-10-1 2 .8 -10-5 3.5
Dicamba 0 27 3.2-10-1 4.1-10-5 3.5
Nicosulfuron 0 13 2.3-10-2 2.9-10-6 0
1 Tesfamichael and Kaluarachchi (34); 2 USDA (35); 3 USEPA (36)
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Appendix G: Appendix to  chapter 9
Table G1: Chemical emission in EU25+3 in year 2000 (Sleeswijk e t al. 2008). 
Emission
Chemical (kg/person/year) Emission com partm ent
Perchloroethylene 2.94 10-3 air
Perchloroethylene 4.53 10-5 water
2,4-D 3.95 10-2 agricu tura soi
Atrazine 5.57 10-2 agricu tura soi
Chlorothalonil 1.03 10-2 agricu tura soi
Chlorpyrifos 7.72 10-3 agricu tura soi
Dicamba 7.25 10-3 agricu tura soi
Diuron 3.16 10-3 agricu tura soi
Glyphosate 6.80 10-2 agricu tura soi
Malathion 1.88 10-2 agricu tura soi
Mecoprop-p 9.43 10-4 agricu tura soi
Bromoxynil 2.23 10-3 agricu tura soi
Nicosulfuron 1.62 10-4 agricu tura soi
NH3 5.38 10-1 air
NOx 2.52 101 air
<NO
LO 1.86 101 air
Table G2: Input data to obtain normalization scores.
Parameter Va lue Unit Source
Freshwater vo lume (EU25+3) 1.37-106 m3 (S l eeswijk 2006)
Popu l ation (EU25+3) in 2004 470,306,332 - (S l eeswijk 2006)
Species density freshwater 3.80-10-10 species/m3 (Goedkoop et al. 2009)
Species density soi l 1.1M 0-8 species/m2 (Goedkoop et al. 2009)
Ratio tota l European a rea / tota l
European forest area 2 - (Goedkoop et al. 2009)
Groundwater used as drinking
w ater in 2000 (EU25+3) 3.9-10-1 m3/person/year (Sleeswijk 2006)
Groundwater withdrawa l for
agricu l ture in 2000 (EU25+3) 3.7-10-2 m3/person/year (Sleeswijk 2006)
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Samenvatting
De milieugerelateerde levenscyclus analyse (LCA) is een methode om de milieubelasting van 
antropogene emissies, grondstofgebruik en landgebruik aan de orde te stellen. In de 
effectanalyse binnen een LCA worden de effecten op ecosystemen en de menselijke gezondheid 
gekwantificeerd. In dit proefschrift is de oorzaak-effect keten gemodelleerd van ingreep in de 
omgeving to t aan schade aan het milieu (eindpunt). De eindpunt schade wordt samengevat in 
karakterisatiefactoren (CFs). Aggregatie van schade die toegeschreven wordt aan verschillende 
effect categorieën wordt mogelijk gemaakt door het toegepaste eindpunt concept. Aangezien 
de uitvoering van het concept nog altijd verbeteringen nodig heeft voor veel impact categorieën 
binnen de levenscyclus effect analyse (LCIA) is het doel van dit proefschrift om hernieuwde LCIA 
methoden en effect indicatoren te ontwikkelen op een eindpunt niveau. De focus is op de 
schade op de menselijke gezondheid door de vorming van ozon en fijn stof, en de schade op het 
ecosysteem door terrestrische verzuring, grondwater extractie, en zoetw ater ecotoxiciteit. De 
hernieuwde en verbeterde methoden in dit proefschrift maken het mogelijk om potentiële 
schade te presenteren in term en van het verlies van gezonde levensjaren of het verlies van 
biodiversiteit. Het onderzoek draagt bij aan de discussie of informatie over potentiële schade 
verkregen kan worden op een manier die toepasbaar is binnen de milieugerelateerde 
levenscyclus analyse.
Hoofdstuk 2 geeft CFs voor schade aan de menselijke gezondheid die veroorzaakt zijn door 
de vorming van fijn stof (P M i0) en ozon in Europa. De CFs drukken de verandering in de 
zogenaamde DALYs (disability adjusted life years; een maat waarin het aantal mensen bij wie 
gezondheidseffecten optreden en de ernst en de duur van deze effecten verwerkt is) van 
Europese inwoners uit als gevolg van de verandering in emissies van PM 10, ammonia (NH3), 
stikstofoxiden (NOx), zwaveldioxide (SO2), en niet-methaan vluchtige organische verbindingen 
(NMVOCs). De CF bestaat uit een inname factor, een effect factor en een schade factor. De 
inname factor is gemodelleerd met atmosferische depositie modellen en laat de verandering in 
de blootstelling van de populatie door primaire en secundaire aërosolen, en ozon zien door een 
verandering in de emissie van een stof. Een gecombineerde effect en schade factor, 
weergegeven door een verandering in de DALY als gevolg van een verandering in de inname 
door de bevolking, is afgeleid van relatieve risico's die gebaseerd zijn op epidemiologische 
gegevens over acute m ortaliteit, chronische m ortaliteit, en ziekelijkheid. Primair PM 10 
veroorzaakt 260 DALYs per kton emissie, en de vorming van secundair PM 10 veroorzaakt tussen 
de 51 en 83 DALYs per kton geëm itteerde precursor. Het toepassen van CFs voor hoge (>10 m) 
en lage (< 10 m) emissiebronnen apart voor PM10 en SO2 leid to t een preciezere schatting van 
humane schade door deze verontreinigende stoffen. De CF gerelateerd aan emissies die 
ozonformatie veroorzaken blijkt veel lager te zijn (0.04 DALY per kton NOx en NMVOC, berekend 
op basis van de maximum dagelijkse 8-h gemiddelde ozon concentratie) vergeleken met de CF 
voor primair en secundair fijn stof. De CF gebaseerd op de 24-h gemiddelde ozon concentratie is 
0.04 DALYs per kton voor NMVOC, terwijl deze negatief is voor de vorming van ozon door NOx 
(-0.12 DALYs per kton). Dit komt door de reactiviteit van ozon met NO in gebieden m et hoge 
NOx concentraties. De totale Europese emissies van de vijf prioritaire luchtvervuilers in 2000 
dragen bij aan 4.2 miljoen DALYs voor de Europese bevolking dat overeenkom t met 0.25 DALYs 
per persoon over een mensenleven (80 jaar). Schade aan de gezondheid door ozon is 
verwaarloosbaar vergeleken met schade door fijn stof.
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Hoofdstuk 3 beschrijft een nieuwe aanpak om CFs voor verzuring in Europese bossen af te 
leiden. Tijdsafhankelijke CFs voor verzuring zijn berekend, terwijl voorheen alleen CFs voor de 
stationaire toestand beschikbaar waren. De CFs geven de verandering in het potentiële  
voorkomen van plantensoorten w eer als gevolg van een verandering in de emissie. Het eerste 
deel van de CF, de verspreidingsfactor, combineert de resultaten van een atmosferisch 
depositie model en een dynamisch bodem verzuring model. De verandering in de base 
verzadiging in de bodem als gevolg van een verandering een emissieverandering naar de lucht is 
bepaald voor tijdshorizons van 20, 50, 100 en 500. Het tw eede deel van de CF, de effect factor, 
is gebaseerd op een base verzadiging-responsie curve van het potentiële voorkomen van 
plantensoorten, welke is verkregen uit multiple regressie vergelijkingen per plantensoort en het 
percentage verlies aan biodiversiteit per eenheid verlaging van base verzadiging. De resultaten 
laten zien dat de CFs voor verzuring toenem en met toenem ende tijdshorizon to t een factor 13 
bij 500 jaar. CFs voor ammonia zijn 4.0 to t 4.3 keer groter dan de factoren voor NOx, en de CFs 
voor SO2 zijn 1.4 to t 2.0 keer groter dan de factoren voor NOx. De totale Europese emissies in 
2000 van de drie verzurende stoffen veroorzaken het niet voorkomen van plantensoorten over 
meer dan 28 duizend km2 wanneer gekeken wordt naar een tijdshorizon van 500 jaar. De 
uitstoot van SO2 draagt het meeste bij aan de verzuring van Europese bosbodems.
M om enteel ontbreekt er een direct toepasbare methode in de LCA om de milieu 
gerelateerde effecten te evalueren die gepaard gaan met het gebruik van grondwater. 
Hoofdstuk 4 beschrijft een methode om de effecten van grondwater extractie op de 
soortenrijkdom van terrestrische vegetatie in kaart te brengen in LCIA. CFs zijn bepaald voor 
Nederland. Deze factoren laten de verandering in potentiële rijkdom aan plantensoorten zien 
die veroorzaakt worden door een verandering in de extractie van grondwater, en bestaan uit 
tw ee delen. Het eerste deel van de CF, de verspreidingsfactor, is gedefinieerd als de verandering  
in grondwaterstand door een verandering in extractie en drukt de tijd uit die nodig is om de 
grondwaterstand w eer aan te vullen to t het oorspronkelijke niveau. Deze factor is verkregen 
m et een hydrologisch model dat het grondwaterregime beschrijft en is 5.0 jaar voor de 
Nederlandse situatie. Het tw eede deel van de CF, de effect factor, is verkregen uit een 
grondwaterniveau responsie curve van de potentiële plantensoortrijkdom. Deze curve is 
gebaseerd op de behoefte aan bodemvochtigheid van 625 plantensoorten in Nederland. De 
effect factor is afhankelijk van de plaatselijke grondwaterstand en kan to t 9.2% aan verlies aan 
soorten zijn per 10 cm daling van de grondwaterstand. Uiteindelijke CFs reiken to t 4.6 m2-yr/m 3.
Hoofdstukken 5 en 6 presenteren effect factoren voor zoetw ater ecotoxiciteit en de 
onzekerheidsranges die hierbij horen. Deze ecotoxicologische effect factoren (EEFs) zijn 
verdeeld in een werkingsmechanisme-specifiek deel en een stofspecifiek deel. Hoofdstuk 5 
presenteert EEFs voor 869 chemicaliën die in grote hoeveelheden geproduceerd worden, 
zogenaamde HPVCs, welke behoren to t zeven niet-specifieke werkingsmechanismen. Hoofdstuk
6 presenteert EEFs voor 397 pesticiden welke behoren to t 11 pesticide specifieke 
werkingsmechanismen. M ediane EEFs zijn tussen de 5-10-6 en 7-106 L/g, afhankelijk van de 
chemische stof. Het 90% onzekerheidsinterval van het werkingsmechanisme-specifieke deel van 
de EEF ligt tussen de 23 ordes van grootte voor acrylaat toxiciteit to t 0.5 ordes van grootte voor 
pyrethroid neurotoxicanten. Het werkingsmechanisme-specifieke deel van de EEFs is groter 
voor pesticiden vergeleken met HPVCs die een niet-specifiek werkingsmechanisme hebben.
239
Bovendien is de onzekerheidsrange van de EEFs voor pesticiden ook kleiner. Onzekerheden in 
de voorspelde milieuconcentraties en onzekerheid in de spreiding tussen soorten zijn beide 
lager voor pesticiden dan voor HPVCs. De grootte van de onzekerheid in het stofspecifieke deel 
van de EEFs hangt af van het aantal soorten waarvoor gegevens over toxiciteit beschikbaar zijn 
(ns). Voor ns = 2 is de mediane onzekerheid 2.5 ordes van grootte en voor ns > 3 neemt de 
onzekerheid af to t één ordegrootte of minder. Spreiding in de onzekerheid in het stofspecifieke 
deel van de EEFs neemt af voor stoffen waarvoor toxiciteitsgegevens beschikbaar zijn van 
tenminste drie soorten. M et de methode die in hoofdstukken 5 en 6 is toegepast kan een 
verdeling in EEFs worden gemaakt over de verschillende werkingsmechanismen. De toegepaste 
methode maakt het mogelijk om param eter onzekerheid in het werkingsmechanisme-specifieke 
deel van de EEF te kwantificeren, w at helpt om m eer inzicht te krijgen in hoe de onzekerheid in 
de ecotoxicologische karakterisatiefactoren verminderd kan worden. Om de onzekerheid in de 
EEFs in perspectief te zien binnen LCIA, is meer informatie nodig over de onzekerheid in de 
verspreidingsfactoren.
W anneer een LCIA werd gedaan voor toxische stoffen werd to t nu toe alleen gekeken naar 
de verspreiding en effecten van de moederstof. Hierbij worden de mogelijke gevolgen van 
transformatieproducten verwaarloosd. Hoofdstuk 7 toont de ontwikkeling en toepassing van 
een versie van het SimpleBox model die de mogelijkheid biedt om verspreiding van een 
chemische stof mee te nemen samen met zijn degradatieproducten. Er zijn verschillende directe 
en indirecte bronnen van perfluorooctanoic zuur (PFOA). Dynamische berekeningen zijn 
uitgevoerd om de mogelijke form atie van perfluorooctanoaat (PFO), het anion van PFOA, in het 
milieu te analyseren. Hierbij is gekeken naar de vorming van PFO uit fluorotelom eer acrylaat 
polymeer (FTacrylaat) dat wordt gestort en geloosd in afvalwater, uit het restant van 
fluorotelom eer alcohol (8:2 FTOH) dat in FTacrylaat zit, en uit het restant van PFOA in 
FTacrylaat. Een onzekerheidsanalyse van de stofspecifieke invoergegevens is uitgevoerd om de 
onzekerheid in de gemodelleerde concentraties te bepalen. Hoofdstuk 7 laat zien dat in 2005 
het restant van 8:2 FTOH voor 80% bijdraagt aan de PFO concentraties in de oceanen 
veroorzaakt door het gebruik van FTacrylaat. Het restant aan PFOA in FTacrylaat draagt voor 
15% bij. De modelberekeningen voorspellen echter dat de hoofdbron van PFO uit het totale 
historische FTacrylaat gebruik na honderden jaren het degraderende FTacrylaat in de bodem zal 
zijn dat komt uit het gebruik van slijk uit afvalwaterzuiveringen op het land, gevolgd door het 
FTacrylaat dat zich in stortterreinen bevindt. In hoofdstuk 8 wordt bekeken hoe belangrijk het is 
om de potentiële effecten van transformatieproducten mee te nemen in de berekening van CFs. 
Dit wordt gedaan door de steady-state versie van het SimpleBox toe te passen w at in hoofdstuk
7 is ontwikkeld. De ontwikkelde methode wordt toegepast voor zoetw ater ecotoxiciteit van 15 
pesticiden en perchloroethyleen. Van deze 16 stoffen is het bekend dat ze mogelijk persistente 
transformatieproducten hebben. Het m eenemen van transformatieproducten resulteert in een 
mediane toenam e in CF die varieert van verwaarloosbaar to t m eer dan vijf ordegroottes. Deze 
toenam e kan echter zeer onzeker zijn, voornamelijk door een gebrek aan toxiciteitsgegevens 
voor de transformatieproducten en een gebrek aan kennis over het werkingsmechanisme van 
de transformatieproducten.
Hoofdstuk 9 bediscussieert de nieuwe onderzoeksonderwerpen in de LCIA modellering en 
de praktische toepassing in de LCA methodologie. Er wordt uiteengezet waarom elk
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gedetailleerd model, dat gebruikt wordt in dit proefschrift om de verspreiding en blootstelling in 
het milieu te modelleren, toepasbaar is binnen de LCIA en kan worden verkozen boven meer 
eenvoudige modellen. Vervolgens wordt uiteengezet hoe de basis van de methodologie 
aangaande de soortgevoeligheidsverdeling, welke gebruikt wordt binnen de ecotoxiciteit, is 
toegepast voor de andere impact categorieën. Over het algemeen is de onzekerheid bij 
ecotoxiciteit groter voor effectfactoren dan voor de verspreidingsfactoren door een klein aantal 
toxiciteitstesten of door een gebrek aan de werkingsmechanisme-specifieke factor. Voor 
humane schade door ozon en fijn stof, verzuring, en grondwater extractie moet param eter 
onzekerheid nog in acht genomen worden om m eer waarde te kunnen geven aan de resultaten 
van de LCIA. Emissies in 2000 in Europa van elke verzurende stof ((NH3, NOx en SO2) zorgen 
ervoor dat er m eer terrestrische soorten niet voorkomen dan grondwaterextracties voor 
landbouw en drinkwater doeleinden in Europa in 2000. Europese emissies in 2000 van elk van 
12 toxische stoffen zorgen gemiddeld voor het niet voorkomen van minder zoetw ater soorten 
dan dat er terrestrische soorten niet voorkomen door verzuring en grondwater extractie. Tot 
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