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We study a three-dimensional (3d) classical chiral helimagnet at finite temperatures through
analysis of a spin Hamiltonian, which is defined on a simple cubic lattice and consists of Heisenberg
exchange, mono-axial Dzyaloshinskii-Moriya interactions and Zeeman energy due to magnetic field
applied in the plane perpendicular to the helical axis. We take account of quasi-two-dimensionality
of a known mono-axial chiral helimagnet CrNb3S6 and we adopt three methods: (i) a conventional
mean-field (MF) analysis which we call 3dMF method, (ii) a hybrid method called 2dMC-1dMF,
which is composed of a classical Monte Carlo (MC) simulation and MF approximation applied
respectively to the intra- and inter-plane interactions, and (iii) a simple-MC simulation (3dMC)
at zero field. Temperature dependence of magnetization calculated by the 3dMF method shows a
cusp-like structure similar to that observed in experiments. In the absence of magnetic field, both
2dMC-1dMF and 3dMC yield close values of transition temperature. The 2dMC-1dMF provides
a quantitative description of thermodynamic properties even under external field at an accessible
numerical cost.
I. INTRODUCTION
Materials with chirality, i.e., left- or right-handedness,
have been attracting continued attention in condensed
matter physics. Such systems have been found in mag-
netic compounds, where the chirality in crystal struc-
ture causes an antisymmetric exchange interaction called
Dzyaloshinskii-Moriya (DM) interaction [1, 2]. The com-
petition between the symmetric Heisenberg exchange and
the mono-axial DM interactions gives rise to a long-
period helical magnetic texture [3–6] called chiral heli-
magnetic state [7]. Under external magnetic field per-
pendicular to the helical axis, chiral helimagnet turns
into a periodic array of magnetic soliton kinks, called
chiral soliton lattice (CSL) [7]. The CSL is intrinsic to
chiral magnet in the sense that it does not appear in
purely Yoshimori-type (i.e., non-chiral) helimagnets [8].
Dzyaloshinskii [3] developed a Ginzburg-Landau theory
for CSL and elucidated the critical behavior near the
phase boundary between CSL phase and paramagnetic
(=forced ferromagnetic) region [5].
Moriya and Miyadai [9], and Miyadai et al. [10] ar-
gued the existence of helimagnetic and CSL structure in
CrNb3S6, respectively, on the basis of neutron scattering
experiments and magnetization curve. In this compound,
magnetic moments are associated with the intercalated
Cr3+ ions between the NbS2-layers, each of which have
magnetic moment 2.9µB, which is nearly full moment
for spin 3/2 electrons. Recently, Togawa et al. directly
observed the CSL structure in CrNb3S6 using Lorentz
transmission electron microscopy, and found that the chi-
ral magnetic structures are very stable against crystal de-
fects [11]. With this result, CrNb3S6 is recognized as one
∗Electronic address: shinozaki@vortex.c.u-tokyo.ac.jp
of the candidates of new magnetic devices [12]. In ad-
dition to CrNb3S6, YbNi3Al9 was also discovered as an-
other mono-axial chiral helimagnet with heavy-electron
behavior, where the periodicity of the helix is comparable
to lattice constant [13–15].
In recent theoretical studies [7, 16–19], magnetic
properties of CrNb3S6 have been studied with a one-
dimensional (1d) continuum model, which is called chiral
sine-Gordon model. The analysis of this model has re-
vealed characteristic magnetization curves, which have
been observed in experiments on CrNb3S6 [9, 10, 20–22]
and YbNi3Al9 [13–15]. Temperature effect of the spin
moment has been included phenomenologically [5, 16]
and magnetization, entropy and specific heat have been
discussed.
While these studies using chiral sine-Gordon model
are in good agreement with experiments, there are still
remaining issues to be addressed as described below.
Miyadai et al. argued that, in CrNb3S6, spins in an ab-
plane are strongly coupled, so that they can be treated as
a single spin with large magnetic moment [10]. This was
one of the motivations of analyzing 1d systems, so that
the analysis using the chiral sine-Gordon model actively
was conducted recently. The existing theory is, however,
valid only at zero temperature for arbitrary fields or in
the vicinity of the phase boundary between paramagnetic
and CSL at finite temperatures. The theory applica-
ble in the wider temperature region is highly required to
describe overall thermodynamic properties that include
crossover phenomena as well as the phase transition.
Another issue is on the origin of the transition temper-
ature of CrNb3S6 that amounts to Tc(H = 0)=127 K [10].
This rather high-Tc has attracted much attention from
the point of view of the exchange interaction, so that a
quantitative estimation of the energy scales in this crystal
is required.
To address these issues, we consider chiral helimag-
2netic systems through classical spin model defined on a
three-dimensional (3d) lattice using three methods. As a
simple and prerequisite analysis, we first present the re-
sult of the conventional mean-field (MF) method, which
we call 3dMF method.
Second, we take account of the spin-correlation ef-
fect in the two-dimensional (2d) layer perpendicular to
the helical axis with a Monte Carlo (MC) method and
treat interlayer coupling via the MF theory. We call this
method 2dMC-1dMF method. By this method, we aim
at quantitative description of finite-temperature prop-
erties of quasi-2d systems such as CrNb3S6. The idea
of this method is based on an earlier work [23], where
the generalized Ginzburg-Landau theory was constructed
to describe the phase transition in quasi-1d Ising and
Heisenberg models.
Third, we perform the MC simulation for the 3d sys-
tems, which is the most proper method for the quanti-
tative analysis among these three methods. We call it
3dMC method in this paper and apply it to the case
without magnetic field.
Finally, we estimate the interaction parameters in
CrNb3S6 by comparison between the experimental data
and our numerical results of 2dMC-1dMF and 3dMC.
In the next section, we introduce a 3d Heisenberg
model with the DM interaction on a simple cubic lattice,
and formulate the MF theory. In Sec. III, we describe
the simulation details of the MF and MC methods, and
show the numerical results in Sec. IV. In Sec. V, the rel-
evance of our results to CrNb3S6 will be discussed, and
we summarize the paper in Sec. VI.
II. FORMULATION
A. Model
We consider the following Hamiltonian for the chiral
helimagnet on a 3d cubic crystal:
H = −J⊥
∑
i
Si · (Si+xˆ + Si+yˆ)− J‖
∑
i
Si · Si+zˆ
−D
∑
i
(Si × Si+zˆ) · zˆ −H⊥
∑
i
Si · xˆ. (1)
Each site on the cubic lattice is specified by a dimension-
less vector i = ixxˆ + iyyˆ + i‖zˆ with integers ix, iy, i‖.
The basis vectors xˆ, yˆ and zˆ denote, respectively, the
unit vectors of x, y, z directions. We regard the cu-
bic lattice as a set of layers, each of which is labeled by
i‖. The symbol Si = (S
x
i , S
y
i , S
z
i ) represents the classi-
cal Heisenberg spin with the magnitude S at site i. We
denote by J⊥ > 0 a ferromagnetic exchange interaction
between neighboring spins within the same layer, and
J‖ > 0 and D, respectively, are ferromagnetic exchange
interaction and magnitude of DM interaction between a
pair of neighboring spins in adjacent layers. The super-
scripts ‖ and ⊥ represent parallel and perpendicular to
the z-axis, respectively.
In earlier theoretical studies using the 1d chiral sine-
Gordon model, intra-layer exchange interaction J⊥ > 0
is assumed to be much larger than other energy scales
such as J‖ and D, so that all spins can be regarded as
fully polarized within each layer. In this case, Si depends
only on i‖ and can be rewritten as Si‖ . The Hamiltonian
[Eq. (1)] is then reduced to
H/N2d =−NzJ⊥S2 − J‖
∑
i‖
Si‖ · Si‖+1
−D
∑
i‖
(Si‖ × Si‖+1) · zˆ −H⊥
∑
i‖
Si‖ · xˆ
(2)
at zero temperature, where N2d is the number of sites in
a 2d layer and Nz is the number of layers. In the absence
of the magnetic field, the combination between J‖ and
D in the second and third terms in Eq. (2) generates the
chiral helimagnetic structure, which is characterized by
the uniform invariant
Sxi‖+1S
y
i‖
− Syi‖+1Sxi‖ , (3)
which is independent of i‖. The magnetic field H
⊥xˆ in-
duces the CSL structure, in which the value of [Eq. (3)]
modulates periodically as a function of i‖.
B. 3dMF formulation
We investigate the finite-temperature properties on the
basis of the 3d Hamiltonian [Eq. (1)]. Let us apply the
MF theory to the 3d system. To this end, we write the
site index as i = i⊥+ i‖zˆ where i⊥ = ixxˆ+ iyyˆ. The sys-
tem is then described by the following single-site Hamil-
tonian:
HMFi‖,i⊥ = −Heffi‖ · Si‖,i⊥ + Ci‖ , (4)
where the effective field is given by
Heffi‖ =J
‖(Mi‖+1 +Mi‖−1) + 4J
⊥Mi‖
+D(Mi‖+1 −Mi‖−1)× zˆ +H⊥xˆ, (5)
and the constant term is defined by
Ci‖ =
Heffi‖ −H⊥xˆ
2
·Mi‖ . (6)
We have defined the thermal average of the spin moment
Mi‖ = 〈Si‖,i⊥〉 for 2d Heisenberg model, which is explic-
itly written as
Mi‖
S
=
[
coth(βS|Heffi‖ |)−
1
βS|Heffi‖ |
]
Heffi‖
|Heffi‖ |
, (7)
3where β = 1/T with kB = 1. Here, H
eff
i‖
and Mi‖ are
independent of the index i⊥. The free energy of the MF
Hamiltonian is given by
F 3dMF
N2d
= − 1
β
∑
i‖
log
(
sinh(βS|Heffi‖ |)
βS|Heffi‖ |
)
+
∑
i‖
Ci‖ . (8)
At zero field (H⊥ = 0), we assume that the helical
magnetic structure is realized. In this case, Heffi‖ is given
in the form of helical field:
Heffi‖ = H
eff
(
cos(θi‖ +Θ), sin(θi‖ +Θ), 0
)
, (9)
Heff = 2Mh(J
‖ cos θ +D sin θ), (10)
where θ is the angle between the spins located at the
nearest neighbor layers and Θ is an overall phase factor.
Here,Mh is the magnitude of the spin moment for the he-
lical magnetic structure. For a given Mh, the magnitude
of the effective field, Heff , becomes maximum and the
transition temperature is expected to be highest when
θ = α with
α = arctan(D/J‖). (11)
When we apply the small test helical magnetic field
Hα = Hα
(
cos(αi‖), sin(αi‖), 0
)
, (12)
we obtain Θ = 0 in Eq. (9) and
Mh = χ
2dMF(Hα +H
eff), (13)
where χ2dMF is the uniform susceptibility of the 2d
Heisenberg model without fields given by χ2dMF =
S2/(3T − 4J⊥S2). Substituting Eq. (10) with θ = α into
Eq. (13), the helical susceptibility χ3dMFh ≡ ∂Mh/∂Hα
for the 3d system is obtained by
χ3dMFh =
χ2dMF
1− 2χ2dMF
√
J‖2 +D2
. (14)
The transition temperature Tc(H
⊥ = 0) is determined
from the condition χ3dh → ∞. Then, we can derive
the analytical expression of the transition temperature
at zero field within the 3dMF approximation
T 3dMFc (H
⊥ = 0) =
4J⊥ + 2
√
J‖2 +D2
3
S2. (15)
C. 2dMC-1dMF formulation
Here, we apply the MF approximation only to the z-
axis. The MF Hamiltonian at the i‖-th layer is written
as
HMFi‖ = −J⊥
∑
i⊥
Si‖,i⊥ · (Si‖,i⊥+xˆ + Si‖,i⊥+yˆ)
−Heffi‖ ·
∑
i⊥
Si‖,i⊥ + Ci‖ (16)
with the following effective field:
Heffi‖ =J
‖(Mi‖+1 +Mi‖−1)
+D(Mi‖+1 −Mi‖−1)× zˆ +H⊥xˆ, (17)
which acts uniformly on the xy-plane. The constant term
is defined by the same form as Eq. (6)
Ci‖ =
Heffi‖ −H⊥xˆ
2
·Mi‖ , (18)
with effective field defined by Eq. (17). Thus the problem
is mapped onto a 2d system with uniform magnetic field.
The free energy is calculated by
F 1dMF = NzF
2d(0) +
∑
i‖
∆Fi‖ +
∑
i‖
Ci‖ , (19)
where
∆Fi‖ =
∫ |Heff
i‖
|
0
M2d(H)dH = F 2d(|Heffi‖ |)− F 2d(0).
(20)
Here M2d(H) and F 2d(H) are, respectively, the magne-
tization and the free energy of the 2d Heisenberg model
with magnetic field H .
In the absence of the external field, the helical suscep-
tibility χ3dh is given by the same form as Eq. (14) using
χ2d instead of χ2dMF. Hence, the transition temperature
at zero field can be obtained by solving the following
equation:
1− 2χ2d
√
J‖2 +D2 = 0. (21)
We calculate the susceptibility of 2d Heisenberg Hamil-
tonian χ2d using the MC simulation. This is a stan-
dard expression for transition temperature in quasi-
low-dimensional systems [23]. Validity of this type of
expression has been numerically confirmed for quasi-
1d and quasi-2d antiferromagnetic quantum/classical
Heisenberg models in Ref. [24].
III. NUMERICAL METHODS
A. 3dMF and 2dMC-1dMF methods
We can obtain physical quantities at arbitrary tem-
peratures by solving the self-consistent MF equations at
each layer based on Eqs. (5)-(7) or Eqs. (17) and (18)
numerically. In order to solve the mean-field equations
efficiently, we prepare many initial conditions in the form
Mi‖,i⊥ = S(cos ki‖, sin ki‖, 0), k = 2piw/Nz (22)
for w = 0, 1, 2, · · · , [w0 + 1]. Here w0 = Nzα/(2pi) is
the winding number at zero field. The symbol [x] de-
notes the greatest integer that is less than or equal to x.
4For each initial state, we solve the MF equations by cal-
culating Heffi‖ and Mi‖ iteratively. In the 2dMC-1dMF
method, we have |Mi‖ | as a function of the magnetic
field in advance using MC method, which is the same as
M2d defined in the previous section. After 105 iterations,
we pick up one of the final states that gives the lowest
free energy, and calculate physical quantities with this
state. The free energy can be calculated using Eq. (8)
for 3dMF method or Eq. (19) for 2dMC-1dMF method.
In the 2dMC-1dMF calculation, ∆Fi‖ is calculated in ad-
vance using the MC method. Here we note that F 2d(0)
in Eq. (20) is constant for fixed temperature; thus we do
not have to consider this term for our purpose.
After 105 iterations, all relative errors between free en-
ergies before and after an iteration are less than 10−12
regardless of the initial condition. To evaluate the nu-
merical precision, we calculate the following value in the
3dMF method:
max
i‖, µ=x,y,z
{∣∣∣∣∣
Mµi‖
S
−
[
coth(βS|Heffi‖ |)−
1
βS|Heffi‖ |
]
(Heffi‖ )
µ
|Heffi‖ |
∣∣∣∣∣
}
(23)
using the state {Mi‖} which has the lowest free energy
for a given set of parameters. We confirm that these
values are less than 10−14.
B. MC methods
We perform the classical MC simulation to analyze
the 3d chiral helimagnetic systems and to treat the 2d
Heisenberg model which is used in the 2dMC-1dMF
method. We employ the heat bath method [25, 26]
and the exchange MC method [27] in order to improve
the accuracy of the numerical calculation. We arrange
128 replicas having different temperatures ranging from
Tc(0)/4 to 2Tc(0), where Tc(0) is the transition temper-
ature of the 3d model without field calculated by the
3dMC method. We take 105–108 MC sweeps depend-
ing on the parameters to create the thermal equilibrium
state, and take the same number of the MC samplings.
The statistical uncertainties in our simulations are deter-
mined by standard deviations of 24 independent simula-
tions with different initial conditions.
In the 3dMC calculation under the external magnetic
field, we suffer from extremely slow convergency and
many metastable states characterized by the quantized
winding number under the periodic boundary condition.
The transition between the states with different soliton
densities is hardly realized in our algorithm and conse-
quently the results are dependent on the initial condi-
tions. Hence in this paper we apply the 3dMC method
only to the case without external field, where the results
such as the specific heat are insensitive to the choice of
initial states. In the following calculations, we choose
random spin configurations as the initial conditions.
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FIG. 1: Magnetization curves with J⊥/J‖ = 8, D/J‖ = 0.16
calculated by the 3dMF method. Here, T 3dMFc (0)/(J
‖S2) =
11.34. (a) Magnetization vs. applied field for several values of
temperature. The inset shows the magnetization curves cal-
culated by using the 3dMF method (red plots) and 1d analysis
(blue solid line). (b) Magnetization vs. temperature for sev-
eral values of external field.
IV. RESULTS
A. 3dMF results
In this section, we investigate the qualitative proper-
ties of the 3d system using the 3dMF method. Here we
take 4,000 sites along the z-axis. We impose the periodic
boundary condition along the z-axis; for comparison, we
also impose the open boundary condition along the axis
(not shown here) and remark the superiority of the peri-
odic boundary condition in Appendix.
Figure 1(a) shows the magnetization curves for several
values of temperature. The horizontal and vertical axes
are, respectively, the external field and the x-component
5of the magnetization m/S =
∑
i Mi/(NS). Note that
my = mz = 0 because the external field is applied along
the x-axis. We choose D/J‖ = 0.16 and J⊥/J‖ = 8,
which are relevant to CrNb3S6, as will be discussed in
Sec. V. The inset shows that the magnetization curve
obtained by the 3dMF method at T = 0.0088T 3dMFc (0)
coincides with that of the 1d analysis based on the chi-
ral sine-Gordon model [7]. At T > T 3dMFc (0), the field
dependence of the magnetization is approximately lin-
ear and the gradients of the magnetization curves with
small field fit to the Curie-Weiss law: ∂mx/∂H
⊥|H⊥=0 =
S2/[3(T − T 3dMFc (0))] for 3d Heisenberg model. We con-
firm the validity of our result through these observations.
Below T 3dMFc (0), the mx(H
⊥) curves exhibit charac-
teristic convex downward behavior, which is observed
in experiments [10, 14, 15, 20, 21]. An inspection of
the MF solution reveals that the CSL is formed below
the T -dependent critical field H⊥c (T ), above which the
magnetization becomes uniform. Those spatially uni-
form states under high fields at low temperatures have
been called a forced ferromagnetic region, which is con-
tinuously connected with paramagnetic region under low
fields at high temperatures. Although the magnetiza-
tion curves at high temperatures do not seem to be satu-
rated at high field, we confirm that magnetization in the
forced ferromagnetic region approaches mx/S = 1 when
Zeeman energy is much larger than the thermal energy
(kBT ) [not depicted here].
Figure 1(b) shows the temperature dependence of the
magnetization for several values of magnetic field. We
can see characteristic cusp structures near the transition
temperature; a similar cusp has been observed in exper-
iments [10, 15, 20, 22] and has been obtained in a phe-
nomenological theory [16]. Small step-like structures at
low temperatures are due to the finite-size effect along
the helical axis.
B. Spin-correlation effect on Tc(H
⊥ = 0)
We discuss quantitatively the spin-correlation effect
on the transition temperature at zero field. First, we
investigate the results obtained by the 3dMC method
which fully includes spin correlations. In the simulation,
we impose the periodic boundary condition. Anomalies
at the phase transition can be seen in the specific heat
C(T ). Figure 2 shows the temperature dependence of
the specific heat for several system sizes. We choose
D/J‖ = 0.16, which is relevant to CrNb3S6 as will be
discussed in Sec. V. The larger the system size is, the
sharper the peak of the specific heat becomes. These
peak points T ∗ slightly shift to higher temperature when
we take the larger size of the system. In the inset of
Fig. 2, we plot 1/N (N3 = NxNyNz) dependence of the
peak position in C(T ). By extrapolating the values to
N → ∞, we obtain the transition temperature at zero
field in the thermodynamic limit. For example, in the
case with J⊥/J‖ = 1, we obtain Tc(0)/(J
‖S2) = 1.47,
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FIG. 2: Temperature dependence of the specific heat with-
out external field for some system sizes: (Nx, Ny , Nz) =
(4, 4, 160), (5, 5, 200), (6, 6, 240), and (7, 7, 280). Parameters
are J⊥/J‖ = 1 and D/J‖ = 0.16. The error bar of each point
is much smaller than the symbol size. The inset shows the in-
verse of the system size 1/N vs. peak points T ∗ of the specific
heat. The green dot line is a linear fitting function.
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FIG. 3: Exchange interaction ratio vs. transition temperature
without external field. The red line is the 3dMF solution
(Eq. (15)), the green squares are the results calculated by the
2dMC-1dMF method, and the blue triangles are the 3dMC
results. We set D/J‖ = 0.16. The error bar of each point is
much smaller than the symbol size.
which is slightly higher than that of the classical Heisen-
berg model: THeisenbergc (0)/(JS
2) = 1.44 [28].
Let us compare the results obtained by the 3dMF
method with those by the 3dMC study. The exchange in-
teraction dependence of the transition temperature with-
out external field is shown in Fig. 3. As increasing
J⊥/J‖, the 3dMC results (blue triangle plots) deviate
from the 3dMF solution (red solid line). Because of a
6lack of the spin-correlation effect, the transition temper-
ature is overestimated in the MF method.
To improve the MF results quantitatively, we use
2dMC-1dMF method to calculate Tc(0). We take sev-
eral system sizes (Nx, Ny) = (20, 20), (50, 50), (100, 100)
for the xy-plane, and confirmed that the system-size de-
pendence is smaller than statistical errors. The green
square symbols in Fig. 3 are the results calculated by the
2dMC-1dMF method based on Eq. (21). The evaluation
of Tc(0) is highly improved from the 3dMF description by
taking account of the spin-correlation within 2d layers.
C. Spin-correlation effect with external field
Here we discuss the spin-correlation effect on the sys-
tem with external field by comparing the results of 3dMF
method with those of 2dMC-1dMFmethod. Here we take
2,000 sites along the z-axis for these two methods, and
take (Nx, Ny) = (20, 20) and (50, 50) for the xy-plane
in the 2dMC-1dMF calculation. The system-size depen-
dence of the 2d layer is not essential, because it is the
number of layers that mainly determines the numerical
accuracy.
We plot the phase diagrams calculated by these two
methods in Fig. 4. The critical field at zero temperature
H⊥c (0) has the same value because the spin-correlation ef-
fect vanishes. While the transition temperature obtained
by the 3dMF method is overestimated also at finite exter-
nal field, the qualitative behaviors of the phase diagrams
are similar for these two methods. Figure 5 shows the
magnetization curves for different temperatures, whose
values are scaled by Tc(0), calculated by the 3dMF and
2dMC-1dMF methods. At sufficiently low temperatures,
these two results agree with each other. At higher tem-
peratures such as T/Tc(0) = 0.72 and 0.94, the results
of two methods give different critical points, which indi-
cates that the phase boundaries do not match with each
other even if we scale the temperature by Tc(0).
V. DISCUSSION
In this section, we discuss implications for CrNb3S6
from our studies. We have already known some charac-
teristic parameters of CrNb3S6 from the experiment [10],
such as the lattice constant a0 = 1.2 nm, the spatial pe-
riod of the helix L = 48 nm, the transition temperature
at zero field Tc(0) = 127 K, and the critical field at low
temperature H⊥c (0) ≃ 0.14 T (= 0.19 K with g-factor
g = 2). By comparing our numerical results with these
experimental data, we can estimate the interaction pa-
rameters J⊥, J‖ and D in CrNb3S6.
First, let us recall an estimation based on the 1d
chiral sine-Gordon model [17]. There is a relation be-
tween the period L and the DM interaction: L/a0 =
2pi/ arctan(D/J‖). Experimentally observed value [10]
 0
 0.004
 0.008
 0.012
 0.016
 0  2  4  6  8  10  12
H
!
/(
J|
| S
)
T/(J
||
S
2
)
3dMF
2dMC-1dMF
/(J ||  2)
H
⊥
/(
J
 |
| S
)
3dMC
FIG. 4: Phase diagrams calculated by the 3dMF and 2dMC-
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at zero field.
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0  0.004  0.008  0.012  0.016
m
x
/S
H
!
/(J
||
S)
T/Tc(0) =0.49
0.72
0.94
3dMF
2dMC-1dMF
3dMF
2dMC-1dMF
3dMF
2dMC-1dMF
m
x
/S
⊥/(  ||
FIG. 5: Magnetization vs. applied field with several val-
ues of temperature T/Tc(0) calculated by the 3dMF and
2dMC-1dMF methods. Here we choose D/J‖ = 0.16,
J⊥/J‖ = 8 where the transition temperature at zero field
is T 3dMFc (0)/(J
‖S2) = 11.34 for the 3dMF method and
T 2dMC-1dMFc (0)/(J
‖S2) = 7.61 for the 2dMC-1dMF method.
yields D/J‖ = 0.16. Using the analytical expres-
sion of the critical field at zero temperature written by
H⊥c (0)/(J
‖S) = (piα/4)
2
[17], we derive J‖S2 = 18 K,
and DS2 = 2.9 K. We have no information on J⊥ in the
1d model.
Next, we estimate the set of parameters including J⊥
with our model. We have observed no temperature de-
pendence of the period L below Tc(0) by the 3dMC
method, and it well agrees with the chiral sine-Gordon
analysis. Hence we also set D/J‖ = 0.16 for 3d systems.
7From the 3dMF results, which are valid at sufficiently
low temperatures, we estimate H⊥c (0)/(J
‖S) = 0.0157
for D/J‖ = 0.16. We then obtain J‖S2 = 18 K and
DS2 = 2.9 K, which are the same values as the esti-
mation using the chiral sine-Gordon model. The intra-
layer exchange interaction J⊥ is related to the transition
temperature. From Fig. 3 we obtain J⊥S2 = 86 K for
the 3dMF description, and J⊥S2 = 1.3 × 102 K for the
2dMC-1dMF approach. The 3dMC results also provide
us an estimation: J⊥S2 = 1.4 × 102 K, which is the
most realistic value among these three methods. These
values are derived from comparison between experiments
and numerical results on our simple model based on the
Hamiltonian [Eq. (1)] on the cubic lattice; the realistic
situation such as the lattice structure is, however, differ-
ent from the present setup in various ways.
The result for J‖ ≫ D gives the very gradual change
of the spin texture, and the condition J⊥ ≫ J‖ quantita-
tively justifies the quasi-2d picture: the Cr atoms in this
crystal are strongly coupled together within the ab-plane,
and are weakly correlated between these planes. The
strong spin-coupling in the ab-plane originates from the
2d layer structure of NbS2. The high transition temper-
ature Tc(0) = 127 K of CrNb3S6 stems from this strong
intra-layer exchange interaction.
VI. CONCLUSION
We have analyzed the 3d chiral helimagnets using the
MF method to investigate the physical properties at finite
temperatures. The simple Hamiltonian with the Heisen-
berg exchange interaction, the DM interaction, and the
magnetic field can qualitatively describe the magnetic
properties of chiral helimagnets at zero and finite tem-
peratures.
For the quantitative investigation, it is important to
include the spin-correlation effect. We have calculated
physical quantities for the system at zero field using
the 3dMC method, and have shown that the transition
temperature estimated by using the 3dMF method devi-
ates from the 3dMC results as a consequence of quasi-
two-dimensionality. Using the hybrid method called
2dMC-1dMF method, we have taken account of the spin-
correlation effect in the plane perpendicular to the helical
axis. The estimated transition temperatures are much
improved from the simple MF theory. This result im-
plies that the 2dMC-1dMF method enables us to quanti-
tatively investigate the thermodynamic properties under
external field with less numerical effort than the 3dMC
method.
We have estimated the three interaction parameters in
CrNb3S6 as D = 2.9 K, J
‖ = 18 K and J⊥ = 1.4 ×
102 K based on our simple model. The strong intra-layer
exchange interaction is closely related to the high Tc in
CrNb3S6.
Critical phenomena near the phase transition between
CSL and paramagnetic states are an open issue.
Note added. After completing the first version of our
manuscript [arXiv1512.00235v2], we come to know an ex-
perimental result suggesting a tri-critical point, which is a
boundary between the first- and second-order phase tran-
sition, at about 40% of H⊥c (0) [29]. The change of the or-
der/type of the phase transition along the phase bound-
ary in the magnetic field was also discussed recently by
two groups [30, 31]. We briefly remark on the order of
the transition in our analysis. Around the phase bound-
ary at H⊥/(J‖S) = 0.0006, 0.0007, 0.0008, 0.0009, 0.001,
we find double minimum structures in the free energy as
a function of the winding number (see Appendix). This
observation implies the first-order phase transition. The
double minimum structures are observed only in narrow
temperature region; e.g. at H⊥/(J‖S) = 0.0006 where
Tc(H
⊥)/(J‖S2) = 11.3312328125 ± 0.0000003125, the
double minimum structures are observed in 11.3309775 <
T/(J‖S2) < 11.3320475.
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Appendix A: The order of the transition
Figure 6 (a) shows a result of the free energy that
implies a first-order transition, obtained by the 3dMF
method. Using the winding number at zero field w0,
we introduce the winding-number ratio n defined by
n = wf/w0. Here wf =
∑
i‖
∆θi‖/(2pi) is the winding
number which is integer under the periodic boundary
condition, and ∆θi‖ is the angle between the spins lo-
cated at the nearest neighbor layers written as
∆θi‖ = arcsin

 Mxi‖+1Myi‖ −Myi‖+1Mxi‖√
(Mxi‖)
2 + (Myi‖)
2
√
(Mxi‖+1)
2 + (Myi‖+1)
2

 .
(A1)
We see double minimum structures, so that the free-
energy minimum jumps from n ≃ 0.5 to n = 0 with
increasing temperature.
Figure 6 (b) shows n dependence of the free energy
at H⊥/(J‖S) = 0.0011 for several values of tempera-
ture near the transition point. The free energy minimum
gradually shifts to smaller n with increasing tempera-
ture, and the free-energy curve becomes broad against
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FIG. 6: Winding-number ratio dependence of the free energy
at H⊥/(J‖S) = 0.001 (a), and H⊥/(J‖S) = 0.0011 (b) for
several values of temperature near the transition point. Here,
Fmin is the minimum free-energy for given temperature and
magnetic field. Parameters are set D/J‖ = 0.16 and J⊥/J‖ =
8.
n at around Tc(H
⊥). After that, the minimum always
exists at n = 0. We do not observe the double minimum
at H⊥ = 0 and 0.011 < H⊥/(J‖S) < H⊥c (0)/(J
‖S) in
the range of |T − Tc(H⊥)|/(J‖S2) > 2.5× 10−8.
Under the periodic boundary condition, the size de-
pendence of the free energy is so small that the results
for Nz = 4000, 2000, 1000 collapse onto a single curve as
shown in Fig 6. Under the open boundary condition, on
the other hand, we do not observe the double minimum
structures of the free energy. It is because the system-
size dependence of the free energy remains even in larger
systems with Nz = 8000, 4000, 1000; the free-energy pro-
file under the open boundary condition approaches that
under the periodic boundary condition with increasing
the system size. It reveals that the physical property in
the thermodynamic limit is much more accessible under
the periodic boundary condition.
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