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Abstract
A quantitative computational theory of the operation of the hippocampus as an episodic memory system is described. The CA3
system operates as a single attractor or autoassociation network (1) to enable rapid one-trial associations between any spatial
location (place in rodents or spatial view in primates) and an object or reward and (2) to provide for completion of the whole
memory during recall from any part. The theory is extended to associations between time and object or reward to implement
temporal order memory, which is also important in episodic memory. The dentate gyrus performs pattern separation by compet-
itive learning to create sparse representations producing, for example, neurons with place-like fields from entorhinal cortex grid
cells. The dentate granule cells generate, by the very small number of mossy fibre connections to CA3, a randomizing pattern
separation effect that is important during learning but not recall and that separates out the patterns represented by CA3 firing as
being very different from each other. This is optimal for an unstructured episodic memory system in which each memory must be
kept distinct from other memories. The direct perforant path input to CA3 is quantitatively appropriate for providing the cue for
recall in CA3 but not for learning. The CA1 recodes information from CA3 to set up associatively learned backprojections to the
neocortex to allow the subsequent retrieval of information to the neocortex, giving a quantitative account of the large number of
hippocampo-neocortical and neocortical-neocortical backprojections. Tests of the theory including hippocampal subregion
analyses and hippocampal NMDA receptor knockouts are described and support the theory.
Keywords Completion
Introduction
A computational theory of the operation of networks in the
hippocampus in memory (Kesner and Rolls 2015; Rolls 2010,
2016a) is described. The type of memory is episodic, referring
to the memory of a particular event or linked group of events
occurring typically at the same time and place. An example
might be where dinner was yesterday, who was present, who
sat where, what the menu was and the discussion. This must be
kept separate from, for example, what happened the day before
that. Episodic memory almost always has a spatial component
(Dere et al. 2008; Rolls 2017) and a spatial representation in the
hippocampus can be updated by self-motion to produce path
integration (McNaughton et al. 1996; Robertson et al. 1998;
Rolls 2016a; E.T. Rolls and S. Wirth in preparation).
Episodic memory can be operationally investigated in an-
imals including humans in the following ways. First is the
ability to store rapidly, on a single trial, a unique combination
of inputs that typically involve place or time and objects in-
cluding people and, later, to recall the whole memory from
any part. The episodic memory, in being formed rapidly, is
relatively unstructured and may be formed simply by associ-
ating together the spatial or temporal and object representa-
tions. In contrast, a semantic memory has structure and may
require many exemplars to learn the representation, as excep-
tions might occur, such as that an ostrich is a bird but cannot fly
(McClelland et al. 1995). The recall of many episodic
A useful source for some of the papers referred to below is www.oxcns.
org. A fuller description than is possible here of the operation of
autoassociation or attractor networks, pattern association networks and
competitive networks is provided by Rolls (2016a) in Appendix B, which
is available online http://www.oxcns.org/papers/Cerebral%20Cortex%
20Rolls%202016%20Contents%20and%20Appendices.pdf
More extensive citations of the literature are available elsewhere (Kesner
and Rolls 2015; Rolls 2016a).
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memories from the hippocampus may help to build semantic
memories in the neocortex, for example, a map of the world
based on the journeys that one has made. An example of a
semantic representation is a Jennifer Aniston neuron, which
may respond not only to Jennifer Aniston but also to other
actors in the same movie and the places with which they are
associated (Quiroga 2012; Rey et al. 2015). These neurons are
probably formed in high-order neocortical areas in the tempo-
ral lobes and their junction with the parietal lobes; and their
presence in the medial temporal lobe (Quiroga 2012), for ex-
ample, the parahippocampal gyrus, is probably because the
hippocampal system receives input from these high-order neo-
cortical areas. Autobiographical memory is a semantic memo-
ry that involves representations of the self, frequently involv-
ing the precuneus (Bubb et al. 2017; Cavanna and Trimble
2006; Fossati 2013) and that might be built by using the recall
of episodic memories. A second property of an episodic mem-
ory is that it may involve a temporal sequence of events. The
hippocampus has mechanisms that help to implement this
(Eichenbaum 2014; Howard and Eichenbaum 2015; Kesner
and Rolls 2015; Kraus et al. 2013b), as described below.
The theory of the hippocampus and episodic memory is
based on the remarkable neural architecture of the hippocam-
pus, on the effects of damage to it and on the neuronal activity
recorded in it. Once memories have been stored in the hippo-
campus, they may later need to be recalled to the neocortex; a
theory of the recall mechanism is part of the overall theory
(Treves and Rolls 1994; see also Backprojections to the
neocortex and memory recall). Once recalled to the neocortex,
the memories of particular events or episodes can be reported
verbally and, hence, this is a type of declarative memory
(Squire and Wixted 2011). The recalled information may also
be combined with other information to be reorganized and
stored semantically in the neocortex, i.e., in a form that reflects
meaning and structure, in contrast to the episodic memories
captured as discrete memories by the hippocampus
(McClelland et al. 1995). An example of a semantic represen-
tation might be a mental map that includes and describes the
relationships between the places to which one has made par-
ticular journeys. I start with a description of the underlying
architecture and functions of the hippocampus in order to
provide a firm foundation for the theory and then show ways
in which the theory is being tested experimentally.
Overview
Some of the key points in the computational theory are as
follows. The hippocampal CA3 system operates as a single
attractor or autoassociation network (1) to enable rapid one-
trial associations between any spatial location (place in rodents
or spatial view in primates) and an object or reward and (2) to
provide for completion of the whole memory during recall from
any part. The theory is extended to associations between time
and object or reward to implement temporal order memory,
which is also important in episodic memory. The dentate gyrus
performs pattern separation by competitive learning to produce
sparse representations, producing, for example, neurons with
place-like fields from entorhinal cortex grid cells. The dentate
granule cells produce, by the very small number of mossy fibre
connections to CA3, a randomizing pattern separation effect
that is important during learning but not recall and that separates
out the patterns represented by CA3 firing as being very differ-
ent from each other; this is optimal for an unstructured episodic
memory system in which each memory must be kept distinct
from other memories. The direct perforant path input to CA3
projection is quantitatively appropriate to provide, as a pattern
association mechanism, the cue for recall in CA3. The CA1
recodes information from CA3 in order to set up associatively
learned backprojections to the neocortex to allow the subse-
quent retrieval of information to the neocortex, providing a
quantitative account of the large number of hippocampo-
neocortical and neocortical-neocortical backprojections.
Empirical tests of the theory including hippocampal subregion
analyses and selective hippocampal NMDA receptor knockouts
are described and support the theory.
Structure and function of the hippocampal
system
Effects of damage to the hippocampus
In the patient H.M., bilateral damage to the hippocampus per-
formed to treat epilepsy produced an inability to remember
Brecent^ events (those since the hippocampal and related dam-
age), while leaving the memory of events that occurred prior to
the hippocampal damage and semantic and skill memory rela-
tively unimpaired (Corkin 2002; Scoville and Milner 1957). In
tests to examine the exact brain regions that impair this memory
for events, tasks that require objects to be associated with the
place in which they are located have been shown to be espe-
cially sensitive to hippocampal damage. Examples include
memory for the location of an escape platform in a water bath
in rats (Andersen et al. 2007; Morris and Frey 1997) and for the
location of an odour signifying the place where a food will be
found in a cheeseboard task (Kesner and Rolls 2015). Temporal
order memory for a sequence of places or objects is also im-
paired by hippocampal damage (Kesner and Rolls 2015) and
this functionality may be important in temporally linking a
sequence of events within an episodic memory. In monkeys,
analogous tasks involving object-place memory are impaired
by hippocampal damage (Banta Lavenex and Lavenex 2009),
whereas damage to the overlying perirhinal cortex, which is
connected to the inferior temporal cortex system involved in
the computation of invariant object representations (Rolls
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2012c, 2016a), impairs a different type of memorymore closely
related to perceptual functions, namely recognition memory for
objects (Buckley 2005).
These deficits produced by hippocampal damage underlie
the importance of the hippocampus in event memory in which
there is frequently an association of a place with an object.
This provides a prototypical paradigm in which to analyse and
conceptualize hippocampal computation.
Systems-level anatomy
To understand the functions of the primate hippocampus in
event or episodic memory, we need to understand from which
other parts of the brain it receives information and to what it in
turn connects. The primate hippocampus receives inputs via
the entorhinal cortex (Brodmann area 28), via the highly de-
veloped parahippocampal gyrus (areas TF and TH) and via the
perirhinal cortex from the ends of many processing streams of
the cerebral association cortex, including the visual and audi-
tory temporal lobe association cortical areas, the prefrontal
cortex and the parietal cortex (Lavenex and Amaral 2000;
Lavenex et al. 2004; Rolls 2016a; E.T. Rolls and S. Wirth in
preparation; Suzuki and Amaral 1994b; Van Hoesen 1982;
van Strien et al. 2009; see Figs. 1, 2b). The hippocampus is
thus, by its connections, potentially able to associate together
object and spatial representations. In addition, the entorhinal
cortex receives inputs from the amygdala and the orbitofrontal
cortex, which could provide reward/valence-related informa-
tion to the hippocampus (Carmichael and Price 1995;
Pitkanen et al. 2002).
The primary output from the hippocampus to neocortex
originates in CA1 and projects to the subiculum, entorhinal
cortex and parahippocampal structures (areas TF-TH) and to
the prefrontal cortex (Delatour and Witter 2002; van Haeften
et al. 2003; Van Hoesen 1982; van Strien et al. 2009; see
Figs. 1, 2b), although other outputs have been found (Kesner
and Rolls 2015). These are the pathways that are likely to be
involved in the recall of information from the hippocampus
back to the rest of the neocortex.
Neurophysiology of the hippocampus
The systems-level neurophysiology of the hippocampus
shows the information that could be stored or processed by
the hippocampus. To understand the way that the hippocam-
pus works, we need to state more than just that it can store
information - one needs to know what information.
Rodent place cells
In rodents, place cells, which respond when a rat is near a
particular place, are found in the hippocampus (Hartley et al.
2014; Jeffery 2011; McNaughton et al. 1983; O’Keefe and
Fig. 1 Connections of the primate hippocampus with the neocortex.
Macaque brain. Top Lateral view. Bottom Medial view. The
hippocampus receives its inputs via the parahippocampal gyrus (areas
TF and TH) and the perirhinal cortex (areas 35 and 36), both of which in
turn project to the entorhinal cortex (area 28), send inputs to the
hippocampus and receive backprojections from the hippocampus, as
shown in Fig. 2. The forward inputs towards the entorhinal cortex and
hippocampus are shown with large arrowheads and the weaker return
backprojections with small arroweads. The hippocampus receives input
via the perirhinal cortex areas 35 and 36, which project to the lateral
entorhinal cortex areas 28 from the ends of the hierarchically organized
ventral visual system pathways (V1, V2, V4, PIT, AIT) that represent
Bwhat^ object is present (including faces and even scenes), from the
anterior inferior temporal visual cortex (AIT, BA21, TE) where objects
and faces are represented and that receives input from the posterior
inferior temporal cortex (PIT, BA20, TEO), from the reward system in
the orbitofrontal cortex (OFC) and amygdala, from an area to which the
OFC projects, namely the anterior cingulate cortex BA32 and subgenual
cingulate cortex (BA25), from the high-order auditory cortex (BA22) and
from olfactory, taste and somatosensory Bwhat^ areas (not shown). These
ventral Bwhat^ pathways are shown in blue. The hippocampus also
receives via the parahippocampal cortex areas TF and TH inputs (shown
in red) from the dorsal visual Bwhere^ or Baction^ pathways, which reach
parietal cortex area 7 via the dorsal visual stream hierarchy, including V1,
V2, MT, MST, LIP and VIP and from areas to which they are connected,
including the dorsolateral prefrontal cortex BA46 and the posterior
cingulate and retrosplenial cortex (as arcuate sulcus, cs central sulcus,
ips intraparietal sulcus, ios inferior occipital sulcus, ls lunate sulcus, sts
superior temporal sulcus). The hippocampus provides a system for all the
high-order cortical regions to converge into a single network in the
hippocampal CA3 region, as shown in Fig. 2 (Rolls 2015b, 2016a)
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Dostrovsky 1971). Place cells are found in regions CA3 and
CA1 (with smaller place fields in the dentate granule cells;
Neunuebel and Knierim 2012; see Fig. 2a for the architecture
of the hippocampus). The representation is allocentric (as
contrasted with egocentric) in that the neurons fire whenever
the rat is in the place field, typically independently of the head
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direction of the rat. In themedial entorhinal cortex, grid cells are
present that have regularly spaced peaks of firing in an environ-
ment, so that as a rat runs through an environment, a single
neuron increases then decreases its firing a number of times
as the rat traverses the environment (Moser et al. 2015; see
also below). The grid cell system appears to provide ring con-
tinuous attractors that would be useful not only for spatial path
integration (computing position based on self-motion;
Giocomo et al. 2011; McNaughton et al. 2006) but also for
the timing information during sequence encoding for non-
spatial and spatial information (Kesner and Rolls 2015), as
described in the section Entorhinal cortex grid cells.
Primate spatial view cells and object-spatial view cells
In monkeys, which are used as a model to help understand
human memory, there is a prominent representation of spatial
view, the location at which the primate is looking (E.T. Rolls and
S. Wirth in preparation; Rolls and Xiang 2006; for example, see
Fig. 3). The representation of spatial view is allocentric, in that it
is independent of the place at which the monkey is located in the
room or of the eye position in the head (left gaze vs right gaze)
and of the head direction but depends on the location in space
being viewed (Georges-François et al. 1999). The spatial view
cells are updated by self-motion (e.g., moving the eyes or run-
ning to a new part of the environment) indicating that path inte-
gration is implemented (Robertson et al. 1998). This type of
representation is much more appropriate for a human memory
system than that in rodents, because a human can remember
where an object or person has been seen based just on looking
at the place, without necessarily ever having been at that place
(Rolls 2017); for example, you may remember where you have
seen a lecturer in a lecture theatre, without ever having visited the
precise place where the lecturer is standing. Moreover, some
spatial view neurons respond to particular combinations of ob-
ject and place, such as that object 1 is in place 1 on a screen
(Rolls et al. 2005) or that reward 1 is at place 1 on a screen (Rolls
and Xiang 2005) and thus seem to encode what is necessary for
an object-place memory representation system in the brain
(Rolls 2016a, 2017; Rolls and Xiang 2006). Further, some of
these neurons reflect the completion during recall of a whole
memory from a part, for example, of the spatial location at which
an object has previously been shown (Rolls and Xiang 2006).
Consistent with these findings and with the computational theo-
ry, human hippocampal neurons have now been reported to be
activated during recall (Gelbard-Sagiv et al. 2008). View cells
modulated by place have been found in monkeys (Rolls and
O’Mara 1995; E.T. Rolls and S. Wirth in preparation; Wirth
et al. 2017) and great care is needed to establish, by eye position
recordings taken together with recordings of the place where the
monkey is located during locomotion (Georges-François et al.
1999; Robertson et al. 1998; Rolls 1999; Rolls et al. 1997a,
1998), that there is information about place as well as about
spatial view in primates (E.T. Rolls and S. Wirth in preparation).
Evidence consistent with the presence of spatial view cells in the
primate hippocampus is that spatial view grid cells have been
described in themonkey entorhinal cortex (Buffalo 2015; Killian
et al. 2012; Rueckemann and Buffalo 2017). These neurons
correspond to place-related grid cells in rodents but, in primates,
the grid is for the space being looked at, instead. In humans,
places being viewed on a videomonitor (i.e., spatial views being
looked at), not places where the human is actually located, can
activate hippocampal neurons (Ekstrom et al. 2003).
Results consistent with object-place neurons in primates
(Rolls and Xiang 2006; Rolls et al. 2005) are that some hip-
pocampal neurons in rats respond on the basis of the conjunc-
tion of location and odour (Wood et al. 1999). Further,
Diamond and colleagues showed, by using the vibrissa so-
matosensory input for the Bobject^ system, that rat hippocam-
pal neurons respond to object-place combinations, objects or
places (Itskov et al. 2011).
Reward-related inputs to the hippocampus
The primate anterior hippocampus (which corresponds to the
rodent ventral hippocampus) receives inputs from brain regions
involved in reward processing such as the amygdala and
orbitofrontal cortex (Carmichael and Price 1995; Pitkanen
et al. 2002; Stefanacci et al. 1996; Suzuki and Amaral 1994a).
To investigate how this affective input is incorporated into pri-
mate hippocampal function, Rolls and Xiang (2005) recorded
neuronal activity while macaques performed a reward-place as-
sociation task in which each spatial scene shown on a video
monitor had one location that, if touched, yielded a preferred
Fig. 2 a Representation of connections within the hippocampus. Inputs
reach the hippocampus through the perforant path (1), which makes
synapses with the dendrites of the dentate granule cells and also with
the apical dendrites of the CA3 pyramidal cells. The dentate granule
cells project via the mossy fibres (2) to the CA3 pyramidal cells. The
well-developed recurrent collateral system of the CA3 cells is indicated.
The CA3 pyramidal cells project via the Schaffer collaterals (3) to the
CA1 pyramidal cells, which in turn have connections (4) to the
subiculum. b, c Forward connections (solid blue lines) from areas of the
cerebral association neocortex via the parahippocampal gyrus and
perirhinal cortex and entorhinal cortex to the hippocampus and
backprojections (dashed green lines) via the hippocampal CA1 pyramidal
cells, subiculum and parahippocampal gyrus to the neocortex. Great con-
vergence occurs in the forward connections down to the single network
implemented in the CA3 pyramidal cells and great divergence again in the
backprojections. b Block diagram. c More detailed representation of
some of the principal excitatory neurons in the pathways. The CA3 re-
current collateral connections are shown in red (D deep pyramidal cells,
DG dentate granule cells, F forward inputs to areas of the association
cortex from preceding cortical areas in the hierarchy, mf mossy fibres,
PHG parahippocampal gyrus and perirhinal cortex, pp perforant path, rc
recurrent collateral of the CA3 hippocampal pyramidal cells, S superficial
pyramidal cells, 2 pyramidal cells in layer 2 of the entorhinal cortex, 3
pyramidal cells in layer 3 of the entorhinal cortex). The thick lines above
the cell bodies represent dendrites
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fruit juice reward and a second location that yielded a less pre-
ferred juice reward. Each scene had different locations for the
different rewards. Of 312 hippocampal neurons analysed, 18%
responded more to the location of the preferred reward in differ-
ent scenes and 5% to the location of the less preferred reward
(Rolls and Xiang 2005). When the locations of the preferred
rewards in the scenes were reversed, 60% of 44 neurons tested
reversed the location to which they responded, showing that the
reward-place associations could be altered by new learning in a
few trials. The majority (82%) of these 44 hippocampal reward-
place neurons tested did not respond to object-reward associa-
tions in a visual discrimination object-reward association task.
Thus, the primate hippocampus contains a representation of the
reward associations of places Bout there^ being viewed; this is a
way in which affective information can be stored as part of an
episodic memory and in which the current mood state can influ-
ence the retrieval of episodic memories. Consistent evidence has
been presented showing that rewards available in a spatial envi-
ronment can influence the responsiveness of rodent place neu-
rons (Hölscher et al. 2003; Redila et al. 2014; Tabuchi et al.
2003). Further evidence that reward-related information reaches
the primate hippocampus is that when macaques learn a novel
object-place task, some hippocampal neurons respond to correct
outcomes, and others to error outcomes (Wirth et al. 2009).
In humans, reward and non-reward information reaches the
hippocampus and appears to be related to the ruminating sad
memories present in depression. In depression, there is reduced
functional connectivity of the medial orbitofrontal cortex
reward-related system with the parahippocampal gyrus and in-
creased functional connectivity of the lateral orbitofrontal cor-
tex non-reward related system, which is implicated in depres-
sion (Rolls 2016b), with the precuneus (W. Cheng et al. in
preparation) and posterior cingulate cortex (W. Cheng et al. in
preparation), areas that provide access to the hippocampal sys-
tem and that are involved in representations of space and of the
self (Cavanna and Trimble 2006; Rolls 2015b).
Internal structure and connectivity
of the hippocampus
The internal hippocampal circuitry is shown in Fig. 2a
(Amaral et al. 1990; Amaral and Witter 1989; Andersen
et al. 2007; Kondo et al. 2009; van Strien et al. 2009).
Projections from the entorhinal cortex layer 2 reach the gran-
ule cells (of which there are 106 in the rat) in the dentate gyrus
(DG), via the perforant path (pp; Witter 1993). The granule
cells project to CA3 cells via the mossy fibres (mf), which
provide a sparse but possibly powerful connection to the
3.105 CA3 pyramidal cells in the rat. Each CA3 cell receives
approximately 46 mossy fibre inputs, so that the sparseness of
this connectivity is thus 0.005%. By contrast, there are also
manymore, possibly weaker, direct perforant path inputs from
layer 2 of the entorhinal cortex onto each CA3 cell: in the rat,
of the order of 4.103. The largest number of synapses (about
1.2.104 in the rat) on the dendrites of CA3 pyramidal cells is,
however, provided by the (recurrent) axon collaterals of CA3
cells themselves (rc; see Fig. 3). Remarkably, the recurrent
collaterals are distributed to other CA3 cells largely through-
out the hippocampus (Amaral et al. 1990; Amaral and Witter
1989, 1995; Ishizuka et al. 1990; Witter 2007), so that effec-
tively the CA3 system provides a single network with a con-
nectivity of approximately 2% between the different CA3
neurons given that the connections are bilateral. The CA3-
CA3 recurrent collateral system is even more extensive in
macaques than in rats (Kondo et al. 2009). The neurons that
comprise CA3, in turn, project to CA1 neurons via the
Schaffer collaterals. In addition, projections that terminate in
the CA1 region originate in layer 3 of the entorhinal cortex
(see Fig. 2b; van Strien et al. 2009).
Theory of the operation of hippocampal
circuitry as a memory system
Introductory remarks
In this section, I consider the way that an event or episodic
memories might be stored in and retrieved by hippocampal
circuitry and in addition retrieved back into the neocortex
where they may be incorporated into long-term semantic or
autobiographical memory (Kesner and Rolls 2015). The the-
ory has been developed through many stages (Rolls 1987,
1989b; Rolls 1995; Treves and Rolls 1992, 1994) with fuller
accounts and recent developments available (Kesner and Rolls
2015; Rolls 2016a). The theory illustrates the importance of
taking into account the details of the circuitry involved in the
development of theories of brain function. Some background
is that many of the synapses in the hippocampus show asso-
ciative modification, as revealed by long-term potentiation
and that this synaptic modification appears to be involved in
learning (Andersen et al. 2007; Takeuchi et al. 2014; Wang
and Morris 2010). Early work by David Marr (1971) showed
the manner in which associatively modified recurrent connec-
tivity could support pattern completion but he did not identify
the CA3 network of the hippocampus as being the crucial
Fig. 3 Examples of the firing of a hippocampal spatial view cell (av216)
when the monkey was at various positions in the room, with various head
directions, looking at wall 1 of the room. The details of the spatial view
field are shown by the different firing rates with the colour calibration bar
shown below. The firing rate of the cell in spikes/s as a function of
horizontal and vertical eye position is indicated by the colour in each
diagram left (with the calibration bar in spikes/s shown below).
Positive values of eye position represent right in the horizontal plane
and up in the vertical plane (hatched box right approximate position of
spatial view field). The diagram provides evidence that the spatial view
field is in allocentric room-based coordinates and not eye position or
place coordinates (for details see Georges-François et al. 1999)
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network with an appropriate architecture for this to occur. This
type of network became known as an autoassociation network
(because a pattern is associated with itself by using the recur-
rent collaterals) in further work by Kohonen (1977) and also
became known as an attractor network following the quanti-
tative approach in which partial patterns could be attracted
into a basin of attraction (Amit 1989; Hopfield 1982).
A description of the operation of autoassociation networks is
provided elsewhere (Amit 1989; Hertz et al. 1991; Rolls and
Treves 1998) including Cerebral Cortex: Principles of
Operation (Rolls 2016a), the Appendices of which are online
at www.oxcns.org and a summary is provided in
Supplementary Material Box 1, with illustrative simulations
available as exercises (Rolls 2016a).
CA3 as an autoassociation or attractor memory
Arbitrary associations and pattern completion in recall
On the basis of the evidence summarized above concerning
the connectivity of the hippocampus, on the autoassociation
networks and on the role of synaptic modification in memory,
Rolls (1987, 1989b) at the DahlemConference in 1985 on The
Neural and Molecular Bases of Learning (Rolls 1987) and
others (Levy 1989; McNaughton 1991; McNaughton and
Morris 1987) suggested that the CA3 stage acts as an
autoassociation memory that enables episodic memories to
be formed and stored in the CA3 network and that, subse-
quently, the extensive recurrent collateral connectivity allows
for the retrieval of a whole representation to be initiated by the
activation of some small part of the same representation (the
cue). The crucial synaptic modification for this is in the CA3
recurrent collateral synapses (see Figs. 1, 2, 4).
The hypothesis is that because the CA3 operates effectively
as a single network, it can allow arbitrary associations be-
tween inputs originating from very different parts of the cere-
bral cortex to be formed. These might involve associations
between information originating in the temporal lobe visual
cortex about the presence of an object (Rolls 2012c) and in-
formation originating from scene-selective representations
about where the object is (Kornblith et al. 2013; Nasr et al.
2011). Each event might be stored in as little as 1 s (because
autoassociation memories require only one-shot learning and
long-term potentiation needs only brief inputs) and each event
would consist of the vector of neurons firing at the inputs to
the hippocampus. An episodic memory might be a single
Fig. 4 Numbers of connections
from three different sources onto
each CA3 cell in the rat. After
Rolls and Treves (1998) and
Treves and Rolls (1992)
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event or a sequence of events. Although some spatial gradient
is present in the CA3 recurrent connections, so that the con-
nectivity is not fully uniform in the rat (Ishizuka et al. 1990;
Witter 2007) with, very interestingly, there being less gradient
in primates (Kondo et al. 2009), the network will still have the
properties of a single interconnected autoassociation network
allowing associations between arbitrary neurons to be formed,
given the presence of many long-range connections that over-
lap from different CA3 cells and given the ability of attractor
networks to operate with diluted connectivity shown in our
computational studies prompted by this problem (Treves
1990; Treves and Rolls 1991). The connectivity of the CA3
network is diluted (as contrasted with fully connected) in that
there are only approximately 12,000 recurrent collateral syn-
apses on each CA3 neuron and 300,000 CA3 neurons (as
shown in Fig. 4). Indeed, diluted connectivity in
autoassociation networks in the brain, for example, those in
CA3 and those implemented by recurrent collaterals in the
neocortex, have been suggested to be advantageous by reduc-
ing the probability of multiple connections between any pair
of neurons; such multiple connections, if present, would dis-
tort the basins of attraction and considerably reduce the num-
ber of memories that can be stored (Rolls 2012a, 2016a). The
diluted connectivity is also advantageous in the pattern asso-
ciation and competitive networks in the hippocampal system
(Rolls 2015a, 2016a, c; Rolls and Webb 2012).
Crucial issues include: how many memories can be stored
in this system (to determine whether the autoassociation hy-
pothesis leads to a realistic estimate of such number of mem-
ories that the hippocampus can store); whether the whole of a
memory can be completed from any part; whether the
autoassociation memory can act as a short-term memory, for
which the architecture is inherently suited; whether the system
can operate with spatial representations that are essentially
continuous because of the continuous nature of space; and
when the system stores or recalls information. These and re-
lated issues are considered below and inmore detail elsewhere
(Kesner and Rolls 2015; Rolls 2010, 2013a, 2013b, 2016a).
Storage capacity
We performed quantitative analyses of the storage and
retrieval processes in the CA3 network (Treves and Rolls
1991, 1992). We extended previous formal models of
autoassociative memory (Amit 1989; Hopfield 1982) by
analysing a network with graded response units, so as to rep-
resent more realistically the continuously variable rates at
which neurons fire and with incomplete connectivity (Rolls
2016a; Rolls and Treves 1998; Rolls et al. 1997b; Treves
1990; Treves and Rolls 1991). We found that, in general, the
maximum number pmax of firing patterns that can be
(individually) retrieved is proportional to the number CRC of
(associatively) modifiable recurrent collateral synapses on to
each neuron, by a factor that increases roughly with the in-
verse of the sparseness a of the neuronal representation (de-
fined below). Each memory is precisely defined in the theory:
it is a set of firing rates of the population of neurons (which
represent a memory) that can be stored and later retrieved,
with retrieval being possible from a fraction of the originally
stored set of neuronal firing rates (Rolls 2016a). The neuronal
population sparseness a of the representation can be measured
by extending the binary notion of the proportion of neurons
that are firing to any one stimulus or event as:
a ¼ ∑i¼1;Nri=N
 
2=∑i¼1;N ri
2=N
  ð1Þ
where ri is the firing rate (e.g., spikes/s, typically in the range
0–100 spikes/s) of the i’th neuron in the set of N neurons. The
sparseness ranges from 1/N, when only one of the neurons
responds to a particular stimulus (a local or grandmother cell
representation; Rolls and Treves 2011), to a value of 1.0,
attained when all the neurons are responding at the same rate
to a given stimulus (Franco et al. 2007; Rolls and Treves 2011;
Treves and Rolls 1991). The maximum number of patterns,
pmax, that can be stored and correctly retrieved is ap-
proximately:
pmax≅
CRC
aln 1=að Þ k ð2Þ
where CRC is the number of recurrent collateral connections
onto each neuron and k is a scaling factor that depends weakly
on the detailed structure of the rate distribution, on the con-
nectivity pattern, etc., but that is roughly in the order of 0.2–
0.3 (Treves and Rolls 1991). For example, for CRC = 12,000
associatively modifiable recurrent collateral synapses onto
each neuron and a = 0.02, pmax is calculated to be approxi-
mately 36,000. This analysis emphasizes the utility of having
a sparse representation in the hippocampus, for sparse distrib-
uted representations increase the number of different memo-
ries that can be stored (Treves and Rolls 1991), a feature that is
essential for an episodic memory (Rolls 2010, 2016a).
In order for most associative networks to store informa-
tion efficiently, both heterosynaptic Long Term Depression
(LTD) in which a synapse decreases in strength when the
presynaptic term is low and the postsynaptic term is high
and Long Term Potentiation (LTP) in which an increase
occurs in synaptic strength when both the pre- and post-
synaptic terms are high are required (Collingridge et al.
2010; Rolls 2016a; Rolls and Treves 1990, 1998; Treves
and Rolls 1991). The long-term depression can effectively
remove the effect of the positive-only firing rates in the
brain by subtracting the mean firing rate. Simulations that
are consistent with the analytic theory have been performed
(Rolls 2012a; Rolls et al. 1997b; Rolls and Webb 2012;
Simmen et al. 1996).
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Several points that arise, including the measurement of the
total amount of information (in bits per synapse) that can be
retrieved from the network, the computational definition of a
memory, the computational sense in which CA3 is an attractor
network and the possible computational utility of memory
reconsolidation, are treated elsewhere (Rolls 2016a). Here, I
note that, given that the memory capacity of the hippocampal
CA3 system is limited, some form of forgetting is needed in
this store or some other mechanism to ensure that its capacity
is not exceeded. Exceeding the capacity can lead to a loss of
much of the information retrievable from the network.
Heterosynaptic LTD could help this forgetting, by enabling
new memories to overwrite old memories (Rolls 2016a).
The limited capacity of the CA3 system also provides one of
the arguments that some transfer of information from the hip-
pocampus to neocortical memory stores are useful (see Treves
and Rolls 1994). Given its limited capacity, the hippocampus
might be a useful store (e.g., for episodic memories) for only a
limited period, which might be in the order of days, weeks or
months. This period may well depend on the acquisition rate
of new episodic memories. If the animal were in a constant
and limited environment, then as new information is not being
added to the hippocampus, the representations in the hippo-
campus would remain stable and persistent. These hypotheses
have clear experimental implications, both for recordings
from single neurons and for the gradient of retrograde amne-
sia, both of which might be expected to depend onwhether the
environment is stable or frequently changing. They show that
the conditions under which a gradient of retrograde amnesia
might be demonstrable would be when large numbers of new
memories are being acquired, not when only a few memories
(a few in the case of the hippocampus being less than a few
hundred) are being learned (Rolls 2016a).
Recall and completion
A fundamental property of the autoassociation model of the
CA3 recurrent collateral network is that the recall can be sym-
metric, i.e., the whole of the memory can be retrieved and
completed from any part (Amit 1989; Hopfield 1982;
Kesner and Rolls 2015; Rolls 2016a; Rolls and Treves
1998). For example, in an object-place autoassociation mem-
ory, a place can be recalled from an object retrieval cue (and
potentially vice versa). In a test of this, Day et al. (2003)
trained rats in a study phase to learn, in one trial, an association
between two flavours of food and two spatial locations.
During a recall test phase, they were presented with a flavor
that served as a cue for the selection of the correct location.
They found that injections of an NMDA receptor blocker
(AP5) or AMPA/kainate receptor blocker (CNQX) to the dor-
sal hippocampus prior to the study phase impaired encoding
but that injections of AP5 prior to the test phase did not impair
the place recall, whereas injections of CNQX did impair the
place recall. The interpretation is that, somewhere in the hip-
pocampus, NMDA receptors are necessary for forming one-
trial odour-place associations and that recall can be performed
without further involvement of NMDA receptors. The impli-
cation, consistent with investigations of LTP (Takeuchi et al.
2014), is that NMDA glutamate receptors are necessary for
synaptic modification but that recall may use the AMPA re-
ceptors modified by the learning.
Evidence that the CA3 system is not necessarily required
during recall in a reference memory (previously learned) spa-
tial task, such as the water maze spatial navigation for a single
spatial location task, is that CA3 lesioned rats are not impaired
during recall of a previously learned water maze task (Brun
et al. 2002; Florian and Roullet 2004). However, if completion
from an incomplete cue is needed (e.g., finding a place with
only a few room cues), then CA3 NMDA receptors are nec-
essary (presumably to ensure satisfactory CA3-CA3 learning)
even in a reference memory task (Gold and Kesner 2005;
Kesner and Rolls 2015; Nakazawa et al. 2002). Thus, the
CA3 system appears to be especially needed in rapid one-
trial object-place recall and when completion from an incom-
plete cue is required (see below). Note that an object-place
task is a model of episodic memory, episodic memory usually
has a spatial component and place cells in rats and spatial view
cells in primates provide the spatial representation that is need-
ed (Rolls 2016a; E.T. Rolls and S. Wirth in preparation).
Continuous spatial patterns and CA3 representations
The finding that spatial patterns, which imply continuous rep-
resentations of space, are represented in the hippocampus has
led to the application of continuous attractor models to help us
to understand hippocampal function. This has been necessary,
because (1) space is inherently continuous, (2) the firing of
place and spatial view cells is approximately Gaussian as a
function of the distance away from the preferred spatial loca-
tion, (3) these cells have spatially overlapping fields and (4)
the theory is that these cells in CA3 are connected by Hebb-
modifiable synapses. This specification would inherently lead
the system to operate as a continuous attractor network.
Continuous attractor network models have been extensively
studied (Amari 1977; Battaglia and Treves 1998a; Rolls and
Stringer 2005; Samsonovich and McNaughton 1997; Stringer
and Rolls 2002; Stringer et al. 2004, 2002a, b) and are de-
scribed briefly next (see also Rolls 2016a).
A Bcontinuous attractor^ neural network (CANN) can
maintain the firing of its neurons to represent any location
along a continuous physical dimension such as spatial view,
spatial position and head direction. The network architecture
is the same as that illustrated in SupplementaryMaterial Box 1
for a discrete attractor network but each neuron has a peak of
firing that gradually falls off the further away that the current
position is from the centre of the spatial field and each neuron
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has a spatial field that is offset from its neighbours’ in the
state space, as illustrated in Fig. 5. The CANN uses the excit-
atory recurrent collateral connections between the neurons as
set up by associative learning to reflect the distance between
the neurons in the state space of the animal (e.g., place or
spatial view or head direction). These networks can maintain
the bubble or packet of neural activity constant for long pe-
riods, wherever it is started to represent the current state (head
direction, position, etc) of the animal and are likely to be
involved in many aspects of spatial processing and memory,
including spatial vision and navigation. Global inhibition is
used to keep the number of neurons in a bubble or packet of
actively firing neurons relatively constant and to help to en-
sure that only one activity packet is present (see example in
Fig. 5).
Continuous attractor networks can be thought of as being
very similar to autoassociation or discrete attractor networks
(Rolls 2016a) and have the same architecture (Supplementary
Material Box 1). Themain difference is that the patterns stored
in a CANN are continuous patterns, with each neuron having
broadly tuned firing that decreases with, for example, a
Gaussian function as the distance from the optimal firing lo-
cation of the cell is varied and with different neurons having
tuning that overlaps throughout the space. Such tuning is il-
lustrated in Fig. 5. The connections set up by associative learn-
ing between the neurons in the bubble of activity can later
maintain that bubble of activity (Rolls 2016a). For compari-
son, autoassociation networks normally have discrete
(separate) patterns (each pattern implemented by the firing
of a particular subset of the neurons that can overlap with other
subsets), with no continuous distribution of the patterns
throughout the space (see Fig. 5). A discrete sparse distributed
representation with graded firing rates is used to encode and
store representations of objects (Rolls 2016a; Rolls and Treves
2011). A consequent difference from a discrete attractor net-
work is that the CANN can maintain its firing at any location
in the trained continuous space, whereas a discrete attractor or
autoassociation network moves its population of active neu-
rons towards one of the previously learned separate attractor
states and thus implements the recall of a particular previously
learned pattern from an incomplete or noisy (distorted) ver-
sion of one of the previously learned patterns.
Space is continuous and object representations are discrete.
If these representations are to be combined in, for example, an
object-place memory (Leutgeb et al. 2005; Rolls and Xiang
2005, 2006; Rolls et al. 2005), then we need to understand the
operation of networks that combine these representations.
Rolls et al. (2002) showed that attractor networks can store
both continuous patterns and discrete patterns (as illustrated in
Fig. 5) and can thus be used to store, for example, the location
in a (continuous, physical) space (e.g., the place Bout there^ in
a room represented by spatial view cells) where an object (a
discrete item) is present. We demonstrated this by storing as-
sociated continuous and discrete representations in the same
single attractor network and then by revealing that the repre-
sentation in the continuous space can be retrieved by the dis-
crete object that is associated with that spatial position and that
the representation of the discrete object can be retrieved by
providing the position in the continuous representation of
space.
If spatial representations are stored in the hippocampus, an
important issue arises in terms of understandingmemories that
include a spatial component or context of how many such
spatial representations can be stored in a continuous attractor
network. One very interesting result is that, because correla-
tions between the representations of places in different maps
or charts (where each map or chart might be of one room or
locale by using, for example, cues in the room) are generally
low, verymany different maps can be simultaneously stored in
a continuous attractor network (Battaglia and Treves 1998a;
Rolls 2016a).
Fig. 5 Types of firing patterns stored in continuous attractor networks
illustrated for the patterns present on neurons 1–1000 for Memory 1
(when the firing is that produced when the spatial state represented is
that for location 300) and for Memory 2 (when the firing is that
produced when the spatial state represented is that for location 500).
The continuous nature of the spatial representation results from the fact
that each neuron has a Gaussian firing rate that peaks at its optimal
location. This particular mixed network also contains discrete
representations that consist of discrete subsets of active binary firing
rate neurons in the range 1001–1500. The firing of these latter neurons
can be thought of as representing the discrete events that occur at the
location. Continuous attractor networks by definition contain only
continuous representations, although this particular network can store
mixed continuous and discrete representations and is illustrated to show
the difference of the firing patterns normally stored in separate continuous
attractor and discrete attractor networks. For this particular mixed
network, during learning, Memory 1 is stored in the synaptic weights,
then Memory 2, etc. and each memory contains a part that is
continuously distributed to represent physical space and a part that
represents a discrete event or object. The spatial and object
representations are bound together by being simultaneously present
when the event is stored (from Rolls et al. 2002, where further details
can be found)
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We considered how spatial representations can be stored in
continuous attractor networks and how the activity can be
maintained at any location in the state space in a form of
short-term memory when the external (e.g., visual) input is
removed. However, many networks with spatial representa-
tions in the brain can be updated by internal self-motion
(i.e., idiothetic) cues even when no external (e.g., visual) input
is present. The ways in which path integration can be imple-
mented in recurrent networks such as the CA3 system in the
hippocampus or in related systems including the entorhinal
cortex (see below) are described elsewhere (Giocomo et al.
2011; McNaughton et al. 2006; Samsonovich and
McNaughton 1997; Stringer et al. 2002a, 2002b) and have
been applied to primate spatial view cells by Rolls and col-
leagues (Rolls and Stringer 2005; Stringer et al. 2004, 2005).
BCognitive maps^ (O’Keefe and Nadel 1978) can be under-
stood by the operation of these attractor networks and the way
that they are updated by learning and by self-motion (Rolls
2016a). However, those who have focused on spatial and nav-
igation processing in the hippocampus rather than memory
processing do now envisage that attractor networks are in-
volved in hippocampal function (Hartley et al. 2014).
Mossy fibre inputs to the CA3 cells
We hypothesize that the mossy fibre inputs force efficient
information storage by virtue of their strong and sparse
influence on the CA3 cell firing rates, in order to produce
pattern separation, as described next. The strong effects
likely to be mediated by the mossy fibres have also been
emphasized by McNaughton and Morris (1987) and
McNaughton and Nadel (1990). We (Rolls 1987, 1989c,
2013a, 2016a; Rolls and Treves 1998; Treves and Rolls
1992) hypothesize that the mossy fibre input is particularly
appropriate in several ways. First, the finding that mossy fibre
synapses are large and located very close to the soma makes
them relatively powerful in activating the postsynaptic cell.
Second, the firing activity of dentate granule cells appears to
be very sparse (Jung and McNaughton 1993; Leutgeb et al.
2007; Neunuebel and Knierim 2012) and this, together with
the small number of connections on each CA3 cell, produces a
sparse signal that can then be transformed into sparse firing
activity in CA3 by a threshold effect. The hypothesis is that
the mossy fibre sparse connectivity solution performs the ap-
propriate function to enable learning to operate correctly in the
CA3 to CA3 synaptic connections (Cerasti and Treves 2010;
Treves and Rolls 1992). Quantitative analysis shows that the
perforant path input would not produce a pattern of firing in
CA3 that contains sufficient information for learning (Treves
and Rolls 1992).
The particular property of the small number of mossy fibre
connections onto a CA3 cell, approximately 46 (see Fig. 4), is
that this has a randomizing effect on the representations set up
in CA3, so that they are as different as possible from each
other (Cerasti and Treves 2010; Rolls 1989b, 2013a, 2016a;
Rolls and Treves 1998; Treves and Rolls 1992). This is a
pattern separation effect, which means, for example, that place
cells in a given environment are well separated to cover the
whole space and that any new object-place associations
formed are different from earlier episodic memories. The re-
sult is that any one event or episode will set up a representation
that is very different from other events or episodes, because
the set of CA3 neurons activated for each event is random.
This is then the optimal situation for the CA3 recurrent collat-
eral effect to operate, because it can then associate together the
random set of neurons that are active for a particular event (for
example, an object in a particular place) and later recall the
whole set from any part. It is because the representations in
CA3 are unstructured or random, in this way, that large num-
bers of memories can be stored in the CA3 autoassociation
system and that interference between the different memories is
kept as low as possible, in that these memories are maximally
different from each other (Hopfield 1982; Rolls and Treves
1998; Treves and Rolls 1991). If some storedmemory patterns
were similar, they would tend to interfere with each other
during recall. For an episodic memory, each stored memory
pattern should be different from the others, so that each epi-
sode can be separately retrieved.
The requirement for a small number of mossy fibre con-
nections onto each CA3 neuron applies not only to discrete
(Treves and Rolls 1992) but also to spatial representations and
some learning in these connections, whether associative or
not, can help to select out the small number of mossy fibres
that may be active at any one time in order to chose a set of
random neurons in the CA3 (Cerasti and Treves 2010). Any
learning may help by reducing the accuracy required for a
particular number of mossy fibre connections to be specified
genetically onto each CA3 neuron. The optimal number of
mossy fibres for the best information transfer from dentate
granule cells to CA3 cells is in the order of 35–50 (Cerasti
and Treves 2010; Treves and Rolls 1992). The mossy fibres
also make connections useful for feedforward inhibition
(Acsady et al. 1998), which may help to normalize the inputs
and to help stability (Rolls 2016a).
On the basis of these and other points, we predicted that the
mossy fibres may be necessary for new learning in the hippo-
campus but may not be necessary for the recall of existing
memories from the hippocampus; existing memories can in-
stead be implemented by the perforant path synapses that
come directly from the entorhinal cortex and that make many
more connections onto each CA3 neuron and are associatively
modifiable (Rolls 2016a; Rolls and Treves 1998; Treves and
Rolls 1992; see below). Experimental evidence consistent
with this prediction about the role of the mossy fibres in learn-
ing has been found in rats with disruption of the dentate gran-
ule cells (Lassalle et al. 2000; see Tests of the theory).
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We (Rolls and Kesner 2006) hypothesized that the
nonassociative plasticity of mossy fibres (i.e., synaptic
potentiation that does not depend on the activity of the
postsynaptic neuron; see Brown et al. 1990) might have a
useful effect in enhancing the signal-to-noise ratio of the effects
of the dentate input to CA3 in that a consistently firing mossy
fibre would produce nonlinearly amplified currents in the post-
synaptic cell, an effect that would not happen with an occa-
sionally firing fibre (Treves and Rolls 1992). This plasticity
and the competitive learning in the dentate granule cells would
also have the effect that similar fragments of each episode (e.g.,
the same environmental location) recurring on subsequent oc-
casions would be more likely to activate the same population
of CA3 cells. This would have potential advantages in terms of
economy of use of the CA3 cells in different memories and in
making some link between different episodic memories with a
common feature, such as the same location in space.
Consistent with this, dentate neurons that fire repeatedly are
more effective in activating CA3 neurons (Henze et al. 2002).
As acetylcholine turns down the efficacy of the recurrent
collateral synapses between CA3 neurons (Giocomo and
Hasselmo 2007; Hasselmo and Sarter 2011; Hasselmo et al.
1995; Newman et al. 2012), then cholinergic activation also
might help to allow external inputs rather than the internal
recurrent collateral inputs to dominate the firing of the CA3
neurons during learning, as the current theory proposes (Rolls
2013a; Rolls and Deco 2015). If cholinergic activation at the
same time facilitated LTP in the recurrent collaterals (as it
appears to in the neocortex), then cholinergic activation might
have a useful double role in facilitating new learning at times
of behavioural activation and emotional arousal, when pre-
sumably it may be particularly relevant to allocate some of
the limited memory capacity to new memories. Acetylcholine
may also facilitate memory storage (versus recall) by enhanc-
ing firing in dentate granule cells (see Kesner and Rolls
(2015)).
Perforant path inputs to CA3 cells
By calculating the amount of information that would end up
being carried by a CA3 firing pattern produced solely by the
perforant path input and by the effect of the recurrent connec-
tions (i.e., without dentate input), we showed (Treves and
Rolls 1992) that an input of the perforant path type, alone, is
unable to direct efficient information storage. Such an input is
too weak, it turns out, to drive the firing of the cells, as the
Bdynamics^ of the network is dominated by the randomizing
effect of the recurrent collaterals. On the other hand, an
autoassociative memory network needs afferent inputs to ap-
ply the retrieval cue to the network. We have shown that the
perforant path system is likely to be the one involved in relay-
ing the cues that initiate retrieval in CA3. The concept is that,
in order to initiate retrieval, a numerically large input through
associatively modified synapses is useful, so that even a par-
tial cue is sufficient and that the retrieval cue need not be very
strong, as the recurrent collaterals then take over in the retriev-
al process (Rolls 2016a; Treves and Rolls 1992). In contrast,
during storage, strong signals, in the order of millivolts for
each synaptic connection, are provided by the mossy fibre
inputs to dominate the recurrent collateral activations, so that
the new pattern of CA3 cell firing can be stored in the CA3
recurrent collateral connections (Rolls 2016a; Treves and
Rolls 1992).
The associatively modified synapses required in the
perforant path to CA3 synapsesmake this a pattern association
network. The architecture and properties of pattern association
networks are described briefly in SupplementaryMaterial Box
2 and in more depth elsewhere (Rolls 2016a). These synapses
need to be modified during the storage of an event memory,
with the entorhinal input to CA3 becoming associated with
whatever subset of neurons in CA3 is firing at that time
(Treves and Rolls 1992).
Noise in memory recall
Randomness (sometimes referred to as noise) is present in the
spiking times of individual neurons, i.e., for a given mean
firing rate, the spike times often have a close to Poisson dis-
tribution. The noise arises from synaptic and neuronal pro-
cesses in ion channels, the quantal release of transmitter, etc.
(Faisal et al. 2008). A result is that, in an autoassociation
network, if one population of neurons for one attractor or
memory state has by chancemore spikes from its neurons than
the other populations, then the memory with more spikes is
more likely to be recalled, especially when the recall cue or
cues for the various neurons are relatively similar in strength.
The operation of such systems has been described in The
Noisy Brain: Stochastic Dynamics as a Principle of Brain
Science (Rolls and Deco 2010) in the context of decision-
making (Wang 2008) but the approach applies equally to
memory recall in an autoassociation memory, as the network
architecture and operation for memory and for decision-
making is the same (Rolls 2016a). This noisy operation of
the brain has been proposed to have many advantages, for
example, in promoting the recall of different memories or
different associations on different occasions, even when the
inputs are similar and this is proposed to be an important
contributor to original thought and creativity (Rolls 2016a;
Rolls and Deco 2010). Too much noise and therefore the in-
stability of memory and decision systems might promote un-
stable attention and loose thought associations in schizophre-
nia (Loh et al. 2007; Rolls 2012b; Rolls et al. 2008b). Too little
noise and therefore too much stability may contribute to some
of the symptoms of obsessive-compulsive disorder (Rolls
2012b; Rolls et al. 2008a). In both these cases, the combina-
tion of theoretical neuroscience approaches with experimental
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evidence concerning the transmitters present in these states is
leading to interesting new approaches to understanding these
disorders and perhaps to treating them more successfully
(Rolls 2012b, 2016a), together with the cognitive effects in
normal aging (Rolls and Deco 2015).
Dentate granule cells
Pattern separation
We now turn to the hypothesis that the dentate granule cell
stage of hippocampal processing, which precedes the CA3
stage, acts as a competitive network in a number of ways to
produce, during learning, the sparse yet efficient (i.e., non-
redundant) representation in CA3 neurons that is required
for the autoassociation implemented by CA3 to perform well
(Rolls 1989b, 2016a; Rolls et al. 2006; Treves and Rolls
1992). The properties of competitive networks are summa-
rized in Supplementary Material Box 3 and in more detail
by Rolls (2008, 2016a). An important property for episodic
memory is that the dentate, by acting in this way, performs
pattern separation (or orthogonalization; Rolls 1989b, 2013a;
Rolls et al. 2006; Treves and Rolls 1992), enabling the hippo-
campus to store different memories of even similar events; this
prediction has been confirmed (Gilbert et al. 2001; Goodrich-
Hunsaker et al. 2008; Kesner and Rolls 2015; Leutgeb and
Leutgeb 2007; McHugh et al. 2007; Rolls 2016a; see also
Tests of the theory). The term pattern separation refers to the
property that the output patterns are less correlated with each
other than the input patterns, i.e., orthogonaliztion has been
produced.
As just described, the dentate granule cells might be impor-
tant in helping to build and prepare spatial representations for
the CA3 network. The actual representation of space in the
primate hippocampus includes a representation of spatial view
(E.T. Rolls and S. Wirth in preparation; Rolls and Xiang
2006), whereas in the rat hippocampus, it is of the place where
the rat is. The representation in the rat may be related to the
fact that, with a much less developed visual system than the
primate, the rat’s representation of space may be defined more
by the olfactory, tactile and distant visual cues present and
may thus tend to reflect the place in which the rat finds itself.
However, the spatial representations in the rat and primate
could arise from essentially the same computational process
as follows (de Araujo et al. 2001; Rolls 1999). The starting
assumption is that, in both the rat and the primate, the dentate
granule cells (and the CA3 and CA1 pyramidal cells) respond
to combinations of the inputs received. In the case of the
primate, a combination of visual features in the environment
will result, because of the fovea providing high spatial reso-
lution over a typical viewing angle of perhaps 10–20 degrees,
in the formation of a spatial view cell, the effective trigger for
which will thus be a combination of visual features within a
relatively small part of space. In contrast, in the rat, given the
very extensive visual field that is subtended by the rodent
retina and that may extend over 180–270 degrees, a combina-
tion of visual features formed over such a wide visual angle
would effectively define a position in space that is a place (de
Araujo et al. 2001).
Entorhinal cortex grid cells transformed to hippocampal place
and spatial view cells
The entorhinal cortex contains grid cells that have a high firing
rate in the rat in a two-dimensional (2D) spatial grid as the rat
traverses an environment, with larger grid spacings in the ven-
tral entorhinal cortex (Moser et al. 2015). This may be a sys-
tem optimized for path integration (McNaughton et al. 2006),
which may self-organize during locomotion with longer time
constants producing more widely spaced grids in the ventral
entorhinal cortex (Kropff and Treves 2008). How are the grid
cell representations, which would not be suitable for the asso-
ciation of an object or reward with a place to form an episodic
memory, transformed into a place representation that would be
appropriate for this type of episodic memory? I have proposed
that this might be implemented by a competitive network
(Rolls 2016a) in the dentate gyrus operating to form place
cells and implemented by each dentate granule cell learning
to respond to particular combinations of entorhinal cortex
cells firing, where each combination effectively specifies a
place; this has been shown to be feasible computationally
(Rolls et al. 2006). The sparse representations in the dentate
gyrus, implemented by the mutual inhibition through inhibi-
tory interneurons and competitive learning, help to implement
this Bpattern separation^ effect (Rolls 1989b, 1989c, 2016a;
Rolls and Treves 1998). Results of this competitive learning
model are illustrated in Fig. 6. Figure 6a, b show simulated
(entorhinal cortex) grid cells with Gaussian firing rate re-
sponse profiles, whereas Fig. 6c, d illustrate the place cells
formed in the hippocampus by competitive learning (Rolls
et al. 2006). Similar processes are involved in some later
models of this transformation (Giocomo et al. 2011; Zilli
2012).
In primates, there is now evidence for the presence of a
grid-cell like representation in the entorhinal cortex, with neu-
rons having grid-like firing as the monkey moves its eyes
across a spatial scene (Buffalo 2015; Killian et al. 2012;
Rueckemann and Buffalo 2017). Similar competitive learning
processes may transform these Bspatial view grid cells^ of the
entorhinal cortex into hippocampal spatial view cells and may
help with the idiothetic (produced in this case by movements
of the eyes) update of spatial view cells (Robertson et al.
1998).
Spatial view cells in primates represent a scene view
allocentrically, as described below. How could such spatial
view representations be formed in which the relative spatial
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position of features in a scene is encoded? I have proposed that
this involves competitive learning analogous to that used to
form place cells in rats but, in primates, operating on the rep-
resentations of objects that reach the hippocampus from the
inferior temporal visual cortex (Rolls et al. 2008c). We have
shown that, in complex natural scenes, the receptive fields of
inferior temporal cortex neurons become reduced in size and
asymmetric with respect to the fovea (Aggelopoulos and Rolls
2005; Rolls 2009) and we have demonstrated, in a unifying
computational approach, that competitive network processes
operating in areas such as the parahippocampal cortex, the
entorhinal cortex and/or the dentate granule cells might form
unique views of scenes by forming a sparse representation of
these object or feature-tuned inferior temporal cortex ventral
visual stream representations that have some spatial asymme-
try providing a foundation for building scene representations
that incorporate the relative spatial positions of landmarks
within a scene (Rolls et al. 2008c). In this theory, it is the
spatial asymmetry with respect to the fovea of different neu-
rons that solves the binding problem, for the neurons indeed
respond to an object and to its location with respect to the
fovea (Aggelopoulos and Rolls 2005; Rolls 2009; Rolls
et al. 2008c). Another input to hippocampal spatial view cells
may come from the parahippocampal place area (Nasr et al.
2011).
CA1 cells
The CA3 cells connect to the CA1 cells by the Schaeffer
collateral synapses. The associative modifiability in this con-
nection helps the full information present in CA3 to be re-
trieved in the CA1 neurons (Rolls 1995; Schultz and Rolls
1999; Treves 1995; Treves and Rolls 1994). Part of the hy-
pothesis is that the various sub-parts of an episodic memory,
which have to be represented separately in CA3 to allow for
completion, can be combined together by competitive learn-
ing in CA1 to produce an efficient retrieval representation for
the recall via the backprojection pathways to the neocortex of
memories stored in the neocortex (Rolls 1989b, 2016a; Treves
and Rolls 1994).
Fig. 6 Simulation of competitive
learning in the dentate gyrus to
produce place cells from the
entorhinal cortex grid cell inputs.
a, b Firing rate profiles of two
entorhinal cortex (EC) grid cells
with frequencies of 4 and
7 cycles. The colours show the
firing rates with blue being the
lowest and red the highest in the
test environment (e.g., a room) in
which the spatial coordinates are
X and Y. c, d Firing rate profiles of
two dentate gyrus (DG) cells after
competitive learning. After Rolls
et al. (2006)
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Backprojections to the neocortex and memory recall
The need for information to be retrieved from the hippocam-
pus to affect other brain areas was noted in the Introduction.
The way in which this could be implemented via
backprojections to the neocortex is now considered.
The modifiable connections from the CA3 neurons to the
CA1 neurons have been suggested to allow the whole episode
in CA3 to be produced in CA1. The CA1 neurons would then
activate, via their termination in the deep layers of the entorhi-
nal cortex, at least the pyramidal cells in the deep layers of the
entorhinal cortex (see Fig. 2). These entorhinal cortex layer 5
neurons would then, by virtue of their backprojections
(Lavenex and Amaral 2000; Witter et al. 2000) to the parts
of the cerebral cortex that originally provided the inputs to the
hippocampus, terminate in the superficial layers (including
layer 1) of those neocortical areas, where synapses would be
made onto the distal parts of the dendrites of the (superficial
and deep) cortical pyramidal cells (Rolls 1989a, 1989b, 1989c,
2016a; see Fig. 2). The areas of neocortex in which this recall
would be produced could include multimodal cortical areas
(e.g., the cortex in the superior temporal sulcus, which receives
inputs from temporal, parietal and occipital cortical areas and
from which it is thought that cortical areas such as 39 and 40
related to language have developed) and also areas of
unimodal association cortex (e.g., inferior temporal visual cor-
tex). The backprojections, by recalling previous episodic
events, could provide information useful to the neocortex in
the building of new representations in the multimodal and
unimodal association cortical areas, which by building new
long-term and structured representations can be considered
as a form of memory consolidation (Rolls 1989a, 1989b,
1989c, 1990a, b, 2016a), or in organizing actions.
The hypothesis of the architecture whereby this multistage
recall from the hippocampus to the neocortex is achieved is
shown in Fig. 2. The feedforward connections from associa-
tion areas of the cerebral neocortex (solid lines in Fig. 2) show
major convergence as information is passed to CA3, with the
CA3 autoassociation network having the smallest number of
neurons at any stage of the processing. The backprojections
allow for divergence back to neocortical areas. The way in
which I suggest that the backprojection synapses are set up
to have the appropriate strengths for recall is as follows
(Kesner and Rolls 2015; Rolls 1989a, 1989b, 1989c, 2016a).
During the setting up of a new episodic memory, strong
feedforward activity progresses towards the hippocampus.
During the episode, the CA3 synapses are modified and, via
the CA1 neurons and the subiculum, a pattern of activity is
produced on the backprojecting synapses to the entorhinal
cortex. Here, the backprojecting synapses from active
backprojection axons onto pyramidal cells, being activated
by the forward inputs to entorhinal cortex, are associatively
modified. A similar process would be implemented at
preceding stages of the neocortex, i.e., in the parahippocampal
gyrus/perirhinal cortex stage and, in association, cortical
areas, as shown in Fig. 2.
The concept is that, during the learning of an episodic
memory, cortical pyramidal cells in at least one of the stages
would be driven by forward inputs from earlier cortical areas
but would simultaneously receive backprojected activity
(indirectly) from the hippocampus. This activity would, by
pattern association from the backprojecting synapses to the
cortical pyramidal cells, become associated with whichever
cortical cells were being made to fire by the forward inputs.
Then, later on, during recall, a recall cue from perhaps another
part of the neocortexmight reach CA3, where the firing during
the original episode would be completed. The resulting
backprojecting activity would then, as a result of the pattern
association learned previously in the hippocampo-cortical
backprojections, bring back the firing in any cortical area that
was present during the original episode. Thus, retrieval in-
volves the reinstating of the neuronal activity that was present
in different cortical areas and that was present during the
learning of an episode. The pattern association is also called
heteroassociation in order to contrast it with autoassociation.
The pattern association operates at multiple stages in the
backprojection pathway, as is made evident in Fig. 2. If the
recall cue was an object, this might result in the recall of the
neocortical firing that represented the place in which that ob-
ject had been seen previously. As noted elsewhere in this
review and by McClelland et al. (1995), that recall might be
useful to the neocortex to help it build new semantic memo-
ries, which might inherently be a slow process and is not part
of the theory of recall from the hippocampus (see below).
Overall, this is thus a theory of the way that different
events, linked together in CA3 during the formation of an
episodic memory, could produce completion in CA3 if only
one of those events is presented later in recall. This would then
in turn via CA1 address, by multistage pattern association, the
cortical areas in which activity was present during the original
learning of the episodic memory and would reinstate the neo-
cortical neuronal activity that was present when the episodic
memory was formed. This theory is supported by a computa-
tional neuroscience model of the operation of the whole of this
system (Rolls 1995).
A plausible requirement for a successful hippocampo-
directed recall operation is that the signal generated from the
hippocampally retrieved pattern of activity and carried
backwards towards the neocortex remains undegraded when
compared with the noise attributable, at each stage, to the
interference effects caused by the concurrent storage of other
patterns of activity on the same backprojecting synaptic
systems. This requirement is equivalent to that used in
deriving the storage capacity of such a series of
heteroassociative memories; Treves and Rolls (1991, 1994)
showed that the maximum number of independently
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generated activity patterns that can be retrieved is given, es-
sentially, by the same formula as above where, however, a is
now the sparseness of the representation at any given stage
and C is the average number of (back-)projections that each
cell of that stage receives from cells of the previous one (k’ is a
similar slowly varying factor to that introduced above). If p is
equal to the number of memories held in the hippocampal
memory, it is limited by the retrieval capacity of the CA3
network, pmax. Putting together the formula for the latter with
that shown here, one concludes that, roughly, the requirement
implies that the number of afferents of (indirect) hippocampal
origin to a given neocortical stage (CHBP), must be CHBP =
CRCanc/aCA3, where C
RC is the number of recurrent collaterals
to any given cell in CA3, the average sparseness of a repre-
sentation is anc and aCA3 is the sparseness of memory repre-
sentations in CA3 (HBP refers to hippocampal back
projections; the implication of the argument is that there
must be very many backprojection synapses onto each
neocortical neuron; Treves and Rolls 1994).
The above requirement is very strong: even if representa-
tions were to remain as sparse as they are in CA3, which is
unlikely, to avoid degrading the signal, CHBP should be as
large as CRC, i.e., 12,000 in the rat. If then CHBP has to be of
the same order asCRC, one is led to a very definite conclusion:
a mechanism of the type envisaged here could not possibly
rely on a set of monosynaptic CA3-to-neocortex
backprojections. This would imply that, to make a sufficient
number of synapses on each of the vast number of neocortical
cells, each cell in CA3 has to generate a disproportionate
number of synapses (i.e., CHBP times the ratio between the
number of neocortical and that of CA3 cells). The required
divergence can be kept within reasonable limits only by as-
suming that the backprojecting system is polysynaptic (i.e.,
involves several connected cortical stages), provided that the
number of cells involved grows gradually at each stage, from
CA3 back to neocortical association areas (Treves and Rolls
1994; cf. Fig. 2).
The theory of recall by the backprojections thus provides a
quantitative account of why any neocortical area has as many
backprojection as forward projection connections. Further as-
pects of the operation of the backprojecting systems are de-
scribed elsewhere (Rolls 2016a).
The theory described byMcClelland et al. (1995) is similar
to the theory described above, except that it holds that the last
set of synapses that are modified rapidly during the learning of
each episode are those between the CA3 and the CA1 pyra-
midal cells (see Fig. 2). Their theory also emphasizes the
important point that the hippocampal and neocortical memory
systems may be quite different, with the hippocampus being
specialized for the rapid (Bone-shot^) learning of unstructured
single events or episodes and the neocortex for the slower
learning of semantic representations (structured representa-
tions in which the components are linked), which may
necessarily benefit from the many exemplars needed to shape
the semantic representation, a process that is helped by the
recall of episodic memories from the hippocampus. The par-
ticular model on which they focus for the learning of semantic
representations by interleaved learning is the connectionist
model of Rumelhart (Rumelhart 1990; Rumelhart and Todd
1993), which is trained by error backpropagation (Rumelhart
et al. 1986).
Temporal order memory in the hippocampus
and episodic memory
For some time, evidence has been available that the hippo-
campus plays a role in temporal order memory, perhaps for a
sequence of spatial locations but also even when there is no
spatial component (Kesner and Rolls 2015). In humans, the
hippocampus becomes activated when the temporal order of
events is being processed (Lehn et al. 2009) and temporal
context is important in episodic memory (Howard et al.
2012). One approach regarding the way that the hippocampus
might be involved in temporal order memory is by encoding
temporal order into each gamma cycle nested into a theta cycle
(Lisman and Buzsaki 2008; Lisman and Redish 2009). Avery
different approach is to use firing rate encoding in attractor
networks (Rolls 2010; Rolls and Deco 2010) and is based on
evidence that neurons in the rat hippocampus have firing rates
that reflect which temporal part of the task is current
(Macdonald et al. 2011). In particular, a sequence of different
neurons is activated at successive times during a time delay
period. The tasks used include an object-odour paired associ-
ate non-spatial taskwith a 10 s delay period between the visual
stimulus and the odour. The evidence also shows that a large
proportion of hippocampal neurons fire in relation to individ-
ual events in a sequence being remembered (e.g., a visual
object or odour) and some to combinations of the event and
the time in the delay period (Eichenbaum 2014; Macdonald
et al. 2011).
These interesting neurophysiological findings indicate that
rate encoding is being used to encode time, i.e., the firing rates
of different neurons are high at different times within a trial,
delay period, etc. (Eichenbaum 2014; Macdonald et al. 2011).
These findings suggest several possible computational pro-
cesses (Kesner and Rolls 2015; Rolls 2010).
First, because some neurons fire at different times in a trial
of a temporal order memory task or delay task, the time in a
trial at which an object (e.g., a visual stimulus or odour) was
presented could become encoded in the hippocampus by an
association implemented in the CA3 recurrent collaterals be-
tween the neurons that represent the object (previously known
to be present in the hippocampus for tasks for which the
hippocampus is required; Rolls and Xiang 2006; Rolls et al.
2005) and the Btime encoding^ neurons in the hippocampus
(Macdonald et al. 2011). This would allow associations for the
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time at which the object was present to be formed. Given that
time encoding neurons are also found in the medial entorhinal
cortex (Kraus et al. 2013a), this could provide the source of
the time information required by CA3. However, although
lesions of CA3 impair temporal order-place representations,
it is lesions of CA1 that impair temporal order-visual object
and temporal order-odour representations (Kesner and Rolls
2015). Thus, temporal timing and object information is possi-
bly brought together by competitive learning in CA1 (Kesner
and Rolls 2015), which receives inputs not only fromCA3 but
also directly from the entorhinal cortex (see Fig. 2).
Second, these associations would provide the basis for the
recall of the object from the time in a trial or vice versa. The
retrieval of object or temporal information from each other
would occur in CA3 in a way that is analogous to that shown
for recalling the object from the place or, vice versa, the place
from the object (Rolls et al. 2002) but by substituting the
details of the properties of the Btime encoding^ neurons
(Eichenbaum 2014; Macdonald et al. 2011) for what was pre-
viously the spatial (place) component. Alternatively, if com-
petitive learning in CA1 is the mechanism, generalization in
the competitive learning (Rolls 2016a) from either the object
or the temporal order cue would retrieve the whole represen-
tation. In addition, if the time encoding neurons simply cycled
through their normal sequence during recall, this would enable
the sequence of objects or events associated with each subset
of time encoding neurons to be recalled correctly in the order
in which they were presented.
Third, we need a theory with respect to the origin of the
temporal effect, whereby different hippocampal (or potentially
prefrontal cortex) neurons fire in different parts of a trial or
delay period. We can consider three hypotheses about the way
that the firing of the ‘time encoding’ hippocampal neurons is
produced. All utilize slow transitions between attractor states
that can be a property of noisy attractor networks.
The first hypothesis is that an attractor network with real-
istic dynamics (modelled at the integrate-and-fire level with a
dynamical implementation of the neuronal membrane and
synaptic current dynamics and with synaptic or neuronal ad-
aptation) can implement a sequence memory, as shown by
Deco and Rolls (2005). The hypothesis is that there are several
different attractors and that weak connections exist between
the different attractors. In the model, adaptation produces ef-
fects whereby, whatever sequence (order of stimuli) is present-
ed in an individual trial, that order can be replayed in the same
sequence, because as one attractor state dies as a result of the
adaptation, the next attractor to emerge from the spontaneous
firing because of the spiking-related noise is the one that has
been active least recently and is the one that is least adapted
(Deco and Rolls 2005). The whole system operates at a rather
slow timescale for the transitions between the attractors,
partly because of the time for the noise to drive the system
from one attractor state to another and partly because of the
slow time course of the adaptation (Deco and Rolls 2005;
Rolls and Deco 2010). This implements a type of order
memory.
The second hypothesis is analogous and is also implement-
ed in a recurrently connected system such as the hippocampal
CA3 system or local recurrent circuits in the neocortex (Rolls
and Deco 2010). This second theory is that, again, there are
several attractors but that each attractor is connected by slight-
ly stronger forward than reverse synaptic weights to the next.
In previous work, we have shown that, with an integrate-and-
fire implementation with spiking noise, this allows slow tran-
sitions from one attractor state to the next (Deco et al. 2005;
Deco and Rolls 2003). During learning of the synaptic
weights in the network, adaptation might lead to each Btime
encoding^ population of neurons responding for only a limit-
ed period, helping to produce multiple sequentially activated
populations of time encoding neurons (Rolls and Deco 2010).
In this scenario, stronger forward than reverse weights be-
tween different attractors each consisting of a different popu-
lation of Btime encoding^ neurons would be the essence.
The third hypothesis is that the mechanism for the time
encoding neurons lies in the entorhinal cortex where there
are ring attractors, as described below.
The possibility that the recurrent collateral connections in,
for example, CA3 could be used to store long sequences by
employing discrete timesteps (Cheng 2013) seems implausi-
ble, for an important property of attractor networks is that
when implemented with integrate-and-fire neurons, the dy-
namics become continuous and the whole attractor network
settles very fast into its basin of attraction, in 1.5 times the
constants of the synapses, i.e., within typically 20 ms, without
going through discrete states (Battaglia and Treves 1998b;
Panzeri et al. 2001; Rolls 2016a; Rolls and Webb 2012;
Treves et al. 1997).
Temporal order memory has been suggested to be imple-
mented in the hippocampus as described above and might
make an important contribution to episodic memory in
which several events linked in the correct order might form
an episode. The theory shows how items in a particular
temporal order could be separated from each other, a prop-
erty that we have referred to as the temporal pattern separa-
tion effect (Kesner and Rolls 2015). The theory of episodic
memory described here indicates ways in which events and
sequences of events could be recalled from the hippocampus
to the neocortex in which a longer-term more semantic rep-
resentation of a recalled episode, such as what happened on
one’s fifth birthday, might be stored and then accessed to
describe the episode. For the order to be correctly imple-
mented in the semantic neocortical store, a similar mecha-
nism involving, for example, stronger forward than reverse
synaptic weights between long-term memory representations
in attractors might build an appropriate long-term order
memory (Rolls and Deco 2010).
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Entorhinal cortex grid cells
The entorhinal cortex contains grid cells that have a high firing
rate in the rat in a 2D spatial grid as the rat traverses an envi-
ronment (see Fig. 6), with larger grid spacings in the ventral
entorhinal cortex (Fyhn et al. 2004; Hafting et al. 2005; Moser
et al. 2015). Computational approaches to this systemmodel it
as a set of linked ring continuous attractors (Giocomo et al.
2011; Kropff and Treves 2008). These are the CANNs de-
scribed above. The concept is that, as the rat locomotes, the
peak of the firing in the continuous attractor moves and, after a
certain distance has been navigated, the place represented
returns to the same set of neurons, completing the ring. The
position of the peak in the ring continuous attractor is updated,
for example, by self-motion or possibly by time for at least
some neurons. By having different ring attractors that cover
large to small distances with one pass through the ring, the
system provides, with its multiscale representation, informa-
tion that, when read out, appropriately provides a coarse and
fine representation of position. The phases of the different ring
attractors must be locked for this to work. The use of ring
attractors could, in this way, implement a representation of
the position of the rat in a 2D environment; this representation
would be self-generating and so would work in any environ-
ment, if it is updated by self-motion or time. Indeed, one
theory of the underlying mechanism is that neuronal or syn-
aptic adaptation could be used to make the continuous attrac-
tor move its peak of activity continuously round the ring as a
function of time (Kropff and Treves 2008). A fast adaptation
mechanism would produce small rings for the grid, whereas a
slow adaptation mechanism would produce large rings for the
grid. Part of the interest in this suggestion is that grid cells
formed by using this adaptation process would effectively be
time cells, different cells of which would fire at different times
in a trial, as have now been described in the rat entorhinal
cortex (Kraus et al. 2013a) and also in the hippocampus itself
(Kraus et al. 2013b, 2015). A set of various modelling ap-
proaches for the grid cells have been described by Giocomo
et al. (2011). The system may be used therefore not only for
spatial path integration (McNaughton et al. 2006) but also for
the timing information useful in sequence encoding for non-
spatial and spatial information (Kesner and Rolls 2015).
Navigation and the hippocampus
A fundamental question about the function of the hippocam-
pus in rodents and primates including humans is whether the
hippocampus is for memory or navigation. Strong emphasis is
placed on navigation as a function of rodent place cells
(Burgess et al. 2000; Burgess and O’Keefe 1996; Hartley
et al. 2014 O’Keefe 1979, 1991). In one approach to the func-
tion of the hippocampal system in rodents, attractor dynamics
for path integration have been suggested to be implemented in
the entorhinal cortex (for which the evidence is good;
Giocomo et al. 2011; Kropff and Treves 2008; Moser et al.
2014), although the connectivity within the hippocampus is
Bpreconfigured^, with the spatial inputs mapping onto this
hardwired structure, which is described as a continuous spatial
map (Colgin et al. 2010). External inputs are then held to learn
to link correctly onto the appropriate part of this preconfigured
map (Colgin et al. 2010). According to this spatial map theory
of the rat hippocampus, there would be no episodic learning of
associations between objects and places in hippocampal net-
works such as CA3 for episodic or event memory and no
attractor dynamics within the hippocampus. The discovery
of hippocampal cells that respond first to one location and
then to another in an ambiguous visual environment is usually
however taken as evidence that attractor dynamics exist within
the hippocampus (Jezek et al. 2011). The purely spatial navi-
gation approach to hippocampal function is also inconsistent
with the presence of object-related information in the hippo-
campus, with object-place association information in the pri-
mate hippocampus, with the evidence in rats indicating that
one-trial object-place associations are hippocampus-
dependent (Day et al. 2003; Kesner and Rolls 2015) and with
the evidence from humans implicating the hippocampus in
episodic memory (Maguire et al. 2016; Zeidman and
Maguire 2016).
Spatial information is almost always part of an episodic
memory and thus spatial representations in the hippocampus
may be useful for navigation. For example, episodicmemories
of particular journeys could help to build neocortical maps
that would require many journeys to elaborate. Such maps
may be found in the neocortex, given the evidence that lesions
to the neocortex can produce topographical agnosia and the
inability to navigate (Kolb and Whishaw 2015). Further, the
right hippocampus in humans is activated during mental nav-
igation in recently learned but not highly familiar environ-
ments (Hirshhorn et al. 2012). Mental navigation in familiar
environments activates cortical areas, such as the lateral tem-
poral cortex, posterior parahippocampal cortex, lingual gyrus
and precuneus (Hirshhorn et al. 2012). Given these data, a
consideration of the role of the hippocampus in navigation is
of interest.
First, any model of navigation based on place cells in ro-
dents cannot provide an adequate model of the role of the
primate hippocampal cortex in navigation, in view of the pres-
ence of spatial view cells in primates, which by their firing
provide a basis for the representation of places other than
where an individual is located, i.e., for the representations of
positions in scenes at which an individual is looking, even if
the scene is being remembered based, for example, on
idiothetic (self-motion) update (Rolls and Xiang 2006).
Spatial view cells provide a basis for the representation of
scenes, landmarks in scenes and locations of objects and
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rewards in scenes (Rolls 2016a; Rolls and Xiang 2006). This
type of representation is likely to be crucial in primates, in-
cluding humans, for computations involved in navigating to
new places in which the individual has not been located pre-
viously. Moreover, spatial view neurons are found not only in
CA3 and CA1 but also in the parahippocampal cortex (Rolls
and Xiang 2006).
Second, hippocampal place cells in rodents and spatial
view cells in primates can be updated by idiothetic (self-
motion) inputs, for example, by moving the eyes to a different
location in a scene in the dark (Robertson et al. 1998). The
basis for this is the idiothetic update of attractor networks of
grid cells on the entorhinal cortex (Giocomo et al. 2011). This
may be useful in updating not only location for use in episodic
memory but also position for use in navigation (Burgess 2008;
Burgess and O’Keefe 1996; Erdem and Hasselmo 2012).
These processes may employ head direction cells found in
the presubiculum of rodents and primates (Robertson et al.
1999; Taube et al. 1996; Wiener and Taube 2005) and cells
that respond at the boundaries of an enclosure (Lever et al.
2009).
To summarize, the evidence described in this review
indicates that the hippocampus is involved in episodic
unstructured memory by utilizing a single attractor net-
work in CA3 for one-trial object-place and related associ-
ations, that the dentate system prepares the inputs for
storage by performing pattern separation and that the
backprojections to the neocortex are used for memory
retrieval. This system might be useful in navigation, at
least in new environments where episodic information
may be helpful. In addition, a system of attractor net-
works exists in the entorhinal cortex for path integration,
which may be of value for idiothetic navigation and for
idiothetic update of the place being represented in the
hippocampal memory system.
Tests of the theory
A useful theory should make predictions that can then be
tested to substantiate the theory or to show ways in which it
should be developed or modified. This section illustrates the
important and rich interplay that occurs between theory and
experiment, which is essential for understanding the manner
in which the brain computes. Further developments have been
described (Kesner and Rolls 2015).
Dentate granule cells
The theory predicts that the dentate granule cell mossy
fibre system of inputs to the CA3 neurons is necessary
to store spatial memories but not to recall them (Rolls
2016a; Treves and Rolls 1992, 1994). Lassalle et al.
(2000) obtained evidence consistent with this in rats with
damage to the mossy fibre system and further evidence
has been provided consistent with this idea (Daumas
et al. 2009; Kesner and Rolls 2015; Lee and Kesner
2004).
The theory predicts that pattern separation is performed by
the dentate granule cells. Evidence consistent with this has
been found neurophysiologically in the small sparsely
encoded place fields of dentate neurons (Jung and
McNaughton 1993; Leutgeb and Leutgeb 2007) and their re-
flection in CA3 neurons (Leutgeb and Leutgeb 2007).
Selective dentate lesions in rats (Gilbert and Kesner 2003;
Gilbert et al. 2001; Goodrich-Hunsaker et al. 2008; Kesner
and Rolls 2015; Rolls 2016a) or dentate NMDA receptor
knockouts in mice (McHugh et al. 2007) have been shown
to impair spatial object-place (or reward-place: remembering
where to find a reward) association tasks, especially when the
places are close together and require pattern separation before
storage in CA3.
If adult neurogenesis in the dentate gyrus (Clelland et al.
2009; Nakashiba et al. 2012) does indeed prove to be func-
tionally relevant, its computational role could be to facilitate
pattern separation for new patterns by providing new dentate
granule cells with new sets of random connections to CA3
neurons. Consistent with the dentate spatial pattern separa-
tion hypothesis (Rolls 1989b, c, 1996; Treves and Rolls
1992, 1994), in mice with impaired dentate neurogenesis,
spatial learning in a delayed non-matching-to-place task in
the radial arm maze is impaired for arms that are presented
with little separation, whereas no deficit is observed when
the arms are presented farther apart (Clelland et al. 2009).
Consistently, impaired neurogenesis in the dentate also pro-
duces a deficit for small spatial separations in an associative
object-in-place task (Aimone and Gage 2011; Clelland et al.
2009). Neurogenesis in this system may be useful because
the role of the dentate granule cell / mossy fibre system is to
produce pattern separation for the CA3 representations in-
volved in making new episodic memories very different
from previous episodic memories and not to play a role by
synaptic modification of the mossy fibre synapses in the
retrieval of the information stored in CA3. In other cortical
systems, the synapses involved in storage and recall are the
same and are associatively modified (e.g., in neocortical
pattern association, autoassociation and competitive
learning systems; Rolls 2016a) and neurogenesis is accord-
ingly not present.
The theory predicts that the direct perforant path input from
the entorhinal cortex to the CA3 cells (which bypasses the
dentate granule cells) is involved in the recall of memory from
the CA3 system. Lee and Kesner (2004) obtained evidence
consistent with this in a Hebb-Williams maze recall task by
showing that lesions of the perforant path impair retrieval (Lee
and Kesner 2004).
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Region CA3
The theory predicts that the CA3 is especially important in
object-place or reward-place tasks in which associations must
be formed between any spatial location and any object (re-
ferred to as Barbitrary associations^). Much evidence has been
gained from subregion analyses involving the disruption of
CA3 showing that CA3 is necessary for arbitrary associations
between places and objects or rewards (Gilbert and Kesner
2003; Kesner and Rolls 2015). Similar impairments have been
obtained following the deletion of CA3 NMDA receptors in
mice in the acquisition of an odour-context paired associate
learning task (Rajji et al. 2006). If place or time is not a com-
ponent, associative tasks such as odour-object association are
not impaired (Kesner and Rolls 2015), underlining the fact that
the hippocampus is especially involved in episodic types of
associative memory that typically involve place and/or time.
The theory predicts that the CA3 is especially important in
object-place or reward-place completion tasks in which asso-
ciations must be completed from a part of the whole. If com-
pletion from an incomplete cue is needed, then CA3 NMDA
receptors have been shown to be necessary (presumably to
ensure satisfactory CA3-CA3 learning), even in a reference
memory task (Gold and Kesner 2005; Nakazawa et al. 2002).
The theory predicts that the CA3 system is especially needed
in rapid one-trial object-place learning and recall.Hippocampal
NMDA receptors (necessary for LTP to occur) are needed for
one-trial flavour-place association learning and hippocampal
AMPA/kainate receptors are sufficient for the recall, although
the hippocampal subregion involved has not been tested (Day
et al. 2003). In subregion studies, Kesner and colleagues have
shown that CA3 lesions produce chance performance on a one-
trial object-place recall task (Kesner et al. 2008) and other
object-spatial tasks (Kesner and Rolls 2001, 2015). For exam-
ple, CA3 lesions produce chance performance on both a one-
trial object-place recall and a place-object recall task (Kesner
et al. 2008). This is evidence that CA3 supports arbitrary asso-
ciations and episodic memory based on one-trial learning. A
control fixed visual conditional-to-place task with the same
delay is not impaired, showing that it is recall after one-trial
(or rapid, episodic) learning that is impaired (Kesner et al.
2008). CA3 NMDA receptors are, as predicted by the theory,
necessary for rapid / one-trial spatial learning, as shown by a
mouse knockout study byNakazawa, Tonegawa and colleagues
(Nakazawa et al. 2003, 2004; Tonegawa et al. 2003). As de-
scribed above, we have shown that primate hippocampal CA3
neurons reflect the computational processes necessary for one-
trial object-place event memory, used as a model for episodic
memory (Rolls and Xiang 2006).
The theory predicts that, if primates including humans can
form an episodic memory in which objects or people are seen
at particular locations, even though the observer viewing the
space has never been to those locations Bout there^ in space, a
neural system in CA3 should exist that can support such asso-
ciations between places Bout there^ within a scene and objects.
Exactly this system is provided by the spatial view neurons that
Rolls and colleagues discovered in CA3 (Georges-François
et al. 1999; Robertson et al. 1998; Rolls et al. 1997a, 1998,
2005; Rolls and Xiang 2005, 2006). Place cells (Hartley et al.
2014; O’Keefe 1984; O’Keefe and Dostrovsky 1971) do not
suffice for this type of episodic memory.
Another type of test of the autoassociation (or attractor)
hypothesis for CA3 has been to train rats in various environ-
ments, e.g., a square and a circular environment and then test
the prediction of the hypothesis that, when presented with an
environment ambiguous between these, hippocampoal neu-
rons will fall in an attractor state that represents one of the
two previously learned environments but not a mixture of
the two environments. Evidence consistent with the hypothe-
sis has been found (Wills et al. 2005). In a particularly dra-
matic example, Jezek et al. (2011) discovered that, within
each theta cycle, hippocampal pyramidal neurons may, in
an ambiguous environment, represent one or other of the
learned environments. This is an indication, predicted by
Rolls and Treves (1998), that autoassociative memory recall
can take place sufficiently rapidly to be complete within one
theta cycle (120 ms) and that theta cycles might provide a
mechanism for a fresh retrieval process to occur after a reset
caused by the inhibitory part of each theta cycle. Thus, the
memory can be updated rapidly to reflect a continuously
changing environment and not remain too long in an attractor
state.
Recall via CA1 to neocortex
Tests of the theory reveal quantitatively and analytically the
way that memories can be retrieved from the hippocampus to
the neocortex (Treves and Rolls 1994). Memory retrieval has
been shown, by the simulation of the multistage hippocampal
system, including the entorhinal cortex, dentate, CA3 and
CA1 and the return to the entorhinal cortex for recall, to be
quantitatively realistic (Rolls 1995).
Many further tests of the theory are described elsewhere
(Kesner et al. 2012; Kesner and Rolls 2015; Rolls 2016a).
Final points
The human hippocampus and the art of memory
The hippocampal processes described here for primates in-
clude recalling objects from spatial view recall cues. The the-
ory has been developed that exactly this type of recall is in-
volved in the Bart ofmemory^ used since classical times (Rolls
2017). Simonides of Ceos lived to tell the story of how, when a
banquet hall collapsed in an earthquake, he could identify all
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the victims by recalling who had been sitting at each place at
the table (Cicero 55 BC). This way of remembering items was
developed into what has become known as ars memoriae by
Roman senators who presented complex legal arguments in
speeches that might last a whole day; they achieved this feat by
associating each step in their argument with a location in a
spatial scene throughwhich their memory could progress from
one end to the other during the speech, thus enabling them to
recall each item in the correct order (Yates 1992). The proce-
dure is also known as the Bmethod of loci^. Phrases such as Bin
the first place^ and Bin the second place^ probably refer to this
method. Empirical work has demonstrated that the method of
loci is efficacious (De Beni and Cornoldi 1985; Moe and De
Beni 2005). Moreover, the activity of neurons in the human
medial temporal lobe has been related to object-place memory
and recall (Ison et al. 2015).
The new theory (Rolls 2017) is that this type ofmemory, ars
memoriae, is implemented in the CA3 region of the hippocam-
pus in which, in primates, spatial view cells can be found that
allow a particular view to be associated with a particular object
in an event or episodic memory. Given that the CA3 cells, with
their extensive recurrent collateral system connecting different
CA3 cells and with their associative synaptic modifiability,
form an autoassociation or attractor network, the spatial view
cells with their approximately Gaussian view fields become
linked in a continuous attractor network. As the view space is
traversed continuously (for example, by self-motion or imag-
ined self-motion across the scene), the views are therefore suc-
cessively recalled in the correct order, with no view missing
and with low interference between the items to be recalled.
Given that each spatial view has been associated with a differ-
ent discrete item, the items are recalled in the correct order,
with none missing. The theory provides a foundation for un-
derstanding the implementation of the key feature of ars
memoriae, namely the ability to use a spatial scene to encode
a sequence of items to be remembered (Rolls 2017).
The sites of memory storage in the hippocampal
system
A summary and clarification of where memories are stored in
the hippocampal system and the roles of spatial representa-
tions in the theory described here might be helpful at this
point. The theory is that the CA3 receives spatial and object
information and can bring such information together by CA3-
CA3 associative synaptic modification. Because this is a fast
learning process, taking place in one trial, it is an unstructured
memory about a particular event or episode and not a struc-
tured semantic memory. During storage, at least at one stage of
the backprojection pathway to neocortex after CA3, associa-
tive learning between the backprojected information and the
incoming information would occur to enable the correct neo-
cortical representations in, for example, object or spatial
cortical areas to be retrieved. To facilitate the latter retrieval,
CA1may then remap the separate parts of an event memory to
a single representation (with the parts no longer separate for
the whole memory) by using competitive learning in order
later to provide an efficient recall cue (Kesner and Rolls
2015; Rolls 2016a). The dentate granule cells may operate
as a competitive network to contribute to pattern separation
before the CA3 cells and may use this mechanism to remap
grid cells to place or spatial view cells. The connectivity from
the dentate granule cells to the CA3 cells via the mossy fibres
has a low probability of connectivity for contributing to pat-
tern separation in CA3. Because the main function of the
dentate to CA3 synapses is pattern separation and not infor-
mation storage, these synapses are not associatively modifi-
able and, therefore, the neurogenesis of dentate granule cells
can help pattern separation. This is the storage process.
Recall takes place in CA3 when a partial retrieval cue is
applied, for example, the place, so that the whole memory is
recalled by completion in the CA3 autoassociation or attractor
network. The object information reaches the hippocampus
from the inferior temporal visual cortex via the perirhinal
and lateral entorhinal cortex. Reward information reaches
the hippocampus from the orbitofrontal cortex and amygdala
via the perirhinal and entorhinal cortex. Spatial information
reaches the hippocampus from the parietal cortex (including
the precuneus and also the posterior cingulate and
retrosplenial cortex) via the parahippocampal gyrus (areas
TF and TH) and medial entorhinal cortex. The entorhinal cor-
tex grid cell system has multiple attractors that perform
idiothetic update (path integration) in the dark. In rodents,
the spatial information is primarily about the place in which
the rodent is located. In primates, the information is about
spatial view, with probably some modulation by place. The
difference from rodents is that primates have a fovea and,
hence, the high resolution view of a small part of the environ-
ment results in the object that is being fixated forming the
spatial input (de Araujo et al. 2001; E.T. Rolls and S. Wirth
in preparation). Spatial scene information may also reach the
primate hippocampus from the temporal cortex scene area
(Kornblith et al. 2013). The CA3 system is not suitable for a
continuous attractor for spatial navigation, because the object
information would make the continuous attractor too bumpy
to work well (Cerasti and Treves 2013). Path integration for
this reason is performed in the medial entorhinal cortex. The
CA3 however is able to combine continuous spatial with dis-
crete object representations and to recall the complete repre-
sentation from either a spatial or object cue (Rolls et al. 2002).
General concluding remarks
In conclusion, a theory of hippocampal function has been
described. This goes beyond a model by incorporating many
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analytic results concerning, for example (1) the importance of
the number of synapses onto each CA3 neuron and the sparse-
ness of the representation for providing an estimate of the
memory capacity of the hippocampus, (2) the distinct roles
of the mossy fibre and perforant path inputs to the CA3 neu-
rons and (3) the way that information of recently learned ep-
isodic information can be recalled to the neocortex from the
hippocampus by using the multistage cortico-cortical
backprojection pathway (Rolls 2010, 2016a; Treves and
Rolls 1992, 1994). For recall, the hippocampal output can be
thought of as a pointer to neocortical neurons via which mem-
ories can be called by using the backprojection pathways
(Kesner and Rolls 2015; Rolls 2016a). The approach under-
lines the importance of understanding spatial representations
in the primate, including the hippocampus, because they are
different from those in rodents and are relevant to understand-
ing episodic memory in humans in which memories of where
objects and rewards are within an environment can be formed
by an individual, without that individual ever having been
present in the place. The difference may be related to the great
importance and development of vision in primates; this has
also had implications in our understanding of the cortical or-
ganization of many other processing systems, including those
involved in taste processing and in emotion (Rolls 2014). In
primates, extensive development has occurred of many neo-
cortical areas, in part related to the great expansion of cortical
visual computation (Rolls 2012c) and these cortical develop-
ments are also important in understanding hippocampal func-
tion and its relationship to episodic memory and to spatial
processing (E.T. Rolls and S. Wirth in preparation). In addi-
tion, the approach has emphasized the importance of founding
the theory on details of anatomy, quantitatively where possible
and of the neurophysiology (and I include functional neuro-
imaging) of the brain systems involved.
Acknowledgements Various parts of the research described here were
supported by Programme Grants from the Medical Research Council,
by a Human Frontier Science program grant, by an EU BRAIN grant,
by the MRC Oxford Interdisciplinary Research Centre in Cognitive
Neuroscience and by the Oxford McDonnell-Pew Centre in Cognitive
Neuroscience. The author performed the experimental and theoretical
work that has been incorporated into some of the ideas presented here
regarding the hippocampus with many colleagues, including Alessandro
Treves, Simon Stringer, Ray Kesner, Robert Robertson, Pierre Georges-
François and Shane O’Mara, the contributions of all of whom are sincere-
ly acknowledged.
Open Access This article is distributed under the terms of the Creative
Commons At t r ibut ion 4 .0 In te rna t ional License (h t tp : / /
creativecommons.org/licenses/by/4.0/), which permits unrestricted use,
distribution, and reproduction in any medium, provided you give
appropriate credit to the original author(s) and the source, provide a link
to the Creative Commons license, and indicate if changes were made.
References
Acsady L, Kamondi A, Sik A, Freund T, Buzsaki G (1998) GABAergic
cells are the major postsynaptic targets of mossy fibers in the rat
hippocampus. J Neurosci 18:3386–3403
Aggelopoulos NC, Rolls ET (2005) Natural scene perception: inferior
temporal cortex neurons encode the positions of different objects
in the scene. Eur J Neurosci 22:2903–2916
Aimone JB, Gage FH (2011) Modeling new neuron function: a history of
using computational neuroscience to study adult neurogenesis. Eur J
Neurosci 33:1160–1169
Amaral DG,Witter MP (1989) The three-dimensional organization of the
hippocampal formation: a review of anatomical data. Neuroscience
31:571–591
Amaral DG, Witter MP (1995) The hippocampal formation. In: Paxinos
G (ed) The rat nervous system. Academic Press, San Diego, pp 443–
493
Amaral DG, Ishizuka N, Claiborne B (1990) Neurons, numbers and the
hippocampal network. Prog Brain Res 83:1–11
Amari S (1977) Dynamics of pattern formation in lateral-inhibition type
neural fields. Biol Cybern 27:77–87
Amit DJ (1989) Modeling brain function. Cambridge University Press,
Cambridge
Andersen P, Morris RGM, Amaral DG, Bliss TVP, O’Keefe J (2007) The
hippocampus book. Oxford University Press, London
Banta Lavenex P, Lavenex P (2009) Spatial memory and the monkey
hippocampus: not all space is created equal. Hippocampus 19:8–19
Battaglia FP, Treves A (1998a) Attractor neural networks storing multiple
space representations: a model for hippocampal place fields. Phys
Rev E 58:7738–7753
Battaglia FP, Treves A (1998b) Stable and rapid recurrent processing in
realistic auto-associative memories. Neural Comput 10:431–450
Brown TH, Kairiss EW, Keenan CL (1990) Hebbian synapses: biophys-
ical mechanisms and algorithms. Annu Rev Neurosci 13:475–511
Brun VH, OtnassMK,Molden S, Steffenach HA,Witter MP, Moser MB,
Moser EI (2002) Place cells and place recognition maintained by
direct entorhinal-hippocampal circuitry. Science 296:2243–2246
Bubb EJ, Kinnavane L, Aggleton JP (2017) Hippocampal-diencephalic-
cingulate networks for memory and emotion: an anatomical guide.
Brain Neurosci Adv 1:2398212817723443
Buckley MJ (2005) The role of the perirhinal cortex and hippocampus in
learning, memory, and perception. Q J Exp Psychol B 58:246–268
Buffalo EA (2015) Bridging the gap between spatial and mnemonic
views of the hippocampal formation. Hippocampus 25:713–718
Burgess N (2008) Spatial cognition and the brain. Ann N Y Acad Sci
1124:77–97
Burgess N, O’Keefe J (1996) Neuronal computations underlying the fir-
ing of place cells and their role in navigation. Hippocampus 6:749–
762
Burgess N, Jackson A, Hartley T, O’Keefe J (2000) Predictions derived
frommodelling the hippocampal role in navigation. Biol Cybern 83:
301–312
Carmichael ST, Price JL (1995) Limbic connections of the orbital and
medial prefrontal cortex in macaque monkeys. J Comp Neurol 363:
615–641
Cavanna AE, Trimble MR (2006) The precuneus: a review of its func-
tional anatomy and behavioural correlates. Brain 129:564–583
Cerasti E, Treves A (2010) How informative are spatial CA3 representa-
tions established by the dentate gyrus? PLoS Comput Biol 6:
e1000759
Cerasti E, Treves A (2013) The spatial representations acquired in CA3
by self-organizing recurrent connections. Front Cell Neurosci 7:112
Cheng S (2013) The CRISP theory of hippocampal function in episodic
memory. Front Neural Circuits 7:88
Cicero MT (55 BC) De Oratore II. Cicero, Rome
Cell Tissue Res
Clelland CD, ChoiM, Romberg C, Clemenson GD Jr, Fragniere A, Tyers
P, Jessberger S, Saksida LM, Barker RA, Gage FH, Bussey TJ
(2009) A functional role for adult hippocampal neurogenesis in spa-
tial pattern separation. Science 325:210–213
Colgin LL, Leutgeb S, Jezek K, Leutgeb JK,Moser EI, McNaughton BL,
Moser MB (2010) Attractor-map versus autoassociation based at-
tractor dynamics in the hippocampal network. J Neurophysiol 104:
35–50
Collingridge GL, Peineau S, Howland JG, Wang YT (2010) Long-term
depression in the CNS. Nat Rev Neurosci 11:459–473
Corkin S (2002) What’s new with the amnesic patient H.M.? Nat Rev
Neurosci 3:153–160
Daumas S, Ceccom J, Halley H, Frances B, Lassalle JM (2009)
Activation of metabotropic glutamate receptor type 2/3 supports
the involvement of the hippocampal mossy fiber pathway on con-
textual fear memory consolidation. Learn Mem 16:504–507
Day M, Langston R, Morris RG (2003) Glutamate-receptor-mediated
encoding and retrieval of paired-associate learning. Nature 424:
205–209
de Araujo IET, Rolls ET, Stringer SM (2001) A view model which ac-
counts for the spatial fields of hippocampal primate spatial view
cells and rat place cells. Hippocampus 11:699–706
De Beni R, Cornoldi C (1985) Effects of the mnemotechnique of loci in
the memorization of concrete words. Acta Psychol 60:11–24
Deco G, Rolls ET (2003) Attention and working memory: a dynamical
model of neuronal activity in the prefrontal cortex. Eur J Neurosci
18:2374–2390
Deco G, Rolls ET (2005) Sequential memory: a putative neural and
synaptic dynamical mechanism. J Cogn Neurosci 17:294–307
Deco G, Ledberg A, Almeida R, Fuster J (2005) Neural dynamics of
cross-modal and cross-temporal associations. Exp Brain Res 166:
325–336
Delatour B, Witter MP (2002) Projections from the parahippocampal
region to the prefrontal cortex in the rat: evidence of multiple path-
ways. Eur J Neurosci 15:1400–1407
Dere E, Easton A, Nadel L, Huston JP (eds) (2008) Handbook of episodic
memory. Elsevier, Amsterdam
Eichenbaum H (2014) Time cells in the hippocampus: a new dimension
for mapping memories. Nat Rev Neurosci 15:732–744
Ekstrom AD, Kahana MJ, Caplan JB, Fields TA, Isham EA, Newman
EL, Fried I (2003) Cellular networks underlying human spatial nav-
igation. Nature 425:184–188
ErdemUM,HasselmoM (2012) A goal-directed spatial navigationmodel
using forward trajectory planning based on grid cells. Eur J Neurosci
35:916–931
Faisal AA, Selen LP, Wolpert DM (2008) Noise in the nervous system.
Nat Rev Neurosci 9:292–303
Florian C, Roullet P (2004) Hippocampal CA3-region is crucial for ac-
quisition and memory consolidation in Morris water maze task in
mice. Behav Brain Res 154:365–374
Fossati P (2013) Imaging autobiographical memory. Dialogues Clin
Neurosci 15:487–490
Franco L, Rolls ET, Aggelopoulos NC, Jerez JM (2007) Neuronal selec-
tivity, population sparseness, and ergodicity in the inferior temporal
visual cortex. Biol Cybern 96:547–560
Fyhn M, Molden S, Witter MP, Moser EI, Moser MB (2004) Spatial
representation in the entorhinal cortex. Science 305:1258–1264
Gelbard-Sagiv H, Mukamel R, Harel M, Malach R, Fried I (2008)
Internally generated reactivation of single neurons in human hippo-
campus during free recall. Science 322:96–101
Georges-François P, Rolls ET, Robertson RG (1999) Spatial view cells in
the primate hippocampus: allocentric view not head direction or eye
position or place. Cereb Cortex 9:197–212
Gilbert PE, Kesner RP (2003) Localization of function within the dorsal
hippocampus: the role of the CA3 subregion in paired-associate
learning. Behav Neurosci 117:1385–1394
Gilbert PE, Kesner RP, Lee I (2001) Dissociating hippocampal subre-
gions: double dissociation between dentate gyrus and CA1.
Hippocampus 11:626–636
Giocomo LM, Hasselmo ME (2007) Neuromodulation by glutamate and
acetylcholine can change circuit dynamics by regulating the relative
influence of afferent input and excitatory feedback. Mol Neurobiol
36:184–200
Giocomo LM, Moser MB, Moser EI (2011) Computational models of
grid cells. Neuron 71:589–603
Gold AE, Kesner RP (2005) The role of the CA3 subregion of the dorsal
hippocampus in spatial pattern completion in the rat. Hippocampus
15:808–814
Goodrich-Hunsaker NJ, Hunsaker MR, Kesner RP (2008) The interac-
tions and dissociations of the dorsal hippocampus subregions: how
the dentate gyrus, CA3, and CA1 process spatial information. Behav
Neurosci 122:16–26
Hafting T, Fyhn M, Molden S, Moser MB, Moser EI (2005)
Microstructure of a spatial map in the entorhinal cortex. Nature
436:801–806
Hartley T, Lever C, Burgess N, O’Keefe J (2014) Space in the brain: how
the hippocampal formation supports spatial cognition. Philos Trans
R Soc Lond B Biol Sci 369:20120510
Hasselmo ME, Sarter M (2011) Modes and models of forebrain cholin-
ergic neuromodulation of cognition. Neuropsychopharmacology 36:
52–73
Hasselmo ME, Schnell E, Barkai E (1995) Dynamics of learning and
recall at excitatory recurrent synapses and cholinergic modulation
in rat hippocampal region CA3. J Neurosci 15:5249–5262
Henze DA, Wittner L, Buzsaki G (2002) Single granule cells reliably
discharge targets in the hippocampal CA3 network in vivo. Nat
Neurosci 5:790–795
Hertz J, Krogh A, Palmer RG (1991) An introduction to the theory of
neural computation. Addison-Wesley, Wokingham
Hirshhorn M, Grady C, Rosenbaum RS, Winocur G, Moscovitch M
(2012) The hippocampus is involved in mental navigation for a
recently learned, but not a highly familiar environment: a longitudi-
nal fMRI study. Hippocampus 22:842–852
Hölscher C, Jacob W, Mallot HA (2003) Reward modulates neuronal
activity in the hippocampus of the rat. Behav Brain Res 142:181–
191
Hopfield JJ (1982) Neural networks and physical systems with emergent
collective computational abilities. Proc Natl Acad Sci USA 79:
2554–2558
HowardMW, EichenbaumH (2015) Time and space in the hippocampus.
Brain Res 1621:345–354
Howard MW, Viskontas IV, Shankar KH, Fried I (2012) Ensembles of
humanMTL neurons Bjump back in time^ in response to a repeated
stimulus. Hippocampus 22:1833–1847
Ishizuka N, Weber J, Amaral DG (1990) Organization of
intrahippocampal projections originating from CA3 pyramidal cells
in the rat. J Comp Neurol 295:580–623
Ison MJ, Quian Quiroga R, Fried I (2015) Rapid encoding of new mem-
ories by individual neurons in the human brain. Neuron 87:220–230
Itskov PM, Vinnik E, Diamond ME (2011) Hippocampal representation
of touch-guided behavior in rats: persistent and independent traces
of stimulus and reward location. PLoS One 6:e16462
Jeffery KJ (2011) Place cells, grid cells, attractors, and remapping. Neural
Plast 2011:182602
Jezek K, Henriksen EJ, Treves A, Moser EI, Moser MB (2011) Theta-
paced flickering between place-cell maps in the hippocampus.
Nature 478:246–249
Jung MW, McNaughton BL (1993) Spatial selectivity of unit activity in
the hippocampal granular layer. Hippocampus 3:165–182
Kesner RP, Rolls ET (2001) Role of long term synaptic modification in
short term memory. Hippocampus 11:240–250
Cell Tissue Res
Kesner RP, Rolls ET (2015) A computational theory of hippocampal
function, and tests of the theory: new developments. Neurosci
Biobehav Rev 48:92–147
Kesner RP, Hunsaker MR, Warthen MW (2008) The CA3 subregion
of the hippocampus is critical for episodic memory processing
by means of relational encoding in rats. Behav Neurosci 122:
1217–1225
Kesner RP, Morris AM, Weeden CSS (2012) Spatial, temporal, and as-
sociative behavioral functions associated with different subregions
of the hippocampus. In: Zentall TR, Wasserman EA (eds) Oxford
handbook of comparative cognition. Oxford University Press,
Oxford, pp 322–346
Killian NJ, Jutras MJ, Buffalo EA (2012) A map of visual space in the
primate entorhinal cortex. Nature 491:761–764
Kohonen T (1977) Associative memory: a system theoretical approach.
Springer, New York
Kolb B, Whishaw IQ (2015) Fundamentals of human neuropsychology.
Worth, New York
Kondo H, Lavenex P, Amaral DG (2009) Intrinsic connections of the
macaque monkey hippocampal formation. II. CA3 connections. J
Comp Neurol 515:349–377
Kornblith S, Cheng X, Ohayon S, Tsao DY (2013) A network for scene
processing in the macaque temporal lobe. Neuron 79:766–781
Kraus BJ, Brandon MP, Robinson RJ, Connerney MA, Hasselmo ME,
Eichenbaum H (2013a) Grid cells are time cells. Soc Neurosci
Abstracts 769:719
Kraus BJ, Robinson RJ 2nd, White JA, Eichenbaum H, Hasselmo ME
(2013b) Hippocampal Btime cells^: time versus path integration.
Neuron 78:1090–1101
Kraus BJ, Brandon MP, Robinson RJ, Connerney MA, Hasselmo ME,
Eichenbaum H (2015) During running in place, grid cells integrate
elapsed time and distance run. Neuron 88:578–589
Kropff E, Treves A (2008) The emergence of grid cells: intelligent design
or just adaptation? Hippocampus 18:1256–1269
Lassalle JM, Bataille T, Halley H (2000) Reversible inactivation of the
hippocampal mossy fiber synapses in mice impairs spatial learning,
but neither consolidation nor memory retrieval, in the Morris navi-
gation task. Neurobiol Learn Mem 73:243–257
Lavenex P, Amaral DG (2000) Hippocampal-neocortical interaction: a
hierarchy of associativity. Hippocampus 10:420–430
Lavenex P, Suzuki WA, Amaral DG (2004) Perirhinal and
parahippocampal cortices of the macaque monkey: intrinsic projec-
tions and interconnections. J Comp Neurol 472:371–394
Lee I, Kesner RP (2004) Encoding versus retrieval of spatial memory:
double dissociation between the dentate gyrus and the perforant path
inputs into CA3 in the dorsal hippocampus. Hippocampus 14:66–76
Lehn H, Steffenach HA, van Strien NM, Veltman DJ, Witter MP, Haberg
AK (2009) A specific role of the human hippocampus in recall of
temporal sequences. J Neurosci 29:3475–3484
Leutgeb S, Leutgeb JK (2007) Pattern separation, pattern completion, and
new neuronal codes within a continuous CA3 map. Learn Mem 14:
745–757
Leutgeb S, Leutgeb JK, Barnes CA, Moser EI, McNaughton BL, Moser
MB (2005) Independent codes for spatial and episodic memory in
hippocampal neuronal ensembles. Science 309:619–623
Leutgeb JK, Leutgeb S, Moser MB, Moser EI (2007) Pattern separation
in the dentate gyrus and CA3 of the hippocampus. Science 315:961–
966
Lever C, Burton S, Jeewajee A, O’Keefe J, Burgess N (2009) Boundary
vector cells in the subiculum of the hippocampal formation. J
Neurosci 29:9771–9777
LevyWB (1989) A computational approach to hippocampal function. In:
Hawkins RD, Bower GH (eds) Computational models of learning in
simple neural systems. Academic Press, San Diego, pp 243–305
Lisman J, Buzsaki G (2008) A neural coding scheme formed by the
combined function of gamma and theta oscillations. Schizophr
Bull 34:974–980
Lisman J, Redish AD (2009) Prediction, sequences and the hippocampus.
Philos Trans R Soc Lond B Biol Sci 364:1193–1201
Loh M, Rolls ET, Deco G (2007) A dynamical systems hypothesis of
schizophrenia. PLoS Comput Biol 3:e228. https://doi.org/10.1371/
journal.pcbi.0030228
Macdonald CJ, Lepage KQ, Eden UT, Eichenbaum H (2011)
Hippocampal "time cells" bridge the gap in memory for
discontiguous events. Neuron 71:737–749
Maguire EA, Intraub H, Mullally SL (2016) Scenes, spaces, and memory
traces: what does the hippocampus do? Neuroscientist 22:432–439
Marr D (1971) Simple memory: a theory for archicortex. Philos Trans R
Soc Lond B Biol Sci 262:23–81
McClelland JL, McNaughton BL, O’Reilly RC (1995) Why there are
complementary learning systems in the hippocampus and neocortex:
insights from the successes and failures of connectionist models of
learning and memory. Psychol Rev 102:419–457
McHugh TJ, Jones MW, Quinn JJ, Balthasar N, Coppari R, Elmquist JK,
Lowell BB, FanselowMS,WilsonMA, Tonegawa S (2007) Dentate
gyrus NMDA receptors mediate rapid pattern separation in the hip-
pocampal network. Science 317:94–99
McNaughton BL (1991) Associative pattern completion in hippocampal
circuits: new evidence and new questions. Brain Res Rev 16:193–
220
McNaughton BL, Morris RGM (1987) Hippocampal synaptic enhance-
ment and information storage within a distributed memory system.
Trends Neurosci 10:408–415
McNaughton BL, Nadel L (1990) Hebb-Marr networks and the neurobi-
ological representation of action in space. In: Gluck MA, Rumelhart
DE (eds) Neuroscience and connectionist theory. Erlbaum,
Hillsdale, pp 1–64
McNaughton BL, Barnes CA, O’Keefe J (1983) The contributions of
position, direction, and velocity to single unit activity in the hippo-
campus of freely-moving rats. Exp Brain Res 52:41–49
McNaughtonBL, Barnes CA, Gerrard JL, Gothard K, JungMW,Knierim
JJ, Kudrimoti H, Qin Y, Skaggs WE, Suster M, Weaver KL (1996)
Deciphering the hippocampal polyglot: the hippocampus as a path
integration system. J Exp Biol 199:173–185
McNaughton BL, Battaglia FP, Jensen O, Moser EI, Moser MB (2006)
Path integration and the neural basis of the 'cognitive map. Nat Rev
Neurosci 7:663–678
Moe A, De Beni R (2005) Stressing the efficacy of the loci method: oral
presentation and the subject-generation of the loci pathway with
expository passages. Appl Cogn Psychol 19:95–106
Morris RG, FreyU (1997) Hippocampal synaptic plasticity: role in spatial
learning or the automatic recording of attended experience? Philos
Trans R Soc Lond B Biol Sci 352:1489–1503
Moser EI, Roudi Y, Witter MP, Kentros C, Bonhoeffer T, Moser MB
(2014) Grid cells and cortical representation. Nat Rev Neurosci
15:466–481
Moser MB, Rowland DC, Moser EI (2015) Place cells, grid cells, and
memory. Cold Spring Harb Perspect Biol 7:a021808
Nakashiba T, Cushman JD, Pelkey KA, Renaudineau S, Buhl DL,
McHugh TJ, Rodriguez Barrera V, Chittajallu R, Iwamoto KS,
McBain CJ, FanselowMS, Tonegawa S (2012) Young dentate gran-
ule cells mediate pattern separation, whereas old granule cells facil-
itate pattern completion. Cell 149:188–201
Nakazawa K, Quirk MC, Chitwood RA, Watanabe M, Yeckel MF, Sun
LD, Kato A, Carr CA, Johnston D,WilsonMA, Tonegawa S (2002)
Requirement for hippocampal CA3 NMDA receptors in associative
memory recall. Science 297:211–218
Nakazawa K, Sun LD, Quirk MC, Rondi-Reig L, Wilson MA,
Tonegawa S (2003) Hippocampal CA3 NMDA receptors are
Cell Tissue Res
crucial for memory acquisition of one-time experience. Neuron
38:305–315
Nakazawa K, McHugh TJ, Wilson MA, Tonegawa S (2004) NMDA
receptors, place cells and hippocampal spatial memory. Nat Rev
Neurosci 5:361–372
Nasr S, Liu N, Devaney KJ, Yue X, Rajimehr R, Ungerleider LG, Tootell
RB (2011) Scene-selective cortical regions in human and nonhuman
primates. J Neurosci 31:13771–13785
Neunuebel JP, Knierim JJ (2012) Spatial firing correlates of physiologi-
cally distinct cell types of the rat dentate gyrus. J Neurosci 32:3848–
3858
Newman EL, Gupta K, Climer JR, Monaghan CK, Hasselmo ME (2012)
Cholinergic modulation of cognitive processing: insights drawn
from computational models. Front Behav Neurosci 6:24
O’Keefe J (1979) A review of the hippocampal place cells. Prog
Neurobiol 13:419–439
O’Keefe J (1984) Spatial memory within and without the hippocampal
system. In: Seifert W (ed) Neurobiology of the hippocampus.
Academic Press, London, pp 375–403
O’Keefe J (1991) The hippocampal cognitive map and navigational strat-
egies. In: Paillard J (ed) Brain and space. Oxford University Press,
Oxford, pp 273–295
O’Keefe J, Dostrovsky J (1971) The hippocampus as a spatial map:
preliminary evidence from unit activity in the freely moving rat.
Brain Res 34:171–175
O’Keefe J, Nadel L (1978) The hippocampus as a cognitive map.
Clarendon, Oxford
Panzeri S, Rolls ET, Battaglia F, Lavis R (2001) Speed of feedforward
and recurrent processing in multilayer networks of integrate-and-fire
neurons. Netw Comput Neural Syst 12:423–440
Pitkanen A, Kelly JL, Amaral DG (2002) Projections from the lateral,
basal, and accessory basal nuclei of the amygdala to the entorhinal
cortex in the macaque monkey. Hippocampus 12:186–205
Quiroga RQ (2012) Concept cells: the building blocks of declarative
memory functions. Nat Rev Neurosci 13:587–597
Rajji T, Chapman D, Eichenbaum H, Greene R (2006) The role of CA3
hippocampal NMDA receptors in paired associate learning. J
Neurosci 26:908–915
Redila V, Kinzel C, Jo YS, Puryear CB, Mizumori SJ (2014) A role for
the lateral dorsal tegmentum in memory and decision neural circuit-
ry. Neurobiol Learn Mem 117:93-108
Rey HG, Ison MJ, Pedreira C, Valentin A, Alarcon G, Selway R,
Richardson MP, Quian Quiroga R (2015) Single-cell recordings in
the human medial temporal lobe. J Anat 227:394–408
Robertson RG, Rolls ET, Georges-François P (1998) Spatial view cells in
the primate hippocampus: effects of removal of view details. J
Neurophysiol 79:1145–1156
Robertson RG, Rolls ET, Georges-François P, Panzeri S (1999) Head
direction cells in the primate pre-subiculum. Hippocampus 9:206–
219
Rolls ET (1987) Information representation, processing and storage in the
brain: analysis at the single neuron level. In: Changeux J-P, Konishi
M (eds) The neural and molecular bases of learning. Wiley,
Chichester, pp 503–540
Rolls ET (1989a) Functions of neuronal networks in the hippocampus
and cerebral cortex in memory. In: Cotterill RMJ (ed) Models of
brain function. Cambridge University Press, Cambridge, pp 15–33
Rolls ET (1989b) Functions of neuronal networks in the hippocampus
and neocortex in memory. In: Byrne JH, Berry WO (eds) Neural
models of plasticity: experimental and theoretical approaches.
Academic Press, San Diego, pp 240–265
Rolls ET (1989c) The representation and storage of information in neu-
ronal networks in the primate cerebral cortex and hippocampus. In:
Durbin R, Miall C, Mitchison G (eds) The computing neuron.
Addison-Wesley, Wokingham, pp 125–159
Rolls ET (1990a) Functions of the primate hippocampus in spatial pro-
cessing and memory. In: Olton DS, Kesner RP (eds) Neurobiology
of comparative cognition. Erlbaum, Hillsdale, pp 339–362
Rolls ET (1990b) Theoretical and neurophysiological analysis of the
functions of the primate hippocampus in memory. Cold Spring
Harb Symp Quant Biol 55:995–1006
Rolls ET (1995) A model of the operation of the hippocampus and ento-
rhinal cortex in memory. Int J Neural Syst 6:51–70
Rolls ET (1996) A theory of hippocampal function in memory.
Hippocampus 6:601–620
Rolls ET (1999) Spatial view cells and the representation of place in the
primate hippocampus. Hippocampus 9:467–480
Rolls ET (2008) Memory, attention, and decision-making: a unifying
computational neuroscience approach. Oxford University Press,
Oxford
Rolls ET (2009) The neurophysiology and computational mechanisms of
object representation. In: Dickinson S, Tarr M, Leonardis A, Schiele
B (eds) Object categorization: computer and human vision perspec-
tives. Cambridge University Press, Cambridge, pp 257–287
Rolls ET (2010) A computational theory of episodic memory formation
in the hippocampus. Behav Brain Res 215:180–196
Rolls ET (2012a) Advantages of dilution in the connectivity of attractor
networks in the brain. Biol Inspired Cogn Architectures 1:44–54
Rolls ET (2012b) Glutamate, obsessive-compulsive disorder, schizophre-
nia, and the stability of cortical attractor neuronal networks.
Pharmacol Biochem Behav 100:736–751
Rolls ET (2012c) Invariant visual object and face recognition: neural and
computational bases, and a model, VisNet. Front Comput Neurosci
6:1–70
Rolls ET (2013a) The mechanisms for pattern completion and pattern
separation in the hippocampus. Front Syst Neurosci 7:74
Rolls ET (2013b) A quantitative theory of the functions of the hippocam-
pal CA3 network in memory. Front Cell Neurosci 7:98
Rolls ET (2014) Emotion and decision-making explained. Oxford
University Press, Oxford
Rolls ET (2015a) Diluted connectivity in pattern association networks
facilitates the recall of information from the hippocampus to the
neocortex. Prog Brain Res 219:21–43
Rolls ET (2015b) Limbic systems for emotion and for memory, but no
single limbic system. Cortex 62:119–157
Rolls ET (2016a) Cerebral cortex: principles of operation. Oxford
University Press, Oxford
Rolls ET (2016b) A non-reward attractor theory of depression. Neurosci
Biobehav Rev 68:47–58
Rolls ET (2016c) Pattern separation, completion, and categorisation in
the hippocampus and neocortex. Neurobiol Learn Mem 129:4–28
Rolls ET (2017) A scientific theory of ars memoriae: spatial view cells in
a continuous attractor network with linked items. Hippocampus 27:
570–579
Rolls ET, Deco G (2010) The noisy brain: stochastic dynamics as a
principle of brain function. Oxford University Press, Oxford
Rolls ET, Deco G (2015) Stochastic cortical neurodynamics underlying
the memory and cognitive changes in aging. Neurobiol Learn Mem
118:150–161
Rolls ET, Kesner RP (2006) A computational theory of hippocampal
function, and empirical tests of the theory. Prog Neurobiol 79:1–48
Rolls ET, O’Mara SM (1995) View-responsive neurons in the primate
hippocampal complex. Hippocampus 5:409–424
Rolls ET, Stringer SM (2005) Spatial view cells in the hippocampus, and
their idiothetic update based on place and head direction. Neural
Netw 18:1229–1241
Rolls ET, Treves A (1990) The relative advantages of sparse versus dis-
tributed encoding for associative neuronal networks in the brain.
Network 1:407–421
Rolls ET, Treves A (1998) Neural networks and brain function. Oxford
University Press, Oxford
Cell Tissue Res
Rolls ET, Treves A (2011) The neuronal encoding of information in the
brain. Prog Neurobiol 95:448–490
Rolls ET, Webb TJ (2012) Cortical attractor network dynamics with di-
luted connectivity. Brain Res 1434:212–225
Rolls ET, Xiang J-Z (2005) Reward-spatial view representations and
learning in the hippocampus. J Neurosci 25:6167–6174
Rolls ET, Xiang J-Z (2006) Spatial view cells in the primate hippocam-
pus, and memory recall. Rev Neurosci 17:175–200
Rolls ET, Robertson RG, Georges-François P (1997a) Spatial view cells
in the primate hippocampus. Eur J Neurosci 9:1789–1794
Rolls ET, Treves A, Foster D, Perez-Vicente C (1997b) Simulation stud-
ies of the CA3 hippocampal subfield modelled as an attractor neural
network. Neural Netw 10:1559–1569
Rolls ET, Treves A, Robertson RG, Georges-François P, Panzeri S (1998)
Information about spatial view in an ensemble of primate hippocam-
pal cells. J Neurophysiol 79:1797–1813
Rolls ET, Stringer SM, Trappenberg TP (2002) A unified model of spatial
and episodic memory. Proc R Soc Lond B Biol Sci 269:1087–1093
Rolls ET, Xiang J-Z, Franco L (2005) Object, space and object-space
representations in the primate hippocampus. J Neurophysiol 94:
833–844
Rolls ET, Stringer SM, Elliot T (2006) Entorhinal cortex grid cells can
map to hippocampal place cells by competitive learning. Netw
Comput Neural Syst 17:447–465
Rolls ET, Loh M, Deco G (2008a) An attractor hypothesis of obsessive-
compulsive disorder. Eur J Neurosci 28:782–793
Rolls ET, Loh M, Deco G, Winterer G (2008b) Computational models of
schizophrenia and dopamine modulation in the prefrontal cortex.
Nat Rev Neurosci 9:696–709
Rolls ET, Tromans J, Stringer SM (2008c) Spatial scene representations
formed by self-organizing learning in a hippocampal extension of
the ventral visual system. Eur J Neurosci 28:2116–2127
Rueckemann JW, Buffalo EA (2017) Spatial responses, immediate expe-
rience, and memory in the monkey hippocampus. Curr Opin Behav
Sci 17:155-160
Rumelhart DE (ed) (1990) Brain style computation: learning and gener-
alization. Academic Press, San Diego
Rumelhart DE, Todd PM (1993) Learning and connectionist representa-
tions. In: Meyer DE, Kornblum S (eds) Attention and performance.
XIV: Synergies in experimental psychology, artificial intelligence,
and cognitive neuroscience. MIT Press, Cambridge, pp 3–30
Rumelhart DE, Hinton GE, Williams RJ (1986) Learning internal repre-
sentations by error propagation. In: Rumelhart DE, McClelland JL,
Group TPR (eds) Parallel distributed processing: explorations in the
microstructure of cognition, vol 1. MIT Press, Cambridge, pp 318–
362
Samsonovich A, McNaughton BL (1997) Path integration and cognitive
mapping in a continuous attractor neural network model. J Neurosci
17:5900–5920
Schultz S, Rolls ET (1999) Analysis of information transmission in the
Schaffer collaterals. Hippocampus 9:582–598
Scoville WB, Milner B (1957) Loss of recent memory after bilateral
hippocampal lesions. J Neurol Neurosurg Psychiatry 20:11–21
Simmen MW, Treves A, Rolls ET (1996) Pattern retrieval in threshold-
linear associative nets. Network 7:109–122
Squire LR,Wixted JT (2011) The cognitive neuroscience of humanmem-
ory since H.M. Annu Rev Neurosci 34:259–288
Stefanacci L, Suzuki WA, Amaral DG (1996) Organization of connec-
tions between the amygdaloid complex and the perirhinal and
parahippocampal cortices in macaque monkeys. J Comp Neurol
375:552–582
Stringer SM, Rolls ET (2002) Invariant object recognition in the visual
system with novel views of 3D objects. Neural Comput 14:2585–
2596
Stringer SM, Rolls ET, Trappenberg TP, Araujo IET (2002a) Self-
organizing continuous attractor networks and path integration.
Two-dimensional models of place cells. Netw Comput Neural Syst
13:429–446
Stringer SM, Trappenberg TP, Rolls ET, Araujo IET (2002b) Self-
organizing continuous attractor networks and path integration:
one-dimensional models of head direction cells. Netw Comput
Neural Syst 13:217–242
Stringer SM, Rolls ET, Trappenberg TP (2004) Self-organising continu-
ous attractor networks with multiple activity packets, and the repre-
sentation of space. Neural Netw 17:5–27
Stringer SM, Rolls ET, Trappenberg TP (2005) Self-organizing continu-
ous attractor network models of hippocampal spatial view cells.
Neurobiol Learn Mem 83:79–92
SuzukiWA, Amaral DG (1994a) Perirhinal and parahippocampal cortices
of the macaque monkey—cortical afferents. J Comp Neurol 350:
497–533
Suzuki WA, Amaral DG (1994b) Topographic organization of the recip-
rocal connections between the monkey entorhinal cortex and the
perirhinal and parahippocampal cortices. J Neurosci 14:1856–1877
Tabuchi E, Mulder AB, Wiener SI (2003) Reward value invariant place
responses and reward site associated activity in hippocampal neu-
rons of behaving rats. Hippocampus 13:117–132
Takeuchi T, Duszkiewicz AJ, Morris RG (2014) The synaptic plasticity
and memory hypothesis: encoding, storage and persistence. Philos
Trans R Soc Lond B Biol Sci 369:20130288
Taube JS, Goodridge JP, Golob EJ, Dudchenko PA, StackmanRW (1996)
Processing the head direction signal: a review and commentary.
Brain Res Bull 40:477–486
Tonegawa S, Nakazawa K, Wilson MA (2003) Genetic neuroscience of
mammalian learning and memory. Philos Trans R Soc Lond B Biol
Sci 358:787–795
Treves A (1990) Graded-response neurons and information encodings in
autoassociative memories. Phys Rev A 42:2418–2430
Treves A (1995) Quantitative estimate of the information relayed by
Schaffer collaterals. J Comput Neurosci 2:259–272
Treves A, Rolls ET (1991) What determines the capacity of
autoassociative memories in the brain? Network 2:371–397
Treves A, Rolls ET (1992) Computational constraints suggest the need
for two distinct input systems to the hippocampal CA3 network.
Hippocampus 2:189–199
Treves A, Rolls ET (1994) A computational analysis of the role of the
hippocampus in memory. Hippocampus 4:374–391
Treves A, Rolls ET, Simmen M (1997) Time for retrieval in recurrent
associative memories. Physica D 107:392–400
van Haeften T, Baks-te-Bulte L, Goede PH, Wouterlood FG, Witter MP
(2003) Morphological and numerical analysis of synaptic interac-
tions between neurons in deep and superficial layers of the entorhi-
nal cortex of the rat. Hippocampus 13:943–952
Van Hoesen GW (1982) The parahippocampal gyrus. New observations
regarding its cortical connections in the monkey. Trends Neurosci 5:
345–350
van Strien NM, Cappaert NL, Witter MP (2009) The anatomy of memo-
ry: an interactive overview of the parahippocampal-hippocampal
network. Nat Rev Neurosci 10:272–282
Wang XJ (2008) Decision making in recurrent neuronal circuits. Neuron
60:215–234
Wang SH, Morris RG (2010) Hippocampal-neocortical interactions in
memory formation, consolidation, and reconsolidation. Annu Rev
Psychol 61:C41–C44
Wiener SI, Taube JS (eds) (2005) Head direction cells and the neural
mechanisms of spatial orientation. MIT Press, Cambridge
Wills TJ, Lever C, Cacucci F, Burgess N, O’Keefe J (2005) Attractor
dynamics in the hippocampal representation of the local environ-
ment. Science 308:873–876
Wirth S, Avsar E, Chiu CC, Sharma V, Smith AC, Brown E, Suzuki WA
(2009) Trial Outcome and Associative Learning Signals in the
Monkey Hippocampus. Neuron 61(6):930–940
Cell Tissue Res
Wirth S, Baraduc P, Plante A, Pinede S, Duhamel JR (2017) Gaze-in-
formed, task-situated representation of space in primate hippocam-
pus during virtual navigation. PLoS Biol 15:e2001045
Witter MP (1993) Organization of the entorhinal-hippocampal system: a
review of current anatomical data. Hippocampus 3:33–44
Witter MP (2007) Intrinsic and extrinsic wiring of CA3: indications for
connectional heterogeneity. Learn Mem 14:705–713
Witter MP, Naber PA, van Haeften T, Machielsen WC, Rombouts SA,
Barkhof F, Scheltens P, Lopes da Silva FH (2000) Cortico-
hippocampal communication by way of parallel parahippocampal-
subicular pathways. Hippocampus 10:398–410
Wood ER, Dudchenko PA, Eichenbaum H (1999) The global record of
memory in hippocampal neuronal activity. Nature 397:613–616
Yates FA (1992) The art of memory. University of Chicago Press,
Chicago
Zeidman P, Maguire EA (2016) Anterior hippocampus: the anatomy of
perception, imagination and episodic memory. Nat Rev Neurosci
17:173–182
Zilli EA (2012) Models of grid cell spatial firing published 2005-2011.
Front Neural Circuits 6:16
Cell Tissue Res
