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 The Arctic is warming at a rate nearly double that of the global average. The enhanced rate 
of warming impacts weather and climate across the Northern Hemisphere. As the meridional (south 
to north) thermal gradient weakens, the middle-latitude westerlies are expected to slow and become 
“wavier” increasing heat and moisture advection to higher latitudes. A quasi-stationary ridge-
trough system of the jet stream increases chances for droughts, floods, heatwaves, and cold spells. 
These impacts have already been observed as North American forest fires and early or extended 
Great Lake ice out. It is more important than ever to understand how the Arctic is changing, what 
impacts this Arctic change, and how Arctic change will impact people who live at high latitudes. 
This dissertation gathers a broad base of knowledge of past, present, and future Arctic climate and 
builds a risk assessment framework for stakeholders, policy makers, and climate scientists to use 
as a tool for understanding the impacts of climate on Arctic nations and indigenous communities. 
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CHAPTER 1 
INTRODUCTION 
A warming Arctic has implications for middle- as well as high-latitude weather and 
climate, though the ultimate magnitude is still unknown. Arctic warming is currently 
occurring at an enhanced rate due to positive feedbacks specific to that region. At the North 
Atlantic-Arctic interface, weather is highly variable due to the transport of heat and 
moisture through the Gulf Stream and the atmospheric polar jet stream. The North Atlantic 
storm track generally follows the Gulf Stream and terminates near southeast Greenland and 
Iceland as the Icelandic Low (IL). The IL is the main driver of the North Atlantic 
Oscillation (NAO) — the difference between the IL and Azores High mean sea level 
pressure — particularly during winter months as the baroclinic zone expands to lower 
latitudes, correlating with temperature and precipitation in many areas around the North 
Atlantic. Understanding changes in atmospheric circulation, temperature, and precipitation 
in the North Atlantic and Arctic is important for building robust projections of how climate 
will change, especially under natural and anthropogenic forcings throughout the Northern 
Hemisphere. To put my research into historical context I include the following brief history 
of recorded knowledge within the Arctic.  
It is believed that around 325 BCE, a Greek merchant named Pytheas of Massalia 
(present Marseille, France) explored above the Arctic Circle. This may have been a legend 
to Greeks and Romans, however the explorer’s reports of aurora borealis and coastlines 
describe fairly well Iceland or the Faroe Islands. Centuries later Norwegians took to the 
seas in search of land in the west. Floki Vilgerdarson landed in Iceland (CA. 868 CE) and 
Erik “The Red” Thorvaldsson landed in Greenland (CA. 982 CE). Later, after the European 
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colonization of North America, explorers were sent out in search of a northern passage 
through the Arctic for ocean trade with the far east. Williem Barrentsz travelled 
northeastward through what is now called the Barents Sea (1597 – 1597) and Henry 
Hudson pressed through the northwest and mapped the shorelines of what is now Hudson’s 
Bay (1610 – 1611). Neither survived their journeys. Their goals were not accomplished 
until 1878 – 1879 by Adolf Erik Nordenskiöld (northeast) and in 1903 by Roald Amundsen 
(northwest). In 1770, a missionary from Denmark, Hans Egede Saabye, left for Greenland. 
In his journal, Saabye comments on a particularly severe Greenland winter mentioning that 
the Danish knew about an oscillation in winter temperature between Greenland and 
Denmark. This later became known as the NAO. Observations of the “seesaw” 
phenomenon were first published in 1811 by Gronau (Table 1 in van Loon and Rogers, 
1978) with emphasis on resulting winter severity in Greenland and Germany during the 
1700s. In the late 1800s, US Naval Officer Lieutenant George Washington DeLong 
departed on an expedition to the North Pole, an expedition that failed after the Jeannette 
was caught and crushed by sea ice. Soon after, the First International Polar Year (IPY; 
1882 – 1883), organized by eleven countries, resulted in thirteen successful expeditions to 
the Arctic and the establishment of fourteen scientific stations for at least one year. As the 
1900s began, scientific interest within the Arctic increased profoundly. A Russian effort 
was sent to chart the Northern Sea Route. The Russian Arctic Ocean Hydrographic 
Expedition, led by the Imperial Russian Navy in 1913, built two icebreakers for the 
mission, Tamyr and Vaygach. The three-year struggle generated a large amount of 
scientific data including ocean currents, meteorology, and sea ice. Harald Sverdrup led a 
scientific expedition in 1931 on the Nautilus with the goal of diving below the sea ice. The 
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mission fell short but demonstrated the ability of submarines to function under sea ice. 
Soon after the failed attempt, a second IPY, inspired by the first IPY 50 years prior, was 
held during 1932 – 1933. This international effort arose after World War I to investigate 
polar weather patterns and the newly discovered upper-tropospheric jet stream, an 
atmospheric river near 11 km above sea level. Much larger than its predecessor, the second 
IPY led to the installation of forty new Arctic stations. The accessibility of airplanes and 
radiosondes were large contributors to the success of these expeditions and resulting 
detailed observations. A second USS Nautilus was commissioned in the early 1950s 
propelled by nuclear power. It passed under the ice of the North Pole in 1958 and in the 
same year the USS Skate breached the sea ice at the North Pole. Also in 1958, the 
International Geophysical Year (IGY; a third IPY) took place bringing countries on 
opposite sides of the Cold War together for scientific exchanges. Sixty-seven countries 
assembled to conduct research on eleven environmental science fields including 
meteorology, oceanography, and solar activity. The first successful satellite was launched 
as part of the IGY, the Soviet Union’s Sputnik I. In addition, a floating research station was 
established which mapped the bed of the Arctic Ocean.  
The first of many major modern contributions to Arctic knowledge was the 
launching of the first Polar-orbiting Operational Environment Satellite (POES) in April 
1960. Since 1960, sixteen POES have been successfully launched with five still in use by 
the National Oceanic and Atmospheric Administration (NOAA, USA) and MetOp 
(Europe). It was not until October 1978, with the launch of TIROS-N (NOAA) carrying 
the first Advanced Very High-Resolution Radiometer (AVHRR), that scientists began to 
record surface observations of snow and ice and sea surface temperature at higher 
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resolution than in-situ observations. With this advancement, Arctic sea ice could be 
monitored on sub-daily time scales rather than visual observations made on weekly to 
annual time scales. Since 1979, the beginning of continuous satellite data covering the 
globe, knowledge of, and interest in, Arctic climate have increased exponentially as the sea 
ice continued to decline in both extent and thickness. 
More recently, in the 1990s, joint deep drilling in the center of the Greenland Ice 
Sheet demonstrated that climate does not change linearly and slowly but rather quite 
abruptly, in a matter of several years, and as a consequence the rate of change of climate 
was drastically revolutionized (Mayewski et al., 1994; Hammer et al., 1997).  During the 
2007 – 2008 IPY, a pool of researchers from over sixty nations engaged in a more thorough 
analysis with respect to previous IPYs. Researchers focused on increased observations to 
build the knowledge base of Arctic and Antarctic sciences. During the latest IPY, Arctic 
sea ice extent reached a record low of 5.7 million km2 on October 16, 2007.  
However, even with all of the aforementioned expeditions, observations, and 
research focused on the polar regions, there is still considerable uncertainty concerning 
how a changing Arctic will influence weather, climate, and global sea level. To better 
understand Arctic climate change and impacts on middle-latitude weather, we must look 
deeper into the past for analogs that help explain the linkages between Arctic climate 
change and associated teleconnections. 
In Chapter 2, I investigate the past Arctic through climate proxy records, such as 
ice cores, lake sediment cores, and speleothems. I correlate 23 climate proxies to the IL, 
summer air temperature, and annual precipitation to build an understanding of how climate 
evolved over the last 2000 years. Through the natural climate shifts of this period — Roman 
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Warm Period, Dark Ages Cool Period, Medieval Climate Anomaly, and Little Ice Age — 
it is shown that storm frequency decreases as temperature increases and the IL increases in 
pressure (i.e., becomes weaker). However, these climate changes are not simultaneous, and 
their amplitudes are not similar across the North Atlantic-Arctic boundary. I find that by 
analyzing regional climate, rather than a pan-Arctic average, this better explains natural 
variability near the North Atlantic-Arctic boundary and shows how each area has evolved 
due to anthropogenic forcings of greenhouse gases and aerosols. This study is currently in 
review and may be found in Quaternary Science Reviews with minor edits. 
In Chapter 3, I examine the modern and future climates while proposing plausible 
scenarios that may impact Arctic climate. The Intergovernmental Panel on Climate Change 
(IPCC, 2014) shows how anthropogenic greenhouse gas emissions are impacting 
temperature at all latitudes, including the Arctic. The IPCC acknowledges natural 
variability, however, the climate models forced by the representative concentration 
pathways (RCPs) do not express impacts from natural forcings — volcanism, established 
climate oscillations, and solar input — in the projections. These natural forcings, and 
potential methane concentrations due to the Arctic positive feedbacks, are used to suggest 
plausible scenarios over the next 30 years (2020 – 2050). The plausible scenarios are then 
projected onto the extreme RCPs (RCP 2.6 and 8.5) to show how the Arctic is likely to 
respond to the natural forcings found in the tropics, Northern Hemisphere, and on the Sun. 
In summary, it appears that the Arctic may cool for a short period due to the extreme 
likelihood of explosive volcanism — though Arctic cooling is more likely if the volcano is 
located in the tropics — slight warming and cooling follow peaks and lulls (respectively) 
of solar variability, and the rate of methanogenesis is likely to increase due to permafrost 
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thaw thus increasing the rate of Arctic warming through a positive feedback mechanism. 
This study as presented here may undergo revisions once submitted to a scientific journal. 
In Chapter 4, I investigate human populations within eight Arctic nations — 
Canada, Denmark, Finland, Iceland, Norway, the Russian Federation, Sweden, and United 
States — and three indigenous communities — Inuit (Canada), Nenets (Russia), and Sámi 
(northern Fennoscandia) — and their vulnerabilities to climate change following three of 
the plausible scenarios of Chapter 3, as follows: Scenario 1) Arctic warming following the 
RCP 8.5 projection; Scenario 2) warming due to enhanced release of naturally occurring 
Arctic methane due to permafrost thaw; and Scenario 3) abrupt warming due to permafrost 
collapse and extreme methane release. These scenarios are discussed in the literature, 
however they are rarely discussed in the context of how they will impact populations in a 
risk assessment format. The aim of this study is to outline a framework for stakeholders, 
policy makers, and climate scientists to estimate Arctic regions’ risk in a changing 
environment. This study as presented here may undergo revisions once submitted to a 
scientific journal. 
Chapter 5 provides a summary of results and suggests avenues for further research. 
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CHAPTER 2 
2000 YEARS OF NORTH ATLANTIC-ARCTIC CLIMATE 
2.1. Introduction 
The Arctic is the first region on the planet to experience a major abrupt climate 
change since the onset of modern observations. Over the last 20 years, the Arctic has 
warmed on average at about two times the global rate, called Arctic amplification (AA) 
(Serreze et al., 2009; Davy and Hanna, 2018; Overland et al., 2018). If the rate of change 
continues to increase in the near future, the Arctic is faced with the complete melt of multi-
year sea-ice and continued open water access across much of the Arctic Ocean during at 
least the summer months (Zhang and Walsh, 2005). An ice-free Arctic Ocean allows for 
increased absorption of insolation and will facilitate warming of near surface air 
temperature and increasing moisture input into the Arctic. Within the last two millennia, 
natural warm and cool periods have developed in response to changes in solar variability 
(Maasch et al., 2005) and volcanic activity (Knudsen et al., 2014). However, the rate of 
temperature change during recent decades is unprecedented in the past two thousand years 
(Tedesco et al., 2017). 
The aim of this study is to examine the regional climate changes — near-surface 
winter atmospheric circulation (the Icelandic Low; IL), near-surface summer air 
temperature (TJJA), and annual precipitation — over the last two millennia. In particular, 
we show how regions near the North Atlantic-Arctic boundary have evolved through the 
naturally-forced Roman Warm Period (RWP; 250 BCE – 450 CE), Dark Ages Cold Period 
(DACP; 450 – 900 CE), Medieval Climate Anomaly (MCA; 900 – 1300 CE), and Little 
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Ice Age (LIA; 1300 – 1850 CE), and into the modern anthropogenically-forced Global 
Warming phase. 
We evaluate previous North Atlantic and Arctic climate reconstructions and assess 
the current state of climate in these regions using the European Centre for Medium-Range 
Weather Forecasts (ECMWF) Reanalysis Interim (ERAI; Dee et al., 2011), 1979 – 2017 
(at the time of this study). ERAI is chosen above other atmospheric reanalysis models for 
its superior performance, as documented by in Lindsay et al. (2014), Bromwich et al. 
(2016), and Auger et al. (2018). Due to its temporal length we also use National Oceanic 
and Atmospheric Administration (NOAA) and Cooperative Institute for Research in 
Environmental Sciences (CIRES) Twentieth Century Reanalysis (20CR; Compo et al., 
2011), 1871 – 2012, for correlations with IL monthly mean sea level pressure (MSLP) and 
IL proxy records. Although a caveat of using 20CR solutions is that mean sea level pressure 
observations were increasingly scarce prior to 1948, the North Atlantic contains the most 
observations on the globe (Compo et al., 2011) and is sufficient for this comparison. 
 
2.1.1. Existing North Atlantic and Arctic Climate Reconstructions 
Several reconstructions of Arctic climate variables already exist, notably Cook et 
al. (2002), McKay and Kaufman (2014), Linderholm et al. (2018), and Kinnard et al. 
(2011). The present study utilizes the regionality of the proxy records rather than 
generating a North Atlantic-wide or Arctic-wide reconstruction to show the similarities and 
dissimilarities of regional climate change through the last two millennia. In this section, 
we describe the methods of recent and/or well-known reconstructions of each of the three 
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variables discussed in this study: the North Atlantic Oscillation (NAO), regional TJJA, and 
regional precipitation. 
As heat transport and most precipitation within the Arctic is synoptically driven, 
we discuss changes in atmospheric circulation. The middle-to-high latitude atmospheric 
circulation is controlled by the expansion and contraction of the polar front jet (PFJ), the 
fastest winds in the westerlies. The baroclinic zones along the PFJ transfer heat into and 
cold out of the Arctic, with most of the exchange located within the North Atlantic sector 
(Serreze et al., 2007; Fan et al., 2012). Using ERAI, Fig. 2.1. shows a correlation between 
the NAO and 500-mb v-winds. The strength of the NAO — largely driven by the IL — 
correlates with the “waviness” of the middle-tropospheric flow, such that a stronger zonal 
component is associated with a positive NAO (Portis et al., 2001). A well-known 
multiproxy winter NAO reconstruction is that of Cook et al. (2002), who use proxy records 
(tree ring and ice cores) for their reconstruction if the records: i) overlapped with the 1750 
– 1974 period, and ii) were significantly correlated (r > |0.15|, p < 0.10) with the winter 
NAO over the 1826 – 1974 period. A total of 45 proxies are used for the Cook et al. NAO 
reconstruction spanning the years 1400 – 1979. Because this reconstruction does not extend 
through the MCA, it is not possible to compare the MCA and LIA or modern periods. Cook 
et al. utilize a power spectrum analysis showing periodicities around 4 and 8 years with 
relatively lower power on multi-decadal timescales, ~ 50 – 60.  
The most commonly measured variable that describes changes in climate is the 
near-surface air temperature. However, in the Arctic, temperature observations are scarce 
as are the proxy records for reconstructing this parameter (Mann et al., 2008). Many 
reconstructions of high-latitude climate use data from ice cores, varved lake sediments, and 
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Figure 2.1. Correlation map of 500-mb v-winds from ERAI and the principle component 
derived NAO index (Hurrell and Deser, 2010). All contours show values significant above 
0.90.  
  
a. DJF b. MAM
c. JJA d. SON
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tree rings to show climate evolution. The reconstruction of Arctic temperature by McKay 
and Kaufman (2014) (first Kaufman et al., 2009) provides a pan-Arctic view of TJJA, when 
the chosen proxies respond greatest to changes in temperature. McKay and Kaufman 
method for choosing climate proxy records (n=23) includes: i) north of 60°N; ii) at least 
1000 years long; iii) annual to decadal resolution; and iv) publicly available data. All 
climate proxies in McKay and Kaufman (2014) are standardized, smoothed with a 10-year 
running mean and averaged to yield an Arctic-wide mean TJJA. Their reconstruction shows 
the recent reversal of cooling trends (1st – 20th centuries) to warming trends (during the 20th 
century), likely due to reduced sea-ice cover and increased greenhouse gases. McKay and 
Kaufman (2014) show abrupt warming during the 20th century, with the five warmest 
decades of the 2000-year reconstruction between 1950 and 2000. However, with 74% of 
the proxies located within the North Atlantic sector (four located in Alaska and two in 
northern Russia), the McKay and Kaufman reconstruction is heavily weighted toward the 
North Atlantic. Nevertheless, these authors show that the pan-Arctic TJJA reconstruction 
correlates well with the ERA-40 output of mean Arctic TJJA north of 60°N (r2 = 0.66, p < 
0.01).  
Precipitation is another common atmospheric variable used to describe climate. 
Generally, precipitation at high latitudes is lower relative to mid-latitudes and tropics. 
However, near the Icelandic and Aleutian Lows, higher amounts of precipitation occur due 
to increased baroclinicity and the northeast trajectories of the warm western boundary 
currents and storm tracks in the Atlantic and Pacific Oceans, respectively (Hotta and 
Nakamura, 2011). A recent Arctic hydroclimate reconstruction produced by Linderholm et 
al. (2018) is based on a multiproxy array of 17 records, for which each is required: i) to be 
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located north of 60°N; ii) extend at least from 800 – 1900 CE; iii) have a temporal 
resolution less than 50 years; and iv) have at least 2 age control points. Similar to the 
McKay and Kaufman (2014) approach, the proxy records are standardized and averaged to 
yield an Arctic-wide annual precipitation reconstruction. Also similar to McKay and 
Kaufman, ~70% of the Linderholm et al. proxy records are located in the North Atlantic 
sector and are thus biased toward that region. Linderholm et al. address this over-weighting 
by splitting the Arctic into two regions, North Atlantic and Alaska, inferring that this 
Arctic-wide time series — with 30-year loess filtering — correlates well with the North 
Atlantic (r2 = 0.93) and less so with Alaska (r2 = 0.35). The pan-Arctic precipitation 
reconstruction yields a general decreasing trend during the 800 – 1200 CE period with 
oscillations of ~80-year and ~140-year quasi-periodicities during 1050 – 1500 CE and 900 
– 1650 CE, respectively. Linderholm et al. reveal a drying period during the MCA (900 – 
1200 CE) followed by increased precipitation during the early LIA (1400 – 1600 CE), 
comparable to model simulations.  
With the recent decrease in sea-ice extent hitting record lows, 2007 and then 2012, 
the face of the Arctic is changing rapidly. Since the beginning of the satellite era, it has 
become clear that sea-ice influences atmospheric circulation (thus temperature and 
precipitation) and vice versa. However, a debate persists on the extent of this coupled 
relationship (Screen et al., 2013; Cohen et al., 2014; Overland et al., 2015; Blackport and 
Kushner, 2016; Liu et al., 2016; Overland et al., 2016). To answer this question, an 
understanding of how Arctic sea-ice extent has changed over recent decades, centuries, and 
millennia is needed. Kinnard et al. (2011) reconstruct the summer minimum extent of 
Arctic sea-ice using climate proxy records linked with local summer temperature. This 
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study uses 69 proxy records — ice cores, tree-rings, lake sediments, and historical records 
— covering the Arctic domain. Climate proxy temporal resolutions for this reconstruction 
are not finer than 5 years. Each record was interpolated to 1-year resolution and then 
smoothed to 5-year resolution. The number of predictors per year in the study ranges from 
12 (561 AD) to 69 (1995 AD), the beginning and end in years of the reconstruction, 
respectively. The reconstruction is compared to sea-ice extent observations (Walsh and 
Chapman, 2001) over the period 1870 – 1995, and yields a robust correlation after applying 
a 40-year low pass filter, suggesting that the proxy records reproduce well the multi-
decadal fluctuations of summer minimum sea-ice extent. Continuous sea-ice observations 
are now available, with gridded model solutions found in all global atmospheric reanalysis 
products. 
Atmospheric modeling through reanalysis of past observations is important to 
understanding modern shifts in weather and climate. There are several state-of-the-art 
atmospheric reanalysis products with global spatial coverage; however, the Arctic System 
Reanalysis (ASR; Bromwich et al., 2016) focuses on the Arctic. ASR is a dynamically 
downscaled Weather Research and Forecasting (WRF) solution using ERAI output to force 
the domain boundaries while applying spectral nudging within the domain. A second 
iteration of ASR, version 2 (ASRv2; Bromwich et al., 2018), spans the years 2000 – 2012 
and is on a finer grid resolution than the parent global reanalysis at 15 km. The Advanced 
Research version of WRF (ARW) was used to downscale ERAI with the optimizations 
enabled for the polar regions (Polar WRF; http://polarmet.osu.edu/PWRF/). Bromwich et 
al. (2018) compared solutions from ASRv2 to those of ASR and ERAI as well as 
observations within the domain. ASRv2 showed improved correlations to observations at 
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middle-latitudes as well as within the Arctic for 10-m wind speed and 2-m air and dew 
point temperatures, with robust results for surface pressure. Increasing the model resolution 
from 0.75° (ERAI) to 30 km (ASR) to 15 km (ASRv2) was found to be a major contributor 
to the increase in robust correlation coefficients with observations. ASR has already proven 
to be an important tool for examining climate trends within the Arctic (Moore, 2013; 
Wesslén et al., 2014; Smirnova and Golubkin, 2017), and as the model solutions are 
extended from 2012 to present ASR should add more understanding to AA and linkages 
with middle-latitude changes, for example the North Atlantic storm track. However, 
ASRv2 is not utilized in the present study since the period covered by this reanalysis is too 
short compared to the ~2000-year period of interest. Also, most of the proxy records do 
not overlap this period. 
 
2.1.2. Modern Climate of the North Atlantic-Arctic Boundary 
Atmospheric circulation can be explained in general by examining the NAO and its 
components. The NAO index was first found by subtracting the observed MSLP at 
Reykjavik, Iceland (IL) from Lisbon, Portugal (Azores High; AH). The IL is deepening — 
strengthening — in all seasons with the exception of summer (Fig. 2.2.), as seen in ERAI, 
2011 – 2017 minus 1979 – 2010. Strengthening of the IL suggests an increase in cyclone 
frequency and/or intensity. As the IL is half of the NAO dipole, the strength of the AH can 
also contribute to the “waviness” of the near-surface westerlies. High pressure blocking 
can control circulation patterns for up to two weeks, forcing a meridional trajectory that 
delivers precipitation to relatively dry locations, such as southwest Greenland (Auger et 
al., 2017). Other major circulation features within the North Atlantic domain are the  
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Figure 2.2. a-d MSLP anomalies from ERAI for each season from periods 2011 – 2017 
minus 1979 – 2010. The white box in a shows the area averaged to find e, February MSLP 
inter-annual variability (thin line) with a 10-year mean (thick line). 
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Greenland Blocking Index (GBI; 500-mb geopotential heights over Greenland; Fang et al., 
2004) and the Atlantic Multidecadal Oscillation (AMO) which is a ~60-year 20th century 
oscillation of North Atlantic sea surface temperatures thought to be driven by deep ocean,  
near-surface atmospheric circulation, or volcanism (Schlesinger and Ramankutty, 1994; 
Kerr, 2000; Birkel and Mayewski, 2015; Birkel et al., 2018). The GBI has been increasing 
to a more positive phase over the last two decades during summer months associated with 
decreasing NAO and increasing AMO indices (Hanna et al., 2013; Hanna et al, 2015; 
Hanna et al, 2016). The recent strong anti-correlation between the GBI and NAO is 
suggested to be linked with the rapid melting of Arctic sea-ice (Overland et al., 2015).  
The Arctic is warming at a rate nearly two times the global average (Serreze et al., 
2009) over recent decades. However, ERAI shows regionally-varying rates of warming 
across the Arctic (Fig. 2.3.), with increased warming near the margins of the summer sea-
ice extent and increased warming over the Barents Sea. Coastal Greenland and the channels 
of the Canadian Archipelago are experiencing rapid warming as well. The Arctic system’s 
internal feedback is well understood (Stroeve et al., 2007; Serreze et al., 2009; Overland, 
2014), however the implications of AA, such as the strength of middle-latitude westerlies 
and extreme weather, are inconclusive (Serreze and Barry, 2011; Francis and Vavrus, 2012; 
Screen and Simmonds, 2013; Francis and Vavrus, 2015; Overland et al., 2016). 
Moisture amounts within polar regions are relatively low, compared to mid-
latitudes and the tropics, so precipitation rates are low, as expected. However, along the 
North Atlantic-Arctic boundary, the northeastward current of the Gulf Stream transports 
heat to high latitudes increasing the near-surface thermal gradient and thus increasing 
moisture amounts. The North Atlantic storm track generally follows the higher moisture  
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Figure 2.3. Annual temperature (°C) at 2 m using ERAI. a 2011 – 2017 minus 1979 – 2010 
temperature anomaly. Temperature time series b-e over ERAI solution period at time of 
study, 1979 – 2017, at locations shown in a with thin line giving annual value and thick 
line giving 10-year average. Note rates of warming vary across Arctic. 
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availability, bringing increased precipitation toward the Icelandic region from low pressure 
systems, consequently generating the IL over monthly to seasonal timescales, although this 
is more evident during winter months. Comparing precipitation during the late 20th century 
to early 21st century using ERAI (Fig. 2.4.), precipitation is generally increasing along the 
North Atlantic storm track, North Sea, and Mediterranean Sea with decreases over the 
United States and central Europe, at least in the North Atlantic domain. Precipitation trends 
in that domain correspond to changes in the sea surface temperature, middle-latitude 
westerlies, and storm track dynamics or NAO (Hurrell, 1995; Trigo et al., 2004; López-
Moreno et al., 2011; Auger et al., 2017). 
 
2.2. Climate Proxy Data 
Arctic climate proxy records are relatively scarce compared to other regions around 
the globe (Fig. 1 from Mann et al., 2008). However, due to large seasonal differences, the 
many climate proxy records that do exist here are annually resolved (e.g. ice cores and 
varved lake sediment). Proxy records generally include either one or two of the following 
climate variables: temperature, precipitation, and/or MSLP. As many temperature proxies 
located at these latitudes are biological, the proxies are correlated with changes during the 
summer months (JJA) and tend to go dormant or die off during the winter months (DJF). 
Conversely, North Atlantic storm activity is increased during DJF as shown in the IL 
strength variability in many locations across the study domain. 
To include climate proxies in our study, records are required to: i) span at least 500 
years; ii) have less than 5-year temporal resolution on average; iii) be publicly available; 
iv) have been temporally calibrated and previously correlated to one or more of the study  
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Figure 2.4. Same as Fig. 2.3., but with annual precipitation (m). 
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variables; and v) be located within 60°N – 90°N and 90°W – 45°E, (Fig. 2.5.). Qualified 
ice core (n=15) records have a temporal resolution of three years or less, varved lake 
sediment (n=9) records are annually resolved, and the speleothem (n=1) resolution is on 
the order of about two years (Table 1). One exception made is for the last rule (location) 
for proxy records that correlate with the IL, as it has far-reaching influences south of the 
Arctic Circle. The qualifying proxy records (n=25) are geographically clustered to describe 
regional climates of: i) Arctic Canada; ii) Greenland; iii) Finland; and iv) Barents Sea. We 
suggest that the reconstructions produced here are well suited for the regions of the domain 
as opposed to utilizing an Arctic-wide reconstruction seen in previous reconstructions. By 
keeping to regionality, this reconstruction removes biases associated with unevenly spaced 
proxy data in the North Pacific sector and across northern Russia, as climate proxy records 
are scarcer in these regions. 
For each sub-region, Empirical Orthogonal Function (EOF) analysis is applied as a 
tool for identifying coherent spatial patterns of regional climate evolution through time. 
EOF analysis, like principle component analysis, gives as many EOFs as there are proxy 
records for each region. The first (leading) EOF describes the greatest amount of variance 
and its time series is used to explain the regional climate evolution. In some cases, the 
second EOF (EOF2) is shown in addition. The records are smoothed using a 20-year filter 
to reveal general climate trends. Wavelet analyses of the raw data show climate multi-
decadal oscillations (< 64 years, as shown in the Cook et al., 2002, analysis) and associated 
periodicities. The method used to produce the power spectrum is that of Torrence and 
Compo (1998). For all figures containing wavelet analysis plots, colored contours show  
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Figure 2.5. Locations and types of proxies used for this study. Circles indicate ice core 
sites, squares indicate lake core sites, and upside-down triangle is a speleothem. Red shapes 
are proxies correlating to summer temperature, blue is annual precipitation, and black is 
winter Icelandic Low. 
   
Icelandic Low
TJJA
Precipitation
Ice Core
Lake Core
Speleothem
60°N
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Table 2.1. 
Metadata of proxy records and site locations. 
Project Site Location Type Lat. 
(°N) 
Lon. 
(°E) 
Proxy Res. Start 
Year 
End 
Year 
Reference 
GISP2 Greenland Ice 
core 
72.6 -38.5 IL ~3  1984 Meeker and Mayewski, 
2002 
Inchnadamph Scotland Speleo. 58.2 -5 IL 1  1995 Proctor et al., 2002 
Lake Kalliojärvi Finland Lake 
core 
63.2 25.4 IL 1  1900 Saarni et al., 2016 
Agassiz Ice Cap Ellesmere 
Island 
Ice 
core 
80.8 -72.8 TJJA 1  1987 Fisher et al., 1996 
Big Round Lake Baffin Island Lake 
core 
69.9 -68.8 TJJA 1 967 1999 Thomas and Briner, 2008 
Donnard Lake Baffin Island Lake 
core 
66.7 -61.4 TJJA 1 752 1992 Moore et al., 2001 
Lake DV09 Devon Island Lake 
core 
75.6 -89.3 TJJA 1 370 1996 Courtney et al., 2013 
Ogac Lake Baffin Island Lake 
core 
62.9 -67.3 TJJA 1 43 1992 Hughen, 2009 
Penny Ice Cap Baffin Island Ice 
core 
67.2 -65.5 TJJA 1 727 1992 Fisher et al, 1998 
Prince of Wales Ellesmere 
Island 
Ice 
core 
78.4 -80.4 TJJA 1 151 1995 Kinnard et al., 2011 
B18 Greenland Ice 
core 
76.6 -36.4 TJJA 1 871 1992 Fischer et al., 1998 
Camp Century Greenland Ice 
core 
77.2 -61.1 TJJA 1 1242 1975 Fisher et al., 1996 
Crete Greenland Ice 
core 
71.2 -37.3 TJJA 1 553 1974 Fisher et al., 1996 
DYE3 Greenland Ice 
core 
65.2 -43.8 TJJA 1  1979 Fisher et al, 1996 
GISP2 Greenland Ice 
core 
72.6 -38.5 TJJA 1 818 1987 Grootes and Stuvier, 1997 
NGRIP Greenland Ice 
core 
75.1 -42.3 TJJA 1 187 1995 Andersen et al., 2004 
GISP2 Greenland Ice 
core 
72.6 -38.5 Precip 1  1987 Cuffey and Clow, 1997 
GRIP Greenland Ice 
core 
72.6 -37.6 Precip ~3  1989 Dahl-Jensen et al., 1993 
Lake Kalliojärvi Finland Lake 
core 
65.2 25.4 TJJA 1  1900 Saarni et al., 2016 
Lake Kallio-
Kourukärvi 
Finland Lake 
core 
62.6 27 TJJA 1  1950 Saarni et al., 2015 
Lake 
Lehmilampi 
Finland Lake 
core 
63.6 29.1 Precip
/TJJA 
1  2004 Haltia-Hovi et al., 2007 
Lake Nautajärvi Finland Lake 
core 
61.8 24.7 Precip
/TJJA 
1  1995 Ojala and Alenius, 2005 
Austofonna Svalbard Ice 
core 
79.8 24 TJJA 1 1227 1987 Tarussov, 1992 
Lomonosovfonna Svalbard Ice 
core 
78.7 17.6 TJJA 1 769 1997 Divine et al., 2001 
Windy Dome Franz Josef 
Land 
Ice 
core 
81 64 TJJA 1 1225 1995 Henderson, 2002 
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the power of the dominant mode of variability, and dashed contours show 95% confidence 
level. 
 
2.3. Results and Discussion 
In each sub-region, there exists EOF and wavelet analyses of either TJJA and/or 
annual precipitation. There are at least two proxy records in each region correlating to TJJA 
while only half of the sub-regions contain at least two precipitation proxy records. For IL 
proxies, two of the four sub-regions contain at least one proxy record with one additional 
record from Scotland (speleothem). We show how each sub-region is connected to the 
westerlies and can be seen in the strength in the IL. We begin with descriptions of the IL 
records and explain how the IL is connected to the westerlies over the parent domain 
followed by the results of each sub-region in order of west to east following the path of the 
westerlies. 
 
2.3.1. Icelandic Low 
The IL is primarily a winter feature (although the IL is present in every month of 
the year), with most of the variability occurring in DJF and February having the highest 
variability (Fig. 2.2.).  The IL proxy records in this study correlate well with a 20-year 
smoothed IL during the overlap period of 20CRv2 (0.37 < |r| < 0.92). The leading EOF 
(EOF1) of IL proxies (Fig. 2.6.; n=5; 63.4%) shows prominent features of IL strength. The 
natural warm-cool periods structure over the last 2000 years is evident. The time series 
values are positive from the beginning to 600 CE then generally negative until 900 CE. A 
positive phase is seen in 900 – 1425 CE followed by a negative phase on average. The IL  
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Figure 2.6. a. EOF1 of proxies correlating 
to winter (DJF) Icelandic Low (IL) mean 
sea level pressure. b-d. Wavelet analysis of 
IL proxies with period averages shown to 
the left of their respective plot. 
  
c. GISP2
d. Inchnadamph, Scotland
g. Lake Kalliojärvi, Finland
Power
a. EOF1
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EOF1 time series correlates to the natural warm-cool phases while being longer (warm 
phases) or shorter (cool phases) when compared to the generally agreed upon years of these 
periods. The RWP (positive phase) shows a period of likely weaker IL that lasted about 
150 years. The stronger IL (negative phase) starting around 600 and ending near 900 CE 
is in line with the DACP, however, starting 200 years later than the Northern Hemispheric 
average. The MCA begins around 900 CE and is terminated by the onset of the LIA around 
1425 CE. Though these periods are close to the Northern Hemispheric average, the MCA 
is lagged by about 150 years, similar to the results from the RWP.  
 
2.3.2. Arctic Canada 
The leading EOF of Arctic Canada TJJA proxies (Fig. 2.7.; n=7; 51.0% variance) 
shows negative periods between 100 – 550, 600 – 775, and 825 – 1050 CE. The overall 
trend of EOF1 is negative to positive, punctuated by an abrupt decrease approaching zero. 
The physical meaning of the EOF1 time series expresses positive values associated with 
cooling and negative values associated with warming. The RWP is more prolonged in this 
region followed by cooling and a relatively weak DACP. Warming occurs around the 
arrival of the MCA in Europe, ~600 CE, with the LIA starting around 1150 in Canada. 
The Arctic Canada TJJA proxy wavelet analysis (Fig. 2.7.) shows similar peak 
periodicities in two records from Ellesmere Island and three records from Baffin Island. 
The peak periodicity, ~32 years, suggests a possible link with either the NAO or AMO 
indices, both having periodicities near double that of the peak found in Canada records. 
However, this region is upstream from the Labrador Current (the southward current 
through Baffin Bay and Labrador Sea), thus likely removed from the effects of North  
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Figure 2.7. a EOF1 of proxies correlating 
to summer (JJA) near-surface temperature 
(TJJA) located in Arctic Canada. b-h 
Wavelet analysis of TJJA proxies with 
period averages shown to the right of their 
respective plot. 
  
Power
b. Agassiz Ice Cap, Ellesmere Island
e. Lake DV09, Devon Island
a. EOF1
c. Big Round Lake, 
Baffin Island
d. Donnard Lake, Baffin Island
f. Ogac Lake, Baffin Island
g. Penny Ice Cap, Baffin Island
h. Prince of Wales, Ellesmere Island
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Atlantic sea surface temperature variability. It is more likely that Arctic Canada would be 
influenced by the changes in storm frequency and the shape of the westerlies across the 
North Atlantic, thus the NAO driving mechanisms. A strengthening of the pressure 
gradient (deepening of the IL) negatively correlates (Fig. 2.1.) with the 500-mb v-winds 
over much of eastern Arctic Canada, meaning the northerly component at this level become 
stronger. A weaker IL correlates with decreased southerly flow allowing for southward 
motion of the polar vortex. It is expected that if cooler (warmer) air is transported to this 
region, precipitation would likely decrease (increase), as seen in Fig. 2.1. However, without 
a robust precipitation proxy record in Arctic Canada, it is not possible to verify this 
expected relationship. 
The Baffin Bay records (Fig. 2.7.) show a change in periodicities. Ogac Lake shows 
an increase in periodicity during the years 450 – 800 CE and again in 1200 – 2000 CE with 
little to no fluctuations in between. The increased periodicities follow the natural cool 
periods of DACP and LIA. These fluctuations are likely linked with southerly warm-air 
incursions during the natural cool period as the IL was stronger. Changes in periodicities 
at Big Round Lake (Baffin Island) show similar fluctuations to Ogac Lake during the LIA, 
increased variability after 1300 CE with a 100-year hiatus during the 17th century. 
Correlation maps of air temperature and precipitation (Fig. 2.8.) demonstrate that 
the annual mean temperature over Arctic Canada is positively correlated with precipitation. 
However, during JJA there exists a negative correlation over Ellesmere and Devon Islands, 
perhaps due to increased summertime Greenland blocking (Hanna et al., 2016). As the 
proxies discussed here are influenced by TJJA, we can make assessments of summer 
precipitation using the modern correlation plots. Contrary to other seasons, as near-surface  
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Figure 2.8. Correlations maps of seasonal 2-m air temperature (T2) and precipitation 
(PRCP). All values are correlated over the 1979 – 2017 period (ERAI) and significant 
above 0.95. 
  
a. DJF b. MAM
c. JJA d. SON
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Temperatures increase (decrease), we see precipitation in this area decrease (increase). 
Furthermore, the correlation is strongest during JJA over Arctic Canada. Therefore, the 
weaker summertime NAO appears to influence upstream as far as Arctic Canada, more so 
than the wintertime NAO. However, again, without a sufficient number of precipitation 
proxies available in this region, additional inferences are speculative. 
 
2.3.3. Greenland 
Temperature over Greenland (Fig. 2.9.; n=6) is more complicated. Each TJJA record 
starts on a different year, with 250 years between each start year on average. Thus, EOF 
analysis on these time series reveals an increase of variability for each year a proxy record 
is added. To better understand the variation of these records, the EOF analysis starts at 871 
CE, when five of the six records are available for comparison. In this way, the changes in 
TJJA variation can be seen during the MCA and LIA. EOF1 using this time period explains 
43.4% of the total variance. From 870 – 1300 CE, temperature variability is minimal. The 
variability change was first thought to be an artifact of the sixth time series being added to 
the analysis (Camp Century), but removing this record does not change the outcome of the 
analysis before 1300 CE. After 1300 CE, variability increases with positive and negative 
phases lasting around 50 – 100 years until ~1500 CE when a negative phase dominates 
until ~1850 CE. The post-industrial revolution era marks a dominant positive phase. 
Reviewing the associated correlation matrix, there is very little overlap between the 
Greenland TJJA proxy records in each EOF, meaning low correlations between proxies. 
This is to be expected as Greenland covers a large longitudinal range (60° – 83.5°N), is 
split by a longitudinal ridge, and has a sharper decline on the eastern slope relative to the  
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 Figure 2.9. a EOF1 of proxies correlating 
to summer (JJA) near-surface temperature 
(TJJA) located in Greenland. b-g Wavelet 
analysis of TJJA proxies with period 
averages shown to the right of their 
respective plot. 
  
Power
c. Camp Century, 
Greenland
d. Crete, Greenland
e. DYE3, Greenland
b. B18, Greenland
f. GISP2, Greenland
g. NGRIP, Greenland
a. EOF1
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western slope. Furthermore, the ice core sites from which the proxy reconstructions are 
derived (Dye-3, GISP2, GRIP, and NGRIP) are along the ice divide where atmospheric 
mass can slip from one side to another changing a dominating pattern abruptly. 
The Greenland TJJA wavelet analysis (Fig. 2.9.) shows similar periodicities in four 
of the six records. There is a strong periodicity around 16 years for the GISP2, Dye3, Crete, 
and Camp Century locations. Data recovered from NGRIP and B18 do not show the same 
pattern.  
The Greenland precipitation EOF1 (Fig. 2.10.; n=2; 79.7% variance) shows high 
variability over the 2000-year period. There is no correlation to the natural warm-cool 
periods of the two millennia. This discrepancy, however, should be expected as the two 
proxy records in Greenland correlated to precipitation are located near the center of the ice 
sheet: GISP2 and GRIP. However, EOF2 (20.8%), which by definition is orthogonal to 
EOF1, shows a pattern similar to that of the RWP (ending ~250 CE), DACP (250 – 650 
CE), MCA (650 – 1150 CE) and a relatively short LIA (1150 – 1300 CE). These natural 
periods are followed by 600 years of generally positive precipitation values. EOF1 likely 
shows the large fluctuations in inter-annual variability at the Greenland Ice Sheet dome, as 
expected due to the location at the center of the Greenland High. 
Wavelet analysis (Fig. 2.10.) reveals that the GISP2 and GRIP precipitation records 
(28 km apart) give different periodicities. GISP2 shows more inter-annual variability (~2-
6 years) with peaks at ~20 and ~40 years as well. On the other hand, GRIP shows 
periodicities on longer time scales, ~20 and ~50-60 years. The difference in periodicity is 
to be expected as GISP2 is annually resolved while the GRIP record is resolved to ~3 years 
on average, where the shortwave periodicities are smoothed out. The ~20-year periodicity  
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Figure 2.10. a and b EOF1 and EOF2 of 
proxies correlating to annual precipitation 
located in Greenland. c and d Wavelet 
analysis of precipitation proxies with 
period averages shown to the right of their 
respective plot. 
  
Power
c. GISP2, Greenland
d. GRIP, Greenland
b. EOF2
a. EOF1
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is seen in EOF1 time series, i.e. high variability on century time scales. The changes in 
periodicities, as seen in Arctic Canada, are not so evident meaning the reach of the natural 
warm-cool periods did not extend to central Greenland precipitation, at least in the GISP2 
and GRIP accumulation records. This is expected as the elevation of these sites are near 
3000 m above sea level. 
 
2.3.4. Finland 
In Finland, EOF1 of TJJA (Fig. 2.11.; n=2) describes 57.4% of the variance with 
EOF2 explaining 42.6%. This nearly even split suggests that the two proxy records do not 
correlate and that the EOFs are the time series themselves. However, the EOFs show 
periods of positive and negative phases lining up with the natural warm-cool periods of 
Europe. As both locations correlate with temperature and precipitation (Ojala and Alenius, 
2005; Haltia-Hovi et al., 2007), this analysis is discussed below. It should be noted that 
after 1850, Finland records are highly distorted, likely due to anthropogenic changes in the 
watersheds (such as forestry and agriculture), consequently there is no modern overlap in 
this region with the EOF analysis. 
 Wavelet analysis using Finland based TJJA proxies (Fig. 2.11.) show changes in 
periodicities that are parallel to Arctic Canada. Records from Lakes Lehmilampi and 
Nautajärvi display a decline in power over all wavelengths around the period 1100 – 1400 
CE with an increase in variability thereafter. Lake Nautajärvi shows a longer decreased 
period starting near 550 CE whereas Lake Lehmilampi shows increased power in 
periodicities during this time. As these two lakes are ~300 km apart, with Nautajärvi 
located near southcentral Finland and Lehmilampi located in eastern Finland, differences  
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Figure 2.11. a and b EOF1 and EOF2, 
respectively, of proxies correlating to 
summer (JJA) near-surface temperature 
(TJJA) located in Finland. c and d Wavelet 
analysis of TJJA proxies with period 
averages shown to the right of their 
respective plot. 
  
Power
c. Lake Lehmilampi, Finland
d. Lake Nautajärvi, Finland
b. EOF2
a. EOF1
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Figure 2.12. a and b EOF1 and EOF2, 
respectively, of proxies correlating to 
annual precipitation located in Finland. c-f 
Wavelet analysis of precipitation proxies 
with period averages shown to the right of 
their respective plot. 
  
Power
c. Lake Kalliojärvi, Finland
d. Lake Kallio-Kourukärvi, Finland
e. Lake Lehmilampi, Finland
f. Lake Nautajärvi, Finland
a. EOF1
b. EOF2
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in watershed characteristics are probable as well as a possibility of differences in driving 
mechanism between the IL and Siberian High (Saarni et al., 2015) or blocking patterns 
found over Scandinavia.  
For precipitation, EOF1 (Fig. 2.12.; n=4) displays a similar pattern to what would 
be expected following the general warm-cool climate periods, however the first three EOFs 
describe broadly similar amounts of variances: 37.8%, 30.2%, and 23.5%, respectively. 
This similarity suggests (with the correlation matrix supporting) that the Finland records 
do not inter-correlate very well. Notwithstanding, some of the natural warm-cool periods 
are evident in these EOFs. In EOF1, a weak positive to negative phase takes place from 
about 50 – 350 CE, lasting around 150 years each. Following the negative phase is a general 
positive phase ending around 700 CE when variability increases until about 1050 CE. A 
general negative phase takes place with two ~50- to 100-year positive phases to the end of 
the EOF1 time series at 1850. EOF2 shows a general positive phase ending around 950 CE 
broken up by short ~50- to 100-year negative phases. Following is a longer period in the 
negative phase ending around 1200, positive phase ending around 1500, and then a second 
negative phase to the end of the EOF2 time series.  
Wavelet analysis for Finland precipitation shows different patterns during the 
overlap period (800 – 1900 CE). Both the Lehmilampi and Nautajärvi records have been 
associated with temperature and precipitation as the sediment core data contain organic and 
clastic elements. Saarni et al. (2015) discuss the MCA temperature increase with 
precipitation decreasing, both shown in the Lehmilampi and Nautajärvi cores. These 
authors also show that during the LIA, temperature decreased with an increase in 
precipitation. This agrees with the IL discussion above; decreased storminess during the 
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MCA with an increase during the LIA. However, the Finland records — although close 
geographically — do not agree on timing and length of the MCA and LIA. With regard to 
the two records discussed in the temperature section, Lake Lehmilampi shows a decrease 
in storm activity during 1100 – 1400 CE while Nautajärvi decreases during 550 – 1400 CE. 
As for Lake Kallio-Kourujärvi, there is increased precipitation variability during the 
periods of 100 – 300, 500 – 1100, and 1400 – 1950 CE. Interpreting the last period as 
increased storminess of the LIA, it follows that the 100 – 300 and 500 – 1100 CE periods 
were also subjected to an increase in storminess. The 500 – 1100 CE period appears to be 
an elongated DACP with the period following (1100 – 1400 CE) being a shortened and 
lagged MCA. However, the first period (100 – 300 CE) does not line up with the natural 
warm period that took place in central Europe, the RWP. Nevertheless, there does exist a 
short period of decreased storm variation for 200 years, 300 – 500 CE. If this is a shortened 
and shifted RWP, it compares well to the MCA attributes being shortened and shifted. 
Perhaps the first natural cool period is linked with the end of the Iron Age Cold Epoch (900 
– 300 BCE; Geel et al., 1996; Aguilera et al., 2009). It appears that — at least at Lake 
Kallio-Kourujärvi — there is a delay in the timing and a shortening of natural warm periods 
found in Europe. Lake Kalliojärvi does not display the large differences in periodicity 
compared to the other three although a weak decrease in periodicity power across the 
spectrum during 1100 – 1300 CE is weakly present, lining up with the other three lakes.  
The Finland EOF and wavelet analyses show the complexity of climate over this 
region. Low correlations between proxy records and different periodicity signals suggest a 
climate similar to mountain ranges where upslope and downslope phenomena create 
different microclimates within small areas. However, Finland is relatively flat particularly 
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where the study lakes are located. Other phenomena are creating the incoherent features in 
Finland climate; the most likely candidates are the IL and Siberian High (SH). As Finland 
is located directly in between these major climatological “centers of actions”, the solution 
would likely be found in the relative dominance of pressure centers. If the SH is stronger, 
the expected pattern would include a drier continental air mass while a dominate IL would 
transport a more maritime influence.  
Another possibility for signal divergence might include variation in lake features, 
such as the lake area/depth climatic exposure (CE) ratio (Magnuson et al., 1990). For 
example, Lake Nautajärvi has a mean depth of ~10 m whereas Lake Kallio-Kourujärvi has 
a mean depth of ~5 m. Both lakes are similar in area (~0.17 and ~0.13 km2, respectively) 
making the CE ratio index higher (~72%) for Lake Kallio-Kourujärvi, thus more 
susceptible to climatic changes relative to Lake Nautajärvi, as evident in the wavelet 
analysis. 
 
2.3.5. Barents Sea 
The last sub-region discussed here is the Barents Sea. This region is nontrivial with 
respect to the other sub-regions due to the scarce amount of data and land masses 
surrounding the Barents Sea. Notwithstanding, following the requirements for choosing 
climate proxies, three records meet the prerequisites. The three records — two located in 
Svalbard/Norway and one in Franz Josef Land/Russia — correlate with TJJA leaving 
precipitation without direct correlations, similar to Arctic Canada. EOF analysis of these 
records (Fig. 2.13.) reveals 47.5% of the variance explained in the first EOF with a clear 
increasing trend from negative to positive phase. A negative phase is seen from 750 – 1400 
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CE with a positive phase starting therein until ~1900. The correlation matrix reveals 
similarities with those of Finland and Greenland, i.e., one proxy correlates to one EOF. 
Evident in the EOF analysis is an abrupt shift centered around 1850 – 1900 for each record. 
Each time series switches from a negative to a positive phase (EOF1 and EOF3 are 
negatively correlated to one record greater than |0.9|) over a period of 25 – 50 years. 
Wavelet analysis (Fig. 2.13.) for Barents Sea TJJA proxies shows different patterns, 
yet similar to Finland and Greenland. Austofonna shows a strong periodicity around 20 – 
25 years with little variability on time scales less than 10 years while Lomonosovfonna 
shows decreased phasing near 20 years with increased inter-annual variability after 1400 
CE. The apparent increased variability is likely an artifact of the dating methods used in 
Divine et al. (2011). The proxy record from Windy Dome, Franz Josef Land, shows 
periodicities near 16 – 20 years before 1550 CE, ~32 then ~50-year phasing from 1550 – 
1700 CE, then a reduction of longwave periodicities thereafter. During the period 1450 – 
1550 CE, there is a decrease in shortwave phasing. Two records in the Barents Sea sub-
region begin after 1250 CE with one beginning near 800 CE. These starting years reduce 
our understanding in this region during the MCA and prior. 
Precipitation within the Barents Sea is difficult to include in this analysis as there 
were no proxy records that meet the study requirements for the region. Summer 
precipitation in Arctic Canada is discussed above, however the JJA precipitation within the 
Barents Sea cannot be inferred as correlations between TJJA and precipitation approach zero 
with a slight (r ≈ 0.30) positive correlation south of Franz Josef Land (Fig. 2.8.). 
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 Figure 2.13. a EOF1 of proxies correlating 
to summer (JJA) near-surface temperature 
(TJJA) located in Barents Sea. b-d Wavelet 
analysis of TJJA proxies with period 
averages shown to the right of their 
respective plot. 
  
Power
b. Austofonna, 
Svalbard
c. Lomonosovfonna, Svalbard
d. Windy Dome, 
Franz Josef Land
a. EOF1
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2.4. Comparisons to Existing Reconstructions 
2.4.1. Icelandic Low 
The IL, as discussed above, is the dominant feature of the NAO during DJF, both 
in strength and variability. The AH contributes to the NAO but is more dominant during 
JJA. Comparing the IL reconstruction to that of Cook et al. (2002), we find that EOF1 
shows some similarities with the NAO reconstruction (Fig. 2.14.). The phases of both time 
series are similar near 1600 CE and onward, with some discrepancies before 1600. There 
are a few periods (e.g., near 1825 and 1900) when the phasing is shifted by about 20 years 
however the amplitudes changing through the shifts are in accord through multiple periods 
(for example the early 1600s and mid-1800s to 1900s). As the EOFs are generated from 
proxies that correlate well with the IL, discrepancies are expected to arise when compared 
to the Cook et al. (2002) NAO reconstruction (IL versus NAO) which likely explain time 
periods where amplitudes, short-term trends, and phasing do not agree. The EOF produced 
here and the Cook et al. NAO reconstruction share one record (Meeker and Mayewski, 
2002) as the other two were published after Cook et al. (2002). 
 
2.4.2. Summer Near-Surface Temperature 
The pan-Arctic TJJA reconstruction from McKay and Kaufman (2014) is used for 
comparison to the sub-regional reconstructions developed in this study (Fig. 2.15.). 
However, it should be noted that Nicolle et al. (2018) break the McKay and Kaufman 
reconstruction into regions to better explain the differences of regional climate evolution 
through time and the large North Atlantic-bias found in the McKay and Kaufman 
reconstruction. The pan-Arctic reconstruction shows a general cooling trend from the start  
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Figure 2.14. Comparison of Icelandic Low 
(IL) EOF analysis (black) and the Cook et 
al. (2002) NAO reconstruction (orange). 
 
 
 
Figure 2.15. Comparison of summer (JJA) 
near-surface air temperature from regional 
EOF analysis (black) and the McKay and 
Kaufman (2014) Arctic JJA temperature 
(blue). a and d EOF1 timeseries are 
inverted here for comparison. 
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to about 675 CE followed by an increase in TJJA to near 950 CE. A cooling trend then 
continues to 1725 CE. Around 1850, there is an abrupt increase to the end of the 
reconstruction through the twentieth century returning to positive values for the first time 
since the RWP. Linking these trends to the natural warm-cool periods, we can see that the 
RWP persisted to ~400 CE followed by the DACP lasting until ~900 CE. The MCA 
appears to have lasted from 900 – 1100 CE followed by a cooling trend through the LIA to 
about 1725. The abrupt warming through the late nineteenth to twentieth centuries is 
unprecedented and marks the end of a general cooling trend since the start of the 2000-year 
time series (McKay and Kaufman, 2014). The McKay and Kaufman reconstruction shares 
nine records with the sub-regional reconstructions produced for this study.  
Arctic Canada shows a similar trend in EOF1, a general decreasing trend 
(correlations of proxies in EOF1 are negative) with an abrupt shift within the last 100 years. 
In this region, the reconstructions share three records: Ellesmere Island being Agassiz Ice 
Cap (Vinther et al., 2008), Lower Murray Lake (Cook et al., 2009), and Donnard Lake 
(Moore et al., 2001). EOF1 of the Greenland TJJA proxies also shows the rapid increase in 
temperature after 1850. Through the 13th – 17th centuries, there are some similarities in 
phase changing within the EOF and the reconstructed pan-Arctic TJJA. However, these 
similarities are slightly out of phase, which is likely due to differences in elevations 
between the Greenland proxy sites and/or the locations themselves (i.e., west versus east 
and north versus south) as Greenland extends through 23° of latitude with north-south 
divide extending through the middle. This and the McKay and Kaufman (2014) studies 
share three proxy records from Greenland being DYE-3 (Andersen et al., 2006), NGRIP 
(NGRIP members, 2005), and GRIP (Johnsen et al., 1997). EOF1 from the Finland sub-
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region shares very little with respect to trends and phasing seen in the pan-Arctic 
reconstruction. As discussed in Section 3.4, there are only two proxy records from this 
region that correlate to TJJA and the leading EOF correlates strongly to one of the records 
(with the other records correlating with EOF2). The two TJJA Finland proxies used in this 
study are used in the McKay and Kaufman (2014) reconstruction. Last, the Barents Sea 
region displays a similar trend to the cooling Arctic until near 1900, when this region shows 
a similar abrupt punctuation of cooling and begins to warm. The cool phase starting near 
1450 CE to 1900 overlaps the long cool period seen in the pan-Arctic when TJJA dropped 
below -0.4°C (on average) for 300 years. Prior to 1400 CE, the records agree to a lesser 
extent; warming and cooling trends are not in phase. Like Finland, the records in the 
Barents Sea sub-region do not correlate well within the regional EOF analysis (n=3), 
however the general cooling trend is evident and agrees across reconstructions. Within the 
Barents Sea sub-region, the present study shares no records with the McKay and Kaufman 
(2014) reconstruction. We add nine new records to the TJJA analysis on top of keeping the 
regionality component as opposed to the pan-Arctic approach. We show here that by 
averaging across the Arctic, regional variability is removed and that the general cooling 
trend in the Arctic did not happen across the entire circumpolar zone simultaneously or at 
all, even across neighboring sub-regions within the North Atlantic-Arctic boundary. 
 
2.4.3. Annual Precipitation 
The North Atlantic hydroclimate synthesis of Linderholm et al. (2018) is used for 
a comparison to the regional precipitation reconstructions produced here (Fig. 2.16.). As 
stated by Linderholm et al., from around 800 – 1075 CE there is a decreasing trend in 
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precipitation in both the North Atlantic and pan-Arctic reconstructions. These authors state 
that following this drying trend, the trend becomes relatively stable for the last ~900 years. 
However, if the 900-year long trend line was cut to show trends over ~200-years, it would 
be clear that a drying trend took place from about 1450 – 1850 CE with a stepwise jump 
thereafter. The peak centered near 1500 is seen in the Arctic temperature reconstruction of 
McKay and Kaufman (2014) with a cooling and drying trend thereafter ending around 
1850. The Linderholm et al. reconstruction and the present study share the two records in 
Greenland. For this comparison, as the North Atlantic reconstructions are shown using a 
30-year filter, the two regional time series are shown using the same method. 
 The two regions of this study that provided precipitation information are Greenland 
and Finland. First, comparing the Greenland time series with the North Atlantic series from 
Linderholm et al. give limited agreements on shortwave trends and variability. However, 
the drying trend from 800 – 1075 CE is seen in Greenland as well as the abrupt dry period 
just before 1500 CE. Last, Finland displays very little agreement with the North Atlantic 
hydroclimate reconstruction. This dissimilarity further conveys the importance of 
regionality when describing climate, especially near the North Atlantic-Arctic boundary. 
The baroclinic zone in this region is highly variable, and averaging across this boundary 
smooths out large amounts of information necessary to explain the climate of the region. 
 
2.5. Summary 
During the past 2000 years, Greenland blocking and the IL played pivotal roles in 
shaping the atmospheric circulation from Arctic Canada to the Barents Sea. The IL proxy 
records (Fig. 2.6.) show increased cyclone activity (strengthened IL) during the cool  
 46 
 
Figure 2.16. Comparison of annual 
precipitation from regional EOF analysis 
(black) and the Linderholm et al. (2018) 
North Atlantic precipitation reconstruction 
(800 – 1979 CE). 
 
 
 
 
 
 
 
periods (DACP and LIA) with decreased activity during the warm periods (RWP and 
MCA). These periods, however, are shifted or lengthened either due to elevation or location 
across the North Atlantic-Arctic boundary. We also note that the NAO is negatively 
correlated with the 500-hPa v-component of the winds west of Greenland and positively 
correlated east of Greenland (Fig. 2.1.). This means that the strength of the IL/NAO helps 
explain heat and moisture transports both up and downstream. Increased cyclone activity 
brings heat and moisture toward eastern Greenland and Europe while decreased activity 
(elongated waves) transports heat and moisture to western Greenland and Arctic Canada. 
Greenland blocking, negatively correlated with the NAO (Hanna et al., 2016) as seen in 
Fig. 2.1., increases near-simultaneously (lag of +0-2 days) with increasing NAO gradients, 
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for example when the IL deepens. We find increased storminess during cool periods and 
increased drought-like conditions during warm periods. With future accelerated warming 
of the Arctic, becoming non-linear through feedback loops specific to the AA (Stroeve et 
al., 2012), drought-like conditions are expected to prevail in the North Atlantic middle-
latitudes with increasing precipitation at higher latitudes as heat and moisture are advected 
northward. 
Across the North Atlantic-Arctic boundary, TJJA evolved in different ways and 
responded differently through the natural warm and cool periods. Arctic Canada and the 
Barents Sea show a general TJJA decrease throughout their records (Figs. 2.6. and 2.12.) 
punctuated by abrupt warming, while Greenland and Finland display discrepancies 
between their respective TJJA proxy records. Greenland, however, shows the abrupt 
increase in TJJA around 1850 CE. With three of the four regions (Finland EOF analysis 
truncated at 1850) showing enhanced warming in the late 19th century through the 20th 
century, the link with anthropogenic emissions is hard to ignore, particularly after a general 
cooling trend seen in two of the regions and in the McKay and Kaufman (2014) pan-Arctic 
reconstruction. From a modern perspective (Fig. 2.3.), ERAI shows warming in all four 
regions with a particularly high rate of warming in Svalbard (4°C from 1985 to 2010) as 
well as abrupt stepped warming in Greenland (1.5°C from 1995 to 2000). With the current 
rate of temperature change within the Arctic due to anthropogenic greenhouse gas 
emissions, warming is expected to continue through the 21st century. 
Precipitation within the two sub-regions show little change in trends with high 
variability on a 20-year time scale. On longer temporal scales, shifts of dry to wet 
transitioning from cool to warm natural climate periods are evident, with the opposite being 
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true switching from warm to cool periods along the atmospheric baroclinic zone. This 
switch is linked with middle-latitude storminess increasing with jet stream equatorward 
expansion during relatively cooler years. However, in the modern period as seen with ERAI 
(Fig. 2.7.), precipitation at higher latitudes is positively correlated with near-surface 
temperature in all seasons except JJA. In the TJJA proxies, it is clear that the general cooling 
of the Arctic has ended and ERAI shows that enhanced warming in the Arctic is already 
underway. Increased precipitation at higher latitudes with decreased precipitation in middle 
latitudes is expected to follow. 
To better understand the North Atlantic-Arctic boundary climate pattern, climate 
proxy recoveries in the future should focus on the margins of Greenland and throughout 
Finland to better understand phasing differences and inter-annual variability within the two 
sub-regions and at lower elevations of Greenland. Proxy records correlated to precipitation 
within Arctic Canada and the Barents Sea would also add value to understanding the 
complex signal of precipitation and the evolution of wet and dry periods across the North 
Atlantic-Arctic domain. 
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CHAPTER 3 
PLAUSIBLE CLIMATE SCENARIOS AND IMPLICATIONS FOR THE ARCTIC 
3.1. Introduction 
The International Panel on Climate Change (IPCC) is the standard scientific 
organization for showing the importance of bridging the science-policy gap. Currently, 
there are 195 member countries of the IPCC focusing on the past, present, and future health 
of Earth’s landmasses, water bodies, atmosphere, and inhabitants. The IPCC releases 
assessment reports every 5 – 7 years, on average, circulating the existing scientific 
knowledge of Earth’s climate. Since the 1970s, there has been a growing concern for the 
future of the planet’s health with a particular focus on anthropogenic greenhouse gas 
(GHG) emissions of carbon dioxide (CO2) and methane (CH4). The Synthesis Report 
Summary for Policymakers of the Fifth Assessment Report (AR5; IPCC, 2014) stated that 
“… [the representative concentration pathway (RCP)] future scenarios do not account for 
possible changes in natural forcings.” However, natural forcings play a major role in 
regulating regional and global climate. Here, we explore the RCPs used in the AR5 while 
enhancing their scenarios with natural forcings and climate indices — volcanic, Atlantic 
Multidecadal Oscillation, Pacific Decadal Oscillation, El Niño Southern Oscillation, and 
solar — as well as an increased, and possibly abrupt, methane release and their implications 
for future Arctic climate (60°N and north; following the PAGES 2k definition). Time series 
from the four RCP scenarios — 2.6 (a maximum of 3.6 W/m2 of warming reached around 
2040 then decreasing to 2.6 W/m2 in 2100), 4.5 (reaching 4.5 W/m2 of warming in 2100), 
6.0 (reaching 6.0 W/m2 of warming in 2100), and 8.5 (8.5 W/m2 of warming in 2100 with 
warming continuing into the twenty-second century) — are used to show climate 
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projections over the 2020 – 2050 period, with adjustments using probabilities of natural 
forcing scenarios generated through gridded CMIP5 models, climate reanalysis products, 
and observational datasets. Using a combination of future anthropogenic and natural 
forcings, these findings are intended to be directly applicable to environmental hazard 
projections and risk assessments of Arctic environments and cultures. 
The Arctic is warming at a rate nearly double that of the global average (Serreze et 
al., 2009). Atmospheric general circulation models show that as the Arctic warms at this 
enhanced rate, the middle-latitude thermal and pressure gradients weaken, thus decreasing 
the zonal-component (west-to-east) of the westerlies and consequently increasing the 
meridional-component (south-to-north), transporting heat and moisture to high latitudes 
(Cohen et al., 2014). The positive feedback of  
increased surface heating à weaker zonal flow  
increased heat transport ß increased meridional flow  
is shown to influence middle-latitude weather, though the magnitude is inconclusive 
(Francis et al., 2017; Overland and Wang, 2018; and many others).  
September minimum sea-ice extent reached a record low relative to the 
observational period in 2007 and then again in 2012. In addition, when multi-year sea-ice 
melts there is less ice for water to freeze onto in the following winter thus perpetuating the 
potential for summer sea-ice loss. With retreating sea-ice extent, the ocean absorbs more 
insolation, facilitating surface heating, enhancing the positive feedback loop shown above. 
Recent model efforts have generally shown that with sea-ice retreat the baroclinic zone 
shifts poleward with “weak-cyclone” activity decreasing and “strong-cyclone” activity 
increasing in the middle-latitudes (Bader et al., 2011). Extreme winter temperatures (Tang 
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et al., 2013; Wallace et al., 2014) and prolonged summer droughts (Tang et al., 2014) have 
also been suggested as impacts of Arctic sea-ice retreat and enhanced Arctic warming. By 
analyzing potential climatic effects of Arctic temperature, we show the probability of 
Arctic warming and cooling over the next 30 years projected onto the RCP scenarios which 
directly impact the meridional thermal gradient and sea-ice extent, both shown to influence 
middle-latitude weather. 
 
3.2. Data 
3.2.1. Representative Concentration Pathways (RCP) 
The IPCC uses the RCPs as a tool to plot CO2 projections and their climate effects 
considering population, technology, and economic growth models and climate policies. 
The four RCPs (Fig. 3.1.) are named using the radiative forcing attributed to GHG (mainly 
CO2) emissions by the year 2100.  
- RCP 2.6 (van Vuuren et al., 2006; a 3.1 W/m2 peak and decline to 2.6 W/m2 by 
2100) is the “best-case” scenario where GHG emissions are heavily regulated, with 
abatement costs increased by nearly 1% of cumulative GDP and sequestration of 
new carbon plantations implemented.  
- RCP 4.5 (Clarke et al., 2007; Wise et al., 2009; a 4.5 W/m2 peak by 2100) is a 
“middle-of-the-road” scenario where new technologies are implemented for 
reducing GHG emissions and some fossil fuel energies are replaced with non-fossil 
fuel energy generation, as well as a reduction of energy consumption.  
- RCP 6.0 (Fujino et al., 2006; Hijioka et al., 2008; a 6.0 W/m2 peak by 2100) projects 
a stabilization of total radiative forcing due to GHG emissions after 2100 with a 
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reduction of non-CO2 GHG emissions, leading to lower abatement costs and a small 
reduction of CO2 emissions. 
-  RCP 8.5 (Riahi et al., 2007; an 8.5 W/m2 peak by 2100) provides the “business-as-
usual” trajectory without anthropogenic GHG emission mitigation, extreme 
population growth, and increases in energy usage without converting to non-fossil 
energy production.  
Over the range of the RCPs, it is evident that the last scenario, RCP 8.5, should be 
avoided while the lowest on the spectrum, RCP 2.6, is difficult to attain without quick 
global compliance. A recent IPCC report (IPCC, 2018) shows that if current CO2 emissions 
do not start to decline “well before 2030”, global warming of 1.5 °C by 2100 is extremely 
likely and that reversing the warming thereafter will be increasingly challenging. 
 The four RCPs are generated by averaging across global climate models of the FIfth 
Coupled Model Intercomparison Project (CMIP5) family. The historical run (1861 – 2005) 
is the average of all CMIP5 member runs and is followed by the projection simulations 
(2006 – 2100) of each of the four RCPs. Figure 3.1. shows for RCP 2.6 gradual Arctic 
warming to about 2040 with stabilization thereafter, while RCP 4.5 and 6.0 show continual 
Arctic warming through the century, with RCP 4.5 approaching stabilization after 2070. 
RCP 8.5 clearly projects continued Arctic warming of about 0.1°C/year well beyond 2100. 
 
3.2.2. Reanalyses and Gridded Observations 
 As the CMIP5 members are projective models not constrained by observations, we 
compare the CMIP5 historical runs to atmospheric reanalysis models and gridded 
observation data. Three third generation reanalysis models are used: European Centre for  
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Figure 3.1. The four RCP near-surface temperature projections (IPCC, 2014) for 2020 – 
2100 averaged over the Arctic, 60 °N and north. 
 
 
Medium-Range Weather Forecasts (ECMWF) Interim Reanalysis (ERA-I; Dee et al., 
2011), Japanese Meteorological Agency (JMA) 55-year Reanalysis (JRA-55; Kobayashi 
et al., 2015), and National Aeronautics and Space Administration (NASA) Modern Era 
Retrospective-analysis for Research and Applications version 2 (MERRA2; Gelaro et al., 
2017) along with the first reanalysis model — National Centers for Environmental 
Prediction and National Center for Atmospheric Research Reanalysis 1 (R1; Kalnay et al., 
1996) — as R1 can provide a baseline for how reanalysis models have progressed since 
1996. For gridded observations, three datasets are used: NASA Goddard Institute for Space 
Studies Surface Temperature Analysis (GISTEMP; Hansen et al., 2010), National Oceanic 
and Atmospheric Administration (NOAA) Global Surface Temperature version 4 
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(NOAAv4; Vose et al., 2012), and the Hadley Centre Climatic Research Unit instrumental 
temperature record version 4 (HadCRUT4; Jones et al., 2012). Figure 3.2. compares Arctic 
near-surface temperature evolution comparing across CMIP5 solutions, reanalyses, and 
gridded observations over the 1861 – 2017 period. Although it is clear that the reanalyses 
and gridded observations are highly correlated (r > 0.93), correlations between CMIP5 
members and the reanalyses and gridded observations fall between r = 0.03 (INMCM4 and 
ERA-I) and r = 0.83 (CanESM2 and JRA-55) (Table 3.1.). More CMIP5 members correlate 
well (r > 0.6) to JRA-55 (~80%) than to ERA-I (~40%) and MERRA2 (~30%). For gridded 
observation data, more models correlate well with HadCRUT4 (~60%), and least with 
GISSTEMP (< 10%) with minimum and maximum correlation coefficients at r = 0.11 
(CMCC-CMS and HadCRUT4) and r = 0.79 (CSIRO-Mk3-6-0 and HadCRUT4), 
respectively.  
 Using the CMIP5 model output, reanalyses, and gridded observations, natural 
climate variability for the period 1861 – 2005 is explored through explosive volcanism, 
northern hemispheric and tropical climate oscillation indices, and the solar cycle. We also 
consider plausible scenarios considering an increased rate of and abrupt release of methane. 
 
3.3. Expected Climate Links 
3.3.1. Explosive Volcanic Activity 
Many previous studies have demonstrated the connection between volcanism and 
global climate (Zielinski et al., 1994; Jones et al., 1995; Douglass and Knox, 2005; Sigl et 
al., 2015; Birkel et al., 2018, and others). However, few studies (not including those within 
the IPCC) have focused on the implications of explosive volcanic activity on Arctic climate 
(Stenchikov et al., 2006; Toohey et al., 2016; Gagné et al., 2017). Here, we describe the  
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Figure 3.2. Average Arctic near-surface temperature (60 °N and north) from solutions of 
(top) CMIP5 ensemble (dashed line) and global climate reanalyses (solid thick lines) and 
(bottom) gridded observations (thin lines). Gridded observations are shown in anomalies 
with respect to World Meteorological Organization (WMO) 1961 – 1990 climate normal. 
 
 
 
Table 3.1. Correlation statistics between CMIP5 models and reanalyses and gridded 
observations. 
Model # > 0.60 % > 0.60 # of Years Lowest Mean Highest CMIP5* 
ERAI 17 44% 27 0.03 0.53 0.71 0.69 
JRA55 31 79% 48 0.24 0.67 0.83 0.82 
MERRA2 12 31% 26 0.16 0.49 0.66 0.63 
R1 26 67% 58 0.18 0.60 0.78 0.76 
GISSTEMP 3 8% 113 0.18 0.48 0.66 0.62 
HadCRUT4 24 62% 145 0.11 0.59 0.79 0.75 
NOAAv4 16 41% 124 0.19 0.55 0.72 0.69 
 
*Pearson correlation to CMIP5 historical ensemble. 
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impacts of middle-latitude versus tropical volcanic eruptions greater than or equal to 5 on 
the volcanic explosivity index (VEI; this magnitude and greater emit a significant amount 
of sulfur dioxide into the stratosphere) on Arctic near-surface temperature. Since 1861 
(Table 3.2.; the starting year of CMIP5 simulations), there have been fifteen VEI 5+ 
eruptions, eleven of which occurred in the tropics or the Northern Hemisphere. Due to 
general atmospheric circulation, we remove Southern Hemisphere eruptions to build the 
statistics of volcanic eruptions and impacts on the Arctic. Of the eleven northern 
hemispheric middle-latitude and tropical eruptions, seven are VEI 5 and four are VEI 6, 
and six are in the middle-latitudes (north of 25°N) and five are in the tropics (25°S to 25°N). 
The eruptions are split into tropical and middle-latitude eruptions to measure the impacts 
on Arctic near-surface temperature for both the CMIP5 members (Fig. 3.3.; for impact per 
model, see Fig. S3.1.) and reanalyses and gridded observations (Fig. 3.4.; for impact per 
reanalysis and gridded observations, see Fig. S3.2.). To analyze the impact of eruptions on 
Arctic near-surface temperature, the following equation is used if the eruption occurred 
before June: 
 ∆𝑇 = 𝑇(𝐸) − 𝑇(𝐸 − 1), (Eq. 3.1.) 
 
where E is the year of the eruption and T is near-surface temperature averaged over the 
Arctic (60°N and north). If the eruption occurred in June or later, Eq. 3.1. is altered to  
 ∆𝑇 = 𝑇(𝐸 + 1) − 𝑇(𝐸). (Eq. 3.2.) 
 
 57 
The histograms in Figs. 3.3. and 3.4. (using Eqs. 3.1. and 3.2.) show that middle-latitude 
eruptions impact the Arctic to a lesser extent than tropical eruptions. Although VEI 5+ 
eruptions inject sulfur dioxide (SO2) into the stratosphere, leading to decreased 
tropospheric temperature, the impact is relatively local when compared to tropical 
eruptions. About 28% of the data display near-surface cooling (∆𝑇 < -0.25°C) in the models 
and ~27% show warming (∆𝑇 > 0.25°C) with ~45% displaying little change due to the 
eruption. Reanalyses and gridded observations display 20% of the data cooling with 80% 
either warming or little change following a middle-latitude eruption. For tropical eruptions, 
Figs. 3.3. and 3.4. display increased cooling in CMIP5 members (~36%) and reanalyses 
and gridded observations (50%). Post-tropical-eruption Arctic warming (not likely in 
response to the eruption) decreases markedly in both cases, 17% for models and 21% for 
reanalyses and gridded observations.  
 
3.3.2. Sea Surface Temperature-Derived Indices: AMO, PDO, Niño3.4, and Modoki Niño 
Sea surface temperature (SST) variability is often used as an indication of 
atmospheric circulation pattern shifts, and here we explain the major SST-derived indices 
in the Northern Hemisphere and tropics. In the Pacific Ocean, the Niño 3.4 Index describes 
variations in SST in the eastern-central tropics, El Nino Modoki (ENM) shows variations 
along the tropics, and the Pacific Decadal Oscillation (PDO) explains trends in the northern 
middle-latitudes. Each index is used to explain the near-surface high-low pressure gradient 
and wind stress that are the forcing mechanism for cooling (higher wind stress) or warming 
(lower wind stress) SST. The lower troposphere pressure and winds are driven by the 
middle and upper troposphere circulation, i.e., the strength of the easterlies (tropics) and  
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Table 3.2. Major northern hemisphere and tropical volcanic eruptions since 1861 
Year Month Volcano VEI Latitude (°N) Longitude (°E) 
1875 January Askja 5 65.03 -16.78 
1883 May Krakatau 6 -6.10 105.42 
1902 October Santa Mariá 6 14.76 -91.55 
1907 March Ksudach 5 51.84 157.57 
1912 June Novarupta 6 58.27 -155.16 
1933 January Kharimkotan 5 49.12 154.51 
1955 October Bezymianny 5 55.97 160.60 
1963 February Agung 5 -8.34 115.51 
1980 March St. Helens 5 46.20 -122.18 
1982 March El Chichón 5 17.36 -93.23 
1991 April Pinatubo 6 15.13 120.35 
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Figure 3.3. Box plots of the change in temperature following equations (1) and (2) for both 
middle-latitude (top) and tropical (bottom) eruptions using CMIP5 solutions. Histograms 
on right show frequency in 0.25 °C bins of CMIP5 member solutions.   
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Figure 3.4. Same as Fig. 3.3. but using reanalysis models and gridded observational 
datasets. 
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westerlies (middle-latitude). In the Atlantic Ocean, a similar phenomenon is found where 
the North Atlantic basin is averaged to determine the mode of the Atlantic Multidecadal 
Oscillation (AMO). However, the drivers of the AMO are debated more than those of the 
Pacific counterpart (Delworth et al., 1993; Clement et al., 2015; Birkel et al., 2018).  
The AMO (Fig. 3.5.) correlates well with near-surface temperature across many 
locations around the Northern Hemisphere. This correlation demonstrates how North 
Atlantic SST and near-surface temperature increase is nearly simultaneous, however it does 
not mean that SST is the driver of Arctic temperature because of the presence of sea-ice. 
To explore the atmosphere-ocean interaction, Fig. 3.6. shows the correlation of near-
surface wind speed and SST. This suggests that increased westerly wind speed over the 
Atlantic (and Pacific) accompanies decreased SST. Stronger westerlies are influenced by 
the meridional thermal (thus pressure) gradient. For the Atlantic, as the Arctic warms at an 
enhanced rate the thermal gradient weakens which slows the westerly wind. Therefore, a 
warming Arctic is likely to influence the Atlantic westerlies (as seen in correlations, Fig. 
3.5.), by slowing them, thus allowing for increased SST and meridional heat transport to 
higher latitudes adding to the positive feedback loop.  
 The AMO-like Pacific phenomenon is the PDO. The general low pressure at higher 
latitudes and high pressure near the tropics with an expansive, relatively frictionless area 
results in westerly wind over the Pacific. When the pressure gradient weakens, the westerly 
winds weaken, and SST is allowed to warm due to decreased surface mixing. As with the 
AMO, the PDO is driven largely by surface wind stress (Newman et al., 2016). Correlations 
between the PDO and central Arctic near-surface temperature (Fig. 3.7.) are weak and not 
significant. However, high-latitude correlations of temperature with PDO are significantly  
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Figure 3.5. AMO time series (top) and spatial correlations to near-surface temperature for 
ERAI (left; 1979 - 2017) and JRA55 (right; 1958 - 2013). 
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Figure 3.6. North Atlantic SST and near-surface wind speed spatial correlation using 
ERAI (1979 – 2017). 
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negative over Alaska and coastal British Columbia as well as the Bering Sea and Gulf of 
Alaska, and positive over the central North Pacific. These opposing correlations in adjacent 
broad latitude zones are expected from the location of the Aleutian Low and its role in PDO 
variations. 
A well-known tropical SST index is Niño3.4, which has far reaching influences on 
regional and global climates. Figure 3.8. shows seasonal correlations of Niño3.4 and global 
near-surface temperature. For all seasons, the connection between Niño3.4 and Arctic near-
surface temperature is negligible. There is a consistent positive correlation for North 
America’s west coast as far as Alaska, but the inland correlations over these latitudes 
decrease. For the eastern hemisphere, only in summer (JJA) does a negative correlation (r 
≈ -0.5, p < 0.05) appear over western Russia. 
 The ENM is a more centralized tropical Pacific El Niño measured through the 
following equation (Ashok and Yamagata, 2009): 
 𝐸𝑁𝑀 = 𝐴 − 0.5 ∗ 𝐵 − 0.5 ∗ 𝐶, (Eq. 3.3.) 
 
where A, B, and C are SST averages over the areas (165 – 220°E, 10°S – 10°N), (250 – 
290°E, 15°S – 5°N), and (125 – 145°E, 10°S – 20°N), respectively. The ENM uses much 
of the tropical Pacific SST rather than the often-used Niño 1-4 sub-regions. Figure 3.9. 
shows correlations between winter (DJF) ENM and near-surface temperatures in the 
corresponding and other seasons. There are no correlations within the Arctic for most 
seasons but a positive correlation similar to Niño3.4 is evident along the southern Alaskan  
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Figure 3.7. PDO time series (top) and spatial correlations to near-surface temperature for 
ERAI (left; 1979 - 2017) and JRA55 (right; 1958 - 2013). 
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Figure 3.8. Niño 3.4 spatial correlations with near-surface temperature for each season. 
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Figure 3.9. ENM spatial correlations with near-surface temperature for each season. 
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Fig. 3.10. Gridded observational datasets (top; anomalies with respect to WMO 1961 – 
1990 climate normal) with observed sunspot cycle (middle; 1700 – 2018) and sunspot 
wavelet analysis (bottom). Black “u-shaped” curve over light blue area delimits the “cone 
of influence” where periodicities are influenced by edge effects.  
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coast. During fall (SON), a negative correlation area appears over Fenno-Scandinavia into 
the Barents Sea (r ≈ -0.4, p < 0.05).  
 
3.3.3. Solar Irradiance Cycle 
Since 1610 CE, astronomers have found that sunspot counts follow a general ~11-
year cycle (Fig. 3.10.), when solar irradiance is directly related to sunspot frequency 
(Hudson et al., 1982). During one sunspot cycle, solar irradiance can change by ~1.3 W/m2, 
or 0.1% of the solar constant value 1366 W/m2. There are clear connections of sunspots 
with regional (Shindell et al., 2001) and global climate variability (Maasch et al., 2005). 
However, Owens et al. (2017) show that minima in sunspot counts were not always directly 
linked to past cooling events. The Maunder Minimum — a ~50-year period of extremely 
low sunspot activity in the seventeenth century — is shown to have little to no effect on 
the Little Ice Age (LIA), which had begun ~350 years before from the consensus of a 
thirteenth century initiation. Contrarily, Owens et al. also show the Spörer and Dalton 
Minimums occurring decades after the transition into the LIA and early nineteenth century 
cooling, respectively. These authors find that while sunspot count minima, meaning 
reduced solar irradiance, are not generally the cause of persistent global cool periods, they 
can enhance regional changes that may then influence large-scale atmospheric circulation. 
 
3.3.4. Methane 
GHG concentrations, such as CO2 and CH4, are increasing at rates unseen in the 
last 800,000 years (as evident at Dome C, Antarctica; Lüthi et al., 2008). Once CO2 and 
CH4 enter the atmosphere their residence times and impacts differ. CO2 has a residence 
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time of centuries to millennia while CH4 has a shorter time of about a decade. 
Concentrations of CO2 and CH4 differ as well; CO2 is measured in parts per million (ppm) 
while CH4 is measured in parts per billion (ppb) making CH4 concentrations lower by 
orders of magnitude. However, the Global Warming Potential (GWP) index shows that 
CH4 is nearly 30-times more effective at trapping heat than CO2 during a 100-year period. 
The major sources of CH4 are from agriculture/waste and natural wetlands. Yvon-Durocher 
et al. (2014) discuss methanogenesis in ecosystems as a function of temperature and the 
possible feedbacks associated with warming trends. These authors show that as seasonal 
temperature increases, the CH4:CO2 ratio increases, thus methanogenesis increases. They 
suggest that, as methanogenesis depends more heavily on temperature over respiration and 
photosynthesis, CH4 production will likely play an important role in global warming 
positive feedbacks and the carbon cycle. Furthermore, oxidation of CH4 in the atmosphere 
produces CO2 and water (H2O), adding to the atmospheric CO2 concentrations, however 
this is of a limited amount compared to anthropogenic emissions. In this study, we attribute 
a CH4 release to thawing of Arctic permafrost. As the Arctic continues to warm, the 
thawing and growing seasons will lengthen. With the active layer of permafrost thickening, 
the soil will become saturated over increased depth and methanogenesis will increase. This 
process is non-trivial to model, and understanding CH4 production under different types of 
flora, soil drainage proficiencies, and soil saturation levels should lead to better carbon 
cycle models for the high latitudes (Popp et al., 2000; Knoblauch et al., 2015; Knoblauch 
et al., 2018). 
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3.4. Plausible Future Climate Scenarios for the Arctic 
3.4.1. “Business-as-usual” RCP 8.5 Trajectory 
 Four RCP projections are used in the most recent IPCC report (IPCC, 2014), each 
an average of twenty-five or more projective models of the CMIP5 family. Although each 
trajectory is possible through the twenty-first century, RCP 8.5 shows a closer relationship 
to gridded observational data (2006 – 2017) (Table 3.3.). Those gridded observational data 
display an increase in temperature from 2006 – 2017 near 0.8 °C whereas RCP 8.5 shows 
a change of 0.54 °C; lower RCPs range from 0.31 – 0.44 °C. The average annual change 
in temperature of RCP 8.5 is closest to the observational data, at 0.05 °C/yr and ~0.07 
°C/yr, respectively. If RCP 8.5 is the projection that most closely resembles modern climate 
and persists as projected, the Arctic near-surface annual average temperature will continue 
to rise. With a warming Arctic, models show that, due to decreased snow cover and sea-
ice extent, the zonal-component of the middle-latitude westerlies (i.e., the polar jet stream) 
will decrease in strength while increasing the meridional-component allowing for slow-
moving, elongated Rossby waves, “blocking” and extreme weather, such as persistent cold-
snaps, flooding, and heatwaves. Elongated Rossby waves would increase the heat and 
moisture transports to high latitudes thus increasing near-surface temperature, enhancing 
the positive feedback loop. As stated in IPCC SR15, new mandates better regulating GHG 
emissions are needed to avoid a global warming average greater than 1.5 °C. If by 2030, 
emissions have not decreased, or at least are in a decreasing trend, a return to the “modern” 
climate state is highly improbable and will become increasingly more expensive to attempt. 
If RCP 8.5 is the likely scenario, then by 2050 the average annual near-surface Arctic will 
have warmed by ~3°C making an ice-free Arctic summer extremely likely. 
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3.4.2. Explosive Volcanic Activity 
Over the last ~320 years, a total of twenty-six VEI 5+ eruptions have occurred. The 
average likely that at least one VEI 5 eruption will occur before the year 2050. The average 
frequency of occurrences is about one per 60-year period. With the most recent VEI 6 
occurring in 1991 (Pinatubo; 60 years before 2050), it is likely that one VEI 6 eruption will 
occur before the year 2050. As for VEI 7+ eruptions, one has occurred since 1700 (1812, 
Tambora). With about 240 years since the last VEI 7, the probability for another VEI 7 to 
occur is increasing. However, the chance of one occurring before 2050 is unknown. Using 
previous eruption statistics, it is clear that one or two VEI 5+ eruptions are extremely likely 
to occur before 2050 with a likely possibility of one eruption being a VEI 6. 
Using the above post-eruption ∆𝑇 statistics, if a middle-latitude volcano erupts on 
a VEI 5+ scale, it is unlikely that it would cool Arctic near-surface temperature (probability 
of 0.2 – 0.3), and it is extremely unlikely that ∆𝑇 values would reach below 1°C (probability 
of 0.01, as seen in CIMP5 members). If a tropical volcano erupts on a VEI 5+ scale, it is 
more likely than not that the Arctic would cool (probability of 0.5 – 0.6) but for the ∆𝑇 
values to reach below 1°C, it is still extremely unlikely as seen in the CMIP5 members 
(probability of 0.03). However, reanalyses and gridded observations show that this is only 
unlikely (probability of 0.29). As it is extremely likely for a VEI 5+ eruption to occur before 
2050, the probability for near-surface Arctic cooling to follow is likely if the eruption takes 
place in the tropics and as likely as not for a middle-latitude eruption. The “worst case” 
scenario for the Arctic is a cooling of near 2 °C, as seen in gridded observations, though 
this is extremely unlikely. 
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Table 3.3. RCP projection overlap (2006 – 2017) with reanalyses and gridded 
observations. 
 ERAI R1 GISTEMP NOAAv4 HadCRUT4 RCP 2.6 
RCP 
4.5 
RCP 
6.0 
RCP 
8.5 
Total T 
change 0.70 0.76 0.85 0.85 0.76 0.31 0.42 0.44 0.54 
Mean T 
change 0.06 0.07 0.08 0.08 0.07 0.03 0.04 0.04 0.05 
 
Total T change is found by subtracting 2017 minus 2006 average Arctic near-surface temperature. Mean T 
change is found by subtracting one year minus the previous year during the time period and averaging to 
find the mean slope. 
 
3.4.3. Extreme SST-Derived Index Variability 
We suggest that the AMO impacts the Arctic less than the Arctic impacting the 
AMO, following the findings on a warming Arctic and links with middle-latitude weather 
(Francis and Vavrus, 2012 and 2015; Francis and Skific, 2015; Francis et al., 2017). As 
Arctic continues warming accelerates, the westerlies across the North Atlantic are likely to 
weaken facilitating North Atlantic SST warming. Birkel et al. (2018) show that explosive 
volcanic activity is likely one driver of northern hemispheric westerly wind speeds, which 
agrees with the above scenario on volcanism and Arctic temperature. Extreme volcanic 
activity tends to cool the Arctic, which strengthens both the thermal gradient and the 
westerly wind speed. Birkel et al. show this link through the AMO and stratospheric aerosol 
optical depth relationship. Increased stratospheric aerosols from volcanic activity correlate 
with the slowing of middle-latitude westerlies, which is also correlated with decreased 
North Atlantic (and North Pacific) SST. This relationship is modeled well in the CMIP5 
family (Fig. 7 of Birkel et al., 2018). 
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The PDO shows very little influence on Arctic climate change; i.e., forcing 
mechanisms that control the PDO do not correlate with Arctic TJJA. Even as the Arctic has 
continued to warm, the PDO acted almost out of phase (Fig. 3.7.). This result does not 
necessarily mean that the Pacific SST does not impact the Arctic. The PDO association 
was found due to changes in fish landings near the Bering Sea and Gulf of Alaska where 
researchers noticed variability in sablefish (McFarlane and Beamish, 1992), Pacific halibut 
(Clark et al., 1999), and some flatfish (Hollowed et al, 1998; Anderson and Piatt, 1999).  
The PDO has switched from warm (positive) to cool (negative) phases over both 
15- to 25- and 50- to 70-year periods. Although accurately predicting the PDO index out 
to 2050 is highly improbable, we find that the general oscillation properties are helpful to 
estimate phases of the PDO for the next 30 years. Over the last 3 years, the PDO has been 
in a positive phase with the previous ~8 years under a negative phase (Fig. 3.7.). The 
previous period (1998 – 2008) contained two 5-year phases in negative then in positive. 
The PDO exhibited a longer period (1945 – 1998) where the negative phase lasted ~33 
years and the positive phase lasted ~20 years. Using these previous period lengths, the PDO 
may be in a positive phase for another ~5 years (with a chance to persist near 15 years 
beyond that), then a possible switch to negative phase for ~8 years (with a chance to persist 
near 20 years). This estimate suggests that the PDO will continue to oscillate — as seen in 
recent years — as the Arctic continues to warm but that it will have little effect on Arctic 
temperature. However, the findings of Svendsen et al. (2018) suggest otherwise. They 
show through the use of the Norwegian Earth System Model (NorESM; Bensten et al., 
2013) — an ocean-atmosphere coupled climate model — that the early 20th century shift 
to positive PDO phase “alone was a key contributor to the early twentieth century Arctic 
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warming.” However, the geographical boundaries of Chukotka (Russia) and Alaska 
(USA), and resulting strong meridional thermal gradient, produce a strong zonal wind 
component (and weaker meridional component relative to the Atlantic), making meridional 
heat transport to high latitudes unlikely.  
We originally hypothesized that El Niño might influence temperature within the 
high latitudes of the Northern Hemisphere. Here, we have shown that the link is very weak 
and where correlations appear they are lagged by months to seasons. The Niño SST indices 
during DJF show little to no synchronous correlation to temperature with the exception of 
Alaska and coastal Beaufort Sea (Figs. 3.8. and 3.9.). However, correlations with Niño3.4 
appear during JJA over western Russia and with ENM slightly upstream over Fenno-
Scandinavia. These results suggest that the Walker Circulation teleconnection with the 
polar front jet takes months to propagate downstream to northwest Eurasia, having a 
negative correlation with near-surface temperature. Although the correlations between 
Niño indices and temperature are strong near the Aleutian Low, these effects are not 
propagated to the high latitudes of the Western Hemisphere. If El Niño patterns increase in 
intensity, it is unknown how these will influence the Arctic but the recent increase in both 
frequency and intensity have not been shown, at this point, to influence Arctic climate as a 
whole. However, northwestern Eurasia is as likely as not to see decreasing temperature in 
the months after a strong El Niño, and the Aleutian region is very likely to observe near-
simultaneous warming as El Niño increases in intensity and/or frequency, regardless of 
location.  
Previous studies have explored El Niño and its association with anthropogenic 
emissions (Shiogama et al., 2005; Fasullo et al., 2018) showing that El Niño events would 
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likely intensify heat waves and droughts as a result of anthropogenic warming. However, 
how El Niño would influence Arctic climate due to anthropogenic emissions is unknown. 
There is a growing need to study the impacts of anthropogenic emissions on natural climate 
oscillations. 
 
3.4.4. Solar Cycle 
 As seen in Fig. 3.10., the trend of sunspots is decreasing. A possibility over the next 
30 years is that a Dalton Minimum-like event occurs. If this is the case, as shown by Owens 
et al. (2017), a future LIA-like event is extremely unlikely to follow solely due to decreased 
sunspots. However, if increased volcanic activity occurs first, a cooling trend may be 
enhanced by a Dalton Minimum-like event. One VEI 5 event would likely not be enough 
to trigger a future long-term cooling phase but if two or three successive VEI 5+ events 
were to occur; a future sunspot minimum would likely enhance a persistent cooling phase. 
The chances of this specific combination to occur, however, is extremely unlikely. 
 Another interpretation of the solar cycle is the 11-year periodicity of sunspots and 
solar irradiance. We can project a general oscillatory pattern into the future by adding a 
sinusoidal wave with three peaks before 2050. The ~11-year cycle during the satellite-era 
reanalyses also show three peaks in sunspots. Figure 3.11. shows the composite difference 
in near-surface temperature of maximum (1991, 2001, and 2015) minus minimum (1987, 
1997, and 2008) sunspot years; for 500-mb heights, refer to Fig. S3.3. A general wave 
pattern is seen with ridging (warming) over the North American west coast, eastern Europe, 
and western Asia. The near-surface temperature follows spatially with warming over 
northwest North America, eastern Russia, and western Asia but relatively lower 
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temperatures between (i.e., under tropospheric troughs). As an ~11-year cycle is virtually 
certain to persist to 2050, it could be expected that during sunspot maxima near-surface 
warming is likely to be enhanced in the high latitudes of western North America with 
cooling enhanced in eastern North America and the high latitudes of Russia. Warming 
could also be enhanced near the central Arctic Ocean. It should be emphasized western 
North America with cooling enhanced in eastern North America and the high latitudes of 
Russia. Warming could also be enhanced near the central Arctic Ocean. It should be 
emphasized that our analysis uses three years of maxima and minima during the satellite-
era reanalyses; increased information over the next 30-years will give more insight into 
understanding sunspot variability and its high-latitude climate influence. 
 Over the CMIP5 historical simulation, there are thirteen years when the sunspot 
observations reached maximum values and thirteen years of minima. To find out how the 
models respond to the 11-year solar cycle, we subtract the average Arctic temperature of 
the minimum years from the maximum years. During the high sunspot count years, the 
Arctic temperature is about 0.1°C warmer than the average of years with low sunspot count 
years. Warming has persisted throughout the solar cycle and now as the long-period solar 
cycle may reach a Dalton-like minimum, this result suggests that although solar variability 
can play a role in regulating Arctic near-surface temperature, it is not a major driver of 
Arctic warming or cooling. 
 
3.4.5. Arctic Methane Release 
With near-surface temperature increasing in the Arctic, the thawing of permafrost 
and methyl clathrate is leading to carbon release in the form of CH4. Both consequences  
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Figure 3.11. Sunspot cycle maximum years (1991, 2001, and 2015) minus minimum years 
(1987, 1997, and 2008) for near-surface temperature solutions in reanalysis models. 
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are virtually certain to occur, as all RCP scenarios show a decrease in near-surface 
permafrost by 37 – 81% in the Arctic by 2100 (RCP 2.6 and RCP 8.5, respectively; IPCC, 
2014). Thawing of permafrost would likely follow thawing of wetland and potentially 
increase wetland extents. As discussed above, permafrost thaw could generate a positive 
feedback to enhance warming as CH4 is released. With increased wetland extent, and 
increased methanogenesis, it is extremely likely that permafrost will continue to thaw 
facilitating the rate of methanogenesis to increase, enhancing the positive feedback of 
Arctic warming. As CH4 is nearly 30-times more potent than CO2, the positive feedback 
of methanogenesis in the Arctic could potentially lead to an abrupt release of CH4 at high 
latitudes. Such an abrupt CH4 release would potentially destabilize the Arctic at rates faster 
than present leading to earlier ice-out timing of high latitude lakes and removal of Arctic 
sea-ice, leading to increased methanogenesis. Šmejkalová et al. (2016) show that the timing 
of ice-out is already happening earlier due to Arctic warming which will likely generate 
Arctic-wide impacts. However, the regions studied in Šmejkalová et al. are under, on 
average, troughs in the polar jet stream during the winter (DJF) and spring (MAM) months 
meaning their results are not comprehensive. A complete Arctic-wide analysis (under both 
troughs and ridges of the jet stream) following the methods of Šmejkalová et al., should be 
taken into consideration to understand how lake ice-out timing has been impacted in all of 
the Arctic. 
Another plausible reason for an abrupt CH4 release has already been proposed by 
Shakhova et al. (2010). They show through observations that there exist large quantities of 
carbon stored as CH4 in the seabed of the East Siberian Arctic Shelf. The combination of 
relatively warmer bottom water and geothermal heat is likely to destabilize the frozen 
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carbon and release upwards of 50 Gt of CH4 into the water and atmosphere either abruptly 
or over a few decades. Predicting the timing of such an event such is nontrivial. Using a 
simple 1D methane model based on Schmidt and Schindell (2003; 
http://climatemodels.uchicago.edu/methane/), an abrupt 50 Gt release over 10 years 
increases the radiative forcing from ~1 W/m2 (modern) to ~5.5 W/m2 with an increase in 
concentration to an order of magnitude (1900 ppb to 19000 ppb). If this same 50 Gt of 
methane is released over a longer period of time, say 100 years, concentration would reach 
5000 ppb, increasing the radiative forcing to ~2.25 W/m2. In either case, methane would 
reach levels never seen during the Holocene (Sowers, 2010). Lenton (2012) summarizes 
the likelihood of methane releases noting that the most likely scenario is persistent methane 
production with several small abrupt releases from the ocean due to bubbling from 
production below the ocean floor.  
 
3.5. Conclusions 
 We provide information on tropical and Northern Hemisphere SST-derived climate 
oscillations and natural variability following volcanic and solar activity. The 
teleconnections of these findings are projected onto the RCP 2.6 and 8.5 scenarios in Fig. 
3.12. One can surmise that, although this is not a forecast of Arctic near-surface 
temperature, the projections will change due to those two external forcings. Cooling in the 
Arctic due to one VEI 5 would last about 1 – 3 years but would not change the already 
warming trend that is extremely likely to continue. A double event of VEI 5+ could prolong 
a cooling period but the chance of this occurring is extremely unlikely, especially if both  
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Figure 3.12. Idealized schematic of natural variability findings projected onto RCP 
trajectories showing relative Arctic temperature impact from middle-latitude and tropical 
volcano activity, sunspot variability, and natural abrupt methane release. Although these 
are not exact predictions of these impacts, the findings of relative temperature changes are 
shown and likely to happen within the study time period. 
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must take place in the tropics. Regardless, a double event is unlikely to change the warming 
trend.  
SST variability — and the associated forcing mechanisms — do not appear to 
influence annual Arctic near-surface temperature, but in the case of the AMO (North 
Atlantic) the enhanced warming in the Arctic appears to influence the middle-latitude 
westerlies. The westerlies over the North Pacific do not seem to have a link with the Arctic 
so far, but this may be a future focus of studies as the thermal gradient continues to weaken. 
Also, if anthropogenic emissions follow the RCP 8.5 scenario, it is possible that these SST-
derived indices will be influenced and direct more heat to or cold air away from the Arctic 
in ways we do not yet understand.  
Solar variability is not seen to be a major driver of Arctic temperature, with about 
0.1 °C change between the peaks and lulls of sunspot variability on an ~11-year period. 
The coupling of an explosive volcanic event and solar minimum is extremely unlikely but 
still plausible. These conditions would extend a cooling period in the Arctic, and likely the 
Northern Hemisphere, but any projection of these specific conditions is highly uncertain. 
It is thought that with stratospheric ozone depletion, solar variability will play a larger part 
in climate variability (Shindell et al., 1999). Lean et al. (1997) and Lean and DeLand (2012) 
show that solar irradiance variability does not change equally on all wavelengths, though 
most models assume so. Those authors find that ultraviolet (UV) radiation contributes up 
to ~31% of the total solar cycle variability. These findings have major implications for 
stratospheric warming/cooling in regions of ozone depletion. Although the Arctic has 
experienced less ozone depletion than the Antarctic, recent trends in ozone depletion have 
been recorded and studied there (Solomon, 1999; Pommereau et al., 2018). Dhomse et al. 
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(2018) predict through chemistry-climate models that the current level of stratospheric 
ozone is increasing toward pre-1960 levels but will not fully recover until the mid-2030s. 
Stratospheric ozone variability is likely to continue as it recovers with the 2010-2011 and 
2015-2016 winter ozone-low events as examples, when Arctic ozone was depleted by over 
25%. Reduced stratospheric ozone coupled with increased UV radiation is likely to change 
the radiative budget within the troposphere and planetary boundary layer in ways that are 
not yet fully understood. 
It is also evident that the likelihood of an abrupt methane release in the Arctic is 
high due to thawing permafrost, earlier lake ice-out timing, and increased wetland extent. 
The positive feedbacks including temperature rise, permafrost thaw, and methanogenesis, 
may destabilize the Arctic climate at an enhanced rate adding to the Arctic amplification 
positive feedback of temperature rise, sea-ice reduction, lower albedo, and increased 
insolation. However, projecting the amount of methane to be released is non-trivial. 
Considering that the active layer of permafrost is likely to expand both laterally and 
vertically and that upper-layer soil saturation is likely due to poor water drainage, a 
plausible scenario is that methanogenesis will increase at faster rates. As permafrost thaws, 
the wetland extent could increase or decrease, but more CH4 would be emitted in anoxic 
conditions (wet) more than oxic (dry). However, increased wetlands would allow more 
plant-life, which may hinder methanogenesis. Also, the level within the soil to which water 
penetrates would impact CH4 production and emission. The abrupt release of CH4 in the 
Arctic could add nearly 3000 ppb of CH4 into the atmosphere. If this event occurs before 
2050, the global CH4 concentration could surpass 5000 ppb with the additional 
anthropogenic and other natural sources of CH4 emissions. The implications for the Arctic, 
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being a local phenomenon, would be devastating and likely enhance the positive feedback 
mechanisms already occurring at these latitudes. 
 Although many CMIP5 models do not reproduce historical observations, the 
historical ensemble correlates well with observations (r > 0.6), thus using the multi-model 
approach to project over the current century — while covering multiple GHG emission 
scenarios — is practical. During the satellite era, reanalyses and observations show that the 
Arctic has warmed nearly 0.07 °C per year. This rate of warming is unprecedented over 
the last 2000 years on both the Arctic-wide (Kaufman et al., 2009) and regional scales 
(Auger et al., in review). Furthermore, the rates of warming seen in reanalyses and 
observations are higher than those of the RCP scenarios, including the “business-as-usual” 
scenario where the warming rate is shown to increase to nearly 0.1 °C per year and continue 
well beyond 2100. 
 This study shows the importance of major anthropogenic GHG emission mitigation 
and regulation. We also show that, although volcanic and solar activity play a part in 
warming and cooling the Arctic near-surface temperature, they do not together regulate 
temperature variability, nor do they influence the long-term trends. The SST-derived 
oscillations do not drive near-surface temperature in the Arctic, at least during the 
observational record, which may be due to the increased influence of GHG emissions since 
the latter half of the nineteenth century. 
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CHAPTER 4 
FRAMEWORK FOR AN ARCTIC NATION/COMMUNITY RISK ASSESSMENT 
IN THE CONTEXT OF FUTURE CLIMATE 
4.1. Introduction 
The Arctic is warming at an enhanced rate with respect to the global average and 
recent history, as a consequence of greenhouse gas emissions and Arctic amplification 
(AA). AA is largely due to the nonlinearities associated with local feedback loops 
involving sea-ice, snow cover, and surface albedo (vegetation/ocean versus snow/ice) 
(Stroeve et al., 2012). Most notably, recent Arctic warming is unprecedented in the last 
2000 years (Kaufman et al., 2009; McKay and Kaufman, 2014; Auger et al., in review [a]) 
and the rate and magnitude of warming is equivalent to the abrupt climate change event 
that marked the transition from the last vestiges of glacial age climate (Younger Dryas) 
into modern climate (Holocene) ~11,500 years ago (Mayewski et al., 2013). The warming 
trend parallels the reduced sea-ice extent (Kinnard et al., 2011) and increased Arctic 
precipitation (Linderholm et al., 2018). Solutions from the Fifth Coupled Model 
Intercomparison Project (CMIP5) family members — as part of the Intergovernmental 
Panel on Climate Change 2014 Report (IPCC, 2014) — show increased Arctic warming 
through the twenty-first century in all representative concentration pathway (RCP) 
scenarios, with the RCP 8.5 projection depicted as the “worst-case” (“business-as-usual”) 
scenario. However, observations have already exceeded the RCP 8.5 ensemble warming 
during the 2005 – 2017 period by more than 0.02 °C per year (Auger et al., in review [b]). 
As the pace of AA is on a human-generation scale, nations and communities (populations) 
within the Arctic are vulnerable. Here, we assess the vulnerabilities of Arctic populations 
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following the likely scenario of enhanced Arctic warming using the IPCC RCP 8.5 
projection as an analog for future climate with two plausible scenarios following enhanced 
and abrupt methane release within the Arctic due to permafrost thaw. This investigation 
applies an index to nations and indigenous communities in the Arctic by quantifying 
indicators representing a climate hazard, human and ecosystem exposure, and population 
vulnerability. 
For this study, “nations” refers to the eight countries of the Arctic Council — 
Canada, Denmark, Finland, Iceland, Norway, the Russian Federation, Sweden, and United 
States. Two “nations” are included and evaluated separately from Denmark; Greenland and 
Faroe Islands. Because Alaska is the major reason for the United States being part of the 
Arctic Council, Alaska is investigated without the inclusion of the contiguous United States 
(lower 48 states). Although Denmark proper is not located within the Arctic, its jurisdiction 
over Greenland and the Faroe Islands places Denmark into the Arctic Council and into this 
study. “Communities” refers to Inuit (Canada), Nenets (Russia), and Sámi (Norway, 
Sweden, and Finland, and Kola Peninsula, Russia) (Fig. 4.1.). A major concern for high 
Arctic nations and communities is permafrost thaw and infrastructure degradation. Figure 
4.1. also shows the locations and four types of permafrost extent (blue filled contours): 
isolated (< 10 % area in 0.5° resolution), sporadic (10 – 50 %), discontinuous (50 – 90 %), 
and continuous (> 90 %). Due to model horizontal resolutions used in this study (1.125 – 
2.813 °longitude), we focus on discontinuous and continuous extents (> 50 %), which are 
shown by the green contour. The shapefiles used here originate from 
https://nsidc.org/data/ggd318, hosted by the National Snow and Ice Data Center (NSIDC) 
(Brown et al., 2002). 
 87 
 
Figure 4.1. Map of study area with permafrost extents. Black line delineates Arctic Council 
nations. Blue shaded contours show permafrost extents; light to dark being isolated, 
sporadic, discontinuous, and continuous. Green line shows continuous and discontinuous 
permafrost extent. 
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Throughout the Arctic, large regions of permafrost have begun to thaw and melt 
(Lemke et al., 2007), biodiversity is decreasing (Arctic Biodiversity Assessment, 2013), 
and sea ice extent is shrinking in all seasons, especially summer. Using the Environmental 
Change Model (ECM) available from the Climate Change Institute’s Climate Reanalyzer 
(Fig. 4.2.; http://cci-reanalyzer.org/clim/ecm/), it is evident that ecological biomes will 
change as the Arctic temperature increases. The ECM uses the 1979 – 2000 period provided 
by the National Aeronautics and Space Administration (NASA) Modern Era 
Retrospective-analysis for Research and Applications (MERRA) as a baseline (Global ∆T 
= 0 °C), showing a familiar present biome. The Global ∆T = +2 °C solution (2050 CCSM4 
RCP 8.5 projection) displays biomes at high altitudes/latitudes undergoing major changes 
while low altitude and middle to low latitudes undergo relatively small changes. For the 
Global ∆T = +4 °C solution (2100 CCSM4 RCP 8.5 projection) the ECM shows extreme 
changes within the Arctic with little to no changes within lower latitudes. Although the 
present study does not address biomes internal dynamics, we aim to assess the ability of 
human populations within the Arctic to adapt to an increased warming scenario. Here, we 
use a similar approach to the ECM for explaining future Arctic climate. Rather than 
“predict” that temperature will increase by 2 °C by the year 2050 and 4 °C near 2100, we 
show middle and late twenty-first century RCP 8.5 solutions as analogs of future warming. 
Three plausible scenarios are addressed: (Scenario 1) RCP 8.5 “business as usual” 
projection; (Scenario 2) an enhanced rate of methane production; and (Scenario 3) an 
abrupt release of methane in the Arctic. These scenarios are discussed as possibilities in 
the literature (Shakhova et al., 2010; Lenton, 2012; Auger et al., in review [b]) but are not 
used in risk assessments of Arctic human populations. To address the plausible scenarios,  
 89 
Figure 4.2. Climate Change Institute’s Climate Reanalyzer environmental change model 
using MERRA 1979 – 2000 (a) and CCSM4 2050 (b) and 2100 (c) solutions. 
 
 
the CMIP5 RCP 8.5 near-surface temperature solutions are used as a minimum of warming 
with the assumption that temperature will increase at a higher rate. Thus, the middle and 
late twenty-first century RCP 8.5 solutions will likely occur earlier due to enhanced or 
abrupt methane release. 
 
4.2. Data  
4.2.1. Earth System Model Projections and Gridded Observations 
 The Earth system projection models used for this study are part of the CMIP5 
family and have solutions for the RCP 8.5 scenario. Earth system models (ESM; coupled 
model solutions including at least atmosphere, ocean, sea-ice, and land) are chosen over 
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atmosphere-only models to better represent the feedback mechanisms specific to the 
Arctic. For cases where ESMs have multiple resolutions and simulations, the medium 
resolution (m) and the first run (r1i1p1) are chosen. The models that fit these criteria are 
the BCC-CSM1-1 (Beijing Climate Center Climate System Model 1.1), CCSM4 
(Community Earth System Model 4.0), HadGEM2-ES (Hadley Centre Global 
Environment Model 2.0 Earth System), IPSL-CM5A-MR (Institut Pierre Simon Laplace 
Climate Model 5.0, Medium Resolution), MIROC-ESM (Model of Interdisciplinary 
Research On Climate 5.0 Earth System Model), MRI-CGCM3 (Meteorological Research 
Institute Coupled Global Climate Model 3.0), and NorESM1-M (Norwegian Earth System 
Model 1.0, Medium Resolution). These ESMs also cover a wide range of geographical 
locations, each built in different countries: China, United States, United Kingdom, France, 
Japan, Korea, and Norway, respectively. The ESMs are initialized in January 1850 with 
historical runs ending December 2005. The model solutions following anthropogenic 
emissions, economy, and technology advancement predictions of RCP 8.5 are used through 
the twenty-first century, ending December 2099. The lower emission RCP scenarios were 
considered, however the findings of Auger et al. (in review [b]) show that gridded 
observations and climate reanalysis models overlapping the RCP 8.5 projection (2006 – 
2017) have already exceeded the annual rate of warming in the Arctic. Auger et al. [b] also 
show the CMIP5 historical ensemble run to be cooler than the third generation of 
reanalyses (ERA-Interim, JRA-55, and MERRA2) by about 2 °C. 
 This study focuses on three decades (2010 – 2019, 2050 – 2059, and 2090 – 2099) 
showing change with respect to the 1961 – 1990 historical average, the standard World 
Meteorological Organization (WMO) climatology. Gridded observations from National 
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Oceanic and Atmospheric Administration (NOAA) and National Center for Environmental 
Protection (NCEP) Global Historical Climatology Network (GHCN; Fan and van den 
Dool, 2008) version 2 and the Climate Anomaly Monitoring System (CAMS), as found at 
the NOAA Earth System Research Laboratory (ERSL; https://www.esrl.noaa.gov/psd/), 
are used in comparison to the ESMs during the “present” decade, 2010 – 2018, for 
calibration. 
 
4.2.2. Socioeconomic Statistics 
For socioeconomic statistics, Arctic Council nation data are taken from the World 
Bank (https://data.worldbank.org) and the World Factbook from the US Central 
Intelligence Agency (CIA; https://www.cia.gov/library/publications/the-world-factbook/). 
Alaska statistics are taken from the US Census Bureau. Community statistics for the Inuit, 
Sámi, and Nenets are found in the Inuit Statistical Profile (2018), Norum and Nieder 
(2012), and Russian Census Report (2010), respectively, with 1997 population estimates 
from Krauss (1997) for each community. Values for each variable can be found in Table 
4.1. 
Socioeconomic data on communities are less extensive than national censuses and, 
in some cases, found in literature rather than national census data. The Inuit region is fairly 
clear as they tend to live in four regions of northern Canada: Inuvialuit, Nunavut, Nunavik, 
and Nunatsiavut (from west to east). Nunavut is a Canadian province while the Inuvialuit 
region covers the northern coasts of Yukon and Northwest Territories, Nunavik is in 
northern Quebec, and Nunatsiavut is in the northern mainland of Labrador. For this study, 
the four regions of Inuit are combined. The Sámi are more difficult to pull apart from the 
 92 
nations as this community is spread over four countries. Sámi statistics are estimated as it 
is difficult to find official census information. All Sámi communities are grouped for this 
study (similar to the Inuit) due to the difficulties of pulling apart the sub-communities. The 
Nenets generally live in two provinces of Russia: Nenet Autonomous Okrug and Yamal-
Nenet Autonomous Okrug. Nenets, like the Sámi, are reindeer herders, however the Nenets 
are nomadic as they migrate with the reindeer herds twice per year. Most herding occurs 
between the Kanin and Taimyr Peninsulas with a particular focus near the Yamal 
Peninsula. There are two major types of Nenets named by where they live; the Tundra 
Nenets live along the northern coastline of Russia bounded by the southern tree line, and 
Forest Nenets live within the taiga. Where possible, population statistics for Nenets are 
used if they live in rural locations and not in urban locations from the Russian 2010 Census 
document.  
 
4.3. Arctic Population Risk Assessment (APRA) Index 
The Arctic Population Risk Assessment (APRA) index uses the risk framework —
indicators from three modes of thought quantifying risk in the context of climate change 
— from the IPCC report on Managing the Risks of Extreme Events and Disasters to 
Advance Climate Change Adaption (SREX). Figure SPM.1 in the SREX Summary for 
Policymakers (IPCC, 2012) is adapted for this study to quantify the local Climate Hazard 
(Level 1; increasing temperature), human and ecosystem Exposure (Level 2; local 
environment changes), and Population Vulnerability (Level 3; susceptibility to failure due 
to local changes) (Fig. 4.3.). Each section is divided into indicators with CH having one 
indicator, HE having two, and PV having seven. For the APRA, CH and EX indicators  
 93 
Table 4.1. Arctic nation and community statistics used for the risk assessment index.  
Location PD ∆P LE LT15 GT65 TE GDP 
Alaska  0.44 17.81 78.9 25 11.2 27.2 63.61 
Canada 4.04 19.3 82.3 15.4 18.6 59.64 45.03 
Denmark 136.52 8.05 80.7 16.4 19.2 34.88 56.31 
Faroe Is. 35.31 4.3 82.2 19.9 16.8 32.5 50.58 
Finland 18.14 6.48 81.8 16.4 21.1 34.82 53.44 
Greenland 0.14 -0.05 71.8 21.1 9.2 13.7 48.16 
Iceland 3.4 21.36 82.5 20.4 14.4 31 70.06 
Norway 14.46 17.62 82.5 18 16.7 38.02 75.5 
Russia 8.82 -1.43 71.6 17.1 14.3 54 10.74 
Sweden 24.72 13.48 82.2 17.4 20.3 37.22 45.7 
Inuit  0.06 -27.75 72.4 33 5 NAN NAN 
Nenets  0.04 12.6 54 34.3 3.8 NAN NAN 
Sámi  0.13 37.69 77.9 23 6.8 NAN NAN 
PD is population density per square kilometer in 2017. ∆P is the change in population from 
2000 to 2017 in percent. LE is the life expectancy of the population in 2016 in years. LT15 
and GT65 are the proportions of the population that are younger than 15 and older than 65 
in 2017, respectively. TE is the proportion of the national population above 25 years of age 
with tertiary education. GDP is the gross domestic product of the national population per 
capita using the 2017 US$ standard in thousands. Italicized values are estimated outside 
from values found on the World Bank website. NAN means statistic not available. Refer 
to Table S4.1. for years when census data differ from years stated here. 
 
 
Figure 4.3. Risk framework schematic adapted from IPCC SREX (2012).  
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fluctuate over three time periods: “present” (2010 – 2019), “mid twenty-first century” 
(2050 – 2059), and “late twenty-first century” (2090 – 2099). In this framework, the rate 
of regional warming (on national and community levels) is used rather than a pan-Arctic 
approach as AA is not occurring at the same rate across the Arctic. The PV level is static 
as it is produced using present population and economic data. 
 
4.3.1. Climate Hazard (CH) 
The CH indicator is near-surface air temperature, particularly the change in 
temperature (∆T) over the three decades with respect to the WMO climatology (1961 – 
1990). The average ∆T in the Arctic is nearly double that of the global ∆T. However, some 
regional temperatures are increasing even faster than the average Arctic ∆T. Increasing 
local temperature influences permafrost melt and snow cover duration and can increase the 
length of melting leading to glacier retreat as well as the possibility of increased cases of 
infectious diseases (Parkinson et al., 2014). To quantify ∆T, we use future projections from 
seven CMIP5 members (BCC-CSM1-1, CCSM4, HadGEM2-ES, IPSL-CM5A-MR, 
MIROC-ESM, MRI-CGCM3, and NorESM1-M) over the three projected decades with 
respect to the WMO climatology. As seen in observations, the RCP 8.5 projective warming 
has already been exceeded (Auger et al., in review [b]) creating a new “worst-case” 
scenario possibly linked with the onset of increased methane release in the Arctic, further 
enhancing AA. An increase in temperature is detrimental to both humans and ecosystems. 
Average ∆T data over nations and communities are normalized per model across all 
decades to values between 0 and 10. In this manner, we show how risk increases as ∆T 
increases. 
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4.3.2. Exposure (EX) 
The EX level is measured through the changes in the environment within the 
population boundaries. To address EX, two indicators are used: 1) change in precipitation 
(∆PR); and 2) 2-3 m annual average soil temperature (TSL). There are two modes of 
thought for ∆PR, Case 1 reduces precipitation which leads to a reduction of snow cover 
and to a decreased thaw season and/or shallower active layer (Sushama et al., 2006), and 
Case 2 expresses an increase in precipitation which impacts hydrology and permafrost 
extent negatively (AICA, 2004). Case 1 stabilizes while Case 2 destabilizes permafrost. 
However, as the annual near-surface air temperature average increases, it is expected that 
the permafrost active layer will thaw earlier, leading to longer thaw periods and increased 
active layer depth. Also, it is likely that as the Arctic continues to warm, frozen 
precipitation may change to liquid contributing to ecosystem changes, as seen in Fig. 4.2. 
For this study, we assume an increase in precipitation (in combination with a higher rain-
to-snow ratio) will negatively impact the ecosystem and populations, as explained above. 
As warming continues, the frequency of liquid precipitation is expected to increase 
(Bintanja and Andry, 2017). For TSL, the CMIP5 models vary in ground layers below the 
surface. With ~3 m being the deepest layer in BCC-CSM1-1, we average over the lowest 
meter, i.e., 2-3 m. Sushama et al. (2006) show the average active layer over Arctic Canada 
to be between 0 and 4 m with depths reaching 4-10 m along the continuous-discontinuous 
boundary and within the discontinuous permafrost extents. With the CMIP5 spatial 
resolutions being 1.5 – 2 °latitude-longitude, we assume the 2-3 m average depth represents 
well the average active layer over the Arctic. An increase in TSL (particularly above 0 °C) 
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is assumed to negatively impact permafrost and thus high latitude infrastructure and 
transportation. Similar to ∆T, average ∆PR and TSL data are normalized per region and 
per model across all decades to values between 0 and 10.  
Sea-level and sea-ice extent were originally considered as indicators of EX, 
however, as these would impact coastal populations more directly than inland populations, 
these variables were left out of the framework model. For sea-level, it should be noted that 
while the global trend is rising sea-level, this is not a regional trend certainly within the 
Arctic. Sea-level trends (as found on https://tidesandcurrents.noaa.gov/sltrends/) vary from 
about +3 mm per year (Nome, USA and Russkaya Gavan II, Russia) to about -9 mm per 
year (Churchill, Canada) and as low as about -18 mm per year (Skagway, USA). Negative 
trends are typically due to isostatic rebound, the rising of land at faster rates than global 
sea level rise. 
 
4.3.3. Population Vulnerability (PV) 
During recent decades, there has been an increase in attention to communities 
within the Arctic. After a call for extensive reports by the Arctic Council’s Sustainable 
Development Programme, Iceland committed to produce the Arctic Human Development 
Report (AHDR1, 2004). Ten years following ADHR1, a second report was published in 
Denmark (AHDR2, 2014). These reports extend the Arctic community knowledge base by 
investigating and reporting Arctic indigenous peoples’ vulnerabilities and resiliencies. 
Themes from these reports — such as community viability, health, demographics, 
education, and economy — are used to build this APRA, as well as the concern with 
permafrost. 
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PV indicators focus on socioeconomic variables. To quantify risk of population 
collapse, population density (PD) is used where higher PD means higher risk if the 
population is faced with a large and/or abrupt change. Population sustainability and 
community viability is shown through the change of population (∆P) allowing an estimate 
of how many people stay within the nation or community. Population health is quantified 
by life expectancy (LE), where a greater life expectancy is linked with stronger health 
systems and higher resilience. Population age demographics provide quantification of the 
proportion of the population younger than fifteen (LT15) and older than sixty-five (GT65) 
years of age where higher proportions of youth and elderly are at risk of illness. The 
adaptive capacity of a national population is measured by the proportion of people above 
25 years of age with tertiary education (TE; Wamsler et al., 2012), those who achieved an 
accredited degree or completed a vocational training program in a technical school or 
through apprenticeship. Last, national economy is quantified through the gross domestic 
product (GDP) per capita. The nations have values for TE and GDP while communities do 
not. Detailed information on population education and economy for the three communities 
in this study (Inuit, Sámi, and Nenets) are nontrivial. Retrieving these values would help 
in this assessment, however, it is likely that the resulting index would change very little. 
The population socioeconomic data are normalized within the variables to values 
between 0 and 10, then weights are applied to generate a vulnerability index ranging from 
0 to 10, 10 being highest risk (Table 4.2.). For PD, LT15, and GT65, the data are changed 
to negative before transformation as higher PD increases chances of catastrophic failure 
and the youth and elderly are most at risk for health issues. Equal weights are first applied 
to show a general index pattern, then random weights are applied (between 0.043 and 
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0.243; 1/7   0.10) for one thousand iterations giving a robust normal distribution of 
indices. The mean of the iterated random weighted index and the index generated with 
equal weights correlate near one-to-one (r2 ≈ 1), increase the confidence in the equally-
weighted PV index results. 
 
4.3.4. Arctic Population Risk Assessment (APRA) Index 
 The following equation is used to generate the APRA index for each population, 𝐴𝑃𝑅𝐴 = %& (𝐶𝐻 + 𝐸𝑋 + 𝑃𝑉)  (Eq. 4.1.) 
where, 𝐶𝐻 = ∆𝑇,  𝐸𝑋 = %1 (∆𝑃𝑅 + 𝑇𝑆𝐿), and  𝑃𝑉 = %4 (𝑃𝐷 + ∆𝑃 + 𝐿𝐸 + 𝐿𝑇15 + 𝐺𝑇65 + 𝑇𝐸 + 𝐺𝐷𝑃). 
APRA index values are between 0 and 10, 10 being the most at risk and 0 being the least. 
This index is not exhaustive and has room for improvement within the EX and PV levels 
(e.g., finer scale communities and additional indicators), however, to the authors’ 
knowledge, an extensive Arctic nation and community risk assessment on this scale (both 
temporally and spatially) has not been done before. The APRA index is designed for use 
by stakeholders, policy makers, and scientists as a tool for estimating the risks involved in 
a changing climate within the Arctic regions. 
 
4.4. Results and Discussion 
4.4.1. Climate Hazard (CH) 
Figure 4.4. shows the change in near-surface air temperature over the three 
simulated time periods 2010 – 2019, 2050 – 2059, and 2090 – 2099 with respect to the  
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Table 4.2. Arctic nation and community statistics normalized to values between 0 and 10.  
Location PD ∆P LE LT15 GT65 TE GDP 
Alaska  0.03 5.08 1.26 1.57 5.44 5.08 4.28 
Canada 0.29 4.70 0.07 4.04 0.00 0.00 8.55 
Denmark 10.00 7.58 0.63 2.54 4.15 0.53 8.90 
Faroe Is. 2.58 8.54 0.11 3.30 4.55 2.38 7.51 
Finland 1.33 7.98 0.25 2.92 4.16 0.53 10.00 
Greenlan
d 0.01 9.62 3.75 3.62 7.70 3.02 3.12 
Iceland 0.25 4.17 0.00 0.72 4.80 2.65 6.13 
Norway 1.06 5.13 0.00 0.00 3.63 1.38 7.46 
Russia 0.64 10.00 3.82 8.58 0.95 0.90 6.07 
Sweden 1.81 6.19 0.11 3.95 3.76 1.06 9.54 
Inuit  0.00 2.17 3.54 10.00 10.00 9.31 0.69 
Nenets  0.00 6.41 10.00 10.00 10.00 10.00 0.00 
Sámi  0.01 0.00 1.61 10.00 10.00 4.02 1.73 
Values closer to 10 increase population vulnerability. 
 
 
WMO climate normal 1961 – 1990 as found in the seven CMIP5 RCP 8.5 projections. It 
is clear that these models do not agree on the amount of warming, and warming is not 
consistent over each region, however the consensus is that warming has and will continue 
to increase if the RCP 8.5 scenario is the new norm. Generally, the present decade (2010 – 
2019) modeled temperature solutions show a rise of up to 5 °C (HadGEM2-ES), though 
typically around 1.5 °C across the Arctic (oceans masked out). The recent warming, as 
projected by the models, agrees well with the actual warming seen in the GHCN+CAMS 
gridded observations (Fig. 4.4.); for example, increased warming at higher latitudes with 
particularly pronounced warming over Alaska and northeastern Russia. 
The mid twenty-first century solutions show temperature is expected to increase by 
5 °C, again with HadGEM2-ES showing the greatest amount of warming and MRI-
CGCM3 showing the least. By late twenty-first century, Arctic temperature may increase  
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Figure 4.4. (Previous two pages) CMIP5 RCP 8.5 projections of and GHCN+CAMS near-
surface air temperature difference with respect to WMO standard climatology (1961 – 
1990). 
 
~9 °C. It should be noted again that this amount of warming does not include substantial 
release of naturally-occurring methane from permafrost thaw, which is expected (high 
confidence; IPCC, 2014) to occur within the Arctic this century. If Scenario 2 occurs by 
2050, the middle twenty-first century projection may appear earlier than the RCP 8.5 
solution. However, if Scenario 3 occurs, these results would likely occur earlier than 
Scenario 2 increasing the strain on local and national resources and economy. As for 
ecological impacts, precipitation and soil temperature are functions of air temperature. A 
change in air temperature will surely impact the human and ecological exposures. 
 
4.4.2. Exposure 
A warming Arctic contributes to changes in ecosystems. With higher temperatures 
come increased precipitation, as shown in the CMIP5 models (Fig. 4.5.). Precipitation is 
projected to increase mostly over Alaska and northeastern Russia (i.e., areas of continuous 
permafrost extent), with some models also showing increases over Fennoscandia and 
coastal Greenland. The IPSL-CM5A-MR solution is the only model included in this study 
to show decreasing precipitation over the Canadian Rockies through the century. The 
models generally agree that annual precipitation will increase by ~20 – 40 % over most of 
the nations near middle twenty-first century with values approaching ~100 % later in the 
century. Increasing precipitation in liquid form can percolate into permafrost accelerating  
 103 
 
 104 
 
Figure 4.5. (Previous two pages) CMIP5 RCP 8.5 projections of precipitation difference 
with respect to WMO standard climatology (1961 – 1990). 
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the pace of permafrost thaw while increased snow depths act to insulate the ground, 
keeping permafrost frozen for longer (ACIA, 2004). This makes precipitation type an 
important indicator in this study, however solving this problem is non-trivial. Bintanja and 
Andry (2017) show, following the RCP 8.5 scenario, snowfall will likely decrease as rain 
increases within the Arctic late in the twenty-first century. In the present study it is assumed 
that as the Arctic temperature increases, the rain-to-snow ratio will likely increase bringing 
liquid precipitation to higher latitudes impacting fragile Arctic ecosystems, and Arctic 
precipitation is expected to increase as temperature increases. Another concern with 
increasing liquid precipitation within the Arctic is rain-on-snow (ROS) events (Forbes et 
al., 2016). Two recent ROS events, November 2006 and 2013, led to substantial reindeer 
mortality within Yamal-Nenets Autonomous Okreg, Russia, as they could not break 
through the icy crust to forage. If ROS events become a trend, the reindeer herding 
communities will certainly be negatively impacted.  
Figure 4.6. shows the projections of annual soil temperature over the 2-3 m depth 
average. For the present study, we assume that the 2-3 m ground depth is the average active 
layer of permafrost (due to CMIP5 resolutions; Sushama et al., 2006) — although it is 
understood that permafrost is much more complex depending on annual temperature, snow 
cover duration, ground type (bedrock versus soil), existence and natural succession of flora 
and type, topography, and ground-water hydrology. Under this assumption, we suggest that 
the upper permafrost layer is becoming active for longer periods of time through the 
twenty-first century. The CMIP5 models generally agree that the average May TSL is 
increasing (Fig. S4.1.) as is average November TSL (Fig. S4.2.), the seasonal shoulders of 
permafrost activity. These solutions, again, do not include the likely positive feedback  
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Figure 4.6. (Previous two pages) CMIP5 RCP 8.5 projections of annual soil temperature 
averaged over 2 – 3 m depth. 
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mechanism of methane release as permafrost thaws. Continuing with the CH discussion, 
and as permafrost thaw and natural methane release not likely well represented in ESMs, 
the middle and (more likely) late twenty-first century solutions may occur earlier than the 
RCP 8.5 solutions. Furthermore, the positive feedback of thawing permafrost, methane 
release, and increasing local temperature, may enhance warming within the Arctic leading 
to permafrost collapse likely followed by abrupt methane production, if the conditions are 
suitable. With a longer thawing period, the active layer can become deeper changing the 
local runoff and damaging infrastructure, such as roads and buildings (AICA, 2004). 
Exposed ice wedges — due to retreating sea ice extent, increased wave action, and 
increased soil temperature — leads to accelerated coastal erosion, which is presently 
occurring in Alaska and Canada (Lantuit and Pollard, 2008). 
 
4.4.3. Population Vulnerability 
 Figure 4.7. shows the results of the PV level. The equally weighted indicators are 
used in the APRA. Using the seven socioeconomic indicators, we form groups of nations 
and communities based on their quantified vulnerability index. The least “at risk” 
populations are Alaska, Canada, Iceland, and Norway. These nations score well on 
community viability (∆P), health systems (LE), education (TE), and economy status (GDP) 
while scoring low on PD and proportions of population with at risk ages (LT15 and GT65). 
Higher on the spectrum are the two communities of Inuit and Nenets, scoring lowest on 
either ∆P or LE while having the largest proportions of population below 15 (LT15). These 
findings are expected: wealthy nations near the bottom have lower vulnerability with 
indigenous communities displaying more vulnerability to change.  
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Figure 4.7. Box and whisker plots of randomly-iterated weights for population 
vulnerability (PV) index. 
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 Some interesting findings using the vulnerability indicators are the results of 
Denmark’s relatively high indices and the Sámi having relatively lower vulnerability with 
respect to the other communities. First, Denmark is among the highest “at risk” nation due 
to two negative PV indicators, ∆P and GT65. The PD value for Denmark is larger than the 
other nations by nearly an order of magnitude, 136.5 people per square kilometer. The next 
highest value is that of the Faroe Islands being 35.3 people per square kilometer. 
Normalizing across PD (after making negative) puts the weighted values of the two nations 
at 10.0 and 2.5. The nations’ GT65 values are large relative to communities and Greenland 
values. Denmark’s value is relatively higher than other nations. These large differences put 
Denmark at a disadvantage. However, an argument in favor of these results is that nations 
with extremely high population density — i.e., large cities with very little land — puts the 
population at greater risk for extreme events, either climatologically or economically. 
Thus, these findings show that, while some nations are vulnerable in other ways not 
indicated in this study, smaller nations with concentrated populations are vulnerable to 
lasting or abrupt climate events. Last, as Denmark does not have permafrost or sea ice, the 
impacts of Arctic change will not be felt the same way as in Alaska, Canada, or Russia. 
However, this does not mean that Denmark will not feel the effects of AA. Studies focusing 
on AA and impacts on middle- latitude weather (Francis and Vavrus, 2012; Barnes, 2013; 
Barnes and Screen, 2015; Francis and Vavrus, 2015; Francis and Skific, 2015; Francis et 
al., 2017; and others) show how enhancing Arctic temperature impacts storm tracks across 
the North Atlantic, Denmark included. 
 The Sámi results show their populations to be less vulnerable than the Inuit and 
Nenets indicators. Arguments supportive of these results are that Sámi population is rising 
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(strong community viability), higher LE age, and lower proportion of youth (LT15) values. 
These three values combined show that Sámi populations are stable, healthy, and less 
vulnerable. With the TE and GDP values of communities being zero (either due to not 
being available or difficult to pull apart from national population statistics), it is assumed 
that indigenous peoples do not interact with neighboring communities on the same 
magnitude as nations interacting with neighboring nations. Increased national technology 
allows for long-distance trade creating jobs and large-scale agriculture and food 
distribution. Indigenous communities do not have the population or technology for strong 
trade with numerous communities at even the nation in which they live. Last, the GDP 
values in Table 4.1. are scaled down from one thousand, likely making the GDP values 
from communities too small for comparison in this vulnerability index. However, the 
strength of Sámi community gives the relatively low PV risk value that is comparable to 
national values. 
 
4.4.4. Arctic Population Risk Assessment (APRA) Index 
 Figure 4.8. shows the APRA index results for each decade. Communities are 
generally more at risk than nations. This difference is in part due to the nonexistent TE and 
GDP indicators, however it should be noted that the three communities in this study live 
closest to the North Pole, where extreme rates of climate change are occurring (Figs. 4.2. 
and 4.4.). It should also be noted that with community TE and GDP values, the outcome 
would very likely not change significantly. Generally, the Nenets are the most at risk at 
present and continue to be the most at risk comparatively through increased warming, more 
rain-to-snow precipitation, and permafrost thaw. Across the models, the Inuit are relatively  
 112 
 F
ig
ur
e 
4.
8.
 C
ha
rt 
of
 A
rc
tic
 P
op
ul
at
io
n 
R
is
k 
A
ss
es
sm
en
t I
nd
ex
 p
er
 m
od
el
, p
er
 d
ec
ad
e.
 S
id
e 
m
ap
s s
ho
w
 a
ve
ra
ge
 A
PR
A
 In
de
x 
ac
ro
ss
 
m
od
el
s p
er
 d
ec
ad
e.
 
 113 
stable at present, however, they have high APRA indices while air temperature, 
precipitation, and soil temperature increase. As seen in the PV results, the Sámi are less 
vulnerable than the other communities leading to indices comparable to most nations. 
Nenets have low LE and the highest LT15 values while living in a region under major 
changes in ∆T (among the highest across the Arctic regions). Opposite to them, the Sámi 
have the highest ∆P (compared to all regions) and the lowest LT15 with respect to the 
communities. Although not included in this study, the Nenets are reindeer herders 
migrating twice a year, making settlement and education difficult on the youth, while the 
Sámi have a strong community appeal with competitions and sports for youth. The Nenets 
are sent to Russian boarding schools for education, degrading their sense of community 
(AHDR2, 2014), however, as seen above, their population is stable and increasing.  
The nations most at risk are Alaska (USA), Greenland, and Russia, with Finland 
following closely behind. These findings compare well with the PV results. Alaska and 
Russia become the most at risk through AA as they are impacted by increasing TSL leading 
to increased permafrost thaw. These nations, as discussed above, are likely to warm at 
enhanced rates with respect to other nations and lower latitudes. The nations with relatively 
low APRA indices are Faroe Islands, Iceland, and Norway, with Denmark and Sweden 
being relatively low for some indices. This difference is to be expected as these nations 
will not be impacted by permafrost thaw. Also, the models generally do not show high ∆T 
or ∆PR values for Denmark, Faroe Islands, and Iceland relative to Alaska and Russia. For 
Canada (with the Inuit region removed), most models show relatively low ∆PR through the 
twenty-first century while increasing temperatures in the atmosphere and soil keep the 
APRA index in the middle. These findings are expected as most of the recent warming has 
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occurred at higher latitudes and altitudes impacting Alaska, Greenland, and Russia. Alaska, 
Russia, and northern Canada contain the majority of low elevation permafrost, and as TSL 
increases — leading to increased permafrost active layer depth and extent — permafrost 
will likely thaw at faster rates leading to road and infrastructure degradation (AICA, 2004). 
Permafrost thaw will not only impact national populations but more particularly the 
community populations. With trans-Arctic road systems being expensive to build and 
maintain, permafrost degradation will likely put strain on the economy at both local and 
national levels. However, with sea ice retreat comes opportunities for new ship routes to 
these regions. These opportunities also open for many middle-latitude nations around the 
Northern Hemisphere that are not part of this study. 
 
4.5. Conclusion 
 This study provides a framework for assessing societal risk for high-latitude nations 
and communities under future climate. It is our aim to point to Arctic regions where the 
risk of socioeconomic breakdown is greatest to give Arctic governments a better 
understanding of where to allocate their resources. This study is not exhaustive, but rather 
points to where more research is needed to better understand the problems of a changing 
Arctic. If future change happens slowly and stabilizes around the present decade situation, 
most nations are not under extreme risk while Alaska, Finland, and Russia show the highest 
risk relative to other nations with the Nenets displaying the most risk. The “present” 
scenario is highly unlikely as all RCP trajectories show rapid increases in Arctic 
temperature to at least 2030, where RCP 2.6 (greenhouse gas emissions are stopped 
immediately; a scenario very likely to not occur) diverges. A more plausible scenario is 
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that rapid warming continues on the current trajectory reaching at least the RCP 8.5 middle 
twenty-first century solution. For the middle twenty-first century RCP 8.5 solution, we 
assume that enhanced warming continues including increased Arctic carbon release, due 
to permafrost thaw, in the form of methane (CH4). If this scenario occurs (enhanced 
methane release), the Nenets increase their risk of collapse by more than 1.0 point while 
all other populations increase by at least 0.5 points. This increase means that as the Arctic 
changes rapidly, the high latitude communities and nations increase their risk, as expected. 
However, another plausible scenario is an abrupt methane release due to major permafrost 
collapse. In both scenarios, the middle twenty-first century solution could occur earlier 
than the 2050 – 2059 solution, with the abrupt scenario enhancing Arctic warming 
substantially. Both scenarios would likely lead to regional changes seen in the “late twenty-
first century” solutions much earlier than the 2090 – 2099 solution. Precipitation and soil 
temperature are shown to be functions of near-surface air temperature as both are 
increasing at comparable rates. These three variables impact and control permafrost extent, 
and with all increasing at enhanced rates, the local feedbacks including permafrost thaw 
and methane release may further enhance the rate of Arctic temperature increase. With 
observations exceeding the “worst-case” (“business-as-usual”) IPCC warming scenario, 
the chances of enhanced Arctic warming including continued permafrost degradation and 
methane release are increasing, putting strain on high-latitude nations and indigenous 
communities.  
 Future studies that would enhance the APRA further include sub-regional 
resolution for indicators of all levels and increasing the number of indicators in the EX and 
PV levels. An obvious EX indicator for sub-regional resolution would be sea-level trends. 
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Indigenous communities of Alaska, such as the Newtok, have received US Federal funding 
to relocate due to coastal erosion from shrinking sea ice extent and sea level rise. Other 
possible EX indicators include trend analysis of precipitation type (i.e. rain-to-snow ratio) 
by region and permafrost extent degradation, which would greatly benefit the APRA 
results. Although ESM resolution and physical processes may not reflect well Arctic 
ecological dynamics, downscaling atmospheric processes over these regions would aid in 
determining precipitation type. Finer scales (vertically and horizontally) for land models 
integrated into ESMs would also benefit the climate community to quantify the rate of 
permafrost degradation on regional scales, rather than national scales. Although the current 
solutions estimate rates of change well, the communities (shown here) are the greatest at 
risk, with permafrost indicators increasing their indices. Another EX indicator might 
include ultraviolet (UV) radiation change due to stratospheric ozone depletion. An increase 
in UV radiation would likely impact humans and the environment negatively. Since a 
substantial amount of solar variation occurs within the UV spectrum (Lean and DeLand, 
2012), there are major implications on stratospheric temperature changes where ozone 
depletion is greatest, making regional ozone variations an important indicator as well. For 
PV indicators, performing census’ of these, and other indigenous communities, would 
assist in building a more robust APRA and testing the results on smaller communities, such 
as indigenous villages rather than combining sub-communities as done here. 
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CHAPTER 5 
CONCLUSIONS 
This dissertation presents a robust evaluation of past (Chapter 2), present (Chapter 
3), and future (Chapter 4) Arctic climates. Through these time periods, I investigate natural 
climate forcings in the form of plausible scenarios and how they impact the Arctic climate 
(Chapter 3) and in what way some of the plausible scenarios will impact people living in 
Arctic nations and indigenous communities (Chapter 4). In the process this 
interdisciplinary approach to Arctic climate raises more questions and shows where more 
research is needed. 
Chapter 2 focuses on Arctic climate over the last 2000 years. During this time 
period, four major climate changes occurred due to natural forcings: 1) the Roman Warm 
Period (RWP; 250 BCE – 450 CE), 2) Dark Ages Cold Period (DACP; 450 – 900 CE), 3) 
Medieval Climate Anomaly (MCA; 900 – 1300 CE), and 4) Little Ice Age (LIA; 1300 – 
1850 CE), and now a modern anthropogenically-forced Global Warming phase. Two 
variables — near-surface summer air temperature (TJJA) and precipitation — are examined 
over four sub-regions across the North Atlantic-Arctic boundary — Arctic Canada, 
Greenland, Finland, and Barents Sea — rather than the standard pan-Arctic approach, as 
done in Kaufman et al. (2009) and Linderholm et al. (2018). Atmospheric circulation is 
also investigated through the strength of the Icelandic Low (IL) and its relationship to the 
NAO. These three atmospheric variables are discussed through the use of climate proxy 
records. The leading empirical orthogonal function (EOF) of the IL proxies show decreased 
and increased storminess during warm and cool periods, respectively. This association can 
also be seen in the power spectrum analysis of the three IL proxies in Greenland, Scotland, 
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and Finland. For TJJA, Arctic Canada and the Barents Sea show constant cooling over much 
of the past 2000 years punctuated with abrupt warming, while Greenland shows the same 
abrupt warming without a previous cooling trend. Last, Finland does not show a clear trend. 
Finland’s location between the Icelandic Low and Siberian High may be the reason for this 
divergence in trend, however as the last ~150 years are truncated due to the records likely 
being influenced by anthropogenic land use changes, the modern trend cannot be compared 
to other regions. Next, for annual precipitation, EOF1 for Greenland shows high variability 
with EOF2 better aligning with the natural climate periods. This high variability is likely 
due to the location of the Greenland precipitation records, high elevation near the center of 
the Greenland ice sheet. For Finland, the EOF1 for precipitation shows some agreement 
with the natural climate periods of the last 2000 years, however, as with TJJA, storminess 
in Finland may be influenced by the combination of the IL and Siberian High making this 
region’s precipitation pattern more complicated than the others. 
In Chapter 3, the present climate is investigated to quantify natural forcings and 
their impacts on Arctic climate. Four types of natural forcings are evaluated: 1) volcanism, 
2) sea surface temperature (SST) derived climate oscillations, 3) solar, and 4) naturally 
occurring Arctic methane production due to permafrost thaw. Each forcing is used to 
produce plausible future climate scenarios. The plausible scenarios are then projected onto 
the representative concentration pathways (RCP) minimum and maximum trajectories, 2.6 
and 8.5, respectively, as methods of showing how the Arctic near-surface air temperature 
may change over the 2020 – 2050 period. I find that a major volcanic eruption (VEI 5+) is 
extremely likely to occur before 2050, however the impact on the Arctic is dependent on 
the location of the eruption. A tropical eruption is more likely to cause Arctic-wide cooling 
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than a middle-latitude eruption. However, the amount of cooling in both eruption scenarios 
is highly variable. The forcing mechanisms that drive SST variability (e.g. PDO, AMO, 
and ENSO) would not appear to impact Arctic near-surface temperature, however changes 
in the Arctic have been shown to impact the AMO. Thus, as Arctic temperatures continue 
to rise, the westerlies over the North Atlantic will likely slow, reducing surface wind stress, 
allowing for warming of North Atlantic SST, the main indicator of the AMO. Another 
plausible scenario is the sinusoidal wave of the solar cycle. In the recent past, the sunspot 
cycle is seen on an ~11-year cycle. The likelihood of this cycle continuing into the next 30 
years is extremely high, however the question remains on if the decreasing trend of sunspot 
count will continue. If the decreasing trend continues, a Dalton-like sunspot minimum may 
occur. While the literature on sunspot variability does not completely agree, the Arctic 
shows a general increase in temperature during three years of sunspot maxima compared 
to three years of minima. With a plausible Dalton-like minimum event and a volcanic 
event, the Arctic could plunge into a short, several-year period of cooling. However, the 
warming trend would likely continue thereafter. The probability of long-term cooling to 
occur is extremely unlikely. For a multi-decadal cooling trend to occur within the Arctic, 
a “double event” (two consecutive volcanic events within a short period) is likely 
necessary, however such a co-occurrence is extremely rare and need not be included in 
climate projections. The plausible scenario that is most likely to occur within the next 30 
years is increased methane release as permafrost continues to thaw at enhanced rates. 
Arctic methane production due to permafrost thaw will likely enhance Arctic warming 
further by adding to the positive feedbacks including sea-ice loss and albedo. As the Arctic 
warms, sea ice retreats reducing the albedo and increasing insolation absorption. 
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Additionally, permafrost thaw will create a deeper and more extensive active layer 
allowing for carbon production in the form of methane in anoxic conditions. Methane, a 
potent greenhouse gas, would trap more outgoing longwave radiation, thus increasing 
temperature. Three plausible future climate scenarios, including methane release, are 
explored further in Chapter 4 and as a consequence, how Arctic populations might be 
impacted. 
In Chapter 4, I generate the Arctic Population Risk Assessment (APRA) to quantify 
Arctic nation and indigenous community risk with respect to future climate. The RCP 8.5 
projection is used as a baseline to build future climate analogs under three scenarios: 1) 
“business as usual” RCP 8.5 solution; 2) enhanced Arctic methane production; and 3) 
abrupt methane release. I use seven Earth system models (ESM) from the Fifth Coupled 
Model Intercomparison Project (CMIP5) family — BCC-CSM1-1, CCSM4, HadGEM2-
ES, IPSL-CM5A-MR, MIROC-ESM, MRI-CGCM3, and NorESM1-M — over three time 
periods — 2010 – 2019 (present), 2050 – 2059 (middle twenty-first century), and 2090 – 
2099 (late twenty-first century). The results show that indigenous communities are more 
at risk than Arctic nations, with the Nenets most at risk. If future climate change happens 
slowly and stabilizes around the “present” solutions, Alaska, Finland, and Russia are at 
higher risk compared to other nations as seen in Fig. 4.8. A stabilizing scenario is highly 
unlikely as present observations have already exceeded RCP 8.5 projections during the 
2005 – 2017 period (Section 3.4.1.). The middle twenty-first century solution is likely to 
occur, increasing risk over all nations and communities with Alaska, Greenland, Russia, 
and the Nenets increasing in risk substantially. However, the timing of this scenario may 
very well depend on the rate of methane release from thawing permafrost. If enhanced 
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methane release occurs, the middle twenty-first century solution may occur earlier, or if an 
abrupt methane release occurs within the Arctic, as suggested by Shakhova et al. (2010), 
these results may occur even earlier due to sub-ocean bed permafrost collapse. The late 
twenty-first century risk assessment shows the likely result of enhanced methane or abrupt 
methane release due to permafrost degradation or collapse, with increased likelihood of 
this occurring well before 2090. 
Each chapter introduces Arctic climate in different contexts. Chapter 2 provides a 
regional understanding of climate at the North Atlantic-Arctic boundary. Chapter 3 
examines the reanalysis-era and generates plausible future climate scenarios based on 
natural forcings. Chapter 4 assesses risk on national and community scales in the context 
of future climate. Each study introduces methods of understanding Arctic climate without 
sacrificing regionality. The pan-Arctic analyses of Kaufman et al. (2009), Linderholm et 
al. (2018), and Kinnard et al. (2011) — focusing on TJJA, annual precipitation, and summer 
sea ice extent — give readers an overall understanding of how the Arctic has changed over 
the last 2000 years, however from the studies presented in this dissertation it is clear that 
the Arctic is even more complex and regionality is critical to describe its climate. As 
Chapter 2 focuses on near-annual resolution climate proxy records, it is clear that more 
recoveries of these records should focus on the margins of Greenland and throughout 
Finland to better understand phasing differences and inter-annual variability within the two 
regions and at lower elevations of Greenland.  
Possible avenues for research into Arctic climate projections include sub-regional 
resolution of APRA indicators in all levels. A further understanding of precipitation type 
(rain and snow) trends would benefit the APRA as well as other studies focusing on 
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permafrost thaw and hydrology changes at high latitudes. Fine resolution land models 
would benefit these fields as well. Finally, it is evident that better and more publicly 
available census data on indigenous peoples would aid in understanding their risks 
associated with climate changes as these communities appear to be most vulnerable. 
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APPENDIX 
 
Figure S3.1. Major volcanic events and impacts on Arctic temperature per CMIP5 
model. 
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Figure S3.2. Major volcanic events and impacts on Arctic temperature per reanalysis and 
observations. 
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Figure S3.3. Geopotential height differences at 500 hPa with respect to sunspot maxima 
and minima. 
  
Difference Sunspot Maximum minus Minimum (hPa)
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Table S4.1. Arctic nation and community statistics where census information differs from 
that of Table 4.1. 
Location PD ∆P LE LT15 GT65 TE GDP 
Alaska 
(USA)    % < 18  2004 2009 US$ 
Canada      2011  
Denmark        
Faroe 
Islands      2011  
Finland        
Greenland   2013    2016 
Iceland      2005 2015 
Norway        
Russia      2015  
Sweden        
Inuit 
(Canada)  2006-2016      
Nenets 
(Russia) 2010 1997-2010  2010 2010   
Sámi  1997-2018  2005 2005   
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Figure S4.1. (Previous two pages) CMIP5 RCP 8.5 projections of May soil temperature 
averaged over the 2 – 3 m depth. 
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Figure S4.2. (Previous two pages) CMIP5 RCP 8.5 projections of November soil 
temperature averaged over the 2 – 3 m depth. 
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