In many medical studies majority of the study subjects do not reach to the event of interest during the study period. In such situations survival probabilities can be estimated for censored observation by Kaplan Meier estimator. However in case of heavy censoring these estimates are biased and over estimate the survival probabilities. For heavy censoring a new method was proposed (Bahrawar Jan, 2005) to estimate the survival probabilities by weighting the censored observations by non-censoring rate. But the main defect in this weighted method is that it gives zero weight to the last censored observation. To over come this difficulty a new weight is proposed which also gives a non-zero weight to the last censored observation.
Introduction Survival Analysis
Survival analysis is a branch of statistics which deals with death in biological organisms and failure in mechanical systems. This is called reliability theory or reliability analysis in engineering. Death or failure is called an "event" in the survival analysis. So models of death or failure are generically termed "time-toevent models" (Mara 2005).
Censoring
Censored data are those observations whose time to the occurrence of the event has not been observed completely. When some individuals are still alive at the end of the study or analysis, it means that the event of interest, usually death, has not occurred. In this case we only know that time taken for event is greater than time of study. This is called 'right censoring'. For some individuals the time of entry into the control group is not known. For example if the 'time to event' is the time from contracting HIV until death. Since the time of contracting HIV is not exactly known, this is called 'left censoring'. Where as neither the time of entry nor the event time is known for individual, is called 'interval censoring' (Svetlana 2002).
Survival Function
The object of primary interest is the survival function, conventionally denoted by S, which is defined as: S(t) = Pr(T > t) where t is some time, T is the time of death, and "Pr" stands for probability. The survival function is the probability that the patient will survive till time t. Survival probability is usually assumed to approach zero as age increases. i.e., S(t) → 0 as t→∞ (Johnson 1980 (Johnson /1999 .
Lifetime Distribution Function
The lifetime distribution function, conventionally denoted by F(t), is defined as the complement of the survival function, i. e. F(t) = Pr(T≤ t) = 1 -S(t) and the derivative of F(t) (i.e., the density function of the lifetime distribution) is conventionally denoted by f(t), given by f(t) = -S / (t) where f(t) is sometimes called the event density; it is the rate of death or failure events per unit time (Johnson 1980 (Johnson /1999 .
Hazard Function and Cumulative Hazard Function
The hazard function, conventionally denoted by λ, is defined as the event rate at time t conditional on survival until time t or later,
the numerator of this expression is the conditional probability that the event will occur in the interval (t, t+dt) given that it has not occurred before, and the denominator is the width of the interval.
Kaplan-Meier Product-Limit Estimator
The Kaplan Meier estimator is the limit of the life table estimator when intervals are taken so small that only at most one observation occurs within an interval. This estimator gives a maximum likelihood estimate.
Let d(x) denote the number of deaths at time x. Generally it is either 0 or 1, but we allow the possibility of tied survival time in which case d(x) may be greater than 1. Let n(x) denotes the number of individuals at risk just prior to time x. Then the Kaplan Meier estimate can be expressed as
Note that in the notation above the product changes only at times where we observe deaths, or in general events (Kaplan 1958) . If the last observation is censored, the Kaplan-Meier estimator fails to estimate the tails of the survival function. Further, this method over estimates the survival distribution in case of heavy censoring (Breslow 1991 
Weighted Kaplan Meier
The Weighted Kaplan Meier is defined as S
) is known as non-censoring rate.
The greatest defect in the Weighted Kaplan Meier is that it gives zero weight to the last censored observation. So a new weight function is proposed to remove the deficiency. The proposed estimator is Modified Weighted Kaplan Meier Estimator.
Proposed Modified Weighted Kaplan Meier.
The proposed Modified Weighted Kaplan Meier Estimator is
Where the weight function is
) is known as non-censoring rate
Example
The proposed method is also supported by the analysis of real data set "Stanford Heart Transplant data" (Kalbflesch and Printice, 1980) which is classical survival data set. In the above example, Time shows the number of months. S(t) shows that the subject will survive up to time t. The Kaplan-Meier estimator gives highest probabilities of survival while the weighted Kaplan-Meier estimator gives small probabilities than Kaplan-Meier but it gives "0" probability of survival to the last censored observation.
Both the proposed Estimator and Weighted Kaplan Meier give same weight to all censored observations. They also give same probability of survival but the important point is that the Weighted Kaplan Meier Estimator gives zero weight to the last observation, which is censored while the proposed Estimator gives it some nonzero weight and has a small probability of survival.
Conclusion
The proposed weighted function was tested on "Stanford Heart Transplant Data" and was compared with traditional Kaplan-Meier estimator and weighted KaplanMeier estimator. It was found that the Kaplan-Meier estimator gave very high probability of survival. This over estimation was controlled by Weighted KaplanMeier estimator but the survival probability estimated by this method was zero at last censored observation. The survival probabilities given by proposed estimator were same as given by weighted Kaplan-Meier estimator but the important point is that proposed method gives a non-zero survival probability to the last censored observation.
