We study the integral and measure theory of the ultraproduct of finite sets. As a main application we construct limit objects for hypergraph sequences. We give a new proof for the Hypergraph Removal Lemma and the Hypergraph Regularity Lemma.
Introduction
The so-called Hypergraph Regularity Lemma (Rödl-Skokan [9] , Gowers [2] , later generalized by Tao [11] ) is one of the most exciting result in modern combinatorics. It exists in many different forms, strength and generality. The main message in all of them is that every k-uniform hypergraph can be approximated by a structure which consists of boundedly many random-looking (quasi-random) parts for any given error ǫ. Another common feature of these theorems is that they all come with a corresponding counting lemma [8] which describes how to estimate the frequency of a given small hypergraph from the quasi-random approximation of a large hypergraph. One of the most important applications of this method is that it implies the Hypergraph Removal Lemma (first proved by Nagle, Rödl and Schacht [8] ) and by an observation of Solymosi [10] it also implies Szemerédi's celebrated theorem on arithmetic progressions in dense subsets of the integers even in a multidimensional setting.
In this paper we present an analytic approach to the subject. First, for any given sequence of hypergraphs we associate the so-called ultralimit hypergraph, which is a measurable hypergraph in a large (non-separable) probability measure space. The ultralimit method enables us to convert theorems of finite combinatorics to measure theoretic statements on our ultralimit space. In the second step, using separable approximations we translates these measure-theoretic theorems to well-known results on the more familiar Lebesgue spaces. This way in two steps we prove the Hypergraph Removal Lemma from the Lebesgue Density Theorem and the Hypergraph Regularity Lemma from the Rectangular Approximation Lemma of Lebesgue Spaces.
We also construct a Hypergraph Limit Object to convergent hypergraph sequences directly from the ultralimit hypergraph. This construction is the generalization of the limit graph method [1] , [6] where limits of sequences of dense graphs are studied. According to a definition by Borgs et. al. [1] a graph sequence is called convergent if the density of any fixed graph in the terms of the sequence is convergent. In a paper by Lovasz and Szegedy [6] it is shown that a convergent graph sequence has a natural limit object which is a two variable function w : [0, 1] 2 → [0, 1] with w(x, y) = w(y, x). Informally speaking, w is an infinite analogue of the adjacency matrix. Our main theorem is a generalization of this theorem to k-uniform hypergraphs. We also show that limits of k-uniform hypergraphs can be represented by 2 k − 2 variable measurable functions w : [0, 1] 2 Analysis on the ultraproduct of finite measure spaces
Ultraproducts of finite sets
First we recall the ultraproduct construction of finite probability measure spaces (see [5] ).
be finite sets. We always suppose that |X 1 | < |X 2 | < |X 3 | < . . . Let ω be a nonprincipal ultrafilter and lim ω : l ∞ (N) → R be the corresponding ultralimit. Recall that lim ω is a bounded linear functional such that for any ǫ > 0 and {a n } ∞ n=1 ∈ l ∞ (N) {i ∈ N | a i ∈ [lim ω a n − ǫ, lim ω a n + e]} ∈ ω .
The ultraproduct of the sets X i is defined as follows.
Define X := X/ ∼. Now let P(X i ) denote the Boolean-algebra of subsets of X i , with the normalized measure µ i (A) = |A| |Xi| . Then let P = ∞ i=1 P(X i ) and P = P /I, where I is the ideal of elements {A i } ∞ i=1 such that {i ∈ N | A i = ∅} ∈ ω . Notice that the elements of P can be identified with certain subsets of X: If
That is P is a Boolean algebra on X. Now let µ(A) = lim ω µ i (A i ). Then µ : P → R is a finitely additive probability measure.
The set of nullsets is denoted by N .
Proposition 2.1 N satisfies the following properties:
• if N ∈ N and M ⊆ N , then M ∈ N .
• If
Proof. We need the following lemma.
are elements of P and lim l→∞ µ(∪ l k=1 A k ) = t then there exists an element B ∈ P such that µ(B) = t and A k ⊆ B for all k ∈ N.
] . Then µ(B) = t and for any k ∈ N: A k ⊆ B.
Now suppose that for any
Then by the previous lemma, there exists B ǫ ∈ P such that for any j ≥ 1 B ǫ j ⊆ B ǫ and
Definition 2.2
We call B ⊆ X a measureable set if there exists B ∈ P such that B△ B ∈ N .
Theorem 1
The measurable sets form a σ-algebra B ω and µ(B) = µ( B) defines a probability measure on B ω .
Proof. We call two measurable sets B and
. That is the measurable sets form a Boolean algebra with a finitely additive measure. Hence it is enough to prove that if A k ∈ P are disjoint sets, then
Hence we constructed an atomless probability measure space (X, B ω , µ). Note that this space is non-separable, that is it is not measurably equivalent to the interval with the Lebesgue measure.
Measureable functions and their integrals
be finite sets as in the previous section and f i :
. We say that f is the ultralimit of the functions
. From now on we call such bounded functions ultralimit functions.
Lemma 2.2 The ultralimit functions are measurable on X and
] is not necessarily equal to f [a,b] . Nevertheless if
is a measurable set. Hence the function f is measurable. Now we prove the integral formula. Let us consider the function g i on X i which takes the value j 2 k if f i takes a value not greater than j 2 k but less than
Observe that g = lim ω g i is a measurable step-function on X taking the value
Therefore for each k ≥ 1,
Thus our lemma follows. 
Theorem 2 For every measurable function
•
]. We set T k ⊂ N as the set of integers i for which ∪ n k n=1 B k n,i is a partition of X i . Then obviously, T k ∈ ω. Now we use our diagonalizing trick again. If i / ∈ T 1 let
Since this inequality holds for each k ≥ 1, f ′ ≡ lim ω s i .
Fubini's Theorem and the Integration Rule
We fix a natural number k and we denote by [k] the set {1, 2, . . . , k}. Let X i,1 , X i,2 , . . . , X i,k be k copies of the finite set X i and for a subset A ⊆ {1, 2, . . . , k} let X i,A denote the direct product j∈A X i,j . Let X A denote the ultra product of the sets X i,A , with a Boolean algebra P A . There is a natural map p A : 
Proof.
Let f :
It is easy to see that the finite approximation functions f i :
depend only on the B-coordinates, since σ(B)-measurable functions can be approximated
]. Then f y is the ultralimit of the functions f 
Proof. Let f be the ultralimit of {f i :
Applying Lemma 2.2 again for the functions f i , we obtain that
This completes the proof, since
Recall that if B ⊂ A are σ-algebras on X with a measure µ and g is an A-measurable
is the B-measurable function (unique up to a zero measure perturbation) with the property that
for any Y ∈ B (see Appendix).
Proof. We may suppose that all g i are ultralimit functions, since the conditional expectation does not depend on zero measure perturbation. Since g 1 does not depends on the A c 1
coordinates we may suppose that E(g 1 | B) does not depend on the A c 1 -coordinates as well. By the previous theorem,
Now we obtain by Lemma 2.3 that for all y ∈ X A1 c the function
is B-measurable. This means that
for all y in X A c
1
. This completes the proof. , and let S 1 , S 2 , . . . , S r be subsets of
Proof. We can assume that |A i | ≥ |A j | whenever j > i. Let χ i be the characteristic function of S i . We have that
The integration rule shows that
This completes the proof.
Random Partitions
The goal of this section is to prove the following proposition.
be a subset, then for any n ≥ 1 there exists a partition
Proof. The idea of the proof is that we consider random partitions of X A and show that by probability one these partitions shall satisfy the property of our proposition. Let
. Each element f of Ω defines a partition of X A the following way. Let
Note that on Ω one has the usual Bernoulli probability measure P ,
where
of all note that the number of different dylindric intersection sets in X i,A is not greater than
be a real number and T be a cylindric intersection set of elements at least ǫ|X i,A | . By the Chernoff-inequality the probability that an f ∈ Ω takes the value 1 more than ( 1 n + ǫ)|T |-times or less than ( 1 n − ǫ)|T |-times on the set T is less than 2 exp(−c ǫ |T |), where the positive constant c ǫ depends only on ǫ. Therefore the probability that there exists a cylindric intersection set T ⊂ X i,A of size at least ǫ|X i,A | for which f ∈ Ω takes the value 1 more than (
Since |X 1 | < |X 2 | < . . . by the Borel-Cantelli lemma we have the following lemma.
Lemma 2.5
For almost all f ∈ Ω there exist only finitely many i such that there exists at least one cylindric intersection set T ⊂ X i,A for which f ∈ Ω takes the value 1 more than
Now let us consider a cylindric intersection set
Therefore for almost all f ∈ Ω:
where Z ′ is a finite disjoint union of cylindric intersection sets in X A . Consequently, for almost all f ∈ Ω,
n for almost all f ∈ Ω, thus our proposition follows.
Independent Complement in Separable σ-algebras
Let A be a separable σ-algebra on a set X, and let µ be a probability measure on A. Two sub σ-algebras B and C are called independent if µ(B ∩ C) = µ(B)µ(C) for every B ∈ B
and C ∈ C. We say that C is an independent complement of B in A if it is independent from B and B, C is dense in A.
Definition 2.3
Let A ≥ B be two σ-algebras on a set X and let µ be a probability measure
Theorem 5 (Independent Complement) Let A ≥ B be two separable σ-algebras on a set X and let µ be a probability measure on A. Assume that for every natural number k there
(Note that this is basically the Maharam-lemma, see [7] )
Proof. Let S 1 , S 2 , . . . be a countable generating system of A and let P k denote the finite Boolean algebra generated by S 1 , S 2 , . . . , S k and {A i,j |i ≤ j ≤ k}. Let P * k denote the atoms of P k . It is clear that for every atom R ∈ P * k we have that E(R|B) ≤ 1/k because R is contained in one of the sets A 1,k , A 2,k , . . . , A k,k . During the proof we fix one Bmeasurable version of E(R|B) for every R. The algebra P k is a subalgebra of P k+1 for every k and so we can define total orderings on the sets P * k such that if R 1 , R 2 ∈ P * k with R 1 < R 2 and R 3 , R 4 ∈ P * k+1 with R 3 ⊆ R 1 , R 4 ⊆ R 2 then R 3 < R 4 . We can assume that R∈P * k E(R, B)(x) = 1 for every element in X. It follows that for k ∈ N, x ∈ X and
For an element R ∈ P * k let T (R, λ, k) denote the set of those points x ∈ X for which R(x, λ, k) = R. It is easy to see that T (R, λ, k) is B-measurable. Let us define the A-
and
Proof. First observe that
for any x ∈ X. Also, we have
That is by the basic property of the conditional expectation:
That is
and similarly
Hence (i) and (iii) follows immediately, using the fact that
Thus (1) implies (ii) .
Proof. Note that x ∈ S(λ 2 , k) if and only if x ∈ R 2 for some R 2 < R(x, λ 2 , k) . Obviously,
The last two lemmas together imply that the sets S(λ) generate a σ-algebra C which is independent from B.
Now we have to show that B and C generate A. Let S ∈ P k for some k ∈ N. We say that S is an interval if there exists an element R ∈ P * k such that S = ∪ R1≤R R 1 . It is enough to show that any interval S ∈ P k can be generated by B and C.
Suppose that {T t } ∞ t=1 be sets in B, C and E(S | B)−E(T t | B)
2 → 0. Then µ(S△T t ) → 0 as t → 0, that is B and C generate S. Indeed,
So let t ≥ k be an arbitrary natural number. It is clear that S is an interval in P t . For a
t ). Now we approximate S by
Proof. First note that by Proposition 2.3 (iii)
Note that
Suppose that x ∈ F d . Then
On the other hand
The Theorem now follows from the Lemma immediately.
Definition 2.4 Let (X, A, µ) be a probability space, and assume that a finite group G is acting on X such that A is G-invariant as a set system. We say that the action of G is free if there is a subset S of X with µ(S) = 1/|G| such that S g1 ∩ S g2 = ∅ whenever g 1 and g 2 are distinct elements of G.
We will need the following consequence of Theorem 5.
Lemma 2.9 Let A ≥ B be two separable σ-algebras on the set X and let µ be a probability measure on A. Assume that a finite group G is acting on X such that A, B and µ are G invariant. Assume furthermore that the action of G on (X, B, µ) is free and that there is a B-random k partition of X in A for every natural number k. Then there is an independent complement C in A for B such that C is elementwise G-invariant.
Proof. Let S ∈ B be a set showing that G acts freely on B. Let A| S and B| S denote the restriction of A and B to the set S. It is clear that if
by Theorem 5 there exists an independent complement C 1 of B| S in A| S . The set
is a σ-algebra because the action of G is free. Note that the elements of C are G-invariant.
g we get that the elements of C are independent form B. It is clear that C, B is dense in A.
Separable Realization
In this section we show how to pass from nonseparable σ-algebras to separable ones.
First note that the symmetric group S k acts on the space X k by permuting the coordinates:
The group also acts on the subsets of [k] and σ(A) π = σ(A π ), where A π denotes the image of the subset A under π ∈ S k . We shall denote by S A the symmetric group acting on the subset S A .
Definition 2.5 A separable realization of degree r on X k , r ≤ k is a system of atomless
, |A| ≤ r} with the following properties 1. l(A) is a subset of σ(A) and is independent from σ(A)
3. S π = S for every S ∈ l(A) and π ∈ S A .
F A is an l(A)-measurable function which defines a measurable equivalence between the measure algebras of
The main theorem in this section is the following one.
Theorem 6 For every H ∈ σ([k]) there exists a separable realization of degree k such that
We will need the following three lemmas.
Lemma 2.10 Let B ⊆ A two σ-algebras on a set X, and let µ be a probability measure on A. Then for any separable sub-σ-algebraĀ of A there exists a separable sub σ-algebraB of B such that E(A|B) = E(A|B) for every A ∈Ā.
Proof. We use the fact thatĀ is a separable metric space with the distance d(A, B) = µ(A△B). Let W = {D 1 , D 2 , . . .} be a countable dense subset ofĀ with the previous
, where p < q are rational numbers. Clearly,
Lemma 2.11 Let A ⊆ [k] be a subset and assume that there are atomless separable σ-
Proof. The permutation invariance implies that there is a σ-algebra A on X such that
] be a A-measurable measure preserving map. Now we can define the map G :
Let us introduce S
Clearly µ A (S) = 1/|A|! and S π ∩ S ρ = ∅ for every two different elements π = ρ in S A . 
Lemma 2.12 Let k be a natural number and assume that for every A ⊆ [k] there is a separable σ-algebra c(A) in σ(A). Then for every
Furthermore we have that d 
By the basic property of the conditional expectation (see Appendix) : Lemma 2.14 The map F :
Proof of Theorem 6
3 Applications for Hypergraphs
Hypergraph homomorphisms and convergence
Recall that a k-uniform hypergraph H is a system of k element subsets (edges) denoted by E(H) of a set V (node set). A k-uniform hypergraph can be represented as a subset
. . x k ) ∈ S if and only if {x 1 , x 2 , . . . , x k } ∈ E(H). Note that S H is invariant under the action of S k on V k . For any hypergraph we have an underlying (k − 1)-dimensional simplicial complex Σ(H) consisting of the subsets of the k-edges.
Suppose that K is a finite k-uniform hypergraph on the node set [n] := {1, 2, . . . , n} and H is a k-uniform hypergraph on the node set V . Then a map f : [n] → V is a homomorphism if f maps edges to edges. If H is finite then hom(K, H) is the number of homomorphism from K to H. Denote by t(K, H) the probability that a random map g :
If H is not necessarily finite then T (K, H) ⊂ V n denotes the (K, H)-homomorphism set,
. . , n → x n defines a homomorphism.
where f : [k] → B is a bijection (see Lemma 2.14).
Definition 3.1 We say that a sequence of k-uniform hypergraphs {H
is convergent if for every fixed finite k-uniform hypergraph K lim i→∞ t(K, H) exists.
be finite sets and H i ⊂ X k i be k-uniform directed hypergraphs, that is a sequence of S k -invariant sets S Hi ⊂ X k i is given. As in the Section 2.1 , let X be the ultralimit of the sets
an S k -invariant set corresponding to an actual hypergraph on the node set X. We can define its homomorphism set as
Clearly, µ n (T (K, H)) = lim ω t(K, H i ), where µ n denotes the ultralimit measure on X n .
Thus if {H
is a convergent sequence of hypergraphs then:
The Hypergraph Removal Lemma
Proof. Let us consider the separable realization S of H and the corresponding measurable
we may suppose that Q is S k -invariant. By Lebesgue's Density Theorem, almost all points of Q are density points. Let D denote the (S k -invariant) set of density points in Q and let S := F −1 (D). Notice that the group S k acts on [0, 1] 
By the invariance property of the separable realization, the maps F A commutes with the 
Again, by the invariance property of the lifting ρ 
That is for any k-regular hypergraph K
is either empty or is of positive measure. Consequently, T (K, S) is either empty or is of positive measure as well. Choosing I = H\S, we obtain that T (K, H\I) = T (K, H ∩ S) is either empty or is of positive measure (note [2] . [4] , [8] , [11]) Proof. We proceed by contradiction. Let K be a fixed hypergraph and ǫ > 0 be a fixed number for which the theorem fails. This means that there is a sequence of hypergraphs H i on the sets X i such that lim i→∞ t(K, H i ) = 0 but in each H i there is no set L with the required property. Let us represent the hypergraphs by symmetric subsets S Hi of X k i and again let H ⊆ X k denote the ultralimit of them. Then µ(T (K, H)) = lim ω t(K, H i ) = 0 and thus by the previous lemma there is a zero measure S k -invariant set I ⊆ X k such that
By the definition of nullsets, for any ǫ 1 > 0 there exists an ultralimit set J ⊂ X k such that I ⊂ J and µ(J) ≤ ǫ 1 . We can suppose that J is S k -invariant
leading to a contradiction.
The Hypergraph Limit Object
In this section we introduce the notion of hypergraphons (see [6] and [1] for graphons). 
be the set of non-empty elements of the simplicial complex of K.
Example: If K = {{1, 2, 3}, {2, 3, 4}} then C K = {{1}, {2}, {3}, {4}, {12}, {13}, {23}, {24}, {34}, {1, 2, 3}, {2, 3, 4}}.
For each edge E ∈ E(K) we fix a bijection
Now let {X i } ∞ i=1 be finite sets and we can state our main theorem.
be a sequence of k-uniform hypergraphs as above and let K be a fixed k-uniform hypergraph on the vertex set [n] . Then
Proof. Applying the Equation (4) we obtain that
Since E∈E(K) Ψ E depends only on the variables associated to the elements of the simplicial complex of K, the Theorem follows.
The following theorem is an immediate corollary of the previous one. 
That is W H is a [0, 1]-valued function which is symmetric under the induced S k -action of its coordinates. By the classical Fubini-theorem we obtain that using the notation of the previous theorem:
where C 1 , C 2 , . . . , C t is the list of the at most k − 1-dimensional simplices in K. Note that in the case k = 2 it is just the graph limit formula of [6] .
The Hypergraph Regularity Lemma
First we need some definitions. Let X be a finite set, then K r (X) denotes the complete r-uniform hypergraph on X. An l-hyperpartition H is a family of partition K r (X) = ∪ l j=1 P j r , where P j r is an r-uniform hypergraph, for 1 ≤ r ≤ k. We call H δ-equitable if for any 1 ≤ r ≤ k and 1 ≤ i < j ≤ l:
An l-hyperpartition H induces a partition on K k (X) the following way.
• Two elements a, b
if there exists a permutation σ ∈ S k such that for any subset
, {a i1 , a i2 , . . . , a i |A| } and {b σ(i1) , b σ(i2) , . . . , b σ(i |A| ) } are both in the same P j |A| for some 1 ≤ j ≤ l.
It is easy to see that this defines an equivalence relation and thus it results in a partition
is an r-uniform hypergraph defined the following way. Let B 1 , B 2 ,. . . B r be r − 1 uniform hypergraphs on X, then an r-edge {a 1 , a 2 , . . . , a r } is in L if there exists a permutation τ ∈ S r such that {a σ(1) , a σ(2) , . . . , a σ(i−1) , a σ(i+1) , . . . a σ(r) } ∈ B i .
As in the graph case, we call an r-uniform hypergraph G ǫ-regular if
for each cylinder intersection L, where |L| ≥ ǫ|K r (X)| . Now we are ready to state the hypergraph regularity lemma for k-uniform hypergraphs (see [2] , [4] , [9] , [11] ). l-hyperpartition H for some 1 < l ≤ c such that
where T is the union of some H-cells.
Proof. Suppose that the Theorem does not hold for some e > 0 and F : N → (0, 1 
For each 1 ≤ r ≤ k we consider the partition X r = ∪ l j=1 P j r , where
. We call the resulting l-hyperpartition H. Note that by the S r -invariance of the separable realization each P j r is an r-uniform hypergraph and also P j r ∈ σ([r]) * . 
Lemma 3.2 C is an H-cell if and only if
The only thing remained to be proved is that for ω-almost all indices i the resulting lhyperpartitions are F (l)-regular. If it does not hold then there exists 1 ≤ r ≤ k and 1 ≤ j ≤ l such that for almost all i there exists a cylinder intersection W i ⊂ K r (X i ),
. Hence P j r and W are independent sets. However, by (6) 
Appendix on basic measure theory
In this section we collect some of the basic results of measure theory we frequently use in our paper. Separable measure spaces: Let (X, A, µ) be a probability measure space. Then we call Proof. Let I 0 denote the interval [0, . Recursively, we define U α1,α2,...,α k ∈ A such that U α1,α2,...,α k−1 ,0 and U α1,α2,...,α k−1 ,0 are disjoint and T ([U α1,α2,...,α k ]) = I α1,α2,...,α k . The set of points in X which are not included in some U α1,α2,...,α k for some k > 0 has measure zero. Now define f (p) := ∩ ∞ k=1 I α1,α2,...,α k , where for each k ≥ 1, p ∈ U α1,α2,...,α k . It is easy to see that f satisfies the conditions of our lemma. Generated σ-algebras: Let (X, C, µ) be a probability measure space and A 1 , A 2 , . . . , A k be sub-σ-algebras. Then we denote by A i | 1 ≤ i ≤ k the generated σ-algebra that is the smallest sub-σ-algebra of C containing the A i 's. Then the equivalence classes Proof. Observed that
are disjoint product sets. Hence F −1 defines an isometry between dense subsets of the two measure algebras.
Radon-Nykodym Theorem: Let (X, A, µ) be a probability measure space and ν be an ab- The map f → E(f, B) extends to a Hilbert-space projection E : L 2 (X, A, µ) → L 2 (X, B, µ).
Lebesgue density theorem: Let A ∈ R n be a measurable set. Then almost all points x ∈ A is a density point. The point x is a density point if where V ol denotes the n-dimensional Lebesgue-measure.
