We examine the problem of transforming matching collections of data points into optimal correspondence. The classic RMSD (root-mean-square deviation) method calculates a 3D rotation that minimizes the RMSD of a set of test data points relative to a reference set of corresponding points. Similar literature in aeronautics, photogrammetry, and proteomics employs numerical methods to find the maximal eigenvalue of a particular 4×4 quaternion-based matrix, thus specifying the quaternion eigenvector corresponding to the optimal 3D rotation. Here we generalize this basic problem, sometimes referred to as the "Procrustes Problem," and present algebraic solutions that exhibit properties that are inaccessible to traditional numerical methods. We begin with the 4D data problem, a problem one dimension higher than the conventional 3D problem, but one that is also solvable by quaternion methods; we then study the 3D and 2D data problems as special cases. In addition, we consider data that are themselves quaternions isomorphic to orthonormal triads describing 3D coordinate frames (amino acids in proteins possess such frames). Adopting a reasonable approximation to the exact quaternion-data minimization problem, we find a novel closed form "quaternion RMSD" (QRMSD) solution for the optimal rotation from a quaternion data set to a reference set. We observe that composites of the RMSD and QRMSD measures, combined with problem-dependent parameters including scaling factors to make their incommensurate dimensions compatible, could be suitable for certain matching tasks.
Introduction
We explore the problem of finding rotations that optimally align pairs of corresponding lists of spatial data. The standard situation involves determining a rotation matrix that minimizes the RMSD (root-mean-square deviation) of two sets of 3D data points, which we can refer to as the reference set and the test set (one of possibly many) to be rotated into optimal alignment with the reference set. Numerical methods for finding such rotation matrices are widely employed in diverse application domains, including alignment of spacecraft, obtaining correspondence of registration points in aerial imagery, and matching of protein structures (see, e.g., [1, 2, 3] for descriptions relating to aerospace tasks, [4, 5] for treatments motivated by photogrammetry problems, and [6, 7, 8, 9, 10, 11, 12, 13] for a selection of approaches to molecular shape and proteomics matching). Here we will follow a novel approach that begins with the general 4D Euclidean data problem and determines the optimal 4D Euclidean rotation algebraically using double quaternions. We examine the novel algebraic features of the solutions, and then study the 3D RMSD problem and the intuitively instructive 2D problem as special cases. Our treatment is based on decomposing the rotation matrix appearing in the RMSD optimization formula into quaternions, a method apparently discovered in 1968 by Davenport [2] , rediscovered in 1987 by Horn [4] , and rediscovered again by both Kearsley (1989) [9] and Kneller (1991) [11] ). Our approach extends all the treatments of which we are aware in both scope and detail, and includes previously unexamined exact algebraic eigenvalue solutions. In addition, we treat data points that are themselves quaternions, e.g., amino acid 3D orientation frames written as quaternions (see Hanson and Thakur [14] ), which we refer to as the QRMSD extension. While the rigorous QRMSD proximity measure is nonlinear, there is an often-viable linearization; we exhibit an exact algebraic solution to this approximation that closely parallels our RMSD formulation. We conclude with the observation that for data having combined 3D spatial and quaternion frame-triad data (examples include roller coasters and proteins), the 6 degree-of-freedom alignment problem could be approached with a combination of RMSD and QRMSD, but not necessarily with natural extensions of our main results. This is nontrivial because the two measures are dimensionally incompatible, one involving units of length and the other dimensionless; problem-dependent dimensional factors, and possibly other parameters, must be used to combine such measures.
Foundations of the Quaternion Approach to RMSD
For the purposes of this paper, we take a quaternion to be a point q = (q 0 , q 1 , q 2 , q 3 ) = (q 0 , q) in 4D Euclidean space with unit norm, q · q = 1, and so geometrically it is a point on the unit 3-sphere S 3 (see, e.g., Hanson [15] for further details about quaternions). The last three terms play the role of a generalized imaginary number, and so are treated differently from the first, and in particular the conjugation operation is taken to beq = (q 0 , −q). Quaternions obey a multiplication operation denoted by and defined as follows:
Choosing exactly one of the three imaginary components in both p and q to be nonzero gives back the classic complex algebra (x 0 + iy 0 )(x 1 + iy 1 ) = (x 0 x 1 − y 0 y 1 ) + i (x 0 y 1 + y 0 x 1 ), so there are three copies of the complex numbers embedded in the algebra; the difference is that in general the final term p × q changes sign if one reverses the order, making the quaternion product, unlike the complex product, orderdependent. It can be shown that, although a purely imaginary quaternion (0, q) is technically not a vector as Hamilton claimed (see Altmann [16, 17] ), the result of a quadratic conjugation by quaternion multiplication is isomorphic to the construction of a 3D Euclidean rotation R 3 generating all possible elements of the orthogonal group SO(3). If we write
we find that the result is an orthonormal 3D matrix quadratic in the quaternion elements,
This is technically a two-to-one mapping from quaternion space to the 3D rotation group because R(q) = R(−q); changing the sign of the quaternion preserves the rotation matrix. If we choose a specific 3-variable parameterization of the quaternion q preserving q · q = 1,
(withn ·n = 1), then R(q) = R 3 (θ,n) is precisely the usual 3D spatial rotation by an angle θ leaving the directionn fixed, son is the lone real eigenvector of R(q).
A less frequently explored property of quaternions is that we can extend Eq. (3) to four Euclidean dimensions by choosing distinct quaternions in Eq. (2), and writing
R 4 is an orthonormal 4D matrix quadratic in the double quaternion elements, which together have exactly the six degrees of freedom required for the most general 4D Euclidean rotation in the orthogonal group SO(4). The form of this 4D rotation matrix is
Since this is a quadratic form in p and q, the rotation is unchanged under (p, q) → (−p, −q), and the quaternions are again a double covering. If we set p = q, we recover a matrix that leaves the w component invariant, and is just the rotation Eq. (3) for the x 3 = (x, y, z) component. We will use one final property of quaternions in our treatment, which is that the columns of Eq. (3) embody an exact (doubled) correspondence between any quaternion q and a frame triad describing the orientation of a body in 3D space, i.e., the columns are the vectors of the frame's local x, y, and z axes. In addition, multiplying q by another quaternion p to get a new quaternion q = p q simply rotates the frame of q by the matrix Eq. (3) for p. This is non-trivial, and signifies the fact that quaternion multiplication corresponds exactly to multiplication of two independent 3 × 3 orthogonal rotation matrices. (Similar considerations also apply to Eq. (6) with respect to 4D Euclidean spatial frames.)
In the following we will make little further use of the quaternion's algebraic properties, but we will extensively exploit Eqs. (3) and (6) to formulate elegant approaches to generalized RMSD problems.
Defining the Matching Problem
While the conversion of the 3D RMSD minimization problem to the quaternion profile matrix problem is straightforward, the 4D RMSD data problem has not previously appeared in the literature, and provides a number of insights into the underlying structure of RMSD problems in general. We thus choose the novel approach of studying the 3D RMSD problem indirectly, first solving the 4D RMSD problem with quaternion methods, and then exploiting these results to help us fully understand the corresponding exact algebraic solutions to the 3D and 2D RMSD problems.
We begin by taking one set of N 4D points {y i } as the reference structure, and a second set of N points {x i } as the test structure that must be rotated in 4D space by an SO(4) rotation matrix R 4 to achieve the minimum value of the cumulative quadratic distance
We assume that when the RMSD is minimized, the set {x i } has been rotated to be as close to the set {y i } as possible. As noted by Kabsch [6] , the data {{x}, {y}} can in principle be of any dimension; here we will focus on 4D, 3D, and 2D data sets in that order because those are the dimensions that are easily adaptable to our targeted quaternion approach, and the lower dimensions can be clearly understood as we examine their appropriate limits starting from the more general 4D treatment.
Expanding the measure given in Eq. (7) (see e.g., [6, 7, 8, 4, 5, 9, 10, 11, 12, 13] ), we can show that the RMSD minimization problem for 4D data is equivalent to maximizing the cross-term expression
where
and the range of (a, b) can actually be any dimension D. (We refer to the original literature for the treatment of issues such as scaling and point weighting, which, though essential in some problems, provide no additional insights into our current arguments.) We next express Eq. (8) in terms of Eq. (6) and rearrange the factors to form the matrix product
where the profile matrix is
Solutions of the RMSD Problem for 4D Euclidean Data
From Eq. (11), we can now formulate a 4D quaternion eigenvalue problem that solves the 4D Euclidean RMSD problem for four-dimensional data sets with compatible data dimensions. Analogous to the 3D problem, in 4D we must find the quaternions {p, q} that produce the maximum value of ∆ 4 for any given data matrix M 4 . This involves finding the maximal left and right eigenvectors of our general profile matrix for the data set, which can succinctly be written in the form
(where I 4 denotes the 4D identity matrix), along with the corresponding polynomial in the unknown eigenvalues k , as a power series in e to obtain these two fundamental equations:
These equations imply the useful relations
The data coefficients p k of degree k, including the trace (−p 1 ) and the determinant p 4 , can now be written as
Using a computer algebra tool such as Mathematica to examine the eigenvalue equations, we find, after some study and manipulation, surprising simplifications leading to explicit algebraic expressions for the eigenvalues. A useful starting point that seems to enable the generation of usable solutions is first to separate the eigenvalue Ansatz into a trace component and a traceless component as follows:
From Eqs. (15, 16, 17, 18) , we see that we can write the p k as
We have obtained explicit algebraic solutions for k in terms of the X(p), Y (p), and Z(p) in the following form:
corresponding to one of the three values of the cube roots φ(f ) of (−1) given by
The utility functions are defined as
Discussion: The eigenvalues of M 4 given by Eqs. (12), (13), and (14) typically consist of one real maximal eigenvalue, and three others that may be complex, so numerical computations based on Eq. (30) involve complex numbers and choices of signs and phases. Computing (k) from Eqs. (23, 24, 25, 26 ) and (30) using Mathematica and its default phase choices, which are the principal roots of the square roots and cube roots when the arguments are less than zero, we found that numerical comparisons of thousands of randomized 4D data sets agreed with all four eigenvalues found by numerical calculation. We note that small imaginary numbers near the machine accuracy limit may appear that need to be dropped; a handful of the algebraic results differed from the numerical results by values of the order of 10 −8 , somewhat larger than the nominal machine accuracy limit. We suspect these are due to accidental numerical instabilities of certain matrices; deeper understanding of these rare anomalies is beyond our scope. Data sets in 3D are much better behaved, since symmetric real matrices have strictly real eigenvalues, and we will express those below in a special simplified form of Eq. (30) that is manifestly real and highly suitable for efficient numerical computation, though in practice numerical methods may well continue to be more efficient.
Eigenvectors.
The final steps involve the mechanical task of extracting the eigenvectors using the maximal eigenvalues defined by Eqs. (23, 24, 25, 26) 
.}) .
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Then Eq. (35) is the right eigenvector of M 4 , and q λ = q(e, {−A w , −B w , −C w , −a w , −b w , −c w , . . .}) is the left eigenvector (the eigenvector of M t 4 ), and thus the minimizing SO(4) rotation matrix is just Eq. (6) with those quaternions as arguments, that is R 4 (q λ , q ρ ).
Often the sought-for result is simply the maximal value of the optimization function ∆ 4 ({x}, {y}). Since the eigenvectors satisfy the left and right eigensystems with the maximal eigenvalue 1 (p), the optimal value trivializes to
where we recognize (q λ · q ρ ) as the condition number for M 4 .
3D and 2D Cases
We can now treat the 3D RMSD case that is the subject of extensive literature in aeronautic, molecular, and photogrammetric matching by going to the 3D case of Eq. (11), and omitting all 'w' terms to yield the traceless symmetric 3D profile matrix
along with the corresponding 3D limit of the matrix Eq. (12),
The eigenvalue expansion det[M 3 − eI 4 ] = 0 now has p 1 ≡ 0 and takes the form e 4 + e 2 p 2 + ep 3 + p 4 = 0, where the coefficients in Eqs. (19) , (20) , (21) , and (22) reduce to
Our 3D optimization measure now becomes
where R 3 is the 3D rotation matrix whose quaternion quadratic form is given in Eq. (3) and the data for E are given by Eq. (9) with dimension 3 (i.e., the indices (a, b) take values (x, y, z)). The quaternion decomposition of R 3 naturally produces the traceless 4 × 4 profile matrix M 3 of Eq. (37).
Algebraic Properties of the Quaternion Eigenvalues in 3D
We now take the 3D special case of the 4D eigenvalue problem solved in Eq. (30) above with p 1 ≡ 0, the remaining coefficients as in Eqs. (39), (40), and (41), and a single quaternion corresponding to the 3D rotation matrix Eq. (3). We then recover a closed-form algebraic solution to the quaternion version of the 3D RMSD optimization problem, which has traditionally been examined only numerically. The result, however, has the feature that instead of having an indeterminate sign, the fundamental function b 2 in Eq. (34) is now nonnegative; this is presumably related to the fact that the eigenvalues of a symmetric matrix such as Eq. (38) are real, and we have verified the positivity of b 2 numerically, but algebraic reduction of this property in the 3D case to an analytic proof seems to be challenging. In any case, when we substitute √ −b 2 → ib in the equations, b is in practice a well-defined real number, allowing us to rationalize the denominator, leading to a simple phase-shifted cosine in each term as follows (remember p 1 ≡ 0 and no longer enters):
, cos y (p) = cos
, cos z (p) = cos
Here, in the notation of the C math library, arg(u + iv) = atan2(v, u), F (p) corresponds to X(p), Y (p), and Z(p) for f = {x, y, z}, and the utility functions reduce to
The (all real) 3D eigenvalues in order of descending magnitude are now
Eigenvectors for 3D Data
As in the 4D data case, the eigenvector formulas corresponding to k can be generically computed by solving the bottom three rows of
as a function of some eigenvalue e (again, one must account for special cases). The desired unit quaternion for the optimization problem can be obtained from the normalized eigenvector
This may in the general well-behaved case be written as
where for convenience we define {e x = (e − x + y + z), e y = (e + x − y + z), e z = (e + x + y − z)}. Each eigenvalue instance e = { 1 , 2 , 3 , 4 } gives a distinct eigenvector q( k , . . .); we substitute the maximal eigenvector q( 1 , . . .) into Eq. (3) to give the sought-for optimal SO(3) rotation matrix R 3 (q( 1 , . . .)) that solves the RMSD problem. The maximal value of the optimization function is simply the maximal eigenvalue:
Two-Dimensional Limit
All rotations of the type we have been trying to optimize reduce to a rotation in a 2D plane, which in 3D is defined by the plane perpendicular to the eigenvectorn of the rotation matrix Eq. (3). Data sets that are highly linear, determining a robust straight line from least squares, can even circumvent the RMSD problem entirely: a very good rotation matrix can be calculated from the directionx determined by the line fitted to the data set {x i }, and the similar directionŷ corresponding to the reference data set {y i }. An optimal rotation matrix in 3D is then simply
which is easily generalized to any dimension by isolating just the projections of vectors to the plane determined byx andŷ, and rotating in that 2D basis. Thus we conclude that, in general, if we had access to a prescient preconditioning rotation of the proper form, the entire RMSD problem would reduce to a very simple rotation in some {x,ŷ} plane parameterized by a single angle. We can simulate this, giving a massively simpler set of expressions, by assuming the data are coplanar, all having z = 0 (or more conditions in higher dimensions) and thus lying in the {x,ŷ} plane, for example. This reduces our fundamental RMSD profile matrix M to
which then gives us p 2 = −c 2 − C 2 − 2(x 2 + y 2 ), p 3 = 0, and p 4 = (c 2 + (x + y) 2 )(C 2 + (x − y) 2 ), and similarly for the other cyclic cases, x = 0 and y = 0. These are obviously functions of only two variables, u = c 2 + (x + y) 2 and v = C 2 + (x − y) 2 , so we can write in general p 2 = −u − v and p 4 = uv. Equation (13) reduces to e 4 + e 2 p 2 + p 4 = 0 and the eigenvalues become (in order of decreasing eigenvalue)
, while the normalized (quaternion) eigenvectors become
The leading eigenvalue and its eigenvector produce this optimal rotation in the {x,ŷ} plane:
These results are interesting to study because, despite the complexity of the general solution Eq. (30), the intrinsic algebraic structure of any RMSD problem is entirely characterized by a planar rotation such as that described by Eq. (49).
QRMSD: Optimizing Quaternion Frame Data Sets
We now show that the RMSD problem can be straightforwardly extended to data that, instead of being 3D points are in fact 3D frames, namely triads of orthogonal axes arising from sources such as amino acid geometry in a protein (see, e.g., Hanson and Thakur [14] ). Any such set of 3D frames can be converted, up to an overall sign ambiguity, to a set of unit quaternions, which are simply 4D vectors of unit length (see, e.g., Hanson [15] for an exhaustive treatment of quaternion frames). We will refer to the task of optimally rotating matching lists of such frames (converted to quaternion form) as a QRMSD (quaternion root-mean-square deviation) problem. The required framework starts, as for the 3D RMSD problem, with a list of matching frame data {p i } for the test set of quaternions and {r i } for the reference set. Rotating the test set, that is rotating the equivalent triad of 3D orthonormal frame vectors, by a 3D rotation matrix R(θ,n) is isomorphic to rotating each test quaternion p i by quaternion multiplication using the unit quaternion q that is equivalent to R(q) (see Eq. (3)).
We might assume we could just write down the 4D quaternion-equivalent of the RMSD treatment outlined starting with Eq. (7). However, there are some complications related to the fact that, while the Euclidean center of mass of a cluster of (possibly weighted) points is linear and is easily solved by computing the average, the spherical equivalent of computing the center of mass technically requires a non-linear minimization of the sums of geodesic arc-lengths among the points, and its non-triviality is the subject of its own branch of the literature [18, 19] . This rigorous form of the QRMSD problem can be written as
where denotes quaternion multiplication from Eq. (1), and we used the fact that the dot product of two unit quaternions is simply the cosine of the angle between them, q · p = q p cos θ q,p = cos θ q,p . The factor of 2 (which can be omitted) comes formally from the 1/2 in the relation of quaternion-space angles to 3D rotation angles in Eq. (4), arccos q 0 = arccos (cos(θ/2)) = θ/2, and the absolute value is necessary because the frames represented by q and by −q are identical. This is nonlinear, and typically can only be solved by numerical methods, in parallel to the spherical barycenter problem [19] . However, in the common situation that corresponding pairs of frames are "not too far apart," i.e., the Euclidean chord distance between the optimized values q p i of the test frames and the reference frames r i is close to the geodesic arc-length distance, we can justify linearizing the problem to make it more tractable. The approximation to QRMSD using the squared Euclidean chord distance that we will now analyze is
where the "f " denotes the "frame" variant of the problem. Since all the quaternions are unit length, we can rephrase the problem of minimizing Eq. (51) by the problem of maximizing the cross-term expression
where Q(q 0 , q 1 , q 2 , q 3 ) is the 4 × 4 matrix form Eq. (1) of the quaternion product q p = [Q] · p, and
is the obvious quaternion analog of Eq. (9). Now we exploit the quaternion structure of the linearized QRMSD problem: since ∆ f is linear in q, rather than quadratic as in the RMSD problem, we can write the optimization expression as an inner product of the unknown "rotate-by-this-much" quaternion q and a very simple vector formed from the data sets {p i } and
where the column four-vector V has the form
The task is then to find the value of q(E) that maximizes the value of ∆ f . Since the value of the q · V / V = cos θ can range only from −1 to +1, and it is maximized when q and V are parallel, we see that
is by construction a unit four-vector that specifies the sought-for closest-alignment rotation via Eq. (3) for R(q opt ), and the maximal value of the optimization function is simply
These give the solution to the (approximate) QRMSD problem, which appears to be a novel result. Evaluation. In order to evaluate the validity of this scheme, we present in Figure 1 a simulated set of reference data along with test quaternion frame data rotated by roughly 45 • . The geometric meaning of the reference data is shown in (a), the distinction between the chord-length and arc-length measures in (b), and the result of rotating the test data set into optimal alignment with the reference set using Eq. (56) in (c). We then applied the "rigorous" arc-length variation process on 1000 sets of data to get the ideal quaternion optimizing Eq. (50), and histogrammed the angular difference between the chord-length optimized rotations and the arc-length optimized rotations in Figure 1(d) : the arc-length process as we programmed it was 2 orders of magnitude slower than using Eq. (56), and the mean difference (the error induced by using Eq. (56)) was 0.63 degrees with a standard deviation of 0.27 degrees.
Remark on Combining Space and Orientation
For certain important data sets, such as lists of amino acids comprising a given protein, both of the types of data we have studied, e.g., the six degrees of freedom of the locations and orientation frames of amino acid sequences, are available, and could both carry important information [14, 20] . Unfortunately, one cannot combine these optimizations in a unique fashion because they differ in dimensionality: the data in the RMSD problem involve the dimension of length, and the data in the QRMSD problem are dimensionless. However, it is in principle possible to merge our RMSD and QRMSD treatments into a 6 degree-of-freedom identification problem by explicitly including problem-dependent scaling along with mixing of the spatial and frame optimizations as degrees of freedom.
Remark on Obtaining Quaternions from Rotation Matrices
A version of the RMSD profile matrix is related to another classic problem, the task of finding a singularityfree algorithm for obtaining the (sign-ambiguous) quaternion corresponding to a numerical 3D rotation matrix. There are many algebraic approaches to this problem in the literature (see, e.g., [21] , [22] , or Section 16.1 of [15] ). In contrast to the algebraic approaches, Bar-Itzhack [23] has observed, in essence, that if we simply replace the data matrix E ab by a numerical orthogonal rotation matrix T , the optimization problem becomes one of finding the quaternion q that corresponds to the rotation of Eq. (3) that is the inverse of T . That quaternion can then be shown to correspond to the targeted numerical rotation matrix, solving the problem. To see this, we replace the elements E ab in Eq. (37) by the quaternion rotation matrix Eq. (3) and scale by 1/3, thus obtaining the special 4 × 4 profile matrix K whose elements are built from a 3 × 3 matching problem that could in principle be attacked by incorporating problem-specific dimensional scaling features to combine the methods.
(a) (b) (c) (d) Figure 1 : (a) A reference collection of quaternion frame triads, placed in a quaternion plot with the origins at the (q x , q y , q z ) locations of the corresponding quaternion; since q · q = 1, the q 0 components can in fact be determined from this plot. (b) The same reference set (black) as in (a), combined with a test set (red) produced by adding substantial noise to the reference quaternions and rotating the entire set by roughly a 45 • angle in space. Remember that no spatial locations are considered, only the frame triads at some unknown 3D spatial locations. The black lines are the chord distances used in our approximate QRMSD scheme (projected from 4D), and the green curves are the "rigorous" geodesic arc lengths giving the strictly correct angular differences. (c) Rotating the test data set by the optimal quaternion in Eq. (56), showing the final minimal disparity between the test data set in red and the reference data set in black. (d) Using 1000 random data sample pairs misaligned by up to 45 • , we find that the spectrum of the differences between the optimal QRMSD rotations determined by our approximate chord-length scheme and the much more costly exact arc-length method has a mean error of less than a degree.
