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INTRODUCTION 
The survival of our nation, during a nuclear exchange, depends 
upon an effective national defense structure. The prime weapon 
system in this defense structure is the ballistic missile . Although 
many factors enter into an evaluation of the effectiveness of a bal-
listic missile, one of the most important measures is accuracy . 
Without an accurate weapon system we have no weapon syst em. 
The Department of Defense has placed emphasis on using a method 
of accuracy evaluation called "Probable Circular Error (CEP)." 
Probable Circular Error is defined as "The radius of a circle, 
centered at the intended target, within which 50% of the missiles 
would be expected to impact" or "The probability is 0.50 that an 
individual missile will impact within a circle whos e radius is equal 
to the CEP. " The statistical techniques and assumptions used in 
generating a CEP value will be investigated. 
USE OF THE JOINT DENSITY FUNCTION 
If a rifle were held stationary by clamping it in one position 
and it was fired at a target, the distribution of the shots might 
look like Figure 1. 
Figure 1 . Measurement of miss 
distances through Cartesian 
coordinates. 
Even though the rifle was properly aimed and held stationary, 
all of the shots would not hit the c enter of the target . This is 
due to minor variations such as differences in the weight of th e 
bullets and shape of the bullets, the effect of humidity on the 
powder and many other incalculable factors. 
The coordinates of the individual shot will be denoted by X and 
Y miss distances measured in relation to the intended impact point 
(0,0). If a large number of shots were fired, we could divide the 
target into squares and compile the total number of shots which 
landed in each square . The frequency of shots landing in a particular 
square would then be represented by the height of the respective 
column above that square. In other words, the volume of the column 
estimates the probability that a shot will occur in the square over 
which the column is placed. Let's assume that there is a function 
f(x,y) which can be superimposed over the xy plane, coinciding with 
the columns which are plotted perpendicular to the xy plane. The 
probability that a shot falls anywhere within a region A is equiva-
lent to the volume under that region. See Figure 2. 
X 
f(x,y) 
region A 
Figure 2. Density function of the 
bivatiate normal distri-
bution 
Referring to Figure 2: 
P(A) = P[(x,y) €A]= J J f(x,y) dxdy 
A 
a b 
P(O < x < a, 0 < y < b) = J J f(x,y) dxdy 
0 0 
(2 . 1) 
(2.2) 
3 
4 
If, f( x ,y) Z 0, for - 00 < x < oo (2.3) 
00 (X) 
and, s J f( x ,y) dx dy = 1 (2.4) 
Then f(x,y) is the joint density of variates x and y. If f(x,y) has 
a bivariate normal distribution then it takes this form: 
1 [ ~ 2 - 2p ~ ~ + ~ 2 ] 
- z(l-p2) crx crx cry cry 
f(x,y) = 1 ___ ;;;._ __ 
2rrcrxcry Vl-p2 
Where: variables constants 
- 1 < p < + 1 
cry> o 
crx > O 
p = correlation coefficient between x and y 
Cly = the population standard deviation of the variable y 
" x = the population standard deviation of the variable x 
µ,y = population mean of the variable y 
µx = population mean of the variable x 
This is the form of the bivariate distribution which will be 
incorporated in this study. The use of this distribution will be 
justified in the next section. 
(2.5) 
THE USE OF THE BIVARIATE NORMAL DISTRIBUTION 
The miss distance of a ballistic missile can be primarily at-
tributed to two major sources: Guidance errors and nonguidance 
errors. Guidance errors originate in the inertial guidance system 
of the missile. Nonguidance errors are principally of three types: 
the re-entry errors, errors due to geophysical uncertainties and 
engine cut-off anomalies. Re-entry errors include errors caused by 
winds, by uncertainties in the density of the atmosphere, by attitude 
control system errors and by the effects of separation of the nose 
cone from the afterbody. Geophysical uncertainties occur because of 
geodetic differences between the missile launch site and the target 
site, and uncertainties in the gravitational field of the earth. 
Engine cut-off errors arise due to imperfect cut-off in that after 
the command is given some thrust remains, decaying for a few milli-
seconds. 
It is quite obvious that a target miss due to an individual 
source may be treated as a random variable since the miss is expressed 
in terms of some quantity (e.g . wind variation) which varies in an 
unpredictable fashion from instrument to instrument, day to day , or 
from point to point on the earth. Since all of these sourc e s are 
quite diversified in origin and effect, they can all be considered 
to be independent random variables. Consequently, we arriv e at a 
conclusion which is of paramount importance in estimating missi l e ac-
curacy and that is the r ight to use the central limit theo rem. 
In essence, the Central Limit Theorem states that the sum of a 
large number of independent random variables is approximately nor-
mally distributed regardless of the particular distributions of the 
individual components of the sum. The individual components which 
make up the total miss have been listed previously and their inde-
pendency has been stated. These components are made up of numerous 
sources . They are so non-related that it is not feasible to even 
think of them as being dependent. 
+ X represent the total downrange miss 
n 
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of a missile. The X's are the innumerable effects which contributed 
to this over-all miss. Consequently, the total miss of a missil e can 
be considered to consist of the sum of many individual independent 
misses . Therefore, the total miss tends to be normally distributed 
and we can now make probabilistic statements concerning missile accu -
racy with the use of the joint probability density function. 
Sources of error in a ballistic missile system 
The error sources which will be considered in this study are: 
a. Guidance System 
b . Sustainer Impulse 
c. Translation System 
d. Residual 
The available instrumentation both in the missile a nd that as-
sociated with tracking system allows us to get accurate estimates of 
these sources. There a r e some o ther errors which are impossible to 
isolate and consequently then are considered in the residual error. 
For example, it is impos s ible to estimate the contribution t o a miss 
due to the re-entry vehicle because of the lack of instrumentation. 
Each error source will be calculated from measured data and 
separated into downrange and crossrange miss distances or x and y 
miss distances (e.g. the re-entry vehicle impacted 0.8 nautical 
miles downrange or long and 0.4 nautical miles left of target or 
crossrange for an over-all radial miss of 0.895 nautical miles) . 
The four major sources of error are: 
a. Guidance errors 
This source is usually the largest contributor t o a mi s s 
since it is actually the "brains" of the missile and, consequently , 
has many functions to perform with very close tolerances required. 
Additional complications are also introduced by the fact that th e se 
errors are a function of the range and azimuth of the target. In 
other words, a different guidance error would be introduced if we 
were considering a target in Asia rather than in th e Pa c ific wher e 
the United States tests their missiles. 
There is a known bias introduced in measuring the guidance 
error contribution to a miss. This bias is long downrange and left 
crossrange. The bias originates in the ground tracking station s on 
the test range and is subtracted from the miss due to guidance so 
that a true guidance miss can be calculated . 
~G miss downrange in nautical miles due to th e guidance 
system 
= miss crossrange in nautical miles due to the guidance 
system 
b . Sustainer Impulse 
This error is due to the slow decay of thrust in th e se cond 
stage engin e (or sus ta i er engine) after the engine has been cut-o ff . 
8 
This error obviously imparts additional velocity to the re-entry 
vehicle and causes an error in the downrange direction. The cross-
range error is very minute, if any, and therefore is disre garded. 
The error in measuring this miss contributor is negligible. 
~S = miss downrange in nautical miles due to the slow 
decay of the second stage engine thrust after cut-off 
c. Translation System 
At the time the second stage separates from the re-entry 
vehicle, both are essentially at such an altitude that if t he y were 
allowed to continue on their own at this time they would have very 
similar trajectories. Since the second stage is quite larg e , enemy 
radar would have no trouble pinpointing its position and conse-
quently pinpointing the position of the weapon which is in the re-
entry vehicle. Therefore, a network of small rockets hav e be en 
placed on the second stage and are activated after s econd stag e cut -
off, causing the burned-out second stage to tumble and thus place it 
in a different trajectory than the R/V (re-entry vehicle). The 
rockets of the translation system not only cause the seco nd stage to 
tumble but also impart an increment of velocity to the R/V which 
causes a positive downrange error . The crossrange error is ne g li-
gible . 
~T = miss downrange in nautical miles due to the exhaust 
of the translation system rockets 
d. Residual Error 
This is the amount of mi ss remaining when all measured or 
calculated errors have been subtracted from the over-al l mis ~. It 
has downrange and crossrange components and is composed of in c al-
culab l e R/V er rors, ge odetic and geoph y s i cal e r rors and all other 
errors that cannot be identified or isolated. Mathematically, 
residual error is calculated this way: 
~R = ~ - ~G - ~S - ~T 
where, 
~ = 
MC = 
~R = 
the over-all downrange miss in nautical miles 
the over-all crossrange miss in nautic a l miles 
miss downrange in nautical miles due t o th e 
residual error 
miss crossrange in nautical miles due to the 
residual error 
(3 .1) 
(3. 2) 
Therefore, the following equations form the basic model for 
calculation of probable circular error (CEP). 
~ = ~G + ~S + ~T + ~R (3.3) 
(3.4) 
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SIMULATING A BIVARIATE NORMAL DISTRIBUTION 
The basic model of the miss downrange and crossrange was cal -
culated as: 
~ = ~G + ~T + ~S + ~R 
The assumption that~ and MC are normally distributed is based 
upon the components that make up the two variables. These compon -
ents are considered to be independent random variables because of 
their unpredictable, nonrelated occurrence. 
By the use of a random number generator designed for a larg e 
scale computer and a programming language called JOVIAL (Jul e 's Own 
Version of the International Algebraic Language), a very large 
population of random numbers was simulated. The values produced by 
this generator follow a uniform distribution. Integers were gen-
erated between O and 1000 and then operated on to produce variables 
between +0 . 5 and -0.5 . These numbers simulated values for ~G' ~T ' 
MDS' ~R' MCG' MCR' etc. In the case of MD, 900 sets of four ran -
dom variables were randomly selected and summed to obtain 900 values 
of~ - The process was repeated for MC except only two random vari -
ables were selected. Therefore,~ and MC are both sums of inde -
pendent random variables and can be considered to be normally dis -
tributed because of the Central Limit Theorem. In other words, MD 
and MC are the sums of independent random variables, i.e. the 
numerous anomalies whic ' contribute to a miss. Appendixes A and B 
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contain the flow chart and program which were designed by the author. 
Therefore, a simulated firing of 900 missiles has been accom-
plished and the miss distance of a missile has been tabulated in 
terms of the miss downrange,~ and the miss crossrange, MC. With 
this population of 900 missile firings, a random sample can be chosen 
and considered to be the number of missiles which have been actually 
fired at the test range. This sample of simulated firings will be 
used to calculate the CEP of the whole missile fleet (in this case, 
the population of 900 simulated firings) using different me thods. 
To make this simulation more meaningful and powerful, five dif-
ferent sample sizes will be taken: 5, 10, 15, 20 and 25. Each of 
these samples will be taken ten different times to obtain a good 
representation of samples from this population of 900. 
Appendix C is a representation of what the computer pri nt-out 
contained. The calculated values were: 2 sum of~, sum of~, mean 
of M0 and standard deviation of~ - These were computed for the 
whole population and each sample. A "t" statistic was also calcu-
lated to be used for a significance test. It is inter esting to note 
that when a test of hypothesis ( O' = 0 . 10) was conducte d on each 
sample to see if the population mean was equal to 0.01111, exactl y 
five of fifty samples (ten per cent) rejected this hypothesi s. 
A print-out similar to Table 2 was obtained for valu es of~ 
and MC with cr MD = cr MC' and for values of ~ and MC wi t h cr MD I= 
cr MC. 
CEP CALCULATIONS FOR TWO MAIN CASES 
The definition of CEP involves the solution of the integral in 
terms of the radius of the circle, equating the integral to a 
probability of 0.50. In other words, if f(x,y) is the form of the 
bivariate distribution, then the CEP is calculated from this equa-
tion: 
a.so= ff f(x,y) dxdy 
CR 
(5 .1) 
where CR designates a circle of 
radios R (CEP) 
The correct value for the CEP is now found by performing the 
indicated integration and solving for R. 
Since the basis for using the bivariate normal density function 
has already been established, this function will be used. So, 
For this study, the following designations will be used: 
X == Mc == 
y == Mo == 
µx ==µMC == 
µy ==µMD == 
CJ X == (J == MC 
== a MD == 
the miss cross range 
the miss downrange 
the population mean of the cross range miss distance 
the pop~lation mean of the downrange miss distance 
the popu lation standard deviation of th e cross-
rang e miss distance 
the opulation standard deviation of the down-
rang e miss di~tance 
p = the correlation coefficient between the crossrange miss 
(Mc) and downrange miss (Mn) 
Mc = the sample mean of the crossrange miss distance 
Mo = the sample mean of the downrange miss distance 
8MC = the sample standard deviation of the cross range miss distance 
SMD = the sample standard deviation of the downrange miss 
distance 
N = number of missiles in the entire fleet (population) 
n = number of missiles in the sample tested 
Now the CEP or radius of the circle in question is obtained by 
solving the following expression: 
0.50 = 1 
13 
dModMc (5.2) 
The relative difficulty in solving this integral is de termin ed 
by the values of the variables: and p. 
From the numerous tests that have been run and after analyzing gross 
amounts of data, the ballistic missile engineer has prov ed conclu-
sively that it is physically impossible for the miss crossrange to 
have any effect on the miss downrange and vice versa. Consequently, 
it is safe to assume that p = 0. 
The possible combina~ions that arise concerning th e ot her four 
variables will be considered by discussing the two main cases that 
occur in actual tests. 
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Case I 
p 0 
µ,MD = 0 
µ,MC = 0 
0 MC = aMD = O' 
This is the ~ase where, of course, p = 0, but the two means are 
also zero. In other words, all of the bias has been removed from the 
system and the over-all means of the downrange and crossrange misses 
are located at the point (0,0) or right on the target. Since the 
standard deviations are equal, the result is a circular bivariate 
normal distribution. Figure 3 displays what the target might look 
like if this were the case. 
Figure 3. Circular bivariate normal 
distribution 
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The complicated double integral now reduces down to: 
1 1 2 2 
P[(Mc,Mu)ES] = 0.50 = -- ff i- 112 2a2[Mc + Mul 
2n a2 S 
(5.3) 
where S defines the region within 
which the shots have impacted . S 
is a circle in this case. 
Transforming to polar c9ordinates: 
Mc= r cos 8 
Mu= r sin 8 where O S r S R 
0 
R 
0.50 1 rt i - 112 a2 [r 2 cos 2 8 + 
2n a 2 0 0 
1 f2nfR n -r2/2a2 
= -- ~ r dr d8 
2n a2 o o 
= 1 
0.50 
-R 2/2cr 2 ln t = ln 0.50 
-R2/2a 2 = -0.69315 
R = cr/2(0.69315) 
R = 1.1774 a 
CEP = 1.1774 0 
s 8 S 27T 
= ~ + M2 C 
r2 sin 2 8] 
rdrd8 (5.4) 
(5.5) 
(5.6) 
(5. 7) 
(5.8) 
(5.9) 
(5 .10) 
(5.11) 
( 5. 12) 
(5 .13) 
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/ '-. 
Therefore, the population CEP is obtained by multiplying the 
common population standard deviation by a constant, 1.1774. 
Example: 
If the population standard deviations were known the cal-
culation would be quite easy. But the real world situation is that 
only SMC and SMD are known and the probability of these two statistics 
being equal is very low even though the parameters cr MC and cr MD are 
equal. Therefore, a pooled estimate of the variance must be computed. 
s2 p = the common vari1mce 
- 2 - 2 s2 + 2 2 r:(Mo-Mn) + l:(Mc-Mc) MD SMC Sp = 2 (n-1) = 2 
CEF the estimated or sample CEP obtained through the sample 
statistics. 
2 
(5.14) 
~ . 
= 1.1774Sp = 1.1774 j S;D + SMC (5.15) 
2 
If, 5MD = 0.5188 nautical miles 
SMC = 0.4024 nautical miles 
CEP* = 0.5466 run 
Case II 
p = 0 
µMC = 0 
µMD 0 
crMC .f= crMD 
Again, there is no correlation between MD and MC and all of the 
bias has been removed f r om the system making the point (MC,~) 
coincide with the target (0,0) . The difference from Case I is due 
to the inequality of the two standard deviations. Now the distribu-
tion is a bivariate normal which takes on the form of an ellipse 
with the major and minor axes being equal to a and a , res pee-MD MC 
tively . This actually is the case which predominates in missile 
firings due to the fact that there are many more sources of error 
causing downrange misses. The crossrange or azimuth error sources 
are very few. Figure 4 depicts the probable distribution of the im-
pact points in this case. 
Figure 4. Elliptical bivariate normal 
distribution 
The integral now reduces to: 
P r (Mn ,Mc )E: s J = o • so = 2 
17 
where S defines the region wi thin 
which the shots hav e i mpact ed . 
S ~s an ellipse in this ca s e . 
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The solution of this integral will be carried out as far as is 
necessary for our purposes. Since a complete, detailed solution 
would involve theuse of numerical integration and Bessel functions, 
the appropriate sources will be referenced. 
Transforming to polar coordinates again: 
Mc;= r cos 8 
Mn= r sin 8 
R2TI 
0.50 = 2TI a~ 0MC bb 
0.50 = 
Since, 
where, 0 ~ r .5 R 
0 :S: 8 ,5 2TI 
R = ~+ME 
(5. 17) 
(5.1 8) 
cos 28 = 1/2(1 + cos 28); and, sin 28 = 1/2(1 - cos 28) (5.19) 
1 R2;r £-r 2/4[l+cos 28/o~C + 1-cos 28/o~] 0.50 = 2TI f f rdrd8 (5.20) aMD 0MC 0 0 
R 2TI 
-r2/4[1/a2 + l/a~ - r2/4[COS 28 cos 28 ] 1 f f £ MC 2 a2 = 0MC 2TI aMD 0Mc 0 0 MD 
x rdrd8 (5.21) 
1 R -r 2/4[1/o 2 + 1/o~] 
= 2TI f r£ MC 0MJ)0MC 0 
;r/2 
-r 2/4[1/o 2 
- 1/cr~] cos 28 d8] [4 f £ MC dr (5 . 22) 
0 
Let, 
28 = ¢, 
d¢ = 2d8, 
then 
e 
0.50 
e = ¢/2 
de = d¢/2 
= Tr/ 2 
f ri-r2/4o~[l + o~/o~C] 
0 
so, 
¢ = Tf 
[1/Tf r i-r2/4o~[o~/o~c - l]cos ¢ cl¢] dr 
0 
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(5.23) 
(5.24) 
(5.25) 
(5.26) 
The expression in square brackets is a zero order Bessel func-
tion of the second kind (1, p. 376). In other words: 
where, in this case: 
Therefore: 
r2 o~ 
Z = 4oMD2 (:Z- - 1) 0 MC 
Tr 2; 2 ( 2 / 2 l/Tr f £-r 4oMD oMD oMC - l)cos ¢ d¢ = 
0 
and, 
0.50 
(5.27) 
(5.28) 
(5.29) 
(5 . 30) 
Substituting: 
V = 
then, 
2a 0.50 = ---
1 + a 2 
r2 
4a 2 
MD 
20 
and a= (5.31) 
(5.32) 
It is interesting to note that if oMC = aMC we have the 
circular bivariate normal distribution and a = 1. Then this equa-
tion reduces to: 
o. 50 
which eventually reduces to: 
R = 1.1774 a= CE? 
which verifies our original proof. Continuing, 
2a 
1 + a 2 
RJ/4a~(l+a 2/a2) 
0 
(5.33) 
(5.34) 
(5.35) 
Grad and Solomon (4) have tabulated different values of this 
integral and a linear approximation to the curve which estimates the 
solution will be used in this study. This linear approximation is: 
.9E. = 0.614 a+ 0.563 (5. 36) 
aMD 
when a > 1/3 (5 .3 7) 
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The condition placed on a is not a restrictive one since the 
actual data does place a in this region due to the elliptical dis-
tribution of the impact points. The relationship used to calculate 
the CEP is: 
CEP _ 0.614 oMC + 0.563 oMD (5.38) 
This is the equation which will be used when the two standard 
deviations are not equivalent. 
Example: 
If, SMD = 0.4525 n.m. 
SMC 0.3569 n.m. 
/'--. 
CEP = 0.614 SMC + 0.563 SMD 
,A. 
CEP = 0.4739 n.m. 
CEP CONFIDENCE INTERVALS 
Since the cost of a missile test is astronomical, it is im-
perative that a good, reliable estimate of the actual CEP be obtained 
through the smallest sample possible. This is accomplished through 
the use of confidence intervals. Just like the previous section, the 
discussion about confidence intervals will be separated into two main 
cases. 
According to Bowker and Lieberman: 
If x1 , x2 , ... X are independent normally distributed random 
variables each h~vin~ meanµ and variance o 2 , the random 
variable (n~i) s2/ o has a chi-square distribution with n~l 
degrees of freedom. (2, p. 76) 
The independent normally distributed random variables in this 
case are the values of~ and MC. The sample variances would be 
2 
S MC and s
2 
of the group of missile tests that have been made and MD 
2 
o MC and 
2 
o MC would be the actual population variances of the 
entire missile fleet. 
Case I 
.,,,...__ 
CEP 
p = 0 
0 
= 0 
Therefore, CEP = 1.1774 o 
Using the sample statistics: 
1.1774 ~c + ' sfu)/2 = 1. 1774 lsp 
(6. 1) 
(6.2) 
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Since MC and~ are independent normally distributed random 
variables, then the following variates are chi-square variates . 
2 
2 (n-l)SMC 
XMC = o2 
MC 
d.f. = n - 1 (6.3) 
2 
x2 (n-l)SMD 
= MD o2 MD 
d.f. = n - 1 (6.4) 
According to Bowker and Lieberman (2), the sum of two chi-
square variates is a chi-square variate itself. 
(n-l)S~c (n-l)SHD 
X 2 = X~c + XMD2 = ---- + ___ .;._;,.. 
o2 o2 
x2 = 
MC MD 
o2 = o2 
MC MD 
(n-l)(S~c + s:H!)) 
o2 
d.f. = n-1 + n-1 = 2n-2 
(6.5) 
(6.6) 
(6. 7) 
Restating the total chi-square variate in terms of th e CEP re-
quir es some manipul a tion. 
(n-l)[(S~c + S~)/2] 
x2 = ----------
02 / 2 (6.8) 
(CEP ) 2 and, CEP2 = (1.1774 2)0 2 (6.9) 
So, 
x2 = (n-1) [(CEP ) 2/(1.1774) 2 = 2(n-l) (CEP )2 
CEP2/2(1.1774) 2 CEP2 
Therefore, the total chi-square variate becomes, 
x2 = 2(n-l)(EEP' ) 2 
CEP2 d.f. = 2n-2 
(6.10) 
(6.11) 
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In Case I the probability statement which eventually arrives at 
a confidence interval is: 
P[x2 
l-a./2;2n-2 
where: 
1 - Cl. 
a= Type I error or critical area 
The interpretation of the equation is: 
(6.12) 
. .-... 2 2 The probability that the variate, 2(n-l) (CEP· ) /(CEP) is bracketed 
by x2 
l-a./2;2n-2 
and x2 
CL/2;2n-2 
This equation may be rewritten: 
is 1 - a • 
h (n-1) /x2 
a./2;2n-2 
.,,...._ 
< CEP .S: CEP· l2(n-1)/x2 1 J = 1 - a (6.13) 1-a. 2;2n-2 
This confidence interval brackets the true CEP which is the 
statement that is of primary concern. 
Case II 
p = 0 
µMC = 0 
)l:MD = 0 
0 MC I o:MD 
Therefore, CEP = 0.614 oMC + 0.563 o:MD ( 6. 14) 
or, using the sample statistics, 
fEF· = o. 614 sMc + o. 56 3 s:MD (6.15) 
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In Case II the two standard deviations are unequal and conse-
quently, the CEP is a function of the sum of two standard deviations . 
But both of these standard deviations (or variances) are con-
sidered to have a chi-square distribution with n~l degrees of free-
dom. Then the CEP which is a function of the sum of these two vari-
ates can also be assumed to be a chi-square variate with 2n~2 degrees 
of freedom (since nc = nD). But 0~C i a~, so a pooled estimate of 
the variances cannot be used. Therefore, 
x2 = (n-1) (CEP· ) 2 'u 
CEP2 
x2 
l-a;2n-2 (6.16) 
This is similar to the chi-square variate that was obtained for 
Case I and the confidence interval statement is obtained in the same 
manner . 
P [ 
.._..,_EP· In l/x2 ,, CEP < CEP /n-l/x2_,.,, 12 ; 2n_ 2 l = 1 - a (6 .17) CEP - a/2;2n-2 ~ - l u 
EFFECT OF SAMPLE SIZE 
As the sample size is increased, the estimate, CEP· , should be 
getting closer to the population CEP. A test of hypothesis using a 
chi-square variate was incorporated to test the validity of this as -
sumption. The chi-square variate was used since the test was con -
cerned with CEP and CEP is a function of the standard deviation. 
CEP2 = the actual population CEP2 
0 
CEP2 i the actual population CEP2 
0 
Ci = 0.05 
Acceptance criteria: 
Example : 
HO: CEP
2 
= (0.4807) 2 
HA: CEP
2 i (0.4807) 2 
Ci 0.05 
n = 5 
........ 
CEP· 0.3274 
<n-12 <C'EP; ) 2 X 2 = ...,___........,..____...._ 
CEP2 
x2 
l-a/2;n-l 
2 2 
S X ~ X a/2;n-l 
x2 
= 
(4) (0.3274) 2 
(O. 4807) 2 
x2 = 1.855 
Acceptance criteria: 0.484 ~ x2 S 11.143 
Accept H0 : CEP = 0.4807 n.m. 
(7.1) 
(7. 2) 
(7 . 5) 
Of the 50 samples, only one sample rejected the hypothesis and 
this was a sample of si ze five. 
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Calculations of a more exacting nature are necessary to get a 
good idea of the effect of sample size. The necessity of being able 
to estimate the true CEP with a minimum number of samples was men -
tioned earlier in this study. It is simply a matter of economics. 
The question is, how many samples should be taken? A satisfactory 
method of accomplishing this will now be presented. 
What is desired is an estimation of the CEP which will be within 
a certain per cent ( E) of the true CEP . 
1 - E .::: cCEl>, > .:s 1 + E 
CEP 
.:s <tEP 22 .:s 
CEP2 
(2n-2) (1-E)2 ~ (2n-2) (CEP,)2 ~ (2n-2) (l+E)2 
CEP2 
x2 = (2n-2)(CEP ) 2 
CEP2 
P[(2n-2)(1-E) 2 s; 2 ~ (2n-2)(1 + E)2] = 1 - a Xzn-2 
(7.6) 
(7. 7) 
(7 .8) 
(7.9) 
(7.10) 
From this probability statement, estimates of the number of 
samples (n) necessary to estimate the CEP to within E per cent of 
its true value may be obtained with a given confidence of 1 - a 
Table 1 contains some of these values. 
As an example for a true CEP of two nautical miles and a sa mp le 
of ten, the estimate would be expected to be within 2/3 of a mil e of 
the true value with a confidence of 95 per cent. Above a sampl e size 
of twenty, the increase in the accuracy of the estimate starts to b e-
come negligible. 
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Table 1. Number of missiles (n) necessary to estimate CEP to within 
E per cent of its true value with 95 per cent confidence 
n 
5 50% 
10 35 
15 25 
20 22 
25 20 
30 18 
35 17 
40 16 
45 15 
The advantage of such calculations is tremendous, especially in 
the initial phases of development of the weapon system when the fleet 
size is determined. The total number of missiles initially con-
tracted for is determined, in part, by the number of missiles needed 
for testing. Therefore, a concrete idea of how many total missiles 
needed can be achieved. This provides an advantage for the defense 
department when the initial contract is released for bids. It also 
insures sufficient samples for an adequate test program. 
RECOMMENDATIONS AND SUMMARY 
Sample size 
Samples below five observations should not be seriously relied 
on, if at all. A crash program to build the sample size above twenty 
missiles should be scrutinized thoroughly. An examination of the 
trade-off between the cost of additional firings and the probable 
resultant increase in accuracy should be the main point in question. 
The r e liability of the CEP estimates in the simulated population of 
900 should be kept in mind. If the bias of the system has been 
removed and the majority of the errors are due to random, unpre -
dictabl e sources, then sample sizes of five to twenty-five will 
allow concr e te conclusions. 
Equality of the variances 
It is absolutely essential that a test of hypothesis be con-
duct ed concerning the equality of 2 a MD and 
2 
0 Mc· Since this will 
determine what CEP equation to use, it is of the utmost importance . 
2 
SMC 
s2 
MD 
Ex ample: 
0.0406 
- 0.297 
a = 0. 05 
10 
= 10 
2 
a MC 
2 
a MC -I= 
2 
a MD 
2 
a MD 
F =-
s2 
MD 
s2 
MC 
Acceptance criteria: 
F 0.975;9.9 ,::: F < Fo 02 
- . 5; 9. 9 
0.248 ~ F ~ 4.03 
(8 . 1) 
(8. 2) 
(8 .3 ) 
( 8 . 4 ) 
30 
0.297 F 7.31 F > 4.03 (8.5) = = 0.0406 
Reject H0 : 
2 2 (8, 6) a MC = a MD 
And 
,......_ 
= 0. 614 + 0.563 (8.7) use, CEP 8MC SMD 
In the preceding example, it is interesting to note that the 
population from which the sample was derived had the following 
variances: 
02 
MC 
a2 
MD 
= 0.0401 (8 , 8) 
0.318 (8 , 9) 
In this same population of 900 missiles, a test of hypothesis 
was conducted on all fifty samples (i.e., ten samples of size five , 
ten samples of size ten, etc.). The results were: 
HO: 
2 2 0.05 (8.10) 0 MC = a MD; a = 
n = 5, 8 samples accepted HO 
n = 10, 3 samples accepted HO 
n = 15, 0 samples accepted HO 
n = 20, 0 samples accepted HO 
n = 25, 0 samples accepted HO 
Even allowing for an a = 0.05 (rejecting the H0 five per cent 
of the time when it is actually true), these results point out that 
the optimum sample size is around fifteen as far as checking for 
equality of variances. This point should receive prime considera -
tion when testing for equal variances with a sample below ten ob -
servations . 
Confidence intervals 
Confidence intervals are a very useful tool in the management 
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of our defense industry . But the extent of this usefulness depends 
upon the satistician to properly utilize this tool and explain its 
ramifications to the manager. Although an individual may not under -
stand the theory behind confidence statements , he tends to accept 
them for it gi v es him useful information about the weapon system 
which is not available otherwise . 
Both the upper and lower CEP confidence limits are of interest 
to the manager . The upper limit is the more important of the two be-
cause it indicates how effective the missile is and what size nuclear 
weapon is needed to inflict the minimum amount of damage allowable. 
The lower limit will allow investigation into the possibility of 
redundantly destroying a target. This might be desirable if the 
target was h a rdened but would be a waste of weapons if it was a soft 
target . 
Example: 
8MC = 0.3569 
SMD = 0.4525 
n = 10 
a = 0 . 05 
First, check for eq u ali t y of v ariances : 
F = 
2 
a MD 
2 
HO: a MC = 
2 
a MD 
2 le HA: a MC 
Acceptance criteria : 
0.204 
0.127 = 1.18 
Fo.975;9.9 ~ F ~ F0.025;9.9 
0.248 ~ F .s: 4.03 
0.248 < 1.18 < 4.03 
(8.11) 
(8.12) 
(8 . 13) 
(8. 14 ) 
( 8 . 15) 
(8.16) 
(8.17) 
(8 . 18) 
(8 . 19) 
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2 2 Accept : HO: 0 ·- 0 MC MD (8. 20) 
............ And use: CEP = 1.1774 ls2 + s2 /2 = 0.478 n .m. MC MD (8.21) 
P[CEP /2(n -1) /x3.025;18 ~ CEP .:s rn· l2(n-l)/x6.975;18] = 1 -a (8.22) 
P[0.478 /2(9)/31.526 .:S CEP ~ 0.478 /2(9) / 8.231] = 0.95 (8.23) 
P[0.361 .:S CEP ~ 0.706] = 0.95 (8.24) 
The probability is 0.95 that the population CEP is bracketed by 
0.361 n .m. and 0.706 n .m. In this population of 900 missil es, the 
CEP is actually 0.481. 
Summary 
The bivariate normal distribution and the theory of probable 
circular error are very economical and useful tools, especially in 
this age of cost reduction in the defense department . The proper use 
of these instruments of statistical inference allows the manager to 
make many far-reaching decisions concerning his weapon system without 
committing millions of defense dollars for additional tests. Every 
bit of data available must be reduced from each test to make the most 
economical use of these expensive tests . The statistical conclusions 
will only be as good as the authenticity of the collected data. 
The statistical theories that are incorporated in CEP shoul d not 
be static. A dynamic pr ogram to research the latest techniq ues 
should be maintained. This shou ld include investigation into new 
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sources of data. Advanced techniques of instrumentation should open 
new horizons in data collection. The statistician is the one person 
who can provide the impetus to such a program. Consequently, he 
must stay abreast of all developments to provide our country with an 
effective accuracy evaluation effort. 
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APPENDIXES 
GENERATE 
RANDOM 
NUMBER 
G. 
}_ 
I= I+l 
GENERATE 
RANDOM 
NUM.BER 
s. 
}_ 
Appendix A 
.Flow Chart 
SUMX = 0 
SUMX2 = 0 
GENERATE 
RANDOM 
NUMBER 
T. 
}_ 
X. =G. +S.+ T.+R. }_ }_ 7. }_ }_ 
x: 
}_ 
SUMX = SUMX +R. 
2 }_ 
X. 
}_ 
GENERATE 
RANDOM 
NUMBER 
R. 
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MEANX = SUMX/I 
STDEVX =2 (SUMX2 -(SUMX ) /I) /1- 11---~ 
K =- 1 
SUMXS = 0 
SUMX2S = 0 
MEANXS = 0 
STDEVXS = 0 
TVALUE = 0 
L = 1 
GENERATE 
RANDOM 
NUMBER 
QL 
PRINT 
SUMX 
SUMX2 
MEANX 
STDEVX 
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K=K+l 
SUMXS = SUMXS + X. 
]_ 2 
SUMX2S = SUMX2S + X. 
]_ 
YES 
MEANXS = SUMXS/L 
STDEVXS = (S~2S -
(SUMXS ) /L) /(L-1) 
YES 
TERMINATE 
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PRINT 
SUMXS 
SUMX2S 
MEANXS 
STDEVXS 
TVALUE 
SIZE 
Appendix B 
Program Lines 
-I< LOO FLOAT; NR=900 ; 
>'< 2 . 00 ITEM SUB I; ITEM SIZE I ; 
·k 3 . 00 SUMX=-sO; SUMX2 =O; 
·k 4o00 SUMXS.=0; SUMX2S =0; 
~'t 5 o 00 SUMSTD:=:0; SUMSTD2=0; 
* 6.00 ARRAY RAN 950 F; 
* 7a00 FOR I =Oil~ NR-1; 
>'< 8 . 00 BEGIN 
>'< 9 . 00 RN=RANDOM(lOOO); 
>'< 10 . 00 RD= (RN'l'e0.001) - 0.500; 
·k 11. 00 RNl =RANDOM( lOOO) ; 
>'< 12.00 RDl=(R. Nl'l't 0.001)-0 . 500; 
>'< 13. 00 RN2=RANDOM(l000); 
-I< 14 . 00 RD2= (RN2'l'<0 . 001)-0.500 ; 
-I< 15. 00 RN3=RANDOM(l000); 
>'< 16.00 RD3= (RNJ'l'<0 . 001) - 0.500; 
>'< 17.00 RAN(l) =RD+RDl+RD2+RD3; 
>'< 18.00 SUMX=SUMX+RAN(I); 
'l'< 19.00 SUMX2=SUMX2+( RAN(I))> '<-1<2; 
·k 20 . 00 END 
>'< 21. 00 MEANX=SUMX/NR; 
>'< 22 . 00 STDEVX=SQRT( (SUMX2- ( (SUMX)'l'<>'<2) /NR) / (NR·-1)); 
-I< 23 . 00 FOR l =O, l ~NR- 1; 
* 24. 00 BEGIN 
>'< 25. 00 SUMSTD=SUMSTD+ (RAN (I) - (NR/ 4) >'<MEANX) / (STDEVX* 
* 26.00 SQRT(NR/4)); 
>'< 27. 00 SUMSTD2=SUMSTD2+ ( (RAN (I) - (NR/4) -l<MEANX) / (STDEVX>'< 
* 28 . 00 SQRT(NR/4) ))**2; 
-f< 29 , 00 END 
·k 30 , 00 FORMAT NUMBR, S27 , C'l'·POPULATION-1<; 
·k 31.00 FORMAT VALUES , 830,13/ ; 
>'< 32.00 PRINT NUMBR; 
"' 33 . 00 PRINT VALUES, NR; 
>'< 34 . 00 FORMAT HEAD, /S6 C>'<SUMX'>'<,S10, C'l'<SUMX2'l'<,S9,C>'<MEANX'l'<, 
>'< 35, 00 S 11 ~ C>'<STDEVX>'<; 
'>'< 36,00 FORMAT CLEAR, 4Fl4.9//; 
>'< 37, 00 PRINT HEAD; 
>'< 38.00 PRINT CLEAR, SUMX,SUMX2,MEANX,STDEVX; 
* 39.00 FOR K=l~lj 5 ; 
>'< 40. 00 BEGIN 
* 41. 00 SIZE osNR -K'f-5 ; 
>'< 42. 00 FORMAT MAT,/ / S 19 , C>'<SAMPLE SIZE>'<; 
·k 43. 00 FORMAT MATS, S25, 12; 
>'<44. 00 FORMAT HEADS, /S2, C'l'<SUMXS*, S5 ,C'l'<SUMX2S>'<, S5 ,C>'< 
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·k 45. 00 MEANXS>'(, S4 , Ci( STDEVXSi(, S5, Ci(TVALUEi(, S4, C>'<' 
* 46.00 CHIVALUE*; 
>'< 4 7 . 00 PRINT MAT; 
* 48.00 PRINT MATS, SIZE-NR; 
-f( 49. 00 PRINT HEADS; 
* 50.00 FOR M=0 , 1,9 ; 
·k 51. 00 BEGIN 
>'c 52.00 SUMXS=O; SUMX2S=0; MEANXS=O; STDEVXS=O; 
>'( 53 . 00 TVALUE=O; CHIVALUE =O; 
* 54.00 FOR l=NR , l , SIZE-1; 
-f< 55. 00 BEGIN 
-fc 56. 00 SUB=RANDOM(900); 
>'< 57 .00 J =SUB; 
·Jc 58. 00 RAN ( I) =RAN (J); 
>'c 59 . 00 SUMXS=SUMXS+RAN(I); 
-Jc 60. 00 SUMX2S=SUMX2S+ (RAN(I)) 
>'< 61.00 RAN(J) =RAN(I); 
·k 62. 00 END 
* 63.00 MEANXS=SUMXS/(SIZE - NR); 
>'( 64. 00 STDEVXS=SQRT ( (SUMX2S- ( (SUMXS) >'<>'<2) / (S IZE-NR)) /(SIZE 
>'< 65.00 -NR-1) ) ; 
-!( 66. 00 TVALUE= ( (SQRT (S IZE-NR)) 1( (MEANXS-MEANX)) /STDEVXS; 
>'< 6 7. 00 CHIVALUE = ((S IZE - NR-1) >'< (STDEVXS) *>'<2) / (STDEVX) -Jo'c2; 
·k 68.00 FORMAT CLEARS, F8.3,Fll.6,Fll.6,Fll.6,Fll.6,Fll.6; 
·k 6 9. 00 PRINT CLEARS, SUMXS, SUMX2S, MEANXS, S TDEVXS, TV ALUE, 
-Jc 70. 00 CHIVALUE; 
>'<' 71.00 END 
-/( 7 2. 00 END 
* 73.00 MEANSTD=SUMSTD/NR; 
>'< 74. 00 STDEVSTD =SQRT ( (SUMSTD2 - ((SUMS TD) >'0 '<'2) /NR) / (NR-1)); 
>'< 7 5. 00 FORMAT STAND, /S6, C>'<MEANSTD>'<, S8, Ci<STDEVSTD*; 
* 76.00 FORMAT VALSTD , 2Fl4.9; 
>'< 7 7. 00 PRINT STAND; 
-Jc 78.00 PRINT VALSTD, MEANSTD,STDEVSTD; 
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Appendix C 
Random Number Statistics 
crMc = CffiD 
n SMD SMC E .. 
5 0.518816 0.402444 0.54662 
0.527743 0.395529 0.54903 
0.513746 0.224243 o. 39633 
0.361093 0.435685 0.47114 
0.451973 0.308255 0.45539 
0.560854 0.167710 0.48731 
0.494735 0.502264 0. 58696 
0.144952 0.087717 0.14102 
0.400725 0.392454 0.46692 
0.198687 0. 339271 0. 32736 
10 0.475645 0.402533 0.51893 
0.566183 0.359844 0.55851 
0 . 402329 0.414489 0.48091 
0.426375 0.446013 0.51369 
0.479390 0.458826 0.55245 
0.301132 0 . 345091 0.38310 
0.315822 0.315860 0. 37188 
0.475595 0.423740 0.53029 
0.373327 0.289463 0.39329 
0.452542 0.356888 0.47979 
15 0.493224 0.510846 o. 59115 
0.500457 0.433849 0.55135 
0.411596 0.477869 0 . 52509 
0.281577 0.450077 0.44202 
0.299557 0.550040 o. 52142 
0.330056 o. 271277 0.35573 
0.402630 0.432309 0 . 49181 
0.452781 0.383904 0.49424 
0.240393 0 .528 058 0.48308 
0.586611 0.376049 0.58009 
20 0.389125 0.331660 0.42562 
0.346669 0.498462 0.50553 
0.417511 0.515948 0.55 254 
0.437165 0.337178 0 .45967 
0.451780 0.367468 0.48486 
0.369463 0 . 449742 0 .48457 
0.527649 0. 366218 0 .53469 
0.388083 0 .44 0068 0.48852 
0.400893 0.472218 0.51571 
0.389125 0.444236 0.49164 
n SMD 8MC 
@ 
25 0.340506 0.417903 0.44879 
0.414986 0.436617 0.50144 
0.344463 0.303330 0.38213 
0.387459 0.374069 0.44836 
0.425006 0 .467865 0.52625 
0.449479 0. 344711 0.47159 
0.353578 0.390699 0.43871 
0.329756 0. 377489 0.41733 
0.385264 0.338770 0.42716 
0.322765 0. 377149 0.41322 
N MD MC CEP 
900 0.4082847 0.4082336 0.480684 
