In the situation where E > 0 is a small parameter the problem is of a singularly perturbed type, in the sense that E multiplies the highest order derivative in the equation.
The central topic in this paper is the improvement of the asymptotic results, for some simple cases given in, (HA) .
In that reference HA we demonstrated that under mild conditions the free boundary of the reduced problem (i.e (*) with E = 0), which is explicitly known, is 0 (EII2) close
to the free boundary of problem (*) with a positive small E. One of the results here is that under certain mild conditions, we construct a free boundary problem, of which the solution and the free boundary are explicitly known, such that the free boundary of problem (*) is 0 (F!") close to the explicitly known free boundary, with a positive small E and a positive bounded integer M, independent of E.
Our analysis contains two main elements: (i) a discussion of the structure of a formal approximation of the solution and the free boundary fOff: J.. 0 and
(ii) concrete error estimates in the maximum norm showing the correctness of the highest order term of the formal approximation. The derivation of the error estimates is based on upper and lower barriers for the solution u of (*), which can be constructed from the formal approximation of the solution.
To keep the proof of the correctness and the construction of the formal approximation as clear as possible the coefficients in problem (*) are taken constant. The generalisation to non-constant coefficients can be dealt with in an analogous way.
This work extends the work of H.J.K. Moet, (MO), for stationary elliptic problems to a class of dynamic parabolic problems. The scala of possibilities for the behaviour of the free boundary is much richer in the dynamic case than in the stationary case. Furthermore, we believe that our proof is essentially simpler than the method used in (MO). In -2-J.L. Lions, (LI) convergence for £ .1 0 of the solution of (*) to the solution of the reduced problem is shown in the Lz-norm on Q. However, it is clear that such a convergence result does not say anything about the position of the free boundary for £ .1 O. Here the results in (LI) are extended in the sense that the behaviour of the solution and the free boundary are concretised and that a precise estimate on the location of the free boundary is proved.
Problem (*) can be interpreted as a physical model which describes growing and shrinking of the height of a glacier. The function -u ~ 0) gives the height of the glacier measured from a flat rockbed. The free boundary corresponds to begin and end points of the glacier.
The inhomogeneous term f describes, where and when it is snowing (j < 0), or where and when ice is heated (j> 0).
The term proportional to u in the equations represents the influence of melting at the bottom, modelled proportionally to the height of the glacier.
The effect of erosion of the glacier is modelled in problem (*) by the term -£ a2~ , with £ a posiax tive small parameter.
The work in this paper shows accurately up to O(~) how the shape of the glacier evolves according to this model.
The organization of this paper is as follows. In Section 1 we discuss some general properties of the solution u and we introduce some further notation and some assumptions. In terms of the model we consider the case of a one component, shrinking glacier, at the boundary of the glacier where ice melts away. In Section 2 we discuss the structure of a formal approximation of the solution for the case defined in Section 1. Finally, in Section 3 we prove the correctness of the constructed approximation and we derive explicit error estimates. In Section 4 is discussed the birth of a new glacier on a flat rockbed, which is free of ice when the glacier starts. The construction of a formal approximation of the solution and the proof of correctness proceed almost in the same manner as in the case of the shrinking glacier.
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Conditions on the data and general properties of the solutions
We shall introduce some assumptions concerning the data u and f These assumptions require sufficient regularity of the data and a sufficiently nice location of the negative supports of the data. Next we analyse some of the consequences of these assumptions. Then we discuss existence, uniqueness, regularity and some further properties of a solution of (*).
To specify the precise fonn of our assumptions we need some more notation. Our notation for the negative support of a function h on some domain
We confine ourselves to the simplest case: C 1
In Section 3 is discussed what kind of generalizations are possible. Condition (1.1) implies that supp_(f) is bounded away from the boundary of the domain. Condition (1.2) implies that supp_(u) is bounded away from ai, see the Figures (1) and (2). To avoid difficulties in the construction of the fonnal approximation of the solutions and the free boundary of problem (*), we make an assumption about the free boundary of the reduced problem (Le., (*) with E = 0).
We assume that on Q the free boundary of the reduced problem consists only of two parts, which are of monotone type. They are called the left and the right free boundary. The solution of the reduced problem is notated by U o. The left and right free boundary are notated by Lo and R o.
The function U 0 is defined as the solution of the following initial value problem:
Naturally we are only interested in the negative part of the solution U 0 of (**), such that U 0 is explicitly given by:
as solution of the reduced problem.
The function U 0 can be seen as the image of the inhomogeneous term / and the initial condition u under a mapping A o , i.e.
U o =Ao(f, u).
The function L 0 and R 0 are functions of the time variable t and satisfy the following properties: C 2: With the assumption that we are only interested in free boundaries of monotone type, it is easily seen with the implicit function theorem that:
Let us now briefly discuss the conditions C 1 and C 2 in the light of the glacier model. Hence (1.2) takes care that the glacier consists at t = 0 of just one component. The interpretation of supp_(f) at t = to is the snowfall area at time to . Condition C 2 prevents us of phenomena as formation of a gap, melting away of isolated pieces and birth of an isolated piece. The snow melts away (f> 0) such that the glacier shrinks. The functions L 0 and R 0 give an interpretation how the glacier shrinks.
To conclude this section we summarize some existence, regularity and uniqueness results for
Since f E LP (Q) au OZu
The set a supp_(u) is called the free boundary. We note that at almost every point of the free boundary u and its first order derivative with respect to the space variable x vanish, i.e.,
On the structure of a formal approximation
To get insight in the structure of a formal approximation of the solution and the corresponding free boundary of a singular pertubation such as (*) one can use the method of matched asymptotic expansions, cf. Eckhaus' book, (EC). If one includes higher order terms, a formal expansion consists several terms having a layer character. Here the emphasis is to get a 0 (r!i) approximation of the solution of (*) and its free boundary.
The approximations are notated by U': and FB, the integer M > 0 corresponds with the order of accuracy and £ > 0 is a small parameter. The approximation FB is considered as a function of the time variable t.
Our first step is to determine the asymptotic expansion U,:, with the approximation FB unknown.
In view of the behaviour of the solution u of (*) along the free boundary, see (1.9) and (1.9)" we construct an expansion U': which satisfies exactly the conditions
The second step is to determine the asymptotic expansion FB and we shall demonstrate that the constructed approximation U': is negative on its domain of existence.
(2.1) The expansion of U': ! with FB unknown.
We know that the solution u of (*) satisfies condition (1.9) and the initial condition
In a certain sense, the solution u of (*) satisfies the following initial boundary value problem:
The free boundary of problem (**) is unknown. Our first step is to construct an approximation for the solution u of (**), with the left and right part of the free boundary FB taken equal to the unknown functions x = L(t) and x = R(t).
In general these unknown functions L(·) and R(·) do not fulfIl the following equalities:
To get no obstructions in the construction of the various approximations, the initial condition u is linearly extrapolated for positive values at a supp_(U), see This linearly extrapolated initial condition u, is also notated by u. So we have:
a and b independent of e, and u E Coo [a , b ] The structure of the equation in (**) suggests a regular approximation:
We find that:
The assumptions imply that the various functions have Coo -regularity on (a' , b') 
E and a corrected regular expansion:
Imposing the first part of the boundary condition. given in (2.1). we find:
Since the correction terms only contribute in a small neighbourhood of L(t). they satisfy the condition:
In the first approximation one finds:
this approximation is valid when:
The constructed approximation U as doesn't fulfil both boundary conditions in (2.1). Next we
show, that for a suitable chosen expansion for the function L(·), that:
..L'(t).Uo(L(t).t)+
e (2.14)
For an asymptotic expansion which satisfies exactly the conditions. given in (2.1). one can take:
which is only valid in a certain neighbourhood of the left part of FB.
Right now we come to the second step of our construction of the fonnal approximations. The function L(·) is constructed and we shall show that the constructed function U~ is negative on its domain of existence.
The structure of the equation in (2.14) suggests an approximation
Tx(Lo(t). t) + Lo (t)· U I (Lo(t). t) L (t) -and
For the function L o (·). we take the free boundary of the reduced problem . (i.e (*) with e = 0).
After some straight forward calculation. we see that:
Looking at the function U 0, the boundary conditions in (2.1) and the result in (2.18) give that the function U't is negative on its domain of existence.
The assumptions imply that the various functions have Co -regularity on (a' , b') x [0, TJ. We see that the construction of the unknown function L(·) and the approximation U't is done without obstructions.
The construction of the right part of the free boundary FB , x = R(t) is done in the same manner as the construction of the left part of the free boundary FB , x = L(t).
We know that the correction tenns, which are added to the regular expansion (2. with 0 < 8 E JR, 0 < y E JR, which are independent of e, such that:
see Figure 5 .
Figure 5.
With the defined cut-off functions Xl and X2, we are able to give the complete asymptotic expansion for the solution U of problem (*):
with p the boundary layer variable along the right free boundary R.
After a straightforward calculation we see that:
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From (2.22) follows that U!" given in (2.21), is a formal approximation up to O(~) of the solution u of problem (*), for £ ..!. o.
Analogous to our definition of A 0 (in Section 1) we now introduce AM as follows:
This operator AM will be useful in the next section where we proof correctness of the formal approximation.
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Correctness of formlll approximations proved by lower and upper barriers
The purpose of this section is to prove the correctness of the fonnal approximations U': and FB of the solution of problem (*) and the corresponding free boundary.
Our method to prove the correctness of U'! and FB is based on the construction of so-called lower and upper baniers for the solution u of problem (*). Lower and upper baniers are explicitly known functions y I and y u, satisfying:
A comparison lemma given in section (3.1. i) makes it possible to construct explicitly known lower and upper barriers, yl and yU, see section (3.2).
With the use of these barriers we also get explicitly known bounds for the free boundary of problem (*), see section (3.3. i).
The main result concerning the asymptotic behaviour of the solution u of problem (*) and the free boundary is as follows:
Under the assumptions ( 1.1 ), (1.2) and ( 1.3), the solution u of problem (*) satisfies:
)-N~:-~$ u(x, t)$ U'!(x, t)+N2. ~-I (3.2)
where V I and V 2 are O(EU)-neighbourhood of (a, 0) and (b, 0). The constant a is taken 0< a < 1. Thefunction U'! (x, t) is the constructed expansion, given in section 2.
Inside Q*, the free boundary lies in an o (F!'1-1 )-neighbourhood of the curves L(·) and R(·)
defined as: 
' (L(t) , t) and U BrfJ-' (R(t), t) IE [O,T] IE [O,T] with U'!(L(t) , t)=O, U'!CR(t) , t)=O,
(3.4) B ,"-' (L(I). I) ={ (x. Y) E Q I «x -LU)' + (y -IJ'),n ~ N, • ,M-1 and B ,"-' (R(I). I) ={ (x. Y) E Q I «X -R(I))' + (y -1)')In ~ N 4' ,M-I}
The proof of this lemma is given in the book of Bensoussan and Lions, (BE). o
In terms of the glacier model this lemma says that the height of a glacier increases with an increasing snow activity and an increasing initial heiglJ.t
First we shall describe the construction of barriers in a general way. In the sections (3.2. i) and (3.2. ii) we consider the construction of a lower barrier and upper barrier in more detail.
The function U': can be seen as the image of the inhomogeneous term f and the initial condition Ii under a mapping AM:
The structure of AM was derived in § 2, see (2.2.3).
Lower and upper barriers will be constructed using a function rJ ': = AM(f1 , Ii 1) with suitably chosen functions f 1 and U 1 close to f and Ii.
-15 - § (3.2) Barriers for the solution of (*)
The construction of upper and lower barriers is based on the heuristic idea that the function U':
lies already in a certain small neighbourhood of the solution u of problem (*). However, this function itself is neither a lower barrier nor an upper barrier in the sense of the comparison lemma given in section (3.1). We have on suPP_(U':) that:
(3.2.1)
The function h is analoguous to the function g only written for the right part of the free boundary, p is the layer variable of the left boundary.
In general the functions g(e, x , ~, t) and h(e, x, p, t) have no fixed sign as required in the conditions in Section (3.1). § (3.2. i) Construction of a lower barrier:
Our candidate for a lower barrier is of the following form The difference between k andfcan be written as:
(3.2.10)
+(+CI(t)+ ;t CI(t)). (x-[(t))-CI(t)· i' (t)}
+ M {axi (x, t) a 2 XI } { M M - -} £-.
at -e ax 2 (x,t) • n~£n·ljin(~,t)+e--.CI(t)(X-L(t»

M aXI
a~n I - "J- {M"J- } -e-.2· Tt (x,
t). n~£n.~(~,t)+Ff1+ ·CI(t) ,
and h is analoguous to the function g only written for the right part of the free boundary. The
The following coefficients in (3.2.10):
have only their contribution to the function g I, when the partial derivatives of the cut-off functions XI are not identically zero.
We notice that the width of the boundary layer along the free boundary L, measured in the space direction is of order e for £ > 0 small enough. We also notice that the partial derivatives of the -18 -cut-off function XI have their support, on a distance Oil), measured in the space direction, of the boundary layer, for E > 0 small enough. The partial derivatives of XI are bounded on Q, independent of E. The coefficients in (3.2.11) are of O(~), for E > 0 small enough, outside the boundary layer.
With the foregoing remarks we have that:
(3.2.12)
It is also clear that:
As a consequence we have that for E > 0 sufficiently small: (3.2.14)
For the other condition of lemma 1, we notice that the width of the boundary layer along S, measured in the space direction is of order E, for E > 0 sucfficiently small. Together with condition 
The conclusion is that lemma 2 is indeed applicable and as a consequence we find:
(3.2.18)
for K = N = 1 and for E > 0 sufficiently small. § (3.2.ii) Construction of an upper barrier:
Our candidate for an upper barrier is :
-19 - and SUPP-(U2) c supp-(U)
.L 0, and the function U2 is positive on supp_(u) \ sUPP_(U2)
see Figure 7 . The constant (l is taken 0 < (l < 1.
The given properties guarantee that the function v" has a free boundary S 2 of monotone type.
It is easily seen that, as in section (3.2.i), lemma 1 is applicable and as a consequence we find Let FB be the free boundary constructed in section 2, with its left and right part L and R. Let S 1, resp. S 2, be the free boundaries of the lower, resp. upper, barrier with its left part LSI' resp. L S 2. and right part R S I. resp. R S 2. constructed in the foregoing sections. Because of the perturbances of the initial conditions, we see that
for every 0 ~ t ~ Q . eCl , 0 < a < 1, if the positive constants P and Q are chosen sufficiently large, for e > 0 sufficiently small.
Since a supp_(u) c supp_(v / ) \ supp_(v") the result for the free boundary of theorem 1 follows at once. The result given in (3.2) follows also easily from the barriers, details are left to the reader.
This completes the proof of theorem 1.
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The birth of a glacier
In this section we discuss the birth of a glacier on a flat rockbed, which is free of ice when the glacier starts. The construction of a formal approximation is not as difficult as for the one component shrinking glacier. With the techniques used in the preceding sections it is also easy to prove the co~ctness of the formal approximation.
We confine ourselves to the simplest case:
C3: In terms of the glacier model, we have that supp_(f) is the snowfall area and the interpetation of supp-(f) at t = to is the snowfall area at time to. The evolution of the nullset Z of f detennines how the snowfall area evolves in time.
The solution of the reduced problem is notated by U 0 and can be given as:
The function V 0 is defined as solution of
Vo =0 on Z ; 
Uo(x,t)=min(O, f f(x,s)exp(s-t)ds)
To (x) as solution of the reduced problem .
The function U 0 can be seen as the image of the inhomogeneous tenn J, i.e.
(4.9) Uo =Ao(f ).
In view of the behaviour of the solution u of (*) along the free boundary, we firstly construct and approximation U as' which satisfies exactly the conditions: 
with T(·) the unknown free boundary. The second step is to detennine the approximation T(·) and we shall demonstrate that the constructed approximation U as is negative on its domain of existence.
For an asymptotic expansion of the solution u of (*), which satisfies exactly the conditions, given in (4.10), one can take:
,,=0 
For an aymptotic expansion, which satisfies 
For the function T 0('), we take the free boundary of the reduced problem, (Le. (*) with E = 0).
After some straight forward calculation, we see that:
- The assumptions imply that the various functions have Coo -regularity. We see that the construction of the unknown function T(· ) and the approximation U as is done without obstructions. U~ (x, t) = 0 on Q \ P , see Figure 8 .
After some straight forward calculation we also see that: 
See the formula (4.19) for the structure of AM .
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The main result concerning the asymptotic behaviour of the solution u of problem (*) and the free boundary is as follows: This completes the proof of Theorem 2.
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Generalisations
We remarked in the introduction of this paper, that the results are obtained under mild conditions.
For instance the Coo -regularity of the inhomogeneous term f and the initial condition Ii on its negative support. When the regularity of these functions is weakened, the results in this paper remain valid, provided that the free boundary of the reduced problem has enough regularity. The regularity of the free boundary of the reduced problem is of great importance in the construction of the formal approximation of problem (*).
Further we noted that for the sake of clearity of the proof of correctness and of the construction of the formal approximation, the coefficients of problem (*) are taken constant. The generalisation to non-constant coefficients can be dealt within an analogous way.
To keep the conditions in section 1 as clear as possible we have taken initial conditions with just one component. This can be generalised to initial conditions, which have a finite number of components. The results obtained in section 4 can also be generalised to a finite number of components.
