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Abstract
Many-body entanglement is studied within the algebraic approach to quantum physics
in systems made of Majorana fermions. In this framework, the notion of separability
stems from partitions of the algebra of observables and properties of the associated
correlation functions, rather than on particle tensor products. This allows obtaining
a complete characterization of non-separable Majorana fermion states. These results
may find direct applications in quantum metrology: using Majorana systems, sub-shot
noise accuracy in parameter estimations can be achieved without preliminary, resource
consuming, state entanglement operations.
1 Introduction
Majorana fermions describe real fermion excitations that can be thought of as half of normal
fermions, in the sense that a complex fermion mode can be obtained by putting together
two real ones. Although originally introduced in particle physics [1, 2], as fermions that are
their own antifermions, they have found applications in various branches of physics.1
Most notably, Majorana fermions appear as quasi-particle excitations in the so-called
topological superconductors [2]-[6]. They turn out to be spatially separated and this delo-
calized character protects them from decoherence effects generated by any local interaction;
furthermore, they exhibit non-Abelian statistics. These two characteristic properties make
Majorana excitations in superconductors very attractive as building blocks for topological
quantum computation, where logical qubits are encoded in states of non-Abelian anyons and
logical operations are performed through their braiding transformations [7]-[10].
1For instance, see the reviews [2]-[8] and references therein.
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Typical resources needed in quantum computation and communication are non classical
correlations and entanglement. While in the case of distinguishable particles the notion of
separability and entanglement is well understood, in systems made of identical constituents,
like Majorana fermions, these notions are still unsettled.2 The key observation is that the
tensor product structure of the multiparticle Hilbert space is in general no longer available
when the particles are indistinguishable. As a consequence, the standard definition of entan-
glement based on this structure loses its meaning when dealing with bosons and fermions,
or more in general anyons. In such cases, the emphasis should shift from the system states
to the algebra of its observables [34]-[43], treating the system Hilbert space as an emergent
concept.
This change in perspective is dictated by physical considerations: since particles are identi-
cal, they can not be singly addressed nor they individual properties measured, only collective,
global observables being in fact experimentally accessible [44, 45]. In other terms, when deal-
ing with many-body systems, the presence of entanglement should be identified through the
properties of the observable correlation functions and not by a priori properties of the system
states [46]-[58].
This more general approach to separability and entanglement finds its more natural for-
mulation in the so-called algebraic approach to quantum physics [59]-[68]. In this more
general framework, a quantum system is defined through the algebra A containing all its
observables. A state Ω for the system is just a positive linear map from A to the complex
numbers, so that, for any observable α ∈ A, i.e. a hermitian element of A, the real number
Ω(α) gives its experimentally accessible mean value. From the couple (A,Ω), one then de-
duces through a standard procedure (the so-called Gelfand-Naimark-Segal construction) the
Hilbert space HΩ containing the system states. In this very general framework, many-body
entanglement can be naturally identified by the presence of nonclassical correlations among
suitable observables.
In the following, we shall apply this general approach to the study of the notions of
separability and entanglement in systems made of Majorana fermions. In this case the
algebra A containing the observables of the systems turns out to be a Clifford algebra [69]-
[73], whose representation theory results quite different from the usual Fock representation
of the algebra of creation and annihilation operators of standard fermions. This poses new
questions concerning the relation between entanglement and the reducibility of the algebra
representation, making the theory of Majorana fermion entanglement much richer than that
of standard fermions or bosons.
These results may have direct applications in quantum technology, especially in using
quantum interferometric devices [74]-[84] to perform metrological tasks. Indeed, as in the
case of boson and fermion systems [50, 52, 57], also for Majorana systems, parameter esti-
mation accuracies going beyond the classical shot-noise limit can be obtained by exploiting
some sort of quantum non-locality embedded in the measuring apparatus, without the need
2The literature on entanglement in many-body systems is vast, e.g. see [11]-[33]; however, only a limited
part of the reported results are applicable to systems composed by identical constituents.
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of preliminary state operations. In this respect, Majorana fermions might turn out to be
very useful not only in performing decoherence protected quantum computational tasks, but
also in the development of the next generation of highly sensitive quantum sensors.
2 Algebraic approach to Quantum Mechanics
For completeness, in this Section we shall briefly summarize the main features of the algebraic
formulation to quantum physics, underlying the concepts and tools that will be needed in
the following discussions.3
Any quantum system can be characterized by the collections of observations that can be
made on it through suitable measurement processes [66]. The physical quantities that are
thus accessed are the observables of the system, forming an algebra A under multiplication
and linear combinations, the algebra of observables.
• C⋆-algebras
In general, A turns out to be a non-commutative C⋆-algebra; this means that it is a linear,
associative algebra (with unity) over the field of complex numbers C, i.e. a vector space
over C, with an associative product, linear in both factors. Further, A is endowed with an
operation of conjugation: it posses an antilinear involution ⋆ : A → A, such that (α⋆)⋆ = α,
for any element α of A. In addition, a norm || · || is defined on A, satisfying ||αβ|| ≤ ||α|| ||β||,
for any α, β ∈ A (thus implying that the product operation is continuous), and such that
||α⋆α|| = ||α||2, so that ||α⋆|| = ||α||; moreover, A is closed under this norm, meaning that
A is a complete space with respect to the topology induced by the norm (a property that in
turn makes A a Banach algebra).
In the case of an n-level system, A can be identified with the C⋆-algebraMn(C) of complex
n×n matrices; the ⋆-operation coincides now with the hermitian conjugation, M⋆ = M †, for
any element M ∈ Mn(C), while the norm ||M || is given by the largest eigenvalue of M †M .
Nevertheless, the description of a physical system through its C⋆-algebra of observables is
particularly appropriate in presence of an infinite number of degrees of freedom, where the
canonical formalism results problematic. Indeed, the algebra B(H) of all bounded operators
on an infinite-dimensional Hilbert space H is another canonical example of a C⋆-algebra,
when equipped with the usual operator norm and adjoint operation. Actually, any C⋆-
algebra is isomorphic to a norm-closed self-adjoint subalgebra of B(H), for some Hilbert
space H (Gelfand-Naimark theorem). It is worth adding that the non-commutativity of the
algebra of observables A can be taken as the distinctive property characterizing quantum
systems.
• States on C⋆-algebras
Although the system observables, i.e. the hermitian elements of A, can be identified with
the physical quantities measured in experiments, the explicit link between the algebra A and
3For a more detailed discussion, see the reference textbooks [59]-[65].
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the outcome of the measurements is given by the concept of a state Ω, through which the
expectation value Ω(α) of the observable α ∈ A can be defined.
In general, a state Ω on a C⋆-algebra A is a linear map Ω : A → C, with the property of
being positive, i.e. Ω(α⋆α) ≥ 0, ∀α ∈ A, and normalized, Ω(1A) = 1, 1A being the unit of
A. It immediately follows that the map Ω is also continuous: |Ω(α)| ≤ ||α||, for all α ∈ A.
This general definition of state of a quantum system comprises the standard one in terms
of normalized density matrices on a Hilbert space H; indeed, any density matrix ρ defines a
state Ωρ on B(H) through the relation
Ωρ(α) = Tr[ρα] , ∀α ∈ B(H) , (1)
which for pure states, ρ = |ψ〉〈ψ|, reduces to the standard expectation: Ωρ(α) = 〈ψ|α|ψ〉.
Nevertheless, the definition in terms of Ω is more general, holding even for systems with
infinitely many degrees of freedom, for which the usual approach in terms of state vectors
may be unavailable.
As for density matrices on a Hilbert space H, a state Ω on a C⋆-algebra A is said to be
pure if it can not be decomposed as a convex sum of two states, i.e. if the decomposition
Ω = λΩ1 + (1 − λ) Ω2, with 0 ≤ λ ≤ 1, holds only for Ω1 = Ω2 = Ω. If a state Ω is not
pure, it is called mixed. It is worth noticing that, for consistency, the assumed completeness
of the relation between observables and measurements on a physical system requires that
the observables separate the states, i.e. Ω1(α) = Ω2(α) for all α ∈ A implies Ω1 = Ω2, and
similarly that the states separate the observables, i.e. Ω(α) = Ω(β) for all states Ω on A
implies α = β.
• GNS-Construction
Although the above description of a quantum system through its C⋆-algebra of observables
(its measurable properties) and states over it (giving the observable expectations) looks
rather abstract, it actually allows an Hilbert space interpretation, through the so-called
Gelfang-Naimark-Segal(GNS)-construction.
Theorem 1. Any state Ω on the C⋆-algebra A uniquely determines (up to isometries) a
representation πΩ of the elements of A as operators in a Hilbert space HΩ, containing a
reference vector |Ω〉, whose matrix elements reproduce the observable expectations:
Ω(α) = 〈Ω|πΩ(α)|Ω〉 , α ∈ A . (2)
Proof. The algebra A can be viewed as a vector space by associating to each element α ∈ A a
vector |ψα〉, and (assuming the state Ω to be faithful, i.e. Ω(α⋆α) > 0 for all non vanishing α)
by introducing the positive definite inner product 〈ψα|ψβ〉 = Ω(α⋆β). The completion of A in
the corresponding norm gives an Hilbert spaceHΩ. The representation πΩ : A → B(HΩ) ofA
on HΩ can then be defined by: πΩ(α)|ψβ〉 = |ψαβ〉; indeed it satisfies: πΩ(α) πΩ(β) = πΩ(αβ)
and πΩ(α
⋆) =
[
πΩ(α)]
†. The element |ψ1A〉 ≡ |Ω〉 of HΩ is cyclic with respect to πΩ, as any
element |ψα〉 in HΩ can be written as |ψα〉 = πΩ(α)|Ω〉, or in more precise terms, πΩ(A)|Ω〉
is dense in HΩ. If the state Ω is not faithful, the same construction holds by identifying HΩ
with the completion of A/NΩ, where NΩ is the kernel of the form 〈·|·〉 defined above.
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This result makes apparent that the notion of Hilbert space associated to a quantum
system is not a primary concept, but an emergent tool, a consequence of the C⋆-algebra
structure of the system observables. Further, the whole construction sketched above is
unique up to unitary transformations. Indeed, if π′Ω is another representation of A on a
Hilbert space H′Ω with cyclic vector |Ω′〉 such that Ω(α) = 〈Ω′|π′Ω(α)|Ω′〉 for all α ∈ A, then
πΩ and π
′
Ω are unitarily equivalent, i.e. there exists an isometry U : HΩ → H′Ω such that
U πΩU
−1 = π′Ω.
• Reducibility and phases
A representation π of the algebra A on an Hilbert space H is irreducible if H and the null
space are the only closed subspaces invariant under the action of π(A). One can prove
that the GNS-representation πΩ is irreducible if and only if the state Ω is pure. When the
representation πΩ is not irreducible, it can be decomposed in general into the direct sum of
irreducible representations π
(r)
Ω :
πΩ = ⊕r π(r)Ω , (3)
and similarly, also the Hilbert space HΩ decomposes into the direct sum of invariant sub-
spaces H(r)Ω carrying the irreducible representation π(r)Ω :
HΩ = ⊕r H(r)Ω . (4)
As we shall see in the following, irreducibility is an important issue entering the classification
of entangled states.
Any vector |ψ〉 ∈ HΩ defines a new GNS-representation via the state Ωψ defined by:
Ωψ(α) = 〈ψ|πΩ(α)|ψ〉, for all α ∈ A. It turns out that the new state Ωψ give rise to a
GNS-representation unitarily equivalent to the one constructed over Ω; in other terms, HΩ
and HΩψ can be identified, as the two representations πΩ and πΩψ . Similarly, also a density
matrix ρ on HΩ defines a state Ωρ on A trough the identification Ωρ(α) = Tr[ρ πΩ(α)],
while the corresponding GNS-representation πΩρ can be expressed in terms of representations
equivalent to the representation πΩ. The set of all states of the form Ωρ forms the so-called
folium of the representation πΩ; it contains all the states accessible by the operators πΩ(α),
α ∈ A, and constitute a quantum phase of the physical systems. Systems with infinitely many
degrees of freedom, as in many-body physics, exhibit in general more than one inequivalent
phase, i.e. they admit more than one inequivalent representation of the associated observable
algebra A.
3 Entanglement in Algebraic Quantum Mechanics
As seen in the previous Section, given any quantum system, once a state Ω on its algebra
of observables A is chosen, i.e. a set of expectation values for the elements of A are fixed,
one can always construct the associated Hilbert space HΩ and use it for its description.
This space contains a reference vector |Ω〉 through which one can generate the whole HΩ
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by applying to it elements of A. In more physical terms, all states of the system can be
obtained from |Ω〉 by the action of all possible physically acceptable operations.
This algebraic approach to quantum physics turns out to be the most suitable for discussing
issues related to the notions of quantum non-locality and entanglement in very general
terms: it does not make explicit reference to the specific structure of the system under
study, that can indeed be formed even by an infinite number of elementary constituents
and thus possibly exhibiting more than one physical phase. Although the definition of
separability and entanglement within this approach to quantum theory has been introduced
long ago [34]-[37], only recently it has been applied to characterize non-classical correlations
in systems involving identical particles, both in the case of bosons and fermions [50]-[58].
Given a quantum system, its observable algebra A and a state Ω on it, one immediately
faces a problem with the standard, textbook definition of separability: the associated GNS
Hilbert space HΩ does not result in general a tensor product of single-particle Hilbert spaces,
and therefore the usual notion of entanglement, based on this structure, is inapplicable.
In line with the characterization of a physical system through its algebra of observables A,
one should instead focus the attention on this algebra rather than on the Hilbert space HΩ;
in this way, the presence of entanglement can be identified by the existence of non-classical
correlations among mean values of system observables, belonging to different subalgebras of
A. As a preliminary step, it is then necessary to introduce the notion of partition of the
operator algebra A. In the following, we shall consider operator algebras constructed by
means of elementary mode operators, e.g. annihilation and creation operators, generating
an algebra A either of boson or fermion character; these algebras can be infinite dimensional.
Within this general framework, we then introduce the following basic definition:
Definition 1. An algebraic bipartition of the operator algebra A is any pair (A1,A2) of
subalgebras of A, namely A1,A2 ⊂ A, such that A1 ∩ A2 = 1A, that is they can share only
scalar multiples of the identity. Further, in the boson case the two subalgebras are assumed
to commute,
[
A1 , A2
]
= 0 for all Ai ∈ Ai, i = 1, 2, while in the fermion case, only the even
part Ae1 of A1 is required to commute with the whole A2, or Ae2 with A1; in general, the even
part Ae of a fermion algebra A is defined as the norm closure of the algebra of polynomials
constructed with even powers of elementary mode operators.
Remark: This definition differs from the one given in [34]-[43], in which elements belonging
to different bipartions are required to commute, both for bosons and fermions; as alredy
motivated in [56]-[58] and further discussed in the next Section, the previous, more general
definition allows for a more physically complete treatment of fermion entanglement. 
In general the linear span of products of elements of the two subalgebras A1 and A2 need
not reproduce the whole algebra A, i.e. A1 ∪A2 ⊂ A. However, in the cases of partitions
defined in terms of modes, as discussed below, one has A1 ∪ A2 = A, a condition that will
be hereafter always assumed.
Any algebraic bipartition encodes in a natural way the definition of the system local
observables:
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Definition 2. An element of A is said to be local with respect to a given bipartition (A1,A2),
or simply (A1,A2)-local, if it is the product α1α2 of an element α1 of A1 and an element
α2 in A2.
From this notion of operator locality, a natural definition of state separability and entan-
glement follows [50, 57]:4
Definition 3. A state Ω on the algebra A will be called separable with respect to the
bipartition (A1,A2) if the expectation Ω(α1α2) of any local operator α1α2 can be decomposed
into a linear convex combination of products of expectations:
Ω(α1α2) =
∑
k
λk Ω
(1)
k (α1) Ω
(2)
k (α2) , λk ≥ 0 ,
∑
k
λk = 1 , (5)
where Ω
(1)
k and Ω
(2)
k are given states on A; otherwise the state Ω is said to be entangled
with respect the bipartition (A1,A2).
Remarks:
i) This generalized definition of separability can be easily extended to the case of more than
two partitions; for instance, in the case of an n-partition, Eq.(5) would extend to:
Ω(α1α2 · · ·αn) =
∑
k
λk Ω
(1)
k (α1) Ω
(2)
k (α2) · · ·Ω(n)k (αn) , λk ≥ 0 ,
∑
k
λk = 1 . (6)
ii) When dealing with systems of N distinguishable constituents, the algebra A usually acts
on a Hilbert space H; if the state Ω on A is normal, i.e. it can be represented by a density
matrix ρΩ, so that Ω(α) = Tr[ρΩ α], for any α ∈ A, Definition 3 gives the standard notion
of separability, namely ρΩ can be expressed as a convex combination of product states:
ρΩ =
∑
k
pk ρ
(1)
k ⊗ ρ(2)k ⊗ . . .⊗ ρ(N)k , pk ≥ 0 ,
∑
k
pk = 1 , (7)
ρ(i) representing a state for the i-th constituent. Indeed, in this case, the partition of the
system into its elementary constituents induces a natural tensor product decomposition
both of the Hilbert space H and of the algebra A of its operators; a direct application
of the condition (6) to this natural tensor product multipartition immediately yields the
decomposition (7).
iii) In systems of identical particles there is no a priori given, natural bipartition to be used
for the definition of separability; therefore, issues about entanglement and non-locality are
meaningful only with reference to a choice of a specific partition in the associated operator
4As already observed, the algebras A need not be finitely generated, so that the sums appearing below
could in principle contain an infinite number of terms; in such a case, we shall assume their convergence in
a proper topology.
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algebra [46]-[58]; this general observation, often overlooked, is at the origin of much confusion
in the recent literature. 
When the state Ω is pure, the separability condition (5) simplifies, and the following result
holds:
Lemma 1. Pure states Ω on the operator algebra A are separable with respect to a given
bipartition (A1,A2) if and only if
Ω(α1α2) = Ω(α1) Ω(α2) , (8)
for all local operators α1α2.
In other terms, separable, pure states are just product states. We shall first give a proof of
this result for boson operator algebras, leaving to the next Section the analysis of fermion
algebras.
Proof. For the if part of the proof, observe that, according to Definition 3, states satisfying
(8) are automatically (A1,A2)-separable since they obey (5) with only one contribution to
the convex sum. For the only if part of the proof, recall that (A1,A2)-local operators generate
the whole boson algebra A, since A1 ∪A2 = A; then, any element α ∈ A can be written as
α =
∑
i α
(1)
i α
(2)
i , with α
(1)
i ∈ A(1) and α(2)i ∈ A(2). Therefore, if by hypothesis a state Ω is
separable, i.e. it can be written as in (8) on all (A1,A2)-local operators, then
Ω(α) =
∑
i
Ω(α
(1)
i α
(2)
i ) =
∑
ik
λk Ω
(1)
k (α
(1)
i ) Ω
(2)
k (α
(2)
i ) =
∑
k
λk ωk(α) , (9)
where ωk are linear maps defined on the whole algebra A by the relation
ωk(α) =
∑
i
Ω
(1)
k (α
(1)
i ) Ω
(2)
k (α
(2)
i ) . (10)
One easily sees that these maps are positive. Indeed, for any α ∈ A one has (T signifies
matrix transposition):
ωk(αα
⋆) = Tr
[
M
(1)
k
(
M
(2)
k )
T
]
,
[
M
(ℓ)
k
]
ij
= Ω
(ℓ)
k
(
α
(ℓ)
i
(
α
(ℓ)
j
)⋆)
, ℓ = 1, 2 , (11)
with the matrices M
(1)
k , M
(2)
k hermitian and positive; since the trace of the product of
two positive matrices is positive, one immediately gets: ωk(αα
⋆) ≥ 0. In addition, the
maps ωk are normalized, ωk(1) = Ω
(1)
k (1) Ω
(2)
k (1) = 1, and therefore represent states for the
algebra A. But since Ω is pure by hypothesis, only one term in the convex combination
(9) must be different from zero. Dropping the superfluous label k, we have then found:
Ω(α(1) α(2)) = Ω(1)(α(1)) Ω(2)(α(2)). By separately taking α(1) and α(2) to coincide with the
identity operator, one finally obtains the result (8).
Remark: As we shall see explicitly later on, given a bipartition of the algebra A, a pure
separable state Ω on it is in general no longer pure when restricted to a proper subalgebra
B ⊂ A; nevertheless, since in any case it obeys the condition (8), it will remain separable.
Using the previous Definitions and the result of Lemma 1, one can study the entanglement
with respect to a given bipartition (A1,A2) of the boson algebra A of states in a folium (see
the discussion at the end of Section 2) of the representation πΩ corresponding to a given
state Ω on A, assuming Ω to be separable.
The specific separability condition (8) allows obtaining the generic form of any pure sep-
arable state:
Proposition 1. Let (A, Ω) be operator algebra and state associated to a given boson quantum
system and assume Ω to be separable with respect to a given bipartition (A1, A2). Then a
normalized pure state |ψ〉 in the GNS-Hilbert space HΩ is (A1, A2)-separable if and only if
it can be written in the form
|ψ〉 = πΩ(β(1)) πΩ(β(2)) |Ω〉 , (12)
with β(i) ∈ Ai, i = 1, 2, while πΩ(β(i)) denote the corresponding operator representation on
the Hilbert space HΩ.
Proof. For the if part of the proof, notice that the normalization condition together with the
assumed (A1, A2)-separability of Ω yield:
〈ψ|ψ〉 = 〈Ω|π†Ω(β(2))π†Ω(β(1))πΩ(β(1)) πΩ(β(2))|Ω〉
= 〈Ω|π†Ω(β(1)) πΩ(β(1))|Ω〉 〈Ω|π†Ω(β(2)) πΩ(β(2)|Ω〉 = 1 .
Using this result and again the separability of Ω, one then has
〈ψ|πΩ(α(1))πΩ(α(2))|ψ〉 = 〈Ω|π†Ω(β(2)) πΩ(α(2)) πΩ(β(2))|Ω〉 〈Ω| π†Ω(β(1))πΩ(α(1)) πΩ(β(1))|Ω〉
= 〈ψ|πΩ(α(2))|ψ〉 〈ψ|πΩ(α(1))|ψ〉 .
For the only if part of the proof, observe that due to the cyclicity of the GNS state |Ω〉,
one can surely write |ψ〉 = πΩ(β) |Ω〉, for some β ∈ A. Further, since A1 ∪ A2 = A, β can
be written as combination of suitable local operators, β =
∑
i β
(1)
i β
(2)
i , with β
(1)
i ∈ A1 and
β
(2)
i ∈ A2. Then, for any local operator α(1)α(2), the separability condition (5) implies
〈ψ|πΩ(α(1)) πΩ(α(2))|ψ〉 =
∑
i,j
〈ψ(2)i |ψ(2)j 〉 〈ψ(1)i |πΩ(α(1))|ψ(1)j 〉
×
∑
r,s
〈ψ(1)r |ψ(1)s 〉 〈ψ(2)r |πΩ(α(2))|ψ(2)s 〉 , (13)
where
|ψ(ℓ)i 〉 = πΩ(β(ℓ)i ) |Ω〉, ℓ = 1, 2 . (14)
The matrices 〈ψ(ℓ)i |ψ(ℓ)j 〉 are hermitian and positive semi-definite and therefore they can be
diagonalized by suitable unitary transformations:
〈ψ(ℓ)i |ψ(ℓ)j 〉 =
∑
r
[
U (ℓ)
†]
ir
λ(ℓ)r
[
U (ℓ)
]
rj
, U (ℓ) U (ℓ)
†
= 1 , λ(ℓ)r ≥ 0 , ℓ = 1, 2 . (15)
Then, by defining
|φ(1)r 〉 =
∑
j
[
U (2)
]
rj
|ψ(1)j 〉 , |φ(2)r 〉 =
∑
j
[
U (1)
]
rj
|ψ(2)j 〉 ,
and recalling again that any element α ∈ A can be decomposed in terms of local operators,
α =
∑
i α
(1)
i α
(2)
i , using (13) one can write:
〈ψ|πΩ(α)|ψ〉 =
∑
r,s
λ(1)r λ
(2)
s ωrs(α) , (16)
with
ωrs(α) =
∑
i
〈φ(1)r |α(1)i |φ(1)r 〉 〈φ(2)s |α(2)i |φ(2)s 〉 .
As in the proof of Lemma 1, one easily sees that the linear maps ωrs are actually (un-
normalized) states on A. Then, by the purity of the state |ψ〉, the convex combination on
the r.h.s. of (16) must contain just one term. This implies that there are just two positive
constants λ(1) and λ(2) and therefore no sum over r in (15): 〈ψ(ℓ)i |ψ(ℓ)j 〉 = [V (ℓ)i ]∗ V (ℓ)j , ℓ = 1, 2,
with V
(ℓ)
i =
√
λ(ℓ) U
(ℓ)
i , U
(ℓ)
i ∈ C. These inner products are thus in factorized form and this
is possible only if the vectors |ψ(ℓ)i 〉 are all proportional: |ψ(ℓ)i 〉 ≡ V (ℓ)i |ψ(ℓ)〉. Recalling their
definition given in (14), this in turn implies: β
(ℓ)
i = V
(ℓ)
i β
(ℓ), up to operators annihilating
|Ω〉; as a consequence the factorized form (12) follows.
As an immediate consequence of this result, one has the following Corollary, that it will
be very useful in characterizing the general form of entangled states in HΩ.
Corollary 1. Let (A, Ω , πΩ) be the triple characterizing the operator algebra, state and
GNS-representation of a given boson quantum system; given any bipartition (A1,A2) of A,
with Ω separable, it is always possible to choose a basis in the corresponding Hilbert space
HΩ made of separable pure states.
Proof. In each of the two subalgebras A1, A2 viewed as linear spaces fix a basis {e(1)k }, {e(2)ℓ },
so that any element α(i) ∈ Ai, i = 1, 2, can be decomposed as linear combination of the basis
elements, α(i) =
∑
k c
(i)
k e
(i)
k , with c
(i)
k complex coefficients. Then, the following set of vectors
|k; ℓ〉 = πΩ(e(1)k ) πΩ(e(2)ℓ ) |Ω〉, obtained by applying products of the chosen basis elements to
the cyclic vector |Ω〉, are pure and separable by construction; further, they span the whole
HΩ, since otherwise the condition A1 ∪ A2 = A would not be satisfied.
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In many relevant cases, one can choose the basis elements e
(i)
k ∈ Ai, i = 1, 2, so that the
resulting basis {|k; ℓ〉} of HΩ results orthonormal. In such cases, any (normal) mixed state
Ωρ, represented by the density matrix ρ on HΩ, can be decomposed as
ρ =
∑
j,k,ℓ,m
ρjk,ℓm |j; k〉〈ℓ;m| ,
∑
j,k
ρjk,jk = 1 . (17)
A density matrix ρD in diagonal form,
ρD =
∑
j,k
ρjk,jk |j; k〉〈j; k| , (18)
is clearly separable, being a convex combination of projectors on separable pure states. More
explicitly, for any local operator α(1)α(2), one has:
ΩρD(α
(1)α(2)) = Tr
[
ρD πΩ(α
(1)) πΩ(α
(2))
]
=
∑
j,k
ρjk,jk 〈Ω|
[
πΩ(e
(1)
j )
]†
πΩ(α
(1)) πΩ(e
(1)
j )|Ω〉 〈Ω|
[
πΩ(e
(2)
k )
]†
πΩ(α
(2)) πΩ(e
(2)
j )|Ω〉 , (19)
which is precisely of the separable form (5). This observation, together with Proposition 1
and the fact that generic separable mixed states belong to the convex hull of pure separable
states, can be used to characterize separable mixed states:
Corollary 2. A mixed boson state ρ as in (17) is separable with respect to the given bipar-
tition (A1,A2) if and only if it is a convex combination of projectors onto pure (A1,A2)-
separable states; otherwise, the state ρ is (A1,A2)-entangled.
In general, to determine whether a given density matrix ρ can be written in diagonal,
separable form is a hard task and one is forced to rely on suitable separability tests, that
however are in general not exhaustive. As discussed in the next Section, one of such tests
is peculiar to fermion systems, and it is connected to the anticommuting character of the
corresponding operator algebra A.
4 Entanglement in fermion systems
In this Section, we extend the results previously obtained in the case of boson systems to
many-body systems made of fermion elementary constituents.5 Adopting a second-quantized
point of view, for fermion systems the observable algebra A coincides with the complex
algebra Af of canonical anticommutation relations. It is generated by elements ai, a⋆i obeying
the relations:
{ai, a⋆j} ≡ ai a⋆j + a⋆j ai = δij , {ai, aj} = {a⋆i , a⋆j} = 0 , i, j = 1, 2, . . . ,M , (20)
5Part of the results of this Section have being already discussed in [56]-[58].
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where for simplicity we have assumed that the fermions can occupy M different modes
(with M possibly infinite). This framework is quite general and can accommodate various
situations arising in atomic and condensed matter physics; in particular, it can be used
to describe ultracold fermions confined in optical lattices [74]-[84]. The norm closure of
all polynomials in the creation and annihilation operators gives the full fermion operator
algebra Af .
This algebra has a natural gradation in terms of its even and odd part:
Definition 4. Introduce the automorphism ϑ of Af defined by its action on the basic opera-
tors ai and a
⋆
i as follows: ϑ(ai) = −ai, ϑ(a⋆i ) = −a⋆i . Then, the even component Aef of Af is
the subset containing the elements αe ∈ Af such that ϑ(αe) = αe, while the odd component
Aof of Af consists of elements αo ∈ Af , for which ϑ(αo) = −αo.
The even part Aef is a subalgebra of Af , the one generated by even polynomials in all
creation and annihilation operators; on the other hand, Aof is only a linear space and not an
algebra, since the product of two odd elements is even. Nevertheless, using the two projectors
Pe = (1 + ϑ)/2 and Po = (1 − ϑ)/2, any element α ∈ Af can be decomposed in its even
αe ≡ Pe(α) and odd αo ≡ Po(α) parts: α = αe + αo.
A bipartition of the M-mode fermion algebra Af can be easily obtained by splitting the
collection of operators {ai, a⋆i } into two disjoint sets {ai, a⋆i | i = 1, 2, . . . , m} and {aj, a⋆j | j =
m + 1, m + 2, . . . ,M}. All polynomials in the first set (together with their norm closures)
form a subalgebra A1, while the second set generates a subalgebra A2. These two algebras
have only the unit element in common and further A1 ∪ A2 = Af . Further, one defines
the even Aei and odd Aoi components of the two subalgebras Ai, i = 1, 2, as done above for
the full algebra Af , through the automorphism ϑ. Only the operators of the first partition
belonging to the even component Ae1 commute with any operator of the second partition and,
similarly, only the even operators of the second partition commute with the whole subalgebra
A1. Recalling now Definition 1, (A1,A2) is indeed an algebraic bipartition of Af ; in practice,
it is determined by the choice of the integer m, with 0 < m < M .
Let us now come back to the definition of separability introduced in Definitions 1-3 and
to the apparent difference with which it treats bosonic and fermionic systems. As already
noticed, in the boson case, the two subalgebras A1, A2 defining the algebraic bipartition
(A1, A2) naturally commute, i.e. that each element α1 of the operator algebra A1 commutes
with any element α2 in A2. Instead, in the case of fermion systems the two subalgebras A1,
A2 do not in general commute. Nevertheless, in such systems only selfadjoint operators
belonging to the even components Ae1, Ae2 qualify as physical observables and these do
commute as required by the definition of bipartition.
At this point, two different attitudes are possible regarding the definition of separability
expressed by the condition (5): i) allow in it all operators from the two subalgebras A1,
A2, or ii) restrict all considerations to observables only. The first approach is in line with
the notion of “microcausality” adopted in constructive quantum field theory [67, 68], where
the emphasis is on quantum fields, which are required either to commute (boson fields) or
anticommute (fermion fields) if defined on (causally) disjoint regions. On the other hand, the
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second point of view reminds of the notion of “local commutativity” in algebraic quantum
field theory [60, 61], where only observables are considered, assumed to commute if localized
in disjoint regions.
These two points of view are not equivalent, as it can be appreciated by the following
simple example. Let us consider the system consisting of just one fermion that can occupy
two modes, M = 2, with the bipartition defined by the two modes themselves. In the
standard Fock representation, i.e. the GNS-construction built out of the vacuum state |Ω0〉,
such that πΩ0(ai)|Ω0〉 = 0, i = 1, 2 (see below for details), consider the following state:
Ω = |φ〉〈φ| , |φ〉 = 1√
2
(
|1, 0〉+ |0, 1〉
)
, (21)
combination of the two manifestly separable Fock states |1, 0〉 = πΩ0(a⋆1)|Ω0〉 and |0, 1〉 =
πΩ0(a
⋆
2)|Ω0〉. Clearly, it appears to be entangled and indeed, as discussed in [57], in a suitable
N -fermion generalization, its quantum non-locality can be used in quantum metrology to
achieve sub shot-noise accuracy in parameter estimation.
Nevertheless, in the second approach mentioned above, it is found to satisfy the condition
(5), hence to be separable. Indeed, only observables, i.e. selfadjoint, even operators, can
be used in this case as α1 and α2; in practice, only the two partial number operators a
⋆
1a1
and a⋆2a2 together with the identity are admissible, and for these observables the state (21)
behaves as the separable state (|0, 1〉〈0, 1|+ |1, 0〉〈1, 0|)/2. Different is the situation within
the first approach: in this case, all operators are admissible, for instance a⋆1 and a2, which
indeed prevent the separability condition (5) to be satisfied. In view of this, as in [56]-[58],
we here advocate and adopt the first point of view, i.e. point i) above: it gives a more
general and physically complete treatment of fermion entanglement.
In this respect, it should be added that the anticommuting character of the fermion algebra
gives stringent constraints on the form of the states defined on it, specifically on the ones
that can be represented as a product of other states.
As for any operator algebra, a state on Af is a positive, linear functional Ω : Af → C.
Then the following result holds (see [85, 57] for the rather simple proof):
Lemma 2. Consider a bipartition (A1,A2) of the fermion algebra Af and two states Ω1,
Ω2 on it. Then, the linear functional Ω on Af defined by Ω(α1α2) = Ω1(α1) Ω2(α2) for all
α1 ∈ A1 and α2 ∈ A2 is a state on Af only if at least one Ωi vanishes on the odd component
of Ai.
This result implies that the product Ω
(1)
k (α1) Ω
(2)
k (α2) in the r.h.s. of (5) in Definition 3,
vanishes whenever α1 and α2 are both odd. Since the even component Ae1 commutes with
the entire subalgebra A2, and similarlyAe2 commutes withA1, it follows that also for fermions
the decomposition (5) is non-trivial only for local operators α1α2 such that [α1, α2] = 0,
thus making the definition of separability it encodes completely analogous to the one for
bosons.
Remark: Given a partition (A1,A2) of Af , consider a product state Ω such that Ω(α1α2) =
Ω(α1) Ω(α2), for all α1 ∈ A1 and α2 ∈ A2; because of Lemma 2, it must be zero on the odd
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elements of at least one partition. Indeed, fixing two odd elements αo1 and α
o
2 in the two
partition, by Lemma 2 at least one of the two expectations Ω(αo1) or Ω(α
o
2) must be zero.
Assume Ω(αo2) 6= 0; then, again by the previous Lemma, one has, Ω(βo1αo2) = Ω(βo1) Ω(αo2) =
0, and thus Ω(βo1) = 0, for any odd element β
o
1 ∈ A1. 
Motivated by this last Remark, in the following we shall limit our considerations to states
on Af that are left invariant by the action of the automorphism ϑ, Ω ◦ϑ = Ω, namely states
that are vanishing on the odd component of the fermion algebra: this physical, “gauge-
invariance” condition is always tacitly assumed in the discussion of any fermion many-body
system.6
Within the framework introduced above, most of the results discussed in the previous
Section in the case of boson algebras remain true also for the fermion algebra Af . In
particular, the characterization of pure, separable states given by Lemma 1 and Proposition 1
is unaltered; however, the proofs of these results need refinements in order to comply with
the anticommuting character of Af .
- Proof of Lemma 1: The if part of the proof is unaltered, while for the only if part, one
notices that also in this case any element α ∈ Af can be written as α =
∑
i α
(1)
i α
(2)
i , with
α
(1)
i ∈ A(1), α(2)i ∈ A(2); however, as previously observed, the elements α(ℓ)i , ℓ = 1, 2, can be
decomposed as the sum of their even and odd parts, so that in the previous decomposition
of α in terms of local operators, one can assume all α
(ℓ)
i to be of given parity. The proof than
proceeds as in the boson case, since the expressions in (9) and (10) are unaltered. The only
troubled point is to show that the linear maps ωk(α) in (9) are really states on Af , i.e. that
ωk(αα
⋆) ≥ 0. This is done by explicit calculation showing that ωk(αα⋆) can be expressed
as in (11) plus additional pieces that are however vanishing due to the result of Lemma 2.
- Proof of Proposition 1: In this case it is the if part of the proof that requires some care, while
the only if part of the proof proceeds exactly as in the boson case, recalling that averages of
odd operators on the GNS-state |Ω〉 vanish. Given the bipartition (A1,A2), let us assume
that the pure, normalized state |ψ〉 can be written as in (12), i.e. |ψ〉 = πΩ(β(1)) πΩ(β(2)) |Ω〉,
β(ℓ) ∈ Aℓ, ℓ = 1, 2; we have to prove that:
〈ψ|πΩ(α(1))πΩ(α(2))|ψ〉 = 〈ψ|πΩ(α(2))|ψ〉 〈ψ|πΩ(α(1))|ψ〉 , (22)
for any α(ℓ) ∈ Aℓ. First of all, notice that if (22) is true for α(1), α(2) of definite parity,
than it is true also for generic α(1), α(2), since they can be always decomposed as the sum of
their even and odd parts. The proof then splits in four parts, according to all the possible
combinations of parities that the elements α(1), α(2) can take. By writing also β(1) and β(2)
as the sum of their even and odd parts and using the normalization condition 〈ψ|ψ〉 = 1,
explicit computation then shows that the result (22) is indeed true, keeping in mind that Ω
is separable and vanishing on odd elements of Af . 
As a further consequence of Lemma 2, the following criterion of entanglement holds:
6This is apparent in the standard Fock representation of the fermion algebra discussed below, since the
vacuum expectation of an odd number of elements ai and a
⋆
i is always vanishing.
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Corollary 3. Given the bipartition (A1,A2) of the fermion algebra Af , if a state Ω is non
vanishing on a local operator αo1α
o
2, with the two components α
o
1 ∈ Ao1, αo2 ∈ Ao2 both belonging
to the odd part of the two subalgebras, then Ω is entangled.
Proof. Indeed, if Ω(αo1α
o
2) 6= 0, then, by Lemma 2, Ω can not be written as in (5), and
therefore it is entangled.
The standard GNS-construction for the algebra Af is based on the vacuum state Ω0 giv-
ing rise to the so-called Fock representation. It is characterized by the condition Ω0(ai) = 0,
for all annihilation operators ai, or equivalently, πΩ0(ai) |Ω0〉 = 0; the corresponding Hilbert
spaceHΩ0 is spanned by the states obtained applying creation operators, πΩ0(a⋆i ) ≡
[
πΩ0(ai)
]†
to the cyclic vector |Ω0〉. A basis in HΩ0 is then given by the set of Fock states:
|n1, n2, . . . , nM〉 =
[
πΩ0(a
⋆
1)
]n1 [
πΩ0(a
⋆
2)
]n2 · · · [πΩ0(a⋆M)]nM |Ω0〉 , (23)
the integers n1, n2, . . . , nM representing the occupation numbers of the different modes; due
to algebraic relations (20), they can take only the two values 0 or 1. In this representation,
the total number Nˆ =
∑
i Nˆi, with Nˆi = πΩ0(a
⋆
i ) πΩ0(ai) counting the occupation number of
the i-th mode, is a well defined operator on HΩ0; as a consequence, Fock states with different
occupation numbers result orthogonal.
Remark: Notice that the operator Nˆ commutes with all physical observables, since coher-
ent mixtures of states with different total occupation number are not physical, due to the
conservation of the fermion parity operator: we are in presence of a so-called superselection
rule [86]-[88]. 
One easily sees that the Fock representation of Af is irreducible, so that the Fock states
in (23) are pure on Af . Further, they are separable with respect to any fermion bipartition
(A1,A2) as in Definition 1, since they are in the product form (8). Therefore, they can
be used to give a convenient decomposition of any fermion state in the folium of Ω0, in
particular, for any density matrix ρ on HΩ0 .
First, note that due to the above mentioned fermion number superselection rule, a general
fermion density matrix can be written as an incoherent superposition of states ρN with a
fixed number N of fermions
ρ =
∑
N
λN ρN , λN ≥ 0 ,
∑
N
λN = 1 . (24)
One can then limit the discussion to the states ρN , with N fixed. Indeed, notice that two
density matrices ρN1 and ρN2 , with N1 6= N2, have supports on orthogonal subspaces of HΩ0 ;
as a result, the Fock Hilbert space decomposes as HΩ0 = ⊕NHN , where HN are Hilbert
spaces spanned by Fock vectors (23) having exactly N fermions, i.e.
∑
i ni = N .
As discussed above, a bipartition of Af is given by a partition of the fermion modes into
two disjoint sets, one containing the first m modes, while the second the remaining M −m
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ones; we can refer to such a choice as the (m, M −m)-partition. Given such a bipartition
the Fock basis in HΩ0 can be relabeled in a more convenient way as |k, σ;N − k, σ′〉, where
the integer k gives the number of occupied modes in the first partition, while σ counts the
different ways in which these modes can be taken out of the available m (k ≤ m); similarly,
σ′ distinguishes the ways in which the remaining N − k occupied modes can be distributed
in the second partition.
Then, a generic density matrix ρN on HN can be decomposed as
ρN =
N+∑
k,l=N−
∑
σ,σ′,τ,τ ′
ρkσσ′,lττ ′ |k, σ;N−k, σ′〉〈l, τ ;N− l, τ ′| ,
N+∑
k=N−
∑
σ,σ′
ρkσσ′,kσσ′ = 1 , (25)
where N− = max{0, N −M +m} and N+ = min{N,m} are the minimum and maximum
number of fermions that the first partition can contain, due to the exclusion principle. Using
this decomposition, one can obtain a full characterization of the structure of entangled
fermion states (see [57] for further details):
Proposition 2. A generic (m,M −m)-mode bipartite state (25) is entangled if and only if
it can not be cast in the following block diagonal form
ρN =
N+∑
k=N−
pk ρk ,
N+∑
k=N−
pk = 1 , Tr[ρk] = 1 , (26)
with
ρk =
∑
σ,σ′,τ,τ ′
ρkσσ′,kττ ′ |k, σ;N − k, σ′〉〈k, τ ;N − k, τ ′| ,
∑
σ,σ′
ρkσσ′,kσσ′ = 1 , (27)
(i.e. at least one of its non-diagonal coefficients ρkσσ′,lττ ′, k 6= l, is nonvanishing), or, if it
can, if and only if at least one of its diagonal blocks ρk is non-separable.
The extension of this result to the case of Majorana fermions requires some care, since,
as we shall see in the coming sections, for real fermions the GNS-representations of the
observable algebra A are in general reducible.
5 Algebraic approach to Majorana fermions
For a system made of real fermions, the structure of the algebra of observables A turns
out to be quite different from that of Af characterizing complex fermions and discussed in
the previous Section. As in that case, we shall describe the Majorana observable algebra
in terms of real mode operators ci, i = 1, 2, . . . , N , with ci
⋆ = ci, satisfying the following
anticommutation relations:7
{ci, cj} = 2 δij , i, j = 1, 2, . . . , N . (28)
7Although the number N of Majorana modes can also be infinite, for simplicity, hereafter we shall limit
our considerations to the more physically relevant case of finite N .
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The linear span of all products of these mode operators, together with the unit element
c0 ≡ 1, form the (euclidean) complex Clifford algebra CN(C) [69]-[73], which is the operator
C⋆-algebra relevant to describe Majorana fermion systems. One can easily show that the
monomials
(c1)
n1 (c2)
n2 . . . (cN)
nN , ni = 0, 1 , (29)
with (c1)
0 (c2)
0 . . . (cN )
0 interpreted as the identity, form a basis in CN , which therefore has
dimension 2N . Finite dimensional Clifford algebras are isomorphic to matrix algebras [69];
however, one has to distinguish two cases, according to whether N is even or odd. When
N = 2n, the algebra C2n(C) is isomorphic to the 2n × 2n matrix algebra M2n(C), while
for N = 2n + 1, the algebra C2n+1(C) is isomorphic to the direct sum M2n(C) ⊕M2n(C).
Explicitly, up to unitary equivalences, in the case C2n the isomorphism is given by:
c2k ←→ m2k ≡ σ0 ⊗ . . .⊗ σ0︸ ︷︷ ︸
n−k−1
⊗σ1 ⊗ σ3 ⊗ . . .⊗ σ3︸ ︷︷ ︸
k
c2k+1 ←→ m2k+1 ≡ σ0 ⊗ . . .⊗ σ0︸ ︷︷ ︸
n−k−1
⊗σ2 ⊗ σ3 ⊗ . . .⊗ σ3︸ ︷︷ ︸
k
k = 1, 2, . . . , n (30)
where σi, i = 1, 2, 3 are the Pauli matrices, with σ0 the 2×2 identity matrix, while for C2n+1
one obtains:
ck ←→ m2k ⊕m2k , k = 1, 2, . . . , 2n
c2n+1 ←→
(
σ3 ⊗ . . .⊗ σ3︸ ︷︷ ︸
n
)⊕ (−σ3 ⊗ . . .⊗−σ3︸ ︷︷ ︸
n
)
. (31)
Although out of 2n Clifford modes one can construct n ordinary complex fermions modes
through the relations
ak =
1
2
(
c2k−1 + ic2k
)
a⋆k =
1
2
(
c2k−1 − ic2k
)
, k = 1, 2, . . . , n , (32)
the properties of the Clifford algebra CN are quite different from those of the fermion algebra
Af . First of all, there is no exclusion principle for real fermion modes, since (ci)2 = 1, and
not zero, as for the complex fermion operators ak, a
⋆
k in (32). In fact, one can not even speak
of occupancy of a Clifford mode, since there is no number operator in CN .8 In a sense, a
Clifford mode is always filled and empty at the same time. Recalling the discussion of the
previous Section, this implies that the Clifford algebras do not admit Fock representations;
therefore, all the results regarding separability and entanglement given before for standard
fermions need to be reconsidered.
8One can certainly form hermitian bilinears in the Clifford modes, e.g. i c2k−1 c2k, but these are related
to the occupation number operator of the corresponding complex fermion modes and not of the Clifford
modes.
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As in the case of Af , the automorphism ϑ, defined by its action on the mode operators
as ϑ(ci) = −ci, allows decomposing CN in its even CeN and odd CoN parts. Then, following
Definition 1, a bipartition (A1, A2) of the Clifford algebra CN is given by two Clifford subal-
gebras A1, A2 ⊂ CN , having only the unit element in common, and such that A1∪A2 = CN ,
together with [Ae1 , A2] = [A1 , Ae2] = 0.
In practice, the bipartition (A1, A2) is obtained by splitting the collection of modes
{ci}i=1,2...,N into two disjoint sets {ci |i = 1, 2, . . . , p} and {cj |j = p + 1, p + 2, . . . , N}.
The linear span of the monomials (c1)
n1 (c2)
n2 . . . (cp)
np, with ni = 0, 1, gives the subalgebra
A1, while that of (cp+1)np+1 (cp+2)np+2 . . . (cN)nN generate the subalgebra A2. In practice, also
in this case a bipartition of CN is determined by the choice of the integer p, with 0 < p < N .
As for any C⋆-algebra, a state on the Clifford algebra CN is given by a positive linear map
from CN to C. The most simple state is given by the map Ω that sends all elements of CN
to zero, except for the identity, which is mapped to one [89]-[91]; on the basis elements (29),
one then has:9
Ω
(
(c1)
n1 (c2)
n2 . . . (cN)
nN
)
= δn1,0 δn2,0 . . . δnN ,0 . (33)
Through the standard GNS-construction, from the couple (CN , Ω) defining Majorana fermion
systems, one construct an Hilbert space HΩ and a representation πΩ on it; the space HΩ
is generated by applying elements of CN to the cyclic vector |Ω〉, so that for any element
γ ∈ CN one has:
Ω(γ) = 〈Ω|πΩ(γ)|Ω〉 . (34)
Such a state is separable with respect to the bipartition (A1,A2) defined above. Indeed, as
already mentioned, the elements α(1) ∈ A1 and α(2) ∈ A2 have the generic form:
α(1) =
∑
n1,n2,...,np
α(1)n1,n2,...,np (c1)
n1 (c2)
n2 . . . (cp)
np ,
α(2) =
∑
np+1,np+2,...nN
α(2)np+1,np+2,...,nN (cp+1)
np+1 (cp+2)
np+2 . . . (cN )
nN ,
with ni = 0, 1 and coefficients α
(1)
n1,n2,...,np, α
(2)
np+1,np+2,...,nN ∈ C. Then,
Ω(α(1)α(2)) = α
(1)
0,0,...,0 α
(2)
0,0,...,0 = Ω(α
(1)) Ω(α(2)) . (35)
Remark: Due to the anticommutative character of the Clifford modes, cicj = −cjci, for
i 6= j, the restrictions on the form of the states of a fermion algebra given in Lemma 2 hold
also for the Clifford algebra CN , as the entanglement criterion given in Corollary 3. 
A basis in the Hilbert space HΩ can be obtained by applying the basis elements in (29)
to the cyclic vector:
|n1, n2, . . . , nM〉 =
[
πΩ(c1)
]n1 [πΩ(c2)]n2 · · · [πΩ(cN)]nN |Ω〉 ; (36)
9For N even, this state corresponds to a thermal state for the algebra Af generated by the complex
fermion modes in (32), in the limit of infinite temperature.
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these vectors are clearly orthogonal among themselves thanks to (33). This basis contains 2N
vectors, so that the GNS-representation πΩ turns out to be highly reducible. For instance,
when N = 2n, any element γ ∈ CN will be represented in πΩ by a 22n × 22n matrix, i.e. by
elements of M4n , while, as explicitly shown by (30), CN is isomorphic to M2n .
In order to study separability and entanglement in the case of reducible GNS-represen-
tations, one needs to generalize the treatment presented in Section 3, which is appropriate
only for irreducible GNS-representations, as the Fock representation used to discuss standard
fermions. We shall see that reducibility allows for richer structures in the classification
scheme of entangled Majorana states.
6 Reducible GNS-representations
In order to properly treat reducible GNS-representations, one needs to generalize the al-
gebraic approach to quantum systems presented in Section 2. As we have seen, for any
quantum system defined by the operator algebra A and a state Ω, the GNS-construction al-
lows building a triple
(HΩ, πΩ, |Ω〉), so that the system can be described in terms of bounded
operators πΩ(A) ⊂ B(HΩ) acting on the Hilbert space HΩ spanned by the (completion of
the) set of vectors
{
πΩ(A)|Ω〉
}
.
When the representation πΩ is not irreducible, as for any algebra representation, it can be
always decomposed into irreducible representations π
(µ,r)
Ω ,
πΩ = ⊕µ,r π(µ,r)Ω . (37)
Two indices µ and r will be used to label such representations: the greek index µ distinguishes
among different irreducible representations, while the latin index r counts the multiplicity of
a given irreducible representation. In other terms, π
(µ,r)
Ω and π
(ν,s)
Ω , with µ 6= ν, are different
irreducible representations, while π
(µ,r)
Ω and π
(µ,s)
Ω , with r 6= s, are two copies of the same
irreducible representation π
(µ)
Ω . We shall call dµ and mµ the dimension and the multiplicity
of π
(µ)
Ω .
Remark: Notice that, contrary to the usual convention, in the decomposition (37) unitarily
equivalent representations are treated as distinct. This is necessary in discussing quantum
separability issues, since unitary transformations might map a given bipartition (A1, A2) of
A into a different one [50, 57]. 
To the decomposition of representations as in (37) there corresponds a similar decomposition
of the Hilbert space HΩ:
HΩ = ⊕µ,r H(µ,r)Ω , (38)
so that for any element α ∈ A, the operator π(µ,r)Ω (α) acts nontrivially only on the irreducible
subspace H(µ,r)Ω . Let
{|e(µ,r)i 〉 | i = 1, 2, . . . , dµ} be a set of elements of HΩ forming an
orthonormal basis for the subspace H(µ,r)Ω . Since the GNS-representation π(µ,r)Ω is irreducible,
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these states are pure, as any element of this subspace, and the whole H(µ,r)Ω can be obtained
by applying the operators πΩ(A) to the normalized cyclic vector:
|Ω(µ,r)〉 = 1√
N (µ,r)
∑
i
〈e(µ,r)i |Ω〉 |e(µ,r)i 〉 , N (µ,r) =
∑
i
∣∣〈e(µ,r)i |Ω〉∣∣2 . (39)
On the other hand, a generic element in the full Hilbert space HΩ turns out to be in general
a mixed state when restricted to the operator algebra πΩ(A).10 Indeed, any normalized state
|ψ〉 ∈ HΩ can be expanded using the collection of basis elements
{|e(µ,r)i 〉} introduced above
as:
|ψ〉 =
∑
µ,r,i
〈e(µ,r)i |ψ〉 |e(µ,r)i 〉 ,
∑
µ,r,i
∣∣〈e(µ,r)i |ψ〉∣∣2 = 1 . (40)
Further, thanks to the irreducibility of the representations π
(µ,r)
Ω , one has:
〈e(µ,r)i |πΩ(α)|e(ν,s)j 〉 = δµ,ν δr,s
[
π
(µ)
Ω (α)
]
ij
, (41)
where
[
π
(µ)
Ω (α)
]
ij
is the matrix representation of the element α ∈ A in the irreducible rep-
resentation π
(µ)
Ω . In fact, recall that π
(µ,r)
Ω , with r = 1, 2, . . . , mµ, are all copies of the same
representation π
(µ)
Ω ; thus, the matrix elements[
π
(µ)
Ω (α)
]
ij
≡ 〈e(µ,r)i |πΩ(α)|e(µ,r)i 〉 ,
are actually independent from the multiplicity index r, or equivalently, the representation
matrix
[
π
(µ)
Ω (α)
]
is the same for all the mµ copies π
(µ,r)
Ω , r = 1, 2, . . . , mµ. As a consequence,
the mean value of any element α ∈ A with respect to the state |ψ〉 can be represented by
means of a density matrix ρψ, using the trace operation:
〈ψ|πΩ(α)|ψ〉 = Tr
[
ρψ πΩ(α)
]
, (42)
where
ρψ =
∑
µ
∑
ij
λ
(µ)
ij |e(µ)i 〉〈e(µ)j | , (43)
with λ
(µ)
ij =
∑
r〈ψ|e(µ,r)i 〉〈e(µ,r)j |ψ〉, and {|e(µ)i 〉} any basis in HΩ carrying the irreducible
representation π
(µ)
Ω ; in practice, a convenient choice for {|e(µ)i 〉} is the basis
{|e(µ,r)i 〉} in
H(µ,r)Ω , with any fixed index r, since, as remarked above, each one of these spaces carries the
same irreducible representation π
(µ)
Ω of A.
In particular, the cyclic GNS-vector |Ω〉 turns out to be represented by the density matrix
ρΩ of the general form (43), with λ
(µ)
ij =
∑
r〈Ω|e(µ,r)i 〉〈e(µ,r)j |Ω〉, so that, for any α ∈ A:
Ω(α) = Tr
[
ρΩ πΩ(α)
]
. (44)
10Although it is surely a pure state for the full algebra B(HΩ) of bounded operators on HΩ.
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Similarly, any mixed state ρ on HΩ, which in general can be decomposed as
ρ =
∑
µ,ν,r,s,i,j
λ
(µ,r;ν,s)
ij |e(µ,r)i 〉〈e(ν,s)j | ,
∑
µ,r,i
λ
(µ,r;µ,r)
ii = 1 , (45)
when restricted to the algebra πΩ(A), also reduces to the generic form (43).
There are however notable exceptions to this general rule. Let us fix the irreducible
representation π
(µ)
Ω and consider the following linear combination in HΩ
|f (µ,r)i 〉 =
∑
s,j
Urs Vij |e(µ,s)j 〉 , (46)
with U and V unitary matrices and
{|e(µ,r)i 〉 | i = 1, 2, . . . , dµ} orthonormal basis in H(µ,r)Ω ,
r = 1, 2, . . . , mµ, the mµ Hilbert subspaces carrying the representation π
(µ)
Ω . When restricted
to πΩ(A), the vectors |f (µ,r)i 〉 behave as the linear combinations |e˜(µ,r)i 〉 =
∑
j Vij |e(µ,r)j 〉, since,
due to the identity (41) above, the following matrix elements
〈f (µ,r)i |πΩ(α)|f (µ,r)j 〉 =
∑
k,ℓ,p,q
Urq U
†
pr V
†
ki Vjℓ 〈e(µ,p)k |πΩ(α)|e(µ,q)ℓ 〉
=
∑
k,ℓ
V †ki Vjℓ
[
π
(µ)
Ω (α)
]
kℓ
≡ 〈e˜(µ,r)i |πΩ(α)|e˜(µ,r)j 〉 , (47)
are actually independent from the index r. Being combinations of basis states, the vectors
in
{|e˜(µ,r)i 〉 | i = 1, 2, . . . , dµ} are pure, forming another orthonormal basis in H(µ,r)Ω ; as a
consequence, also the more general combinations |f (µ,r)i 〉 in (46) represent pure states on the
subalgebra πµ,rΩ (A). This result will be important for the discussions that will follow.
Remark: The vectors in (46) forming the set
{|f (µ,r)i 〉 | i = 1, 2, . . . , dµ} are clearly orthonor-
mal and, as shown by (47), span an invariant subspace ofHΩ, which is however different from
H(µ,r)Ω ; it carries a representation of A unitarily equivalent to π(µ)Ω , coinciding with it only
when V = 1. This means that the partial decomposition ⊕rH(µ,r)Ω into subspaces carrying
the representation π
(µ)
Ω is in general not unique.
11

7 Reducibility and entanglement
When a state Ω for the operator algebra A gives rise to a reducible GNS-representation πΩ,
the analysis of the notions of separability and entanglement according to Definition 3 in
Section 3 becomes more involved. Following the previous discussion, one can decompose πΩ
into its irreducible components
πΩ = ⊕µ,r π(µ,r)Ω , (48)
11This might have some consequences when evaluating the von Neumann entropy of the state Ω [92, 93].
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where π
(µ,r)
Ω , for µ fixed and r = 1, 2, . . . , mµ, are mµ copies of the same irreducible repre-
sentation π
(µ)
Ω . Correspondingly, one has a similar decomposition for the GNS-Hilbert space,
HΩ = ⊕µ,r H(µ,r)Ω , where, for µ fixed, themµ subspaces H(µ,r)Ω are all isomorphic, and, without
loss of generality, they can be identified.
Let us now fix a bipartition (A1,A2) of A and consider an orthonormal basis
{|e(µ,r)i 〉} in
each Hilbert space H(µ,r)Ω ; these states are pure since they carry the irreducible representation
π
(µ)
Ω . In addition, they can be chosen to be separable:
Lemma 3. Given any bipartition (A1,A2) of the algebra A, and a separable state Ω leading
to the reducible representation πΩ with decomposition as in (37) and (38), it is always possible
to select in H(µ,r)Ω an orthonormal basis
{|e(µ,r)i 〉} of separable pure states.
Proof. The statement can be proven by explicitly constructing the basis. For simplicity, we
shall consider A to be a boson algebra; however, using the techniques presented in Section 4,
the proof can be easily extended to the fermion case. The building procedure involves
selecting two selfadjoint elements α1 ∈ A1 and α2 ∈ A2, α⋆i = αi, in the two partitions.
On the space H(µ,r)Ω , these elements are represented by the hermitian operators π(µ,r)Ω (αi),
i = 1, 2, with spectral decomposition:
π
(µ,r)
Ω (α1) =
∑
k
α
(1)
k P
(µ,r)
k , π
(µ,r)
Ω (α2) =
∑
ℓ
α
(2)
ℓ Q
(µ,r)
ℓ , α
(1)
k , α
(2)
ℓ ∈ R . (49)
Since the GNS-vector |Ω〉 ∈ HΩ is assumed to be separable, by acting on it with the projectors
P
(µ,r)
k ∈ π(µ,r)Ω
(A1) and Q(µ,r)ℓ ∈ π(µ,r)Ω (A2) one builds a basis of manifestly separable pure
states of the form:12
|e(µ,r)i 〉 =
1
〈Ω|P (µ,r)k |Ω〉 〈Ω|Q(µ,r)ℓ |Ω〉
P
(µ,r)
k Q
(µ,r)
ℓ |Ω〉 , i ≡ (k, ℓ) . (50)
These states satisfy the separability condition (8) and thus, by taking in it α1 = α2 = 1,
they are orthonormal:
〈e(µ,r)i |e(µ,r)i′ 〉 =
〈Ω|P (µ,r)k P (µ,r)k′ Ω〉 〈Ω|Q(µ,r)ℓ Q(µ,r)ℓ′ |Ω〉
〈Ω|P (µ,r)k |Ω〉 〈Ω|Q(µ,r)ℓ |Ω〉 〈Ω|P (µ,r)k′ |Ω〉 〈Ω|Q(µ,r)ℓ′ |Ω〉
= δkk′ δℓℓ′ ≡ δii′ . (51)
Furthermore, the set of vectors (50) form a basis for the space H(µ,r)Ω . Indeed, the existence
of an element |φ〉 ∈ H(µ,r)Ω not belonging to the span of the set
{|e(µ,r)i 〉} would be in
contradiction with the assumption that A1 ∪ A2 = A; in fact, by construction, the set{
P
(µ,r)
k
}
generates π
(µ,r)
Ω
(A1), while {Q(µ,r)ℓ } generates π(µ,r)Ω (A2).
12We are here assuming that the projectors P
(µ,r)
k and Q
(µ,r)
ℓ correspond to elements belonging to the
algebra A and, as we shall see, this is indeed the case when A is a Clifford algebra. However, in more
general cases, this condition might not hold; in such instances, one simply applies all considerations to the
von Neumann algebra extension of A [59].
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Remark: If some of the above projectors turn out to annihilate |Ω〉, e.g. P (µ,r)k |Ω〉 = 0, for
some k, one considers the subalgebra generated by them and repeats the previous construc-
tion by choosing a suitable selfadjoint element in it. For a finitely generated algebra A, the
successive application of this procedure will surely come to an end and provide the wanted
separable basis
{|e(µ,r)i 〉}. 
Having constructed in each space H(µ,r)Ω a basis
{|e(µ,r)i 〉} of vectors that result separable
with respect to the chosen bipartition, one can now consider arbitrary linear combinations of
these vectors. In general, such combinations will no longer be separable. For instance, even
limiting the attention to a single space H(µ,r)Ω , with fixed indices µ and r, the following com-
binations of vectors |e˜(µ,r)i 〉 =
∑
j Vij |e(µ,r)j 〉, with Vij arbitrary complex coefficients, are still
pure states in H(µ,r)Ω , as discussed in the previous Section; however, they are no longer sepa-
rable, since in general the expectation 〈e(µ,r)i |π(µ,r)Ω (α1) π(µ,r)Ω (α2)|e(µ,r)i 〉 of any local operator
α1α2, αi ∈ Ai, i = 1, 2, can not be written in product form as in (8).
Nevertheless, there are linear combinations involving basis vectors in spaces H(µ,r)Ω with
different index r that remain separable.
Lemma 4. Within the hypothesis of the previous Lemma, let us consider the following linear
combinations of basis states:
|g(µ,r)i 〉 =
∑
s
Urs |e(µ,s)i 〉 , (52)
with U a unitary matrix. These states are pure and separable.
Proof. As already shown, the matrix elements of any operator πΩ(α), α ∈ A, with respect
to the vectors of the set
{|g(µ,r)i 〉} coincide with those of the corresponding vectors in the set{|e(µ,r)i 〉}, since both set of vectors carry the same irreducible representation πµΩ of A (see
(47) with V = 1). Then, since the separability condition (8) holds by construction for the
elements of the basis
{|e(µ,r)i 〉}, it is automatically true also for the vectors in {|g(µ,r)i 〉}.
More in general, a state on the algebra A that belongs to the folium of Ω is mixed, and
thus represented by a density matrix ρ on HΩ. It can be decomposed as in (43),
ρ =
∑
µ
∑
i,j
λ
(µ)
ij |e(µ)i 〉〈e(µ)j | ,
∑
µ,i
λ
(µ)
ii = 1 , (53)
where the set
{|e(µ)i 〉} is a separable basis in HΩ carrying the irreducible representation
π
(µ)
Ω ; in practice, as mentioned earlier, it can be taken to coincide with any separable basis{|e(µ,r)i 〉} in H(µ,r)Ω introduced above, with arbitrary, but fixed r.
It follows that a state in diagonal form,
ρD =
∑
µ
∑
i
λ
(µ)
ii |e(µ)i 〉〈e(µ)i | , (54)
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is surely separable, being the convex combination of separable, rank-1 projectors. One can
then conclude that:
Proposition 3. A generic mixed state ρ =
∑
µ ρ
(µ) as in (53) is entangled with respect to
the given bipartition (A1,A2) if and only if at least one of its irreducible components ρ(µ),
ρ(µ) =
1
λ(µ)
∑
i,j
λ
(µ)
ij |e(µ)i 〉〈e(µ)j | , λ(µ) ≡
∑
i
λ
(µ)
ii , (55)
results non separable.
As a consequence, the study of quantum correlations in the reducible representation πΩ
of the algebra A, as given by the state Ω through the GNS-construction, reduces to the
analysis of entanglement in each of its irreducible components π
(µ)
Ω , for which the results
given in Section 3 apply.
All the above discussion can be made very explicit in the case of Majorana fermion systems,
i.e. when the operator algebra A coincides with the Clifford algebra CN and for Ω the state
introduced in (33) is chosen.
8 Structure of entangled Majorana states: C2
We shall start discussing the simplest Majorana system, the one defined by the operator
algebra C2, generated by the two mode elements c1 and c2. As discussed in Section 5, the
entire Clifford algebra C2 is then obtained as the linear span of the following four basis
elements: {1, c1, c2, c1c2}. As state Ω on this algebra, we shall choose the one given in (33),
so that: Ω(c1) = Ω(c2) = Ω(c1c2) = 0, while Ω(1) = 1.
Given the state Ω, the GNS-construction provides a representation πΩ of C2 on a four-
dimensional Hilbert space HΩ, which is given by the linear span of the four vectors obtained
by applying the basis elements 1, c1, c2 and c1c2 to the cyclic vector |Ω〉.13 Since, as discussed
in Section 5, C2 is isomorphic to M2(C), the algebra of 2 × 2 complex matrices, the four-
dimensional GNS-representation πΩ is reducible: it can be decomposed as
πΩ = π
(1)
Ω ⊕ π(2)Ω , (56)
in terms of two, equal, two-dimensional representations π
(r)
Ω , acting on two-dimensional
Hilbert subspaces H(r)Ω , r = 1, 2 such that HΩ = H(1)Ω ⊕ H(2)Ω .14 As a consequence, the
chosen state Ω is not a pure state for C2.
13For sake of simplicity, here and in the following we shall use the same symbol to indicate the elements
ci of the abstract Clifford algebra and its corresponding GNS-representation piΩ(ci) as operators acting on
HΩ.
14In this situation, all irreducible representations are equal, so that the index µ takes only one value and
can be suppressed; thus, in the decomposition (56) only the multiplicity index r = 1, 2 appears.
24
The only non trivial bipartition (A1,A2) of the algebra C2 is the one in which the subal-
gebra A1 is the linear span of {1, c1}, while the subalgebra of A2 that of {1, c2}. For the
construction of two orthonormal basis in H(r)Ω formed by separable, pure states we follow the
general scheme outlined in the proof of Lemma 3 of the previous Section. The procedure
involves choosing two generic selfadjoint elements, α = a0+ a1 c1 in A1 and β = b0 + b1 c2 in
A2, with ai, bi ∈ R. Their spectral decomposition,
α =
(
a0 + a1
)
P+ +
(
a0 − a1
)
P− P± = (1± c1)/2 ,
β =
(
b0 + b1
)
Q+ +
(
b0 − b1
)
Q− Q± = (1± c2)/2 ,
(57)
allows constructing the following four orthonormal vectors
|e(r)i 〉 =
1
2
eˆ
(r)
i (c1, c2) |Ω〉 , r = 1, 2 , i = 1, 2 , (58)
where eˆ
(r)
i (c1, c2) are (suitably normalized) products of the projectors P± and Q±:{
eˆ
(1)
1 (c1, c2) = (1 + c1)(1 + c2)
eˆ
(1)
2 (c1, c2) = (1− c1)(1 + c2)
{
eˆ
(2)
1 (c1, c2) = (1 + c1)(1− c2)
eˆ
(2)
2 (c1, c2) = (1− c1)(1− c2) .
(59)
One can easily check that the set
{|e(1)i 〉 | i = 1, 2} is a basis for the subspace H(1)Ω ⊂ HΩ
carrying the irreducible representation π
(1)
Ω for which
1 −→ σ0
c1 −→ σ3 (60)
c2 −→ σ1 ,
and consequently c1c2 −→ iσ2. Similarly, the set
{|e(2)i 〉 | i = 1, 2} is a basis in H(2)Ω ⊂ HΩ,
carrying another copy of the same irreducible representation. In view of this, as discussed
before, the four states |e(r)i 〉 are pure. Furthermore, they are manifestly separable with respect
to the given bipartition; indeed, one can explicitly check that they satisfy the condition (8)
for any local operator in C2.
The decomposition HΩ = H(1)Ω ⊕ H(2)Ω is however not unique, due to the fact that the
representation (60) has multiplicty 2. In fact, as discussed in the final Remark of Section 6,
the linear combinations
|g(r)i 〉 =
2∑
s=1
Urs |e(s)i 〉 , (61)
with U unitary, define two orthonormal basis
{|g(1)i 〉 | i = 1, 2} and {|g(2)i 〉 | i = 1, 2}, span-
ning two subspaces H˜(r)Ω ⊂ HΩ giving a new decomposition HΩ = H˜(1)Ω ⊕ H˜(2)Ω of the GNS-
Hilbert space. However, as already noticed in the general case, the irreducible representations
π˜
(r)
Ω of C2 corresponding to this new decomposition of HΩ coincide with old ones, i.e. one
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has: π˜
(1)
Ω = π˜
(2)
Ω ≡ π(1)Ω = π(2)Ω . In addition, by Lemma 4, the new pure basis vectors |g(r)i 〉
still represent separable states.
These considerations became very explicit by taking for instance U = (σ1 + σ3)/
√
2, so
that the two basis states result:
|g(1)1 〉 =
1√
2
(1 + c1) |Ω〉
|g(1)2 〉 =
1√
2
(1− c1)c2 |Ω〉

|g(2)1 〉 =
1√
2
(1 + c1)c2 |Ω〉
|g(2)2 〉 =
1√
2
(1− c1) |Ω〉 .
(62)
These states are manifestly separable and give rise to two copies of the same matrix repre-
sentation of C2 given in (60).
On the other hand, if one instead considers as in (46) linear unitary combinations of the
vectors |e(r)i 〉 involving also the lower index,
|f (r)i 〉 =
∑
s,j
Urs Vij |e(s)j 〉 , UU † = 1 = V V † , (63)
the resulting sets of vectors
{|f (1)i 〉 | i = 1, 2} and {|f (2)i 〉 | i = 1, 2} are still basis carrying
the C2 irreducible representations V π(r)Ω V †, r = 1, 2, unitarily equivalent to the original ones,
but the pure states |f (r)i 〉 are in general no longer separable. An interesting example, that
will turn useful in the following, is given by the choice:
U =
1
2
(
1− i 1 + i
1 + i 1− i
)
, V =
1√
2
(
1 i
1 −i
)
, (64)
giving rise to the basis vectors
|f (r)i 〉 =
1√
2
fˆ
(r)
i (c1, c2) |Ω〉 , r = 1, 2 , i = 1, 2 , (65)
with {
fˆ
(1)
1 (c1, c2) = (c1 + c2)
fˆ
(1)
2 (c1, c2) = (1 + ic1c2)
{
fˆ
(2)
1 (c1, c2) = (1− ic1c2)
fˆ
(2)
2 (c1, c2) = (c1 − c2)
(66)
Using the entanglement criterion given in Corollary 3, one immediately sees that the vectors
(65) are non separable, since 〈f (r)i |c1c2|f (r)i 〉 6= 0.
Coming now to the GNS state |Ω〉, one can easily sees that, although generating the whole
Hilbert space HΩ, it is not a pure state on the Clifford algebra C2. In fact, recalling (62),
one can write:
|Ω〉 = 1√
2
(|g(1)1 〉+ |g(2)2 〉) . (67)
Since 〈g(1)i |α|g(2)j 〉 = 0, i, j = 1, 2, for any element α ∈ C2, due to the irreducibility of the
representations carried by
{|g(1)i 〉} and {|g(2)i 〉}, the mean value Ω(α) can be expressed in
terms of a density matrix ρΩ such that
〈Ω|α|Ω〉 = Tr[ρΩ α] , ∀α ∈ C2 , (68)
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with
ρΩ =
1
2
(
|g(1)1 〉〈g(1)1 |+ |g(2)2 〉〈g(2)2 |
)
; (69)
the state |Ω〉 is therefore a mixed state when restricted to C2. In addition, being a con-
vex combination of projectors onto separable states, ρΩ results itself separable, as already
observed in Section 5, cf. Eq.(35). A similar conclusion holds also for the states c1|Ω〉,
c2|Ω〉 and c1c2|Ω〉 that together with |Ω〉 generate the whole GNS-Hilbert space HΩ: one
easily finds that, when restricted to the algebra C2, also these three states are represented
by separable density matrices.
More in general, any state on C2 can be represented by a density matrix that, following
(53), can be written in the form:
ρ =
∑
i,j
λij |ei〉〈ej| ,
∑
i
λii = 1 , (70)
where
{|ei〉 | i = 1, 2} is any separable basis carrying a two-dimensional representation of C2;
in particular, one can choose one of the two basis given in (58) and (59).
In order to characterize its entanglement properties, one has to distinguish the cases in
which the coefficient λ12 is complex or real. In the first case, one has:
Lemma 5. The density matrix ρ as in (70) with λ12 a nonvanishing complex number is
never separable.
Proof. The density matrix in (70) can be decomposed into its diagonal part,
ρD =
∑
i
λii |ei〉〈ei| , (71)
and the off-diagonal one η ≡ ρ − ρD. While ρD is clearly a separable state, η being the
difference of two density matrices is not even a state. However, for λ12 ∈ C, the quantity
Tr[η c1c2] ≡ Tr[ρ c1c2] = 2i Im(λ12) is nonvanishing, so that by the criterion of Corollary 3,
ρ is surely entangled.
When λij is a real matrix, the situation is more involved, since Tr[ρ c1c2] is always zero
and the entanglement criterion in Corollary 3 gives no information: one has then to resort
to the fact that separable mixed state are convex combination of pure separable states.
Lemma 6. The density matrix ρ as in (70) with λ12 ∈ R is separable if and only if λ11 ≥ |λ12|
and λ22 ≥ |λ12| .
Proof. Consider first a pure state |ψ〉 = a1 |e1〉 + a2 |e2〉, with |a1|2+ |a2|2 = 1; one computes:
〈ψ|c1 c2|ψ〉 = 2 i Im(a1 a∗2) , 〈ψ|c1|ψ〉 = |a1|2 − |a2|2 , 〈ψ|c2|ψ〉 = 2Re(a1 a∗2) .
Using the separability condition (8) of Lemma 1, it follows that |ψ〉 is a separable pure state
with respect to the considered bipartition if only if, together with Im(a1a∗2) = 0, at least
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one of the following two conditions is satisfied: |a1|2 = |a2|2 or Re(a1 a∗2) = 0. Therefore, the
only separable pure states are:
|ψ1〉 = |e1〉 , |ψ2〉 = |e2〉 , |ψ3〉 = |e1〉 + |e2〉√
2
, |ψ4〉 = |e1〉 − |e2〉√
2
.
Take now a generic mixed, separable state ρ that can be expressed as in (70); it must be
obtainable as a convex combination of the projectors onto the above separable pure states,
and therefore must be of the form:
ρ =
4∑
i=1
µi |ψi〉〈ψi| , µi ≥ 0 ,
4∑
i=1
µi = 1 . (72)
As a consequence, comparing (70) and (72), one obtains:
λ11 − λ12 = µ1 + µ4 ≥ 0 , λ11 + λ12 = µ1 + µ3 ≥ 0
λ22 − λ12 = µ2 + µ4 ≥ 0 , λ22 + λ12 = µ2 + µ3 ≥ 0 ,
which are possible only if: |λ12| ≤ min{λ11, λ22}.
On the other hand, using the above relations, one can express three of the convex coefficients
appearing in the decomposition (72) in terms of the remaining one and λ11, λ12; for instance:
µ2 = 1− 2λ11 + µ1 , µ3 = λ11 + λ12 − µ1, µ4 = λ11 − λ12 − µ1 .
The conditions 0 ≤ µi ≤ 1, i = 1, 2, 3, then yields:
max{λ11 − λ12 − 1, λ11 + λ12 − 1, 2λ11 − 1} ≤ µ1 ≤ min{λ11 − λ12, λ11 + λ12, 2λ11} .
Therefore, assuming |λ12| ≤ min{λ11, λ22}, one can always choose coefficients µi, satisfying
0 ≤ µi ≤ 1, i = 1, 2, 3, 4, such that a generic density matrix ρ can be expressed as in (72),
i.e. as a convex combination of projectors on the separable pure states |ψi〉, whence ρ results
itself separable.
Remark: Surprisingly, as explicitly shown in the above proof, the two combinations
|ψ3,4〉 =
(|e1〉 ± |e2〉)/√2 are separable in C2. This behaviour is clearly quite different from
the case of two distinguishable qubits, or two-mode boson/fermion systems, where superpo-
sitions of of pure separable states give entangled states. 
In conclusion, using the powerful machinery of algebraic quantum mechanics we have been
able to classify all entangled states of the Clifford algebra C2. As we shall see, one can treat
in a similar way also the case of the general algebra CN .
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9 Structure of entangled Majorana states: CN
Before treating the case of a general Clifford algebra, it is useful to explicitly discuss the
construction of a basis of separable states in HΩ carrying the irreducible representations of
CN with N = 3, 4, by extending the techniques previously adopted for C2.
The algebra C3, the simplest Clifford algebra CN with N odd, is the linear span of the set{
1, c1, c2, c3
}
. Its only non-trivial bipartition (A1,A2) is the one in which A1 is the linear
span of
{
1, c1, c2
}
, while A2 that of
{
1, c3
}
, since all other possible bipartitions can be
reduced to this one by a suitable reordering of the mode labels.
Choosing again the state Ω as in (33), the GNS construction gives a representation πΩ of
C3 on the Hilbert space HΩ, now eight-dimensional. As outlined earlier for C2, a separable
basis in it can be constructed following the procedure presented in the proof of Lemma 3;
in practice, such a basis can be obtained by augmenting the four operators eˆ
(r)
i (c1, c2) =
(1± c1)(1± c2) introduced in (59) with the additional two projectors (1± c3)/2, yielding the
eight orthonormal vectors:
|e(r,s)i 〉 =
1
2
√
2
eˆ
(r)
i (c1, c2) eˆ
(s)(c3) |Ω〉 , r = 1, 2 , i = 1, 2 , s = 1, 2 , (73)
where
eˆ(1)(c3) = (1 + c3) eˆ
(2)(c3) = (1− c3) . (74)
However, as discussed in Section 5, the irreducible representations of C3 are four-dimen-
sional, so that πΩ as given by the GNS construction decomposes as πΩ = π
(1)
Ω ⊕π(2)Ω into two,
equal, four-dimensional irreducible representations π
(s)
Ω , s = 1, 2 acting on two subspaces
H(s)Ω , such that: HΩ = H(1)Ω ⊕ H(2)Ω . One can check that the first subspace H(1)Ω is spanned
by the the four basis vectors in (73) with s = 1, i.e.
{|e(r,1)i 〉 | r, i = 1, 2}, while the second
by those with s = 2. Explicitly, one finds:
1 −→ σ0 ⊗ σ0
c1 −→ σ0 ⊗ σ3
c2 −→ σ0 ⊗ σ1
c3 −→ σ2 ⊗ σ2 .
(75)
Therefore, the vectors in (73) represent pure states for C3; further, due to Proposition 1,
they are separable.
In order to explicit obtain the decomposition of the GNS- representation into its irreducible
components in the general case CN , with N > 3, more effort is required. The discussion of
the case N = 4 suffices to grasp the general structure.
In the case of C4 = span
{
1, c1, c2, c3, c4
}
, the Hilbert space HΩ is 16-dimensional and can
be spanned by the sixteen orthonormal states:∣∣ v(r,s)(i,j) 〉 = 14 vˆ(r,s)(i,j) |Ω〉 , r, s = 1, 2 , i, j = 1, 2 , (76)
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with
vˆ
(r,s)
(i,j) ≡ eˆ(r)i (c1, c2) eˆ(s)j (c3, c4) , (77)
where eˆ
(r)
i (c1, c2) are the four combination in (59), while eˆ
(r)
j (c3, c4) are exactly of the same
form but with c1 replaced by c3, and c2 by c4. For instance, one explicitly has:
vˆ
(1,1)
(1,1) ≡ (1 + c1)(1 + c2)(1 + c3)(1 + c4)
vˆ
(1,1)
(2,1) ≡ (1− c1)(1 + c2)(1 + c3)(1 + c4)
vˆ
(1,1)
(1,2) ≡ (1 + c1)(1 + c2)(1− c3)(1 + c4)
vˆ
(1,1)
(2,2) ≡ (1− c1)(1 + c2)(1− c3)(1 + c4) .
(78)
The 16 states (76) look separable for any choice of bipartition of C4, but unfortunately can
not be simply grouped into sets of four in order to form basis for subspaces of HΩ carrying
irreducible representations of C4, as done before for C2 and C3. Nevertheless, this can be
obtained through unitary transformations similar to the ones introduced in (63) and (64);
this will allow to conclude that the vectors
∣∣ v(r,s)(i,j) 〉 are also pure states for C4. Recall that
in general a state in HΩ results mixed when restricted to the Clifford algebra, while in order
to characterize entangled Clifford states, a basis of pure, separable states is needed.
For sake of definiteness, let us fix the bipartition (A1,A2) of C4 for whichA1 = span
{
1, c1, c2
}
and A2 = span
{
1, c3, c4
}
.15 Using the unitary matrices U and V in (64), one can then write:
vˆ
(r,s)
(i,j) =
∑
p,k
Urp Vik fˆ
(p)
k (c1, c2)
∑
q,ℓ
Usq Vjℓ fˆ
(q)
ℓ (c3, c4) , (79)
where fˆ
(p)
k (c1, c2), p, k = 1, 2, coincide with the monomials in (66), while fˆ
(q)
ℓ (c3, c4), q, ℓ =
1, 2, are exactly of the same form with the substitution c1 → c3 and c2 → c4. This implies
that the states
∣∣ v(r,s)(i,j) 〉 in (76) can be expressed as linear combinations of the vectors:∣∣ f (r,s)(i,j) 〉 = 14 fˆ (r)i (c1, c2) fˆ (s)j (c3, c4) |Ω〉 , r, s = 1, 2 , i, j = 1, 2 . (80)
Using the results presented in the previous Section, one easily checks that the four vectors{∣∣ f (r,s)(i,j) 〉 | i, j = 1, 2} with the indices r and s fixed, span a four-dimensional subspace
H(r,s)Ω ⊂ HΩ carrying an irreducible representation π(r,s)Ω of C4. Then, the original GNS-
representation πΩ decomposes as
πΩ = ⊕r,s π(r,s)Ω , (81)
into four, 4-dimensional, irreducible representations π
(r,s)
Ω , that turn out to be all equal. As
a result, since the basis vectors
∣∣ f (r,s)(i,j) 〉 are pure, the original vectors ∣∣ v(r,s)(i,j) 〉, being linear
15 The other independent bipartition, for which A1 = span
{
1, c1, c2, c3
}
and A2 = span
{
1, c4
}
, can be
similarly treated using the results obtained above for C3.
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combinations of these, are also pure. In addition, they are also separable, being essentially
product states.
Remark: Notice that the states
∣∣ f (r,s)(i,j) 〉 are manifestly separable for the chosen bipartition
(A1,A2); however, as discussed in the previous Section, these states result non-separable
when restricted to the two-dimensional Clifford subalgebras A1 or A2. 
The whole construction can now be easily generalized to the case of a generic Clifford
algebra CN . Given the state Ω in (33), when N is even one can build a basis of pure, separable
states in the Hilbert space HΩ by acting with products of the four elements eˆ(r)i (ca, cb) =
(1± ca)(1± cb) on the cyclic GNS-vector |Ω〉, explicitly obtaining:∣∣ eri 〉 = 12N/2 eˆ(r1)i1 (c1, c2) eˆ(r3)i3 (c3, c4) . . . eˆ(rN−1)iN−1 (cN−1, cN) |Ω〉 , (82)
where r = (r1, r3, . . . , rN−1) and i = (i1, i3, . . . , iN−1); on the other hand, when N is odd,
also the two elements eˆ
(r)
i (ca) = (1± ca) are needed, so that:∣∣ eri 〉 = 12N/2 eˆ(r1)i1 (c1, c2) eˆ(r3)i3 (c3, c4) . . . eˆ(rN−1)iN−1 (cN−2, cN−1) eˆ(rN )iN (cN) |Ω〉 . (83)
In the above expressions, all indices r’s and i’s take the two values 1 and 2. These states are
all manifestly separable for any bipartition of the algebra CN ; further they are pure, since, as
in the case of C4 discussed above, they can be unitarily related to states carrying irreducible
representations of the Clifford algebra.
For sake of definiteness, let us assume N to be even and fix a bipartition (A1,A2) for which
A1 = span
{
1, c1, c2 . . . , c2k
}
andA2 = span
{
1, c2k+1, c2k+2, . . . , cN
}
, with 1 ≤ k ≤ N/2− 2;
in this case, the multi-indices r and i take 2N/2 possible values, that we shall henceforth take
to be: 1, 2, . . . , 2N/2. Then, by generalizing the transformation in (79), the states
∣∣ eri 〉 in
(82) can be unitarily related to the following ones:∣∣ f ri 〉 = 12N/2 fˆ (r1)i1 (c1, c2) fˆ (r3)i3 (c3, c4) . . . fˆ (rN−1)iN−1 (cN−1, cN) |Ω〉 , (84)
with fˆ
(r)
i (ca, cb) = {(ca±cb), (1± icacb)}, as in (66).16 For fixed indices r, these states span a
2N/2-dimensional subspace H(r)Ω of HΩ carrying an irreducible representation of CN . Indeed,
the 2N/2 sets of basis vectors
{|f (r)i 〉 | i = 1, 2, . . . , 2N/2}, with r = 1, 2, . . . , 2N/2, induce a
decomposition HΩ = ⊕r H(r)Ω of the GNS-Hilbert space into subspaces, each carrying an
irreducible representation π
(r)
Ω of CN , so that the GNS-representation πΩ has the following
decomposition into irreducible components: πΩ = ⊕r π(r)Ω .
16 Similarly, for the independent bipartition with A1 = span
{
1, c1, c2 . . . , c2k+1
}
and A2 =
span
{
1, c2k+2, c2k+3, . . . , cN
}
, the states in (82) can be unitarily related to the following (unnormalized)
ones: fˆ
(r1)
i1
(c1, c2) . . . fˆ
(r2k−1)
i2k−1
(c2k−1, c2k) eˆ
(r2k+1)
i2k+1
(c2k+1) fˆ
(r2k+2)
i2k+2
(c2k+2, c2k+3) . . . eˆ
(rN)
iN
(cN )|Ω〉.
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Since all the representation π
(r)
Ω turn out to be equal, any state of CN in the folium of Ω,
represented by a density matrix ρ, can be decomposed as
ρ =
∑
j,k
λjk |fj〉〈fk| ,
∑
k
λkk = 1 , (85)
where for the vector basis
{|fk〉} one can choose any of the above introduced sets {|f (r)k 〉},
with r fixed. Clearly, also in this general case, a diagonal state of the form
ρD =
∑
k
λkk |fk〉〈fk| , (86)
is manifestly separable. On the other hand, provided not all off-diagonal coefficients λjk,
j 6= k, are real, one can always find a monomial ci1ci2 with ci1 ∈ A1 and ci2 ∈ A2 for
which Tr[η ci1ci2 ] 6= 0, with η = ρ − ρD. Therefore, in this generic case, by the criterion of
Corollary 3 any state ρ results entangled if and only if it is not in the diagonal form (86).
However, a full characterization of entangled states in the case in which the coefficients λjk
are all real can not be given in general, since one has to resort to the general separability
condition (5).
As an interesting example of an entangled state in CN , let us fix N = 2n and con-
sider the balanced bipartition (A1,A2) for which A1 = span
{
1, c1, c2 . . . , cn
}
and A2 =
span
{
1, cn+1, cn+2, . . . , c2n
}
. The monomial
γ = γ(1)p γ
(2)
p , γ
(1) = ci1ci2 . . . cip , γ
(2) = cj1cj2 . . . cjp , (87)
with 1 ≤ ik ≤ n and (n + 1) ≤ jk ≤ 2n, is an element of C2n which is manifestly local
with respect to the chosen bipartition, since γ
(1)
p ∈ A1, while γ(2)p ∈ A2. Furthermore, when
the integer p is odd, γ(1) and γ(2) are odd elements,
{
γ(1), γ(2)
}
= 0, such that γ2 = −1.
Consider then the following vector in HΩ:
|φ〉 = 1√
2
(
1 + iγ
) |Ω〉 . (88)
When restricted to the algebra C2n it becomes a mixed state, since both |Ω〉 and γ|Ω〉 are no
longer pure; further, the expectation 〈φ|γ|φ〉 is non vanishing, so that, again by Corollary 3
the state is entangled. This result will be useful in the following Section, while discussing
metrological applications of Majorana systems.
10 Application to quantum metrology
Using quantum physics in metrological applications is surely one of the most promising
developments in quantum technology: it allows determining a physically interesting param-
eter θ, typically a phase, with unprecedented accuracy.17 This result is achieved through
17The literature on the subject is fast growing; for a partial list, see [94]-[118] and references therein.
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a θ-dependent state transformation that occurs inside a suitable measurement apparatus,
generally an interferometric device. In the most common case of linear setups, this transfor-
mation can be modelled by a unitary mapping, ρ → ρθ, sending the initial state ρ into the
final parameter-dependent outcome state:
ρθ = e
iθJ ρ e−iθJ , (89)
where J is the devices-dependent, θ-independent operator generating the state transforma-
tion. The task of quantum metrology is to determine the ultimate bounds on the accuracy
with which the parameter θ can be obtained through a measurement of ρθ and to study how
these bounds scale with the available resources.
General quantum estimation theory allows a precise determination of the accuracy δθ with
which the phase θ can be obtained in a measurement involving the operator J and the initial
state ρ; one finds that δθ is limited by the following inequality [119]-[122]:
δθ ≥ 1√
F [ρ, J ]
, (90)
where the quantity F [ρ, J ] is the so-called “quantum Fisher information”; it is a continuous,
convex function of the state ρ, satisfying the inequality [123, 124]
F [ρ, J ] ≤ 4∆2ρJ , (91)
where ∆2ρJ ≡
[〈J2 〉 − 〈J 〉2] is the variance of the operator J in the state ρ, the equality
holding only for pure states. In order to reach a better resolution in θ-estimation one should
obtain larger quantum Fisher information; thus, for a given measuring apparatus, i.e. a
given operator J , one can still optimize the precision with which θ is determined by choosing
an initial state ρ that maximizes F [ρ, J ].
For measuring devices made of N distinguishable particles, the following bound on the
quantum Fisher information holds for any separable state ρsep [114]:
F
[
ρsep, J
] ≤ N . (92)
In other terms, feeding the measuring apparatus with separable initial states, the best achiev-
able precision in the determination of the phase shift θ is bounded by the so-called shot-noise
limit:
δθ ≥ 1√
N
. (93)
This is also the best result attainable using classical (i.e. non quantum) devices: the accuracy
in the estimation of θ scales at most with the inverse square root of the number of available
resources. Instead, quantum equipped metrology allows reaching sub-shot-noise sensitivities
by using suitable detection protocols and entangled input states.
This conclusion holds when the metrological devices used to estimate the physical pa-
rameter θ are based on systems of distinguishable particles. When dealing with identical
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particles, the above statement needs to be rephrased. Indeed, both in the case of boson
and fermion systems it has been explicitly shown that sub shot-noise sensitivities may be
obtained also via a non-local operation acting on separable input states [50, 57]. In other
terms, although some sort of non-locality is needed in order to go below the shot-noise limit,
this can be provided by the measuring apparatus itself and not necessarily by the input state
ρ, that indeed can be separable. This result has clearly direct experimental relevance, since
the preparation of suitably entangled input states may require in practice a large amount of
resources.
When dealing with fermions, the situation appears more involved due to the anticom-
muting character of the associated operator algebra A. Indeed, while in the case of bosons
a two-mode apparatus (e.g. a standard two-way interferometer) filled with N particles is
sufficient to reach sub-shot-noise efficiencies, with fermions a multimode apparatus is needed
in order to reach comparable sensitivities [125]-[130].
With Majorana fermions, things become even more complicated since the notion of mode
occupation loses its meaning, as a number operator is no longer available. It is the number
N of available Majorana modes that now quantifies the amount of resources available for
the process of parameter estimation and it is in reference to this number that the shot-noise
limit in (93) should be considered. In other terms, in dealing with systems of Majorana
fermions, it is the mode structure of the measuring apparatus that becomes relevant.
As an example, consider again a system with an even number N = 2n of Majorana
modes and choose for it the balanced bipartition (A1,A2), with A1 = span
{
1, c1, c2 . . . , cn
}
and A2 = span
{
1, cn+1, cn+2, . . . , c2n
}
. As a generator of the transformations inside the
measuring apparatus, let us take the following operator:
J = i
n∑
k=1
ωk ckcn+k , (94)
where ωk is a given spectral function, e.g. ωk ≃ kp, with p integer. The unitary trans-
formation Uθ = e
iθJ implementing the state transformation inside the apparatus is clearly
non-local, since it can not be written as the product α(1) α(2), with α(1) ∈ A1 and α(2) ∈ A2.
It represents a sort of generalized multimode beam-splitter, so that the whole measuring
device behaves as a multimode interferometer.
Let us feed the interferometer with a pure initial state ρ = |ψ〉〈ψ|, coinciding with one of
the basis elements
∣∣ f ri 〉 in (84) carrying the irreducible representation π(r)Ω of C2n presented
in the previous Section. For instance, choose:
|ψ〉 = 1
2n
(1 + ic1c2) . . . (1 + icn−1cn) (1− icn+1cn+2) . . . (1− ic2n−1c2n) |Ω〉 ; (95)
as discussed before, this state is separable with respect to the chosen bipartition.
The quantum Fisher information can be easily computed, since in this case it is propor-
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tional to the variance of J with respect to |ψ〉; assuming for simplicity n even, one finds
F [ρ, J ] =
N/4∑
k=1
(
ω2k−1 + ω2k
)2
, (96)
which turns out to be larger than N . In particular, for ωk ∼ k, one finds that in the limit
of large N , F [ρ, J ] behaves as N3/3. Therefore, also with Majorana fermions, a suitably
devised interferometric apparatus can beat the shot-noise limit in θ estimation even starting
with a separable state as in (95). One can check that this sub-shot-noise gain in precision can
be obtained also using any other state vector belonging to the separable basis (82), although
it is for the state (95) that the value actually attained by the quantum Fisher information
is maximal.
Remark: Notice that in general the obtained value for F [ρ, J ] scales with a power of N
greater than two. When dealing with systems made of N distinguishable particles, the
following general bound holds:
F [ρ, J ] ≤ N2 , (97)
for any state ρ and generator J , providing an absolute lower bound for the accuracy in
θ estimation called the Heisenberg limit: δθ ≥ 1/N . Instead, in the scenario described
above, one is able to reach sub-Heisenberg sensitivities, another advantage of using fermion
systems.18 
Some sort of quantum non-locality is nevertheless needed in order to attain sub-shot-noise
accuracies. In order to appreciate this point, let us consider the same Majorana system as
before, but use a different generator J˜ , i.e. a different measuring apparatus, where:
J˜ = i
n∑
k=1
ω˜k c2k−1c2k , (98)
with ω˜k a given spectral density. The unitary transformation U˜θ = e
iθJ˜ implementing state
transformation inside the interferometer is now local with respect to the chosen bipartition,
since it is the product of n transformations depending on couples of contiguous modes:
U˜θ =
n∏
k=1
e−θ ω˜kc2k−1c2k . (99)
If one feeds the apparatus with any vector belonging to the separable basis in (82), one does
not obtain any advantage in parameter estimation accuracy with respect to the shot-noise
limit; actually, the quantum Fisher information vanishes.
However, using an entangled state as initial state, the situation changes. Indeed, let
us consider the entangled state |φ〉 in (88) introduced at the end of the previous Section.
18The possibility of getting sensitivities beyond the Heisenberg limit has been discussed before, using,
however, non-linear metrology [131]-[138].
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Although not a pure state for CN , the corresponding quantum Fisher information, being
representation independent, can be computed in the full Hilbert space HΩ, obtaining
F
[|φ〉, J˜ ] = n∑
k=1
(
ω˜k
)2
. (100)
For a spectral density of generic form ω˜k ≃ kp, one finds, for large N , F
[|φ〉, J˜ ] ≃ N2p+1,
obtaining again a sub-shot-noise accuracy for θ estimation; actually, for p ≥ 1, the sensitivity
in the determination of θ goes even beyond the Heisenberg limit.
11 Outlook
Non-classical correlations are at the basis of most of the recent advances in modern quantum
physics, and in particular in quantum technology, leading to the possibility of the realization
of devices outperforming those presently available. The characterization and quantification
of these resources is therefore of utmost importance, especially in many-body systems, since,
thanks to the recent advances in ultracold and superconducting physics, they are becoming
the preferred laboratories for studying new quantum effects.
For systems made of identical constituents, the usual notions of separability and entan-
glement need a revision, since the particle Hilbert space tensor structure on which these
concepts are based is no longer available due to particle indistinguishability. The attention
should then shift from the Hilbert space paradigm to a new one, focusing on the system
observables and the algebra they obey; quantum non-separability can then be signaled by
the behaviour of observable correlation functions.
This change of perspective can be most simply formulated using the algebraic approach
to quantum physics. There, a quantum system is identified by its operator algebra A con-
taining all its observables, while the Hilbert space HΩ of its states is an emergent concept,
determined by the choice of a state Ω on A through the so-called GNS construction. The
state Ω, a positive, normalized linear form on A, determines the expectation values of the
observables, thus making the connection with measurable quantities. It also provides an
explicit representation πΩ of A, so that the observables act as operators on HΩ. In this
framework, the notion of locality is no longer given a priori, once for all; rather, it is based
on the choice of a bipartition (or more in general multipartition) of the algebra A into sub-
algebras A1 and A2, such that A1∪A2 = A and A1∩A2 = 1A. An element of A is local if it
is the product of an element of A1 times an element of A2. A state Ω on A is then separable
if its expectation on all local operators can be written as a convex combinations of products
of expectations.
This general definition of separability, previously studied in boson or fermion settings,
has been here applied to the study of systems made of Majorana fermions. In view of the
attention they are receiving in superconducting physics and as possible building blocks in
topological quantum computations, Majorana excitations are becoming the focus of a rapidly
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increasing number of investigations: studying their entanglement properties is therefore of
great relevance.
For Majorana systems, the operator algebra A containing all observables results a Clifford
algebra C. These algebras do not admit a Fock representation; this implies that for such
systems the notions of number operator and of mode occupation are no longer available.
Furthermore, given a state Ω, the corresponding representation of C on the Hilbert space
HΩ turns out to be in general reducible: this makes the characterization of entangled states
much more involved than for bosons or ordinary fermions, since now Ω is no longer a pure
state for the algebra C.
The relation between quantum non-separability and reducibility of the GNS-representation
πΩ has not been much studied in the literature. Here instead, a general, detailed treatment
of entanglement theory in presence of reducible operator algebra representations has been
given, and then applied to the case of Clifford algebras for a specific, physically relevant
choice of the state Ω. This has allowed obtaining a rather complete characterization of
general entangled Majorana states; as an illustration, the cases of systems containing just
few Majorana modes have been analyzed in great detail. The whole treatment is very general
and can be easily applied to discuss different choices for Ω.
Among promising quantum technological applications, quantum metrology is the natural
context in which the above results can be fruitfully employed. Indeed, as discussed in the last
Section, multimode Majorana quantum interferometers can be used to improve the accuracy
in the measurement of relevant physical parameters much beyond the so called shot-noise
limit, the best limit reachable by classical devices. Some sort of quantum non-locality is
clearly needed in order to reach these sub-classical sensitivities; however, this need not be
encoded in the initial state, it can be provided by the interferometric apparatus itself. As
a result, no preliminary, resource consuming, entanglement operation on the state entering
the apparatus is needed in order to get sub-shot-noise accuracies. In this respect, Majorana
fermion systems may turn out to play a central role in the development of new generations of
quantum sensors capable of outperforming any available apparatus dedicated to the detection
of faint physical signals.
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