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Abstract
Single self-assembled semiconductor quantum dots (QDs) are able to emit single-photons
and entangled-photons pairs. They are therefore considered as potential candidate building
blocks for quantum information processing (QIP) and communication. To exploit them
fully, the ability to precisely control their optical properties is needed due to several reasons.
For example, the stochastic nature of their growth ends up with only little probability of
finding any two or more QDs emitting indistinguishable photons. These are required for
two-photon quantum interference (partial Bell-state measurement), which lies at the heart
of linear optics QIP. Also, most of the as-grown QDs do not fulfil the symmetries required
for generation of entangled-photon pairs. Additionally, tuning is required to establish
completely new systems, for example, 87Rb atomic-vapors based hybrid semiconductor-
atomic (HSA) interface or QDs with significant heavy-hole (HH)-light-hole (LH) mixings.
The former paves a way towards quantum memories and the latter makes the optical control
of hole spins much easier required for spin- based QIP.
This work focuses on the optical properties of a new type of QDs optimized for HSA
experiments and their broadband tuning using strain. It was created by integrating the
membranes, containing QDs, onto relaxor-ferroelectric actuators and was quantified with
a spatial resolution of ∼1µm by combining measurements of the µ-photoluminescence of
the regions surrounding the QDs and dedicated modeling. The emission of a neutral
exciton confined in a QD usually consists of two fine-structure-split lines which are linearly
polarized along orthogonal directions. In our QDs we tune the emission energies as large
as ∼23 meV and the fine-structure-splitting by more than 90µeV. For the first time, we
demonstrate that strain is able to tune the angle between the polarization direction of these
two lines up to 40°due to increased strain-induced HH-LH mixings up to ∼55%.
Compared to other quantum emitters, QDs can be easily integrated into optoelectronic
devices, which enable, for example, the generation of non-classical light under electrical
injection. A novel method to create sub-micrometer sized current-channels to efficiently
feed charge carriers into single QDs is presented in this thesis. It is based on focused-laser-
beam assisted thermal diffusion of manganese interstitial ions from the top GaMnAs layer
into the underlying layer of resonant tunneling diode structures.
The combination of the two methods investigated in this thesis may lead to new QD-
based devices, where direct laser writing is employed to preselect QDs by creating local-
ized current-channels and strain is used to fine tune their optical properties to match the
demanding requirements imposed by QIP concepts.
Keywords: III-V semiconductors, quantum dots, excitons, fine-structure-splitting, relaxor
ferroelectrics, strain, Hooke’s law, photoluminescence, electroluminescence, light-emitting
diodes, interstitial manganese, thermal diffusion
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LH light-hole
LK Luttinger-Kohn
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HH effective mass (growth direction) m∗hh,z/m0 = 0.333
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∆θ angle between two neutral excitonic states
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εi j strain tensor
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Fp electric field to the PMN-PT substrate
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I(θ ′)c→v PL emission intensity of bulk GaAs transition at angle θ ′
with the [100] crystal direction
Imax total PL maximum intensity of QDs neutral excitonic emission
xi
Imin total PL minimum intensity of QDs neutral excitonic emission
IX˜ PL emission intensity of QDs
∣∣X˜〉 state
IY˜ PL emission intensity of QDs
∣∣Y˜〉 state
I1 maximum intensity of low-energy free excitonic bulk GaAs emission
I2 minimum intensity of low-energy free excitonic bulk GaAs emission
λ wavelength
m stress anisotropy, i.e., σ2/σ1
m∗e effective mass of electron
m∗hh,z effective mass of HH along z-direction in QW
m∗hh effective mass of HH
m∗lh,z effective mass of LH along z-direction in QW
m∗lh effective mass of LH
|Px〉 , |Py〉 Y1±1 spherical harmonics
|Pz〉 Y10 spherical harmonics
θX˜ angle of state
∣∣X˜〉 with the [110] crystal direction
θY˜ angle of state
∣∣Y˜〉 with the [110] crystal direction
|Rε | strain-induced HH-LH mixing strength
Rz rotation (about z-axis) matrix
|S〉 Y00 spherical harmonic
si j elastic compliance tensor
σi j stress tensor
σhy hydrostatic stress
σ1 minor stress
σ2 major stress
T temperature
V voltage
v1, v2 two top VB∣∣X˜〉 , ∣∣Y˜〉 neutral excitonic states of QD
ψ phase of HH-LH mixing
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1. Introduction
Quantum information processing (QIP) has the potential to perform some tasks [1], which
are either nearly impossible or increasingly difficult to realize using today classical infor-
mation processing. For example, a QIP- based modestly sized quantum computer can
execute Shor’s quantum algorithm for factoring large numbers much quicker than a much
larger classical supercomputer. The Shor’s quantum algorithm is important for data en-
cryption. Quantum communication based on QIP is able to transfer the message between
the communicators with guaranteed security [2]. Quantum metrology use QIP to measure
distance and time with higher precision than is possible otherwise. Some other interesting
applications of QIP might be discovered only after the realization of QIP hardware.
QIP uses the superposition principle of quantum mechanics for computation and commu-
nication of the information. The information is processed in form of quantum bit (and is
abbreviated as ‘qubit’). A qubit is the quantum generalization of a bit, and represented
by two-state quantum mechanical system similar to a bit. A qubit can be in either one of
two states or in superposition of both. Several quantum-mechanical physical systems have
been proposed to realize the qubits for QIP. Examples are electrons, holes and nuclei (spin
up and spin down as two states), photon (horizontal and vertical polarizations or the Fock
states of photons as two states), ion traps, quantum dots (QDs), quantum dot molecules
(QDMs), Josephson junctions, etc. One of the earliest proposals for QIP used photons
as physical systems [3]. A decade ago, Knill et al. proposed a breakthrough scheme for
efficient QIP using linear optics, which requires single-photon emitters, photodetectors and
other optical elements (see Ref. [4] for more details). Physical systems such as non-linear
crystals, ion traps [5, 6], single molecules [7–10], single defects (e.g., nitrogen-vacancy cen-
ters in diamonds [11–13]) including single self-assembled semiconductor QDs [14, 15] are
able to provide single-photons.
A QD is a nanostructure containing several thousands of atoms, but it shows atomic-like
electronic properties due to three dimensional (3D) quantum confinement of charge carriers.
It can emit single photons by the radiative transitions of quasi-particles discrete energy-
levels to lower energy-levels. Single QDs show several advantages over other optical sys-
tems. For example, their radiative emission efficiency is very high and the epitaxially-grown
III-V QDs are fully compatible with established optoelectronic processing technology. This
allows them to be embedded into diode structures to obtain single-photons under electrical
excitation, which is an essential requirement for some potential applications. They can also
be embedded into optical cavities (such as planar-cavity, micro-cavity and nano-cavity) to
engineer the emission geometry and to control the radiative lifetimes.
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Despite having several advantages, the stochastic processes occurring during growth of QDs
prevent different QDs to emit photons with identical optical properties. QDs with iden-
tical optical properties are required for establishing remote entanglement1 between them,
which is required for future large-scale quantum networks. For example: quantum telepor-
tation via quantum-relay [17] requires remote entanglement between qubits to swap the
entanglement itself. Due to symmetry breaking of self-assembled QDs, the neutral exciton
emission usually consists of two fine-structure-split lines. The generation of entangled-
photons pair by a QD through excitonic-biexcitonic cascade demands a zero fine-structure
splitting (FSS). For qubits based on single-photon emitters (e.g., QDs), remote entangle-
ment is established by two-photon quantum interference (partial Bell-state measurement).
To observe this interference, it is essential that two emitters emit photons with the same
energy and polarization. Hence, if we want to use QDs as qubits for remote entanglement
between them then post-growth tuning knobs are highly desirable to modify their optical
properties (such as, emission energy, FSS and polarization direction) in order to compen-
sate the effects due to the structural differences. The tuning of QDs is also important for
cavity quantum electrodynamics (QEDs) to enhance or to suppress [18] their spontaneous
emission. The cavity QED has its own importance [19] for QIP.
Very recently, Akopian et al. [20] demonstrated that the single photons emitted by
GaAs/AlGaAs QDs can be slowed down when the emission energy of photons is tuned
to the middle of the 87Rb D2 hyperfine absorption lines. This paves the way for QD-based
quantum memories2. However, there are few issues, which need to be addressed to make
the concept feasible. Firstly, QDs with very high optical quality and limited spectral dif-
fusion are required in order to enhance the yield of the single photons that can be slowed
down. The experiment demands that QDs emission linewidth must fall within the hyper-
fine splitting of D2 lines (∼28 µeV). Secondly, fluctuations occurring during their growth
lead to a distribution in their sizes, and hence a distribution in their emission energies.
Since the growth process only allows a coarse tuning of QDs emission energies [21], an
on-chip fine tuning technique is required to match the QD emission with the middle of the
D2 lines.
In III-V semiconductors, qubits based on hole spins are considered advantageous over the
qubits based on the electronic spins [22]. Weak hyperfine interaction of hole spins with the
nucleus spin bath leads to a longer coherence time, which is crucial for the realization of
quantum computation and communication scheme. A significant heavy-hole (HH)-light-
hole (LH) mixing provides a higher degree of spin-obit coupling, which makes ultrafast
optical control of hole qubits relatively easier [22,23].
1 It says that the quantum states of two or more quantum-mechanical physical systems (e.g., electrons,
nuclei, photons, etc.) remain correlated to each other, even though the individual systems may be
spatially separated. In other words all the entangled physical systems stay jointly in a Bell-state. See
Ref. [16] for more details.
2 For quantum communication over long distances a combination of quantum relays with quantum
memories is required. The combination is called quantum repeater [17].
3For on-chip integration, electrical excitation is more favorable. Traditionally, it is achieved
by either deep-etching of the device structure down to the substrate [24, 25] or by defin-
ing oxide apertures [26–28]. In both cases, samples with low QD density are required.
For example, µ-pillar geometry devices (obtained by deep dry-etching) and devices with
oxide-apertures have been demonstrated by Reitzenstein et al. [25] and Monat et al. [27],re-
spectively. Each fabrication scheme has advantages and disadvantages. On the one hand,
the high aspect-ratio of µ-pillar geometry makes the fabrication of electrical contacts to
the top of the pillar very challenging. On the other hand, the technique based on oxide-
aperture allows us to fabricate only one current channel in the center of the mesa and the
QDs lying outside from the channel region remain unused.
This thesis describes approaches to generate tunable single photon sources and to address
individual QDs electrically. The subsequent chapters are as follows: Chapter 2 discusses the
theoretical background of optical properties of semiconductors QDs and the effect of strain
on these properties, with a review of other methods, apart from strain tuning, for controlling
the QD emission. Chapter 3 gives a brief overview of the materials, experimental method
and device fabrication used in this work. Chapter 4 and 5 present the results and discussion.
Chapter 4 is divided into four sections. Optical characterization (i.e. emission energy, FSS
and polarization orientation) of GaAs/AlGaAs QDs in as-grown samples as well as from
membranes integrated onto relaxor ferroelectric host substrates will be discussed in the first
section. The second section shows how the optical properties of bulk-GaAs surrounding
the QDs in the membrane is affected by the strain. The bulk-GaAs strain-split emission
peaks and their polarizations will be used to estimate the strain in the membrane and
hence in the QDs. The third section demonstrates the strain-induced tuning of the optical
properties of single QDs. The last and fourth section investigates the HH-LH mixing in
as-grown QDs as well as strain-induced modification of it. A quantitative comparison of
strain-induced amplitude and phase of mixing between the QDs and bulk-GaAs will also
be presented. Chapter 5 presents an alternative approach to realize sub-micrometer sized
single/multiple current-channels in a mesoscopic diode structure. This allows us to chose
single QDs from the ensemble to feed the charge carriers to them. Chapter 6 summarizes
the experimental results and gives the outlook based on these results.
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2. Theoretical Background and State-of-the-art
This chapter discusses the theoretical background of optical properties on semiconductors
and the effect of strain on these properties.
2.1 Band structure of GaAs
Most of the III-V compound semiconductors including GaAs have a zincblende crystal
structure, i.e., a face-centered cubic lattice with a basis of two atoms, one at (0,0,0) and
the other at (a4)(1,1,1), where a is the dimension of the unit cell. The first Brillouin zone
of this lattice system is shown in Fig. 2.1(a) together with the high symmetry points and
directions in k-space (reciprocal lattice space). The high symmetry points with coordinates
(0,0,0), i.e., the origin of k-space, (2pia ) (1, 0, 0), and (
2pi
a ) (
1
2 ,
1
2 ,
1
2) are denoted by capital
Greek letters Γ, X (Chi), and Y (Upsilon), respectively. Important directions such as [100],
[110], and [111] are represented by symbols ∆, Σ, and Λ, respectively. A sketch of the band
Fig. 2.1: (a) First Brillouin zone of the zincblende type crystals, showing some high sym-
metry points and directions in k-space. (b) Sketch of the band structure of GaAs near
Γ.
structure of GaAs near Γ is shown in Fig. 2.1(b). In the absence of spin-orbit interaction,
the valence bands (VBs) arising from p-state bonding orbitals are six-fold degenerate. The
extremum of these bands lies at Γ. In these bands, the particle’s orbital angular momentum
l=1 with spin angular momentum s=1/2 give a total angular momentum (or simply spin),
J= 3/2 and 1/2. Furthermore, the bands with J=3/2 will have four possible projections
on the quantization axis (say, z), i.e., Jz=±3/2 and ±1/2. Similarly, the bands with J=1/2
will have Jz=±1/2. The spin-orbit interaction splits the four-fold degenerate band J=3/2
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and two-fold degenerate band J=1/2 by an energy ∆SO. The band with J=1/2 is termed
as split-off band. Two doubly degenerate bands with J=3/2 and Jz=±3/2 and J=3/2 and
Jz=±1/2 are called heavy-hole and light-hole bands, respectively. The topmost band, as
shown in Fig. 2.1(b), originating from s-like anti-bonding orbitals is called the conduction
band (CB). The energy gap between the top of the VB and the bottom of the CB is the
bandgap of GaAs and is denoted by Eg.
It can also be seen from Fig. 2.1(b) that both the bottom of the CB and the top of the
VBs lie exactly at Γ, which makes GaAs a direct bandgap semiconductor. The advantage
of being a direct BG semiconductor is that the transition from the top of the VB to the
bottom of the CB does not require any change in momentum and therefore, it can be
stimulated by light. At low energies, close to Γ and assuming 0 at the top of the VB, the
dispersion relation (E vs k) of the CB can be approximated by following relations:
Ec(k) = Eg +
h¯2k2
2m∗e
, (2.1)
where, m∗e is the effective mass for electrons. Differentiating Eq. 2.1 two times with respect
to k, gives
m∗e = h¯
2
[
d2Ec(k)
dk2
]−1
. (2.2)
It can be seen From Eq. 2.2 that the effective mass of electrons is inversely proportional
to the band curvature. The two top VBs, shown in Fig. 2.1(b), have different curvatures,
and hence different hole effective masses. The band with smaller (larger) curvature will
have higher (lower) effective mass for holes and is therefore, named as “heavy- (light-) hole”
band. The dispersion relation of VBs near Γ is given by the relation
Ev(k) =
h¯2k2
2m∗h
, (2.3)
where, m∗h = m
∗
hh for heavy holes or m
∗
lh for light holes.
The parabolic and symmetric dispersion relations of bands shown in Fig. 2.1(b) are a
simplification. More advanced approximations, such as k ·p theory, tight-binding approx-
imation, etc., show that the bands are non-parabolic and anisotropic, depending on the
direction and magnitude of k. The VBs of GaAs becomes even more complicated under
the effect of strain or in the case of low-dimensional semiconductor heterostructures. In
both the situations, the degeneracy of VBs at Γ is lifted, which will be discussed in the
following sections.
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2.2 Strains and their effect on GaAs band structure
Strain is a dimensionless physical quantity which determines the extent of the deformation
of a physical body with respect to its original shape and size. The body undergoes a
deformation due to an applied stress. The stress can be induced either by external applied
forces or by a temperature gradient across the body. The stress can also be induced into
the layers of the heterostructures by growing lattice mismatched heterostructures. For the
case of crystalline materials, the strain inside the crystal can be defined in terms of changes
in the lattice constant of the unit cell under stress. Strain inside the crystalline layer is
defined as a fractional change in lattice constant. If a0 and aε are the lattice constants of
the substrate and strained layer, respectively, then the lattice mismatched in-plane strain
in the layer, which is denoted by ε , can be given by:
ε =
aε −a0
a0
(2.4)
2.2.1 Strain and stress tensors and the Hook’s law
Fig. 2.2: Schematics of the in-plane lattice points of (a) a unit dimensions unstrained cubic
crystal and (b) a strained crystal.
If we assume that the x,y, and z-axes of the Cartesian coordinate system represent the
[100], [010], and [001] crystal directions, respectively, of a cubic crystal then a lattice point
A, shown in Fig. 2.2(a), of an unstrained lattice will be displaced to a point A′, shown in
Fig. 2.2(b), in a strained lattice. If the lattice constant of an unstrained cubic crystal is
unity and xˆ, yˆ, and zˆ are the unit vectors along the x,y, and z-axes, respectively, then the
co-ordinates of point A′ will be given by the following relations:
x′ = (1+ εxx)xˆ+ εxyyˆ+ εxzzˆ (2.5a)
y′ = εyxxˆ+(1+ εyy)yˆ+ εyzzˆ (2.5b)
z′ = εzxxˆ+ εzyyˆ+(1+ εzz)zˆ (2.5c)
If r′ (r) represents the position vector of a point A′ (A) in the strained (unstrained) crystal
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then Eq 2.5 in vector form can be written as:
r′ =
(
1+ ¯¯ε
)
· r, (2.6)
where, 1 is the unit tensor and
¯¯ε =
 εxx εxy εxzεyx εyy εyz
εzx εzy εzz
 , (2.7)
is the second-order strain tensor.
Similarly, the components of stress field at any point in a material can also be represented
by a second-order tensor. Strain and stress tensors are symmetric (i.e., εi j = ε ji and
σi j = σ ji, where i, j ∈ {x,y,z} and σi j represent the components of the stress tensor),
hence, they can be expressed by six dimensional vectors. In the linear-elastic regime, the
stress-strain relation, Hooke’s law, for the cubic crystal can be written in matrix form as:
σxx
σyy
σzz
σxy
σyz
σzx
=

C11 C12 C12 0 0 0
C12 C11 C12 0 0 0
C12 C12 C11 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0
0 0 0 0 0 C44


εxx
εyy
εzz
2εxy
2εyz
2εzx
 , (2.8)
where, the 6×6 matrix on right-hand side of the Eq. 2.8 represents the elastic stiffness of
the cubic crystal. When the stress components are known then an inverse Hooke’s law is
used to calculate the strain components. In matrix form, this can be written as:
εxx
εyy
εzz
2εxy
2εyz
2εzx
=

s11 s12 s12 0 0 0
s12 s11 s12 0 0 0
s12 s12 s11 0 0 0
0 0 0 s44 0 0
0 0 0 0 s44 0
0 0 0 0 0 s44


σxx
σyy
σzz
σxy
σyz
σzx
 , (2.9)
where, the 6×6 matrix on right-hand side of the Eq. 2.9 represents the elastic compliance
tensor of the cubic crystal.
2.2.2 Conduction-band and Pikus-Bir Hamiltonians of strained GaAs
The perturbation theory is widely used to determine the band structure of the crystal. But,
the band structure of the strained crystal cannot be determined by directly adopting the
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perturbation theory due to two reasons [29]. Firstly, even for an infinitesimal small strain,
the strain-induced potential difference is not really small. In other words, if V (r) and V0(r)
are the potentials at the points represented by position vector r in strained and strained
crystal systems then for a sufficiently large distance, the potential difference V (r) − V0(r)
can be the order of V0(r). Secondly, the strain changes the periodicity of the crystal and
this can also be seen in Fig. 2.2.
To solve this problem, G.E. Pikus and G.L. Bir utilized a coordinate transformation in
such a way that both an undeformed and a deformed crystals can have the same boundary
conditions. Hence, they brought the strain effect into the scope of the perturbation theory.
The details of the transformation can be found in Ref. [29]. The hamiltonian of a strained
crystal takes the following form:
H ′ =
p′2
2m0
+V (r′) =
p2
2m0
+V0(r)+Hε , (2.10)
where,
Hε =∑
i, j
(
− pip j
m0
+Vi j
)
εi j, (2.11)
pi and p j are the momentum operators, and Vi j = ∂V∂εi j are related to the deformation
potentials, which will discussed later in this section. The Bloch function of a strained
crystal is transformed as follow
ψnk′(r′) = eik ·ru′nk(r), (2.12)
where, u′nk(r) represents the periodic modulation function of a strained crystal with a
periodicity similar to the unstrained crystal’s periodicity. The substitutions of Eqs. 2.10
and 2.12 into the Schro¨dinger equation of a strained crystal
H ′ψnk′(r′) = En(k′)ψnk′(r′), (2.13)
gives [
H0 +
h¯
m0
k ·p+
h¯2k2
2m0
+Hε +Hεk
]
u′nk(r) = Enu
′
nk(r), (2.14)
where,
H0 =
p2
2m0
+V (r) (2.15)
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and
Hεk =− 2h¯m0∑i, j
kiεi jp j. (2.16)
It can be seen from Eq. 2.14 that the first three terms of the Hamiltonian of a strained
crystal are the terms of the k · p Hamiltonian of an unstrained crystal. The other two terms
arise because of the deformation of the crystal. Now the terms Hε and Hεk of the strained
Hamiltonian H ′ can be treated as the perturbation terms to the unperturbed Hamiltonian
H0 and the periodic function u′nk(r) can also be expanded using the eigenfunctions of H0.
The first-order correction to the energy of the CB in the vicinity of Γ due to the strain,
can be obtained by the following operation:
〈S|(Hε +Hεk) |S〉= 〈S|∑
i, j
(
− pip j
m0
+Vi j
)
εi j |S〉
= ac (εxx + εyy + εzz) ,
where, |S〉 is the Y00 spherical harmonic, 〈S|Hεk |S〉 = 0 because of the even parity of the
s-state band, 〈S|Vi j |S〉 = 0 for i 6= j due to the isotropic nature of the s-state and the
symmetry property of Vi j, and ac is the CB deformation potential. Hence, the energy
dispersion relation of the CB for the strained crystals like GaAs is given by
Ec
(
k,εi j
)
= Eg +
h¯2
2m∗e
(
k2x + k
2
y + k
2
z
)
+ac (εxx + εyy + εzz) . (2.17)
Next, we will see the effect of strain on the VBs of III-V semiconductors like GaAs. Since
the spin-orbit split-off bands of most of the III-V semiconductors are several hundred meV
below the HH-LH degenerate bands and the energy change due to strain lies in the range
of only several tens of meV, any coupling of split-off bands with the latter can be ignored.
And, the Luttinger–Kohn (LK) Hamiltonian for the VBs of an unstrained semiconductors
in the basis of
(∣∣3
2 ,
3
2
〉
,
∣∣3
2 ,
1
2
〉
,
∣∣3
2 ,−12
〉
,
∣∣3
2 ,−32
〉)
can be approximated by
HLK =−

Pk +Qk −Sk Rk 0
−S†k Pk−Qk 0 Rk
R†k 0 Pk−Qk Sk
0 R†k S
†
k Pk +Qk
 , (2.18)
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where,
Pk =
h¯2γ1
2m0
(
k2x + k
2
y + k
2
z
)
,
Qk =
h¯2γ2
2m0
(
k2x + k
2
y −2k2z
)
,
Rk =− h¯
2γ2
2m0
√
3
(
k2x − k2y
)
+ i
h¯2γ3
2m0
2
√
3(kxky) ,
Sk =
h¯2γ3
2m0
2
√
3(kx− ky)kz,
(2.19)
and γ1, γ2 and γ3 are the Luttinger parameters. The basis functions are∣∣∣∣32 , 32
〉
=− 1√
2
|(Px + iPy) ↑〉 ,∣∣∣∣32 , 12
〉
=− 1√
6
|(Px + iPy) ↓〉+
√
2
3
|Pz ↑〉 ,∣∣∣∣32 ,−12
〉
=
1√
6
|(Px− iPy) ↑〉+
√
2
3
|Pz ↓〉 ,∣∣∣∣32 ,−32
〉
=
1√
2
|(Px− iPy) ↓〉 ,
(2.20)
where, ∓ 1√
2
|Px± iPy〉 and |Pz〉 are the Y1±1 and Y10 spherical harmonics, respectively.
Similar to the CBs case, the matrix elements of Hεk for the VBs also vanish. The matrix
elements of Hε for the p-states of the VBs are given by the following relations:
〈Px|Hε |Px〉= lεxx +m(εyy + εzz),
〈Px|Hε |Py〉= nεxy,
(2.21)
where, l, m and n are three different deformation potentials. Pikus and Bir also defined a
hydrostatic deformation potential av1 and shear deformation potentials b and d as follows:
−av = 23 (l+2m) , (2.22a)
b =
2
3
(l−m) ,and (2.22b)
d =
n√
3
(2.22c)
1 The convention of the sign of av in some different literatures is different. Whichever is the sign the
center of mass of the VBs under hydrostatic tensile strain will shift up towards the CBs.
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With the help of Eq. 2.17 and the set of Eqs. 2.21, the matrix elements of Hε now can be
extracted by making a straightforward relation
kik j↔ εi j. (2.23)
Defining the correspondences between the Pikus-Bir (PB) deformation potentials and the
terms of the set of Eqs. 2.19
h¯2γ1
2m0
↔−av,
h¯2γ2
2m0
↔−b
2
,
h¯2γ3
2m0
↔− d
2
√
3
.
(2.24)
Hence, the strain Hamiltonian has a similar form as the LK-Hamiltonian, with the strain
counterpart represented by
Pε =−av (εxx + εyy + εzz) , (2.25)
Qε =−b2 (εxx + εyy−2εzz) , (2.26)
Rε =
√
3b
2
(εxx− εyy)− idεxy, (2.27)
Sε =−d (εxz− εyz) . (2.28)
Now the total Hamiltonian for the VBs at any point in k-space of a strained semiconductor
in the basis of
(∣∣3
2 ,
3
2
〉
,
∣∣3
2 ,
1
2
〉
,
∣∣3
2 ,−12
〉
,
∣∣3
2 ,−32
〉)
can be approximated by
H = HLK +HPBε =−

P+Q −S R 0
−S† P−Q 0 R
R† 0 P−Q S
0 R† S† P+Q
 , (2.29)
where,
P = Pk +Pε , Q = Qk +Qε ,
R = Rk +Rε , S = Sk +Sε .
(2.30)
Since we will be mostly interested in optical measurements involving the lowest direct
bandgap region, e.g. at Γ in GaAs, we will restrict ourselves to the effect of strain on the
bands at Γ. In this situation, all the components of the wave vector k will vanish, and
therefore the total Hamiltonian of the VBs will then reduce to so-called PB-Hamiltonian,
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i.e.,
HPBε =−

Pε +Qε −Sε Rε 0
−S†ε Pε −Qε 0 Rε
R†ε 0 Pε −Qε Sε
0 R†ε S
†
ε Pε +Qε
 , (2.31)
We now consider the following situations: (a) Isotropic biaxial strains Under the
Fig. 2.3: Simplified band diagrams of (a) biaxially tensile strained, (b) unstrained, and (c)
biaxially compressive strained zinc-blende-type crystals
conditions of pure biaxial strains with no in-plane and out-of-plane shear strains, i.e.,
εxx = εyy;εxy = εyz = εzx = 0, the PB-Hamiltonian is a diagonal matrix. Consequently, the
eigenvalues and the eigenvectors of the Hamiltonian will be given by the diagonal elements
of the matrix and the basis functions of the Hamiltonian, respectively. Hence, the energies
of low (high) and high (low)-energy1 VBs under compressive (tensile) strain are equal to
−Pε −Qε and −Pε +Qε , respectively. It also suggests that the LH bands are separated
from the HH bands by an energy splitting of 2Qε , which is shown in Fig. 2.3 for both
the tensile and compressive strains cases. Strain also affects the shapes of the bands (see
reference [30]), but for simplicity this effect is not shown here.
(b) Anisotropic strains For strain conditions other than the pure biaxial strain, the PB
Hamiltonian is not diagonal anymore. In this case the eigenstates of the Hamiltonian are
no longer the pure LH and HH states but are a mixture of both.
1 Note that the energies of VBs are measured negative downward.
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2.2.3 Emission properties of strained GaAs
Under the condition of no out-of-plane shear strains inside the crystal, the energies of the
top two two-fold degenerate VBs at Γ (k= 0) will be given by
Ev1,v2 =−Pε ±
√
Q2ε + |Rε |2, (2.32)
where the subscripts “v1” and “v2” represent top two valence-bands. These energies are
obtained from the energy eigenvalues of the PB-Hamiltonian. The corresponding eigen-
states for these bands are summarized in Appendix. Now we consider a situation which is
relevant to describe some of the experiments presented in this work. We assume that the
only stresses in the crystal are σ1 = σ and σ2 = mσ , where m is the stress anisotropy and
they are applied at angle of φ ′ with respect to the [100] and [010] crystal directions, re-
spectively, as shown by a schematic in Fig. 2.4(a). Using the transformation matrix Tz(φ ′)
(see Ref. [31, 32]) the stress components σxx along the [100], σyy along the [010] crystal
direction, and shear stress σxy will be given by σxxσyy
σxy
=
 cos2φ ′ sin2φ ′ −sin2φ ′sin2φ ′ cos2φ ′ sin2φ ′
1
2 sin2φ
′ −12 sin2φ ′ cos2φ ′− sin2φ ′
 σmσ
0
 . (2.33)
Using Eq. 2.9, the strain components in terms of stresses can be obtained and, hence, the
volumetric strain δV/V and the terms of the PB-Hamiltonian will be given by
δV
V
= (εxx + εyy + εzz) = (s11 +2s12)(1+m)σ ,
Pε =−av (s11 +2s12)(1+m)σ ,
Qε =−b2 (s11− s12)(1+m)σ ,
Rε =
[√
3b
2
(s11− s12)cos2φ ′− id4 s44 sin2φ
′
]
(1−m)σ .
(2.34)
The stress-dependent transition energies between the CB to top two VBs at Γ will be
given by
Eσc→v1,c→v2 = Eg +Sa (1+m)σ
∓ 1
2
{
S2b
[
(1+m)2 +3(1−m)2 cos2 2φ ′
]
+S2d (1−m)2 sin2 2φ ′
} 1
2 σ , (2.35)
where, Sa = a(s11 + 2s12), Sb = b(s11− s12), Sd = (ds44)/2, and a = ac− av stands for the
hydrostatic deformation potential of the zincblende type crystal. The sign of m and the
types of stress (compressive or tensile) determine which of the transitions will have a lower
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Fig. 2.4: (a) A schematic showing the configuration of stresses applied to the crystal of
GaAs. (b) Polar plot of the normalized PL emission intensity of the low-energy transition
of the bulk-GaAs at σ = 1 GPa, m = 2, and φ ′ = +30°.
or higher energy. Under the conditions of tensile stress1 and m ≥ 0, the transition c→ v1
(c→ v2) will have a lower (higher) energy.
Using the Fermi’s Golden rule, the emission intensity of the lower energy transition at an
angle θ ′ with respect to the [100] crystal direction will be given by
I(θ ′)c→v1 ∝
∣∣∣∣Qε +
√
Q2ε + |Rε |2√
6
eiθ
′
+
R†ε√
2
e−iθ
′
∣∣∣∣2. (2.36)
The calculated normalized emission intensities for this transition at σ = 1 GPa, m= 2, and
φ ′ = +30° as a function of θ ′ are plotted in Fig. 2.4(b). It shows that due to HH-LH mixing
the emission is partially linearly polarized along the direction marked by black arrow. This
direction gives us the stress-induced phase of mixing ψbulk. Such a polarization behavior
for the strained GaAs crystal has been demonstrated in the literature [33]. Fig. 2.4(b) also
shows that ψbulk =∼ 28° is close to the direction of the applied minor stress.
2.3 Low-dimensional heterostructures and quantum-confinement
When two different types of semiconductors with unequal energy bandgap are brought
together, they form a heterojunction. A heterostructure may contain at least one or more
heterojunctions. Crystal growth techniques, such as molecular beam epitaxy or metal-
organic vapor-phase epitaxy have made possible to grow a continuous single crystal in
which adjacent layers have different bandgaps. When a small bandgap semiconductor
sandwiched between two higher bandgap semiconductors then the charge carries cannot
escape from the small band gap semiconductor because of the potential barriers created
at the interfaces due to band offsets. If the layer is thick then the charge carriers can still
move freely within the small band gap semiconductor and show bulk properties. When
1 We follow the sign convention of stress/strain, such that a positive/negative value of σ represents the
case of tensile/compressive stress.
16 2. Theoretical Background and State-of-the-art
the layer thickness of the small bandgap material becomes comparable to the de Broglie
wavelength of the carriers in that material (order of a few nanometer), then the charge
carriers are confined along the direction of the thickness. However, the charge carriers can
still move freely in the other two directions of the layer. Such a heterostructure is called
two-dimensional (2D) semiconductor heterostructure. Similarly, one-dimensional (1D) and
zero-dimensional (0D) semiconductors heterostructures can be realized by reducing the
dimensions in other two-directions and in all three directions, respectively. The reduction
of the dimensions of the semiconductor heterostructures is shown in the upper panel of
Fig. 2.5. 2D, 1D, and 0D are also referred as quantum well (QW), quantum wire (QWR)
and quantum dot (QD), respectively. Due to the quantum confinement of charge carriers
Fig. 2.5: Upper panel: Sketches of LD semiconductor heterostructures (QW, QWR, and
QD) together with the bulk semiconductor. Lower panel: Qualitative plots of the density
of states (DOS) of low-dimensional heterostructures together with the bulk DOS.
in low-dimensional (2D, 1D, and 0D) semiconductor heterostructures, the discretization of
the energy levels occurs and consequently, an enhancement of the density of states (DOS)
takes place at the bottom of the bands. The DOS of a system defines the number of energy
states available per unit volume at an energy E inside an interval (E, E + dE) for the
occupation of the charged carriers. DOS of low-dimensional heterostructures are shown in
the lower panel of Fig. 2.5. It is a key parameter which determines the efficiency of optical
devices such as lasers.
In QDs carriers are confined in all three directions, and therefore the quantization of the
energies of the carriers takes place in all three directions. The total energy of an electron
confined in a quantum dot with infinite barriers will be given by
Enx,ny,nz = Enx +Eny +Enz =
h¯2
2m∗e
(
nxpi
Lx
+
nypi
Ly
+
nzpi
Lz
)2
(2.37)
and the corresponding DOS will consist of delta-like functions as shown in the lower panel
of Fig. 2.5. The DOS of QDs can be obtained by a relation
ρ0D = ∑
nx,ny,nz
1
Lx ·Ly ·Lz
δ (E−Enx−Eny−Enz), (2.38)
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where, nx, ny, and nz are the quantum numbers in x, y, and z directions, respectively. Since
the DOS for the QDs is composed of delta-like functions, one can expect narrow spectral
lines in the emission spectrum.
2.4 Excitonic complexes in quantum dots
A Wannier-Mott exciton (which will hereafter be referred to as neutral exciton only, and
denoted as X0) is formed when an electron from the CB and a hole from the VB are bound
together due to their Coulombic interaction. It is a neutral quasi-particle, which can
transport the energy, but not the net charge. In QDs, because of the strong confinement of
carriers in all three directions, various excitonic complexes other than neutral excitons, for
example, the biexciton denoted by XX and charged excitons (e.g., positive trion denoted
by X+, negative trion denoted by X−, and many others) can be formed. Figure 2.6 shows
schematics of the formation of these complexes in a type-I QD1 A XX is formed when
two electrons from the CB and two holes from the VB bind together. The formation of
a X+(X−) occurs because of the Coulombic bonding between one (two) electron from the
CB and two (one) holes from the VB. Other higher order excitonic complexes have also
been observed experimentally [34]. In the strong confinement regime (L < aB, where L is
Fig. 2.6: (a) Simplified band diagrams of QDs: Illustrating the formation of the excitonic
complexes (a) X0, (b) XX, (c) X+, and (d) X−. The dotted straight (curved) lines indicate
the Coulombic attraction (repulsion) between an electron and a hole.
the characteristic size of the QDs and aB = 4piε h¯2/me2 is the exciton Bohr radius, about 10
nm for electrons in GaAs ≈ 10 nm), which is also the case for our QDs, to obtain the total
energies of the excitonic complexes one first solves for the confinement potential and then
the direct Coulomb and electron-hole exchange interactions are treated as a perturbation.
Excluding the electron-hole exchange interactions part (which will be discussed later in
this section), the energy of an excitonic complex consisting of N1 electrons and N2 holes
1 At this point, it is important to distinguish the type-I QDs from the type-II QDs, because in the type-I
QDs both electrons and holes are confined in the dot region whereas in the type-II QDs if an electron
(hole) is confined in the dot region then a hole (electron) will be confined in the barrier region.
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can be obtained from Eq. 14 of reference [35]. For convenience, it is being re-written here
as
EN1N2 = Eg +∑
i
Eein1i +∑
i
Ehin2i +∑
i< j
Jeei j n1in1 j +∑
i< j
Jhhi j n2in2 j
−∑
i j
Jehi j n1in2 j,
(2.39)
where, Eg is the energy bandgap of the QD material, n1i and n2i are the electron and
hole occupation numbers, respectively, ∑i n1i = N1, ∑i n2i = N2, Ee (Eh) is the confinement
energy of an electron (hole) in the conduction (valence) band. The values of Ee (Eh) are
measured from the bottom (top) of the conduction (valence) band as positive values, and
Ji j are the Coulombic interaction energies between an electron and a hole, which are defined
as
Ji j =
∫ ∫ |ψi(r1)|2|ψ j(r2)|2
ε¯(r1− r2)|r1− r2|dr1dr2 (2.40)
where, ε¯ is a screened dielectric function. Using above equation, the emission energies of
X0, X+, X−, and XX can be written as
EX = Eg +Ee +Eh− Jeh,
EX+ = Eg +Ee +2Eh + J
hh−2Jeh,
EX− = Eg +2Ee +2Eh + J
ee−2Jeh,and
EXX = Eg +2Ee +2Eh + Jee + Jhh−4Jeh.
(2.41)
Due to the mutual attraction between an electron and a hole, the energy of an X0 will be
smaller than the sum of the free particles energies, which is shown by Eq. 2.41. Similarly,
the mutual repulsions between the particles with similar charges increase the energy of the
bound state as compared to the free particle states separately. The energies of these bound
particles are very much dependant on the shape and size of the confinement potential of
the QDs [36–38], the materials from which they are made, in-built strain [39], and charge
defects in the QDs [40].
2.5 Mixed bright-excitonic states: Fine-structure splitting
Most of the epitaxially-grown QD structures show two energetically closely spaced X0
emission lines even at zero applied magnetic field. This comes from the electron-hole
exchange interaction in symmetry-broken QDs. The spin-spin interaction of the electrons
and holes includes the short-range and the long-range interaction. In real space, the short-
range interaction means that both the electrons and the holes belong to the same Wigner-
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Seitz unit cell, whereas the long-range interaction involves particles from different unit
cells. When an electron with spin Se interacts with a hole with spin Jh then the short-
range exchange Hamiltonian [41] between them will be given by
HSRexchange =− ∑
i=x,y,z
(aiJh,iSe,i +biJ3h,iSe,i) (2.42)
where, ai and bi are the short-range spin-spin coupling constants, which are proportional
to the dimensions of the QDs.
Fig. 2.7: (a) Sketches of a lens-shaped and a disk-shaped QDs. (b) STM topograph of a
nano-hole of depth 7 nm created in AlGaAs layer showing that a realistic GaAs QD does
not has a circular base [42]. (c) Schematic showing the splitting of the X0 states as a
consequence of a broken symmetry.
The confinement of carriers in QDs lifts the degeneracy of valence-band states at Γ. The
splitting between these states is further affected by the presence of strains inside the QDs.
Because of confinement and strain, the HH-state lies energetically much lower than the
LH-state and the SO-state. Therefore, the ground state of neutral excitons will have a HH
character. If the z-direction is considered as the quantization direction of the QDs then the
angular momentum of HH-states,
∣∣3
2 ,±32
〉
in
∣∣Jh,Jh,z〉 representation, together with the spin
of the electronic states,
∣∣1
2 ,±12
〉
in |Se,Se,z〉 representation, will form four degenerate states
|2,±2〉 and |1,±1〉 in |M,Mz〉 representation, where M is the total angular momentum of
the states. The optical selection rules tells us that the light field cannot couple with the
states |±2〉. These states are thus called dark-exciton states. On other hand, the states
|±1〉 are optically active and therefore are called bright-exciton states. Assuming that
there is no mixing of HH- and LH-states, the x and y components terms of Eq. 2.42 can be
dropped, and therefore the short-range exchange Hamiltonian in a matrix representation
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with the exciton states (|+1〉, |−1〉, |+2〉, |−2〉) as a basis can be written as
HSRexchange =
1
2

+δ0 +δ1 0 0
+δ1 +δ0 0 0
0 0 −δ0 +δ2
0 0 +δ2 −δ0
 , (2.43)
where, δ0 = 1.5(az+2.25bz), δ1 = 0.75(bx−by), δ2 = 0.75(bx+by), and bx, and by represent
the short-range electron-hole interactions and are functions of the base dimensions of QDs
in x- and y-direction, respectively [41]. It can be seen from Eq. 2.43 that the bright and dark
X0 states are not mixed with each other, which are separated by an energy, so called bright-
dark (BD) splitting, δ0. The presence of off-diagonal elements δ1 and δ2 in the matrix of
Eq. 2.43 indicates a further splitting of the bright and dark X0-states, respectively. QDs
with circular bases (see Fig. 2.7(a)) such as lens-shaped QDs, which followC2v symmetry, or
disk-shaped QDs, which follow D2d symmetry, will have bx = by regardless of any rotations
around the vertical axis. Under these circumstances, the short-range exchange interaction
term δ1 will vanish. This means that the states |+1〉, |−1〉 are the eigenstates of HSRexchange,
and are degenerate. However, realistic QDs either grown by self-assembly approach or by
using nano-hole templates [42,43] do not fulfill the above mentioned symmetries.
For example, Figure 2.7(b) shows a scanning tunneling microscopy (STM) topograph of
a nano-hole of depth 7 nm created in an AlGaAs layer [42]. In order to fabricate a
GaAs/AlGaAs QD, this nano-hole has to be partially filled with GaAs followed by an
AlGaAs layer, and hence the QDs will have an elongated shape. An elongated QD will
no more follow the symmetries mentioned above. Hence, the QDs with reduced symme-
try, i.e., symmetries < D2d or < C2v, will have a bx 6= by. This gives a non-zero value of
the term δ1 in the exchange Hamiltonian, which means that two bright X0 states are not
degenerate anymore and will split into two mixed states (|+1〉+ |−1〉) and (|+1〉− |−1〉).
The finite energy splitting between these two states is called fine-structure splitting (FSS)
of the QDs. The splitting of the excitonic states produced by the shape asymmetry of the
QDs is sketched in Fig. 2.7(c). Two excitonic decay paths shown by two slightly different
color (which are also representing two different energies) in Fig. 2.7(c) result in two lin-
early polarized FSS-split H and V components of the excitonic transitions. The short-range
electron-hole interaction term δ2 always has a non-zero value no matter which symmetries
QDs have, and hence, the dark excitonic states will always show a finite energy splitting.
The inclusion of the long-range exchange interaction affects the exchange splitting in two
ways: Firstly, δ0 is replaced by ∆0 = δ0 + γ0, where γ0 is the energetic change to the BD
splitting due to long-range interaction. Secondly, the FSS is given by ∆1 = δ1 + γ1, γ1 =
γx − γy. For the QDs with symmetry <D2d, γx 6= γy, and hence, the inclusion of long-range
interaction changes the FSS further by non-zero γ1.
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2.6 HH-LH mixing in QDs
In the previous section, we have seen that the broken symmetry in QDs leads to FSS-
split X0 emission lines. These lines are associated with the two mixed bright states |X〉=
1√
2
(|+1〉− |−1〉) and |Y 〉 = 1
i
√
2
(|+1〉+ |−1〉), which are linearly polarized along the [110]
and [1-10] crystal directions, respectively [41, 44, 45]. The exchange interaction does not
affect the relative intensities of these two lines. However, unequal emission intensities of
these two lines have been observed experimentally [46–48]. This happens because of the
HH-LH mixing, which results in different oscillator strengths for the bright X0-states [49].
The mixing of the valence-band states is caused, e.g., by anisotropic strain(see Sec. 2.2.2
for more details). The HH-LH mixing is introduced by the non-diagonal terms of the PB-
Hamiltonian. Note that the PB-Hamiltonian Eq. 2.31 is written for the bulk materials. In
order to use this Hamiltonian for QDs, the QD confinement potential must be added to the
diagonal terms. Recently Belhadj et al. [47] used strain-free QDs to show that the shape
anisotropy of QDs also leads to the HH-LH mixing. They ascribed it to an asymmetric
confinement potentials originating from the QD elongation and also to misalignments of
the main axes of this potential with the crystallographic directions [110] and [11¯0].
After including the HH-LH mixing, the two bright X0-states can be obtained by linear
combinations of the elliptically polarized bright exciton states
∣∣±1˜〉 as follows:
∣∣X ′〉= 1√
2
(∣∣+1˜〉− ∣∣−1˜〉) (2.44)
and ∣∣Y ′〉= 1
i
√
2
(∣∣+1˜〉+ ∣∣−1˜〉) (2.45)
These elliptically polarized exciton states
∣∣±1˜〉, which are the admixture of HH exciton
state
∣∣∓12 ;±32〉 and LH exciton state ∣∣∓12 ;∓12〉, can be written as∣∣±1˜〉=√(1−β 2) ∣∣∣∣∓12;±32
〉
+βe∓2iψ
∣∣∣∣∓12;∓12
〉
, (2.46)
where, β and ψ stand for the amplitude and phase of the mixing and can be obtained from
the PB-Hamiltonian (see Ref. [50] for more details). Here ψ is the angle with respect to
the [110] crystal direction and is measured positive counter-clockwise.
Recently, Tonin et al. [50] have shown that the misalignment of the dots elongation axis
with the crystallographic axis also affects the intensities of each bright X0 emission lines
without changing the amplitude and phase of the mixing. In this case the X0-states are
given by ∣∣X˜〉= 1√
2
(∣∣+1˜〉− e−2iφ ∣∣−1˜〉) (2.47)
22 2. Theoretical Background and State-of-the-art
Fig. 2.8: (a) A schematic of a QD showing misalignment of its elongation axis with the
[110] crystal direction. Polar plots of calculated normalized PL intensities showing the
polarization behaviors of the bright X0 emission lines with (b) no HH-LH mixing (β = 0),
(c) β = 0.25 and ψ = 45° and (d) β = 0.25, ψ = 45° and φ = +10°. See text for the definitions
of the symbols. The red (blue) lines represent
∣∣X˜〉 (∣∣Y˜〉)-state. The green lines represent
the total of the normalized PL intensities associated with the X0-states.
and ∣∣Y˜〉= 1
i
√
2
(∣∣+1˜〉+ e−2iφ ∣∣−1˜〉) , (2.48)
where, φ is the inclination angle of QDs elongation axis with respect to the [110] crystal
direction, as shown in Fig. 2.8(a), and is measured positive counter-clockwise.
Under non-resonant excitation condition, it is assumed that two X0-states are equally
populated. Therefore, the normalized intensities of the emission associated with these two
states and the normalized total intensity as a function of angle θ with respect to the [110]
crystal direction are given by
IX˜(θ) =
[√
1−β 2 cos(θ −φ)− β√
3
cos(θ +φ +2ψ)
]2
(2.49)
IY˜ (θ) =
[√
1−β 2 sin(θ −φ)+ β√
3
sin(θ +φ +2ψ)
]2
, (2.50)
and
I(θ) = IX˜(θ)+ IY˜ (θ) =
[
1− 2
3
β 2−2β
√
1−β 2
3
cos2(θ +ψ)
]
, (2.51)
respectively. Figure 2.8 shows effects of mixings on the X0 emission. The calculated values
of these intensities for the cases of no HH-LH mixing (i.e, β = 0), for a mixing of 0.25
and φ=0° ,and for a mixing of 0.25 and φ=+10° are shown in Fig. 2.8(b), (c), and (d),
respectively (ψ = 45 ° is assumed). Figure 2.8(b) shows that in the absence of mixing
the emission associated with the X0-states are linearly polarized with equal intensities in
orthogonal directions, and therefore the resulting total intensity is circularly polarized.
Distinctly, as shown in Fig. 2.8(c), the in-plane total emission intensity profile for the case
of mixed bright X0-states is partially linearly polarized along the direction of ψ . The degree
2.6. HH-LH mixing in QDs 23
of linear polarization1 is given by
C =
(Imax− Imin)
(Imax + Imin)
, (2.52)
where Imax and Imin are the intensities as defined in Fig. 2.8(c). This is only related to
amplitude of mixing β as follows:
C(β ) =
2β
√
3(1−β 2)
3−2β 2 , (2.53)
where the amplitude of mixing β is related to HH-LH energy splitting (∆HL) and in-plane
HH-LH mixing strength |R| as follows:
β√
1−β 2 =
|2R|
(∆HL +
√
∆HL2 + |2R|2)
, (2.54)
where R = Rk + Rε . Note that the out-of-plane HH-LH mixing (see Ref. [50]) has not been
considered here and also the overlaps of electron wavefunction with both the HH and LH
wavefunctions are assumed equal. A slightly modified definition for β can be found in the
literatures [46, 47, 50], where authors assume that |R|  ∆HL and used ρs at the place of
|R|.
Figure 2.8(d) shows that including the misalignment of the QD axis leads to rotations of
the polarization directions of the X0-states without changing the total emission intensity
(green line). The polarization direction angles θX˜ and θY˜ of states
∣∣X˜〉 and ∣∣Y˜〉, respectively,
can be obtained by setting the derivatives of Eq. 2.49 and 2.50 equal to 0. These angles
with respect to the [110] crystal direction are given by
θX˜ = tan
−1
[ √
3(1−β 2)sinφ +β sin(φ +2ψ)√
3(1−β 2)cosφ −β cos(φ +2ψ)
]
(2.55)
and
θY˜ = tan
−1
[
−
√
3(1−β 2)cosφ −β cos(φ +2ψ)√
3(1−β 2)sinφ −β sin(φ +2ψ)
]
. (2.56)
By comparing Fig. 2.8(d) with Fig. 2.8(c), it can be seen that the misalignment of the
1 Note that this parameter in the literatures is very often denoted by P by considering Imax. and Imin.
as maximum emission intensities of low- and high-energy excitonic lines. This is an special case of C
when the linear polarization direction of low- and high-energy transitions are orthogonal to each other
as well as lie exactly along [110] or [11¯0] crystal directions, respectively. Failing these conditions, it
should be defined according to Fig. 2.8(b)
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dots elongation axis (i.e., φ 6= 0) leads to the rotations of the polarization directions of the
X0 emission lines without changing the total intensity (as Eq. 2.51 does not include φ).
This happens because of the reorientation of the electric dipoles. It can also be seen from
Fig. 2.8(c) and (d) that HH-LH mixing allows the X0-states to become non-orthogonal
to each other in theory. Experimentally, this has been observed by Le´ger et al. [46] for
CdTe/ZnTe QDs and very recently by Tonin et al. [50] for InAs/GaAs QDs. In this work
we report on the observation of this behavior using GaAs/AlGaAs QDs.
2.7 Excitons in Strained QDs
The emission energies of excitons confined in as-grown elongated strain-free QDs can be
written as
EX(0) = Eg +Ee +Eh− Jeh± 12∆1, (2.57)
where, ∆1 is FSS of the bright exciton states. If external stress fields are applied, the
induced strains change all the five energy terms of Eq. 2.57 to different extents. The strain
dependence of the bandgap of the QD material is the main contributor to the change of the
excitonic emission energies of the strained QDs. Also, because of difference in the defor-
mation potentials of the dot and barrier materials, the QD confinement potential changes,
leading to a change in the electron/hole confinement energy inside the QD. However, these
changes will be much smaller than the bandgap change. A change in the confinement po-
tential also leads to the localization or delocalization of the particle wavefunctions inside
the QDs, which in turn affects the Coulombic interaction energy term of Eq. 2.57 as well.
Consequently, the binding energy of the excitonic complexes, which contains one or more
Coulombic interaction terms, will be affected by the strains [51]. The excitonic emission
energies of strained QDs is thus given by
EX(ε) = EX(0)+∆EX(ε), (2.58)
where,
∆EX(ε) = ∆Eg +∆Ee +∆Eh−∆Jeh± 12∆(∆1) , (2.59)
is the strain-induced change in the excitonic emission energies of the QDs.
It has been shown by several authors that uniaxial [52,53] or anisotropic biaxial [48] stress
can be used to tune the FSS of the excitonic emission of the QDs. These changes are
observed because of the fact that the induced strains change the symmetry of the QDs,
which in turns, changes not only the exchange splitting (which determines the FSS) but also
the phase of the spin mixing that determines the polarization of the excitonic emissions [54].
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2.8 State-of-the-art
This section reviews some of the tuning techniques, which have already been demonstrated
in the literature for tailoring the optical properties of QDs. Non-reversible tuning tech-
niques, such as rapid thermal annealing (RTA) [55, 56] and ion implantation followed by
RTA [57] have been used to blue-shift the InAs/GaAs QD emission energy over broad
ranges (>150 meV) owing to intermixing of In from QDs with Ga from matrix. Although
these techniques are easy and can also be applied to GaAs/AlGaAs QDs, unidirectional
(only blue-shift) and coarse tuning per steps make them unusable for our purposes. A
coarse tuning of the QDs emission energy can be even done during the growth process [21].
Fig. 2.9: Results by Bennett et al. [58] showing the electric field tuning of QDs. Color-
coded PL intensities of the emission from a single QD from the p− i−n diode structure as
a function of emission energy and electric field.
Reversible tuning techniques such as temperature [59] and magnetic field [60] have also
been used to tune the emission energy of QDs. These techniques provide only unidirec-
tional (only red-shifts) changes in the QD emission energy. In the case of temperature
tuning, the red-shift of the emission occurs due to decrease in bandgap of QD-material
as the temperature of the sample increase. The red-shift in magnetic field occurs due to
diamagnetic-shift. These techniques have the potential for the fine tuning, but are usu-
ally characterized by narrow tuning ranges (of the order of meV, i.e. much smaller than
the typical ensemble emission broadening of several tens of meV). A disadvantage of the
temperature tuning is that, at higher temperatures, the linewidth of the emission becomes
broader and also the emission intensity drops, whereas the magnetic field tuning requires
a bulky setup.
The most promising tuning technique to fine tune the optical properties of QDs over a
broad range, is to apply electric fields along the growth direction. In particular, Bennett
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et al. [58] extended the capability of electric-field tuning by >25 meV (see Fig. 2.9). They
also showed that the large tuning range allows FSS of QDs to be reduced to values as low
as 1.5 µeV (see Fig. 3(c) of Ref. [58]). This value is below the threshold splitting that
is required to establish the entanglement between two photons emitted by a single QD
through excitonic-biexcitonic cascade [61, 62] transitions. Despite of several advantages,
this technique cannot control the various charged states of the QDs and a laser is still
required for optical excitation, which might not be convenient for on-chip integration of
the devices.
In 2006, Seidl et al. [52] showed that uniaxial strain can be used to tune the optical
properties of QDs. The strain was created by gluing the 500µm thick samples, containing
QDs in the bottommost layer, onto piezoelectric (lead zirconic titanate (PZT)) stacks
actuator. Figure 2.10(a) shows the variations of the emission energies of the X0 lines
as a function of voltage applied to the piezo-stack. The QD emission energy increases
(decreases) due to increase (decrease) in the bandgap of the dot material under the effect
of compressive (tensile) strain transferred to the QD by the piezo-stack. They observed
a maximum energy shift of ∼0.5 meV and a total change in FSS of ∼14µeV. They were
able to create only a maximum uniaxial strain of < 0.05%. In spite of the limited tuning
range, the strain-tuning technique gives us the possibility to functionalize the device for
controlling, e.g., the various charging states of the QDs as well as for electrical excitation
of charged carriers for on-chip integration.
Fig. 2.10: (a) Results by Seidl et al. [52], illustrating the strain tuning of QDs. Piezo-
voltage/stress dependence of the emission energies of a single QD neutral excitonic (X0)
lines. The red solid lines are linear fits to the measured data points. (b) Results by Zander
et al. [63]: Color-coded PL intensities of the emission from a µ-ring resonator as function
of emission energy and voltage applied to the PMN-PT.
In late 2009, Zander et al. [63] demonstrated a significant improvement of the strain-tuning
technique. It was based on gluing (using PMMA) 248 nm thick µ-ring resonators, containing
QDs in central plane, onto an actuator made of PMN-PT (also a relaxor ferroelectric
material, see Sec. 3.1.2 for more details). The tuning of various emission lines from a
single µ-ring are shown in Fig. 2.10(b). The left (right) panel represents the case when
the µ-rings were glued by PMMA (immersed inside PMMA). The emission lines, which
shift at lower rate, were assigned to optical modes in the resonator. The modes shift due
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to changes in the structural parameters of the resonator. A maximum energy tuning of
∼3.8 meV for the QDs was achieved. The right panel clearly indicates that immersing the
µ-rings in PMMA improves the transfer of the strain to the QDs. In that work it was
also predicted that binding the µ-rings onto the PMN-PT substrates by a stiffer material
would help to increase the efficiency of strain transfer. This thesis shows that binding thin
membranes, containing QDs, onto a PMN-PT substrate by two different stiffer materials
indeed improve the efficiency of strain transfer.
Fig. 2.11: (a) Results by Bennett et al. [58]: Polarization direction angles with respect to
the [110] crystal direction of one of the X0 eigenstates as function of the electric field (offset
by F0, where F0 is the built-in field in the p− i− n diode structure)(b) Results by Leger
et al. [46]: Color-coded PL intensities of the X0 emission from a single CdTe/ZnTe QD
as a function of emission energy and polarization angle with respect to the [110] crystal
direction. (c) Results by Tonin et al. [50]: Polar plot of the intensities of the X0 lines. The
angle 0° represents the [110] crystal direction. The closed circles represent measurements,
whereas the solid lines are the fits.
The polarization direction of single-photons play an important role for quantum informa-
tion processing. Bennett et al. [58] and Plumhof et al. [48] showed that the polarization
direction of the X0-states of the QDs can be tuned over a broad range by applying electric
and stress fields, respectively, to them. The polarization tuning for one of the X0-states for
three QDs embedded in p− i−n diode structure, performed by Bennett et al. [58], is shown
in Fig. 2.11(a). The polarization tuning achieved by Plumhof et al. can be seen in Fig.
1(f), 2(a), 2(c) of Ref. [48]. In both cases, the polarization directions of both the X0-states
were found orthogonal to each other. In 2007, Le´ger et al. [46] and recently Tonin et el. [50]
showed that large strain anisotropies inside the QDs lead to non-orthogonal X0-states as
shown in Fig. 2.11(b) and in Fig. 2.11(c), respectively. The angle 0° for the polar plot
(Fig. 2.11(c)) corresponds to the [110] crystal direction. Both the polarization map and
the polar plot clearly indicate that the X0 eigenstates are non-orthogonal to each other.
The non-orthogonality of the X0-states is one of the consequences of the HH-LH mixing
caused by strain anisotropy. If one can change the strain anisotropy then one should
expect a change in mixing amplitude and hence a change in the angle between the X0-
states. Our technique allows us to do that. Therefore, a detailed investigation of non-
orthogonality of the X0-states for GaAs/AlGaAs QDs will also be discussed in this thesis.
The self-assembled QDs (both CdTe/ZnTe and InAs/GaAs) studied previously are grown
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by the strain-relaxation process, so called Stranski-Krastanow growth mode. They are
thus strained and it becomes difficult to understand quantitatively the effect of external
strains. Since it is almost impossible to measure the strain components inside a single QD,
strain-free GaAs/AlGaAs QDs are advantageous to study the effect of external strains
quantitatively. In fact, in this case, it is sufficient to determine the strain in the matrix
around the dot, which is experimentally feasible and is also shown in this work.
3. Materials, Methods and Devices
This chapter will give a brief overview of the materials and experimental methods which
have been used in this work.
3.1 Materials
In this section, the details of the materials used will be discussed. Some special properties
of them will also be pointed out.
3.1.1 III-V semiconductors
Almost all the samples used in this work contain several layers of III-V compound semi-
conductors grown by molecular beam epitaxy on GaAs substrates. The main constituents
of the heterostructures were GaAs and AlxGa1-xAs (mismatch < 0.16% between GaAs and
AlAs). The band gap of AlxGa1-x As at 300 K can be increased from 1.424 eV, at x = 0, to
∼3.0 eV, at x=1. However, the bandgap of AlGaAs changes from direct to indirect when
the composition of Al exceeds ∼ 41%. Hence, to avoid carriers being trapped in the AlGaAs
regions of the QDs and QWs heterostructures, the Al content of the barrier regions around
the QD was always low enough (typically below 45%) to ensure that carriers were confined
in the direct bandgap GaAs, thus ensuring good luminescence. Si and C were primarily
used to make n-type and p-type doping in GaAs, respectively. A manganese doped GaAs
(Mn< 5%) has also been used to realize a dilute magnetic semiconductor (DMS) layer.
The DMS layer was used as a source of interstitial manganese (Mni).
3.1.2 Lead magnesium niobate-lead titanate (PMN-PT)
Commercially available substrates of single crystal PMN-PT were used to create strain
into QDs. This was done by integrating GaAs-based thin nanomembranes, containing
QDs, onto these substrates.
PMN-PT is a relaxor ferroelectric material, which shows an extraordinary piezoelectric be-
havior with little hysteresis [64]. These materials are the solid solutions of the relaxor PMN,
a complex perovskite with the chemical formula Pb(Mg1/3Nb2/3)O3, and PT (PbTiO3) near
30 3. Materials, Methods and Devices
Fig. 3.1: Strain vs E-field behavior for various electromechanical ceramics (source: refer-
ence [64])
the morphotropic phase boundry (MPB) (see figure 1 of reference [64] for the definition
of MPB). Upon the application of an electric field to single crystals of these materials, an
ultrahigh strain (> 0.5%, see Fig. 14 of Ref. [64]) can be generated. In fact, the strain
induced in these materials is proportional to the square of the electric field, an effect called
electrostriction and the materials are known as electrostrictors. Figure 3.1 compares strain
vs electric field behavior of piezoelectrics (which includes hard and soft-lead zirconium
titanate(PZT)) with PMN-PT.
The substrates of PMN (72%)-PT (28%) were used for our investigations. The single crystal
of PMN (72%)-PT (28%) has a rhombohedral (also called pseudo-cubic) crystal structure,
with 〈111〉 being the polarization direction in these crystals. Since the domains oriented in
these directions are unstable, the net polarization of the crystal is lost over time. Domain
wall motion, and domain re-orientations are mainly responsible for the depolarization of
the crystal. Before the first use, the crystals of the PMN-PTs require poling in order
to induce a net polarization. The poling is performed by applying a bias lower than the
maximum working bias along a certain direction of the crystal at a temperature slightly
lower than the Curie temperature (TC). Since, the 〈111〉 directions do not give a stable
domain configuration, the poling is done along the [001] direction. The [001] poled crystals
have a configuration where each domain has one of four possible polar directions - [111],
[1¯11], [11¯1], and [111¯].
The poling bias, which determines the orientations of the domains, can either be positive
or negative. Figure 3.2(a) shows the orientations of the polarized domains inside a [001]
-poled PMN-PT crystal. All the diagonal arrows pointing towards the corners of the
cube indicate the four possible orientations of the polarized domains under a positive
bias and the arrow pointing upward shows the net polarization induced in the crystal.
Because of a very high remanent polarization of the crystal, even after removal of the
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poling bias, most of the domains remain aligned. Also, the remanent polarization shows
strong temperature dependence. Since most of the experiments were performed close to
the liquid He temperature, to maintain the polarization of the domains, the bias is applied
also during the cooling process of the PMN-PT.
Fig. 3.2: Schematics of domains orientation in a [001] -poled PMN-PT crystal. (a) Poled
crystal. (b) Poled and under the application of an electric field along the direction opposite
to the poled direction.
The application of a bias to the poled crystal will stretch or compress the polarized domains
because of attraction or repulsion, respectively, of the polar ends of the domains at the
electrodes. The collective effect of tension or compression of these domains leads to the
deformation of the crystal. The deformation of a [001] poled PMN-PT crystal under an
electric field in a direction opposite to the poled direction is shown in Fig. 3.2(b). Due to
the repulsion of the polar ends of the domains, the electric field results in an out-of-plane
compression and in-plane stretching of the crystal.
3.2 Methods
Most of the experiments performed in this work were performed by luminescence spec-
troscopy. Other techniques such as optical microscopy, atomic force microscopy (AFM)
etc. were also utilized. Cleanroom facilities such as optical lithography, wet-chemical
etching, etc. were also employed to process the samples.
3.2.1 Photoluminescence and electroluminescence spectroscopy
Photoluminescence and/or electroluminescence spectroscopy are powerful techniques,
which are widely used to investigate several optoelectronic properties of semiconductors
and their heterostructures. In this work, we used these methods to investigate some fun-
damental aspects of QDs at a single QD level. To monitor a single QD, the strategies we
use are the following: Firstly, we use a microscope objective (see Fig. 3.4) to focus the
laser-beam down to a spot of ∼1µm diameter, and secondly, the growth parameters of
the samples are optimized in such way that only a single QD within the spectral range of
interest can be found within the focused spot of the laser. The same objective is also used
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to collect the luminescence. Since we only monitor a few µm of the sample, the method is
called micro-photoluminescence (µ-PL).
Fig. 3.3: Schematics showing the mechanisms of light emission by QD under the processes
of (a) PL and (b) EL. The QD material is assumed to have bandgap energy Eg1 and the
barrier Eg2
Figure 3.3(a) depicts the mechanism of the light emission by QDs under the PL process. It
shows a simplified view of the band structure of the QDs. When the sample is illuminated
with light and if the energy of the photons is larger than the bandgap of the barriers layers
then the electron-hole pairs are created in the continuum of their respective bands. The
created pairs will relax down to the extrema of the bands. When the electrons and the
holes reach the boundaries between the barrier region and the QD region then they get
trapped inside the QD layer, where they form various excitonic complexes (see Sec. 2.4). If
the excitation power is low enough (of the order of few nW) then only the ground state of
the QDs, which corresponds to the formation of an exciton, will be occupied. Eventually,
an electron and a hole of an exciton will recombine and the energy will be released in the
form of light. Under the process of EL, electrons and holes are created in the barrier regions
by doping them with n-type and p-type impurities. When the diodes, containing QDs, are
in forward biased (see Fig. 3.3(b)) then electrons from the n-type region and holes from
the p-type region drift towards the QD regions and get trapped to form excitons.
3.2.2 Experimental setup
Figure 3.4 shows a schematic of our µ-PL setup, which can also be used as a µ-EL setup. A
diode-pumped solid-state laser (Verdi V series from Coherent Inc.) emitting at wavelength
532 nm was used as an excitation source. After the reflection from the first mirror, the laser
beam passes through a power attenuator. This consists of a 532 nm monochromatic λ/2
wave-plate WP1, mounted on a motorized and computer-controlled rotation stage, between
two cross-polarized polarizers P1 and P2. The role of the polarizer P1 is just to clean the
polarization of the incoming laser beam. The wave-plate WP1 on the rotation stage was
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Fig. 3.4: Schematic of a PL setup. Insets: (a) Schematic of HBT setup. (b) Ray tracing of
a spatial filter.
aligned in such a way that at zero rotation the outgoing power from the attenuator was the
minimum power. A rotation of 45° of wave-plate WP1 will rotate the polarization direction
of light by 90° and hence the outgoing power from the attenuator will be maximum.
In order to measure the excitation power on the samples, a small fraction of light split by
a beamsplitter BS1 was guided towards a power meter PM (basically a photodiode, which
converts the power of the laser into an electrical signal). The laser beam was then focused
onto the sample surface by means of a 50× microscope objective with 0.42 numerical
aperture (NA). The objective was mounted on a single axis piezoelectric actuator. This
allows us to vary the distance of the objective in z-direction from the sample (which is
mounted inside a cold finger of He-flow cryostat and can be translated in the xy plane) in
order to precisely focus the laser on the sample surface. All measurements (unless specified)
were performed at low temperatures between 5 and 10 K. The beamsplitter BS2 was chosen
in such a way that a little power fraction of the back-reflected laser beam will go to the
camera. The same objective was used to collect the PL. The beamsplitter BS3 had a very
high reflectivity in the spectral region where our samples were emitting. A longpass filter
was used to block the excitation laser from entering the spectrometer.
To avoid the collection of any off-axis luminescence, a spatial filter (see inset (b) of Fig. 3.4)
which consisted of a pinhole between two converging lenses L1 and L2 was inserted into
the collection path. For performing the µ-EL measurements, the insertion of a spatial
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filter was vital, since the smallest size of the active regions of the light-emitting diodes
(LEDs) investigated in our experiments was ∼100µm. Three different spectrometers were
used to analyze the luminescence spectrum. Those were, a single spectrometer from Andor
Technology with 0.75 m focal length and equipped with a thermoelectric-cooled silicon
CCD detector, another spectrometer from Princeton Instruments with 0.50 m focal length
and equipped with liquid-nitrogen-cooled silicon CCD detector.
For high resolution measurements, a double spectrometer with two stages each having a
focal length of 0.75 m was used. To prove that the photons emitted from the QDs are single
and follow sub-Poisson photon statistics, antibunching measurements were performed using
a standard Hanbury Brown and Twiss (HBT) setup shown in inset (a) of Fig 3.4. The
emitted photons from the QDs are directed towards two avalanche photodiodes (APDs)
by inserting a 50:50 beamsplitter in the path of the emitted light. A time-correlated single
photon counter was used to count the number of events, which occur on both the APDs as
a function of delay-time between the occurrence of the events on each APD separately. The
normalized counts give the value of a second-order correlation function g(2)(τ), where, τ is
the delay-time. If the emitted photons follow sub-Poisson photon statistics the probability
of two photons arriving simultaneously on the beamsplitter will be zero and hence no
simultaneous events can be registered on both detectors. In this case, the value of g(2)(0)
will be 0.
3.2.3 Sample alignment
Two different configurations, as shown schematically in Fig. 3.5, were used to analyze
the polarization of the luminescence signal from the sample. In the first configuration,
as shown in Fig. 3.5(a), the sample on the cold-finger was mounted in such a way that
the polarizer axis of polarizer P3 (which was placed before the spectrometer) refers to the
[110] crystal direction of the sample. This scheme requires mounting of λ/2 wave-plate
into the rotation stage in such a way that the fast-axis or slow axis are aligned parallel
to the axis of polarizer P3. Slight misalignments of the sample crystal direction and/or of
the fast- or slow-axis of WP3 with respect to the polarizer axis (Figure 3.5(b)) introduce
systematic errors in the measurement of the absolute polarization orientation angles of the
luminescence signal with respect to the crystal directions.
In order to limit such uncertainties, we mount an as-grown sample as well as the sample
with membranes in such a way that the [110] ([11¯0]) crystal axis of the membranes align
with the [110] ([1¯10]) crystal axis of the as-grown sample (Figure 3.5(b)). The statistical
measurement of the polarization orientations of the neutral excitonic emission of unstrained
GaAs QDs (which have well defined polarization properties) was used to calibrate the [110]
or [1¯10] crystal directions (see Sec. 4.1.3 for more details).
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Fig. 3.5: Schematics showing the alignments of the samples to analyze the polarization of
the luminescence signal.
3.3 Devices
This section will explain how the devices for the strain-tuning as well for the laser-assisted
thermal diffusion of Mni were fabricated.
3.3.1 Strain-tuning device
Strain-tuning devices were fabricated by going through the following steps:
Sample growth
The samples used for the fabrication of the strain-tuning devices were designed and grown
by our colleague Eugenio Zallo and former colleague Dr. Paola Atkinson by solid-source
molecular beam epitaxy (MBE). The sequence of the epitaxial layers, as shown in Fig. 3.6,
was designed in such a way that a thin membrane of few hundreds nanometers, containing
QDs, can be completely detached from the substrate by means of wet-etching. On one
hand, thin membranes were required to minimize the strain-relaxation across the thickness
of the membranes during the strain-tuning process. On the other hand, the optical quality
of the QDs emission also depends on how far they are from the free surface [65]. In order
to have a good compromise between these two requirements, we have chosen a thickness
of 260 nm for the membrane.
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Fig. 3.6: The sequence of layers for the samples used for strain-tuning. The white circle
shows a QD region.
A 100 nm-thick Al0.75Ga0.25As sacrificial layer was grown on top of a semi-insulating GaAs
(100) substrate. The sacrificial layer will be completely under-etched in order to detach a
multilayer heterostructure grown on top of it from the substrate. In situ droplet etching [66]
was used to create nanoholes on a 99 nm-thick i-GaAs grown over the sacrificial layer. A
7 nm-thick Al0.44Ga0.56As bottom barrier layer was then grown over the nanohole templates,
followed by a 3 nm-thick GaAs dot layer and a 2 min interruption to insure the QDs emission
wavelength in the spectral range of the rubidium 87 D2 line (780.24 nm). During the growth
interruption process, GaAs migrates towards the nanoholes to fill them. The filling process
eventually determines the final height of the QD in the growth direction (see the circle
marked in Fig. 3.6). Finally, the QDs are capped by two top barrier layers of Al0.33Ga0.67As
and Al0.44Ga0.56As of thicknesses 112 nm and 20 nm respectively, followed by a 19 nm-thick
GaAs cap layer.
Fig. 3.7: (a) Optical micrograph of the membranes glued on top of a PMN-PT substrate.
(b) and (c) AFM images of a part of the membrane. The regions used for scanning are
shown by rectangle in (a).
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Sample processing
Photolithography was utilized to pattern the samples. Keeping in mind the thermo-
compression bonding (see text below) of the membranes with the PMN-PTs, a lift-off
process was also applied to pattern the samples with metal (3 nm Cr followed by 100 nm
Au) layers on top of the membranes. For the same reason, metal layers (3 nm Cr followed
by 100 nm Au) were also deposited on top of PMN-PT substrates. Wet-etching was em-
ployed to detach the membranes from the substrates. The etching was completed in two
simple steps: a deep etching of the sample region not protected either by photoresist or
by metal down to the sacrificial layer, followed by an under-etching of the sacrificial layer.
K2Cr2O7:HBr:CH3COOH was used for the deep-etching when the samples were protected
by the photoresist, whereas H2SO4:H2O2:H2O was used when they were protected by the
metal layers. Diluted HF was used for the under-etching in both cases. Two different tech-
niques were implemented to integrate the underetched and free-standing nanomembranes
from the substrate upside down onto the surface of a 300µm-thick PMN-PT actuator. A
simple technique was to glue them via a commercial glue (Cyanoacrylate).
Fig. 3.8: (a) Schematics showing the thermocompression bonding of membranes with the
PMN-PT. (b) Optical micrograph of the membranes transferred to the PMN-PT by using
the thermocompression bonding technique. (c) AFM image of a part of the membrane.
The region used for scanning is shown by a rectangle in (b).
Figure 3.7(a). shows an optical micrograph of glued membranes on top of the PMN-PT.
Though the transfer yield of membranes is almost 100%, they look wrinkled. Figure 3.7(b)
and (c) show AFM images of the selected regions of two membranes and they show wrinkles
of heights as high as 300 nm. Since the glue dries out very fast, it was very difficult to
control the thickness of the glue layer, which might be one of the reasons for the wrinkling.
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Fig. 3.9: (a) Sketch and (b) snapshot of a strain tuning device.
To overcome these disadvantages thermocompression bonding was used as shown schemat-
ically in Fig 3.8(a). Here, we first flip the gold-coated PMN-PTs upside down onto the
gold-coated free standing membranes lying on the substrates. This is followed by applying
a pressure (via a weight) on the PMN-PTs and heating to a certain temperatures. The
weight is adjusted in such a way that it provides a good bonding between the PMN-PTs
and the membranes. In our case, a temperature of 300°C and a pressure of a few MPa, were
used. Figure 3.8(b) shows an optical micrograph of the best transfer of membranes. On one
hand, the bonding by the gold layers results in less wrinkled membranes (see Fig. 3.8(b)
and (c)), on the other hand, the gold also acts as a bottom mirror of the cavity, containing
QDs.
A sketch and picture of a strain-tuning device are shown in Fig. 3.9(a) and (b), respectively.
The whole device was integrated on a few mm thick gold-coated copper disc. This disc acts
both as a ground electrical contact of the PMN-PT and as a cold finger for the sample.
A 0.5 mm thick sheet of silicon rubber (details of it will be discussed in next section) was
integrated on top of the copper disc with the help of a thermally and electrically conducting
adhesive, called “Leit-Silver” from Fluka Analytical, in such a way that the bottom of the
PMN-PT can be connected electrically with the disc. A tiny droplet of same adhesive
was also used to make this electrical contact. An introduction of the rubber between the
PMN-PT and the cold finger was done here for the first time. It was found that the rubber
allows the PMN-PT to expand and contract more efficiently and hence to create a higher
strain inside QDs. The top electrical contact of the PMN-PT was also provided by the
same adhesive. Now the copper disc with the device can be mounted on the cold finger of
the cryostat. The cryostat also allows us to apply a bias of up to 1 kV to the PMN-PT.
3.3.2 Resonant-tunneling diode (RTD)
The RTDs employed for the investigation of laser-assisted thermal diffusion of Mn-
interstials (Mni), were fabricated at The University of Nottingham, Nottingham, UK. This
work was carried out in close collaboration with the group of Prof. Amalia Patane`. The
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samples were grown by MBE on (001) n+-GaAs substrates. The sequence of layers is
shown in Fig. 3.10(a). The Ga1-xMnxAs/GaAs resonant tunneling light-emitting diodes
(RTLEDs) have the following layer composition, in order of growth: a 300 nm thick layer
of n+-GaAs, Si-doped to 2×1018 cm−3, a 100 nm buffer layer of n-GaAs doped to 2×1017
cm−3, an undoped central intrinsic region comprising a 20 nm GaAs spacer layer, a 5 nm
AlAs tunnel barrier, a 6 nm GaAs QW (in some cases in this layer In(Ga)As QDs were
also embedded), a 5 nm AlAs tunnel barrier, a 10 nm spacer layer and, finally, a 50 nm
capping layer of p+-Ga1-xMnxAs with x = 5 to 12%. The Ga1-xMnxAs layer was grown at
250°C, all other layers at 600°C. The control sample is identical to the previous structure
except for the top p-contact layer, which consists of 1000 nm GaAs layer doped with C
to ∼ 1019 cm−3 and grown at 580°C. These epilayers were processed into 200 and 400 µm
diameter mesa diodes with a ring-shaped Ti/Au contacts for optical access. The processing
involves first a photolithography patterning of the samples followed by a wet-etching with
H3PO4:H2O2:H2O down to 50 nm deep into the n
+-GaAs layer. Figure 3.10(b) shows an
optical micrograph of a chip containing 12 RTD devices. The bottom of this chip was
glued on a TO5 chip carrier (see arrow in Fig. 3.10(c)) with a thermally and electrically
conducting epoxy. Hence, the body of the TO5 chip carrier was serving as ground contacts
for all the devices on the chip.
Fig. 3.10: (a) The structure of the sample used for the fabrication of RTLEDs (b) Optical
micrograph of the chip with several diodes. (c) A top-view and (d) a side-view picture of
an specially designed cold finger with the chip carrier.
Since the current flowing through the devices in the region of interest was from a few
hundreds fA to a few tens of pA, we employed an I-V converter to measure it. In order to use
such an I-V converter, the cold finger of the cryostat, which was originally earthed, needed
to be disconnect electrically from the body of the TO5 chip carrier. Due to this electrical
isolation, it became very difficult to cool the device down to liquid He temperatures. To
overcome this problem the following steps were taken. A cold finger with a special design
as shown in Fig. 3.10(c) and also in Fig. 3.10(d) was designed and a 0.5 mm thick sheet
of silicon rubber reinforced with glass fibers, so-called Softtherm 86/600, from KERAFOL
Keramische Folien GmbH was inserted between the cold finger and the body of the TO5
chip carrier. Softtherm 86/600 offers a good thermal conductance and also acts as a good
electrical isolator. A cross-section view of Softtherm sheet can be seen in Fig. 3.10(d).
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4. Optical Properties and Strain-tuning of Novel
GaAs Quantum Dots
The results presented in this chapter are organized into four sections. We first present the
optical properties of GaAs/AlGaAs quantum dots (QDs), which were determined through
extensive µ-PL spectroscopy measurements (Sec. 4.1). The new kind of dots which we
study were optimized to emit in the spectral range of 87Rb D2 transitions. We compare
the properties of QDs in as-grown samples and in membranes integrated onto the PMN-
PT substrates. In particular, we report on the first observation of non-orthogonal neutral
excitonic (X0) doublets for these dots and ascribe the finding to pronounced HH-LH mixing.
In Sec. 4.2 we present a method to fully quantify the strain in the surroundings of the dots
with spatial resolution of ∼1µm. This is used to interpret the strain-dependent optical
properties of QDs in Sec. 4.3 and 4.4, which show the first observation of the tuning of
the angle between the X0 states. This is important, since the tuning reflects a controlled
change of HH-LH mixing, which, in turn, changes the spin-orbit interaction in the QDs.
4.1 Optical properties of GaAs quantum dots
The new kind of QDs studied here were obtained as described in Sec. 3.3.1. A detailed
characterization showing the features of these QDs will presented in this section.
Figure 4.1(a) compares the ensemble emission of GaAs/AlGaAs QDs from an as-grown
sample (blue) and from a membrane (red) integrated (by Cynoacrylate) onto a PMN-PT
substrate. These spectra for as-grown sample and membrane were measured at excitation
powers of 1.8 and 9µW, respectively. Unlike the µ-PL, for ensemble measurements the
laser beam were focused by a lens of focal length 125 mm which will give an excitation
spot of ∼20µm. This was done to obtain overall emission range of the dots. Broadening
of the QDs emission results from inhomogeneities in their shapes and sizes. The stochastic
processes occurring during QD growth are responsible for these inhomogeneities. It can
be seen from Fig. 4.1(a) that the ensemble emission of dots from the as-grown sample
(glued-membrane) is centered at 775.3 nm (778.5 nm) and has a full width at half maxi-
mum (FWHM) inhomogeneous broadening of 4.8 meV (8.9 meV). The red-shift of ∼2 nm is
ascribed to the existence of tensile strain in the membrane. The strain in the membranes
may develop during the integration process as the glue dries out, as well as during the
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cooling of the chip due to different thermal expansion coefficients of the PMN-PT, glue
and membrane. The effect of wrinkling of the membrane can also not be excluded. A larger
inhomogeneous broadening for the QDs from the membrane is ascribed to the non-uniform
strain across the membrane (see Sec. 4.2 for more details).
4.1.1 High-resolution and photon-correlation spectroscopy
The high resolution PL spectrum associated with the neutral excitons (X0) confined in a
single QD is shown in Fig 4.1(b). The open (closed) circles represent the low (high) energy
component of the linearly polarized FSS-split exciton transition. The doublet is centered
at 773.55 nm and each line has a FWHM of ∼23µeV, as extracted from Lorentzian fits
(solid lines). The two lines of this doublet are separated by a FSS of 39µeV. The excitation
laser power was kept as low as possible to avoid the broadening [67].
Fig. 4.1: (a) Ensemble emission of QDs from an as-grown sample (thick blue line) and from
a membrane (thin red line) integrated onto a PMN-PT substrate at excitation powers of
1.8 and 9µW, respectively. (b) Polarization-resolved normalized PL spectra of the neutral
exciton (X0) confined in a GaAs QD and at a laser excitation power of 500 nW. The
solid lines are Lorentzian fits of the experimental data. (c) Histogram for the excitonic
linewidths of more than 45 QDs. (d) Normalized second-order correlation function g(2)(τ)
of X0 emission of a single QD under non-resonant cw excitation. The red line is the
simulation result.
A histogram of linewidths of 49 measured QDs is shown in Fig. 4.1(c). The distribution
shows a peak at ∼32µeV and has a FWHM broadening of 13µeV. These values suggest
that the quality of these QDs is on average higher than the QDs used in Ref. [20], where
linewidths as large as 80µeV were found. This may be due to in situ etching of nanoholes
by excess Ga introducing fewer defects into the GaAs surface than in situ etching using
AsBr3 [42]. The low purity of the AsBr3 source might be responsible for that. Most
importantly, the linewidth of the excitonic emission of our QDs nicely compares with the
hyperfine splitting (28µeV) of the 87Rb D2 lines, meaning that almost all of the single
photons emitted by the QDs and propagating through a Rb vapor cell can be slowed down
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[20]. Furthermore, this value is comparable with the best GaAs/AlGaAs QDs reported in
the literature so far [43].
To demonstrate the single photon emission from these QDs, we performed photon corre-
lation measurements. Figure 4.1(d) shows the measured (black stars) normalized second-
order correlation function g(2)(τ) of the X0 emission of a single QD under non-resonant
cw excitation. It shows that the antibunching dip goes to a normalized value of 0.3. But,
under a low photon detection probability [68,69] statistical considerations predict that an
anti-bunching dip of a single-photon emitter should go to zero whereas the dip for two-
photon emitters will go to a normalized value of 0.5 (shown by blue dotted line). However,
if the time resolution of the experimental setup (which includes detectors and correlation
electronics) is not short enough compared to the lifetime of the emitter, then the measured
antibunching dip will suffer from the convolution by the setup time response and hence
will not reach its optimal value. The value of g(2)(0) '0.3 clearly indicates single photon
emission [5] from the QD and is limited by the finite time-resolution (405 ps) of our setup.
Under cw excitation, the lifetime of the emitter can be extracted from the width of the anti-
bunching dip provided that the excitation level is weak (so that the probability of biexciton
formation can be neglected). The red solid line in Fig. 4.1(d) is the simulation result of the
convolution of the normalized correlation function g(2)(τ) = 1− eτ/τlife , where τlife=700 ps
which accounts for the lifetime of the emitter, and the system response approximated by
the Gaussian function with a time broadening of 405 ps. The simulation result and the
measured data are in good agreement. A small value of the lifetime compared to typical
1 ns lifetimes of InAs QDs is attributed to a weaker confinement, which is a consequence
of the large base dimensions of the QDs [70].
4.1.2 Fine-structure splitting of single QDs: Statistical investigation
For statistical investigations of the FSS, both as-grown and strain-tunable samples were
excited with a relatively higher laser power (1.3µW) so that within a single excitation
spot several QDs can be populated by the excitons and their emission collected by the
spectrometer (no pin-hole spatial filter was used in this case). Figure. 4.2(a) shows an
example of such a measurement from an as-grown sample. It represents the color-coded
intensities of the emission as functions of energies and polarization angles. Several wave-
like emission lines are attributed to the FSS-split X0 emission from different QDs from
the same excitation spot. Actually each wave-like pattern consists of low- and high-energy
components of the X0 emission, which are linearly polarized. In order to estimate the FSS
between these two components, the peaks of the pattern were fitted by a single Lorentzian
peak and then the values of fitted energies were further fitted by a cosine function. The
closed black circles in Fig. 4.2(b) are the values of peak energies obtained by the Lorentzian
fits of pattern 1 and the red solid oscillating curve is the cosine fit of those energies values.
The energetic positions Ex and Ey of the low- and high energy components, respectively,
of the X0 emission, which are marked by two blue solid lines in Fig. 4.2(b), were obtained
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Fig. 4.2: (a) Color-coded PL intensity map of several as-grown GaAs/AlGaAs QDs emis-
sion as a function of emission energy and Polarization direction angle with respect to the
analyzer axis. The spectra were collected from a single excitation spot and at a laser
power of 1.3µW. (b) Plot of the peak energies (closed circles), which are obtained from
the Lorentzian fits of the wave-like pattern 1 marked in the top panel, as a function of
polarization direction angle with respect to the analyzer axis. The wave-like patterns 1
and 2 correspond to excitonic and biexcitonic transitions for a single QD. The pattern 3 is
for an another QD within the same excitation spot. The red solid line is a cosine fit of the
data. The amplitude of the fit is the FSS of the dot, which is 40µeV in this case.
from the bottom and top peak values of the cosine fit. Hence, the FSS was evaluated from
the energetic distance between these two lines. The phase information of the cosine fit was
used to assign the polarization directions of the low- or high- energy components of the X0
emission with respect to the analyzer axis. The FSS and the linear polarization direction
of the LE component of the X0 emission for this particular QD were measured as 40µeV
and 98°, respectively.
A few unpolarized emission lines on the low energy side of the spectra can also be seen
in Fig. 4.2(a). These lines are ascribed to charged excitonic emission. Another emission
line showing polarization dependence, labelled 2, can be seen in Fig. 4.2(a). This is much
weaker in intensity than the line labelled 1. Since the linear polarization directions of the
low- and high-energy components of this pattern were orthogonal to the X0 emission (wave-
like pattern 1) and also the value of FSS was equal, this emission line is tentatively assigned
to the biexcitonic (XX) emission of the same dot from where the pattern 1 originates.
When the two components of the X0 emission are energetically well separated, as shown
in Fig. 4.3(a), then both components were fitted by two Lorentzian peaks separated by a
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Fig. 4.3: (a) Color-coded PL intensity map of the X0 emission of a single GaAs/AlGaAs
QD and at a laser power of 1µW. It is a zoom-in view of wave-like pattern 3 marked in
Fig. 4.2(a). (b) A plot of the energetic distances (closed circles) between the two compo-
nents of the X0 emission shown in (a) as a function of polarization angle with respect to the
analyzer axis. These two components were fitted by two Lorentzian functions separated by
a distance as one of the fitting parameters. The red solid line indicates an average value of
these distances. (c) A plot of Lorentzian fit intensities of the low-(closed circles) and high-
(closed circles) component of the X0 emission shown in (a) as a function of polarization
angle. The gray lines are the cosine fits.
distance Ey−Ex, where Ex and Ey are the fitted peak energies of the low- and high-energy
components of the X0 emission, respectively. Figure 4.3(a) is the zoom-in view of wave-like
pattern 3 marked in Fig. 4.2(a) and is assigned to the X0 emission from a different QD.
The average value (red line shown in Fig. 4.3(b)) of the energetic distances (closed circle
shown in Fig. 4.3(b)) is the FSS for this specific QD. An advantage of this fitting method is
that the linear polarization directions of each X0 components can be evaluated separately,
which is illustrated in Fig. 4.3(c). The closed red (blue) circles are the Lorentzian fits peak
intensities of the low- (high-) energy components of the X0 emission. The gray lines are the
cosine fits. The phases of these two fits are used to obtain the polarization directions of the
low- and high- energy components of the X0 emission, which are 97° and 6°, respectively.
A deviation of 1° from the orthogonality can be attributed to the errors involved in the
fitting process.
Figure 4.4(a) shows a histogram of FSSs of 138 measured QDs from the as-grown sample.
The distribution of FSS can be fitted by a Gaussian function, which is shown in Fig. 4.4(a)
by a red solid line. The peak of the distribution lies at 35 µeV and shows a FWHM
broadening of 16 µeV. A narrower broadening of the FSS for these dots compared to the
distribution measured by Seidl et al. [71] for partially capped and annealed InGaAs/GaAs
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Fig. 4.4: Histograms of FSS for the QDs (a) from the as-grown sample and (b) from the
membrane integrated onto the PMN-PT substrates. (c) FSSs of the QDs are plotted against
the emission energies of them. The blue and green stars are for the as-grown sample and
the membranes, respectively.
QDs indicates that the shapes of the dot does not vary much from dot to dot. A detailed
investigation of the FSS relating shapes and sizes of the QDs has been reported by Plumhof
et al. (see Ref. [72]).
Now we will see what happens to the FSS when the QDs, embedded in the membrane,
are integrated onto the PMN-PT substrates. FSSs of 44 QDs from the glued and gold-
bonded membranes were measured, which are shown in Fig. 4.4(b) as a histogram. The
peak of the distribution is centered at 59µeV and shows a large FWHM broadening of
77µeV. A comparison between the histograms of the FSSs measured for the QDs from
as-grown sample and the membranes tells us that in the case of membrane not only the
average value of the FSS shifted to a higher value but the broadening of the distribution
has also been increased by a factor of ∼5. Both the effects can be interpreted with the
aid of Fig. 4.4(c), which plots the FSSs of the QDs (from both samples) as a function of
their emission energy. The blue and green stars represent the as-grown sample and the
membranes, respectively. All the blue stars are clustered in a very small energy range (due
to only the inhomogeneous broadening of the QD emission), whereas green stars span over
a wide range of energies. The energies for most of the QDs are lower than the as-grown
QDs, implying that the QDs from the membranes are mostly under tensile strain. Only
two green stars, enclosed by red circles, deviate from this trend and are attributed to
emission of QDs under compressive strain. A change in FSS also indicates that the nature
of the strain is anisotropic [48, 52, 73]. Hence, the broadening and shift of the peak of the
FSS histogram for the QDs from the membranes can be assigned to an inhomogeneous
anisotropic strain inside the membrane. The strain inside the membrane (see Sec. 4.2
for more details) comes because of the integration of these membranes onto the PMN-PT
substrates (see Sec. 3.3.1).
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4.1.3 Polarization directions of X0-states in GaAs QDs
Fig. 4.5: Histograms of the polarization directions of the low-energy component of the
X0-states for the QDs (a) from the as-grown sample, (b) from a gold-bonded membrane,
and (c) from a glued-membrane. The bin sizes for (a), (b), and (c) are 2, 9, and 15°,
respectively.
As discussed in Sec. 2.6 the phase information of the HH-LH mixing is responsible for the
rotation of the polarization directions of the X0-states. This section will first present a
statistical investigation of the polarization directions of X0-states for the QDs from the
as-grown sample as well as from pre-strained membranes.
In order to assign the polarization directions of the X0-states with respect to the [110] crys-
tal direction more precisely, we align our samples using the method described by Fig 3.5(b)
in Sec. 3.2. Figure 4.5(a) shows a histogram of the polarization directions of the low-energy
component of the X0-states of 54 QDs measured from the as-grown sample. A very narrow
distribution with a FWHM of 6° centered at 118° can be seen, which indicates that the
polarization directions of most of the QDs are aligned along a certain crystal direction.
Theory [45] says that this direction will be the [110] crystal direction because the bases
of GaAs QDs remain elongated in this direction. This has been confirmed by a separate
measurement performed by our colleague Bianca Ho¨fer (data is not shown here). The
broadening of the distribution of polarization directions can be understood from the fact
that the QD elongation directions can also show a deviations because of the stochastic
nature of the growth.
The polarization directions of the low-energy component of the X0-states for a few QDs
from a single gold-bonded membrane are shown by a histogram in Fig. 4.5(b). It can be
noticed that the peak position (96°) of the distribution is shifted from the [110] crystal
direction by 22° and the broadening (FWHM=23°) of the distribution is wider than the
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case for the as-grown sample. However, the distribution for the case of glued-membranes,
as shown in Fig. 4.5(c), shows even broader distribution. Since most of the as-grown GaAs
QDs are initially strain-free and are elongated along the [110] crystal direction, any rotation
of the polarization directions of the X0-states with respect to the [110] crystal direction
must be related to the stress which we impose onto the QDs because of the integration of
the membranes onto the PMN-PT substrates. Misalignments of the anisotropic stress axes
with the [110] and [1¯10] crystal directions lead to the rotation of the X0-states. Singh et
al. [73] and Plumhof et al. [48] have reported the stress-dependent rotation of these states
theoretically and experimentally, respectively. A distribution of the polarization directions
of the X0-states for QDs from these membrane can be ascribed to the spatial variations
of amplitude and direction of the stress in the membranes. Section 4.2 will present these
variations in details.
4.1.4 Orthogonal and non-orthogonal X0-states in GaAs QDs
Fig. 4.6: Color-coded polarization maps of the X0 emission of two GaAs QDs (a) from the
as-grown sample and (b) from a gold-bonded membrane. Intensities of the emission are
plotted as function of the emission energy and the polarization angle with respect to the
[110] crystal direction. Red dotted lines in (a) and (b) indicate the angular position of the
[110] crystal direction. (c) Histograms of the angles between the polarization directions
of the low- and high-energy components of the X0 emission. The bar with blue lines is
for QDs from the as-grown sample and all other bars with red lines are for QDs from a
gold-bonded membrane. The bin size is 8°. (d) and (e) Polar plots of the normalized PL
intensities of the X0 emission shown in (a) and (b), respectively. The red (blue) closed
squares are the Lorentzian fits intensities of the low- (high-) energy components of the X0
emission. The gray lines are the cosine fits.
A reduced symmetry in QDs, for instance the elongation of the dot shape along the [110]
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crystal direction, which is the only source of asymmetry in our strain-free GaAs QDs,
leads to a FSS-split doublet X0 emission. The low- and high-energy components of the
doublet are linearly polarized along [110] and [1¯10] crystal directions, i.e., orthogonal to
each other. The polarization-resolved X0 emission of a single GaAs QD from the as-grown
sample and from a gold-bonded membrane are shown in Fig. 4.6(a) and (b), respectively.
Using the procedure shown by Fig. 4.3 in Sec. 4.1.2 we obtain Fig. 4.6(d) and (e). The
angle 0° for both polar plots represents the [110] crystal direction. As expected, the QD
from the as-grown sample shows almost orthogonal (∆θ=θx˜−θy˜=92°) X0-states and the
polarization directions of low- and high energy components of these two states are almost
aligned along the [110] and [1¯10] crystal directions (see Fig. 4.6(d)). Slight misalignments
of these states can be ascribed to the misalignment of the elongation axis of this particular
QD with respect to the [110] crystal direction (see Sec. 2.6). On the other hand, the
X0-states of the QD from a gold-bonded membrane (see Fig. 4.6(e)) are not anymore
aligned with the crystallographic directions and the unequal misalignments result highly
non-orthogonal (∆θ=θx˜− θy˜=43°) X0-states. Figure 4.6(e) also shows unequal emission
intensities these states. These observations can be ascribed to the large HH-LH mixing
caused by anisotropic pre-strain in this particular QD (see Sec. 2.6). Le´ger et al. [46] and
Tonin et al. [50] have already observed this effect in Stranski-Krastanow self-assembled
CdTe/ZnTe and InAs/GaAs QDs, respectively. The quantitative description of the strain-
dependent HH-LH mixing in our QDs will be presented in Sec. 4.4.
Statistical investigations of the angle between the X0-states for strain-free QDs from the as-
grown sample and non-orthogonality of the X0-states for strained QDs from the membranes,
were also carried out. These are shown in Fig.4.6(b) by histograms. A histogram (blue) of
∆θ for 31 measured QDs with a single bar, which is centered at 90°, can be seen. Unlike
as-grown QDs, 61 measured QDs from the membranes (39 QDs from glued-membranes and
22 QDs from gold-bonded membranes) present a wide distribution of ∆θ . Hence, most of
the QDs from the membranes display a high degree of non-orthogonality in the X0-states.
4.2 A local “Strain-gauge” based on GaAs photoluminescence
The strains in the QDs are transferred by integrating free standing (Al)GaAs membranes,
containing QDs, onto relaxor ferroelectric (PMN-PT) actuators. Hence, the strain created
in the QDs can be estimated by estimating the strain in the surrounding material. After
transfer, our QDs are located below a ∼100 nm thick GaAs layer, hence, we use optical
properties of bulk GaAs to estimate the local strain in the membrane.
All the layers of the membranes including the QDs were lattice-matched to within < 0.05%
to each other. In addition, due to small thickness of the membranes the variation in induced
strains across the membrane will be negligible, at least away from edges and wrinkles. This
variation will be discussed later in this section. Therefore, the local strains measured in
the GaAs layer can be used to determine the strains in the dots, which are only ∼7-10 nm
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below it. Specifically, we used the free-excitonic PL emission of this layer to estimate the
strain components inside the dots.
Fig. 4.7: (a) Color-coded PL intensity map of the GaAs free excitonic emission from a
gold-bonded membrane as function of emission energy and polarization angle with respect
to the [100] crystal direction at zero field. (b) µPL spectra of the GaAs free excitonic
emission polarized parallel (red) and perpendicular (black) to the polarization axis of the
low-energy transition. (c) Polar plots of the emission intensity of the low-energy bulk-GaAs
transition shown in (a). The closed circles are the measured data whereas orange line is
the cosine fit. (d) Histogram of the polarization directions of the low-energy component
of bulk-GaAs emission measured at the locations on a gold-bonded membrane from where
QDs were measured for the statistical investigation of the polarization directions of the
low-energy X0-state shown in Fig. 4.5(b). The bin size is 5°.
Strains (except hydrostatic strains) in the crystal of GaAs lift the cubic symmetry of
the crystal. This leads to the splitting of the four-fold degenerate valence bands (J =
3
2 ,mJ = ±32 ,mJ = ±12) at k=0 into two two-fold degenerate valence bands. Therefore, the
free-excitonic emission will also split into two peaks. Based on the optical selection rule
and as discussed in Sec. 2.2.3 we expect that uniaxial stress or anisotropic stresses along
two orthogonal directions in the crystal will produce partial linear polarizations for both
emission peaks.
Figure 4.7(a) plots the PL intensities of the GaAs free excitonic emission from the glued-
membrane at Fp=0 kV/cm as function of their energy and polarization angle with respect
to the [100] crystal direction (red dotted line). The low- and high-energy emission peaks,
which are centered at ∼1.488 and ∼1.506 eV and partially linearly polarized (see spectra in
Fig. 4.7(b)), were assigned to the free-excitonic emission of the bulk-GaAs. The polarized
emission at higher energies is the shoulder of the QDs ensemble emission. The average
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peak position of the bulk-GaAs emission peaks is red shifted by ∼22.0 meV with respect
to the free excitonic emission energy of bulk-GaAs measured for the as-grown sample (not
shown). These findings indicate that even without applying an electric field to the piezo
the membrane is under tensile stress and the magnitudes of stresses along two orthogonal
directions in the (001) plane are not equal [74].
We use following method to estimate the directions of the stress axes. We first fit the LE
bulk-GaAs peaks using Gaussian function with linear background to estimate the intensities
of these peaks at each polarization angles and then we further fit these intensities using
a cosine function to estimate the polarization direction of this peak. Figure 4.7(c) shows
a polar plot of the fitted intensities (closed circles) and the cosine fit (orange line). The
dotted green line represents the polarization direction of LE bulk-GaAs peak and the angle
it makes with the [100] crystal direction (0° of the plot Fig. 4.7(c)) gives the phase of mixing
ψbulk=9° (see Sec. 2.2.3 for more details). As shown in Fig. 2.4(c), the angular difference
between the calculated value of ψbulk(black arrow) and φ ′, i.e., the angle of minor stress
axis (which will hereafter be referred to by stress axis only) with respect to the [100] crystal
direction, (blue arrow) falls within our angular measurement error of ±2°. Thus, we assume
that φ ′ =ψbulk (In our previous work [75], the direction of the major stress was mistakenly
attributed to the minor stress direction and vice-versa).
We found slight variations of φ ′ across the membrane, which are shown in Fig. 4.7(d) by
a histogram. The peak of the histogram is centered at 10° (i.e., -35° from the [110] crystal
direction) and it is broadened by 18°FWHM. The values of φ ′ were measured at the same
positions as the QDs which were chosen for the statistical investigation (see Fig. 4.5(c)).
As expected the stress axes for all QDs were not aligned with the [110] crystal direction
(black dotted line in Fig. 4.7(d)), and therefore the X0-states will align away from the [110]
crystal direction even though the QDs are elongated along the [110] crystal direction.
Fig. 4.8: (a) Color-coded PL space map of the peak emission energies of the LE free-
excitonic transition of strained bulk-GaAs from a gold-bonded membrane. (b) AFM to-
pography of the same region of the membrane from where the PL in (a) was measured.
Spatial variations of local stresses across the membrane can be seen in Fig. 4.8. A color-
coded 60×60 µm2 space map of the peak emission energies of the LE transition of strained
bulk-GaAs from a gold-bonded membrane and at a laser excitation power of several µW
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is shown in Fig. 4.8(a). Since most of the energies are well below 1.519 eV (which is the
free-excitonic peak emission energy in unstrained bulk-GaAs), this region of the membrane
must be under tensile strain. We also see areas (colored in red) which show even more
pronounced red shift, which we attribute to stronger tension. This is in agreement with
the AFM topography of the same region of the membrane where the PL measurements
were carried out (see Fig 4.8(b)). The flat areas of the membrane show a little variation
in the tensile stress and the areas where the bumps are noticed (marked by open circles in
Fig. 4.8(a) and (b)) are characterized by relatively higher tensile stresses. Since the GaAs
layer lies on top of the neutral plane of the membrane, the GaAs in the bump regions will
suffer from a higher tensile strain compared to the flat regions.
4.2.1 Thermal stress in the membrane
Fig. 4.9: (a) The free-excitonic emission energies (closed circles) of bulk-GaAs from the
as-grown sample are plotted as a function of temperature (T ). (b) The measured peak
emission energies for low- (closed circles) and high- (open circles) energy transitions of bulk-
GaAs from a gold-bonded membrane versus T . The green lines in (a) and (b) represent
the Varshni’s relation for the T -dependence of GaAs bandgaps. (c) The energetic splitting
between the bulk-GaAs doublet emission, i.e., ∆E12 = |E1−E2|(left y-axis) and the energetic
deviations of the average emission energies of the doublet from the band gaps of GaAs given
by Varshini’s relation, i.e., δEVavg = |Eavg−EVarshni|(right y-axis) as a function of T .
For identifying possible sources of the observed pre-stress in the membranes, we consider
here the effect of sample cooling. Unequal thermal contractions of the different materials
4.2. A local “Strain-gauge” based on GaAs photoluminescence 53
of the samples can in fact produce thermal stress. We measured the temperature depen-
dence of the free-excitonic emission energies of bulk-GaAs from the as-grown sample (see
Fig. 4.9(a)) and from a gold-bonded membrane (see Fig. 4.9(b)). Figure 4.9(a) shows that
the temperature dependence of the measured (black closed circles) free-excitonic emission
energies of bulk-GaAs from the as-grown sample nicely follow the Varshni’s relation (green
line) of the temperature dependence of the band gaps of GaAs. This is expected since all
the layers of the as-grown sample are almost lattice matched and have also nearly equal
thermal expansion coefficients (5.73×10−6 °C−1 after Ref. [76]), so that the strain devel-
oped in the layer of GaAs will be negligible. Thus, we can use the values of bandgap
energies obtained from the Varshni’s relation as a reference to estimate the thermal stress
in the membranes.
As it can be seen from Fig. 4.9(b), the free-excitonic emission energies of the low- (closed
circles) and high- (open circles) energy transitions of bulk-GaAs from a gold-bonded mem-
brane at all temperatures are lower than the energies given by Varshni’s relation. This
indicates that the membrane is under tensile stress at all temperatures. As T decreases, the
energetic deviation of the average emission energy of the GaAs doublet from the bandgap
of GaAs given by Varshini’s relation, i.e., δEVavg = Eavg−EVarshni (see Fig. 4.9(c)) increases,
where Eavg = (E1 +E2)/2. The increased red-shifts of the GaAs emission doublet suggest
that the cooling process imposes an additional stress in the membrane. We estimated the
stresses in the membrane at each T , using the measured emission energies of bulk-GaAs
in Eq. 4.1 at Fp=0 and by replacing E0 (which is the free excitonic emission of unstrained
bulk-GaAs) by T -dependent band gap energies. We measured average stresses at each tem-
peratures at two different locations on the same membrane using the following relation:(
σ01 +σ
0
2
)
2
=
1
Sa
[
E0− (E1 +E2)2
]
, (4.1)
where Sa = a(s11 +2s12) (see Sec. 2.2.3 for more details).
At one location, the values of these stresses at T=250 and 9 K were ∼0.33 and ∼0.41 GPa,
respectively. However, at another location, these stress values at T=258 and 9 K were∼0.14
and ∼0.42 GPa, respectively. Since while decreasing the temperature the membrane drifts
with respect the laser spot, we used one of the corners of the membrane as a reference
point to trace back the original locations under investigation. We see that the cooling
process induces an additional ∼0.1-0.2 GPa thermal stress into the membrane on top of
the pre-stress present due to the bonding process.
4.2.2 Estimation of strain components
This section will present the estimations of four components (three normal strains and in-
plane shear strain) of the strain tensors at the locations of QD-A and QD-B (see Sec. 4.3))
on a gold-bonded membrane.
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When we substitute the values of Qε and Rε (these are the terms of the PB Hamiltonian)
using Eq. 2.34 into Eq. 2.36 then we find that the emission intensity of the LE bulk-
GaAs transition is proportional to σ2. But, the intensity ratio I2/I1, where, I1 (I2) is the
maximum (minimum) intensity of the emission parallel, i.e., at θ ′ = ψbulk (perpendicular,
i.e., at θ ′ = 90+ψbulk) to the polarization direction of the transition, is independent of σ
and is only a function of m, φ ′, and ψbulk. The value of ψbulk at each Fp can be obtained
by performing the polarization map at each Fp.
Fig. 4.10: Polar plots of the emission intensity of the LE bulk-GaAs transition from a gold-
bonded membrane at the QD-A location at applied Fp = (a) 0, (b) +20, and (c) +33 kV/cm.
The closed circles are the measured data whereas orange lines are the simulations. Plots
of (d) ψbulk and (e) I2/I1 as a function of Fp. See text for the definition of ψbulk and I2/I1
and ∆E1,2. The data represented by closed (open) symbols are for QD-A (QD-B).
Figure 4.10(a), (b), and (c) present polar maps of the measured normalized PL intensities
(closed circles) of the LE bulk-GaAs transition from the QD-A location at applied Fp = 0,
20, and 33.3 kV/cm, respectively. The angle 0° represents the [100] crystal direction. The
orange solid lines in Fig. 4.10(a)-(c) are the cosine fits of the PL intensities, which give not
only φ ′, but also I1 and I2 at each Fp.
Figure 4.10(d) and (e) plot φ ′ (closed (open) squares are for QD-A (QD-B)) and I2/I1 closed
(open) circles are for QD-A (QD-B)) versus applied Fp, respectively. The variation of φ ′
with Fp indicates that the stress rotates with Fp. This means that the Fp-induced stress
axis does not coincide with the pre-stress axis. Since the direction of Fp-induced stress in
the membranes can not be accurately predicted due to several bonding parameters (e.g.
surface roughness of the PMN-PT, thermal expansion coefficients of the PMN-PT, Gold,
GaAs, elastic properties of all these materials, etc.), we decided to estimate the major and
minor stress in the membrane at each Fp.
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Fig. 4.11: (a) Plot of the energetic splittings between two strain-split bulk-GaAs transitions
∆E1,2 at the QD-A (closed triangles) and QD-B (open triangles) locations as a function of
applied Fp. (b) In-plane minor stress σ (squares) and major stress mσ (stars) at the QD-A
(closed symbols) and QD-B (open symbols) locations as a function of applied Fp.
Using Eq. 2.36 and the values of φ ′, and I2/I1, the Fp-dependent stress anisotropies m
can be estimated. The values of m at the QD-A (closed circles) and QD-B (open circles)
locations are plotted as a function of applied Fp in Fig. 4.10(f). The energetic splitting
∆E12 between the low- and high-energy free-excitonic transitions of bulk-GaAs, which is
given by
∆Eσ12 = |Eσ1 −Eσ2 |
=
[
S2b
{
(1+m)2 +3(1−m)2 cos2 2φ ′
}
+S2d (1−m)2 sin2 2φ ′
] 1
2 σ , (4.2)
can also be measured at each Fp.
Figure 4.11(a) plots ∆E12 (closed (open) triangles are for QD-A (QD-B)) versus applied Fp.
Using the values of φ ′, m and ∆E12 in Eq. 4.2, the value of σ can be calculated. The values
of minor stress σ (squares) and major stress mσ (stars) for QD-A (closed symbols) and
QD-B (open symbols) are plotted as a function of Fp in Fig. 4.11(b). At these two QDs
locations, we measure little different values of Fp-dependent stress anisotropy (Fig. 4.10(f))
and magnitude of stress (see Fig. 4.11(b)), which might arise due to different local bonding
configurations.
In order to cross-check the values of parameter φ ′, m, and σ , we substituted them in
Eq. 2.35 to calculate the emission energies of the low- and high-energy bulk-GaAs transi-
tions. Figure 4.12(a) and Fig. 4.12(b) compare the Fp-dependent measured (closed) and
calculated (open) bulk-GaAs transitions energies at the QD-A and QD-B locations, respec-
tively. The triangular (circular) symbols are for the low- (high-) energy transition. It can
be seen that the calculated values are not in agreement with the measured values.
When we subtract the calculated values from the corresponding measured values then we
find that the energetic deviations δE1,2 for both transitions, as shown in Fig. 4.13(a) for
QD-A and in Fig. 4.14(a) for QD-B, coincide with each other. This indicates that there
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Fig. 4.12: The measured (closed) and calculated (open) peak emission energies for the low-
(triangles) and high- (circles) energy transitions of bulk-GaAs at the (a) QD-A and (b)
QD-B locations versus applied Fp.
Fig. 4.13: (a) Plots of the energetic deviations δE1,2 (right y-axis) and the estimated hy-
drostatic stresses σhy or out-of-plane normal stresses σzz (left y-axis) at the QD-A location
as a function of applied Fp. See text for the definition of δE1,2. (b) The total in-plane
stresses σ txx (closed squares) and σ tyy (closed stars) along the [100] and [010] directions,
respectively, at the QD-A location as a function of applied Fp.
is some other stress components existing in the membranes, which were not affecting I2/I1
and ∆E12. However, we found that imposing an extra hydrostatic stress σhy on top of the
calculated stresses do not change the relations for I2/I1 and ∆E12, but it does change the
values of the emission energies for both the transitions by the same amount because the
hydrostatic deformation changes the energies of both valence bands equally. We estimated
the values of additional hydrostatic stresses using the the average energetic deviations as
follows
δEavg =
δE1 +δE2
2
= 3a(s11 +2s12)σhy, (4.3)
where, a is the hydrostatic deformation potential and s11 and s12 are the terms of compliance
tensor. Figure 4.13(a) and Fig. 4.14(a) plot the estimated additional hydrostatic stresses
(left y-axes) as a function of applied Fp for QD-A and for QD-B, respectively.
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Fig. 4.14: (a) Plots of the energetic deviations δE1,2 (right y-axis) and the estimated hy-
drostatic stresses σhy or out-of-plane normal stresses σzz (left y-axis) at the QD-B location
as a function of applied Fp. (b) The total in-plane stresses σ txx (closed squares) and σ tyy
(closed asterisks) along the [100] and [010] directions, respectively, at the QD-B location
as a function of applied Fp.
The estimated total in-plane stresses σ txx = σxx +σhy (closed squares) and σ tyy = σyy +σhy
(closed stars) along the [100] and [010] crystallographic directions, respectively, are shown
in Fig. 4.13(b) for QD-A and in Fig. 4.14(b) for QD-B. The negligible values of the out-of-
plane stresses σzz = σhy at zero field for both QDs along the [001] crystallographic direction
indicate that the Fp-dependent variations in σzz might be related with the combined effects
of the surface roughnesses of the PMN-PT and the gold layer. These may introduce the
out-of-plane stress as well as anisotropy in the in-plane stresses into the membrane during
the application of applied Fp. Unequal probabilities of the alignment of electrical domains
of the PMN-PT in all four possible directions (see Sec. 3.1.2) might also be responsible for
the observed anisotropy in the in-plane stresses in the membrane.
The strain components in (100,010,001) axes system were calculated using Eq. 2.9 and
by replacing σxx and σyy with σxx +σhy and σyy +σhy, respectively. In order to know the
normal strain components in the QD-plane (001) along the [110] (εx′x′), [1¯10] (εy′y′) and
[001] (εz′z′) crystallographic directions and in-plane shear strain (εx′y′) in these axes system,
we transform the estimated strain components of the (100,010,001) axes system by setting
α=-45° into the transformation matrix Tz(α) [31,32] as follows
εx′x′
εy′y′
εz′z′
εx′y′
=

1/2 1/2 0 1
1/2 1/2 0 −1
0 0 1 0
−1/2 1/2 0 0


εxx
εyy
εzz
εxy
 . (4.4)
The values of normal strains for both the QDs are summarized in Fig. 4.15. It plots the
values of εx′x′ , εy′y′ , εz′z′ , and εx′y′ as a function of applied Fp in Fig. 4.15(a), (b), (c), and
(d), respectively. The data represented by closed (open) symbols are for QD-A (QD-B).
The average in-plane normal strains created inside QD-A and QD-B in the complete range
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Fig. 4.15: In-plane normal strains (a) εx′x′ along the [110] crystal direction, (b) εy′y′ along
the [1¯10] crystal direction, out-of-plane strains (c) εz′z′ along the [001] crystal direction and
in-plane shear strains (d) εx′y′ as a function of applied Fp. The data with closed (open)
symbols represent the values of strains at the QD-A (QD-B) location.
of Fp were ∼ 0.158 and ∼0.240%, respectively, whereas the in-plane shear strains were
∼0.153 and ∼0.194%, respectively.
4.3 Effect of strain on QD optical properties
In the previous section, we have demonstrated how the strain in membranes can be tuned
and quantified with the spatial resolution of ∼1µm. Since the QDs are buried in the
membrane, the strain created in the membrane will be transferred efficiently to the QDs.
This section will discuss the effects produced by strain on the QDs optical properties.
The properties such as excitonic emission energies, FSS and polarization properties can be
tuned over a broad range.
4.3.1 Emission energies
Single photons emitted from QDs can be used to construct qubits, for example by using
the polarization information or Fock state of the photons [68]. For quantum information
processing (QIP) two or more identical qubits are required. However, fluctuations occurring
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during the growth of QDs prevents them emitting photons with identical properties. Hence,
post-growth tuning techniques are highly desirable. This section focuses on the strain-
tuning of the emission energies of the QDs. It will also comment on the maximum achievable
tuning ranges using two different methods for the integration of the membranes onto the
PMN-PT substrate: gluing of the membranes by using a commercial Cynoacrylate glue or
the gold-thermo-compression-bonding (see Sec. 3.3.1 for more details).
Fig. 4.16: (a) Emission spectra of QD-A (from a gold-bonded membrane) at different
Fp. The spectra were collected at a laser excitation power of 1.5µW. The vertical gray
dashed line highlights the mean wavelength of the 87Rb D2 transitions. (b) Plots of the
energetic shifts of the X0 emission of QD-A (squares) and QD-B (circles) from a gold-
bonded membrane and QD-C from a glued-membrane (triangles) as a function of applied
Fp.
Figure 4.16(a) illustrates the tuning of the emission of QD-A from a gold-bonded mem-
brane. It shows the emission spectra of QD-A at different applied Fp and at same laser
excitation powers of 1.5µW. The brightest peaks in each spectrum were assigned to the
X0 recombination in the QD. Strain estimation presented in Sec. 4.2, shows that positive
(negative) applied Fp results in an in-plane compressive (tensile) strain onto the QDs. As
discussed in Sec. 2.7 and also expected from previous studies [51, 52, 63], a compressive
(tensile) strain results in an increase (decrease) of the QD emission energy mainly because
of the strain-induced change in the band gap of the dot material. Figure 4.16(b) compares
the applied Fp dependent energy shifts ∆E of the X0 emission for QD-A, QD-B (from the
same membrane at a different spatial position) and QD-C (from a glued-membrane). It
can be seen that in the same range (-6.67-30 kV/cm) of applied Fp the absolute shifts of
the QD-A and QD-B compared to QD-C have been increased by factors of ∼2.2 and ∼2.5,
respectively, where, the shift of QD-C was ∼9.3 meV. However, the maximum shift we ob-
served and reported [75] for QD-C in the range of Fp = -13.3 to 30.0 kV/cm was ∼10.5 meV
(∆λ = 5.2 nm).
We attribute these large shifts to the larger strain (see Sec. 4.2), which is transferred
to the membrane from the PMN-PT substrate. A large strain in the membrane can
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be understood as follows: The membranes are now bonded to the PMN-PT via a
thin (thickness=∼200 nm) layer of gold, and the stiffness of the gold (Young′s modulus
=79 GPa) is similar to the stiffness of the membrane (mainly GaAs, Young′s modulus
=85.9 GPa). Due to this fact, whatever strain is created in the film of gold by PMN-PT, it
will be transferred to the membranes with only a little loss. It was found that sticking the
PMN-PT substrate directly on top of the cold-finger made of copper reduces the amount
of strain that can be transferred from the PMN-PT to the membranes. To avoid this, we
insert a 0.5 mm thick sheet of silicon rubber in between the cold-finger and the PMN-PT
substrate. This allows the PMN-PT to expands or contracts efficiently.
Several QDs from different gold-bonded membranes on the same PMN-PT substrate were
measured, and the change in emission energy (for Fp from -6.7 to +33.3 kV/cm) was seen
to vary from 12 to 23 meV. This spread implies a spatial variation in the bonding strength
between the gold and the membranes. The method we use to bond the membranes does
not allow us to maintain an equal level of stress on all over the PMN-PT substrate. The
absolute shifts can further be extended by applying larger electric fields to the PMN-
PT [63,64]. However, we have used here a relatively narrow range Fp to avoid any possible
risk of phase transformation and/or dielectric breakdown of the PMN-PT.
Since the ensemble emission linewidth is only ∼11 meV, the available tuning range is suf-
ficient to bring the emission wavelength of the majority of the QDs from the sample in
coincidence with each other as well as in coincidence with the middle of the 87Rb D2 lines
(at 780.21 nm and is shown by a dashed line in Fig. 4.16(a)). The former is one of the
essential requirement for the two-photon interference, whereas the latter is important for
slow-light experiment [20].
4.3.2 Excitonic fine-structure splitting
This section will present the strain-tuning of the fine-structure splitting of the X0 emission
of the GaAs/AlGaAs QDs.
The top panels of Fig. 4.17(a) and (b) show the strain-tunings of three different QDs from a
single glued-membrane and from a single gold-bonded membrane, respectively. Both figures
show the FSS of these QDs as a function of Fp. The three QDs from each membrane were
measured from the same laser excitation spots. The symmetry of the QDs can be increased
(decreased) by inducing strain into them, which may lead to decrease (increase) in their
FSS as shown in both figures. Here the positive (negative) Fp, which provides external
compressive (tensile) strain, increases (decreases) the isotropy of the QDs. If a QD does
not fulfil some required symmetry then the FSS of it may show a lower bound (see Ref. [73]
for more details) as shown in Fig. 4.17(b) for the QDs measured here. Figure 4.17(a) shows
that a FSS tunability as high as > 90 µeV can be achieved. However, only for a QD with
initial FSS of < 35 µeV, as shown in Fig. 4.17(b), can reach the FSS below the limit required
for the entanglement. Previous works using electric field [58] or strain [48] suggests that
4.3. Effect of strain on QD optical properties 61
QDs with initial FSS of < 35 µeV are required to reach a 0 FSS. A proper control of the
directions of the in-plane stresses may allow to tune a higher value of initial FSS to the
lower limit required for entangled photon generation [77].
Fig. 4.17: FSS (top panel) and polarization directions (bottom panel) of three QDs from a
single (a) glued-membrane (b) gold-bonded membrane are plotted as a function of applied
Fp.
It is important to note that all three QDs chosen from the same laser excitation spot for
the cases of glued-membrane as well as gold-bonded membrane show similar trends of the
changes in FSS as a function of Fp. This may indicate that all three QDs sense similar
strain. However, the different FSS offsets shown in both Fig. 4.17(a) and (b) and the
different FSS lower-bounds shown in Fig. 4.17(b) may indicate that the initial anisotropy
and orientation of elongation axis of these QDs were different. The consequences of these
variations are also reflected in the Fp-dependent polarization directions of the high-energy
X0-state as shown in bottom panels of Fig. 4.17(a) and (b).
4.3.3 Polarization directions of the X0-states
This section will present the strain-tuning of the polarization directions of the X0-states of
the GaAs/AlGaAs QDs.
Figure 4.18 depicts the tuning of the X0 emission of QD-A. The left panel of all the figures
show polarization-resolved PL intensity maps at different applied Fp. Two bright FSS-split
lines from the high-energy side in each map, which are linearly polarized, were assigned to
the emission associated with the two mixed bright X0-states. A third line on the lowest
energy side in left panels of Fig 4.18(e)-(g), can be assigned to the emission associated
with the dark X0-states. The dark states can become optically active due to the symmetry
breaking induced by, for example, shape asymmetry and/or straining the crystal, etc [78].
The red solid (dotted) in each map line indicates the angular position for the polarization
direction of the low- (high-) energy bright X0-states. The PL spectra (red dotted lines:
measured data point, and solid line: Lorentz fits) corresponding to these angular positions
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are shown in the right panels of each figure. The polarization directions of these two bright-
X0-states (which is hereafter referred to only X0-states) were obtained by first fitting the
emission spectra with two Lorentz functions to get the intensities of both the X0 lines and
then by fitting these intensities with a cosine function.
Fig. 4.18: Illustration of the tuning of the energies and polarization properties of a single
QD from a gold-bonded membrane. Left panels: Polarization-resolved color-coded PL
intensity maps of the emission energies of QD-A at applied Fp= (a) +33.3, (b) +26.7,
(c) +20, (d) +13.3, (e) +6.7, (f) 0, and (g) -6.7 kV/cm. The red vertical solid (dashed) line
marks the approximate angular position of the polarization direction of the low (high)-
energy component of the X0-states. The polarization angle 0 corresponds to the [110]
crystal direction. Right panel: PL spectra of QD-A associated with the low (right-side)
and high (left-side)-energy X0-states.
The fitted intensities of the low- (red) and high- (blue) energy X0 lines for QD-A, for exam-
ple, at applied Fp of -6.7, 0, 13.3, and 33.3 kV/cm, respectively, are shown in Fig. 4.19(a)-
(d). The gray lines are the cosine fits. Figure 4.19(e) shows the polarization direction
angles of the low- (closed squares) and high- (closed triangles) energy X0-states for QD-A
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as a function of applied Fp. Figure 4.19(f) shows the angle between the polarization di-
rections of the low- and high-energy components of the X0-states ∆θ (which is defined as
∆θ = θX˜ − θY˜ ) for QD-A (closed circles) as a function of applied Fp. The Fp-dependent
FSSs for QD-A (closed circles) are shown in Fig. 4.19(g).
Fig. 4.19: PL intensities (normalized to maximum intensity of one of the excitonic lines)
polar plots of the low- (red) and high- (blue) energy components of the X0 emission of QD-
A at applied Fp= (a) -6.7, (b) 0, (c) +13.3, and (d) +26.7 kV/cm. The gray solid lines are
the cosine fits of the intensities. (e) The polarization directions of the low- (squares) and
high- (triangles) energy components of the X0-states, (f) the angles between these states
and (g) FSS for QD-A (closed) and for QD-B (open) as a function of applied Fp. Inset of
(f): Polar plot of the normalized PL intensities for the emission intensities of X0-states of
a single as-grown GaAs QD. Inset of (g): A schematic showing the applications of stresses
to the QDs along two different directions with respect to the elongation axis of the dot.
If we compare the polar plots for QD-A (see Fig. 4.19(a)-(d)) with the polar plot for a
single as-grown QD (see inset of Fig. 4.19(f)) then we find that in contrast to the as-grown
QD, QD-A shows neither the alignments of the polarization directions of the low- (high-)
energy X0 components with the [110] ([-110]) crystal direction nor the ∼equal maximum
PL intensities of these components. Figure 4.19(f) shows that only at extreme applied
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Fp=+33.3 kV/cm the X0-states are ∼orthogonal and at all other values of Fp they are non-
orthogonal. We ascribe these behavior to the effect of external strains, which we impose in
the membrane because of the PMN-PT, on top of the existing pre-strains in the membrane.
The effect of pre-strain (i.e., at Fp=0 kV/cm) can be seen in Fig. 4.19(b).
Now the rotation of the polarization directions can be understood with the help of a simple
schematic shown in inset of Fig. 4.19(g). It shows the base of a QD elongated along the
[110] crystal direction together with two arrows representing the two configurations of
the stress application. With only shape anisotropy (as-grown QDs) both the components
remain polarized along the [110] and [-110] crystal directions, which will have equal dipole
strengths in these two directions (see inset of Fig. 4.19(f)). The application of, for example,
a uniaxial stress σ along the [110] or [-110] crystal directions will induce an additional
polarization of light in both the crystallographic directions because of breaking the crystal
symmetry in these directions. But, the polarization directions will still coincide with the
crystallographic directions, and hence the X0-states will remain orthogonally polarized
along these crystallographic directions. If the stress σ is applied along a direction at
a finite angle with the [110] crystal direction, then the polarization directions created
because of the stress will not coincide with the crystallographic directions. Therefore the
final polarization directions of the X0-states will be given by the resultant of the stress
effect and exchange interaction effect. This means that depending on the strength of the
stress the polarization directions of the X0-states will rotate with respect to the [110] or
[-110] crystal directions.
Figure 4.19(e), however indicates that the polarization directions of the low- (squares) and
high- (triangles) energy X0-states for both QDs do not rotate equally and this leads to
the non-orthogonal X0-states. The tuning of the angle between the X0-states for QD-A
(closed symbols) and for QD-B (open symbols) is shown in Fig. 4.19(f). It shows for the
first time that Fp-dependent strain in the QDs is able to tune the polarization directions of
both X0-states at different rates. It can also be seen that the range of applied compressive
stresses (Fp>0) allows us to recover the orthogonality of the X0-states due to the reduction
of pre-strain and strain anisotropy in the QDs. However, the application of further tensile
stress (Fp <0) leads to the enhancement in the non-orthogonality due to the enhancement
of strain anisotropy in the QD, see Sec. 4.2.2 for the values of strain components for both
QDs. This experiment suggests that not only orthogonal |H〉 and |V 〉 states, but several
non-orthogonal |HF〉 and |VF〉 states can be created using a single QD.
Figure 4.19(a)-(d) also show that the maximum intensities of the X0-lines for QD-A are
changing with applied Fp. A similar behavior for QD-B was also observed (not shown
here). This behavior can be ascribed to the variation of the strain-induced HH-LH mixing
in the QDs. Interestingly, both X0-lines for QD-A (see Fig. 4.19(c)) and for QD-B (not
shown here) show nearly equal maximum intensities at Fp where the lower-bounds in the
applied Fp-dependent FSS were observed. The lower-bounds for both QDs can be seen in
Fig. 4.19(g). The applied Fp-dependant behavior of the FSS for QD-A (closed symbols)
and for QD-B (open symbols) are shown in Fig. 4.19(g). They clearly show as expected
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lower bounds i.e., FSS 6=0, of the X0-states. The observation of these lower bounds are in
agreement with the theory [73,77], which says that when the stresses are not applied along
the [110] and [-110] crystal directions then the stress-dependent FSS behavior will show a
lower bound. At this lower bound, a QD should show highest symmetry. A nearly equal
maximum PL intensities of both X0-lines at the lower bound condition indicates that at
applied Fp=+13.3 kV/cm the QD had a highest symmetry. In this condition, one should
also expect a lowest HH-LH mixing, and we indeed see it (see Fig. 4.22(a)). The next
section will describe the HH-LH mixing in more details.
4.4 HH-LH mixing in QDs and their response to strain
As explained in Sec. 2.6, the HH-LH mixing due to in-plane shape anisotropy or/and
anisotropic strain (intrinsic or extrinsic) in QDs lead to elliptically polarized bright exci-
ton states. Belhadj et al. [47] have studied the effect of in-plane shape asymmetry on the
HH-LH mixing (16-30%) by using strain-free GaAs QDs, whereas Le´ger et al. [46] have
seen a mixing of ∼25% for strain-induced CdTe/ZnTe QDs. Recently, a statistical investi-
gation based on the combined effects of both has been presented by Tonin et al. [50] using
InAs/GaAs QDs. HH-LH mixing of as high as ∼50% were reported. For strain-induced
QDs the range of mixing lies in the range of 20-70%. Our GaAs QDs are strain-free and, by
inducing strain (< 0.3%), we do not change the shape of QDs much, therefore, the strain-
induced HH-LH mixing can easily be estimated by studying the polarization properties of
the emission associated with the mixed X0-states.
4.4.1 As-grown QDs
Before discussing the strain-induced mixing, we will see the effect of shape-induced HH-
LH mixing on the in-plane optical properties of the X0 emission for as-grown QDs. The
polar plot in Fig. 4.20(a), depicts this effect for QD-D from the as-grown sample. It plots
measured PL intensity of low- (red) and high- (blue) energy components of the bright
X0 emission lines. The black circles show the sum of both emission intensities. The
gray lines are the cosine fits for both the lines. The cyan line represent the sums of
these fitted intensities. It can be seen that the maximum intensities of low- and high-
energy components of the X0 emission lines of QD-D are not equal and hence the total
in-plane emission intensity of these states is partially linearly polarized along the direction
of ψ=+7°.
Since as-grown GaAs QDs are strain-free and also considered to be free from the compo-
sition fluctuation, this polarization anisotropy can only be understood as a consequence of
the shape-induced HH-LH mixing. The values of maximum and minimum total emission
intensity Imax and Imin, respectively, (which are marked in Fig. 4.20(a)) were used to calcu-
late the value of the degree of polarization C ((Imax− Imin)/(Imax + Imin)) and the angular
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Fig. 4.20: (a) Illustrate the effect of HH-LH mixing on the X0 emission of as-grown QD-D.
The polar plot of PL intensities (normalized to maximum intensity of low energy excitonic
line) of the low (red), high (blue)-energy components, and normalized total PL intensities
(black) of both the components. The gray lines are the cosine fits. The cyan line represents
the total intensities of both fits. Histograms for (b) amplitudes of mixing (β ) and (c) phases
of mixing (ψ) of the HH-LH mixing in as-grown QDs. The bin sizes for β and ψ are 2%
and 20°, respectively.
positions of Imax were assigned as ψ . The values of amplitude of mixing β corresponding to
the measured values of C were obtained using Eq. 2.53 and for this particular QD-D β was
11%. This means that the exciton hole wavefunction does not have a pure HH character,
but rather it has 11% contribution from the light-hole wavefunction. Note that this QD
was chosen only to show a clear evidence of mixing on the dot emission. As shown in
Fig. 4.20(b) most of the measured QDs have smaller mixing. The values of β for our GaAs
QDs fall in the range of 0< β < 11% and an average value of β= 5% for 32 measured QDs
was found. These values are much smaller than the values (16 < β < 30%), which have
been reported by Belhadj et al. [47] for another kind of GaAs QDs. This clearly indicates
that our QDs overall show a small degree of shape anisotropy but with a relatively large
variation in shape (ear-like, see Fig. 1(a) of Ref. [79] for an AFM image of similar type of
QDs from a different sample). The shape variation may result in a complicated confinement
potential for excitons and hence the major and minor axes of this may not coincide with
the crystallographic axes (see Ref. [47] for more details). This leads to a large dispersion
in the values of phase of mixing ψ as can be seen in Fig. 4.20(c).
4.4.2 QDs from membranes
The effects of strain-induced HH-LH mixing on the polarization properties of the X0
emission for QD-A from a gold-bonded membrane are shown in Fig. 4.21. For example,
Fig. 4.21(a)-(d) show polar plots of the normalized total measured PL intensities (closed
circles) of the low- and high-energy components of the X0-states at applied Fp=-6.7, 0,
+13.3, and +26.7 kV/cm, respectively. From these figures, it can be seen that the dot to-
tal emission intensity is always partially linearly polarized along a certain direction. These
4.4. HH-LH mixing in QDs and their response to strain 67
Fig. 4.21: Polar plots of the sum of the normalized PL intensities (closed circles) of low
and high-energy components of the X0 emission of QD-A at applied Fp = (a) -6.7, (b) 0,
(c) +13.3, and (d) +26.7 kV/cm. The orange lines are the simulated intensities.
polarization behaviors, as described in Sec. 2.6, clearly indicate that the X0 states do not
have pure HH character rather they are admixed with the LH state. The mixing param-
eters, the amplitude of mixing β and phase of mixing ψ for both QDs are plotted as a
function of applied Fp in Fig. 4.22(a) and in Fig. 4.23(a), respectively.
In order to obtain β , we first need to obtain degree of linear polarization C (see Eq. 2.53).
It is given by C = (Imax.− Imin.)/(Imax. + Imin.), where Imax and Imin are the intensities as
defined in Fig. 4.21(a) and are obtained as follows: Firstly the emission intensities of the
low- and high-energy components of the X0 emission were fitted by the cosine function
separately and then the fitted intensities for both the components were added together
to obtain the total intensities of the dot emission. These simulated QD total emission
intensities, for example, at applied Fp=-6.7, 0, +13.3, and +26.7 kV/cm to the PMN-PT,
are shown in Fig. 4.21(a)-(d), respectively, by orange lines. The simulations are in good
agreement with the measured dot total emission intensities (black circles). The angular
positions of Imax were assigned as ψ .
Since our as-grown GaAs QDs showed little shape-induced mixing (an average value of
∼5%), the mixing observed here for QD-A (which is up to 53% as shown in Fig. 4.22) must
be attributed to strain-induced mixing. As discussed in Sec. 2.6, the presence of anisotropic
strains inside the QDs lead to the mixing of the HH-state with the LH-state by the non-zero
non-diagonal terms in the PB Hamiltonian of the valence-bands. The amplitude and phase
of these terms are decided by many factors, such as anisotropy in the normal strains, non-
zero shear strains, the splitting between the HH- and LH-states, the coupling between these
states, etc. All these factors are strongly correlated with each other. Equation 2.54 shows
that β is directly (inversely) proportional to the strain-induced HH-LH mixing strength Rε
(HH-LH splitting ). Now, due to the quantum-confinement effect in QDs, the ground-state
for the holes is usually the HH-state and the LH-state is pushed ∼40-60 meV down in
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energy. Under the application of increasing tensile strains (except pure hydrostatic strain),
as strain increases ∆HL decreases and, hence, β increases according to Eq. 2.54.
As shown in Fig. 4.22(a), even at zero field β=0.45 for QD-A and β=0.45 for QD-B.
These values are much higher than the values (0-0.1) seen for as-grown QDs. The observed
mixing here implies tensile strains in the dots. This is in agreement with estimated pre-
strains at the QD locations on the membrane, which were discussed in Sec. 4.2.2 in more
detail. Using the estimated strain values, we calculated the applied Fp-dependent HH-LH
mixing in bulk-GaAs βbulk at the QD locations (see Fig. 4.22(b)). Data with closed (open)
squares represent QD-A (QD-B). The measured strain anisotropies such as εxy and εxx−εyy
are plotted as a function of Fp in Fig. 4.22(c), and in Fig. 4.22(d), respectively.
At zero field, i.e, only due to pre-strains, we found βbulk '0.3 for both QDs . This value
should be compared with values of β '0.45 for QD-A and β ='0.53 for QD-B. Assuming
the same strain in QDs as measured for the bulk GaAs, Eq. 2.54 says that strained QDs
must have smaller ∆HL to have larger mixings, which are unlikely. Because ∆HL for the bulk
was measured as 15.6 meV (at QD B location) and 17 meV (at QD C location), and hence,
under tensile strain ∆HL of as-grown QD-A and QD-B will decrease by 15.6 and 17 meV,
respectively. This implies that small ∆HL for pre-strained QD will only be possible if their
as-grown ∆HL were less than the twice of ∆HL measured for the bulk (i.e., < 31.2meV
for QD-A and <34 meV for QD-B). However, even considering 1D quantum confinement
of holes along the growth direction for such QDs [70, 79], ∆HL should lie in the range of
40-60 meV. For a similar value of ∆HL, the coupling between the HH- and LH-state will
be larger in QDs compared to the bulk because the hole wavefunction remains confined in
the QD region, whereas the wavefunctions of holes in the bulk are free to spread in space.
Now we will see how the externally induced strains modify the mixing parameters (ampli-
tude and phase of mixing) for the QDs and bulk GaAs as well. The modification of dot
amplitude of mixing βQD and bulk GaAs mixing βbulk at the QD locations are summarized
in Fig. 4.22(a) and in Fig. 4.22(b) respectively. Interestingly, as we go from Fp = 0 to
-6.7 kV/cm, the values of βQD for both QDs increase whereas the values of βbulk at both
QD locations decrease. This can be explained by the fact that β depends both on the
HH-LH splitting (∆HL) and the HH-LH mixing strength (|Rε |) as given by Eq. 2.54 (i.e.,
directly proportional to Rε , but inversely proportional to ∆HL). Rε for both cases should be
similar. Therefore, increase in βQD can be ascribed to the combined effects of (1) decrease
in QDs ∆HL due to an additional tensile strain to them (see strain-estimation section) and
(2) higher anisotropy due to enhancement in the strain-anisotropies (see Fig. 4.22(c) and
(d)). The decrease in βbulk will be due to the increase in bulk GaAs ∆HL (see Fig. 4.10(f)).
A slightly smaller increase in mixing for QD-B is in agreement with the fact that the value
of εxx− εyy for QD-B is smaller than for QD-A.
For Fp > 0 kV/cm, β for both QDs initially decreases, reaches a minimum value and
then starts to increase again with increasing Fp. For QD-B, a second minimum in β
at Fp =+36.7 kV/cm is also seen. In contrast to the complicated behavior of mixing in
the QDs, the mixing in the bulk GaAs shows a continuous decrease with applied Fp. A
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Fig. 4.22: (a) HH-LH mixing amplitudes βQD of the X0 emission for QD-A (closed circles)
and QD-B (open circles) as a function of applied Fp. (b) Plot of HH-LH mixing in bulk
GaAs (βbulk) at the QD locations versus Fp. Closed (open) squares represent the location
for QD-A(QD-B)) (c) In-plane shear strains εxy and (d) anisotropies in the normal in-plane
strains εxx− εyy measured at the QD locations as a function of Fp. Data represented by
closed (open) symbols are for QD-A(QD-B).
positive Fp creates additional in-plane compressive strain, reducing the existing in-plane
tensile pre-strain in the QDs (see Sec. 4.15(a) and (b)). A reduction in tensile strains will
increase ∆HL in the QDs and hence βQD will decrease. Since we see a continuous decrease
in bulk mixing for all positive Fp, the appearances of minima and subsequent increase in
QDs mixing are still not clear. These effects might be related with the breaking of atom-
istic symmetry in the QDs, because the minimum in βQD occurs at the same Fp as the
minimum in the fine structure splitting (see Fig. 4.19(g)). Figure 4.22(d) shows a continu-
ous increase in in-plane normal strain anisotropy εxx−εxx for both QDs for all positive Fp.
This indicates that atomistic asymmetry in the QDs continuously increases with positive
values of Fp. This might be the reason for the higher strain-induced HH-LH mixing in the
QDs compared to the bulk.
Strain-induced changes in the phase of mixing for the X0 emission of QD-A (closed circles)
and QD-B (open circles) ψQD are presented in Fig. 4.23(a). In order to understand the
phases of mixing in the QDs qualitatively, Fig. 4.23(b) plots the phases of mixing for the LE
free-excitonic emission of bulk-GaAs from the QD locations ψbulk as a function of applied
Fp. The closed (open) squares are for QD-A (QD-B). The values of ψQD at zero field for
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Fig. 4.23: (a) The HH-LH phases of mixing ψQD of the X0 emission of QDs as a function of
applied Fp. Closed (open) circles represent QD-A (QD-B). (b) A plot of HH-LH mixing in
bulk GaAs (βbulk) at the QD-A (closed squares) and QD-B (open squares) locations versus
Fp.
QD-A and QD-B, were -38 and -37°with respect to the [110] crystal direction, respectively.
The corresponding values of ψbulk at QD-A and QD-B locations on the membrane were -45
and -37°with respect to the [110] crystal directions, respectively. In the absence of shape-
induced mixing, the total PL intensity of the dot X0 emission will be circularly polarized,
hence, in the presence of strain the phase of mixing in the QDs will be purely defined by the
strain anisotropy. Thus, any strain-induced phase of mixing in the QDs should align with
the phase of mixing we measured in the bulk. However, the measured phases of mixing for
both QDs at all applied Fp show different values than the measured phases of mixing for
the bulk. In addition the trends for changes in both cases are similar. These behaviors tell
us that the shape-induced amplitude and phase of mixing must be playing an important
role for the variation of phases of mixing in the QDs.
4.4.3 Polarization directions of the X0-states: Comparison with
theory
In the previous section, we have seen that amplitude and phase of mixing in the QDs
(i.e., β and ψ , respectively) can be estimated by measuring the intensities of both X0-
lines as a function of polarization angle. According to theory [50] (see Sec. 2.6), if we
know the values of β , ψ , and φ (i.e., the angle the QD elongation axis makes with the
[110] crystal direction) then the polarization directions of low- and high-energy X0-states
(i.e., θX˜ and θY˜ , respectively) can be calculated from Eq. 2.55 and Eq. 2.56, respectively.
Figure 4.24(a) compares calculated (open) and measured (closed) polarization directions of
both X0-states at different applied Fp. The angles between these states are also plotted as
a function of Fp in Fig. 4.24(b). The calculated values are shown for φ=0° (open symbols)
and for φ=10° (open symbols with dots). As discussed in previous section, we measured a
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lowest value of HH-LH mixing at Fp=+13.3 kV/cm and it increases for both cases whether
Fp decreases below +13.3 kV/cm or increase above +13.3 kV/cm. As the HH-LH mixing
increases the calculated θX˜ and θY˜ rotate clockwise and counter-clockwise, respectively,
whereas both measured θX˜ and θY˜ rotate clockwise.
Fig. 4.24: (a) The measured (closed symbols) and calculated (open symbols) polarization
directions of the low- (squares) and high- (triangles) energy X0-states, and (b) the angles
between these states as a function of applied Fp.
Also, a rotation of the elongation axis of the QDs does not improve the agreement between
the measured and calculated data. However, the calculated (open) and measured (closed)
angles between the X0-states show a similar trend. The possible reason the theoretical
model fails to reproduce the experimental results could be that Tonin et. al. [50] include
only φ , but in practice the rotation of the dot axis not only introduces extra phases to the
X0-states, but also introduces an extra HH-LH mixing (see report by Belhadj et. al. [47]).
Hence, the amplitude and phase of mixing due to rotation of the QDs axis should be
considered.
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5. In situ Laser Processing of Resonant
Tunneling Diode Structures
The results presented in this chapter are organized into two sections. We first show that
sub-micrometer sized current-channels can be created by focused-laser-beam-assisted ther-
mal diffusion of manganese interstitial (Mni) ions from the top GaMnAs layer into the
underlying layer of the resonant tunneling diode (RTD) structures. Secondly, we show
that this channel can be used to feed the charge carries to the QDs selectively. The pre-
sented technique could serve as an alternative to the conventional deep-etching for the
creation of narrow current-channels and therefore can be combined with the strain-tuning
technique to realize strain-tunable and electrically-addressable single QDs devices.
The works presented in this chapter are done in collaboration with the group of Prof.
Amalia Patane` from The University of Nottingham, UK.
5.1 Laser writing of sub-micrometer LEDs
This section will present a technique to produce sub-micrometer LEDs onto a mesoscopic
semiconductor structure by local heating of the Ga1−xMnxAs layer at laser powers of ≤
1×106 W/cm2, which requires local temperatures ≤ 200°C. The same laser, which was used
at low power (in the range of few nW to few µW) for the optical excitation of the charge
carriers, was also used as a micro-processing tool to heat the semiconductor structures
locally at higher powers (few hundreds mW). The heating take places due to absorption of
light by the materials.
Ga1−xMnxAs, with x=2 to 15%, are dilute magnetic semiconductors (DMSs) and are mainly
exploited for spintronics purposes. When Mn atoms occupy the Ga sites in the GaAs crystal
they provide itinerant holes with the binding energy of ∼ 113 meV and also create local
spin 5/2 magnetic moments. The ferromagnetic order between local spins in GaMnAs
is mediated by these itinerant holes. It has been observed that the Curie temperature
TC of Ga1−xMnxAs, with low concentration of Mn, x' 2%, is very small and is ∼40 K.
According to the Zener mean-field model TC depends on the concentration of holes (p), and
is proportional to p1/3. Hence, to increase TC the concentration of Mn needs to be increased.
The growth of GaMnAs, with high concentration of Mn, and at high temperatures, leads
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to segregation of Mn atoms. To avoid segregation, the growth of GaMnAs has to be done
at low temperatures (∼ 200−250°C). This leads to high concentrations of interstitial Mn
(Mni) in the crystal. It is believed that the Mni acts as a double donor, which compensates
two free holes, and therefore suppresses the ferromagnetism. Post-growth annealing at low
temperatures (close to the growth temperature) is the most viable approach to increase the
TC and electrical conductivity. This happens due to out-diffusion of Mni to the surface [80],
where they are passivated by atmospheric oxygen.
Previously, our collaborators from The University of Nottingham, UK, demonstrated that
thermal diffusion of Mni ions from the Ga1−xMnxAs layer towards the underlying layers of
an AlAs/GaAs/AlAs QW heterostructure can create deep potential minima for electrons in
QW-plane on length scales ∼10 nm. The clustering of the diffused Mni ions are responsible
for creating these potential minima. The confinement of electrons in these minima leads
to the quantized states at much lower energies than the QW quantized states and hence
electron can tunnel through these states [81]. The thermal diffusion was done by oven
annealing of the semiconductor chip containing several mesa structured (200 or 400µm
size) resonant tunneling diodes (RTDs). Hence, the spatial position of these potential
minima can not be determined. Instead, we used focused laser beam to heat the diodes
locally to spatially control the diffusion of Mni. This lead us to realize sub-micrometer
LEDs at predetermined positions onto a single mesa diode without altering the properties
of another mesas diodes on the semiconductor chip.
Fig. 5.1: (a) Optical micrograph of the diode. The red open square marks the location
of the annealed spot. Color-coded image of the EL intensity emitted by (b) an LED at
T=293 K and V=2 V and (c) an array of LEDs at T=6 K and V=2 V. These LEDs were
created by laser annealing.
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The optical micrograph of a single mesa diode is shown in Fig. 5.1(a). The red open
square indicates the location of the annealed spot. The EL micrograph of this annealed
spot at T=293 K and V=2 V is shown in Fig. 5.1(b). The light emission was mainly
from the bulk-GaAs layer of the structure. The EL intensity profile inside the EL spot
shows approximately Gaussian form with a full width at half maximum that corresponds
very closely to the size of the laser spot diameter '1µm. Fig. 5.1(c) depicts the EL
micrograph of an array of LEDs fabricated onto a single mesa diode by positioning the
laser beam at predetermined positions. From both Fig. 5.1(b) and (c), it is evident that
the enhancement of the EL signal takes place only at the annealing points. Note that the
factors of enhancement vary from place to place. We will discuss this issue elsewhere in
this section.
Fig. 5.2: (a) µ-EL emission spectra (T=6 K and V=2 V) collected at the laser annealing
spot before (blue dotted line) and after (red solid line) the annealing of the diode. (b)
Low temperature (T=4.2 K) I(V ) plots of the diode before (blue dotted line) and after
(red solid line) the annealing. The mesa diode was laser annealed on a single spot. Inset:
Numerical simulations of the electrostatic potential energy profile U(x,y) for a central area
of 300×300 nm2 generated by the diffusion of Mni for a circular area of diameter 1.5 µm.
To get a deeper insight into the annealing effects, we investigated the µ-EL signal and
I(V ) characteristics of the diode before and after the annealing. Figure 5.2(a) illustrates
µ-EL spectra of the diode collected at the annealing spot before the annealing (blue dotted
line) and after the annealing (red solid line) at T=6 K and V=2 V. It shows no µ-EL
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signal (or the signal to the detector noise level) before the annealing, whereas, after the
annealing a dramatic enhancement (>1000 times above the detector noise level) in µ-EL
signal can be seen. Apart from the excitonic emission of AlAs/GaAs/AlAs QW, the free-
excitonic emission of bulk-GaAs, and the emission due to electron-carbon acceptor (e-C0)
recombinations in GaAs layer, a strong broad band emission around 1.4 eV can be seen.
We assign the latter as the emission due to recombinations of electrons with holes bound
to residual Mn-acceptors (e-Mn0) in the GaAs layers [82]. Figure 5.2(b) shows the I(V )
characteristics of the mesa diode, which was laser annealed on a single spot with a laser
power density of ∼ 5×106 W/cm2 (which gives the annealing temperature1 =∼200°C). The
blue (red) dotted (solid) line represents the I(V ) characteristic of the diode before (after)
the annealing. As we approach towards the flat-band voltage (VFB), increase in current
for both cases can be seen. However, the I(V ) characteristic following the annealing shows
several narrow, weak peaks in the voltage range of 1.15 to 1.27 V.
Fig. 5.3: (a) The representative µ-PL emission spectra from the non-annealed region (blue
thick line) and at the laser annealed spot (red thin line) of the diode at T=6 K and V=0 V.
(b) Color-coded spatial-map of the PL integrated intensity of the e-Mn0 emission at T=6 K
and V=0 V. The intensities were integrated in the emission energy range of 1.24 to 1.46 eV
(see the lowest energy peak in (a)).
To understand these findings, our collaborator Dr. Oleg Makarovsky from The University of
1 We estimated the temperature within the laser focused spots by measuring the shift of flat-band
voltage (VFB) and the shift of free-excitonic emission peak of bulk-GaAs. For the laser power density
of ∼ 5×106 W/cm2, the temperature estimated within the focused spot was ∼200°C.
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Nottingham, UK, performed numerical simulation of the electrostatic potential generated
by a random distribution of diffused Mni ions. The positions of individual Mni in the growth
plane are defined by random numbers corresponding to a uniform“white noise”distribution,
with the ion density along the growth axis determined by the diffusion coefficient of Mni
in GaAs [80, 81]. The potential energy profile U(x,y) in the central plane of the QW for
the annealed area of diameter D=1.5µm is shown in the inset of Fig. 5.2(b). The profile is
shown only for a central area of 300×300 nm2. The U(x,y) profile shows a shallow potential
energy minima, which may provide the bound states for electrons to tunnel through at the
biases below the VFB, as can be seen in Fig. 5.2(b) for the mesa diode laser annealed with
a focused spot of ∼ 1.5µm. The injection of electrons into these bound states activate
sub-micrometer regions of the diode to emit with much higher intensity than for the non-
annealed regions.
In order to understand the unequal brightness of the several sub-micrometer sizes laser
annealed LEDs from the same mesa diode, as shown in Fig. 5.1(c), we investigated the
µ-PL emission from these annealed spots, which are summarized in Fig. 5.3. The µ-
PL spectra from the non-annealed region (blue thick line) and at the annealed spot (red
thin line) are shown in Fig. 5.3(a). The integrated intensity of the emission was not
affected significantly following the laser annealing. However, the efficiency of the e-Mn0
recombination was enhanced by a factor of 10. Surprisingly, the spatial map of the µ-PL
integrated intensities of the e-Mn0 (the energy range 1.24 to 1.46 eV) peaks, as shown in
Fig. 5.3(b), shows almost equal enhancement of the e-Mn0 emission at all the annealed
spots shown in Fig. 5.1(c). Since the excitation laser power during the mapping was kept
constant, the uniformity in intensities across the array indicates that all annealed spots
have similar efficiencies for radiative recombination. Whereas, the µ-EL of each spot is
determined by the electronic conductance of the laser annealed sub-micrometer current-
channel between the doped contact layers. Therefore, the differences in the brightness
of each LEDs of EL micrograph (see Fig. 5.1(c)) indicate that the conductances of each
channel is different from another, which is in agreement with the stochastic nature of the
Mni diffusion process and non-uniformity of Mni across the wafer.
5.2 Controlled carrier injection to single QDs
For most of the experiments performed here, lasers have been used to create the charge
carriers in continum (electrons and holes), which finally get trapped into the QDs. However,
for some practical applications of QDs as single photons emitters, the electrical injection
of carriers is more favorable. Ideally, current should flow only through a single QD to
avoid background emission from other QDs. It is however difficult to achieve this with
self-assembled QDs, as their position on the substrate is random. Here, we show that a
single sub-micrometer current-channel, which is created by laser annealing onto the mesa
diodes, allows us to select a single QD from the ensemble.
The sample used for this experiment has an identical structure as the sample used for
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creation of sub-micrometer LEDs, except that it has an additional InGaAs/GaAs QD
layer in between the QW layer. As discussed previously, the local concentration of Mni
plays an important role in determining the effectiveness of the current-channel. Hence, to
ensure enough Mni, we decided to laser anneal an existing natural cluster of Mni in the
underlying GaAs layer.
Fig. 5.4: (a) Color-coded image of the EL intensity emitted by an LED from the mesa diode
at T=6 K and V=2.0 V. This EL is due to natural clustering of Mni in the underlying GaAs
layer. (b) Color-coded spatial-map of the µ-EL integrated intensity of the emission in the
range of 1.2 to 1.58 eV at T=6 K and V=2.5 V.
Figure 5.4(a) shows a bright emission spot in the EL micrograph (T=6 K and V=2.2 V)
of the mesa diode due to this clustering. A high resolution EL intensity image of this
bright spot is shown in Fig. 5.4(b). The image was constructed by mapping the integrated
intensity of the emission (in the range of 1.2 to 1.5 eV) over the space. This intensity
profile, which does not show a Gaussian distribution, is in agreement with the fact the
distribution of Mni in the cluster can have random profile. The spot has a FWHM size of
∼ 1.7µm.
The evolution of µ-EL emission spectra, which were collected at the natural clustering
spot prior the laser annealing, as a function of bias applied to the diode at T=6 K is
shown in Fig. 5.5(a). The EL signal was only observed when we started pumping the
QDs wetting layer (WL). Above VFB '1.5 V, as the voltage increases, the probability of
electron tunneling through the resonant states of the WL is also increasing. This leads to
the pumping of the charge carriers into the wetting layer (WL), where they get trapped
by the QDs and form several excitonic complexes. When the carriers tunnel out into the
bulk region then they recombine through various recombination channels. Therefore, above
VFB, the QDs ensemble emission as well as the emission associated with the free-excitonic
(X), e-C0, and e-Mn0 recombinations can be observed. Two µ-EL emission spectra, which
were collected at the natural clustering spot (thin line) and at a distance of ∼3.5µm from
this spot (thick line) at V=2.5 V, are shown in Fig. 5.5(b). Apart from the enhancement
of overall EL signal at the clustering spot, a red-shift of the peak position of the ensemble
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Fig. 5.5: (a) Color-coded bias dependent µ-EL emission spectra collected at the natural
clustering spot prior to the laser annealing at T=6 K. (b) µ-EL emission spectra at the
natural clustering spot (red thin line) and at a distance of ∼3.5µm from this spot (blue
thick line) at T=6 K and V=2.5 V.
emission by ∼10 meV can be seen. The red-shift of the emission can be ascribed to the
lowering of the potential energy U(x,y) of electrons in the central plane of the QW, where
the QDs are embedded, due to the clustering of Mni ions. The appearance of e-Mn0 peak
only at the clustering spot also indicates that at this location we have a higher density of
Mn compared to other regions in the GaAs layer.
The evolution of µ-EL emission spectra, which were collected at the natural clustering
spot following the laser annealing, as a function of bias applied to the diode at T=6 K
is shown in Fig. 5.6(a). The laser power used for the annealing was only 60% of the
power used for creation of sub-micrometer LEDs and the annealing time was kept same.
Figure 5.6(a) shows that following the laser annealing the QDs emission can be observed
at much lower bias compared to the non-annealed case and even below VFB (see inset of
Fig. 5.6(b)). When the bias voltage was less than the WL pumping voltage (V ≈ 1.7V)
then the emission from only few QDs was seen. And at the bias of V=1.385 V well below
VFB, the emission from a single QD was seen, as shown in Fig. 5.6(b). These observation
indicates that the sub-micrometer current channel created by the diffused Mni ions is able
to inject the charge carriers to a single QD. The electrons from the n-side (bottom layer)
are injected through the bound states formed by the diffused ions into the QD, where they
form excitons by bounding with the confined holes. The emission from a single QD also
indicates that the channel width at the QDs location in the structure becomes sufficiently
narrow so that it can feed the carrier to a single QD. This work paves a way to activate
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Fig. 5.6: (a) Color-coded bias dependent µ-EL emission spectra collected at the natural
clustering spot following the laser annealing at T=6 K. (b) A µ-EL emission spectrum col-
lected at the natural clustering spot following the laser annealing at T=6 K and V=1.385 V.
Inset: Color-coded bias (below VFB) dependent µ-EL emission spectra collected at the nat-
ural clustering spot following the laser annealing at T=6 K.
the EL from a single QD from the ensemble by making a virtual current-channel created
by the diffused ions.
6. Summary and Outlook
6.1 Summary
Single self-assembled semiconductor quantum dots (QDs) have the potential to be used
as “qubits” for quantum information processing (QIP) and communication. They can
be integrated into optoelectronic devices and emit single-photons and entangled-photon
pairs. The optical properties such as polarizations and Fock states of these photons can be
used to construct the two-states of the qubits. A realistic quantum information processor,
however, requires several identical qubits, which is difficult to achieve with QDs because
of their stochastic growth nature. Additionally, most of the as-grown QDs do not fulfil
the symmetries required for entangled-photon generation. Therefore, there is an increasing
need of tuning and processing techniques to enable the scalability of the QD hardware. In
this work we have addressed two issues that control the optical properties of QDs.
The effect of strain on GaAs/AlGaAs QDs was investigated. They were grown by infilling
of nanoholes created by in-situ droplet-etching and their emission were optimized for 87Rb
atomic-vapors based hybrid semiconductor-atomic (HSA) interface experiment. It paves
a way towards the realization of quantum memories for QIP. However, it demands high-
quality energy-tunable QDs so that their emission lines fits within the D2 hyperfine lines
as well as their emission energies can be fine-tuned to the middle of these lines.
High-resolution PL spectroscopy revealed that the quality of the GaAs/AlGaAs QDs is
good. The linewidth (full width at half maximum (FWHM)) of the single QDs neutral
excitonic (X0) emission lines as narrow as ∼20µeV and an average value of ∼32µeV were
found. Single-photon emission from these QDs were confirmed by measuring second-order
correlation function g(2)(τ), which allowed to estimate excitonic lifetime of ∼700 ps. The
X0 emission of a QD usually consists of two fine-structure-split lines which are linearly
polarized along orthogonal directions. An average fine-structure splitting (FSS) of 35µeV
for 138 measured QDs was found. Narrow statistical distributions of FSS and polarization
directions of the X0-states confirmed that QD shapes and elongation axes do not vary much
from one QD to other. The linear polarization directions of both X0 lines for all measured
QDs were found orthogonal to each other.
Strain in the QDs was created by integrating the membranes, containing QDs, onto the
relaxor-ferroelectric (PMN-PT) substrates and applying the out-of-plane electric field to
the PMN-PT substrates (Fp). By implementing an optimized approach to integrate the
membranes onto the PMN-PT substrates, reversible energetic shifts of the QD emission as
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large as ∼23 meV were achieved. These are sufficient to tune the emission lines of any QD
from the ensemble to predefined energies and with µeV resolution for HSA or two-photon
interference experiments. We tune the FSS by more than 90µeV and, for the first time,
we demonstrate that strain is able to tune the angle between the polarization orientation
of these two lines up to 40°. The HH-LH mixing in GaAs/AlGaAs QDs was increased up
to ∼55%. This thesis also presents quantitative comparisons of HH-LH mixing in the QDs
and in the bulk GaAs surrounding the QDs. It is concluded that HH-LH splitting and the
strain-induced mixing strength alone are not sufficient to explain the HH-LH mixing in the
QDs quantitatively.
Strain in the QDs was quantified by combining dedicated model and measuring the polar-
ization anisotropies and peak energies of the strain-split bulk-GaAs emission surrounding
the QDs. The model allows to quantify not only the amplitude and directions of the in-
plane stresses but also the amplitude of out-of-plane stress in the membranes. The process
of integrating membranes onto PMN-PT substrates produces pre-stress in the membranes,
which leads to the change in the optical properties of the QDs. The integration-induced
pre-stress was measured in the range of 0 to ∼0.4 GPa, whereas the thermal-stress in the
membrane due to cooling down the strain-tuning devices to the measurement temperatures
was measured in the range of 0.1 to 0.2 GPa. The effects of pre-stress particularly on the
neutral excitonic emission energies, FSS and polarization orientation are investigated in
detail.
For some potential applications, it is important to address individual QDs electrically. To
this aim, sub-micrometer sized current-channels were created by the focused-laser-beam-
assisted thermal diffusion of manganese interstitial (Mni) ions from the top GaMnAs layer
into the underlying layer of resonant tunneling diode (RTD) structures. This allowed us
to realize a single and an array of sub-micrometer sizes light-emitting diodes onto single
mesoscopic RTD structures. These channels were used to select single InGaAs/GaAs QDs
from the ensemble to feed the charge carriers to them locally. This technique is potentially
appealing to make virtual electrical contacts to suitable QDs. Hence, this technique could
be used as an alternative to standard and more complex processes used for creating current-
channels.
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6.2 Outlook
The large strain-induced energy tunability could be used to perform two-photon interfer-
ence between two single-photons emitted by two remote QDs from two different strain-
tunable devices. The binding of membranes onto patterned thin film relaxor-ferroelectric
materials might help to achieve this on a single device, which is important from integra-
tion point of view. The robustness of the strain-tuning technique can be improved by
reducing the pre-stress in the membranes, for example, by binding them onto the PMN-
PT substrates with materials matching nearly the thermal expansion coefficients of both
membrane and PMN-PT.
For injection of the charged carriers into single QDs, the clusters of Mni were used for the
diffusion of Mni ions into the underlying layer of the RTD structures. This allowed the
selection of QDs underneath the cluster. However, the technique shows a possibility to
first locate suitable QDs (by means of optical excitation), which meets our requirements,
and then to activate them by laser-processing.
In the future, the laser-processing technique could be combined with the strain-tuning
technique to realize strain-tunable and electrically-addressable single QD devices demanded
for linear optics QIP.
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