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PRESQUE Cp-REPRE´SENTATIONS ET (ϕ,Γ)-MODULES
par
Laurent Berger
Re´sume´. — On associe deux presque Cp-repre´sentations a` un (ϕ,Γ)-module, et on en
calcule les dimensions et les hauteurs. Comme corollaire, on obtient un re´sultat de pleine
fide´lite´ pour les Be-repre´sentations.
Abstract (Almost Cp-representations and (ϕ,Γ)-modules). — We associate two
almostCp-representations to a (ϕ,Γ)-module, and we compute their dimensions and heights.
As a corollary, we get a full faithfulness result for Be-representations.
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Introduction
Les (ϕ,Γ)-modules sont des modules sur des anneaux de se´ries formelles munis de
structures supple´mentaires qui ont e´te´ introduits dans [Fon90] par Fontaine dans le but
de de´crire explicitement les repre´sentations p-adiques du groupe de Galois d’un corps p-
adique. La the´orie s’est depuis pas mal de´veloppe´e et les (ϕ,Γ)-modules que l’on conside`re
actuellement sont des modules sur l’anneau de Robba. Graˆce aux travaux de Kedlaya
(voir par exemple [Ked04]), on a une bonne notion de pentes pour ces objets et en
combinant des re´sultats de Fontaine ([Fon90]), Wintenberger ([FW79] et [Win83]),
Cherbonnier et Colmez ([CC98]) et Kedlaya ([Ked05]) on trouve que les (ϕ,Γ)-modules
Classification mathe´matique par sujets (2000). — 11F80; 11F85; 11S15; 11S20; 11S25; 14F30.
Mots clefs. — The´orie de Hodge p-adique; presque Cp-repre´sentations; B-paires; (ϕ,Γ)-modules;
(ϕ,GK)-modules; pentes de Frobenius; Be-repre´sentations.
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de pente 0 forment une cate´gorie qui est naturellement e´quivalente a` celle de toutes les
repre´sentations p-adiques.
LesB-paires sont des objets introduits dans [Ber08] qui ge´ne´ralisent les repre´sentations
p-adiques, et la cate´gorie des B-paires est alors e´quivalente a` celle de tous les (ϕ,Γ)-
modules sur l’anneau de Robba. Le re´sultat principal de cet article est la construction
de deux presque Cp-repre´sentations X
0(W ) et X1(W ) associe´es a` une B-paire W ainsi
que le calcul de leurs dimensions et de leurs hauteurs. Nous de´crivons maintenant plus
pre´cise´ment les re´sultats de cet article. Des rappels plus fournis sont donne´s aux §§1, 2.
Soit K une extension finie de Qp dont on note GK le groupe de Galois absolu et BdR,
B+dR et Be = B
ϕ=1
cris les anneaux construits par Fontaine. Rappelons qu’une B-paire est la
donne´e d’une Be-repre´sentation We de GK et d’une B
+
dR-repre´sentation W
+
dR de GK telles
que BdR ⊗B+
dR
W+dR = BdR ⊗Be We (on note WdR ce dernier espace). On sait associer a`
toute B-paire un (ϕ,Γ)-module D(W ) sur l’anneau de Robba et par le the´ore`me A de
[Ber08] le foncteur qui en re´sulte est une e´quivalence de cate´gories. Les ϕ-modules sur
l’anneau de Robba ont e´te´ e´tudie´s par Kedlaya (voir [Ked05]) et on sait leur associer
des pentes, et en particulier un degre´ deg(D). Par ailleurs, le plus grand sous-module de
D de pentes 6 0 est bien de´fini, et on le note D60 ; on note aussi D>0 = D/D60.
Les presque Cp-repre´sentations sont des objets de´finis et e´tudie´s par Fontaine dans
[Fon03]. Ce sont des espaces de Banach X munis d’une action line´aire et continue de
GK tels qu’il existe d > 0 et des repre´sentations p-adiques de dimensions finies V1 et V2
telles que X/V1 = C
d
p/V2. Les presque Cp-repre´sentations ont une dimension dimC(GK)(X)
(l’entier d ci-dessus) et une hauteur ht(X) (qui vaut dim(V1)− dim(V2)).
Rappelons enfin qu’en plus de l’inclusion Be ⊂ BdR, ces deux anneaux sont relie´s par
la suite exacte fondamentale 0 → Qp → Be → BdR/B
+
dR → 0. Si W est une B-paire,
alors on pose X0(W ) = ker(We → WdR/W
+
dR) et X
1(W ) = coker(We → WdR/W
+
dR). Le
re´sultat principal de notre article est alors le suivant (voir le the´ore`me 3.1 qui donne un
re´sultat plus pre´cis) :
The´ore`me A. — Si W est une B-paire, alors X0(W ) et X1(W ) sont deux presque
Cp-repre´sentations. Si de plus D = D(W ), alors :
(1) dimC(GK)X
0(W ) = − deg(D60) et ht(X
0(W )) = rg(D60) ;
(2) dimC(GK)X
1(W ) = deg(D>0) et ht(X
1(W )) = −rg(D>0).
Une Be-repre´sentation est de manie`re naturelle une limite inductive d’espaces de Ba-
nach munis d’une action line´aire et continue de GK . Par ailleurs, toute Be-repre´sentation
peut eˆtre vue comme le We d’une B-paire et en utilisant le the´ore`me A, on trouve le
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re´sultat suivant (c’est le the´ore`me 4.1), qui re´pond par l’affirmative a` une question de
Fontaine (voir la remarque en bas de la page 375 de [Fon03]).
The´ore`me B. — Le foncteur d’oubli de la cate´gorie des Be-repre´sentations de GK vers
la cate´gorie des Qp-espaces vectoriels topologiques avec action line´aire et continue de GK
est pleinement fide`le.
Le the´ore`me A est dans le prolongement naturel des calculs de [Ber08]. Notons tou-
tefois que le fait que X0(W ) et X1(W ) sont des presque Cp-repre´sentations ainsi que le
the´ore`me B s’inscrivent naturellement dans un projet ambitieux ayant pour but de faire
le lien entre B-paires, presque Cp-repre´sentations et espaces de Banach-Colmez (Fon-
taine et Pluˆt, travail en cours). Je remercie en particulier Jean-Marc Fontaine pour des
discussions e´clairantes en rapport avec le contenu de cet article.
La plan de l’article est assez naturel. Dans le §1, on fait quelques rappels et comple´ments
sur les B-paires, les (ϕ,GK)-modules et les (ϕ,Γ)-modules et dans le §2 on fait de meˆme
pour les presque Cp-repre´sentations. Le §3 est consacre´ a` la de´monstration du the´ore`me A
et le §4 a` celle du the´ore`me B. Enfin, dans un court appendice on donne la de´monstration
d’un e´nonce´ utilise´ implicitement dans [Ber04] et [Ber08].
1. B-paires, (ϕ,GK)-modules et (ϕ,Γ)-modules
Commenc¸ons par faire des rappels tre`s succints sur les de´finitions (donne´es dans
[Fon94] par exemple) des divers anneaux que nous utilisons dans cet article. Rappelons
que E˜+ = lim
←−x 7→xp
OCp est un anneau de caracte´ristique p, complet pour la valuation
valE de´finie par valE(x) = valp(x
(0)) et qui contient un e´le´ment ε tel que ε(n) est
une racine primitive pn-ie`me de l’unite´. On fixe un tel ε dans tout l’article. L’anneau
E˜ = E˜+[1/(ε − 1)] est alors un corps qui contient comme sous-corps dense la cloˆture
alge´brique de Fp((ε − 1)). On pose A˜
+ = W (E˜+) et A˜ = W (E˜) ainsi que B˜+ = A˜+[1/p]
et B˜ = A˜[1/p]. L’application θ : B˜+ → Cp qui a`
∑
k≫−∞ p
k[xk] associe
∑
k≫−∞ p
kx
(0)
k
est un morphisme d’anneaux surjectif et B+dR est le comple´te´ de B˜
+ pour la topologie
ker(θ)-adique, ce qui en fait un espace topologique de Fre´chet. On pose X = [ε]−1 ∈ A˜+
et t = log(1 +X) ∈ B+dR et on de´finit BdR par BdR = B
+
dR[1/t]. Soit p˜ ∈ E˜
+ un e´le´ment
tel que p(0) = p. L’anneau B+max est l’ensemble des se´ries
∑
n>0 bn([p˜]/p)
n ou` bn ∈ B˜
+ et
bn → 0 quand n→∞ ce qui en fait un sous-anneau de B
+
dR muni en plus d’un Frobenius
ϕ qui est injectif, mais pas surjectif. On pose B˜+rig = ∩n>0ϕ
n(B+max) ce qui en fait un
sous-anneau de B+max sur lequel ϕ est bijectif. Remarquons que l’on travaille souvent avec
Bcris plutoˆt que Bmax mais le fait de pre´fe´rer Bmax ne change rien aux re´sultats et est
plus agre´able pour des raisons techniques.
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Rappelons que les anneaux Bmax et BdR sont relie´s, en plus de l’inclusion Bmax ⊂ BdR,
par la suite exacte fondamentale 0→ Qp → B
ϕ=1
max → BdR/B
+
dR → 0. Ce sont ces anneaux
que l’on utilise en the´orie de Hodge p-adique. Le point de de´part de la the´orie des (ϕ,Γ)-
modules sur l’anneau de Robba est la construction d’anneaux interme´diaires entre B˜+ et
B˜. Si r > 0, soit B˜†,r l’ensemble des x =
∑
k≫−∞ p
k[xk] ∈ B˜ tels que valE(xk)+k·pr/(p−1)
tend vers +∞ quand k augmente. On pose B˜† = ∪r>0B˜
†,r, c’est le corps des e´le´ments
surconvergents, de´fini dans [CC98]. L’anneau B˜†rig = ∪r>0B˜
†,r
rig de´fini dans [Ber02, §2.3]
est en quelque sorte la somme de B˜+rig et B˜
† ; de fait, on a une suite exacte (d’anneaux et
d’espaces de Fre´chet) 0→ B˜+ → B˜+rig ⊕ B˜
†,r → B˜†,rrig → 0.
Rappelons que K0 = W (k)[1/p] ; pour 1 6 n 6 +∞, on pose Kn = K(µpn) et HK =
Gal(K/K∞) et ΓK = GK/HK . Si R est un anneau muni d’une action de GK (c’est le
cas pour tous ceux que nous conside´rons), on note RK = R
HK . L’anneau B˜†,rrig contient
l’ensemble des se´ries f(X) =
∑
k∈Z fkX
k avec fk ∈ K0 telles que f(X) converge sur
{p−1/r 6 |X| < 1}. Cet anneau est note´ B†,rrig,K0. Si K est une extension finie de K0, il lui
correspond par la the´orie du corps de normes (cf. [FW79] et [Win83]) une extension finie
B
†,r
rig,K qui s’identifie (si r est assez grand) a` l’ensemble des se´ries f(XK) =
∑
k∈Z fkX
k
K
avec fk ∈ K
′
0 telles que f(XK) converge sur {p
−1/er 6 |XK | < 1} ou` XK est un certain
e´le´ment de B˜†K et K
′
0 est la plus grande sous-extension non ramifie´e de K0 dans K∞ et
e = [K∞ : K0(µp∞)]. On pose B
†
rig,K = ∪r>0B
†,r
rig,K et B
†,r
K = B
†,r
rig,K∩B˜
† et B†K = ∪r>0B
†,r
K .
Les anneaux B˜†rig et B
†
rig,K co¨ıncident avec les anneaux Γ
alg
an,con et Γan,con de´finis dans
[Ked05, §2.2] (cf. en particulier la convention 2.2.16 et la remarque 2.4.13 de [Ked05]).
Rappelons que l’on pose Q1 = ((1 +X)
p − 1)/X et Qn = ϕ
n−1(Q1) pour n > 1 et que
si r > 0, alors n(r) est le plus petit entier n tel que pn−1(p − 1) > r. Enfin, l’injection
ϕ−n : B˜+ → B+dR se prolonge par continuite´ a` ιn : B˜
†,pn−1(p−1)
rig → B
+
dR.
Lemme 1.1. — Si x ∈ B˜†,rrig a la proprie´te´ que pour tout n > n(r), on a θ ◦ ιn(x) = 0,
alors x ∈ t · B˜†,rrig.
De´monstration. — Soit J l’ide´al de B˜†,rrig constitue´ des x ve´rifiant l’hypothe`se du lemme.
Comme les applications θ ◦ ιn : B˜
†,r
rig → Cp sont continues, l’ide´al J est ferme´ et par le
the´ore`me 2.9.6 de [Ked05], il est donc principal. On a manifestement t ∈ J , et l’ide´al J
est donc engendre´ par un e´le´ment f qui divise t. Par la proposition 2.17 de [Ber02], le
noyau de θ ◦ ιn : B˜
†,r
rig → Cp est engendre´ par Qn et on en de´duit que Qn divise f quel
que soit n > n(r) et comme dans B˜†,rrig les ide´aux engendre´s par t et par
∏
n>n(r)(Qn/p)
co¨ıncident, on a bien J = t · B˜†,rrig.
Rappelons qu’un ϕ-module sur B†rig,K est un B
†
rig,K-module libre D muni d’un Fro-
benius ϕ tel que ϕ∗(D) = D. Un (ϕ,Γ)-module est un ϕ-module muni d’une action
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semi-line´aire et continue de ΓK qui commute a` ϕ. Les B-paires sont des objets qui
ont e´te´ de´finis dans [Ber08]. Rappelons qu’une B-paire W = (We,W
+
dR) est la donne´e
d’une Be-repre´sentation We et d’une B
+
dR-repre´sentation W
+
dR qui satisfont BdR⊗BeWe =
BdR ⊗B+
dR
W+dR. Dans [Ber08], nous avons construit une e´quivalence de cate´gories entre
la cate´gorie des B-paires et celle des (ϕ,Γ)-modules sur B†rig,K . Nous allons la pre´ciser
ci-dessous.
Appelons (ϕ,GK)-module sur B˜
†
rig la donne´e d’un ϕ-module D˜ sur B˜
†
rig muni d’une
action de GK qui est semi-line´aire et continue et qui commute a` ϕ. On a un foncteur
e´vident D 7→ D˜ = B˜†rig ⊗B†
rig,K
D de la cate´gorie des (ϕ,Γ)-modules sur B†rig,K vers celle
des (ϕ,GK)-modules sur B˜
†
rig et on peut par ailleurs associer a` tout (ϕ,GK)-module D˜
sur B˜†rig une B-paire W (D˜) en copiant la recette de la proposition 2.2.6 de [Ber08]. Le
the´ore`me 2.2.7 de [Ber08] s’e´tend alors imme´diatement en le re´sultat suivant :
The´ore`me 1.2. — Les foncteurs D 7→ D˜ et D˜ 7→ W (D˜) re´alisent des e´quivalences de
cate´gories entre les trois cate´gories suivantes :
(1) les (ϕ,Γ)-modules sur B†rig,K ;
(2) les (ϕ,GK)-modules sur B˜
†
rig ;
(3) les B-paires.
Remarquons que si D(W ) est le (ϕ,Γ)-module associe´ a` une B-paire W = (We,W
+
dR),
alors le (ϕ,Γ)-module associe´ a` W = (We, t
jW+dR) est t
jD(W ).
Kedlaya a e´tudie´ dans [Ked05] les ϕ-modules sur B˜†rig et il a notamment de´gage´ la
notion de pentes pour ces objets (il a en fait un cadre commun pour l’e´tude des ϕ-modules
sur B†rig,K et sur B˜
†
rig ; pour des raisons pratiques, nous travaillons avec des modules sur
B˜
†
rig dans cet article).
Si h > 1 et a ∈ Z, disons qu’un ϕ-module D˜ sur B˜†rig est isocline de pente a/h si c’est
une somme directe des modules e´le´mentaires Ma,h de´finis dans le §4.1 de [Ked05]. On
peut appliquer le meˆme raisonnement que dans la de´monstration du the´ore`me 3.2.3 de
[Ber08] pour en de´duire que tout ϕ-module D˜ sur B˜†rig qui est isocline de pente a/h s’e´crit
D˜ = B˜†rig⊗Qph Va,h ou` Va,h = D˜
ϕh=pa est un Qph-espace vectoriel de dimension finie muni
d’un frobenius semi-line´aire ve´rifiant ϕh = pa. Si de plus D˜ est un (ϕ,GK)-module sur
B˜
†
rig, alors Va,h est stable par GK et donc Va,h appartient a` la cate´gorie Rep(a, h) de´finie
dans [Ber08, §3.2] et on a :
Proposition 1.3. — Le foncteur Va,h 7→ B˜
†
rig ⊗Qph Va,h re´alise une e´quivalence de
cate´gories entre la cate´gorie Rep(a, h) et celle des (ϕ,GK)-modules sur B˜
†
rig qui sont
isoclines de pente a/h.
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En ce qui concerne les (ϕ,GK)-modules non ne´cessairement isoclines, Kedlaya a montre´
le re´sultat ci-dessous (voir [Ked05, §4.5]).
The´ore`me 1.4. — Si D˜ est un ϕ-module sur B˜†rig, alors il existe une unique filtration
0 = D˜0 ⊂ D˜1 ⊂ · · · ⊂ D˜ℓ = D˜ par des sous-ϕ-modules sature´s, telle que :
(1) pour tout 1 6 i 6 ℓ, le quotient D˜i/D˜i−1 est isocline ;
(2) si l’on appelle si la pente de D˜i/D˜i−1, alors s1 < s2 < · · · < sℓ.
De plus, cette filtration est scinde´e (de´composition de Dieudonne´-Manin), mais non ca-
noniquement.
Le fait que cette filtration est canonique implique que si D˜ est un (ϕ,GK)-module
sur B˜†rig, alors chacun des crans de la filtration est stable par GK et est donc aussi un
(ϕ,GK)-module. En revanche, il n’est en ge´ne´ral pas possible de scinder la filtration de
manie`re compatible a` l’action de GK (ceci dit, c’est sans doute possible si D˜ est de de
Rham, voir la de´composition de Dieudonne´-Manin de [Col03]).
Les rationnels s1, · · · , sℓ construits dans le the´ore`me 1.4 sont par de´finition les pentes
de D˜. Si s ∈ Q, alors D˜6s et D˜<s, les sous-modules maximaux de D˜ de pentes 6 s et
< s sont bien de´finis et ce sont des (ϕ,GK)-modules. On note aussi D˜>s = D˜/D˜6s et
D˜>s = D˜/D˜<s.
Pour terminer, nous aurons besoin de la proposition ci-dessous, qui ge´ne´ralise un peu
la proposition 4.1.3 de [Ked05].
Proposition 1.5. — Soit D˜ un (ϕ,GK)-module sur B˜
†
rig et h > 1 et a ∈ Z.
(1) Si les pentes de D˜ sont > a/h, alors D˜ϕ
h=pa = 0 ;
(2) si les pentes de D˜ sont 6 a/h, alors D˜/(ϕh − pa) = 0.
De´monstration. — Cela suit du corollaire 4.1.4 de [Ked05] puisque l’on a d’une part
D˜ϕ
h=pa = Hom(Ma,h, D˜) et d’autre part D˜/(ϕ
h − pa) = Ext1(Ma,h, D˜).
2. Rappels et comple´ments sur les presque Cp-repre´sentations
Soit B(GK) la cate´gorie dont les objets sont les Qp-espaces de Banach munis d’une
action line´aire et continue de GK et dont les morphismes sont les applications line´aires
continues et GK-equivariantes, et soit C(GK) la sous-cate´gorie de B(GK) constitue´e des
presque Cp-repre´sentations de GK de´finies et e´tudie´es dans [Fon03]. Nous rappelons ici
quelques uns des re´sultats a` leur sujet qui nous serviront dans la suite de cet article.
Par le the´ore`me B de [Fon03], la cate´gorie C(GK) est une sous-cate´gorie stricte de
B(GK) (c’est-a`-dire une sous-cate´gorie strictement pleine, stable par somme directe, et
telle que tout morphisme est strict et a son noyau et son conoyau dans C(GK)), et
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C(GK) contient toutes les repre´sentations p-adiques de dimension finie et toutes les B
+
dR-
repre´sentations de longueur finie.
De plus, il existe deux fonctions, la dimension dimC(GK) : Ob C(GK) → Z>0 et la
hauteur ht : Ob C(GK)→ Z, qui sont additives et caracte´rise´es par dimC(GK)(Cp) = 1 et
ht(Cp) = 0 et dimC(GK)(Qp) = 0 et ht(Qp) = 1. On a par exemple dimC(GK)(B
+
dR/t
a) = a
et ht(B+dR/t
a) = 0. Une presque Cp-repre´sentation de dimension et de hauteur nulles est
elle-meˆme nulle.
Lemme 2.1. — Si h > 1 et a ∈ Z, alors (B˜†rig)
ϕh=pa est une presque Cp-repre´sentation,
qui est de dimension a et de hauteur h si a > 0 et qui est nulle si a < 0.
De´monstration. — La proposition 2.10 de [Col03] implique que si a > 0, alors on a une
suite exacte :
0→ Qph · t
a
h → (B˜
†
rig)
ϕh=pa → B+dR/t
a → 0,
ou` th est l’e´le´ment construit dans le §2.4 de [Col03], et donc (B˜
†
rig)
ϕh=pa est bien une
presque Cp-repre´sentation et sa dimension se lit sur la suite exacte.
Proposition 2.2. — Si h, k > 1 et a, b ∈ Z, et si Va,h ∈ Rep(a, h) est de dimension d
sur Qph, alors (B˜
†
rig⊗Qph Va,h)
ϕk=pb est une presque Cp-repre´sentation, nulle si a/h > b/k,
et de dimension d · (b− ak/h) et de hauteur dk sinon.
De´monstration. — Un calcul imme´diat montre que :
X = (B˜†rig ⊗Qph Va,h)
ϕk=pb ⊂ Y = (B˜†rig)
ϕkh=pbh−ak ⊗Q
ph
Va,h
et le lemme 2.1 montre que Y est une presque Cp-repre´sentation, qui est nulle si a/h >
b/k. L’espace Y est muni de l’ope´rateur ϕ qui est continu et commute a` l’action de GK .
Comme C(GK) est une sous-cate´gorie pleine de B(GK), l’espace X = Y
ϕk−pb est lui-meˆme
un objet de C(GK).
Observons que si a/h 6 b/k, alors dimC(GK)(Y ) = d(bh − ak) et ht(Y ) = dkh par
le lemme 2.1 et comme on a un isomorphisme Y ≃ Qpkh ⊗Qpk X (voir par exemple
la proposition 3.18 de [Col03]), on trouve que dimC(GK)(X) = d(bh − ak)/h et que
ht(X) = dk (notons que par la remarque 3.2.2 de [Ber08], d est divisible par h).
Proposition 2.3. — Si h > 1 et a ∈ Z, et si Va,h ∈ Rep(a, h) est de dimension d sur
Qph, alors :
X1(Va,h) =
BdR ⊗Q
ph
Va,h
B+dR ⊗Qph Va,h + (B˜
†
rig[1/t]⊗Qph Va,h)
ϕ=1
est une presque Cp-repre´sentation, nulle si a 6 0 et de dimension da/h et de hauteur −d
sinon.
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De´monstration. — Si a 6 0 et si ℓ > 0, alors un petit calcul et la proposition 2.11 de
[Col03] impliquent qu’on a un morceau de suite exacte :
0→ (B˜†rig ⊗Qph Va,h)
ϕ=1 → (t−ℓB˜†rig ⊗Qph Va,h)
ϕ=1 → (t−ℓB+dR/B
+
dR)⊗Qph Va,h,
et on a (t−ℓB˜†rig ⊗Qph Va,h)
ϕ=1 = t−ℓ(B˜†rig ⊗Qph Va,h)
ϕ=pℓ . Par la proposition 2.2, les deux
premiers termes sont de dimensions −da/h et d · (ℓ − a/h) et de hauteurs d et d ce qui
fait que la fle`che de droite est en fait surjective et donc :
B+dR ⊗Qph Va,h + (t
−ℓB˜
†
rig ⊗Qph Va,h)
ϕ=1 = t−ℓB+dR ⊗Qph Va,h.
On de´duit des calculs pre´ce´dents que si j > 0 ve´rifie j − a/h > 0, alors pour tout
ℓ≫ 0, on a :
t−jB+dR ⊗Qph Va,h + (t
−ℓB˜
†
rig ⊗Qph Va,h)
ϕ=1 = t−ℓB+dR ⊗Qph Va,h,
et donc :
t−jB+dR ⊗Qph Va,h + (B˜
†
rig[1/t]⊗Qph Va,h)
ϕ=1 = BdR ⊗Q
ph
Va,h,
ce qui fait que l’application :
t−jB+dR ⊗Qph Va,h
B+dR ⊗Qph Va,h + (t
−jB˜
†
rig ⊗Qph Va,h)
ϕ=1
→
BdR ⊗Q
ph
Va,h
B+dR ⊗Qph Va,h + (B˜
†
rig[1/t]⊗Qph Va,h)
ϕ=1
est un isomorphisme et que X1(Va,h) s’identifie au conoyau de l’application :
(t−jB˜†rig ⊗Qph Va,h)
ϕ=1 → (t−jB+dR/B
+
dR)⊗Qph Va,h.
Comme il s’agit d’un morphisme de presque Cp-repre´sentations, ce conoyau est aussi une
presque Cp-repre´sentation, et si a 6 0, alors on peut prendre j = 0 et X
1(Va,h) est nul.
Si a > 1, alors (B˜†rig ⊗Qph Va,h)
ϕ=1 = 0 et on a la suite exacte :
0→ (t−jB˜†rig ⊗Qph Va,h)
ϕ=1 → (t−jB+dR/B
+
dR)⊗Qph Va,h → X
1(Va,h)→ 0,
ce qui fait que dimC(GK)X
1(Va,h) = dj−d(j−a/h) = da/h et que ht(X
1(Va,h)) = −d.
Proposition 2.4. — Si V est une repre´sentation p-adique de GK, si S est une presque
Cp-repre´sentation de GK et si E ∈ B(GK) est une extension de V par S, alors :
(1) E est elle-meˆme une presque Cp-repre´sentation ;
(2) il existe un Qp-espace vectoriel de dimension finieX ⊂ E stable par GK qui s’envoie
surjectivement sur V .
De´monstration. — Le (1) suit de la proposition 6.7 de [Fon03]. Par le corollaire du
§5.2 de [Fon03], la suite exacte 0 → S → E → V → 0 est presque scinde´e ce qui
veut dire qu’il existe une repre´sentation de dimension finie W ⊂ S telle que la suite
0→ S/W → E/W → V → 0 est scinde´e, disons par s : V → E/W . Pour montrer le (2),
il suffit de prendre pour X l’image inverse de s(V ) dans E.
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3. Les presque Cp-repre´sentations associe´es aux B-paires
Si W est une B-paire, alors on pose X0(W ) = We ∩ W
+
dR ⊂ WdR et X
1(W ) =
WdR/(We+W
+
dR). Ces espaces sont donc le noyau et le conoyau de l’application naturelle
We →WdR/W
+
dR. L’objet de ce paragraphe est de montrer le the´ore`me ci-dessous.
The´ore`me 3.1. — Si W est une B-paire, et si D˜ = D˜(W ), alors :
(1) X0(W ) ≃ D˜ϕ=1 et X1(W ) ≃ D˜/(1− ϕ) ;
(2) X0(W ) et X1(W ) sont deux presque Cp-repre´sentations ;
(3) dimC(GK)X
0(W ) = − deg(D˜60) et ht(X
0(W )) = rg(D˜60) ;
(4) dimC(GK)X
1(W ) = deg(D˜>0) et ht(X
1(W )) = −rg(D˜>0).
Avant de pouvoir montrer ce the´ore`me, nous allons devoir e´tablir quelques re´sultats
interme´diaires. Dans la suite, il est plus commode de travailler avec des (ϕ,GK)-modules
sur B˜†rig qu’avec des B-paires et on pose donc X
i(D˜) = X i(W (D˜)) pour i = 0, 1.
Proposition 3.2. — Si D˜ est un (ϕ,GK)-module sur B˜
†
rig, alors X
0(D˜) = D˜ϕ=1.
De´monstration. — C’est l’occasion de rappeler que par la de´finition donne´e dans la pro-
position 2.2.6 de [Ber08], on aWe(D˜) = (B˜
†
rig[1/t]⊗eB†rig
D˜)ϕ=1 etW+dR(D˜) = B
+
dR⊗
ιn
eB
†rn
rig
D˜rn
pour n≫ 0. Si {fi}
d
i=1 est une base de D˜ et si y =
∑d
i=1 bi ⊗ fi ∈ We a la proprie´te´ que :
y = ϕ−n(y) =
d∑
i=1
ϕ−n(bi)⊗ ϕ
−n(fi) ∈ B
+
dR ⊗
ιn
eB
†rn
rig
D˜rn
pour tout n ≫ 0, c’est donc que ϕ−n(bi) ∈ B
+
dR pour tout n≫ 0 et on est donc ramene´
a` montrer que si b ∈ B˜†rig[1/t] ve´rifie ϕ
−n(b) ∈ B+dR pour tout n ≫ 0, alors b ∈ B˜
†
rig. Si
h > 1 est tel que thb ∈ B˜†rig, alors θ ◦ ιn(t
hb) = 0 pour tout n ≫ 0 et par le lemme 1.1,
thb ∈ t · B˜†rig ce qui fait que l’on peut diminuer h de 1 et finalement que b ∈ B˜
†
rig.
Proposition 3.3. — Si D˜ est un (ϕ,GK)-module sur B˜
†
rig, alors X
1(D˜) = D˜/(1− ϕ).
De´monstration. — Si l’on a une suite exacte du type 0 → D˜′ → D˜ → D˜′′ → 0, alors le
lemme du serpent applique´ au diagramme :
0 −−−−→ We(D˜
′)⊕W+dR(D˜
′) −−−−→ We(D˜)⊕W
+
dR(D˜) −−−−→ We(D˜
′′)⊕W+dR(D˜
′′) −−−−→ 0y
y
y
0 −−−−→ WdR(D˜
′) −−−−→ WdR(D˜) −−−−→ WdR(D˜
′′) −−−−→ 0
nous donne une suite exacte :
(3.1) 0→ X0(D˜′)→ X0(D˜)→ X0(D˜′′)→ X1(D˜′)→ X1(D˜)→ X1(D˜′′)→ 0.
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Si D˜ est isocline de pente 6 0, alors les propositions 1.3 et 2.3 montrent que X1(D˜) = 0.
On de´duit du the´ore`me 1.4 et de la suite exacte 3.1 que si D˜ est un (ϕ,GK)-module, alors
X1(D˜60) = 0 et donc que l’application X
1(D˜)→ X1(D˜>0) est un ismorphisme.
Le lemme du serpent applique´ au diagramme :
0 −−−→ D˜′ −−−→ D˜ −−−→ D˜′′ −−−→ 0y1−ϕ
y1−ϕ
y1−ϕ
0 −−−→ D˜′ −−−→ D˜ −−−→ D˜′′ −−−→ 0
nous donne une suite exacte :
(3.2) 0→ (D˜′)ϕ=1 → D˜ϕ=1 → (D˜′′)ϕ=1 → D˜′/(1− ϕ)→ D˜/(1− ϕ)→ D˜′′/(1− ϕ)→ 0.
On en de´duit comme ci-dessus, en utilisant cette fois le (2) de la proposition 1.5, que si D˜
est un (ϕ,GK)-module, alors l’application D˜/(1−ϕ)→ D˜>0/(1−ϕ) est un isomorphisme.
Il suffit donc de montrer la proposition sous l’hypothe`se supple´mentaire que les pentes
de D˜ sont > 0. La proposition A.4 de [Ked07] nous dit qu’il existe alors deux (ϕ,GK)-
modules D˜et et M˜ tels que D˜et est e´tale et tels que l’on a une suite exacte :
0→ D˜→ D˜et → M˜→ 0.
En utilisant la proposition 3.2 et les deux suites exactes ci-dessus, ainsi que le fait que
X1(D˜et) = 0 et D˜et/(1− ϕ) = 0, on trouve que l’on a :
0 −−−→ X0(D˜) −−−→ X0(D˜et) −−−→ X
0(M˜) −−−→ X1(D˜) −−−→ 0∥∥∥
∥∥∥
∥∥∥
0 −−−→ D˜ϕ=1 −−−→ (D˜et)
ϕ=1 −−−→ (M˜)ϕ=1 −−−→ D˜/(1− ϕ) −−−→ 0,
ce qui fait que l’on a bien X1(D˜) ≃ D˜/(1− ϕ).
Remarque 3.4. — L’isomorphisme α : D˜/(1 − ϕ) → X1(D˜) peut eˆtre de´crit explici-
tement de la manie`re suivante. Par le the´ore`me 1.4 ci-dessus et le corollaire 1.1.6 de
[Ber08], l’application 1 − ϕ : D˜[1/t] → D˜[1/t] est surjective et si x ∈ D˜, il existe donc
y ∈ D˜[1/t] tel que (1 − ϕ)y = x. Si n ≫ 0, alors on a ϕ−n(y) ∈ WdR(D˜) et α(x) est par
de´finition l’image de ϕ−n(y) dans X1(D˜).
Ve´rifions que α est bien de´finie. Si l’on avait choisi y′ ∈ D˜[1/t] tel que (1−ϕ)y′ = x, alors
y − y′ ∈ (D˜[1/t])ϕ=1 et alors ϕ−n(y) et ϕ−n(y′) ont meˆme image modulo We(D˜) et donc
α(x) ne de´pend pas du choix de y. Ensuite, on a ϕ−(n+1)(y)−ϕ−n(y) = ϕ−(n+1)(1−ϕ)y =
ϕ−(n+1)(x) ∈ W+dR(D˜) et donc α(x) ne de´pend pas du choix de n≫ 0 ce qui fait que α(x)
est bien de´fini.
On peut voir directement que α est injective. Si α(x) = 0, c’est que pour tout n ≫ 0
on peut e´crire ϕ−n(y) = zn+wn avec zn ∈ W
+
dR(D˜) et wn ∈ We(D˜) et donc ϕ
−n(y−wn) ∈
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W+dR(D˜). On a alors :
ϕ−(n+1)(y − wn+1)− ϕ
−(n+1)(ϕ(y)− ϕ(wn)) = ϕ
−(n+1)(x)− (wn+1 − wn) ∈ W
+
dR(D˜),
ce qui fait (comme ϕ−(n+1)(x) ∈ W+dR(D˜)) que wn+1 − wn ∈ W
+
dR(D˜) ∩ We(D˜) = D˜
ϕ=1
par la proposition 3.2. Quitte a` modifier wn+1 par un e´le´ment de D˜
ϕ=1, on peut donc
supposer que wn ne de´pend pas de n, ce qui fait qu’il existe w ∈ (D˜[1/t])
ϕ=1 tel que
ϕ−n(y−w) ∈ W+dR(D˜) pour tout n≫ 0. Si l’on e´crit y−w =
∑d
i=1 bi⊗fi avec bi ∈ B˜
†
rig[1/t]
comme dans la de´monstration de la proposition 3.2, on trouve alors que ϕ−n(bi) ∈ B
+
dR
pour tout n≫ 0 ce qui fait que y −w ∈ D˜ et donc que x = (1− ϕ)y ∈ (1− ϕ)D˜ et donc
que α est injective. En revanche, le fait que α est surjective est moins e´vident et suit des
calculs sous-jacents a` la proposition 2.3.
Proposition 3.5. — Soit D˜ un (ϕ,GK)-module sur B˜
†
rig, s sa plus grande pente, k > 1
et b ∈ Z.
(1) Il existe deux (ϕ,GK)-modules D˜
1 et D˜2 sur B˜†rig qui sont isoclines de pente s et
tels que D˜ = (D˜<s ⊕ D˜
1)/D˜2 ;
(2) le Qp-espace vectoriel D˜
ϕk=pb est une presque Cp-repre´sentation.
De´monstration. — La de´monstration se fait par re´currence sur le nombre ℓ(D˜) de pentes
de D˜. Si ℓ(D˜) = 1, alors D˜ est isocline de pente s = a/h, et pour montrer le (1) il suffit de
prendre D˜1 = D˜ et D˜2 = 0 et le (2) suit de la proposition 1.3 qui dit que D˜ = B˜†rig⊗Qph Va,h
et de la proposition 2.2 qui dit que (B˜†rig⊗QphVa,h)
ϕk=pb est une presque Cp-repre´sentation.
Sinon, soit s = a/h la plus grande pente de D˜ ce qui fait que l’on a une suite exacte
0 → D˜<s → D˜ → D˜s → 0 ou` ℓ(D˜<s) = ℓ(D˜) − 1. En prenant les invariants par ϕ
h − pa,
on trouve :
0→ D˜ϕ
h=pa
<s → D˜
ϕh=pa → D˜ϕ
h=pa
s → D˜<s/(ϕ
h − pa).
Par le (2) de la proposition 1.5, on a D˜<s/(ϕ
h − pa) = 0 ; par ailleurs, D˜ϕ
h=pa
<s est une
presque Cp-repre´sentation par hypothe`se de re´currence et enfin par la proposition 1.3,
on peut e´crire D˜s = B˜
†
rig ⊗Qph Va,h et alors D˜
ϕh=pa
s = Va,h est de dimension finie sur Qp.
On peut alors appliquer le (2) de la proposition 2.4 qui nous fournit X ⊂ D˜ϕ
h=pa de
dimension finie qui s’envoie surjectivement sur Va,h. Quitte a` remplacer X par le Qph-
espace vectoriel qu’il engendre, on peut supposer que X est un Qph-espace vectoriel.
Posons alors D˜1 = B˜†rig ⊗Qph X ; il est isocline de pente s = a/h puisque X ⊂ D˜
ϕh=pa et
on a une application naturelle : D˜<s⊕ D˜
1 → D˜ qui est surjective. Son noyau D˜2 s’injecte
dans D˜1 et ses pentes sont donc > s (par le (a) de la proposition 4.5.14 de [Ked05]). Par
ailleurs, le lemme 3.4.3 de [Ked05] applique´ a` la suite 0 → D˜2 → D˜<s ⊕ D˜
1 → D˜ → 0
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implique que :
deg(D˜2) = deg(D˜<s) + deg(D˜
1)− deg(D˜) = deg(D˜1)− deg(D˜) = s · rg(D˜2),
ce qui fait que D˜2 est ne´cessairement isocline de pente s, ce qui montre le (1).
Pour montrer le (2), posons r = b/k et conside´rons la suite exacte :
0→ D˜6r → D˜→ D˜>r → 0.
En prenant les invariants par ϕk − pb, on trouve 0 → D˜ϕ
k=pb
6r → D˜
ϕk=pb → D˜ϕ
k=pb
>r et
par le (1) de la proposition 1.5, on a D˜ϕ
k=pb
>r = 0 ce qui fait que l’application naturelle
D˜ϕ
k=pb
6r → D˜
ϕk=pb est un isomorphisme. On peut donc supposer que les pentes de D˜ sont
6 r. Dans ce cas, le (1) nous donne une suite exacte :
0→ D˜2 → D˜<s ⊕ D˜
1 → D˜→ 0,
et en prenant les invariants par ϕk − pb, on trouve :
0→ (D˜2)ϕ
k=pb → D˜ϕ
k=pb
<s ⊕ (D˜
1)ϕ
k=pb → D˜ϕ
k=pb → D˜2/(ϕk − pb),
Comme s 6 r, le (2) de la proposition 1.1.4 nous dit que D˜2/(ϕk − pb) = 0. Par ailleurs,
(D˜1)ϕ
k=pb et (D˜2)ϕ
k=pb et D˜ϕ
k=pb
<s sont trois presque Cp-repre´sentations par hypothe`se de
re´currence ce qui fait que D˜ϕ
k=pb est elle-meˆme une presque Cp-repre´sentation.
De´monstration du the´ore`me 3.1. — Le (1) fait l’objet des propositions 3.2 et 3.3. Mon-
trons le (2). Le fait que X0(W ) est une presque Cp-repre´sentation suit de la proposition
3.2 qui dit que X0(W ) = D˜ϕ=1 et du (2) de la proposition 3.5 applique´e a` b/k = 0/1.
Le fait que X1(W ) est une presque Cp-repre´sentation se de´montre par re´currence sur le
nombre de pentes de D˜. Si D˜ est isocline, alors le re´sultat suit des propositions 1.3 et 2.3.
Sinon, le (1) de la proposition 3.5 nous fournit une suite exacte 0 → D˜2 → D˜<s ⊕ D˜
1 →
D˜→ 0 ou` D˜1 et D˜2 et D˜<s ont chacun moins de pentes que D˜ ce qui permet de montrer
par re´currence que X1(D˜) est une presque Cp-repre´sentation en utilisant la suite exacte
3.1 :
0→ X0(D˜2)→ X0(D˜<s ⊕ D˜
1)→ X0(D˜)→ X1(D˜2)→ X1(D˜<s ⊕ D˜
1)→ X1(D˜)→ 0.
Pour montrer le (3), observons que d’une part, l’application X0(D˜60)→ X
0(D˜) est un
isomorphisme et d’autre part si s 6 0, alors X1(D˜<s) = 0 et on a donc une suite exacte :
0→ X0(D˜<s)→ X
0(D˜)→ X0(D˜s)→ 0.
La dimension e´tant additive sur les suites exactes, on se rame`ne au cas ou` D˜ est isocline,
qui re´sulte alors de la proposition 1.3 et de la proposition 2.2. Le (4) se de´montre exacte-
ment de la meˆme manie`re, en utilisant la proposition 2.3. Ceci termine la de´monstration
du the´ore`me.
PRESQUE Cp-REPRE´SENTATIONS ET (ϕ,Γ)-MODULES 13
Remarque 3.6. — Notons pour re´fe´rence les proprie´te´s suivantes de X0 et X1 :
(1) les applications X0(D˜60)→ X
0(D˜) et X1(D˜)→ X1(D˜>0) sont des isomorphismes ;
(2) on a X0(D˜) = 0 si et seulement si les pentes de D˜ sont toutes > 0 et on a X1(D˜) = 0
si et seulement si les pentes de D˜ sont toutes 6 0.
4. Pleine fide´lite´ pour les Be-repre´sentations
L’objet de ce pararaphe est de de´montrer le the´ore`me suivant, qui re´pond par l’affir-
mative a` une question de Fontaine (voir la remarque en bas de la page 375 de [Fon03]).
The´ore`me 4.1. — Le foncteur d’oubli de la cate´gorie des Be-repre´sentations de GK
vers la cate´gorie des Qp-espaces vectoriels topologiques avec action line´aire et continue
de GK est pleinement fide`le.
Avant de montrer ce the´ore`me, de´finissons la topologie naturelle sur une Be-repre´sen-
tation. Rappelons que siWe est une Be-repre´sentation et que si l’on poseWdR = BdR⊗Be
We, alors (cf. le de´but du §3.5 de [Fon04]) la BdR-repre´sentation WdR admet un B
+
dR-
re´seau W+dR stable par GK . Si j > 0, alors W
j
e = We ∩ t
−jW+dR est, par les re´sultats du
paragraphe pre´ce´dent, une presque Cp-repre´sentation, et c’est notamment un objet de
B(GK). Comme on a We = ∪j>0W
j
e , la Be-repre´sentation We est une limite inductive
de´nombrable d’espaces de Banach et donc un espace LF. Par ailleurs, si l’on choisit un
B+dR-re´seau diffe´rent de WdR, alors comme deux tels re´seaux sont commensurables, on
trouve une structure d’espace LF home´omorphe a` la premie`re et la topologie de We qui
en re´sulte ne de´pend donc pas du choix de W+dR. La topologie d’une Be-repre´sentation est
alors la topologie d’espace LF que l’on a de´finie ci-dessus. Dans le cas ou`We = Be⊗Qp V ,
on retrouve la de´finition du de´but du §8.2 de [Fon03].
Rappelons que si f : E → F est une application line´aire continue d’espaces LF avec
E = ∪i>1Ei et F = ∪j>1Fj, alors par le the´ore`me de Baire, pour tout i il existe j tel
que f(Ei) ⊂ Fj et que re´ciproquement, une collection compatible de telles applications
de´finit une application continue d’espaces LF. En particulier, si f : We → Xe est un
morphisme de Be-repre´sentations, alors il est ne´cessairement continu et le foncteur d’oubli
RepBe(GK)→ RepLF (GK) est bien de´fini et il est manifestement fide`le ce qui fait que pour
montrer le the´ore`me, il suffit de montrer que toute application continue GK-e´quivariante
We → Xe est ne´cessairement Be-line´aire.
De´monstration du the´ore`me 4.1. — Si f : We → Xe est une application continue GK-
e´quivariante, alors pour tout i > 0, il existe j tel que f(We ∩ t
−iW+dR) ⊂ Xe ∩ t
−jX+dR.
Quitte a` modifier W+dR et X
+
dR, on peut supposer que f(We ∩W
+
dR) ⊂ Xe ∩ X
+
dR et que
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les pentes de (We,W
+
dR) sont 6 0. Cette dernie`re hypothe`se implique que les pentes de
(We, t
−iW+dR) sont 6 −i (rappelons que si D(W ) est le (ϕ,Γ)-module associe´ a` une B-
paire W = (We,W
+
dR), alors le (ϕ,Γ)-module associe´ a` W = (We, t
jW+dR) est t
jD(W )) et
en particulier que si i > 0, alors :
dimC(GK)(We ∩ t
−iW+dR)− dimC(GK)(We ∩W
+
dR) = i · rg(W )
et ht(We ∩ t
−iW+dR) = ht(We ∩W
+
dR) par le (3) du the´ore`me 3.1 ce qui fait que l’on a une
suite exacte :
0→ We ∩W
+
dR → We ∩ t
−iW+dR → t
−iW+dR/W
+
dR → 0,
et que si l’on choisit j tel que f(We ∩ t
−iW+dR) ⊂ Xe ∩ t
−jX+dR, alors f induit une appli-
cation continue et GK-e´quivariante f
ij
dR : t
−iW+dR/W
+
dR → t
−jX+dR/X
+
dR puisque l’on a un
diagramme :
0 −−−→ We ∩W
+
dR −−−→ We ∩ t
−iW+dR −−−→ t
−iW+dR/W
+
dR −−−→ 0
f
y f
y
y
0 −−−→ Xe ∩X
+
dR −−−→ Xe ∩ t
−jX+dR −−−→ t
−jX+dR/X
+
dR.
Le the´ore`me A’ de [Fon03] implique que f ijdR est B
+
dR-line´aire. On trouve que f induit
une application B+dR-line´aire f
i
dR : t
−iW+dR/W
+
dR → XdR/X
+
dR puis en passant a` la limite
une application B+dR-line´aire : fdR : WdR/W
+
dR → XdR/X
+
dR. Cette application induit
elle-meˆme une application B+dR-line´aire W
+
dR → X
+
dR (en passant au duaux) et donc une
application BdR-line´aire WdR → XdR ; comme We ⊂ WdR et Xe ⊂ XdR on trouve bien
que f est Be-line´aire.
Appendice A
Re´seaux et filtrations
Dans le §III de [Ber04] (la fin de la de´monstration du the´ore`me III.2.3) ainsi que
dans le §3.3 de [Ber08] (la fin de la de´monstration de la proposition 3.3.10), on utilise
implicitement le re´sultat qui suit. Comme sa version sans l’action de Γ est en fait fausse en
ge´ne´ral, il est utile de donner un e´nonce´ correct et sa de´monstration. Rappelons que si Γ
est un sous-groupe ouvert de Z×p , on note∇ = log(γ)/ logp(χ(γ)) pour γ ∈ Γ suffisamment
proche de 1.
Proposition A.1. — Soit D un K-espace vectoriel muni d’une action de Γ et M un
K[[t]]-re´seau stable par Γ de K((t)) ⊗K D.
Si l’on pose FiliD = tiM ∩D, alors M = Fil0(K((t))⊗K D), si l’on suppose qu’il existe
P (X) ∈ K[X ] ve´rifiant P (∇) = 0 sur D et P (X) ∧ P (X + j) = 1 pour tout j 6= 0.
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De´monstration. — Il est imme´diat que Fil0(K((t))⊗KD) ⊂M et nous allons donc ve´rifier
que l’on a bien M ⊂ Fil0(K((t)) ⊗K D). Soit e1, . . . , ed une base de D adapte´e a` la
filtration avec ei ∈ Fil
hiD et m ∈ M . On peut e´crire m =
∑d
i=1 αi(t)t
−hiei ou` αi(t) =
t−niα∗i (t) ∈ t
−niK[[t]]×. Si ni 6 0 pour tout i, alors m ∈ Fil
0(K((t))⊗KD) et il n’y a rien a`
montrer. Dans le cas contraire, soit n = maxi ni ; en e´crivant t
nm =
∑
n=ni
α∗i (t)t
−hiei +∑
n>ni
tn−niα∗i (t)t
−hiei, on trouve que
∑
n=ni
α∗i (t)t
−hiei ∈ tM et en posant xi = α
∗
i (0),
on en de´duit l’existence d’une relation non triviale :
t−h1x1 + · · ·+ t
−hdxd ∈ tM,
avec xj ∈ Fil
hjD \Filhj+1D pour tout j. Parmi toutes les relations de ce type, prenons-en
une non triviale de longueur minimale. Si on choisit k tel que xk 6= 0, alors on a :
P (∇+ hk)(t
−h1x1 + · · ·+ t
−hdxd) = t
−h1P (∇− h1 + hk)x1 + · · ·+ t
−hdP (∇− hd + hk)xd.
L’hypothe`se selon laquelle P (X)∧P (X+j) = 1 pour tout j 6= 0 et le fait que la filtration
de D est stable par Γ impliquent que si j 6= 0, alors P (∇ + j) est un isomorphisme de
FilhD/Filh+1D et comme l’on obtient ci-dessus une relation de longueur infe´rieure, et donc
nulle, la relation de de´part e´tait du type t−hkxk ∈ tM ce qui implique que xk ∈ Fil
hk+1D,
absurde. On avait donc bien ni 6 0 pour tout i et m ∈ Fil
0(K((t))⊗K D).
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