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The homotopy type of the space of
algebraic loops on a toric variety
Andrzej Kozlowski∗ and Kohhei Yamaguchi†
Abstract
We investigate the homotopy type of the space of tuples of poly-
nomials inducing base-point preserving algebraic maps from the circle
S1 to a toric variety XΣ. In particular, we prove a homotopy stability
result for this space by combining the Vassiliev spectral sequence [27]
and the scanning map [26].
1 Introduction
For two topological spaces X and Y with base-points, let Map∗(X, Y ) de-
note the space of all continuous based maps (i.e. base-point preserving maps)
f : X → Y with compact-open topology. When these two spaces have some
additional structure, e.g. that of a complex or symplectic manifold or an al-
gebraic variety, it is natural to consider the subspace S(X, Y ) ⊂ Map∗(X, Y )
of all based maps f which preserve this structure and to ask whether the
inclusion map i : S(X, Y )→ Map∗(X, Y ) is a homotopy or homology equiv-
alence up to some dimension. Early examples of this type of phenomenon
can be found in [9]. In many cases of interest the infinite dimensional space
S(X, Y ) has a filtration by finite dimensional subspaces, given by some kind
of “degree of maps”, and the topology of these finite dimensional spaces
approximates the topology of the entire space of continuous maps; the ap-
proximation becoming more accurate as the degree increases. A great deal of
attention has been devoted to problems of the above kind in the case where
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the “additional structure” in question is the structure of a complex manifold
(so that the structure preserving maps are holomorphic maps). The first
explicit result of this kind seems to have been the following theorem of Segal:
Theorem 1.1 (G. Segal, [26]). If d ∈ N, the inclusion map
id : Hol
∗
d(S
2,CPn)→ Map∗d(S2,CPn) = Ω2dCPn ≃ Ω2S2n+1
is a homotopy equivalence through dimension (2n−1)d−1. Here, we denote
by N the space of all positive integers and the space Hol∗d(S2,CPn) (resp.
Ω2dCP
n) denotes the space consisting of all based holomorphic (resp. based
continuous) maps f : S2 → CPn of degree d.1
Remark 1.2. Recall that a map g : V → W is called a homology (resp.
homotopy) equivalence through dimension N if the induced homomorphism
g∗ : Hk(V ;Z) → Hk(W ;Z) (resp. g∗ : πk(V ) → πk(W )) is an isomorphism
for all k ≤ N .
Segal conjectured that this theorem should have analogues for holomor-
phic maps from the Riemann sphere S2 (or even any compact Riemann sur-
face) to various complex manifolds Y. He also suggested that some analogues
may exists for higher dimensional complex manifolds in place of S2. All of
Segal’s conjectures have been shown to be true, although no fully satisfactory
general explanation of these phenomena has been found.
Guest [11] was the first one to consider Segal’s problem for the space of
holomorphic maps from S2 to a compact toric variety. His result was very
general but the stability dimension he obtained was rather low. A much
better stability bound was obtained by Mostovoy and Munguia-Villanueva
[24]. Using methods developed by Vassiliev and Mostovoy [23], they were
able to obtain a Segal type theorem for the case of spaces of holomorphic
maps from CPn for n ≥ 1 to complex compact toric varieties. Although their
method works with arbitrary CPn as source, for technical reasons the target
space has to be compact. That leaves out some interesting toric varieties for
which Segal’s type theorems still hold (see for example [17]). By replacing
Mostovoy’s approach (which relies on the Stone-Weierstrass Theorem) we
were able to prove the Mostovoy and Munguia-Villanueva result for a larger
class of target varieties but with CP1 = S2 as the source space and this is
stated as follows.
Theorem 1.3 ([20]). Let XΣ be a simply connected non-singular toric va-
riety associated to the fan Σ such that the condition (2.14.1) (see below) is
satisfied.2 Then if D = (d1, · · · , dr) ∈ Nr and
∑r
k=1 dknk = 0r, the inclusion
1The stablization dimension (2n− 1)d− 1 obtained by Segal is not optimal for n ≥ 2.
The optimal dimension is (2n− 1)(d+ 1)− 1 (see [17]).
2If XΣ is compact, the condition (2.14.1) is always satisfied (see Remark 2.8).
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map
iD,hol : Hol
∗
D(S
2, XΣ)
⊂−→ Ω2DXΣ
is a homotopy equivalence through dimension d∗(D,Σ) if rmin(Σ) ≥ 3 and a
homology equivalence through dimension d∗(D,Σ) = dmin − 2 if rmin(Σ) = 2.
Here, Ω2DXΣ (resp. Hol
∗
D(S
2, XΣ)) denotes the space of based continuous
(resp. based holomorphic) maps from S2 to XΣ of degree D, the number
rmin(Σ) is defined in (2.24) and d∗(D,Σ) is the number given by
(1.1) d∗(D,Σ) = (2rmin(Σ)−3)dmin−2, where dmin = min{d1, · · · , dr}.
In his seminal work Segal observed that a real analogue of his theorem
also holds. In fact, it was this real case that inspired the interest in the entire
area. He considered the space of real rational maps, that is pairs of monic
polynomials of the same degree with real coefficients and without common
(complex) roots (see [26, Proposition 1.4]).
Later in [13], [21] and [1], a different ‘real version’ of Seqal’s theory was
introduced; it involves looking at tuples of real polynomials of the same
degree without common real roots. One such case was considered in [14],
where the analogue of the Mostovoy and Munguia-Villanueva theorem was
proved for real rational maps from RPn to a compact complex toric variety.
The method used in it was the same as in [24] and it was limited only to case
of compact toric varieties. By imposing a condition involving common real
roots rather than complex ones, one can also study spaces of rational maps
from S1 to complex toric varieties.
An important difference between them is that tuples of polynomials with-
out common real roots no longer correspond to algebraic maps. For example,
a pair (p(z), q(z)) of monic polynomials of the same degree, without a com-
mon real root defines a unique rational (algebraic) map S1 → CP1 but by
multiplying both polynomials by the same monic polynomial without real
roots, we obtain the same rational map. Thus it is necessary to distinguish
between spaces of tuples of polynomials and that of rational maps - their
image in the space of continuous maps.
Now we can state the main result of this paper (precise definitions of all
the terms used will be given in §2).
Theorem 1.4 (Theorem 2.16, Theorem 2.20). Let D = (d1, · · · , dr) ∈ Nr
be an r-tuple of positive integers and let XΣ be a simply connected non-
singular toric variety associated to the fan Σ such that the condition (2.14.1)
is satisfied. Then the natural map
jD : Pol
∗
D(S
1, XΣ)→ ΩU(KΣ) ≃ ΩZKΣ
3
is a homotopy equivalence through dimension d(D,Σ), where dmin denotes
the positive integer dmin = min{d1, · · · , dr} and the number d(D,Σ) is given
by
(1.2) d(D,Σ) = 2(rmin(Σ)− 1)dmin − 2.
Here the space U(KΣ) (resp. ZKΣ) is the complement U(KΣ) of the coordi-
nate subspaces of type KΣ (resp. the moment-angle complex of the underly-
ing simplicial complex KΣ) and Pol∗D(S1, XΣ) denotes the space of r-tuples
(p1(z), . . . , pr(z)) ∈ C[z]r of monic polynomials of degrees d1, . . . , dr satisfy-
ing the condition (2.19.1). The image of this space under jD is contained in
the space Alg∗(S1, XΣ) of based algebraic loops on XΣ.
Corollary 1.5 (Corollary 2.17, Corollary 2.21). Under the same assumptions
as Theorem 1.4, there is a natural map
iD : Pol
∗
D(S
1, XΣ)→ ΩXΣ
which induces an isomorphism on homotopy groups
(iD)∗ : πk(Pol
∗
D(S
1, XΣ))
∼=−→ πk(ΩXΣ) ∼= πk+1(XΣ)
for any 2 ≤ k ≤ d(D,Σ).
This paper is organized as follows. In §2 we recall some basic facts about
toric varieties and the definitions needed to give precise statements of our
results. We also establish the notation that will be followed in the rest of the
paper and then give full statements of all the main results (Theorem 2.16,
Corollary 2.17, Theorem 2.20, Corollary 2.21, Corollary 2.18, Corollary 2.22),
which will be proved in §9. We also consider some example (Example 2.25).
In §3 we recall several definitions and known results from toric topology.
In §4, we recall the definitions of the non-degenerate simplicial resolution
and the associated truncated simplicial resolutions. In §5, we construct the
Vassiliev spectral sequence and compute its E1-terms. In §6 we define sta-
bilization maps and prove the homotopy stability (Theorem 6.5, Theorem
6.6). Moreover, we give the definition of the map jD when
∑r
k=1 dknk 6= 0n.
In §7 we recall the stable horizontal scanning map and prove that it is a
homotopy equivalence (Theorem 7.8). In §8 we give the proof of stability
result (Theorem 8.2) by using the stable scanning maps. Finally in §9 we
give the proofs of the main results of this paper.
2 Basic definitions and the main results
In this section we shall recall several basic definitions and facts for describing
the main results.
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Fans and toric varieties A convex rational polyhedral cone σ in Rn is a
subset of Rn of the form
σ = Cone(S) = Cone(m1, · · · ,ms) =
{ s∑
k=1
λkmk : λk ≥ 0 for any k
}
(2.1)
for a finite set S = {mk}sk=1 ⊂ Zn.3 A convex rational polyhedral cone σ
is called strongly convex if σ ∩ (−σ) = {0n}, and its dimension dim σ is the
dimension of the smallest subspace in Rn which contains σ. A face τ of σ is
a subset τ ⊂ σ of the form
(2.2) τ = σ ∩ {x ∈ Rn : L(x) = 0}
for some linear form L on Rn, such that L(x) ≥ 0 for any x ∈ σ. If
{k : L(mk) = 0, 1 ≤ k ≤ s} = {i1, · · · , it}, we easily see that τ =
Cone(mi1 , · · · ,mit). Thus, a face τ is also a strongly convex rational poly-
hedral cone if σ is so.
A finite collection Σ of strongly convex rational polyhedral cones in Rn is
called a fan in Rn if every face τ of σ ∈ Σ belongs to Σ and the intersection
of any two elements of Σ is a face of each.
An n dimensional irreducible normal variety X (over C) is called a toric
variety if it has a Zariski open subset TnC = (C
∗)n and the action of TnC on
itself extends to an action of TnC on X . The most significant property of a
toric variety is the fact that it is characterized up to isomorphism entirely by
its associated fan Σ. We denote by XΣ the toric variety associated to a fan
Σ (see [7] for the details).
Since the fan of TnC is {0n} and the case XΣ = TnC is trivial, we always
assume that any fan Σ in Rn satisfies the condition {0n} $ Σ.
Definition 2.1. Let Σ be a fan in Rn such that {0n} $ Σ and let
(2.3) Σ(1) = {ρ1, · · · , ρr}
denote the set of all one dimensional cones in Σ. For each integer 1 ≤ k ≤ r,
we denote by nk ∈ Zn the primitive generator of ρk, such that
(2.4) ρk ∩ Zn = Z≥0 · nk.
Note that ρk = Cone(nk) = R≥0 · nk for each 1 ≤ k ≤ r.
3When S is the emptyset ∅, we set Cone(∅) = {0n} and we may also regard it as one
of strongly convex rational polyhedral cones in Rn, where we denote by 0n the zero vector
in Rn defined by 0n = (0, · · · , 0) ∈ Rn.
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Polyhedral products Next, recall the definition of polyhedral products.
Definition 2.2. Let K be a simplicial complex on the vertex set [r] =
{1, 2, · · · , r},4 and let (X,A) = {(X1, A1), · · · , (Xr, Ar)} be a set of pairs of
based spaces such that Ai ⊂ Xi for each 1 ≤ i ≤ r.
(i) Let ZK(X,A) denote the polyhedral product of (X,A) with respect to
K given by the union
ZK(X,A) =
⋃
σ∈K
(X,A)σ, where we set(2.5)
(X,A)σ = {(x1, · · · , xr) ∈ X1 × · · · ×Xr : xk ∈ Ak if k /∈ σ}.
When (Xi, Ai) = (X,A) for each 1 ≤ i ≤ r, we write ZK(X,A) = ZK(X,A).
(ii) For a subset σ ⊂ [r], let Lσ denote the coordinate subspace of Cr
defined by
(2.6) Lσ = {(x1, · · · , xr) ∈ Cr : xi = 0 if i ∈ σ}.
Define the complement U(K) of the coordinate subspaces of type K by
U(K) = Cr \
⋃
σ∈I(K)
Lσ where we set I(K) = {σ ⊂ [r] : σ /∈ K}.(2.7)
(iii) For a fan Σ in Rn, let KΣ denote the underlying simplicial complex
of Σ defined by
(2.8) KΣ =
{
{i1, · · · , is} ⊂ [r] : Cone(n i1 ,n i2, · · · ,n is) ∈ Σ
}
.
Note that KΣ is a simplicial complex on the vertex set [r].
Remark 2.3. (i) It is easy to see that the following equality holds:
(2.9) U(K) = ZK(C,C∗).
(ii) The fan Σ is completely determined by the pair (KΣ, {nk}rk=1).
Indeed, if we set C(σ) = Cone(ni1 , · · · ,nis) for σ = {i1, · · · , is} ⊂ [r] and
C(∅) = {0n}, then it is easy to see that Σ = {C(σ) : σ ∈ KΣ}.
4Let K be some set of subsets of [r]. Then the set K is called an abstract simplicial
complex on the vertex set [r] if the following condition holds: if τ ⊂ σ and σ ∈ K, then
τ ∈ K. In this paper by a simplicial complex K we always mean an an abstract simplicial
complex, and we always assume that a simplicial complex K contains the empty set ∅.
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Homogenous coordinates Recall the homogenous coordinates on toric
varieties. Let Σ be a fan in Rn as in Definition 2.1.
Definition 2.4. (i) Let GΣ ⊂ TrC = (C∗)r denote the multiplicative subgroup
of TrC defined by
(2.10) GΣ = {(µ1, · · · , µr) ∈ TrC :
r∏
k=1
(µk)
〈nk,m〉 = 1 for all m ∈ Zn},
where 〈 , 〉 denotes the standard inner product on Rn given by 〈u , v〉 =∑n
k=1 ukvk for u = (u1, · · · , un) and v = (v1, · · · , vn) ∈ Rn.
(ii) Consider the natural GΣ-action on ZKΣ(C,C∗) given by coordinate-
wise multiplication, i.e.
(2.11) µ · x = (µ1x1, · · · , µrxr)
for (µ, x) = ((µ1, · · · , µr), (x1, · · · , xr)) ∈ GΣ ×ZKΣ(C,C∗). We denote by
(2.12) ZKΣ(C,C∗)/GΣ = U(KΣ)/GΣ
the corresponding orbit space and let
(2.13) qΣ : ZKΣ(C,C∗)→ ZKΣ(C,C∗)/GΣ = U(KΣ)/GΣ
denote the canonical projection.
The following theorem, which plays a crucial role in the proof of our main
result, states that in a toric variety, under certain mild conditions, one can
construct “homogeneous coordinates” similar to those in a projective space.
Theorem 2.5 ([5], Theorem 2.1). If the set {nk}rk=1 of all primitive gener-
ators spans Rn (i.e.
∑r
k=1R · nk = Rn), there is a natural isomorphism
(2.14) XΣ ∼= ZKΣ(C,C∗)/GΣ = U(KΣ)/GΣ.
By using the above result we can obtain the following result whose proof
is postponed in the last part of this section.
Lemma 2.6 (cf. [6], Theorem 3.1). Suppose that the set {nk}rk=1 of all
primitive generators spans Rn, and let fk ∈ C[z0, · · · , zm] be a homogenous
polynomial of the degree d∗k for each 1 ≤ k ≤ r such that the polynomials
{fk}k∈σ have no common real root except 0m+1 ∈ Rm+1 for each σ ∈ I(KΣ).
Then there is a unique map f : RPm → XΣ such that the following diagram
Rm+1 \ {0} (f1,··· ,fr)−−−−−→ U(KΣ) = ZKΣ(C,C∗)
γm
y qΣy
RPm
f−−−→ U(KΣ)/GΣ = XΣ
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is commutative if and only if
∑r
k=1 d
∗
knk = 0n, where γm : R
m+1 \ {0} →
RPm denotes the canonical double covering and the map qΣ is the canonical
projection induced from the identification (2.14).
Remark 2.7. We call the map f determined by an r-tuple (f1, · · · , fr) of
homogenous polynomials as an algebraic map and we write f = [f1, · · · , fr].
Note that two different such r-tuples of polynomials can determine the same
maps. For example, suppose that (f1, · · · , fr) is the r-tuple of homogenous
polynomials in C[z0, · · · , zm] of degree d∗1, · · · , d∗r satisfying the condition
given in Lemma 2.6. Then if (a1, · · · , ar) ∈ Nr is the r-tuple of positive
integers and it satisfies the condition
∑r
k=1 d
∗
knk =
∑r
k=1 aknk = 0n, we can
easily see that f = [f1, · · · , fr] = [ga1f1, · · · , garfr] = [ha1f1, · · · , harfr] for
g =
∑m
k=0 z
2
k and h = (z0 + z1)
2 +
∑m
k=2 z
2
k.
Assumptions Let Σ be a fan in Rn satisfying the condition (2.3) as in
Definition 2.1. From now on, we assume that the following two conditions
hold.
(2.14.1) There is an r-tuple D∗ = (d
∗
1, · · · , d∗r) ∈ Nr of positive integers such
that
∑r
k=1 d
∗
knk = 0n.
(2.14.2) The set {nk}rk=1 of primitive generators spans Zn over Z.
Remark 2.8. (i) Note that XΣ is a compact iff
⋃
σ∈Σ σ = R
n [7, Theorem
3.4.1]. Note also that XΣ is simply connected if and only if
∑r
k=1Z ·nk = Zn
(see Lemma 3.4 below). Hence, the condition (2.14.2) always holds if XΣ is
compact or simply connected. On the other hand, if the condition (2.14.2)
holds, one can easily see that the set {nk}rk=1 spans Rn over R, and there is
an isomorphism (2.14) for the space XΣ.
(ii) We know that the condition (2.14.1) holds if XΣ is compact and non-
singular [6, Theorem 3.1].
(iii) Let Σ denote the fan in R2 given by Σ = {{02},Cone(n1),Cone(n2)}
for the standard basis n1 = e1 = (1, 0), n2 = e2 = (0, 1). Then the toric
variety XΣ of Σ is C2 which has trivial homogenous coordinates. It is clearly
a (simply connected) smooth toric variety, and the condition (2.14.1) also
holds. However, in this case,
∑2
k=1 d
∗
knk = 02 iff (d
∗
1, d
∗
2) = (0, 0). Hence, it
follows from Lemma 2.6 that there are no algebraic maps RPm → XΣ = C2
other than the constant maps. Assuming the condition (2.14.1) guarantees
the existence of non-trivial algebraic maps RPm → XΣ. Of course, it would
be sufficient to assume that D = (d1, . . . , dr) 6= (0, . . . 0) but if di = 0 for
some i, then the number d(D,Σ) (defined in (2.25)) is not a positive integer
and our assertion (Theorem 2.16 below) is vacuous. For this reason, we will
assume the condition d∗k ≥ 1 for each 1 ≤ k ≤ r in (2.14.1).
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Spaces of tuples of polynomials which define algebraic maps Let
XΣ be a non-singular toric variety and make the identificationXΣ = U(KΣ)/GΣ.
Let z0, · · · , zm be variables.
Now we consider the space of all tuples of polynomials which define based
algebraic maps.
Definition 2.9. (i) For each d,m ∈ N, let Hdm(C) denote the space of all
homogenous polynomials f(z0, · · · , zm) ∈ C[z0, · · · , zm] of degree d.
(ii) For each r-tuple D = (d1, · · · , dr) ∈ Nr, let Pol∗D(RPm, XΣ) denote
the space of r-tuples
f = (f1(z0, · · · , zm), · · · , fr(z0, · · · , zm)) ∈ Hd1m (C)× · · · × Hdrm (C)
of homogenous polynomials satisfying the following two conditions:
(2.15.1) f(x ) = (f1(x ), · · · , fr(x )) ∈ U(KΣ) for any point x = (x0, · · · , xm) ∈
Rm+1 \ {0m+1}.
(2.15.2) f(e1) = (f1(e1), · · · , fr(e1)) = (1, 1, · · · , 1), i.e. the coefficient of
(z0)
dk in fk(z0, · · · , zm) is 1 for each 1 ≤ k ≤ r, where we write
e1 = (1, 0, · · · , 0) ∈ Rm+1.
Definition 2.10. We always assume the identification XΣ = U(KΣ)/GΣ,
denote by [y1, · · · , yr] the point in XΣ represented by (y1, · · · , yr) ∈ U(KΣ),
and choose the two points [1 : 0 : · · · : 0] ∈ RPm and ∗ = [1, · · · , 1] ∈ XΣ as
the base-points of RPm and XΣ respectively.
Let D = (d1, · · · , dr) ∈ Nr be an r-tuple of positive integers such that∑r
k=1 dknk = 0n. Then by using Lemma 2.6, for each r-tuple
f = (f1(z0, · · · , zm), · · · , fr(z0, · · · , zm)) ∈ Pol∗D(RPm, XΣ)
one can define based algebraic map
[f ] = [f1, · · · , fr] : (RPm, [e1])→ (XΣ, ∗) by(2.15)
[f ]([x ]) = [f1(x ), · · · , fr(x )](2.16)
for [x ] = [x0 : · · · : xm] ∈ RPm, where x = (x0, · · · , xm) ∈ Rm+1 \ {0m+1}.
Hence, we obtain the natural map
(2.17) iD,m : Pol
∗
D(RP
m, XΣ)→ Map∗D(RPm, XΣ) given by
(2.18) iD,m(f) = [f ] = [f1, · · · , fr]
for f = (f1(z0, · · · , zm), · · · , fr(z0, · · · , zm)) ∈ Pol∗D(RPm, XΣ), where we
denote by Map∗D(RP
m, XΣ) the path-component of Map
∗(RPm, XΣ) which
contains all algebraic maps of degree D.
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Remark 2.11. When m = 1, we make the identification RP1 = S1 = R∪∞
and choose the points ∞ as the base-point of RP1. Then, by setting z = z0
z1
,
we can view a homogenous polynomial f(z0, z1) ∈ C[z0, z1] of degree d as a
monic polynomial fk(z) ∈ C[z] of degree d.
Thus, when m = 1, one can redefine the space Pol∗D(S
1, XΣ) as follows.
Definition 2.12. (i) Let Pd(C) denote the space of all monic polynomials
f(z) = zd + a1z
d−1 + · · ·+ ad−1z + ad ∈ C[z] of degree d, and let
(2.19) PD = Pd1(C)× Pd2(C)× · · · × Pdr(C).
Note that there is a homeomorphism φ : Pd(C) ∼= Cd given by φ(zd +∑d
k=1 akz
d−k) = (a1, · · · , ad) ∈ Cd.
(ii) For any r-tuple D = (d1, · · · , dr) ∈ Nr, let Pol∗D(S1, XΣ) denote the
space of all r-tuples (f1(z), · · · , fr(z)) ∈ PD of monic polynomials satisfying
the following condition (†):
(†) The polynomials fi1(z), · · · , fis(z) have no common real root for any
σ = {i1, · · · , is} ∈ I(KΣ), i.e. (fi1(α), · · · , fis(α)) 6= 0s for any α ∈ R.
When the condition
∑r
k=1 dknk = 0n holds, by identifying XΣ = U(KΣ)/GΣ
and RP1 = S1 = R ∪∞, one can define a natural map
(2.20) iD = iD,1 : Pol
∗
D(S
1, XΣ)→ Map∗(S1, XΣ) = ΩXΣ by
(2.21) iD(f1(z), · · · , fr(z))(α) =
{
[f1(α), · · · , fr(α)] if α ∈ R
[1, 1, · · · , 1] if α =∞
for (f1(z), · · · , fr(z)) ∈ Pol∗D(S1, XΣ) and α ∈ S1 = R∪∞, where we choose
the points ∞ and [1, 1, · · · , 1] as the base-points of S1 and XΣ.
Note that Pol∗D(S
1, XΣ) is simply connected (which will be proved in
Proposition 5.9) and that the map ΩqΣ : ΩU(KΣ) → ΩXΣ is a universal
covering (which will be shown in Lemma 3.4). Thus, when
∑r
k=1 dknk = 0n,
the map iD lifts to the space ΩZKΣ and there is a map
(2.22) jD : Pol
∗
D(S
1, XΣ)→ ΩU(KΣ) ≃ ΩZKΣ
such that
(2.23) ΩqΣ ◦ jD = iD.
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Remark 2.13. (i) Note that Pol∗D(S
1, XΣ) is path-connected (see (ii) of
Remark 7.4), and that XΣ is simply connected if the condition (2.14.2) is
satisfied (see (i) of Lemma 3.4).
(ii) Even if
∑r
k=1 dknk 6= 0n we can define the two maps
iD : Pol
∗
D(S
1, XΣ)→ ΩXΣ, jD : Pol∗D(S1, XΣ)→ ΩU(KΣ)
and this will be done in §6 (see (6.17) in detail).
Now we need to define the numbers rmin(Σ) and d(D,Σ).
Definition 2.14. Let Σ be a fan in Rn as in Definition 2.1.
(i) We say that a set S = {n i1 , · · · ,n is} is primitive in Σ if Cone(S) /∈ Σ
but Cone(T ) ∈ Σ for any proper subset T $ S.
(ii) For D = (d1, · · · , dr) ∈ Nr define integers rmin(Σ) and d(D,Σ;m) by
(2.24)

rmin(Σ) = min{s ∈ N : {n i1 , · · · ,n is} is primitive in Σ},
d(D,Σ;m) = (2rmin(Σ)−m− 1)dmin − 2, where
dmin = min{d1, · · · , dr}.
In particular, when m = 1 we also define the positive integer d(D,Σ) by
(2.25) d(D,Σ) = d(D,Σ; 1) = (2rmin(Σ)− 2)dmin − 2.
Now recall the following result.
Theorem 2.15 ([14]). Let m ≥ 2 be a positive integer, XΣ be a compact
smooth toric variety and D = (d1, · · · , dr) ∈ Nr be an r-tuple of positive
integers such that
∑r
k=1 dknk = 0n. Then the natural map
iD,m : Pol
∗
D(RP
m, XΣ)→ Map∗D(RPm, XΣ)
is a homology equivalence through dimension d(D,Σ;m).
Note that the above result does not hold for the case m = 1. For example,
this can be seen in [13] for the case XΣ = CPn. In fact, the main purpose of
this paper is to investigate the result corresponding to this theorem for the
case m = 1.
The main results More precisely the main results of this paper are as
follows.
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Theorem 2.16. Let D = (d1, · · · , dr) ∈ Nr be an r-tuple of positive integers
satisfying the condition
∑r
k=1 dknk = 0n, and let XΣ be a simply connected
non-singular toric variety such that the condition (2.14.1) holds.
Then the map
jD : Pol
∗
D(S
1, XΣ)→ ΩU(KΣ) ≃ ΩZKΣ
is a homotopy equivalence through dimension d(D,Σ).
Corollary 2.17. Under the same assumption as in Theorem 2.16, the map
iD : Pol
∗
D(S
1, XΣ)→ ΩXΣ induces an isomorphism
(iD)∗ : πk(Pol
∗
D(S
1, XΣ))
∼=−→ πk(ΩXΣ) ∼= πk+1(XΣ)
for any 2 ≤ k ≤ d(D,Σ).
Corollary 2.18. Let D = (d1, · · · , dr) ∈ Nr be an r-tuple of positive integers
satisfying the condition
∑r
k=1 dknk = 0n, and let XΣ be a simply connected
compact non-singular toric variety. Let Σ(1) denote the set of all one dimen-
sional cones in Σ, and Σ1 any fan in Rn such that Σ(1) ⊂ Σ1 $ Σ.
(i) Then XΣ1 is a non-singular open toric subvariety of XΣ and the map
jD : Pol
∗
D(S
1, XΣ1)→ ΩU(KΣ) ≃ ΩZΣ1
is a homotopy equivalence through dimension d(D,Σ1).
(ii) Moreover, the map iD : Pol
∗
D(S
1, XΣ1) → ΩXΣ1 induces the isomor-
phism
(iD)∗ : πk(Pol
∗
D(S
1, XΣ1))
∼=−→ πk(ΩXΣ1) ∼= πk+1(XΣ1)
for any 2 ≤ k ≤ d(D,Σ1).
Remark 2.19. If XΣ is compact, the condition (2.14.1) is satisfied (see (ii)
of Remark 2.8) and one can prove the above two results (Theorem 2.16,
Corollary 2.17) by using [14, Theorem 6.2]. However, the proof given in [14]
uses the Stone-Weierstrass theorem and it cannot be applied when XΣ is not
compact.
Finally consider the r-tupleD = (d1, · · · , dr) ∈ Nr such that
∑r
k=1 dknk 6=
0n. Then the map iD is not well-defined (see Lemma 2.6). However, even in
this situation we have a map jD : Pol
∗
D(S
1, XΣ) → ΩZKΣ and the following
result holds.
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Theorem 2.20. Let D = (d1, · · · , dr) ∈ Nr be an r-tuple of positive integers
such that
∑r
k=1 dknk 6= 0n, and let XΣ be a simply connected non-singular
toric variety such that the condition (2.14.1) holds.
Then the map defined by (6.16)
jD : Pol
∗
D(S
1, XΣ)→ ΩU(KΣ) ≃ ΩZKΣ
is a homotopy equivalence thorough dimension d(D,Σ).
Corollary 2.21. Under the same assumption as Theorem 2.20, the map
iD = (ΩqΣ) ◦ jD : Pol∗D(S1, XΣ)→ ΩXΣ
induces an isomorphism
(iD)∗ : πk(Pol
∗
D(S
1, XΣ))
∼=−→ πk(ΩXΣ) ∼= πk+1(XΣ)
for any 2 ≤ k ≤ d(D,Σ).
Since XΣ is compact and Σ(1) ⊂ Σ1 $ Σ, the condition (2.14.1) holds
for the fan Σ1 and we obtain the following result by using Theorem 2.20 and
Corollary 2.21.
Corollary 2.22. Let D = (d1, · · · , dr) ∈ Nr be an r-tuple of positive integers,
and let XΣ be a simply connected compact non-singular toric variety. Let
Σ(1) denote the set of all one dimensional cones in Σ, and Σ1 any fan in Rn
such that Σ(1) ⊂ Σ1 $ Σ.
(i) Then XΣ1 is a non-singular open toric subvariety of XΣ and the map
jD : Pol
∗
D(S
1, XΣ1)→ ΩU(KΣ1) ≃ ΩZΣ1
is a homotopy equivalence through dimesnion d(D,Σ1).
(ii) Furthermore, the map iD : Pol
∗
D(S
1, XΣ1) → ΩXΣ1 induces the iso-
morphism
(iD)∗ : πk(Pol
∗
D(S
1, XΣ1))
∼=−→ πk(ΩXΣ1) ∼= πk+1(XΣ1)
for any 2 ≤ k ≤ d(D,Σ1).
Remark 2.23. The map iD is well-defined only when
∑r
k=1 dknk = 0n.
Hence, when
∑r
k=1 dknk 6= 0n, there is no map jD : Pol∗D(S1, XΣ) → ΩZKΣ
satisfying the condition (2.23). However, even if
∑r
k=1 dknk 6= 0n we can
define the map jD : Pol
∗
D(S
1, XΣ) → ΩZKΣ by using the map jD0 (for some
D0 = (m0d
∗
1, · · · , m0d∗r) ∈ Nr) and the stabilization map sD,D0. In fact, In
this case the maps jD and iD are defined by jD = jD0◦sD,D0 and iD = ΩqΣ◦jD
(see (6.16) and (9.1) in detail). So the condition (2.23) still holds.
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Examples Since the case XΣ = CPn of Corollary 2.18 was treated in [15],
consider the case that XΣ is the Hirzerbruch surface H(k).
Definition 2.24. For an integer k ∈ Z, let H(k) be the Hirzerbruch surface
defined by
H(k) =
{
([x0 : x1 : x2], [y1 : y2]) ∈ CP2 × CP1 : x1yk1 = x2yk2
} ⊂ CP2 × CP1.
Since there are isomorphisms H(−k) ∼= H(k) for k 6= 0 and H(0) ∼= CP1 ×
CP1, without loss of generality we can assume that k ≥ 1. Let Σk denote
the fan in R2 given by
Σk =
{
Cone(ni,ni+1) (1 ≤ i ≤ 3),Cone(n4,n1),Cone(nj) (1 ≤ j ≤ 4), {0}
}
,
where we set n1 = (1, 0), n2 = (0, 1), n3 = (−1, k), n4 = (0,−1).
It is easy to see that Σk is the fan of H(k) and that H(k) is a compact
non-singular toric variety. Note that Σk(1) = {Cone(ni) : 1 ≤ i ≤ 4}. Since
{n1,n3} and {n2,n4} are only primitive in Σk, rmin(Σk) = 2.
Moreover, for D = (d1, d2, d3, d4) ∈ N4 the equality
∑4
k=1 dknk = 02
holds iff (d3, d4) = (d1, kd1 + d2). Thus, if
∑4
k=1 dknk = 02, we have dmin =
min{d1, d2, d3, d4} = min{d1, d2}.
By Corollary 2.18 and Corollary 2.22 we have:
Example 2.25. Let D = (d1, d2, d3, d4) ∈ N4, k ∈ N, and Σ be a fan in R2
such that Σk(1) = {Cone(ni) : 1 ≤ i ≤ 4} ⊂ Σ ⊂ Σk as in Definition 2.24.
(i) XΣ is a non-singular open toric subvariety of H(k) if Σ $ Σk.
(ii) If
∑4
k=1 dknk = 02, the equality (d3, d4) = (d1, kd1+ d2) holds and the
map jD : Pol
∗
D(S
1, XΣ) → ΩZKΣ is a homotopy equivalence through dimen-
sion 2min{d1, d2}−2. Moreover, the map iD : Pol∗D(S1, XΣ)→ ΩXΣ induces
an isomorphism
(iD)∗ : πk(Pol
∗
D(S
1, XΣ))
∼=−→ πk(ΩXΣ) ∼= πk+1(XΣ)
for any 2 ≤ k ≤ 2min{d1, d2} − 2.
(iii) If
∑4
k=1 dknk 6= 02, the map jD : Pol∗D(S1, XΣ) → ΩZKΣ is a ho-
motopy equivalence through dimension 2min{d1, d2, d3, d4} − 2, and the map
iD : Pol
∗
D(S
1, XΣ)→ ΩXΣ induces an isomorphism
(iD)∗ : πk(Pol
∗
D(S
1, XΣ))
∼=−→ πk(ΩXΣ) ∼= πk+1(XΣ)
for any 2 ≤ k ≤ 2min{d1, d2, d3, d4} − 2.
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Remark 2.26. (i) There are 15 non isomorphic (as varieties) non-compact
subvarieties XΣ of H(k) which satisfy the assumption of Corollary 2.25.
(ii) Note that there is an isomorphism
(2.26) π2(XΣ) ∼= Zr−n (see Lemma 3.4 below),
in general. So (r− n) of the r positive integers {dk}rk=1 can be chosen freely.
For example, in Example 2.24, (r, n) = (4, 2) and r − n = 4 − 2 = 2. In
this case, only two positive integers d1, d2 can be chosen freely and the other
integers d3 and d4 are determined by uniquely as (d3, d4) = (d1, kd1+d2).
Finally in this section we give the proof of Lemma 2.6.
Proof of Lemma 2.6. It follows from the assumptions that we can identify
XΣ = U(KΣ)/GΣ and that the map F = (f1, · · · , fr) : Rm+1 \ {0m+1} →
U(KΣ) is well-defined. Thus, it suffices to show that F (λx) = F (x) up to
GΣ-action for any (λ, x) ∈ R∗ × (Rm+1 \ {0m+1}) iff
∑r
k=1 dknk = 0n. Since
fk is a homogenous polynomial of degree dk, by using (2.11) we have
F (λx) = (f1(λx), · · · , fr(λx)) = (λd1f1(x), · · · , λdrfr(x))
= (λd1 , · · · , λdr) · (f1(x), · · · , fr(x)).
Hence, it remains to show that (λd1 , · · · , λdr) ∈ GΣ for any λ ∈ R∗ iff∑r
k=1 dknk = 0n. However, (λ
d1 , · · · , λdr) ∈ GΣ for any λ ∈ R∗ iff
r∏
k=1
(λdk)〈nk,m〉 = λ〈
∑r
k=1 dknk,m〉 = 1 for any m ∈ Zn ⇔
r∑
k=1
dknk = 0n
and this completes the proof.
3 Polyhedral products and toric varieties
In this section, we recall several known results from toric topology.
Definition 3.1 ([3]; Example 6.39). Let K be a simplicial complex on the
vertex set [r].
(i) Then we denote by ZK and DJ(K) the moment-angle complex of K
and the Davis-Januszkiewicz space of K defined by
(3.1) ZK = ZK(D2, S1), DJ(K) = ZK(CP∞, ∗).
(ii) Let ιK : ZK = ZK(D2, S1) → DJ(K) = ZK(CP∞, ∗) denote the
natural map induced from the following composite of maps
(3.2) (D2, S1)
pin−→ (S2, ∗) = (CP1, ∗) ⊂−→ (CP∞, ∗),
where pin : (D2, S1)→ (S2, ∗) denotes the natural pinching map.
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Lemma 3.2 ([3], [20]). Let K be a simplicial complex on the vertex set [r].
(i) The space ZK is 2-connected and there is an Tr-equivariant deforma-
tion retraction
(3.3) rC : U(K) = ZK(C,C∗) ≃−→ ZK , where Tr = (S1)r.
(ii) There is a fibration sequence (up to homotopy)
(3.4) ZK ιK−→ DJ(K) ⊂−→ (CP∞)r
(iii) If XΣ is a simply connected non-singular toric variety satisfying the
condition (2.14.1), there is a fibration sequence (up to homotopy)
(3.5) TnC = (C
∗)n −→ XΣ pΣ−→ DJ(KΣ).
Proof. The assertions follow from [3, Theorem 6.33, Theorem 8.9], [3, Theo-
rem 6.29, Corollary 6.30] and [20, Proposition 4.4].
Lemma 3.3 ([25]; (6.2) and Proposition 6.7). Let XΣ be a non-singular toric
variety such that the condition (2.14.2) holds. Then there is an isomorphism
(3.6) GΣ ∼= Tr−nC = (C∗)r−n,
and the group GΣ acts on the space ZKΣ(C,C∗) freely. So there is a principal
GΣ-bundle
(3.7) qΣ : U(KΣ) = ZKΣ(C,C∗)→ XΣ.
Lemma 3.4. (i) The space XΣ is simply connected if and only if the condition
(2.14.2) is satisfied.
(ii) If XΣ is a simply connected non-singular toric variety, π2(XΣ) = Zr−n
and the map
(3.8) ΩqΣ : ΩZKΣ → ΩXΣ
is a universal covering projection with fiber Zr−n.
Proof. The assertion (i) easily follows from [7, Theorem 12.1.10], and it suf-
fices to show (ii). By Lemma 3.2 and (3.3), ZKΣ(C,C∗) ≃ ZKΣ is 2-connected.
Then by using the homotopy exact sequence of the principal GΣ-bundle (3.7)
and the isomorphism (3.6), we easily see that π2(XΣ) = Zr−n and that ΩqΣ
is a universal covering (up to homotopy).
Remark 3.5. If XΣ is a simply connected non-singular toric variety satisfy-
ing the condition (2.14.1), one can show that there is a homotopy equivalence
(3.9) ΩXΣ ≃ ΩZKΣ × Tr−n.
Although this can be proved by using (3.3), (3.6) and (3.7), we do not need
this fact and omit the detail.
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4 Simplicial resolutions
In this section, we summarize the definitions of the non-degenerate simplicial
resolution and the associated truncated simplicial resolutions ([22], [27]).
Definition 4.1. (i) For a finite set v = {v1, · · · , vl} ⊂ RN , let σ(v) denote
the convex hull spanned by v . Let h : X → Y be a surjective map such that
h−1(y) is a finite set for any y ∈ Y , and let i : X → RN be an embedding.
Let X∆ and h∆ : X∆ → Y denote the space and the map defined by
(4.1) X∆ = {(y, u) ∈ Y ×RN : u ∈ σ(i(h−1(y)))} ⊂ Y ×RN , h∆(y, u) = y.
The pair (X∆, h∆) is called the simplicial resolution of (h, i). In particular, it
is called a non-degenerate simplicial resolution if for each y ∈ Y any k points
of i(h−1(y)) span (k − 1)-dimensional simplex of RN .
(ii) For each k ≥ 0, let X∆k ⊂ X∆ be the subspace of the union of the
(k − 1)-skeletons of the simplices over all the points y in Y given by
(4.2) X∆k =
{
(y, u) ∈ X∆ : u ∈ σ(v), v = {v1, · · · , vl} ⊂ i(h−1(y)), l ≤ k
}
.
We make the identification X = X∆1 by identifying x ∈ X with the pair
(h(x), i(x)) ∈ X∆1 , and we note that there is an increasing filtration
(4.3) ∅ = X∆0 ⊂ X = X∆1 ⊂ X∆2 ⊂ · · · ⊂ X∆k ⊂ · · · ⊂
∞⋃
k=0
X∆k = X∆.
Since the map h∆ : X∆ → Y is a proper map, it extends to the map h∆+ :
X∆+ → Y+ between the one-point compactifications, where X+ denotes the
one-point compactification of a locally compact space X .
(iii) A space X ⊂ Rn is called semi-algebraic if it is a subspace of the form
X =
⋃s
i=1
⋂ri
j=1{(x1, · · · , xn) ∈ Rn : fij ∗ij 0}, where fij ∈ R[X1, · · · , xn]
and ∗ij is either < or =, for i = 1, · · · s and j = 1, · · · , ri. Similarly, when
X ⊂ Rn and Y ⊂ Rm are semi-algebraic spaces, a map f : X → Y is a
semi-algebraic map if the graph of f is semi-algebraic.
Lemma 4.2 ([27], [28] (cf. Lemma 3.3 in [18])). Let h : X → Y be a
surjective map such that h−1(y) is a finite set for any y ∈ Y, and let i : X →
RN be an embedding.
(i) If X and Y are semi-algebraic spaces and the two maps h, i are semi-
algebraic maps, then the map h∆+ : X∆+ ≃→ Y+ is a homotopy equivalence.
(ii) There is an embedding j : X → RM such that the associated simplicial
resolution (X˜∆, h˜∆) of (h, j) is non-degenerate.
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(iii) If there is an embedding j : X → RM such that the associated simpli-
cial resolution (X˜∆, h˜∆) of (h, j) is non-degenerate, the space X˜∆ is uniquely
determined up to homeomorphism. Moreover, there is a filtration preserving
homotopy equivalence q∆ : X˜∆ ≃→ X∆ such that q∆|X = idX .
Remark 4.3. In this paper we only need the weaker assertion that the map
h∆+ is a homology equivalence. One can easily prove this result by the same
argument as used in the second revised edition of Vassiliev’s book [27, Proof
of Lemma 1 (page 90)].
Remark 4.4 ([27], [28]). Even for a surjective map h : X → Y which is
not finite to one, it is still possible to construct an associated non-degenerate
simplicial resolution. Recall that it is known that there exists a sequence of
embeddings {˜ik : X → RNk}k≥1 satisfying the following two conditions for
each k ≥ 1 ([27], [28]).
(i) For any y ∈ Y , any t points of the set i˜k(h−1(y)) span (t−1)-dimensional
affine subspace of RNk if t ≤ 2k.
(ii) Nk ≤ Nk+1 and if we identify RNk with a subspace of RNk+1, then
i˜k+1 = iˆ ◦ i˜k, where iˆ : RNk ⊂→ RNk+1 denotes the inclusion.
In this situation, in fact, a non-degenerate simplicial resolution may be con-
structed by choosing a sequence of embeddings {˜ik : X → RNk}k≥1 satisfying
the above two conditions for each k ≥ 1.
Let X∆k =
{
(y, u) ∈ Y×RNk : u ∈ σ(v), v = {v1, · · · , vl} ⊂ i˜k(h−1(y)), l ≤
k
}
. Then by identifying naturally X∆k with a subspace of X∆k+1, define the
non-degenerate simplicial resolution X∆ of h as X∆ =
⋃
k≥1
X∆k .
Definition 4.5. Let h : X → Y be a surjective semi-algebraic map between
semi-algebraic spaces, j : X → RN be a semi-algebraic embedding, and
let (X∆, h∆ : X∆ → Y ) denote the associated non-degenerate simplicial
resolution of (h, j).
Let k be a fixed positive integer and let hk : X∆k → Y be the map defined
by the restriction hk := h
∆|X∆k . The fibers of the map hk are (k − 1)-
skeleton of the fibers of h∆ and, in general, always fail to be simplices over
the subspace Yk = {y ∈ Y : card(h−1(y)) > k}. Let Y (k) denote the closure
of the subspace Yk. We modify the subspace X∆k so as to make all the fibers
of hk contractible by adding to each fibre of Y (k) a cone whose base is this
fibre. We denote by X∆(k) this resulting space and by h∆k : X
∆(k)→ Y the
natural extension of hk.
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Following [23], we call the map h∆k : X
∆(k) → Y the truncated (after
the k-th term) simplicial resolution of Y . Note that that there is a natural
filtration
X∆0 ⊂ X∆1 ⊂ · · · ⊂ X∆l ⊂ X∆l+1 ⊂ · · · ⊂ X∆k ⊂ X∆k+1 = X∆k+2 = · · · = X∆(k),
where X∆0 = ∅, X∆l = X∆l if l ≤ k and X∆l = X∆(k) if l > k.
Lemma 4.6 ([23], cf. Remark 2.4 and Lemma 2.5 in [16]). Under the same
assumptions and with the same notation as in Definition 4.5, the map h∆k :
X∆(k)
≃−→ Y is a homotopy equivalence.
5 The Vassiliev spectral sequence
In this section, we always assume that D = (d1, · · · , dr) ∈ Nr is an r-tuple of
positive integers and let us write dmin = min{d1, · · · , dr}. First, we construct
the Vassiliev spectral sequence.
Definition 5.1. (i) For a space X and a positive integer k ≥ 1, let F (X, k)
denote the ordered configuration space of k-distinct points in X given by
(5.1) F (X, k) = {(x1, · · · , xk) ∈ Xk : xi 6= xj if i 6= j}.
The symmetric group Sk of k letters acts on F (X, k) freely by the usual
coordinate permutation and we denote by Ck(X) the unordered configuration
space of k-distinct points in X given by the orbit space
(5.2) Ck(X) = F (X, k)/Sk.
(ii) Let ΣD denote the discriminant of Pol
∗
D(S
1, XΣ) in P
D given by the
complement
ΣD = P
D \ Pol∗D(S1, XΣ)
= {(f1(z), · · · , fr(z)) ∈ PD : (f1(x), · · · , fr(x)) ∈ L(Σ) for some x ∈ R},
where
(5.3) L(Σ) =
⋃
σ∈I(KΣ)
Lσ =
⋃
σ⊂[r],σ/∈KΣ
Lσ.
(iii) Let ZD ⊂ ΣD × R denote the tautological normalization of ΣD con-
sisting of all pairs ((f1(z), . . . , fr(z)), x) ∈ ΣD × R satisfying the condition
(f1(x), · · · , fr(x)) ∈ L(Σ). Projection on the first factor gives a surjective
map πD : ZD → ΣD.
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Remark 5.2. Let σk ∈ [r] for k = 1, 2. It is easy to see that Lσ1 ⊂ Lσ2 if
σ1 ⊃ σ2. Letting
Pr(Σ) = {σ = {i1, · · · , is} ⊂ [r] : {ni1, · · · ,nis} is a primitive in Σ},
we see that
(5.4) L(Σ) =
⋃
σ∈Pr(Σ)
Lσ
and by using (2.25) we obtain the equality
(5.5) dimL(Σ) = 2(r − rmin(Σ)).
Our goal in this section is to construct, by means of the non-degenerate
simplicial resolution of the discriminant, a spectral sequence converging to
the homology of Pol∗D(S
1, XΣ).
Definition 5.3. Let (XD, π∆D : XD → ΣD) be the non-degenerate simplicial
resolution associated to the surjective map πD : ZD → ΣD with the natural
increasing filtration as in Definition 4.1,
∅ = XD0 ⊂ XD1 ⊂ XD2 ⊂ · · · ⊂ XD =
∞⋃
k=0
XDk .
By Lemma 4.2, the map π∆D : XD ≃→ ΣD is a homotopy equivalence
which extends to a homotopy equivalence π∆D+ : XD+ ≃→ ΣD+, where X+
denotes the one-point compactification of a locally compact space X . Since
XDk +/XDk−1+ ∼= (XDk \ XDk−1)+, we have a spectral sequence{
Ek,st;D, dt : E
k,s
t;D → Ek+t,s+1−tt;D
}⇒ Hk+sc (ΣD;Z),
where Ek,s1;D = H
k+s
c (XDk \ XDk−1;Z) and Hkc (X ;Z) denotes the cohomology
group with compact supports given by Hkc (X,Z) = H˜k(X+;Z).
Let N(D) denote the positive integer given by
(5.6) N(D) =
r∑
k=1
dk.
Since there is a homeomorphism PD ∼= CN(D), by Alexander duality there is
a natural isomorphism
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(5.7) H˜k(Pol
∗
D(S
1, XΣ);Z) ∼= H2N(D)−k−1c (ΣD;Z) for any k.
By reindexing we obtain a spectral sequence
{
Et;Dk,s , d˜
t : Et;Dk,s → Et;Dk+t,s+t−1
}⇒ Hs−k(Pol∗D(S1, XΣ);Z),(5.8)
where E1;Dk,s = H
2N(D)+k−s−1
c (XDk \ XDk−1;Z).
Let Lk;Σ ⊂ (R× L(Σ))k denote the subspace defined by
(5.9) Lk;Σ = {((x1, s1), · · · , (xk, sk)) : xj ∈ R, sj ∈ L(Σ), xi 6= xj if i 6= j}.
The symmetric group Sk on k letters acts on Lk;Σ by permuting coordinates.
Let Ck;Σ denote the orbit space
(5.10) Ck;Σ = Lk;Σ/Sk.
By (5.5) we know that Ck;Σ is a cell-complex of dimension
(5.11) dimCk;Σ = (1 + 2r − 2rmin(Σ))k.
Lemma 5.4. If 1 ≤ k ≤ dmin = min{d1, · · · , dr}, XDk \XDk−1 is homeomorphic
to the total space of a real affine bundle ξD,k over Ck;Σ with rank lD,k =
2N(D)− 2rk + k − 1.
Proof. The argument is exactly analogous to the one in the proof of [1,
Lemma 4.4]. Namely, an element of XDk \ XDk−1 is represented by (F, u) =
((f1, · · · , fr), u), where F = (f1, · · · , fr) is an r-tuple of monic polynomials in
ΣD and u is an element of the interior of the span of the images of k distinct
points {x1, · · · , xk} ∈ Ck(R) such that F (xj) = (f1(xj), · · · , fr(xj)) ∈ L(Σ)
for each 1 ≤ j ≤ k, under a suitable embedding. Since the k distinct points
{xj}kj=1 are uniquely determined by u, by the definition of the non-degenerate
simplicial resolution, there are projection maps πk,D : XDk \XDk−1 → Ck;Σ given
by ((f1, · · · , fr), u) 7→ {(x1, F (x1)), . . . , (xk, F (xk))}.
Now suppose that 1 ≤ k ≤ dmin and let c = {(xj , sj)}kj=1 ∈ Ck;Σ (xj ∈ R,
sj ∈ L(Σ)) be any fixed element. Consider the fibre π−1k,D(c). For each
1 ≤ j ≤ k, we set sj = (s1,j, · · · , sr,j) and consider the condition
(5.12) F (xj) = (f1(xj), · · · , fr(xj)) = sj ⇔ ft(xj) = st,j for 1 ≤ t ≤ r.
In general, the condition ft(xj) = st,j gives one linear condition on the coef-
ficients of ft, and determines an affine hyperplane in P
dt(C). For example, if
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we set ft(z) = z
dt +
∑dt−1
i=0 ai,tz
i, then ft(xj) = st,j for any 1 ≤ j ≤ k if and
only if
(5.13)

1 x1 x
2
1 · · · xdt−11
1 x2 x
2
2 · · · xdt−12
...
. . .
. . .
. . .
...
1 xk x
2
k · · · xdt−1k
 ·

a0,t
a1,t
...
adt−1,t
 =

st,1 − xdt1
st,2 − xdt2
...
st,k − xdtk

Since 1 ≤ k ≤ dmin(D) and {xj}kj=1 ∈ Ck(R), it follows from the properties of
Vandermonde matrices that the condition (5.13) gives exactly k independent
conditions on the coefficients of ft(z). Thus the space of polynomials ft(z)
in Pdt(C) which satisfies (5.13) is the intersection of k affine hyperplanes in
general position and has codimension k in Pdt(C). Hence, the fibre π−1k,D(c)
is homeomorphic to the product of an open (k − 1)-simplex with the real
affine space of dimension 2
∑r
i=1(di − k) = 2N(D) − 2rk. It is now easy
to show that πk,D is a (locally trivial) real affine bundle over Ck;Σ of rank
lD,k = 2N(D)− 2rk + k − 1.
Lemma 5.5. If 1 ≤ k ≤ dmin, there is a natural isomorphism
E1;Dk,s
∼= H2rk−sc (Ck;Σ;±Z),
where the twisted coefficients system ±Z comes from the Thom isomorphism.
Proof. Suppose that 1 ≤ k ≤ dmin. By Lemma 5.4, there is a homeomorphism
(XDk \XDk−1)+ ∼= T (ξD,k), where T (ξD,k) denotes the Thom space of ξD,k. Since
(2N(D) + k− s− 1)− lD,k = 2rk− s, by using the Thom isomorphism there
is a natural isomorphism E1;Dk,s
∼= H2rk−sc (Ck;Σ;±Z).
Definition 5.6. (i) Let X∆ denote the truncated (after the dmin-th term)
simplicial resolution of ΣD with the natural filtration
∅ = X∆0 ⊂ X∆1 ⊂ · · · ⊂ X∆dmin ⊂ X∆dmin+1 = X∆dmin+2 = · · · = X∆,
where X∆k = XDk if k ≤ dmin and X∆k = X∆dmin+1 if k ≥ dmin + 1.
(ii) Let {e i : 1 ≤ i ≤ r} denote the standard R-basis of Rr given by
(5.14) e1 = (1, 0, 0, · · ·0), e2 = (0, 1, 0, · · ·0), · · · , er = (0, · · · , 0, 0, 1) ∈ Rr.
For each 1 ≤ i ≤ r, let us consider
(5.15) D + ei = (d1, · · · , di−1, di + 1, di+1, · · · , dr)
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and let Y ∆ denote the truncated (after the dmin-th term) simplicial resolution
of ΣD+ei with the natural filtration
∅ = Y ∆0 ⊂ Y ∆1 ⊂ · · · ⊂ Y ∆dmin ⊂ Y ∆dmin+1 = Y ∆dmin+2 = · · · = Y ∆,
where Y ∆k = XDk if k ≤ dmin and Y ∆k = Y ∆ if k ≥ dmin + 1.
Then by using the same argument as in (5.8) and Lemma 4.6, we have
the following two truncated spectral sequences{
Etk,s, d
t : Etk,s → Etk+t,s+t−1
} ⇒ Hs−k(Pol∗D(S1.XΣ);Z)(5.16) {
′Etk,s,
′dt : ′Etk,s → ′Etk+t,s+t−1
}⇒ Hs−k(Pol∗D+ei(S1, XΣ);Z),
where
E1k,s = H
2N(D)+k−s−1
c (X
∆
k \X∆k−1;Z), E1k,s = H2N(D)+k−s+1c (Y ∆k \ Y ∆k−1;Z).
Lemma 5.7. (i) If k < 0 or k ≥ dmin + 2, E1k,s = ′E1k,s = 0 for any s.
(ii) E10,0 =
′E10,0 = Z and E10,s = ′E10,s = 0 if s 6= 0.
(iii) If 1 ≤ k ≤ dmin, there are isomorphisms
E1k,s
∼= ′E1k,s ∼= H2rk−sc (Ck;Σ;±Z).
(iv) If 1 ≤ k ≤ dmin, E1k,s = ′E1k,s = 0 for any s ≤ (2rmin(Σ)− 1)k − 1.
(v) E1dmin+1,s =
′E1dmin+1,s = 0 for any s ≤ (2rmin(Σ)− 1)dmin − 1.
Proof. Let us write rmin = rmin(Σ). Since the proofs of both cases are almost
identical, it suffices to prove the assertions for the case E1k,s. Since X
∆
k = XDk
for any k ≥ dmin + 2, the assertions (i) and (ii) are clearly true. Since
X∆k = XDk for any k ≤ dmin, (iii) easily follows from Lemma 5.5. Thus it
remains to prove the assertions (iv) and (v).
By using (5.11), we see that 2rk − s > dimCk;Σ if and only if s ≤
(2rmin(Σ) − 1)k − 1. Thus H2rk−sc (Ck;Σ;±Z) = 0 if s ≤ (2rmin(Σ)− 1)k − 1
and the assertion (iv) follows from (iii).
Finally consider the group E1dmin+1,s. Then by Lemma [23, Lemma 2.1],
dim(X∆dmin+1 \X∆dmin) = dim(XDdmin \ XDdmin−1) + 1 = (lD,dmin + dimCdmin;Σ) + 1
= 2N(D) + 2dmin − 2rmindmin.
Since E1dmin+1,s = H
2N(D)+dmin−s
c (X∆dmin+1 \X∆dmin;Z) and 2N(D) + dmin − s >
dim(X∆d+1 \X∆d ) ⇔ s ≤ (2rmin− 1)dmin− 1, we see that E1dmin+1,s = 0 for any
s ≤ (2rmin − 1)dmin − 1. Hence, (v) is proved.
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Definition 5.8. Define the integer CD(Σ) by
(5.17) CD(Σ) = 2(rmin(Σ)− 1)dmin − 1.
Note that rmin(Σ) ≥ 2 and dmin(D) ≥ 1 for any D ∈ Nr. Thus, we see that
CD(Σ) ≥ 1 for any D ∈ Nr.
Proposition 5.9. The space Pol∗D(S
1, XΣ) is CD(Σ)-connected. Thus, the
space Pol∗D(S
1, XΣ) is simply connected for any D ∈ Nr.
Proof. it follows from Lemma 5.7 that we can easily check that E1k,s = 0 if
s − k ≤ CD(Σ) = 2(rmin(Σ) − 1)dmin − 1. Hence by using the first spectral
sequence given in (5.16), we see that Hi(Pol
∗
D(S
1, XΣ);Z) = 0 for any 1 ≤
i ≤ CD(Σ).
On the other hand, by using the string representation as in [12, Appendix],
one can show that π1(Pol
∗
D(S
1, XΣ)) is an abelian group and one know that
there is an isomorphism π1(Pol
∗
D(S
1, XΣ)) ∼= H1(Pol∗D(S1, XΣ);Z) = 0. Thus,
the space Pol∗D(S
1, XΣ) is simply connected and it follows from the Hurewicz
theorem that the space Pol∗D(S
1, XΣ) is CD(Σ)-connected.
6 Stabilization maps
Definition 6.1. For an r-tupleD = (d1, · · · , dr) ∈ Nr of positive integers, let
N(D) denote the positive integer given by N(D) =
∑r
k=1 dk as in (5.6), and
let us write UD = {w ∈ C : Re(w) < N(D)}. For each D = (d1, · · · , dr) ∈ Nr
let us choose any any homeomorphism
(6.1) ϕD : C
∼=−→ UD
such that ϕD(R) = {w ∈ R : w < N(D)} = (−∞, N(D)) and fix it.
(i) For a monic polynomial f(z) =
d∏
k=1
(z − αk) ∈ Pd(C), let ϕD(f(z))
denote the monic polynomial of the same degree d defined by
(6.2) ϕD(f(z)) =
d∏
k=1
(z − ϕ(αk)).
(ii) Now we choose a point xD ∈ C \ UD = {w ∈ C : Re(w) > N(D)}
freely and fix it. Then for each 1 ≤ i ≤ r, let us recall
D + e i = (d1, · · · , di−1, di + 1, di+1, · · · , dr)
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and define the stabilization map
(6.3) sD,i : Pol
∗
D(S
1, XΣ)→ Pol∗D+ei(S1, XΣ) by
(6.4) sD,i(f) = (ϕD(f1(z)), · · · , ϕD(fi(z))(z − xD), · · · , ϕD(fr(z)))
for f = (f1(z), · · · , fr(z)) ∈ Pol∗D(S1, XΣ).
(iii) Let D = (d1, · · · , dr) ∈ Nr and D′ = (d′1, · · · , d′r) ∈ Nr be r-tuples of
positive integers such that D′−D = (d′1−d1, · · · , d′r−dr) ∈ (N∪{0})r \{0r}.
Now let us choose any point xD = (xD,1, · · · , xD,r) ∈ F (C \ UD, r).
Then define the stabilization map
(6.5) sD,D′ : Pol
∗
D(S
1, XΣ)→ Pol∗D′(S1, XΣ) by
(6.6) sD(f) = ((ϕD(f1(z))(z − xD,1)d′1−d1 , · · · , ϕD(fr(z))(z − xD,r)d′r−dr)
for f = (f1(z), · · · , fr(z)) ∈ Pol∗D(S1, XΣ). In particular, when D′ = D+e =
(d1 + 1, d2 + 1, · · · , dr + 1), we write
(6.7) sD = sD,D′ = sD,D+e : Pol
∗
D(S
1, XΣ)→ Pol∗D+e(S1, XΣ),
where we set
(6.8) e = (1, 1, · · · , 1) = e1 + e2 + · · ·+ er.
Remark 6.2. Note that the definition of the map sD,i depends on the choice
of the pair (ϕD, xD), but the homotopy class of the map sD,i does not depend
on its choice. Similarly the definition of the map sD,D′ also depends on the
choice of the pair (ϕd, xD), but its homotopy class does not.
Now recall the definition of the stabilization map
sD,i : Pol
∗
D(S
1, XΣ)→ Pol∗D+ei(S1, XΣ).
By using the choice of the point xD ∈ C \ UD, one can easily see that it
extends to an open embedding
(6.9) sD,i : C× Pol∗D(S1, XΣ)→ Pol∗D+ei(S1, XΣ).
It also naturally extends to an open embedding s˜D,i : P
D → PDi and by
restriction we obtain an open embedding
(6.10) s˜D,i : C× ΣD → ΣD+ei .
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Since one-point compactification is contravariant for open embeddings, this
map induces a map (s˜D+ei)+ : (ΣDi)+ → (C× ΣD)+ = S2 ∧ ΣD+.
Note that there is a commutative diagram
(6.11)
H˜k(Pol
∗
D(S
1, XΣ);Z)
sD,i∗−−−→ H˜k(Pol∗D+ei(S1, XΣ);Z)
Al
y∼= Aly∼=
H
2N(D)−k−1
c (ΣD;Z)
s˜ ∗
Di+−−−→ H2N(D)−k+1c (ΣD+ei ;Z)
where Al is the Alexander duality isomorphism and s˜ ∗Di+ denotes the com-
posite of the suspension isomorphism with the homomorphism (s˜D+)
∗,
H2N(D)−k−1c (ΣD;Z)
∼=→ H2N(D)−k+1c (C× ΣD;Z)
(s˜Di+)
∗
−→ H2N(D)−k+1c (ΣD+ei ;Z).
By the universality of the non-degenerate simplicial resolution ([22, pages
286-287]), the map s˜D,i also naturally extends to a filtration preserving open
embedding
s˜D,i : C× XD → XD+ei
between non-degenerate simplicial resolutions. This induces a filtration pre-
serving map (s˜D,i)+ : XD+ei+ → (C × XD)+ = S2 ∧ XD+ , and we obtain the
homomorphism of spectral sequences
(6.12) {θ˜tk,s : Et;Dk,s → Et;D+eik,s }, where{
Et;Dk,s , d˜
t : Et;Dk,s → Et;Dk+t,s+t−1
} ⇒ Hs−k(Pol∗D(S1, XΣ);Z),{
Et;D+eik,s , d˜
t : Et;D+eik,s → Et;D+eik+t,s+t−1
} ⇒ Hs−k(Pol∗D+ei(S1, XΣ);Z),
and the groups E1;Dk,s and E
1;Di
k,s are given by{
E1;Dk,s = H
2N(D)+k−1−s
c (XDk \ XDk−1;Z),
E1;D+eik,s = H
2N(D)+k+1−s
c (XD+eik \ XD+eik−1 ;Z).
Lemma 6.3. If 1 ≤ i ≤ r and 0 ≤ k ≤ dmin, θ˜1k,s : E1;Dk,s → E1;D+eik,s is an
isomorphism for any s.
Proof. Since the case k = 0 is clear, suppose that 1 ≤ k ≤ dmin. It follows
from the proof of Lemma 5.4 that there is a homotopy commutative diagram
of affine vector bundles
C× (XDk \ XDk−1) −−−→ Ck;Σy ‖
XD+eik \ XD+eik−1 −−−→ Ck;Σ
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Hence, we have a commutative diagram
E1,Dk,s −−−→∼= H
2rk−s
c (Ck;Σ;±Z)
θ˜1
k,s
y ‖
E1,D+eik,s −−−→∼= H
2rk−s
c (Ck;Σ;±Z)
and the assertion follows.
Now we consider the spectral sequences induced by truncated simplicial
resolutions.
By using Lemma 4.6 and the same method as in [23, §2 and §3] (cf. [16,
Lemma 2.2]), we obtain the following truncated spectral sequences{
Etk,s, d
t : Etk,s → Etk+t,s+t−1
} ⇒ Hs−k(Pol∗D(S1, XΣ);Z),{
′Etk,s, d
t : ′Etk,s → ′Etk+t,s+t−1
} ⇒ Hs−k(Pol∗D+ei(S1, XΣ);Z),
where
E1k,s = H
2N(D)+k−1−s
c (X
∆
k \X∆k−1;Z), ′E1k,s = H2(N(D)+k+1−sc (Y ∆k \ Y ∆k−1;Z).
By the naturality of truncated simplicial resolutions, the filtration preserv-
ing map s˜D,i : C × XD → XDi gives rise to a natural filtration preserving
map s˜′D,i : C × X∆ → Y ∆ which, in a way analogous to (6.12), induces a
homomorphism of spectral sequences
(6.13) {θtk,s : Etk,s → ′Etk,s}.
Lemma 6.4. If 0 ≤ k ≤ dmin, θ1k,s : E1k,s → ′E1k,s is an isomorphism for any
s.
Proof. Since (X∆k , Y
∆
k ) = (XDk ,XDik ) for k ≤ dmin, the assertion follows from
Lemma 6.3.
Theorem 6.5. For each 1 ≤ i ≤ r and D = (d1, · · · , dr) ∈ Nr, the stabiliza-
tion map
sD,i : Pol
∗
D(S
1, XΣ)→ Pol∗D+ei(S1, XΣ)
is a homotopy equivalence through dimension d(D,Σ), where the number
d(D,Σ) is given by d(D,Σ) = 2(rmin(Σ)− 1)dmin − 2 as in (2.25).
Proof. We write rmin = rmin(Σ). Since Pol
∗
D(S
1, XΣ) and Pol
∗
D+ei
(S1, XΣ)
are simply connected, it suffices to show that the map sD,i is a homology
equivalence through dimension d(D,Σ).
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For this purpose, consider the homomorphism θtk,s : E
t
k,s → ′Etk,s of
truncated spectral sequences given in (6.13). By using the commutative
diagram (6.11) and the comparison theorem for spectral sequences, it suffices
to prove that the positive integer d(D,Σ) has the following property:
(∗) θ∞k,s is an isomorphism for all (k, s) such that s− k ≤ d(D,Σ).
By Lemma 5.7, E1k,s =
′E1k,s = 0 if k < 0, or if k ≥ dmin+2, or if k = dmin+1
with s ≤ (2rmin − 2)dmin − 1. Since (2rmin − 1)dmin − 1 − (dmin + 1) =
(2rmin − 2)dmin − 2 = d(D,Σ), we see that:
(∗)1 if k < 0 or k ≥ dmin + 1, θ∞k,s is an isomorphism for all (k, s) such that
s− k ≤ d(D,Σ).
Next, we assume that 0 ≤ k ≤ dmin, and investigate the condition that
θ∞k,s is an isomorphism. Now recall that E
1
k,s =
′E1k,s = 0 if 1 ≤ k ≤ dmin
with s ≤ (2rmin − 1)k − 1 or if k = 0 with s 6= 0. (by Lemma 5.7).
Note that the groups E1k1,s1 and
′E1k1,s1 are not known for (u, v) ∈ S1 ={(dmin+1, s) ∈ Z2 : s ≥ (2rmin−1)dmin}. By considering the differentials d1’s
of E1k,s and
′E1k,s, and applying Lemma 6.4, we see that θ
2
k,s is an isomorphism
if (k, s) /∈ S1 ∪ S2, where
S2 = {(u, v) ∈ Z2 : (u+ 1, v) ∈ S1} = {(dmin, v) ∈ Z2 : v ≥ (2rmin − 1)dmin}.
A similar argument shows that θ3k,s is an isomorphism if (k, s) /∈
⋃3
t=1 St,
where S3 = {(u, v) ∈ Z2 : (u + 2, v + 1) ∈ S1 ∪ S2}. Continuing in the same
fashion, considering the differentials dt’s on Etk,s and
′Etk,s and applying the
inductive hypothesis, we see that θ∞k,s is an isomorphism if (k, s) /∈ S :=⋃
t≥1
St =
⋃
t≥1
At, where At denotes the set
At =

There are positive integers l1, · · · , lt such that,
(u, v) ∈ Z2 1 ≤ l1 < l2 < · · · < lt, u+
∑t
j=1 lj = dmin + 1,
v +
∑t
j=1(lj − 1) ≥ (2rmin − 1)dmin
 .
Note that if this set was empty for every t, then, of course, the conclusion
of Theorem 6.5 would hold in all dimensions (this is known to be false in
general). If At 6= ∅, it is easy to see that
a(t) = min{s−k : (k, s) ∈ At} = (2rmin−1)dmin−(dmin+1)+t = d(D,Σ)+t+1.
Hence, we obtain that min{a(t) : t ≥ 1, At 6= ∅} = d(D,Σ) + 2. Since θ∞k,s is
an isomorphism for any (k, s) /∈ ⋃t≥1At for each 0 ≤ k ≤ dmin, we have the
following:
28
(∗)2 If 0 ≤ k ≤ dmin, θ∞k,s is an isomorphism for any (k, s) such that s− k ≤
d(D,Σ) + 1.
Then, by (∗)1 and (∗)2, we know that θ∞k,s : E∞k,s
∼=→ ′E∞k,s is an isomorphism
for any (k, s) if s− k ≤ d(D,Σ), and this completes the proof.
Theorem 6.6. For each D = (d1, · · · , dr) ∈ Nr and D′ = (d′1, · · · , d′r) ∈ Nr
with D′ −D ∈ (Z≥0)r \ {0r}, the stabilization map
sD,D′ : Pol
∗
D(S
1, XΣ)→ Pol∗D′(S1, XΣ)
is a homotopy equivalence through dimension d(D,Σ), where the number
d(D,Σ) is given by d(D,Σ) = 2(rmin(Σ)− 1)dmin − 2 as in (2.25).
Proof. For each 1 ≤ k ≤ r, let us write mk = d′k − dk. Let D = D0 =
(d1, · · · , dr), and for each 1 ≤ k ≤ r let us write
Dk = D +
k∑
i=1
mie i = (d1 +m1, d2 +m2, · · · , dk +mk, dk+1, dk+2, · · · , dr)
= (d′1, d
′
2, · · · , d′k, dk+1, dk+2, · · · , dr).
Note that Dr = (d
′
1, · · · , d′r) = D′ for k = r. Now for each 1 ≤ i < r,
define the map fi : Pol
∗
Di−1
(S1, XΣ) → Pol∗Di(S1, XΣ) by the composite of
stabilization maps
fi = (sDi−1+(mi−1)e i,i)◦(sDi−1+(mi−2)ei,i)◦· · ·◦(sDi−1+2ei,i)◦(sDi−1+ei,i)◦(sDi−1,i).
Since the stabilization map sDi−1+kei,i is a homotopy equivalence through
dimension d(Di−1+ke i,Σ) by Theorem 6.5 and d(Di−1+ke i,Σ) ≤ d(Di−1+
(k + 1)e i,Σ) for each 0 ≤ k < r, the map fi is a homotopy equivalence
through dimension d(Di−1,Σ). Furthermore, we can easily see that
sD,D′ = fr−1 ◦ fr−2 ◦ · · · ◦ f2 ◦ f1 (up to homotopy equivalence)
Since
d(D,Σ) = d(D0,Σ) ≤ d(D1,Σ) ≤ d(D2,Σ) ≤ · · · ≤ d(Dr,Σ) = d(D′,Σ),
the map sD,D′ is a homotopy equivalence through dimension d(D,Σ).
Definition 6.7. Let D = (d1, · · · , dr) ∈ Nr be an r-tuple of positive integers.
If the condition
∑r
k=1 dknk = 0n is satisfied, the map
(6.14) jD : Pol
∗
D(S
1, XΣ)→ ΩZKΣ
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was already defined in (2.23), and we shall define it when
∑r
k=1 dknk 6= 0n.
Suppose that
∑r
k=1 dknk 6= 0n. By the assumption (2.14.1), there is an
r-tuple D∗ = (d
∗
1, · · · , d∗r) ∈ Nr such that
∑r
k=1 d
∗
knk = 0n. If we choose a
sufficiently large integer m0 ∈ N, then the following condition holds:
(6.15) dk < m0d
∗
k for each 1 ≤ k ≤ r.
Now we set D0 = m0D∗ = (m0d
∗
1, m0d
∗
2, · · · , m0d∗r) and define the map
(6.16) jD : Pol
∗
D(S
1, XΣ)→ ΩZKΣ
as the composite of maps
(6.17) jD = jD0 ◦ sD,D0 : Pol∗D(S1, XΣ)
sD,D0−→ Pol∗D0(S1, XΣ)
jD0−→ ΩZKΣ .
Similarly, for each r-tuple D = (d1, · · · , dr) ∈ Nr of positive integers, define
the map
(6.18) iD : Pol
∗
D(S
1, XΣ)→ ΩXΣ
as the composite of maps
(6.19) iD = qΣ ◦ jD.
Remark 6.8. Note that the maps jD and iD depend on the choice of the
pair (D∗, m0), but one can show that their homotopy classes do not depend
on this pair.
7 Scanning maps
In this section we consider configuration spaces and the scanning map. In
particular, we recall the definition of the horizontal scanning map and prove
that it is a homotopy equivalence.
Definition 7.1. For a positive integer d ≥ 1 and a based space X, let SPd(X)
denote the d-th symmetric product of X defined as the orbit space
(7.1) SPd(X) = Xd/Sd,
where the symmetric group Sd of d letters acts on the d-fold product X
d in
the natural manner.
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Remark 7.2. (i) Note that an element η ∈ SPd(X) may be identified with
a formal linear combination
(7.2) η =
s∑
k=1
nkxk,
where {xk}sk=1 ∈ Cs(X) and {nk}sk=1 ⊂ N with
∑s
k=1 nk = d.
(ii) For example, when X = C, we have the natural homeomorphism
(7.3) ψd : P
d(C)
∼=−→ SPd(C)
given by using the above identification
(7.4) ψd(f(z)) = ψd(
s∏
k=1
(z − αk)dk) =
s∑
k=1
dkαk
for f(z) =
∏s
k=1(z − αk)dk ∈ Pd(C).
Definition 7.3. (i) For a subspace A ⊂ X , let SPd(X,A) denote the quotient
space
(7.5) SPd(X,A) = SPd(X)/ ∼
where the equivalence relation ∼ is defined by
ξ ∼ η ⇔ ξ ∩ (X \ A) = η ∩ (X \ A) for ξ, η ∈ SPd(X).
Thus, the points of A are ignored. When A 6= ∅, by adding a point in A we
have the natural inclusion
SPd(X,A) ⊂ SPd+1(X,A).
Thus, when A 6= ∅, one can define the space SP∞(X,A) by the union
(7.6) SP∞(X,A) =
⋃
d≥0
SPd(X,A),
where we set SP0(X,A) = {∅} and ∅ denotes the empty configuration.
(ii) From now on, we always assume that X ⊂ C. For each r-tuple
D = (d1, · · · , dr) ∈ Nr, let SPD(X) =
∏r
i=1 SP
di(X), and define the spaces
EΣ,RD (X) and E
Σ
D(X) by
EΣ,RD (X) = {(ξ1, · · · , ξr) ∈ SPD(X) : (
⋂
k∈σ
ξk) ∩ R = ∅ for any σ ∈ I(KΣ)},
EΣD(X) = {(ξ1, · · · , ξr) ∈ SPD(X) :
⋂
k∈σ
ξk = ∅ for any σ ∈ I(KΣ)}.
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(iii) When A ⊂ X is a subspace, define an equivalence relation “∼” on
the space EΣ,RD (X) (resp. the space E
Σ
D(X)) by
(ξ1, · · · , ξr) ∼ (η1, · · · , ηr) if ξi∩(X\A) = ηi∩(X\A) for each 1 ≤ j ≤ r.
Let EΣ,RD (X,A) and E
Σ
D(X,A) be the quotient spaces defined by
EΣ,RD (X,A) = E
Σ,R
D (X)/ ∼, and EΣD(X,A) = EΣD(X)/ ∼ .
When A 6= ∅, by adding points in A we have natural inclusions
EΣ,RD (X,A) ⊂ EΣ,RD+ei(X,A), EΣD(X,A) ⊂ EΣD+ei(X,A)
for each 1 ≤ i ≤ r, where D + e i = (d1, · · · , di−1, di + 1, di+1, · · · , dr) as
in (5.15). Thus, when A 6= ∅, one can define the spaces EΣ,R(X,A) and
EΣ(X,A) by the unions
(7.7) EΣ,R(X,A) =
⋃
D∈Nr
EΣ,RD (X,A), E
Σ(X,A) =
⋃
D∈Nr
EΣD(X,A),
where the empty configuration (∅, · · · , ∅) is the base-point of EΣ,R(X,A) or
EΣ(X,A).
Remark 7.4. (i) If X ⊂ R, the following equalities hold:
EΣ,RD (X) = E
Σ
D(X) and E
Σ,R(X,A) = EΣ(X,A).
(ii) Let D = (d1, · · · , dr) ∈ Nr. Then by using the identification (7.3) we
easily obtain the homeomorphism
(7.8)
Pol∗D(S
1, XΣ)
ΨD−−−→
∼=
EΣ,RD (C)
(f1(z), · · · , fr(z)) −−−→ (ψd1(f1(z)), · · · , ψdr(fr(z)))
(iii) Now let ϕD : C
∼=−→ UD and xD = (xD,1, · · · , xD,r) ∈ F (C \ UD, r)
be the homeomorphism and the point for defining the stabilization map sD
in Definition 6.1. Then define the map
(7.9) sΣD : E
Σ,R
D (C)→ EΣ,RD+e(C) by
sΣD(ξ1, · · · , ξr) = (ϕD(ξ1) + xD,1, · · · , ϕD(ξr) + xD,r)
for (ξ1, · · · , ξr) ∈ EΣ,RD , where we write ϕD(ξ) =
∑s
k=1 nkϕD(xk) if ξ =∑s
k=1 nkxk ∈ SPd(C) and (nk, xk) ∈ N× C with
∑s
k=1 nk = d.
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Then by using the above homeomorphism (7.8), we have the following
commutative diagram
(7.10)
Pol∗D(S
1, XΣ)
sD−−−→ Pol∗D+e(S1, XΣ)
ΨD
y∼= ΨD+ey∼=
EΣ,RD (C)
sΣD−−−→ EΣ,RD+e(C)
(iv) Note that EΣ,RD (C) is path-connected. Indeed, for any two points
ξ0, ξ1 ∈ EΣD(C), one can construct a path ω : [0, 1] → EΣ,RD (C) such that
ω(i) = ξi for i ∈ {0, 1} by using the string representation used in [12,
§Appendix]. Thus the space Pol∗D(S1, XΣ) is also path-connected.
Definition 7.5. Define the stabilized space PolΣD+∞ by the colimit
(7.11) PolΣD+∞ = lim
k→∞
Pol∗D+ke(S
1, XΣ),
where the colimt is taken from the family of stabilization maps
{sD+ke : Pol∗D+ke(S1, XΣ)→ Pol∗D+(k+1)e(S1, XΣ)}k≥0
Now we are ready to define the scanning map. From now on, we identify
C = R2 in a usual way.
Definition 7.6. For a rectangle X in C = R2, let σX denote the union of the
sides of X which are parallel to the y-axis, and for a subspace Z ⊂ C = R2,
let Z be the closure of Z. From now on, let I denote the interval I = [−1, 1]
and let 0 < ǫ < 1
1000
be any fixed real number.
For each x ∈ R, let V (x) be the set defined by
V (x) = {w ∈ C : |Re(w)− x| < ǫ, |Im(w)| < 1}(7.12)
= (x− ǫ, x+ ǫ)× (−1, 1),
and let’s identify I × I = I2 with the closed unit rectangle {t+ s√−1 ∈ C :
−1 ≤ t, s ≤ 1} in C.
For each D = (d1, · · · , dr) ∈ Nr, define the horizontal scanning map
(7.13) scD : E
Σ,R
D (C)→ ΩEΣ,R(I2, ∂I × I) = ΩEΣ,R(I2, σI2)
as follows. For each r-tuple α = (ξ1, · · · , ξr) ∈ EΣ,RD (C) of configurations, let
scD(α) : R→ EΣ,R(I2, ∂I × I) = EΣ,R(I2, σI2) denote the map given by
R ∋ x 7→ (ξ1 ∩ V (x), · · · , ξr ∩ V (x)) ∈ EΣ,R(V (x), σV (x)) ∼= EΣ,R(I2, σI2),
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where we use the canonical identification (V (x), σV (x)) ∼= (I2, σI2).
Since lim
x→±∞
scD(α)(x) = (∅, · · · , ∅), by setting scD(α)(∞) = (∅, · · · , ∅)
we obtain a based map scD(α) ∈ ΩEΣ,R(I2, σI2), where we identify S1 =
R ∪∞ and we choose the empty configuration (∅, · · · , ∅) as the base-point
of EΣ,R(I2, σI2). One can show that the following diagram is homotopy
commutative:
(7.14)
EΣ,RD+ke(C)
scD+ke−−−−→ ΩEΣ,R(I2, σI2)
sΣ
D+ke
y ‖
EΣ,RD+(k+1)e(C)
scD+(k+1)e−−−−−−→ ΩEΣ,R(I2, σI2)
Thus by using the above diagram and by identifying Pol∗D+ke(S
1, XΣ) with
EΣ,RD+ke(C), we finally obtain the stable horizontal scanning map
(7.15) S = lim
k→∞
scD+ke : Pol
Σ
D+∞ → ΩEΣ,R(I2, σI2),
where PolΣD+∞ is defined in (7.11).
(ii) If we identify (I, ∂I) = (I × {0}, ∂I × {0}), then we notice that
(ξ1 ∩ R, · · · , ξr ∩ R) ∈ EΣ,R(I, ∂I) for (ξ1, · · · , ξr) ∈ EΣ,R(I2, σI2). Thus one
can define the map RΣ : E
Σ,R(I2, σI2)→ EΣ,R(I, ∂I) by
(7.16) RΣ(ξ1, · · · , ξr) = (ξ1∩R, · · · , ξr∩R) for (ξ1, · · · , ξr) ∈ EΣ,R(I2, σI2).
(iii) Let SH : PolΣD+∞ → ΩEΣ,R(I, ∂I) denote the horizontal scanning
map defined by the composite of maps
(7.17) SH = (ΩRΣ) ◦ S : PolΣD+∞ S−→ ΩEΣ,R(I2, σI2) ΩRΣ−→ ΩEΣ,R(I, ∂I),
where S denotes the stable horizontal scanning map given by (7.15).
Lemma 7.7. The map RΣ : E
Σ,R(I2, σI2)
≃−→ EΣ,R(I, ∂I) = EΣ(I, ∂I) is a
deformation retraction.
Proof. We identify I2 = {a+ b√−1 ∈ C : −1 ≤ a, b ≤ 1} ⊂ C as before. Let
Π ⊂ I2 denote the subspace defined by Π = {a + b√−1 ∈ I2 : b ∈ {0,±1
2
}}.
For b ∈ R, let ǫ(b) = b
|b|
if b 6= 0 and ǫ(0) = 0. Now consider the homotopy
ϕ : I2 × [0, 1] → I2 given by ϕ(α, t) = a + {(1 − t)b + ǫ(b)t
2
}√−1 for α =
a + b
√−1 ∈ I2 (a, b ∈ R). By means of this homotopy, one can define a
deformation retraction R : EΣ,R(I2, σI2)
≃−→ EΣ,R(Π, ∂I × {0,±1
2
}).
Next, by using the homotopy given by ft(a+b
√−1) = ta+(1−t)+b√−1
if b = ±1
2
and ft(a + b
√−1) = a if b = 0, one can also define a deformation
retraction ϕ : EΣ,R(Π, ∂I × {0,±1
2
}) ≃−→ EΣ,R(I, ∂I). Since RΣ = ϕ ◦R, the
map RΣ is a deformation retraction.
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Theorem 7.8 ([10], [26]). The horizontal scanning map
SH : PolΣD+∞
≃−→ ΩEΣ(I, ∂I)
is a homotopy equivalence.
Proof. Since RΣ is a homotopy equivalence and S
H = (ΩRΣ) ◦ S, it suffices
to show that S is a homotopy equivalence.
The proof is analogous to the one given in [26, Prop. 3.2, Lemma 3.4] and
[10, Prop. 2]. We identify C = R2 by means of the identification x+
√−1y 7→
(x, y) in the usual way. Let B and B∗ denote the rectangles in R2 = C given
by B∗ = [−1, 2]× [−1, 1] and B = (0, 1)×(−1, 1). Let {Vt : 0 < t < 1} be the
family of open rectangles in B given by Vt = (t−ǫ(t), t+ǫ(t))×(−1, 1), where
ǫ(t) denotes the continuous function defined on the open interval (0, 1) such
that 0 < ǫ(t) < min{t, 1− t} for any t ∈ (0, 1) with lim
t→+0
ǫ(t) = lim
t→1−0
ǫ(t) = 0.
Let s˜cHD : E
Σ,R
D (B)× [0, 1]→ EΣ,R(B, σB) denote the map given by
s˜cHD((ξ1, · · · , ξr), t) = (ξ1 ∩ Vt, · · · , ξr ∩ Vt) ∈ EΣ,R(Vt, σVt) ∼= EΣ,R(B, σB),
where we use the canonical identification (Vt, σVt) ∼= (B, σB).
Since lim
t→+0
s˜cHD(ξ, t) = lim
t→1−0
s˜cHD(ξ, t) = (∅, · · · , ∅) for any ξ ∈ EΣ,RD (B),
the adjoint of s˜cHD defines the map sc
H
D : E
Σ,R
D (B)→ ΩEΣ,R(B, σB).
If sΣD : E
Σ,R
D (B)→ EΣ,RD+e(B) denotes the stabilization map defined by adding
points from infinity as in (7.10), we obtain a homotopy commutative diagram
Pol∗D(S
1, XΣ)
sD−−−→ Pol∗D+e(S1, XΣ)
∼=
y ∼=y
EΣ,RD (B)
sΣ
D−−−→ EΣ,RD+e(B)
for eachD ∈ Nr. IfEΣ,RD+∞(B) denotes the colimit EΣ,RD+∞(B) = lim
k→∞
EΣ,RD+ke(B)
taken over the stabilization maps {sΣD,+ke : EΣ,RD+ke(B) → EΣ,RD+(k+1)e(B)},
there is a homotopy commutative diagram
Pol∗D+∞(S
1, XΣ)
S−−−→ ΩEΣ,R(I2, σI2)
∼=
y ∼=y
EΣ,RD+∞(B)
S′−−−→ ΩEΣ,R(B, σB)
where we set S ′ = lim
k→∞
scHD+ke . It suffices to prove that S
′ is a homotopy
equivalence. Let EΣ,RD denote the subspace of E
Σ,R(B∗, σB∗) consisting of
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all r-tuples (ξ1, · · · , ξr) ∈ EΣ,R(B∗, σB∗) such that (ξ1 ∩ B, · · · , ξr ∩ B) ∈
EΣ,RD (B).
Let qD : E
Σ,R
D → EΣ,R(B∗, σB∗ ∪ B) ∼= EΣ,R(B, σB)2 denote the re-
striction of the the quotient map EΣ,R(B∗, σB∗) → EΣ,R(B∗, σB∗ ∪ B) ∼=
EΣ,R(B, σB)2, where EΣ,R(B, σB)2 = EΣ,R(B, σB)×EΣ,R(B, σB). It is easy
to see that the fiber of qD is homeomorphic to E
Σ,R
D (B).
Next, define the scanning map S˜D : E
Σ,R
D → Map([0, 1], EΣ,R(B, σB)) by
EΣ,RD × [0, 1] −−−→ EΣ,R(B, σB)
((ξ1, · · · , ξr), t) −−−→ (ξ1 ∩ Bt, · · · , ξr ∩ Bt) ∈ EΣ,R(Bt, σBt) ∼= EΣ,R(B, σB)
where {Bt : 0 < t < 1} denotes the family of the open rectangles in B∗
defined by Bt = (2t− 1, 2t)× (−1, 1) and we use the canonical identification
(Bt, σBt) ∼= (B, σB). We obtain a homotopy commutative diagram
(7.18)
EΣ,RD
qD−−−→ EΣ,R(B, σB)2
S˜D
y ‖
Map([0, 1], EΣ,R(B, σB))
res−−−→ EΣ,R(B, σB)2
where
res : Map([0, 1], EΣ,R(B, σB))→ Map({0, 1}, EΣ,R(B, σB)) ∼= EΣ,R(B, σB)2
denotes the restriction map.
Note that res is a fibration with fibre ΩEΣ,R(B, σB), but the map qD
is not a fibration although every fiber of qD is homeomorphic to E
Σ,R(B).
However, once the map qD is stabilized, it becomes a quasifibration.
To see this, let J = (0, 1) and for each D ∈ Nr let us choose the r-tuple
cD = (cD,1, · · · , cD,r) ∈ (J × J)r such that cD,j 6= cD′,k if (D, j) 6= (D′, k)
with limD→∞ cD,k = (
1
2
, 0) for each 1 ≤ k ≤ r.
Let ÊΣ,R(B∗, σB∗) denote the space of r-tuples (ξ1, · · · , ξr) of formal in-
finite divisors in (B∗, σB∗) satisfying the following two conditions:
(†)1 (
⋂r
k=1 ξk) ∩ R ∩ (B∗ \ σB∗) = ∅.
(†)2 Each divisor ξk is represented as the formal infinite sum of the form
ξk =
∑
D ξk,D such that ξk,D ∈ SP1(B∗, σB∗) for each D ∈ Nr, and
it almost coincides (except finite sums) with ξ∗k =
∑
D cD,k for each
1 ≤ k ≤ r.
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Note that cD,k ∈ B for any (D, k) ∈ Nr × [r]. Thus one can define the map
qˆ : ÊΣ,R(B∗, σB∗)→ EΣ,R(B, σB)2 to be the natural quotient map
ÊΣ,R(B∗, σB∗)→ EΣ,R(B∗, σB∗ ∪ B) ∼= EΣ,R(B, σB)2.
By using the Dold-Thom argument exactly as in [26, Lemma 3.4] together
with the fact that EΣ,RD (C) is simply connected (by Proposition 5.9 and (7.8)),
one can show that qˆ is a quasifibration.
Now define stabilization maps fD : E
Σ,R
D → EΣ,RD+e by fD(ξ1, · · · , ξr) =
(ξ1 + cD,1, · · · , ξr + cD,r) for (ξ1, · · · , ξr) ∈ EΣ,RD .
Let EΣ,R denote the colimit EΣ,R = lim
k→∞
EΣ,RD+ke from the stabilization
maps {fD+ke}k≥0. Since ÊΣ,R(B∗, σB∗) is Zr × EΣ,R, the restriction q∞ =
qˆ|EΣ,R : EΣ,R → EΣ,R(B, σB)2 is also a quasifibration. Since the fiber of qD
is EΣ,R(B) and q∞|EΣ,R = qD, we see that the fiber of q∞ is EΣ,R(B) and we
may regard the map q∞ as the stabilized map of {qD+ke}k≥0.
We also obtain the stabilized scanning map
S˜ = lim
k→∞
S˜D+ke : E
Σ,R = lim
k→∞
EΣ,RD+ke → Map([0, 1], EΣ,R(B, σB)).
Since [0, 1] is contractible and there is a homotopy equivalence EΣ,R =
limk→∞E
Σ,R
D+ke ≃ EΣ,R(B, σB), we see that S˜ is a homotopy equivalence.
Since B ⊂ B∗ \σB∗, we may regard EΣ,R(B) as a subspace of EΣ,R(B∗, σB∗)
and we see that S˜D|EΣ,R(B) = scHD . Thus, we can identify S˜|EΣ,R(B) = S ′
and by the diagram (7.18) we have the homotopy commutative diagram
EΣ,R(B) −−−→ EΣ,R q∞−−−→ EΣ,R(B, σB)2
S′
y S˜y≃ ‖
EΣ,R(B, σB) −−−→ Map([0, 1], EΣ,R(B, σB)) res−−−→ EΣ,R(B, σB)2
Since the upper horizontal sequence is a quasifibration sequence and the lower
horizontal one is a fibration sequence, S ′ is a homotopy equivalence.
8 The stable result
In this section we prove the stability result (Theorem 8.2).
Definition 8.1. Let D = (d1, · · · , dr) ∈ Nr be an r-tuple of positive integers.
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Then it is easy to see that the following diagram is homotopy commutative:
Pol∗D(S
1, XΣ)
jD−−−→ ΩU(KΣ)
sD
y ‖
Pol∗D+e(S
1, XΣ)
jD+e−−−→ ΩU(KΣ)
Hence we can stabilize the map
(8.1) jD+∞ = lim
t→∞
jD+te : Pol
Σ
D+∞ = lim
t→∞
Pol∗D+te(S
1, XΣ)→ ΩU(KΣ).
The main purpose of this section is to prove the following result.
Theorem 8.2. The map jD+∞ : Pol
Σ
D+∞
≃−→ ΩU(KΣ) is a homotopy equiv-
alence.
Before proving Theorem 8.2 we need the following definition and lemma.
Definition 8.3. Now we identify C = R2 in a usual way and let us write
U = {w ∈ C : |Re(w)| < 1, |Im(w)| < 1} = (−1, 1)× (−1, 1) and I = [−1, 1].
(i) For an open set X ⊂ C, let F (X) denote the space of r-tuples
(f1(z), · · · , fr(z)) ∈ C[z]r of (not necessarily monic) polynomials satisfying
the following condition (∗):
(∗) For any σ = {i1, · · · , is} ∈ I(KΣ), the polynomials fi1(z), · · · , fis(z)
have no common real roots in X (i.e. no common roots in X ∩ R).
Similarly, let FC(X) ⊂ F (X) denote the subspace of all (f1(z), · · · , fr(z)) ∈
F (X) satisfying the following condition (∗)C:
(∗)C For any σ = {i1, · · · , is} ∈ I(KΣ), the polynomials fi1(z), · · · , fis(z)
have no common roots in X .
(ii) Let ev0 : F (U) → U(KΣ) denote the map given by evaluation at 0,
i.e. ev0(f1(z), · · · , fr(z)) = (f1(0), · · · , fr(0)) for (f1(z), · · · , fr(z)) ∈ F (U).
(iii) Let F˜ (U) ⊂ F (U) (resp. F˜C(U) ⊂ FC(U)) denote the subspace of
all (f1(z), · · · , fr(z)) ∈ F (U) (resp. (f1(z), · · · , fr(z)) ∈ FC(U)) such that
no fi(z) is identically zero. Let jF : F˜
C(U)
⊂−→ F˜ (U) denote the inclusion
map.
(iv) Let evR : F˜ (U) → U(KΣ) denote the map given by the restriction
evR = ev0|F˜ (U).
(v) Note that the group TrR = (R
∗)r (resp. TrC = (C
∗)r) acts freely on the
space F˜ (U) (resp. F˜C(U)) in a natural way, and let
(8.2) p : F˜ (U)→ F˜ (U)/TrR (q : F˜C(U)→ F˜C(U)/TrC)
38
denote the natural projection, where F˜ (U)/TrR (resp. F˜
C(U)/TrC) denotes
the orbit space. Note that U ∩ R = I × {0}, and let
(8.3) v : F˜ (U)/TrR → EΣ(I, ∂I)
denote the natural map which assigns to an r-tuple (f1(z), · · · , fr(z)) ∈ F˜ (U)
the r-tuple of their configurations represented by their real roots in I =
[−1, 1]. Similarly, note that U = D2 and let
(8.4) u : F˜C(U)/TrC → EΣ(D2, S1)
denote the natural map which assigns to an r-tuple (f1(z), · · · , fr(z)) ∈
F˜C(U) the r-tuple of their configurations represented by their roots in D2.
(vi) By using this identification (I, ∂I) = (I × {0}, ∂I × {0}) ⊂ (D2, S1),
we obtain the inclusion map
(8.5) iΣ : E
Σ(I, ∂I)
⊂−→ EΣ(D2, S1).
Lemma 8.4. (i) The space PolΣD+∞ is simply connected for any D ∈ Nr.
(ii) The map evR : F˜ (U)
≃−→ U(KΣ) is a homotopy equivalence.
(iii) The inclusion map jF : F˜
C(U)
≃−→ F˜ (U) is a homotopy equivalence.
(iv) The map u : F˜C(U)/TrC
≃−→ EΣ(D2, S1) is a homotopy equivalence.
(v) The induced homomorphisms{
(iΣ)∗ : πk(E
Σ(I, ∂I))
∼=−→ πk(EΣ(D2, S1))
v∗ : πk(F˜ (U)/TrR)
∼=−→ πk(EΣ(I, ∂I))
are isomorphisms for any k ≥ 3.
Proof. (i) Since Pol∗D(S
1, XΣ) is simply connected for any D ∈ Nr by Propo-
sition 5.9, the space PolΣD+∞ is also simply connected.
(ii) Let i0 : U(KΣ) → F (U) be the inclusion map given by viewing con-
stants as polynomials. Clearly ev0 ◦ i0 = id. Let f : F (U) × [0, 1] → F (U)
be the homotopy given by f((f1, · · · , ft), t) = (f1,t(z), · · · , fr,t(z)), where
fi,t(z) = fi(tz). This gives a homotopy between i0 ◦ ev0 and the identity
map, and this proves that ev0 is a deformation retraction. Since F (U) is
an infinite dimensional manifold and F˜ (U) is a closed submanifold of F (U)
of infinite codimension, it follows from [8, Theorem 2] that the inclusion
F˜ (U) → F (U) is a homotopy equivalence. Hence the restriction evR is also
a homotopy equivalence.
(iii) It follows from [20, Lemma 5.4] that the evaluation map ev = evR◦jF :
F˜C(U)
≃−→ U(KΣ) is a homotopy equivalence. Since evR is a homotopy
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equivalence by the assertion (ii), we see that the map jF : F˜
C(U)
≃−→ F˜ (U)
is also a homotopy equivalence.
(iv) We know that the map u is a homotopy equivalence by [11, page
133]. However, for the sake of completeness of this paper we will give the
another proof. Since all the maps and homotopies which appear in the proof
of [20, Lemma 5.4] are TrC-equivariant maps, we see that the map ev is
indeed a TrC-equivariant homotopy equivalence. Thus the map ev induces a
homotopy equivalence e˜v : F˜C(U)/TrC
≃−→ EG ×G U(KΣ), where G = TrC
and EG×G U(KΣ) denotes the Borel construction.
Recall that there is a natural deformation retraction rt : EG×GU(KΣ) ≃−→
DJ(KΣ) by [3, Theorem 6.29]. If rΣ : EΣ(D2, S1) ≃−→ DJ(KΣ) denotes the
deformation retraction given in [20, Lemma 4.3], then one can check that the
following diagram is commutative (up to homotopy equivalence):
(8.6)
F˜C(U)/TrC
e˜v−−−→
≃
EG×G U(KΣ)
u
y rty≃
EΣ(D2, S1)
rΣ−−−→
≃
DJ(KΣ)
Thus, we see that u is a homotopy equivalence.
(v) Let p′ : F˜ (U)/TrR → F˜ (U)/TrC be the natural projection. Since p′ is a
bundle projection with fiber TrC/T
r
R
∼= (S1)r, we see that the map p′ induces
an isomorphism on homotopy groups πk( ) for any k ≥ 3. Moreover, since the
inclusion jF is a TrC-equivariant map and the group T
r
C acts freely on both
spaces spaces F˜C(U) and F˜ (U), there is a map j˜F : F˜
C(U)/TrC → F˜ (U)/TrC
such that the following diagram is commutative:
(8.7)
TrC −−−→ F˜C(U) q−−−→ F˜C(U)/TrC
‖ jF
y≃ j˜Fy
TrC −−−→ F˜ (U) −−−→ F˜ (U)/TrC
Since two horizontal sequences of (8.7) are fibration sequences and the map
jF is a homotopy equivalence, the map j˜F is a homotopy equivalence. Then
if we consider the commutative diagram
(8.8)
F˜ (U)/TrR
v−−−→ EΣ(I, ∂I) iΣ−−−→ EΣ(D2, S1)
p′
y ‖
F˜ (U)/TrC
j˜F←−−−
≃
F˜C(U)/TrC
u−−−→
≃
EΣ(D2, S1)
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we see that the map iΣ induces an epimorphism on homotopy groups πk( ) for
any k ≥ 3. Let R : EΣ(D2, S1)→ EΣ(I, ∂I) denote the restriction map given
by R(ξ1, · · · , ξr) = (ξ1∩ I, · · · , ξr ∩ I). Since R ◦ iΣ = id, the map iΣ induces
a monomorphism on homotopy groups πk( ) for any k ≥ 1. Thus the map
iΣ induces an isomorphism on homotopy groups πk( ) for any k ≥ 3. By the
diagram (8.8), we can easily see that the map v also induces an isomorphism
on homotopy groups πk( ) for any k ≥ 3.
Proof of Theorem 8.2. Since PolΣD+∞ and ΩU(KΣ) are simply connected, it
suffices to show that
(†)k (jD+∞)∗ : πk(PolΣD+∞)
∼=−→ πk(ΩU(KΣ))
is an isomorphism for any k ≥ 2. Let us identify C = R2 and let U =
(−1, 1) × (−1, 1) as before. Let scan : F˜ (C) → Map(R, F˜ (U)) denote the
map given by scan(f1(z), · · · , fr(z))(w) = (f1(z + w), · · · , fr(z + w)) for
w ∈ R, and consider the diagram
F˜ (U)
evR−−−→
≃
U(KΣ)
p
y
F˜ (U)/TrR
v−−−→ EΣ(I, ∂I)
This induces the commutative diagram below
F˜ (C) scan−−−→ Map(R, F˜ (U)) (evR)#−−−−→
≃
Map(R, U(KΣ))
p
y p#y
F˜ (C)/TrR
scan−−−→ Map(R, F˜ (U)/TrR)
v#−−−→ Map(R, EΣ(I, ∂I))
Observe that Map(R, ·) can be replaced by Map∗(S1, ·) by extending from R
to S1 = R ∪∞ (as base-point preserving maps). Thus by setting{
ĵD : Pol
∗
D(S
1, XΣ)
⊂−→ F˜ (C) scan−→ Map∗(S1, F˜ (U)) = ΩF˜ (U)
ĵ′D : E
Σ,R
D (C)
⊂−→ F˜ (C) scan−→ Map∗(S1, F˜ (U)/TrR) = ΩF˜ (U)/TrR
we obtain the following commutative diagram
(8.9)
Pol∗D(S
1, XΣ)
ĵD−−−→ ΩF˜ (U) ΩevR−−−→
≃
ΩU(KΣ)
∼=
y Ωpy≃
EΣ,RD (C)
ĵ′
D−−−→ ΩF˜ (U)/TrR Ωv−−−→ ΩEΣ(I, ∂I)
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Since p is a covering projection, Ωp is a homotopy equivalence. If we identify
PolΣD+∞ with the colimit lim
t→∞
EΣ,RD+te(C), by replacing D by D + te (t ∈ N)
and letting t→∞, we obtain the following homotopy commutative diagram:
(8.10)
PolΣD+∞
ĵD+∞−−−→ ΩF˜ (U) ΩevR−−−→
≃
ΩU(KΣ)
‖ Ωp
y≃
PolΣD+∞
ĵ′
D+∞−−−→ ΩF˜ (U)/TrR Ωv−−−→ ΩEΣ(I, ∂I)
where we set ĵD+∞ = lim
t→∞
ĵD+te and ĵ
′
D+∞ = limt→∞
ĵ′D+te .
Since (ΩevR) ◦ ĵD+te = jD+te and (Ωv) ◦ ĵ′D+te = scD+te (up to homotopy
equivalence), we also obtain the following two equalities:
(8.11) jD+∞ = (ΩevR) ◦ ĵD+∞, SH = (Ωv) ◦ ĵ′D+∞.
Since the map evR is a homotopy equivalence, it suffices to prove that
(††)k (ĵD+∞)∗ : πk(PolΣD+∞)
∼=−→ πk(ΩF˜ (U))
is an isomorphism for any k ≥ 2. Since SH = (Ωv) ◦ ĵ′D+∞ is a homotopy
equivalence and the map Ωv induces an isomorphism on homotopy groups
πk( ) for any k ≥ 2 (by (v) of Lemma 8.4), by the diagram (8.10) we see that
the map ĵD+∞ induces an isomorphism on homotopy groups πk( ) for any
k ≥ 2. This completes the proof of Theorem 8.2.
Corollary 8.5. Let XΣ be a simply connected non-singular toric variety such
that the condition (2.14.1) is satisfied.
(i) The two-fold loop map Ω2v : Ω2F˜ (U)/TrR
≃−→ Ω2EΣ(I, ∂I) is a homo-
topy equivalence.
(ii) The loop map ΩiΣ : ΩE
Σ(I, ∂I)→ ΩEΣ(D2, S1) is a universal cover-
ing projection with fiber Zr (up to homotopy equivalence).
Proof. (i) The assertion (i) follows from (v) of Lemma 8.4.
(ii) Since Ω2iΣ is a homotopy equivalence (by (v) of Lemma 8.4), the
assertion (ii) easily follows from the following two equalities:
(8.12) π1(ΩE
Σ(I, ∂I)) = 0, π1(ΩE
Σ(D2, S1)) = Zr.
Since PolΣD+∞ is simply connected (by (i) of Lemma 8.4), by Theorem 8.2
we have an isomorphism 0 = π1(Pol
Σ
D+∞)
∼= π1(ΩEΣ(I, ∂I)) and the first
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equality of (8.12) holds. It remains the second isomorphism in (8.12). Since
there is a homotopy equivalence EΣ(D2, S1) ≃ DJ(KΣ) ([20, Lemma 4.3]),
it suffices to show that there is an isomorphism π2(DJ(KΣ)) ∼= Zr. Since
XΣ is simply connected and π2(XΣ) = Zr−n (by (2.26)), it follows from
the homotopy exact sequence induced from (3.5) that there is a short exact
sequence 0 → π2(XΣ) = Zr−n → π2(DJ(KΣ)) ∂−→ π1(TnC) = Zn → 0. Thus,
we have an isomorphism π2(DJ(KΣ)) ∼= Zr.
9 Proofs of the main results
In this section we give the proofs of the main results (Theorem 2.16, Corollary
2.17, Theorem 2.20, Corollary 2.21, Corollary 2.18, Corollary 2.22).
Proofs of Theorem 2.16 and Theorem 2.20. If
∑r
k=1 dknk = 0n, Theorem
2.16 easily follows from Theorem 6.5 and Theorem 8.2. Next assume that∑r
k=1 dknk 6= 0n. It follows from the assumption (2.14.1) that there is an
r-tuple D∗ = (d
∗
1, · · · , d∗r) ∈ Nr such that
∑r
k=1 d
∗
knk = 0n. If we choose a
sufficiently large integer m0 ∈ N, then the condition dk < m0d∗k holds for
each 1 ≤ k ≤ r. Then note that jD : Pol∗D(S1, XΣ) → ΩZKΣ is given by the
composite of maps
jD = jD0 ◦ sD,D0 : Pol∗D(S1, XΣ)
sD,D0−→ Pol∗D0(S1, XΣ)
jD0−→ ΩZKΣ
as in (6.17), where D0 = m0D∗ = (m0d
∗
1, m0d
∗
2, · · · , m0d∗r). Since the maps
sD,D0 and jD0 are homotopy equivalences through dimension d(D,Σ) and
d(D0,Σ) (by Theorem 6.6 and Theorem 2.16), by using d(D,Σ) ≤ d(D0,Σ)
the map jD is a homotopy equivalence through dimension d(D,Σ) and The-
orem 2.20 follows.
Proof of Corollary 2.17. Since ΩqΣ : ΩZKΣ → ΩXΣ is a universal covering,
the assertion follows from (2.23) and Theorem 2.16.
Proofs of Corollary 2.21. Consider the map iD : Pol
∗
D(S
1, XΣ) → ΩXΣ de-
fined by the composite of maps
(9.1) iD = ΩqΣ ◦ jD,
where jD : Pol
∗
D(S
1, XΣ) → ΩZKΣ denotes the map given by (6.17). Since
ΩqΣ : ΩZKΣ → ΩXΣ is a universal covering, the assertion follows from The-
orem 2.20.
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Proofs of Corollary 2.18 and Corollary 2.22. If XΣ is compact and Σ(1) ⊂
Σ1 $ Σ, the condition (2.14.1) holds for the fan Σ1. Thus, Corollary 2.18
follows from Theorem 2.16 and Corollary 2.17. Similarly, Corollary 2.22 also
follows from Theorem 2.20 and Corollary 2.21.
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