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1 . INTRODUCTION
The set (m, q) of alternating bilinear forms on an m-dimensional
vector space over GF(q) has the combinatorial structure of an association
scheme with n = [m/2] classes, in the sense of Bose and Shimamoto [5]
with respect to the n + 1 relations 6 k , k = 0, 1, . . ., n,
8 k = {(A, B) a B2(m, q) I rank(A - B) = 2i} .
The properties of this association scheme are first studied in Section 2 .
We obtain in particular an explicit expression for the eigenvalues Pk (i)
of the incidence matrices of the relations B k , and show that Pk can be
considered as a generalized Krawtchouk polynomial (cf . [16, p . 35]) .
We shall mainly be concerned with subsets Y S B(m, q), called
(m, d)-sets, having the property that, for any distinct A, B e Y,
rank(A - B) > 2d holds, where d is a fixed integer, 1 < d < n. The
properties of these subsets are studied in Section 3 . We obtain in particular
an upper bound on the cardinality I Y I of an (m, d)-set,
I Y I ,
cn-d+1,
	
with n =
[m/2],
c =
g m(na-l)/2n,
and show that, for subsets meeting the bound, and therefore called maximal
(m, d)-sets, the numbers 1 Y2 n 0k 1, k = 1, 2, . . ., n, are uniquely defined .
Finally, in Section 4, we give some general constructions of maximal
(m, d)-sets, over any field for the case when m is odd, and only over fields
of characteristic 2 when m is even. It is still an open question whether
maximal (m, d)-sets, with m even, do exist over fields of odd characteristic .
This study was motivated by some applications to coding theory of the
properties of alternating bilinear forms over GF(2), which will be the
subject of a forthcoming paper. Hence, our emphasis is more on the
combinatorial properties of the above-mentioned association scheme than
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on the classical geometric aspects of the theory of alternating bilinear
forms, for which we refer, for example, to Artin [1]. In that respect,
we should like to mention the paper by Cameron and Seidel [6], in which
the various combinatorial aspects of the theory are developed, in the binary
case .
2. THE ASSOCIATION SCHEME OF ALTERNATING BILINEAR FORMS
2.1 . Let V = V(m, q) = {x, y, z, . . .} be an m-dimensional vector space
over the field F = GF(q). A bilinear form on V is a mapping B( •, •)
from V x V into F, satisfying the bilinearity condition, that is
B (~ a ixi , Y b;y;) _ E E
aib,B(xi,
y;),
dal , b; E F .
Hence, a bilinear form on V is uniquely defined by its matrix of order m,
B = [bi ,; = B(ei , e;)], (1)
with respect to a fixed basis (e, , e 2 , . . ., eof V. The bilinear form B( •, )
is alternating if
B(x, x) = 0, dx E V, (2)
from which the additional property
B(x, y) + B(y, x) = 0 (3)
follows, as a consequence of B(x + y, x + y) = 0 .
From (2) and (3) we conclude that the matrix (1) of an alternating
bilinear form satisfies
b i , i = 0, bi ,, + b5 , i = 0, (4)
i.e. B is skew-symmetric . Conversely, to any skew-symmetric matrix B
of order m with elements in F there corresponds an alternating bilinear
form on V. In the following, we shall identify the set B(m, q) of alternating
bilinear forms on V with the set X = X(m, q) of skew-symmetric matrices
of order m over F. Clearly, X is an (')-dimensional vector space over F .
The rank of a form B(x, y) is the rank, necessarily even, of its skew-
symmetric matrix (1) . We shall consider the partition it = {Xa , X1 , . . ., X"},
with n = [m/2], of X into the sets
Xk = {B E X I rank(B) = 2k}, k = 0, 1, . . ., n, (5)
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of matrices of fixed rank. To 7T there corresponds the partition
0 = {00 , 01i . . ., 0„} of X2 = X
X
X, defined by
Ok = {(A, B) E X 2 I A - B E Xk} . (6)
Clearly, the O
k
are symmetric binary relations on X, and 00 is the diagonal
relation . It is not difficult to prove that (X, 0) is an association scheme with
n classes, in the sense of Bose and Shimamoto [5] . To that end, it is
sufficient to show that the O k are the orbits in X2 of a transitive permutation
group acting on X, a method for which we refer to Higman [10] . Here,
however, we shall use a rather different approach, establishing the
existence of the Bose-Mesner algebra of the scheme (cf. [4]), and
obtaining along the way some useful numerical results .
2 .2 . In this section, we introduce some material that we shall need
in order to establish our main results . In particular, frequent use will be
made of the Gaussian coefficients, of which we first recall the definition :
For a real number b
=A
1, and all nonnegative integers k, the b-nary
Gaussian coefficients [k] are defined as follows .
k-1
[01 1 ' [kJ =
II (bx - bi)l(b k - b i),
i=o
Some of their properties are, for integers i, j, k, n,
i
[n]
[ n k ~I - [k] [n i k]'
(x - 1)(x - b)
. . .
(x - bn-1) = "n (-1)n-k
b(n2 k) [n
k] xk,
k=0
[nJ (x
- 1)(x-b)
. .
.(x-bk 1)=xn ,
k-0
k
i k i
E (-1)k-i b(2)
[k~[kj
=
S= ; .
For more details, we refer to Goldman and Rota [9].
In the following, b will be taken to be b = q2. Then, with
c = qm(m-1)/2n,
n = [m12],
the cardinality vk of Xk can be expressed as
k=1,2,. . . .
(7)
(8)
(9)
Vk=IXkI=[kJ(c-1)(c-b)
. .
.(c-bk-1),
(11)
(cf. Mac Williams [14, p . 157]) .
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Now let X be any nonprincipal character of the additive group of the
field F into the complex field . From this, we introduce an inner product
on X, which is the symmetric mapping of X 2 into the complex numbers
defined by
(A, B)
H
<A, B> = X (E
a2 . ,b z , ;) .
z<,
For fixed A, the mapping B F--' <A, B> is a character of the additive group
(X, +), and all characters of (X, +) can be defined in this way. In
particular, we have the defining property of group characters :
<A, B + C> = <A, B><A, C> . (13)
Note that, instead of (12), any equivalent definition of the characters of
(X, +) may be used .
For a given A E X, let us now consider the sum Y_ <A, B> extended over
all elements B in Xk . It turns out that its value only depends on the rank,
2i say, of A and not on the particular element A chosen in X, . For that
reason, we shall denote this value by Pk(i), thus defining
Pk (i) _ Y <A, B>, VA E X2 , k = 0, 1, . . ., n . (14)
$EXk
A proof of the above result, as well as a derivation of the explicit value
pk(1)
= Y (-1)k-, b(k21)
In - k] [n tJ c'
, (15)
is given in the Appendix. It follows from the definition of Gaussian
coefficients that Pk(x), formally defined by (15), is a polynomial of degree k
in the variable z = b-0 ; we shall call it a generalized Krawtchouk poly-
nomial. In fact, when b -> 1, the Gaussian coefficients become ordinary
binomial coefficients, and Pk(x) becomes a Krawtchouk polynomial in
the usual sense (cf. Szego [16, p . 35], and also Delsarte [8]) .
From the definition (14), it follows that P,(0) = I Xk 1 . (The reader
may verify, by using (7) and (8), that (11) is indeed the value of (15)
for i = 0.) On the other hand, by considering the sum
Y_ Y_ <A, B>,
AEX, BEXk
we readily deduce from the definition (14) :
v.Pk
(i) = vkP2(k) . (16)
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We now show that the generalized Krawtchouk polynomials satisfy an
orthogonality relation .
THEOREM 1 .
n
~, viP,(r) PA(t) = Sr,svrC"
•
i=0
Proof. Let us consider the triple sum
Y_ Y Y <A, B><A, C>,
AEX BEXr CEXs
which, by use of the partition 7T _ {X,, X1i . . ., X"} of X, produces the
left-hand member, and, by use of (13), becomes
Y Y ( Z <A, B + C>) .
BEX, CEXs AEX
By a well-known property of group characters, the last sum is equal to
I X I = c" or to zero, according as B + C is equal to zero or not, from
which the theorem follows .
Using (16), we may also express the orthogonality relation of Theorem 1
in the form
n
P,.(l) Pi(s) = Sr .,C", ( 17)
{=0
which shows that the matrix
P = [Pi.f = PAO; i,j =
0, 1, . .
., n], (18)
of order n + 1, satisfies
p2
= c"I.
2.3. The Bose-Mesner algebra of the scheme . We shall consider real
square matrices of order c", for which we use X as labeling set . In partic-
ular, the (0, 1)-incidence matrices D i of the n + 1 relations 8i (6) are
defined by
Di(A, C) _ 1,
if (A, C) E 0j ,
otherwise,
for i = 0, 1, . . ., n . By definition, the Di are symmetric, their sum is the
all-one matrix, and Do is the identity matrix .
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On the other hand, we consider the n + 1 matrices Jk defined, for
k = 0, 1, . . ., n, by
cnJk(A, C) _ <A - C, B> . (20)
BEXk
By an argument similar to the one used in Theorem 1, we readily deduce
that the Jk's are mutually orthogonal idempotent matrices. Hence, they
generate an (n + 1)-dimensional associative and commutative linear
algebra of real matrices, which we shall denote by d .
Now, observing that, for (A, C) E 0i , the right-hand member of (20)
by definition is Pk(i), we may write
n
Cn
Jk = Y_
Pk(i) Di,
i=0
from which it follows that the Di generate the same algebra V. Note that,
from (17), we obtain
n
Dk = Y_ Pk(i) i
i ,
i=0
whence, since the Ji are mutually orthogonal idempotents,
DkJ, =
Pk(i)
Ji ,
which shows that the n + 1 numbers Pk(i), i = 0, 1, . . ., n, are the
eigenvalues of Dk . (Note that they are integers .)
On the other hand, since the Dk's constitute a basis for sl, we must have
n
DiD ; _ Pi.jDk , (22)
k=0
for some (necessarily integer) numbers pk ; . This suffices to show that the
partition 0 of X2 into then + 1 relations (6) is an association scheme with n
classes, of which d is the Bose-Mesner algebra (cf. Bose and Mesner [4]) .
3. MAXIMAL DISTANCE SUBSETS IN (X, 0)
3.1 . Distance distribution of subsets in (X, 0) . It is easily verified
that the mapping p from X2 onto {0, 1, . . ., n}, defined by
p(A, B) = i - (A, B) E 0i r-> rank(A - B) = 2i,
582a/19/I-3
3 2
	
DELSARTE AND GOETHALS
is a distance function on X. In fact, p appears as the natural metric in
the graph (X, 91), a perfectly regular graph in the sense of Higman [10] .
Note that this metric property of the scheme (X, 0) can be viewed as a
consequence of the "polynomial properties" of the eigenvalues P,,(i)
(cf. Delsarte [8]) .
For a nonempty subset Y of X, let us define the distance distribution
of Y in the scheme (X, 0) to be the (n + 1)-tuple a = (a,, al , . . ., am,) of
rational numbers ai, given by
Y II a i = Y2 n Bi I . (23)
Stated otherwise, a i is the average number of elements of Y at distance i
from a fixed element of Y. We quote that
- 17ao = 1, and ao
1
--- + a,,, = I Y i . (24)
For a given (n + 1)-tuple a, the P-transform of a is defined to be the
(n + 1)-tuple aP obtained by postmultiplying the row-vector a by the
matrix (18), that is
n
(aP) k = Y a iPk (i), k = 0, 1, . . ., n . (25)
i=0
For a subgroup Y of the Abelian group (X, +), the dual Y' of Y in X
is defined to be the set
Y' = {B e X
I
<A, B> = 1, VA e Y}, (26)
which is easily seen to be itself a subgroup of X, isomorphic to the factor
group X1 Y. Moreover, (Y')' = Y holds .
The next two theorems are obtained by application to (X, 0) of some
results holding for association schemes in general, and for which we refer
to Delsarte [8]. We shall omit their proofs .
THEOREM 2 . The P-transform aP of the distance distribution a of any
subset Y C X is nonnegative, that is
(aP) k > 0, k = 0, 1, . . ., n .
THEOREM 3 .
The distance distributions a, a' of a pair of dual subgroups
Y, Y' of (X, +) are, up to a constant factor, the P-transforms of each other :
a' = I Y I -1 aP.
The reader familiar with coding theory will have noticed the analogy
between the above concepts and the MacWilliams identities [13] relating
the weight distributions of dual codes .
In the following, we shall be concerned with subsets Y c X having the
property that the distance between any two distinct elements of Y is at
least equal to a fixed integer d, with 1 < d C n, that is
rank(A - B) >, 2d,
	
VA, B e Y, A -A B . (27)
Stated otherwise, we have for the distance distribution a of Y the property
that
(28)
Such a set Y will be called an (m, d)-set . For given m and d, we want to
have (m, d)-sets containing as many elements of X as possible .
3 .2. The Singleton bound for (m, d)-sets . In this paragraph, we shall
derive an upper bound on the cardinality of an (m, d)-set, that we call the
Singleton bound, due to the similarity with a result obtained by Singleton
[15] for codes (cf. also Delsarte [7]) . We shall make use of the following
property, which can be considered as a defining set of relations for the
PJ )I
In
- kl
PA(i) =
[n - it c
, , j = 0, 1, 2, . . ., n, (29)
o
 -l J
1
and which is easily obtained from the definition (15), by use of the inversion
formula (10) .
THEOREM 4 .
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(i) For any (m, d) set Y, we have (the Singleton bound)
I
Y I
\ C
n-d+1'
n-d+1
n - k n
[d - 1i
(aP),~ _
Id - 1
] (c_-,+j _
I' I)
k=1
(30)
(ii) In case of equality, the distance distribution of Y is uniquely
determined by
an-z _ Y (-l),-i b
( ' 2 ) [ i
]
I~1 (cn-d I1-
(31)
a=i
for i = 0, 1, . . ., n - d.
Proof (i) We first show that the P-transform aP of the distance
distribution a of an (m, d)-set Y satisfies
(32)
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From the definition (25) of the P-transform, we have
n-d+l
n- k
n
n-d+1
n k
k Ld -
1] (aP) k
=
ZY
ai
I
- 1]
Pk(i)
where, from (29), the term under brackets on the right-hand side reduces to
r n - i
C
n-d+1
Ln - d + 1] '
which is zero for i > d. Combining this with (28), we deduce that the only
nonvanishing term has index i = 0, whence
n-d+1
n - k ( n
E
[d -
1] (aP)k = Ld
- 1]
C.-d+1 ,
from which we obtain the desired formula (32), since
(aP)
0 = Y
a
i = I
Y
I
(cf. (24)) .
Now, observing that, according to Theorem 2, each term of the left-hand
side of (32) is nonnegative, we immediately obtain the bound (30), which
proves the first part of the theorem .
(ii) In case of equality in the bound (30), each term on the left-hand
side of (32) has to be zero ; hence we have (aP) 0 = I Y I = c
n-
11 +1 , and
(aP) k = 0, k = 1,
2, . .
., n -
d + 1 . (33)
It follows that, for any j
5
n - d, the left-hand member of
Y_
In
-
k] (aP)
k
= Y ai
In -J]
kPk(i)
k=0
J
i=0 k=0
1
reduces to [; ] C
n-d
+' . Hence, by using (29), we have
n
ci
ai rn
- i] =
ln]
Cn-d+l,
for j = 0, 1, . . ., n - d,
i=0 J J
or, equivalently, since ao = 1, and al = a2 = • • • = ad_1 = 0,
n-d
n]
(Cn-d+l-j
- 1)Qn_i ,
from which we easily obtain the announced result (31), by using the
inversion formula (10) .
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An (m, d)-set Y satisfying the bound (30) with equality will be called
maximal . The following theorem shows that a subgroup Y of (X, +)
and its dual subgroup Y' are simultaneously maximal .
THEOREM 5 . A subgroup Y of (X, +) is a maximal (m, d)-set if and
only if its dual subgroup Y' is a maximal (m, n - d + 2)-set .
Proof. For I Y I =
cn-a+,,
we have I Y'
I =
cd-1 , and an (m, d)-set Y
is maximal if and only if the P-transform of its distance distribution
satisfies (33) . From Theorem 3, this is equivalent to saying that Y' is a
maximal (m,
n -
d + 2)-set .
The rest of this paper will be devoted to actual constructions of maximal
(m, d)-sets .
4. CONSTRUCTIONS OF MAXIMAL (m, d)-SETS
4.1 . Let us first briefly show how maximal sets in X(m, q) can be
obtained from a maximal set in X(m + 1, q), if m is odd. To that end we
consider the mapping
/: B(m +
1, q)
-> B(m,
q), (34)
which maps any alternating bilinear form B(x, y) on V = V(m + 1, q)
onto its restriction to a given m-dimensional subspace V' C V. With
respect to a basis (e o , el , e2 , . . ., em) of V, where (e1 , e 2 , . . ., em ) is a basis
of V', the matrix B = [B(ei , e,)] of any form B(x, y) a B(m + 1, q) admits
the decomposition
r 0 -eT(B)
(35)B _ -
Le(B) O(B)
],
where O(B) e X(m, q) is the matrix of the restriction of B(x, y) to V',
and e(B) belongs to V(m, q). We clearly have
rank(O(B)) > rank(B) - 2. (36)
For any subset Y C X(m + 1, q) we denote by O(Y) the corresponding
subset
¢(Y) _
{O(B) I
B e Y}
of matrices O(B) e X(m, q) appearing in the decomposition (35) ; and for
a fixed u a V(m, q) we denote by Y„ the set
Y„ = {B e Y I e(B) = u} .
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For any two elements A, B E Y„ , we have
rank(A - B) = rank(q(A) - O(B)),
as it clearly appears from (35) . Therefore, if Y is an (m + 1, d)-set, O(Y.)
is a (possibly empty) (m, d)-set, and, for d > 2, we deduce from (36)
that q(Y) is an (m, d - 1)-set. Let us now show that, for m odd,
m = 2r + 1 say, O(Y.) and /(Y) are maximal if Y is maximal . First,
since O(Y.) is an (m, d)-set, we have, according to Theorem 4,
But, assuming Y is maximal, we have equality in (38), and therefore also
in (37), which shows that, for each u e V(m, q), the set ~(YY) is a maximal
(m, d)-set . On the other hand, for d > 2, we have O(A) 0 O(B) for any
two distincts A, B E Y,
whence I c(Y)I = I Y I
= q(2r+1)(r-d+2),
which
shows that O(Y) is a maximal (2r + 1, d - 1)-set .
From the above, we may conclude that it would be sufficient to construct
maximal sets in X(m, q), for m even, since they automatically provide
maximal sets in X(m - 1, q) . Unfortunately, we have been unable to find
a general construction in the even-dimensional case, except for fields
of characteristic 2 (cf. Sect . 4.4) . We succeeded, however, in finding such
a construction in the odd-dimensional case, which we shall describe in
Section 4.3. These constructions provide maximal (m, d)-sets in B(m, q),
rather than their images in X(m, q), and make use of a field representation
of the vector space V(m, q), which will be discussed first .
4.2 . We shall show that the set 3(m, q) of alternating bilinear forms
on V(m, q) has a representation as the direct product of n = [m/2] copies
of the field GF(c), with c = q
m(m-1)/2n .
We quote that c = qm or q
m-1 ,
according as m is odd or even . We shall treat the cases m = 2r + 1 and
m = 2r + 2 simultaneously . In either case, GF(c) is a (2r + 1)-dimensional
vector space over GF(q), and we take
V(2r + 1, q) = GF(c) = V',
V(2r + 2, q) = GF(c) X GF(q) = V.
In other words, we represent V as the set of pairs (e, x), with 6
e GF(c),
x e GF(q) . By means of the trivial isomorphism (e, 0) == 6, we shall
I
O
(Y1)I
< q(2r+1)(r-d+1)
(37)
On the other hand, we have
I Y
I
=
	
Y
10(Yu)I < q(2r+1)(r-d+2)
(38)
ue V(m,9)
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identify V' with the subspace {(e, x) E V I x = 0) of V. By means of the
trace (Tr) from GF(c) to IF = GF(q),
21,
Tr(z) _
Y
z ( 39)
=o
we define a nonsingular symmetric inner product T( •, •) on V by
T(((, x), (m y)) = Tr(~'j) +
xy,
and, for any (e, x) E V, a linear form T( e , x) in the dual space
V* = Hom(V, F) by
T(e .x)( ,7, Y)
= Me, x), (-q, y)) .
The map (6, x) H T(e , x) yields a vector space isomorphism T E Hom(V, V*)
(cf. [12, p . 211]) .
Let B( •, •) be a bilinear form on V. To any (~, x) E V, we associate the
linear form B( e , x) E V* defined by
B(e,x)(j, y) = B((e, x), (j, y)) .
The map (e, x) H B( e .x) yields a vector space homomorphism
B E Hom(V, V*), with kernel denoted by Ker(B) . Since T is an
isomorphism V -* V*, for any (f, x) E V there exists a unique (c', x') e V
such that
B(e,x) = T(e',x'),
and the map LB = BT-1, defined by
(~, x)
H
(c', x') = LB(~, x), (40)
is an endomorphism of V, with kernel Ker(L B) = Ker(B) . In conclusion,
we have, V(e, x) e V, V(j, y) e V,
B((., x), (17, y)) = T(LB(., X), (17, y)) . (41)
Similarly, any bilinear form B'( •, ) on V' can be written as
B'((, -1) = Tr(-qLB'(e)), (42)
where LB ' is an endomorphism of V' . This holds in particular for the
restriction B' = O(B) to V' of a bilinear form B on V, that is we have
B((e, 0), (-7, 0)) = Tr(nLBV)),
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where LB'is the map 6 - (~, 0)
H ~' induced by (40) . By linearity, the
map (e, x) H ~' defined by LB can be expressed as
~' = LB'(6) + ax, for some a e GF(c) .
On the other hand, the map (6, x) H x' belongs to V*, that is, we must
have
x' = T(a
,
b) (f,
x) = Tr(f~) + bx,
for some (/3, b) e V. Hence, (41) can be expressed as
B((f, x), ( ,1, y)) = Tr( qLB'(~)) + x Tr(aq) + y Tr(3e) + bxy,
and its restriction B' to V' has the form (42) .
If B is alternating, we have B(((, x), (e, x)) = 0 for all (e, x) E V,
from which we deduce b = 0, a + /3 = 0, and
Tr(6LB'(e)) = 0, Ve E V. (43)
Hence, any alternating bilinear form on V can be expressed as
B((~, x), (-I, y)) = Tr[ ,ILB'(e) + f3(ey - -7x)], (44)
where LB' c- End(V') satisfies (43) .
The ranks of the forms B' (cf. (42)) and B (cf. (44)), are equal to the
dimensions of the images Im(LB') and Im(LB) of the maps LB ' E End(V')
and LB E End(V), respectively, where
LB(6, x) = (LB'(0
- /
3x, Tr(/e)) . (45)
LEMMA 6 . The ranks ofB and its restriction B' = O(B) are related by
rank(B) = rank(B'), if
/3
e Im(LB'),
Irank(B) + 2, otherwise .
Proof. Let us first assume (3 c Im(LB'), that is
/3
= LB'(eo), for some
60 e V'. Then, for any e of the form 6 = e ' + xeo , with 6'
E Ker(LB') and
x c GF(q), we have
LB'(e) = LB'(e') + XLB'(eo) = flx
.
Moreover, since (42) is alternating, we have
Tr(e'LB(&)) = -Tr(eoLB'(e')) =
0, and
Tr(eoLB'(eo)) = 0 ,
whence
Tr(f6) = Tr((e' + xeo) LB'((.)) = 0 .
ALTERNATING BILINEAR FORMS OVER
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Therefore, any (~, x) e V, with (6 - xe0) a Ker(LB '), belongs to Ker(LB)
(cf. (45)), and thus dim Ker(LB) > 1 + dim Ker(LB '), from which we
deduce
rank(B) < (2r + 2) - 1 - dim Ker(LB ') = rank(B'),
that is rank(B) = rank(B'), since obviously the rank of the form B is at
least equal to that of its restriction B' .
Let us assume now
f 0
Im(LB ') . Then the equation LB'(e) = fix has
no solution (~, x), with x ~ 0, in V. Hence,
Ker(LB) = {(e, 0) e V I LB'(e) = Tr(pe) = 01,
and dim Ker(LB) < dim Ker(L B'), from which we deduce
rank(B) > 2r + 2 - dim Ker(LB ') = rank(B') + 1,
whence rank(B) = rank(B') + 2, since the ranks of B and B' are even and
differ by 2 at most . This proves the lemma.
We shall now derive an explicit expression for the linear map
LB ' E End(V'), by means of the trace (39) . Let
(61', e2', . . ., 2r+1) be a
basis of V', and (e1, e2 S2,+1) its dual basis, that is satisfying
Tr(ejej ') = S i , j . Then, with yj = LB'(e j '), j = 1, 2, . . ., 2r + 1, we have,
for any e e V',
2r+1
LB'(6) _ yj Tr(eje) . (46)
j=1
Hence, by using (39), we may write
2r
LB'(0 _ Pi 6
'i,
Ai = I Y,C,
where
ii
can be any element of GF(c) . In order for LB'(e) to satisfy (43),
we must have
fl, = 0, and
92r+1 -i = -
/3q2'+'-i,
for i = 1, 2, . . ., r,
whence we finally obtain for LB'(e) the expression
r
LB '(e) = Niegt - (f'i ) q
2r+i-' .
i=1
This shows that any alternating bilinear form (42) on V' is uniquely
defined by r = [(2r + 1)12] elements
Ni
E GF(c) and any alternating
bilinear form (44) on V by r + 1 = [(2r + 2)/2] elements fi,
fi1
,
F'2 , . . ., Pr ,
of GF(c) .
(47)
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Finally, we conclude this paragraph by showing that any bilinear form
B' of rank 2h on V' has a canonical expression of the form
h
B'(~, q) _ Tr(aj~) Tr(R,j)
-
Tr(Rje) Tr(aj"I), (48)
j=1
where (al , P, , a 2 , g
2 ,
. . ., ah ,
,6)
is a basis of Im(L B '), with
h
La (6) _ Y gj Tr(aje) -
aj
Tr(flj6) . (49)
j=i
Starting from the expression (46) for LB '(e), and expressing the yj's by
means of the elements
Sk
of the dual basis, yj =
Ek bj,kek
, say, we obtain
for B'(~, -q) the expression
B'(e, ,q) = Y Y bj , k Tr(eje) Tr(6k'l) •
j k
Since B'(e, n) is alternating or rank 2h, its matrix
B' =
[B'(ej', ek e ) = bj .k]
is skew-symmetric of rank 2h . It follows from Lemma 10 in the Appendix
that there exists a nonsingular linear transformation with matrix L such
that B' = LTChL, where Ch has the canonical form of a direct sum of h
diagonal blocks of 2 x 2 matrices
-O1 01'
completed by zeros . Hence, with the a i's and Pi's defined by the linear
transformation
((~ (~
al , Nl ,
a2
, /~'2 , • • • ) - (~1 , ~2 2r+1)
L
T
,
we easily obtain the desired result .
We now proceed to the general constructions announced at the beginning
of this section .
4.3 . The odd-dimensional case, m = 2r + 1 . Let 2a be the set of
cr- 11+1 forms (47) defined by those r-tuples (j3 ,
92
, . . ., (3r) whose first d - 1
components are zero, that is
~a
=
{LB ' E
End(V')
I
LB '(6) Nif4 - (Ni5)~2r+1-, Qi
E GF(c)} .
((
i=a
(50)
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Clearly, 2d is an (r - d + 1)(2r + 1)-dimensional space over GF(q), and
for any nonzero LB'(e) e 2d , we have
LAO = (LB(0),a,
where LB(D is a polynomial in e
of degree at most equal to
q2(r-d)+1,
It
follows that
dim Ker(LB ') < 2(r - d) + 1 .
Hence, for any alternating bilinear form B' in the set
-4 d
={B'
it (2r + 1,
q) I
LB ' E
Yd}, (51)
we have rank(B') = 2r + 1 - dim Ker(LB ') > 2d, and since Yd , hence
Rd,
is a linear space, the same property holds for any C' = A' - B',
with A' -74- B'
C_ Rd
. We have thus proved
THEOREM 7 . For any d, 1 < d < r, the linear space Rd , defined by (51),
is a maximal (2r + 1, d)-set of alternating bilinear forms .
The dual space of Rd , that is (cf. (26)),
.Rd ' = {A'
(2 + 1, q)
I <A', B'> = 1, dB'
is, according to Theorem 5, a maximal (2r + 1, r - d + 2)-set of alter-
nating bilinear forms . Here we take, for any two forms A' and B' defined
by means of the r-tuples (al ,
012
, . . ., CYr) and (91,
92
, . . ., Pr), respectively,
the following definition of <A', B'>,
r
<A', B'> = X Tr(a2P=)),
1=1
which can be shown to be equivalent to the one used in (12) . With this
definition, and with £d ' defined to be the set of cd-1 forms (47) corre-
sponding to r-tuples (f ,
N2 , . . ., Pr)
with their last r - d + 1 components
equal to zero, we have
-4d' _ {
A' e B(2r + 1, q)
I L
A ' E Yd'} . (52)
In conclusion, for m odd, there exist two dual families of maximal
(m, d)-sets, given by (51) and (52) . In the next paragraph, we shall obtain
a construction of maximal sets, for m even, in the case of a field GF(q)
of characteristic 2, that is
q = 21, say.
}1
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4.4 . The case m = 2r + 2, q = 21,
c = g2r-1 1
For any y E GF(c) --= V',
we define the linear map L,,' E End( V'), as follows .
Lv'(6) = y2~ + y Tr(ye) . (53)
Since GF(q) has characteristic 2, we have
Tr(~2) = (Tr)2(e), V~ E GF(c),
from which it follows that the bilinear form B,,' on V', defined by
B,,'(e, 71) = Tr(-qL,'(~)), is alternating .
THEOREM 8 . The set of c forms B,, on V = GF(c) x GF(q) defined, for
any y c- GF(c), by
BY((e, x), (
,
l, y)) = Tr[gL„'(e) + y(ey + 71x)], (54)
is a maximal (2r + 2, r + l)-set of alternating bilinear forms.
Proof. It suffices to show that, for any two distinct y, 8 E GF(c), we
have rank(B,, + Bs) = 2r + 2 . Let us write B = B,, + B8 , with
B((6, x), (-?, y)) = Tr[ijL'(e) + (y + 8)(ey + qx)],
where L' = L,,' + LS ' . From (53), we have
L'(6) = (y2 +
82) 6 + y Tr(y)
+ 8 Tr(86) .
Hence, for any 6 E Ker(L'), we can write
(y 2 + 82) S = u
y + w8, (55)
with u = Tr(ye) and w = Tr(86) in GF(q). Let a = Tr[(y + 8)-1 y] .
Then Tr[(y
2 + 8
2) -1 y2] = a2 , and, from y2/(y2 + 82) + y/(y + 8) =
y8/(y2 + 82), we deduce Tr[(y2
+ 82)-1 y8]
= a 2 + a. Since GF(c) has
odd dimension over GF(q), we have Tr(1) = 1, from which it follows that
Tr[(y + 8) -1 8] = 1 + a .
Then, from (55), we obtain
Tr(ye) = u = ua 2 + w(a2 + a),
Tr(8e) = w = u(a2 + a) + w(a2 + 1),
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that is u = ka, w = k(a + 1), for some k e GF(q) . Hence, Ker(L') is
the line {~ = keo
I
k e GF(q)} spanned by the nonzero element 60 e GF(c),
eo = (y2 +
(S 2)
-1
(a' + (a + 1) 8),
which satisfies
Tr((y + 5) eo) =
a2 + (a+ 1)2
= 1
. ( 56)
It follows that the rank of B' _ q(B,, + Bs) is equal to
2r + 1 - dim Ker(L') = 2r .
Now, let us assume y + S E Im(L'), that is
y + 8 = L'( 0), for some iq o c V' .
Then, we have
Tr((y + 8) eo) = Tr(e0L'(-]o)) = Tr(i7oL'(e0)),
since B'(e, -7) = Tr(qL'(e)) is alternating. But, since L'(e0) = 0, this
contradicts (56) and implies y + S 0 Im(L') . It then follows from Lemma 6
that we have rank(B) = rank(B') + 2 = 2r + 2, which proves the
theorem.
Remark . The above result was already obtained, for q = 2, by
Kerdock [11], in the setting of coding theory (cf. also Cameron and Seidel
[6]) . For that reason, the set of forms (54), to be denoted by K(m), will be
called the Kerdock set on V. Note that K(m) is not a linear space .
For d = 2, 3, . . ., r, we shall now obtain a construction of a maximal
(2r + 2, d)-set in B(2r + 2, q). Essentially, we shall extend the set
-4r-d+2
E 3(2r + 1, q) (cf. (52)), by adding the Kerdock set K(2r + 2) .
THEOREM 9 . The set
{B
E E(2r + 2, q) I B = A' + B,, ; A' E -4r-d+2
, Y E
GF(c)) (57)
is a maximal (2r + 2, d)-set of alternating bilinear forms .
Proof For any A' a 1V;-d+2 , we have
r-d+1
(~
LA (f) +
((~
/lie)
g2r+1-i'
2=L
and, for any B in the set (57), we have
B((e, x), ('rl, y)) = Tr[rJ(LA'(e) + L,.'(e)) + y(e + ?7x)] .
(58)
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We thus have c"'-d+2 distinct forms in (57) . It remains to be shown that,
for distinct B, C in (57), we have rank(B + C) ~ 2d. Since
~r_d+2
is
a linear space and a (2r 1, d)-set, it suffices to show that, for any distinct
y, 8 e GF(c), and for any A' c ~41 r_d
+2 ,
we have rank(A' r B, B,) > 2d.
Let D = A' B,, + B, and L' = L
A
' ± L,,' --'r- L,' . Then, we deduce
from (59) and (53) that the coefficient of
~qz
in L'(6) =
Yi
a i~q` is equal
to
Ai =
yl+q=
+ 81+q' ,
for r - d + 2 < i < r + d - 1 . (59)
Let the form O(D) = D', with
D'(e, q7) = Tr("1L'(e)),
have rank 2h . Then (cf. (49)), there exists a basis (a1 ah , Ph)
of Im(L') such that
h
L'( ) _ a; Tr(f;~) + f; Tr(a ;6), (60)
=1
and, by equating the coefficient of eq' in (60) to (59), we obtain
h
y1 +qi +8l+qi =Ya
A'-}-fl,~ for r-d+2 <i<r+d-l .
Equivalently, with S i defined by
h
Si =
yl+qi
+
51+q'
+ a
7+q' + 9,+qa
+
(a; +
fj)l+q'',
(61)
=1
we have Si = 0 for r - d + 2 < i < r + d - 1 . Now, let S be the set
S-{y,8,%,91,x1+h'1> . ..,ah,Ph,ah+Ph}, (62)
and let V(S) be the smallest subspace of GF(c) containing all elements of S.
Clearly, dim V(S) < 2h + 2 . Hence, the linearized polynomial o(z)
(cf. Berlekamp [2, p . 241]), having as zeros all element of V(S), that is,
for some a =A 0 in GF(c),
a(z)
= Y o-i
zq' = a
fl
(z + a),
nE V(S)
has degree -<-q
2h+1 .
We now show that the assumption 2h + 2 < 2d - 2
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leads to a contradiction . Indeed, let a(z) be normalized so as to have
Qo = 1, and let us consider the sums
Y aQ~'(a) = 0, j = 0, d
ass
which, by use of (61), can be expressed as
2d-2
S~ + + i
=
0 .
i-~
Since Si = 0 for r - d -F 2 < i < r + d - 1, we conclude from (63),
with j = r - d + 1, that Sr_
d+l = 0
. By induction, S; = 0, for all j,
whence Sa = y2 + 8 2 = 0, contradicting our assumption y 4- 8 0 0 .
Hence, we have
rank(O(D)) = 2h > 2d - 2,
which implies rank(D) > 2d, unless possibly when h = d - 1 .
Let us now assume h = d - 1 . If y + 8 e Im(L'), we may write
y + 8 = y
1 a
;-1 + bj3, , with respect to the basis (al , I31 , . . ., a h , Ph) of
Im(L') . We may as well write y + 8 =
Y_h 1 a
;(a ; + b;y) ± b;(f3; + a;y) .
Now, let S' be the set
S'_{y+8}U{a1+b,y,P1+a,y,a;+f,+(a,+b,)yIj=1,2, . . .,hi,
and let V(S') be the subspace of V' generated by the elements of S' . Then,
defining Si ' to be
(63)
S .' =
Y
al+q
%
x
'
.ES'
i = 0, 1, . . ., 2r,
we observe that Si' = Si (cf. (61)), by straightforward verifications . Since,
obviously, dim V(S') < 2h = 2d - 2, we readily obtain, by the same
argument as above (cf. (63)), S; = 0, for all j, whence in particular
So = y2 ; 8 2 = 0, contradicting our assumption . Hence, y + 8 ~ Im(L'),
which shows, by application of Lemma 6, that rank(D) = 2d.
We conclude that rank(D) > 2din all cases, and this proves the theorem .
APPENDIX: DERIVATION OF THE EIGENVALUES Pk(i)
LEMMA 10. Any skew-symmetric matrix B of order m over GF(q)
has even rank. For any B of rank 2h, there exists a nonsingular matrix L
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such that the transformed matrix LTBL takes the form of a direct sum of h
diagonal blocks of 2 x 2 matrices
- 11 01'
completed by zeros.
Proof. Let B E X(m, q), B =A 0. We first permute, if necessary, the
rows and simultaneously the columns of B so as to have a nonzero entry
b1,2 = -b2,1 =
w, say. Then, B has the form
B _
-
wG2 -ZT
Z D i'
where
G 2 =
D E X(m - 2, q), and Z is an (m - 2) x 2 matrix . It is easily verified that,
with the matrix L1 defined to be
we have
[U2 w
1G
ZT
Ll =
02 Im 2 II'
with
_ l
(65)L1TBL1
G
= [
02
0
D + w-1ZG2ZT1 1
from which the lemma is easily proved, by induction .
COROLLARY 11 . The sum Y-BEXL
<A, B> only depends on the rank of A.
Proof For any nonsingular matrix L of order m, the map B H LBLT
induces a permutation on the set Xk . Hence,
E <A, B> _ Y, <A, LBLT> .
BEXk BEXk
But, on the other hand, we have
<A, LBLT> = <LTAL, B>,
as may easily be verified from the definition (12) . Now, the result readily
follows, since, for any A EXi , there exists L such that
w-1 0l
U2
= 0 1J ,
LTAL =
diag(G2, G2,
. .
., G21 O,m_2i) •
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Hence, we may write
Y <A,
B>
= Pk(i),
VA E XZ .
BeXk
In the following, we shall refer to the dimension m by writing Xk(m), P() (i),
etc. We first prove a recurrence formula on the P()(i) .
LEMMA 12 .
p(m
k
k-
)(i)
= p,(-)(I -
1) -
q2m-2i-1p(m12)(j
- 1) .
Proof. Let A i EXi(m) be in the canonical form
Ai = diag(G2, G2,
. . .,
G2, OM-2),
and Ci E X2 _ 1(m) be Ci = diag(02 , G2, . . ., G2,
0,,-, i) . Then, we have
Pkm)(Z
- 1) - Pk
m)
(t) _ Y_ (<Ci, Bi - <Ai, B>)
BeXk (m)
Y- <Ci, Bj1 - X(b1 .2))-
BeXk (m)
If b
1 , 2 = 0, then the corresponding term in (67) is zero . So, let us assume
that B is of the form (64) with b 1 , 2 = W =A- 0. Then, we have <Ci , B> =
<A i', D>, where A i ' = diag(G
2 , G2, . . ., G21 Om-2) E
Xt- 1(m - 2). From
(65), we deduce that the matrix FE X(m - 2, q),
F = D +
co-'E,
with E = ZG2ZT,
has rank 2(k - 1), where E E X(m - 2, q) is either
OM-2
or a matrix of
rank 2. From the above, we conclude that (67) is the summation
Y <A 1 ', F - W-1E>(1 - X(w)), (68)
extended over all w =A 0 in GF(q), all matrices F E Xk_1(m - 2) and all
(m - 2) x 2 matrices Z such that ZG2ZT = E. The number N(E) of
matrices Z producing a given matrix E only depends on the rank of E :
N(E) _ ((qz-2 - 1) q + q m-2 ,
(q 1) q,
582a/19/1-4
for E - Om_2 ,
for rank(E) = 2 .
(66)
(67)
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The verification is left to the reader . For E = O,n_2 , the summation with
respect to all F E Xk_ 1(m - 2) in (68) is PITT2 >(i - 1), by definition, and
the summation over all w =A 0 in GF(q) is equal to q. Hence, the contri-
bution to (68) of the matrices Z producing E = Om_2 is given by
(q
,n
q'n-1
- q2)
Pkm_
2)
(i -
1) .
(69)
The rest of the summation is equal to
(q 3 - q) Y_ (1 - X(w)) Y <Ai',
F>
<Ai, -
w -1
E>,
w#0 FeXk _ l (m-2) EEX1 (m-2)
that is,
(q4
- q2) Pkm12)(i
- 1) Pi
m-2)
(i -
1),
which, added to (69), finally gives
Pkm)(i
- 1) - Pkm) (i)
=
Pkm~2)(~
- 1)[qm + qm 1- q2 + (q
4 -
q2 ) p(m 2)(i
- 1)] . (70)
For k = 1, and by use of
p(m)(i)
= 1,
Pim)(0)
_ I
X1(m)j
=
(qm
- 1
)(qm-1 - 1 )/(q 2
- 1),
we obtain, by induction on i,
P(m)(i)
= (
q
2M-2i-1 - qm -
qm-1 + 1)/(q
2
- 1) .
And, by substitution of this into (70), we deduce the recurrence formula
(66), which was to be proved .
This recurrence can be used to obtain the numbers Pkm ) (i) from the
initial values Pom)(i) = 1 and Pk )(0) =
I
Xk(m)I = vk , given by (11) .
Here, we shall show that the Pk )(i) given by (15) are the solution of this
recurrence. According to the inversion formula (10) for Gaussian
coefficients, this is equivalent to showing that these numbers satisfy
equations
[ -
kl
Pkm)(i) =
fn - it c',
k=0
J
JJ
for i, j = 0, 1, . . ., n . From (7), (9), and (11), we first see that (71) holds
for i = 0, and all j. We shall proceed by induction, that is, let us assume
that (71) is valid for i - 1, and show that it is also valid for i. To that end,
[n - k
-~
p(m)(i
- 1) - q2m-2i-1
	
[n = J -
(k -1)j
p(m-2)(i
- 1) .
,1 k k=1 - ( .l - )
k-1
k=0
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we use the recurrence (66), from which it follows that the left-hand member
of (71) can be expressed as
By the induction hypothesis, this latter expression can be written as
- q2m-2i-1
[n t , (c/q
2)y-1
j --
1
which, by use of the recurrence formula for Gaussian coefficients, reduces
to ['7i] c5 . Hence, the desired formula (71) is proved for all i, by induction .
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