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Abstract
The spectral statistics and entanglement within the eigenstates of generic spin chain
Hamiltonians are analysed.
A class of random matrix ensembles is defined which include the most general nearest-
neighbour qubit chain Hamiltonians. For these ensembles, and their generalisations, it is
seen that the long chain limiting spectral density is a Gaussian and that this convergence
holds on the level of individual Hamiltonians. The rate of this convergence is numerically
seen to be slow. Higher eigenvalue correlation statistics are also considered, the canonical
nearest-neighbour level spacing statistics being numerically observed and linked with
ensemble symmetries. A heuristic argument is given for a conjectured form of the full
joint probability density function for the eigenvalues of a wide class of such ensembles.
This is numerically verified in a particular case.
For many translationally-invariant nearest-neighbour qubit Hamiltonians it is shown
that there exists a complete orthonormal set of eigenstates for which the entanglement
present in a generic member, between a fixed length block of qubits and the rest of the
chain, approaches its maximal value as the chain length increases. Many such Hamilto-
nians are seen to exhibit a simple spectrum so that their eigenstates are unique up to
phase.
The entanglement within the eigenstates contrasts the spectral density for such
Hamiltonians, which is that seen for a non-interacting chain of qubits. For such non-
interacting chains, their always exists a basis of eigenstates for which there is no entan-
glement present.
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Chapter 1
Introduction
1.1 Solvable quantum spin chains
1.1.1 Motivation
In 1911, Niels Bohr proved that
“At any finite temperature, and in all finite applied electrical or magnetic fields, the net
magnetisation of a collection of [classical non-relativistic] electrons in thermal equilibrium
vanishes identically.” [1, p.21]
Hendrika Johanna van Leeuwen also independently discovered this fact in 1919 and today it is known
as the Bohr-van Leeuwen theorem. In particular this theorem does not allow for ferromagnetism, the
underlying mechanics by which certain materials, such as iron, can form permamagnents.
The quantum mechanical spin chain was simultaneously used by Dirac and Heisenberg to address
this problem. The Heisenberg (anti)-ferromagnet is such a quantum mechanical model describing
a line of quantum spins, for example distinguishable electrons, interacting with their neighbours.
Varying the single parameter in this model allows for a sharp phase transition in its ground (lowest
energy) state from a ferromagnetic state (all spins aligned) to an anti-ferromagnetic state (in which
spins tend to anti-align with their neighbours) [1, p.138], see Figure 1.1.
Quantum mechanical spin chains also have a wealth of other applications in physics. For example,
they can be used to transfer quantum states, from one end of a chain to the other, with high fidelity
[2, 3]. They have been theoretically used as a model for a quantum computer, fault tolerant universal
gates being implemented on sections of a chain [4]. It has also been suggested that the entanglement
in the ground state of some Heisenberg quantum spin chains can be used as a means to generate
entangled pairs of quantum particles [5].
Little is yet known about the eigenvalues and eigenstates of generic quantum spin chains. The
work presented here sheds light on the distribution of the eigenvalues of generic quantum spin chain
Hamiltonians, and the amount of bipartite entanglement present in their eigenstates.
1
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Figure 1.1: A section of ferromagnetic and anti-ferromagnetic states of a quantum spin chain.
The circles represent the quantum spins arranged in a line and the arrows their ‘spin direction’.
The ferromagnetic state (top) has all the spins aligned and the anti-ferromagnetic state (bottom)
has all the spins anti-aligned.
1.1.2 Quantum mechanical background
A detailed description of the quantum mechanics of finite dimension quantum systems, needed to
describe such spin chains, is given in [6]. The key concepts that will be required here are summarised
as follows:
Tensor product
The tensor product [6, p.71], denoted ⊗, is an important tool in the description of quantum spin
chains. It is defined as the map Cra×ca × Crb×cb −→ Crarb,cacb denoted (A,B) 7−→ A⊗B where
(A⊗B)rb(j−1)+l,cb(k−1)+m = Aj,kBl,m (1.1.1)
for the matrix indices j, k, l and m ranging from 1 to ra, ca, rb and cb respectively.
For any matrices (including row and column vectors) A,A′ ∈ Cra×ca , B,B′ ∈ Crb×cb , C ∈ Crc×cc
and D ∈ Crd×cd with ca = rc and cb = rd, and complex number z, the tensor product satisfies the
conditions (
A+A′
)
⊗B = A⊗B +A′ ⊗B
A⊗
(
B +B′
)
= A⊗B +A⊗B′
z
(
A⊗B
)
=
(
zA
)
⊗B = A⊗
(
zB
)
(A⊗B)(C ⊗D) = (AC)⊗ (BD)
(A⊗B)† = A† ⊗B† (1.1.2)
Furthermore, by the definition of the tensor product, the trace of A⊗B satisfies
Tr
(
A⊗B
)
=
∑
j
(
A⊗B
)
j,j
=
∑
j,k
Aj,jBk,k = Tr (A) Tr (B) (1.1.3)
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for the square matrices A and B.
Additionally, let A = CdA×1 ≡ CdA and B = CdB×1 ≡ CdB be two Hilbert spaces (endowed
with the standard complex Euclidean inner-product) with orthonormal bases {|a〉}dAa=1 and {|b〉}dBb=1
respectively. The Hilbert space A ⊗ B is defined to have the basis {|a〉 ⊗ |b〉}a,b (with elements
equivalently written as |a〉|b〉), and therefore A⊗ B = CdA ⊗ CdB ≡ CdAdB .
Quantum states
Finite length quantum spin chains are finite dimensional quantum systems made up of many indi-
vidual, distinguishable, finite dimensional quantum spin particles. The state of an individual d ∈ N
dimensional quantum system (for example a single spin particle) is defined as a normalised column
vector |ψ〉 in the Hilbert space Cd ≡ Cd×1 (endowed with the standard complex Euclidean inner-
product). If the spin chain is made of n ∈ N distinguishable spin particles and the jth particle has
the corresponding Hilbert space Hj , then by a postulate of quantum mechanics the state of the whole
chain is defined as a normalised column vector |φ〉 in the Hilbert space
H =
n⊗
j=1
Hj (1.1.4)
of all n spin particles [6, p.80].
In this work, chains formed from distinguishable spin-half particles (qubits), will be the main
focus of study. The associated Hilbert space of each qubit is C2 and therefore the associated Hilbert
space of n qubits is
(
C2
)⊗n ≡ C2n .
Partial trace
A key tool for looking at subsystems of quantum systems is the partial trace [6, p.107]. If the Hilbert
space H of a quantum system can be written as the tensor product of two smaller spaces A and B each
with an orthonormal basis {|a〉A}dAa=1 and {|b〉B}dBb=1 respectively, then any operator M (a complex
dAdB × dAdB matrix) acting on H = A⊗ B has the form
M =
∑
a,b
∑
a′,b′
ca,b,a′,b′
(
|a〉A|b〉B
)(
A〈a′| B〈b′|
)
(1.1.5)
where ca,b,a′,b′ are some complex coefficients, as the |a〉A|b〉B form an orthonormal basis of H. The
partial trace over B of the matrix M acting on H is then defined to be
TrB (M) =
∑
a,b
∑
a′,b′
ca,b,a′,b′ |a〉A A〈a′|Tr
(
|b〉B B〈b′|
)
(1.1.6)
This is a matrix acting on A.
Schmidt decomposition
The Schmidt decomposition [6, p.109] allows states, in a Hilbert space of the form A ⊗ B, of some
quantum system to be decomposed in a minimal way over some basis elements of A and B. It asserts
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that for any state |φ〉 ∈ A ⊗ B there exists an orthonormal basis {|a〉A}dAa=1 of A and {|b〉B}dBb=1 of B
and scalars 0 ≤ sj ≤ 1 with
min(dA,dB)∑
j=1
s2j = 1 (1.1.7)
such that
|φ〉 =
min(dA,dB)∑
j=1
sj |j〉A|j〉B (1.1.8)
Superposition
Given two orthogonal quantum states, |0〉 and |1〉, the state
c0|0〉+ c1|1〉√|c0|2 + |c1|2 (1.1.9)
where c0, c1 ∈ C, is their superposition (a further normalised state in the Hilbert space). This
definition extends to more than two states. In particular, for any orthonormal basis of the Hilbert
space, an arbitrary state |φ〉 may be considered as a superposition over all of the basis states [6, p.81].
Quantum Hamiltonians
The Hamiltonian of a finite dimensional quantum system, with corresponding Hilbert space H, is a
Hermitian matrix H, acting on H, describing the energy of the system [6, p.83]. An example of such
a Hamiltonian is seen in Section 1.1.5 and the physical relevance of such a matrix (measurement) is
seen in next subsection.
As H is a Hermitian matrix (say with dimension N) there exist N eigenstates of H, |ψk〉 for
k = 1, . . . , N , which are orthonormal and form a basis of the Hilbert space H, with corresponding
real eigenvalues λk so that
H =
N∑
k=1
λk|ψk〉〈ψk| (1.1.10)
As the |ψk〉 form an orthonormal basis of H, any state |φ〉 of the system may be written in this
basis as
|φ〉 =
N∑
k=1
ck|ψk〉 (1.1.11)
for some complex coefficients ck, where
∑
k |ck|2 = 1 as |φ〉 is normalised.
Measurement
Given that a quantum system is in some state |φ〉, any Hermitian matrix H, acting on the system’s
Hilbert space, corresponds to some physical measurement of the system. For the Hamiltonian this
is the system’s energy. One of the postulates of quantum mechanics states that the outcomes of a
physical measurement can only be one of the eigenvalues of the matrix H. The probability of observing
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the eigenvalue λ is 〈φ|Pλ|φ〉 where Pλ is the projector onto the subspace spanned by eigenstates of
H with the eigenvalue λ, that is for orthonormal eigenstates |ψk〉 of H,
Pλ =
∑
|ψk〉:H|ψk〉=λ|ψk〉
|ψk〉〈ψk| (1.1.12)
After the measurement a further postulate asserts that the state of the system collapses to the
normalised projection of that state onto the eigenspace corresponding to the eigenvalue observed [6,
p.84].
Density matrix
Alternatively, the state of a quantum system can be represented by the density matrix ρ = |φ〉〈φ|
rather than the normalised vector |φ〉. By definition, ρ = ρ†, and so ρ is a Hermitian matrix.
Measurement outcome probabilities are then equivalently given by Tr (ρPλ) [6, p.99].
Classical mixtures
Moreover, the density matrix description allows for classical ensembles of quantum systems. If a
system is either in state ρ1 or ρ2 with probability p1 and p2 respectively (with p1 + p2 = 1) then the
classical mixture
ρ = p1ρ1 + p2ρ2 (1.1.13)
provides a description of this, so that the measurement probabilities Tr (ρPλ) are algebraically accu-
rate. This interpretation generalises to any number of states and classical probabilities. From this
definition it follows that a Hermitian matrix ρ is a valid density matrix if and only if Tr (ρ) = 1 and
〈φ|ρ|φ〉 ≥ 0 for all normalised states |φ〉 [6, p.99].
A pure state is defined to be one that can be written in the form ρ = |φ〉〈φ| for some normalised
vector |φ〉 in the Hilbert space, if this is not the case then ρ is called a mixed state.
In particular, for the orthonormal basis of H consisting of the elements |ψk〉 for k = 1, . . . , N , the
state
N∑
k=1
1
N
|ψk〉〈ψk| (1.1.14)
is called maximally mixed. That is, it is the classical mixture of the most orthogonal states possible
with as little information as possible known about which state is present (see Section 1.2.3 on entropy).
Reduced density matrix
Consider a quantum system formed of two subsystems A and B with Hilbert spaces A and B respec-
tively, so that the Hilbert space of the full system is H = A⊗ B. If the whole system is in the state
ρ then the reduced state ρA, of subsystem A on its own, is defined to be
ρA = TrB (ρ) (1.1.15)
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By applying the Schmidt decomposition to an expansion of ρ, over pure states and probabilities, it
is seen that ρA remains a valid density matrix. Moreover, ρA provides the correct mathematical
description (measurement outcomes) of the state of subsystem A given that no access is available to
subsystem B and subsystem B remains undisturbed [6, p.105].
1.1.3 The standard basis
Let the standard basis for C2 be denoted by
|0〉 =
1
0
 |1〉 =
0
1
 (1.1.16)
so that for any vector |φ〉 ∈ C2 there exist complex coefficients c0, c1 ∈ C such that
|φ〉 = c0|0〉+ c1|1〉 (1.1.17)
Define the standard basis for
(
C2
)⊗n
, where n ∈ N, to be the vectors
|x〉 = |x1〉 ⊗ · · · ⊗ |xn〉 (1.1.18)
for the multi-indices x = (x1, . . . , xn) ∈ {0, 1}n.
1.1.4 Pauli matrix basis
The Pauli matrices [6, p.65] provide a framework for describing quantum mechanical spin chain
Hamiltonians, they are defined (in the standard basis) as
σ(0) = I2 =
1 0
0 1
 σ(1) =
0 1
1 0
 σ(2) =
0 − i
i 0
 σ(3) =
1 0
0 −1
 (1.1.19)
By direct computation they satisfy
Tr
(
σ(a)σ(b)
)
= 2δa,b for a, b = 0, 1, 2, 3
σ(a)σ(b) = −σ(b)σ(a) for a 6= b, a, b = 1, 2, 3
σ(a)σ(a) = I2 for a = 0, 1, 2, 3
σ(1)σ(2)σ(3) = i I2 (1.1.20)
where δa,b is the Kronecker delta symbol.
Parametrisation of 2n × 2n Hermitian matrices
The space of 2n × 2n complex matrices admits the (scaled) Hilbert-Schmidt inner-product [6, p.76]
(X,Y ) =
1
2n
Tr(XY †) (1.1.21)
as seen in Appendix A.7. The 4n, 2n × 2n Hermitian matrices
Pa = σ
(a1) ⊗ · · · ⊗ σ(an) (1.1.22)
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for a = (a1, . . . , an) ∈ {0, 1, 2, 3}n form an orthonormal basis of the 2n × 2n Hermitian matrices as
(Pa, Pb) =
1
2n
Tr
((
σ(a1) ⊗ · · · ⊗ σ(an)
)(
σ(b1) ⊗ · · · ⊗ σ(bn)
)†)
=
1
2
Tr
(
σ(a1)σ(b1)
)
. . .
1
2
Tr
(
σ(an)σ(bn)
)
(1.1.23)
by applying the properties of the tensor product. Then by the properties of the Pauli matrices,
(Pa, Pb) = δa1,b1 . . . δan,bn = δa,b. Therefore it must be concluded that every 2
n × 2n Hermitian
matrix H (which has 4n real parameters) can be written in this basis, that is
H =
3∑
a1,...,an=0
caPa (1.1.24)
where ca = (H,Pa) and ca ∈ R as H = H†.
Notation
For the description of spin chain Hamiltonians, the following notation will be adopted:
σ
(a)
j ≡ I⊗(j−1)2 ⊗ σ(a) ⊗ I⊗n−j2 (1.1.25)
This matrix acts on the Hilbert space of n qubits,
(
C2
)⊗n
, acting on the jth qubit (that is the jth
tensor factor in
(
C2
)⊗n
) as σ(a) for a = 0, 1, 2, 3 and acting as the identity on the remaining qubits.
Cyclic boundary conditions are taken so that σ
(a)
n+j is identified with σ
(a)
j .
1.1.5 Quantum spin chains
Quantum spin chains are a collection of distinguishable quantum particles arranged in a line or ring
where only neighbouring particles are allowed to interact. Higher dimensional analogous include
interactions on lattices or more complicated geometries.
The simplest case is that of n distinguishable qubits labelled 1 to n where qubit j is only allowed
to interact with qubits j ± 1 (cyclically). The associated Hilbert space is then (C2)⊗n, the n fold
tensor product of the individual qubit Hilbert spaces. It will be seen in Section 2.1 that the most
general Hamiltonian for such a system can be written as
H(gen)n =
n∑
j=1
3∑
a,b=1
αa,b,jσ
(a)
j σ
(b)
j+1 +
n∑
j=1
3∑
a=1
αa,0,jσ
(a)
j + α0,0,1I2n (1.1.26)
for some real coefficients αa,b,j . Figure 1.2 gives a graphical representation of such a chain.
Two well studied chains are the XY and XY Z models with the Hamiltonians
H(XY )n =
J
2
n∑
j=1
(
(1 + γ)σ
(1)
j σ
(1)
j+1 + (1− γ)σ(2)j σ(2)j+1
)
+
h
2
n∑
j=1
σ
(3)
j
H(XY Z)n =
1
2
n∑
j=1
(
Jxσ
(1)
j σ
(1)
j+1 + Jyσ
(2)
j σ
(2)
j+1 + Jzσ
(3)
j σ
(3)
j+1
)
+
h
2
n∑
j=1
σ
(3)
j (1.1.27)
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Figure 1.2: A graphical representation of the spin chain Hamiltonian H
(gen)
n . The circles
represent the qubits labelled 1 to n and the links the interactions terms
∑3
a,b=1 αa,b,jσ
(a)
j σ
(b)
j+1
which act only on the neighbouring qubits labelled j and j+1. The local terms
∑3
a=1 αa,0,jσ
(a)
j
are associated to the qubit labelled j. The identity term represents a global energy shift.
respectively for the real coefficients γ (anisotropy parameter), h (relating to an external magnetic
field) and J , Jx, Jy and Jz (coupling parameters). The boundary terms σ
(a)
n σ
(a)
1 are omitted in some
definitions. The XY model reduces to the XX model when γ = 0 and the Ising model when γ = 1.
The XY Z model reduces to the XXZ model when Jx = Jy = J and Jz = ∆J for some real coefficient
∆ and the XXX model when ∆ = 1. Examples of these models, and references thereof, will be seen
in the subsequent sections.
1.1.6 Jordan-Wigner transform
Fermi operators are a collection of operators aˇ1, . . . , aˇn that satisfy the canonical commutation rela-
tions
aˇj aˇ
†
k = −aˇ†kaˇj + δj,kI
aˇj aˇk = −aˇkaˇj (1.1.28)
Nielsen’s notes [7] give an excellent introduction to these operators and the Jordan-Wigner transform.
The spin chain Hamiltonian
H(JW )n =
n−1∑
j=1
2∑
a,b=1
αa,b,jσ
(a)
j σ
(b)
j+1 +
n∑
j=1
α3,0,jσ
(3)
j (1.1.29)
can be exactly solved (diagonalised) with the Jordan-Wigner transform [7], which maps the Pauli
matrices onto Fermi annihilation and creation operators, see Appendix B
This model is seen to contain the XY , XX and Ising models. The procedure is explicitly used in
Section 4.1.
1.1.7 Bethe ansatz
The Heisenberg XXZ chain is an example of a quantum spin chain Hamiltonian that cannot be solved
(diagonalised) by the standard Jordan-Wigner transform method. It is defined by the Hamiltonian
H(XXZ)n =
J
2
n∑
j=1
(
σ
(1)
j σ
(1)
j+1 + σ
(2)
j σ
(2)
j+1 + ∆σ
(3)
j σ
(3)
j+1
)
+
h
2
n∑
j=1
σ
(3)
j (1.1.30)
8
1.1 Solvable quantum spin chains
Here ∆ and J are real coupling coefficients and h ∈ R gives the external magnetic field strength.
The sign of the constant J defines the ferromagnetic and anti-ferromagnetic Heisenberg chain as
mentioned in the introduction.
The XXX model with Hamiltonian H
(XXX)
n is recovered if ∆ = 1. This model can be exactly
solved with the Bethe ansatz [8], due to Bethe in 1931. An outline of this process will be given here
for h = 0, as the symmetry subspaces used will be useful later on.
Symmetry
The matrix
H(Z)n =
n∑
j=1
σ
(3)
j (1.1.31)
is diagonal in the standard basis (Section 1.1.3) as by definition
H(Z)n |x〉 =
n∑
j=1
(−1)xj |x〉 =
n∑
j=1
(1− 2xj)|x〉 = (n− 2s)|x〉 (1.1.32)
where s =
∑n
j=1 xj . By considering the action on the standard basis, the Hamiltonian H
(XXX)
n is
seen to be block diagonal in the eigenbasis of H
(Z)
n , each block corresponding to one of the eigenvalues
n− 2s, for s = 0, . . . , n, of H(Z)n . This symmetry and the translational symmetry along the chain are
the two key properties of the model that allow the Bethe ansatz to apply. The diagonalisation now
proceeds within the eigensubspaces labelled by s:
The s = 0 and s = n subspaces
The eigenspace for s = 0 contains only one eigenstate, |0〉 = |0〉 . . . |0〉. Likewise the eigenspace for
s = n contains only |1〉 = |1〉 . . . |1〉.
The general s subspaces
The eigenspace corresponding to the eigenvalue n− 2s of H(Z)n for some fixed value of s contains
(
n
s
)
eigenstates of H
(Z)
n , given by the standard basis elements |y〉 for which ∑nj=1 yj = s. These states can
be represented by the vector |n1, . . . , ns〉 where n1, . . . , ns are the distinct positions of the s factors
|1〉 in |y〉 = |y1〉 ⊗ · · · ⊗ |yn〉.
An eigenstate of H
(XXX)
n in this subspace then has the form
|ψ〉 =
n∑
n1,...,ns=1
distinct
cn1,...,ns |n1, . . . , ns〉 (1.1.33)
for some complex coefficients cn1,...,ns , as the vectors |n1, . . . , ns〉 span it. The (co-ordinate) Bethe
ansatz for the solution is given by
cn1,...,ns =
∑
τ∈Ss
ei
∑s
j=1 ξτ(j)nj+
i
2
∑
1≤j<k≤s θτ(j),τ(k) (1.1.34)
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where Ss is the permutation group on s elements. For |φ〉 to be eigenstates of H(XXX)n it can be
shown that the momenta of the Bethe ansatz ξj and the phase angles θj,k simultaneously satisfy the
s(s+ 1) equations
2 cot
θj,k
2
= cot
ξj
2
− cot ξk
2
for j, k = 1, 2, . . . , s
nξj = 2piλj +
∑
j 6=k
θj,k for j = 1, . . . , s (1.1.35)
for some fixed values of λ1, λ2, . . . , λs = 0, . . . , n− 1 such that a solution exists. The Bethe quantum
numbers λ1, . . . , λs then index the complete set of solutions.
Finding solutions of (1.1.35) for given Bethe quantum numbers in principle enables a complete
description of the eigenstates, and therefore eigenvalues, of H
(XXX)
n . This is still a non-trivial problem
though and in Karhach’s and Mu¨ller’s view
“the eigenvalues and eigenvectors for a finite dimensional system may be obtained with
less effort from a brute force numerical diagonalisation” [8]
although they do list the general advantages that the Bethe ansatz provides (calculation in the large
chain limit for example).
1.2 Entanglement
Entanglement is one of the most striking features of quantum mechanics and an outline is given in
[6, p.95].
Consider a composite quantum system, of two subsystems A and B, with the Hilbert space
H = A⊗ B. Let {|a〉}dAa=1 and {|b〉}dBb=1 be orthonormal bases for the Hilbert spaces A of subsystem
A and B of subsystem B respectively. Any state |φ〉 of the composite system may then be written as
|φ〉 =
∑
a,b
ca,b|a〉|b〉 (1.2.1)
for some complex coefficients ca,b such that
∑
a,b |ca,b|2 = 1.
Such a quantum state |φ〉 is called a product state across systems A and B if it can be written as
|φ〉 = |φA〉 ⊗ |φB〉 (1.2.2)
where |φA〉 ∈ A is some state of subsystem A and |φB〉 ∈ B is some state of subsystem B. If this is
not the case then the quantum state |φ〉 is called entangled across subsystems A and B.
In terms of density matrices, separable quantum states ρ across subsystems A and B are those
that can be written as
ρ =
∑
j
pjρA ⊗ ρB (1.2.3)
where ρA and ρB are some density matrices of subsystems A and B respectively and the pj are
probabilities such that
∑
j pj = 1. If this is not the case then the quantum state ρ is called entangled
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across subsystems A and B. This can be thought of as a generalisation of the vector description.
Here separable states are classical mixtures of pure product states.
If A = B = C2, for example the case of two qubits, the singlet state [6, p.95]
|0〉|1〉 − |1〉|0〉√
2
(1.2.4)
where |0〉 and |1〉 form the standard basis of C2, is an example of an entangled state between the two
qubits.
1.2.1 Applications
The phenomenon of quantum entanglement is responsible for some highly ‘non-classical’ effects in
quantum mechanics. For example, in 1992 Bennett and Wiesner constructed the super-dense coding
protocol [6, p.97]. Here, two parties, say Alice and Bob, each have one of two qubits in the (entangled)
singlet state as above. Alice encodes one of four values by performing one of four local operations on
her particle and then sends her qubit to Bob who is then able to determine exactly which value Alice
encoded. This, in effect, has enabled Alice to transmit two classical bits of information to Bob via
only sending one quantum bit (qubit) of information. It relies on the entanglement in the original
qubit pair. By sending one qubit alone, Bob would only be able to distinguish two states (that is two
values from Alice) with certainty.
Entanglement also allows for the perfect teleportation of an unknown quantum state [6, p.26].
This enables one party, say Alice, to teleport the state of a qubit to a second party, say Bob, by only
sending classical information. Again, Alice and Bob must each have one of two qubits in the singlet
state as above. Alice then makes a measurement on both her qubit with the unknown state and her
qubit from the singlet pair, then classically sends the result to Bob. Bob can then convert the state of
his single particle into that of the unknown state Alice had before she destroyed it by measurement.
Quantum algorithms, those using quantum states and operations, can outperform their classical
counterparts exponentially. Jozsa and Linden [9] have shown that multi-partite entanglement (a
generalisation of entanglement across two parties to multiple parties) is necessary for this speed up
for algorithms operating on pure states. They give the comparison of Shor’s quantum algorithm,
which can factor an integer of n digits in a running time bounded by O(n3), against the best known
classical algorithm, which has a running time bounded by O(en
1
3 (log(n))
2
3 ), as a dramatic example.
1.2.2 Entanglement measures
Given the apparent importance of entanglement, a suitable measure of ‘how much’ entanglement a
state contains should be identified. To this end, Plenio and Virmani [10, p.8] review the following
desirable axioms for an entanglement measure:
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Axioms
1. Given a bipartite quantum system, that is one which is split into two subsystems A and B with
Hilbert spacesA and B respectively, an entanglement measure E(ρ) should assign a non-negative
real number to each state ρ of the system.
2. If {|a〉A}dAa=1 and {|b〉B}dBb=1 are orthonormal bases of A and B respectively then
E
((∑min(dA,dB)
j=1 |j〉A|j〉B√
min (dA, dB)
)(∑min(dA,dB)
k=1 A〈k| B〈k|√
min (dA, dB)
))
= log2 (min (dA, dB)) (1.2.5)
should be the maximal value of E.
3. If ρ is separable then E(ρ) = 0.
4. The value of E should not increase under deterministic local-operations-and-classical-communication
(LOCC) protocols.
5. If ρ = |φ〉〈φ| is a pure state, then
E(ρ) = E(|φ〉〈φ|) = S
(
TrB (|φ〉〈φ|)
)
(1.2.6)
where S denotes the von-Neumann entropy, S(ρ) = −Tr (ρ log2(ρ)).
1.2.3 Entropy
The von-Neumann entropy was used in the last axiom proposed for an entanglement measure. It is
the case that the von-Neumann entropy of the reduced state TrB (ρ), or equivalently TrA (ρ) by the
Schmidt decomposition, is indeed the unique measure on pure states ρ that satisfies the first four
axioms above [10, p.7].
Von-Neumann entropy
The von-Neumann entropy of the state ρ is defined in [6, p.510] to be
S(ρ) = −Tr (ρ log2(ρ)) (1.2.7)
or equivalently if λk are the eigenvalues of ρ
S(ρ) = −
∑
k
λk log2(λk) (1.2.8)
where the value of 0 log2(0) is taken to be zero.
Two examples of both the von-Neumann entropy and an entanglement measure E concern the
product state |0〉|0〉 and the (maximally entangled) singlet state 1√
2
(
|0〉|1〉 − |1〉|0〉
)
on two qubits.
The reduced density matrices on a single qubit corresponding to each of these states are |0〉〈0| and
1
2 |0〉〈0|+ 12 |1〉〈1| respectively. The respective values of the von-Neumann entropy are then−1 log2(1) =
0 and − 12 log2
(
1
2
)− 12 log2 ( 12) = log2(2), that is the extremal values of an entanglement measure E.
12
1.2 Entanglement
Purity
The purity of a state ρ is defined as Tr
(
ρ2
)
. Taking the definition from Section 1.1.2, ρ has the
decomposition ρ =
∑
j pj |ψj〉〈ψj | for the probabilities pj which sum to 1 and some orthonormal basis
with elements |ψj〉. Therefore the purity of ρ for a d dimensional system is equal to its maximal value
of 1 if and only if ρ is a pure state and equal to its minimal value of 1d if and only if ρ is maximally
mixed.
For a composite quantum system of two subsystems A and B with the Hilbert spaces A and B
respectively, the purity of the reduced density matrix ρA of a pure state ρ of the whole system can
also be used to deduce properties of the entanglement between systems A and B. If Tr
(
ρ2A
)
= 1 then
ρ must be a separable (product) state across subsystems A and B. If Tr
(
ρ2A
)
= 1d , where d is the
minimum dimension of A and B, then ρ must be maximally entangled across subsystems A and B.
These facts are proved in Section 3.1 where use will be made of them.
1.2.4 Entanglement in spin chains
Ground state
In the last decade there has been a lot of effort in studying the entanglement between a continuous
block of l spins, and the rest of the chain, in the ground states of certain spin chain Hamiltonians.
The main tool used for this is the entropy of entanglement, the von-Neumann entropy of the reduced
ground state on the block of l spins.
Vidal, Latorre, Rico and Kitaev [11] first numerically studied this in the XY and XXZ chains.
They used the Jordan-Wigner transformation or Bethe ansatz to find the ground state of each chain,
then from this, numerically calculated the entropy of entanglement for the block of l spins. Having
used the Jordan-Wigner transformation and Bethe ansatz initially, this numerical procedure was only
polynomially hard in l, and as such, relatively large values of l were numerically accessible. They
predicted that the entropy of entanglement was linearly proportional to log2(l) near critical regions
(linked with phase transitions in the ground state) in the limit of large chain length and saturated
elsewhere.
Jin and Korepin [12] first analytically confirmed this for the XX model. They represented the
entropy of entanglement by a Toeplitz determinant and computed the asymptotics with the Fisher-
Hartwig conjecture. With Its [13] they then employed Fredholm operators and Riemann-Hilbert
problems to determine the entropy of entanglement as a function of γ and h for the XY chain in the
large chain, followed by the large l limit and observed logarithmic singularities at the critical regions,
with saturation elsewhere.
Calabrese and Cardy [14] and Korepin [15] used conformal field theory to argue that many inte-
grable one dimensional chains have, to leading order, such a logarithmic singularity in the entropy of
entanglement of their ground states at their critical regions (gapless models).
Keating and Mezzadri [16] expressed the entropy of entanglement of the ground state of a wide
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range of models (related to quadratic forms of Fermi operators) as averages over classical compact
groups. They were then able to compute these averages, which were either Toeplitz determinants or
Hankel matrices, to leading and next to leading order, using a generalisation of the Fisher-Hartwig
conjecture.
Area law for the ground state
Away from the critical regions, the entropy of entanglement of the ground state for a block of l spins
is not singular as l → ∞ in the limit of large chain length for the models mentioned above. In fact,
Masanes [17] shows that for any selection of l spins the entropy of entanglement is proportional to
the boundary of that selection with the rest of the spin chain, up to a logarithmic factor and some
general assumptions which are commonly met by such spin chain models. The result is applicable to
finite dimensional lattices and other more elaborate interaction geometries too.
This is consistent with the previous results. Here saturation of the entropy of entanglement was
seen away from the critical regions, as in the one dimensional chain the boundary of the block of l
qubits is constant.
Matrix product states
The existence of this area law suggests that the ground states in question do not look like arbitrary
states in the Hilbert space, but are somehow closer to product or other less entangled states. In fact
for a large class of spin chain models the ground states can be well approximated by a matrix product
state [18, p.8]. For a dn dimensional system (n subsystems of dimension d for example) the D ∈ N
dimensional matrix product states are defined in [18, p.16] to be
d∑
a1,...,an
Tr
(
C(1,a1) . . . C(n,an)
)
|a1〉 ⊗ · · · ⊗ |an〉 (1.2.9)
where the C(j,aj) are D × D matrices for each value of j (site index) and aj . Each matrix C(j,aj)
contains separate parameters of the state. The case where D = 1 reduces to a product state over
the n subsystems. The value of D and d may be site dependent to generate the most general matrix
product states.
The number of parameters in these states is linear in n for fixed D, unlike an arbitrary state for
which there are 2dn (real) parameters. Although, for large enough D any state may be represented in
this way. For many spin chain models, relatively low values of D suffice to give good approximations
to their ground states. Therefore any numerical techniques for finding such approximations to ground
states are often made tractable.
Higher states
Far fewer results exist concerning the entanglement in higher energy eigenstates of spin chains [19].
In relation to the models already seen, the following two results show that the entanglement in these
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higher states behaves very differently to that in the ground state.
Entanglement between two spins in the XXX model has been numerical studied by Arnesen, Bose
and Verdral [20]. They found that by varying the system’s temperature (to move away from the
ground state) and magnetic field (a model parameter), the entanglement between two spins could be
increased, even in the case where none was initially present.
Alba, Fagotti and Calabrese [19] later treated the entropy of entanglement of eigenstates of both
the critical and non-critical XY and XXZ models for a continuous block of l spins in the large chain
limit. They used the Jordan-Wigner transform and the Bethe ansatz to diagonalise the models. A
full analytic description was given for the XY model whereas numerical methods had to be resorted
to for the XXZ model. They found a distinct class of eigenstates with an entropy of entanglement
proportional to the block length l.
1.3 Non-integrable qubit chains
Non-integrability in quantum spin chains may be defined though the observation of chaotic effects in
the thermodynamic (large chain length) limit, as seen from the following examples. Roughly speaking,
the limited range of models which are solved by the Jordan-Wigner transformation or Bethe ansatz are
integrable. The defining signature of non-integrability is seen in the neighbouring level (eigenvalue)
spacing distributions of the Hamiltonians. Integrable models tend to show a Poisson distribution
and non-integrable models tend to exhibit a distribution with repulsion between the energy levels.
This will be seen in the following examples and references, which illustrate the ease with which
non-integrability arises.
Before this, note that much of the initial work into integrable spin chains was based on numerical
investigation. Mu¨ller, Bonner and Parkinson [21] argue however that the reliability of these numerical
methods and approximation techniques is greatly reduced when applied to non-integrable models. In
integrable models the thermodynamic behaviour is qualitatively seen in relatively short chains whereas
with non-integrable models qualitative differences in behaviour are seen at different (numerically
accessible) chain lengths. This must reduce the strength of any conclusions made from numerical
analysis in these cases.
1.3.1 Ising model with tilted magnetic field
Karthik, Sharma and Lakshminarayan [22] consider the Ising model in a tilted magnetic field with
the Hamiltonian
H(KSL)n =
J
2
n−1∑
j=1
σ
(3)
j σ
(3)
j+1 +
h
2
n∑
j=1
(
sin(θ)σ
(1)
j + cos(θ)σ
(3)
j
)
(1.3.1)
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with the real constants J (coupling strength) and h (the magnetic field strength) and the tilting
parameter θ ∈ [0, pi2 ]. For θ = 0 the model is trivially diagonal and for θ = pi2 the Ising model1 is
recovered, which is solvable via the Jordan-Wigner transformation.
The Hamiltonian commutes with the bit reversal matrix B which interchanges the qubits labelled
j and n − j + 1 so that both matrices share a joint orthonormal eigenbasis. As B2 = I and B is
Hermitian, this basis can be split into two subspaces on which the eigenvalues of B are either ±1,
labelled odd (−1) and even (+1). Karthik, Sharma and Lakshminarayan numerically plot the graph
reproduced in Figure 1.3, showing part of the even energy spectrum as the angle θ is varied. The
energy levels do not cross each other within this region but closely approach and then veer away.
This repulsion is a key signature of a non-integrable system.
For the even symmetry subspace, the authors also rescale the eigenvalues so that they have
an approximately constant density (unfolding, see Section 4.3) and then plot the histogram of the
spacings between neighbouring (unfolded) eigenvalues seen in Figure 1.6. This density is seen to drop
at small spacings, indicating the reluctance of the eigenvalues to group closely.
1.3.2 Chain defects
Gubin and Santos [23] consider the XXZ chain with a defect at the dth site, that is
H(GS)n =
J
2
n−1∑
j=1
(
σ
(1)
j σ
(1)
j+1 + σ
(2)
j σ
(2)
j+1 + ∆σ
(3)
j σ
(3)
j
)
+
h
2
n∑
j=1
σ
(3)
j +

2
σ
(3)
d (1.3.2)
with the real constants J and ∆ (coupling constants), h (the magnetic field strength) and . For
 = 0, this is the XXZ model2 and is solvable by the Bethe ansatz.
For n = 15, h = 0, J = 0.5 and ∆ = 0.5, adding the defect  = 0.5 at the beginning of the chain
(d = 1) produces approximately Poisson statistics (an integrable characteristic) for the unfolded
nearest-neighbour level spacings in the symmetry subspace H
(Z)
n = −5 of the unfolded spectrum (see
Section 1.1.7). Adding the defect in the middle of the chain (d = 7) however produces approximately
Wigner statistics (a non-integrable characteristic) in this subspace as seen in Figure 1.4.
1.3.3 Next to nearest-neighbour interactions
Kudo and Deguchi [24] studied the similar model
H(KD)n =
J1
2
n∑
j=1
(
σ
(1)
j σ
(1)
j+1 + σ
(2)
j σ
(2)
j+1 + ∆1σ
(3)
j σ
(3)
j+1
)
+
J2
2
n∑
j=1
(
σ
(1)
j σ
(1)
j+2 + σ
(2)
j σ
(2)
j+2 + ∆2σ
(3)
j σ
(3)
j+2
)
(1.3.3)
1This is the Ising model seen in Section 1.1.5 up to a local unitary transformation that maps σ(3) → σ(1) and
σ(1) → σ(3).
2This is the XXZ model seen in Section 1.1.5 without the boundary terms σ
(a)
n σ
(a)
1 .
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Figure 1.3: Adapted from [22]. Part of the even energy spectrum of the Ising model with
tilted magnetic field, H
(KSL)
n , on n = 8 qubits for θ ∈
[
0, pi
2
]
and J = h = 2. The levels are
coloured alternatively. The energy levels are seen not to cross as θ is increased. They only
closely approach and then veer away.
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Figure 1.4: Adapted from [23]: The numerical nearest-neighbour level spacing distributions
of the unfolded spectrum of the XXZ chain with a site defect, H
(GS)
n , within the H
(Z)
n = −5
symmetry subspace, for n = 15, h = 0, J = 0.5, ∆ = 0.5,  = 0.5, d = 1 (left) and d = 7 (right).
The change from Poisson (dotted line) to Wigner (dashed line) statistics is observed.
where J1, J2,∆1 and ∆2 are real coupling constants. They numerically calculated the (unfolded)
nearest-neighbour level spacing distribution in the symmetry subspace H
(Z)
n = 0 for n = 18. In this
subspace there is a further symmetry subspace with a corresponding symmetry matrix H
(K)
n . Figure
1.5 shows the Wigner statistics in the H
(Z)
n = 0, H
(K)
n =
2pi
n subspace that they observed.
If the system is not fully desymmetrised, that is the whole H
(Z)
n = 0 subspace is taken, the
statistics change their qualitative behaviour as seen in Figure 1.5. This highlights the importance of
the symmetries of these types of model.
1.3.4 Coupled chains
Hus and Angle`s d’Auriac [25] have studied two coupled XXX chains described by
H(HA)n =
J1
2
n−1∑
j=1
(
σ
(1)
j,1σ
(1)
j+1,1 + σ
(2)
j,1σ
(2)
j+1,1 + σ
(3)
j,1σ
(3)
j+1,1
)
+
J1
2
n−1∑
j=1
(
σ
(1)
j,2σ
(1)
j+1,2 + σ
(2)
j,2σ
(2)
j+1,2 + σ
(3)
j,2σ
(3)
j+1,2
)
+
J2
2
n∑
j=1
(
σ
(1)
j,1σ
(1)
j,2 + σ
(2)
j,1σ
(2)
j,2 + σ
(3)
j,1σ
(3)
j,2
)
(1.3.4)
where the qubits are labelled by the pair of labels j = 1 . . . , n and c = 1, 2 and where J1 and J2 are
real coupling constants.
They again see a transition from Poisson statistics to Wigner statistics in the (unfolded) nearest-
neighbour level spacing distributions, in the H
(Z)
n = 0 symmetry subspace, as the coupling between
the chains increases, see Figure 1.6.
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Figure 1.5: Adapted from [24]: (Left) The numerical nearest-neighbour level spacing distri-
bution of the unfolded spectrum of the next to nearest-neighbour Hamiltonian H
(KD)
n , within
the H
(Z)
n = 0, H
(K)
n =
2pi
n
symmetry subspace, for n = 18, J1 = 2J2, ∆1 = ∆2 = 0.5 . (Right)
The same quantity for the entire (that is, incompletely desymmetrised) H
(Z)
n = 0 subspace.
The dashed and dotted lines give the Wigner spacing distribution and Poisson distribution
respectively.
Figure 1.6: (left) Adapted from [22]: The numerical nearest-neighbour level spacing distribu-
tions of the unfolded spectrum of the Ising chain with a tilted magnetic field, H
(KSL)
n , within
the even symmetry subspace, for n = 13, J = h = 2 and different angles θ. (Right) Adapted
from [25]: The numerical nearest-neighbour level spacing distributions of the unfolded spectrum
of the coupled chain, H
(HA)
n , within each symmetry subspace, for n = 7 qubits and different
ratios of J1 and J2. The crossover from Poisson (dotted line) to Wigner (dashed line) statistics
is observed in both cases.
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1.3.5 Energy distributions of generic spin chains
For the vast majority of spin chain models there do not exist analytic techniques to solve (diagonalise)
them. Hartmann, Mahler and Hess [26, 27] however start to analyse a generic spin chain without the
need for diagonalisation. They explicitly consider the Hamiltonian of n qubits
H(HMH)n =
n−1∑
j=1
hj (1.3.5)
where hj are Hermitian matrices acting only on the qubits labelled j and j + 1 non-trivially. A
term hn acting on the qubits labelled n and 1 can be added so that H
(HMH)
n includes all of the
nearest-neighbour models already considered.
They look at product states, |φ〉 = ⊗j |φj〉, for states |φj〉 of the individual qubits, for which
νφ = 〈φ|H(HMH)n |φ〉 and ∆2φ = 〈φ|H(HMH)n
2|φ〉 − ν2φ (1.3.6)
satisfy ∆φ ≥ nC1 for some constant C1 and 〈χ|hj |χ〉 ≤ C2 for some constant C2 for all states |χ〉.
The product state |φ〉 can be decomposed over the eigenstates |ψk〉 of H
(HMH)
n −νφ
∆φ
as
|φ〉 =
2n∑
k=1
ck|ψk〉 (1.3.7)
for some complex coefficients ck such that |φ〉 is normalised. These values can then be used to define
a probability distribution on the real line so that
P(λ ≤ x) =
∑
k:λk≤x
|ck|2 (1.3.8)
where the λk is the corresponding (real) eigenvalue to the eigenstate |ψk〉.
Hartmann, Mahler and Hess prove that this distribution tends weakly to that of a standard normal
distribution in the limit of large chain length. Furthermore, for an orthonormal basis of such product
states |φk〉 they show in [27] that the spectral density ρ(HMH)n,1 (λ) of H(HMH)n in the limit n → ∞
weakly converges to
ρ
(HMH)
n,1 (λ) =
1
2n
2n∑
k=1
1√
2pi∆2φk
e
− (λ−νφk )
2
2∆2
φk (1.3.9)
so that the proportion of the eigenvalues of H
(HMH)
n in (−∞, x) is
∫ x
−∞ ρ
(HMH)
n,1 (λ) dλ in the limit
n→∞ for all fixed real values x.
1.4 Random matrix theory
Hartmann, Mahler and Hess started to address the issue of the analysis of generic spin chain models
without the need to solve (diagonalise) them explicitly. This is very much the spirit of random matrix
theory, where statistical properties of matrix ensembles are studied. The Wigner nearest-neighbour
distribution, as seen throughout the last section, is well understood in the random matrix theory
community. The connection to chaos is also widely studied in this framework.
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1.4.1 Motivation
The Oxford Handbook of Random Matrix Theory [28] offers a comprehensive background to random
matrix theory. A short summary of the relevant history therein is given here:
In the 1930’s narrow energy resonances were observed in the scattering of slow neutrons by large
nuclei. This lead Bohr to formulate the notion of the compound nucleus with many particle inter-
actions in 1937. There was no exact way to determine these interactions in a nucleus so Wigner
and Eisenbud formally used the ‘R-matrix’ to model the results of this process. As a function of
energy, the R-matrix was defined to be singular at each eigenvalue of the Hamiltonian of the nucleus
(resonance of the nucleus).
The Wishart ensemble of random matrices had existed since the 1920’s. Wigner was prompted
by this ensemble to model the spectral characteristics of the R-matrix by a random matrix (a real
symmetric matrix with independent Gaussian distributed entries) as the specific details of the R-
matrix were too complicated to explicitly determine. He states in a related paper that
“The present problem arose from the consideration of the properties of the wave function
of quantum mechanical systems which are assumed to be so complicated that statistical
considerations can be applied to them.” [29]
Wigner determined that the limiting spectral density (the probability density function describing
the distribution of the eigenvalues) of this ensemble had the shape of a semicircle for large matrix
size. This was deduced by calculating the individual moments of the spectral density. Furthermore
he predicted that the nearest-neighbour level spacing distribution for the unfolded eigenvalues (that
is, transformed to have a constant density on some compact interval) of this ensemble for large matrix
size should have the form c1s e
−c2s2 where s is a spacing parameter and c1 and c2 are real constants.
This is the so called Wigner distribution seen throughout the last section where c1 and c2 were chosen
such that this spacing probability density has unit mean. This spacing density shows the tendency
of the eigenvalues to repel one another, as it tends to zero as s→ 0.
This ‘level repulsion’ had already be observed in Hermitian matrices by Wigner and von Neumann
in 1929. By the 1960’s this level repulsion had also been observed in physical systems by Rosenzweig
and Porter, lending weight to Wigner’s spacing prediction and the effectiveness of the predictions of
random matrix models. Many further examples will be seen in the next section.
In 1960 Mehta and Gaudin employed orthogonal polynomials to rigorously reproduce the semi-
circle as the limiting spectral density for Wigner’s ensemble. These techniques also allowed them to
determine the exact nearest-neighbour level spacing distribution, finding it to be extremely close to
that of Wigner’s prediction.
1.4.2 Symmetry
In 1962 Dyson introduced the three circular ensembles characterised by the values β = 1, 2, 4. They
were the circular orthogonal ensemble (COE), circular unitary ensemble (CUE) and circular sym-
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plectic ensemble (CSE) respectively. These ensembles consist of real orthogonal, complex unitary
and quaternion unitary matrices, respectively, endowed with the Haar probability measure over each
compact group. Dyson calculated the nearest-neighbour level spacing distributions of these ensem-
bles non-rigorously and then the spectral point correlation functions (that is, the spectral density
and higher correlation functions) and re-derived Gaudin’s results for their nearest-neighbour level
spacings.
Dyson matched these ensembles to physical systems corresponding to their symmetries. He also
showed that only the β = 1, 2, 4 ensembles were necessary to describe any Hilbert space symmetry.
He states that
“the most general kind of matrix ensemble, defined with a symmetry group which may be
completely arbitrary, reduces to a direct product of independent irreducible ensembles each
of which belongs to one of the three known types.” [28, p.43]
This is commonly referred to as Dyson’s three fold way. These results are also applicable to the
Gaussian invariant ensembles characterised by the values β = 1, 2, 4, the Gaussian orthogonal ensem-
ble (GOE), Gaussian unitary ensemble (GUE) and Gaussian symplectic ensemble (GSE) respectively.
These ensembles consist of real symmetric, complex Hermitian and quaternion Hermitian matrices,
respectively, where the real parameters of the matrices’ elements are independently distributed Gaus-
sian random variables.
In the 1990’s other symmetries were also found to be required for a complete description of relevant
physical systems, such as chiral symmetry, see [28, p.52] for a review.
1.4.3 Simple nearest-neighbour level spacing statistics
The canonical nearest-neighbour level spacing statistics of the GOE, GUE and GSE can been seen for
small matrix dimension through an enlightening calculation [30][31, p.70]. Consider the 2× 2 matrix
G =
 w + z x− i y1 − j y2 − k y3
x+ i y1 + j y2 + k y3 w − z
 (1.4.1)
where i, j and k are the quaternion basis elements, i is identified with the standard imaginary unit
and w, x, y1, y2, y3 and z are real parameters. Equipped with the Gaussian probability measure
e−
1
2 Tr(H
2) dw dxd y1 d y2 d y3 d z = e
−w2−x2−y21−y22−y23−z2 dw dxd y1 d y2 d y3 d z (1.4.2)
these matrices, up to scaling, form the 2× 2 GSE, with y2 and y3 removed the GUE, with y1, y2 and
y3 removed the GOE and with x, y1, y2 and y3 removed an ensemble of two independent points. The
eigenvalues of the matrix G are given by
λ = w ±
√
x2 + y21 + y
2
2 + y
2
3 + z
2 (1.4.3)
Setting r2 = x2 + y21 + y
2
2 + y
2
3 + z
2 allows the spacing, s, between the eigenvalues to be written as
2r. Changing variables from x, y1, y2, y3 and z to the polar coordinates r and some further angular
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Figure 1.7: The nearest-neighbour level spacing distributions for 2× 2 GSE, GUE, GOE and
independent point ensemble scaled to have unit area and mean.
parameters leads to the following probability density functions for the spacing s after integrating out
the angular parameters
ρ(s) = Csβ e−cs
2
(1.4.4)
where β = 0, 1, 2, 4 for the independent points, GOE, GUE and GSE respectively and C and c are
constants. The factor sβ arises from the Jacobian of the transform to polar coordinates in β + 1
dimensions.
These are the approximate forms of the nearest-neighbour level spacing distributions seen previ-
ously in Section 1.3. Figure 1.7 shows these distributions scaled to have unit area and mean. The
curves for β = 1, 2, 4 closely approximate the limiting nearest-neighbour level spacing distributions
for the unfolded eigenvalues of the GOE, GUE and GSE respectively as matrix size increases [32,
p.14]. They will be used to approximate these distributions from now on.
1.4.4 Experimental data
The Wigner spacing distribution (that is (1.4.4) for β = 1) is seen for the spacings between neigh-
bouring unfolded eigenvalues in a wide range of physical systems. Figure 1.8 shows a range of systems
for which this has been observed. The nearest-neighbour level spacing distribution for the GUE was
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even observed by Krba´lek and Sˇeba [33] in the bus arrival times in Cuernavaca Mexico.
The property leading to the correspondence of these statistics to those of random matrix ensembles
with the appropriate symmetries is conjectured to be chaos:
1.4.5 Chaos
Chaos plays a central role in the application of a random matrix model to a physical system [28,
p.23]. Billiard systems provide an example of this with the benefit that their chaotic interpretation
is relatively simple. There are many other widely ranging examples though, as seen in the previous
section.
The (classical) stadium billiard [34, p.165] is a two dimensional area consisting of a rectangular
section with semicircular sections joined to each end, see Figure 1.9. A point particle is free to move
within the billiard, travelling in straight lines with constant speed. When contact is made with the
billiard’s boundary, elastic reflection occurs according to Snell’s law. The billiard is classically chaotic
in the sense that most close trajectories exponentially separate in time.
The quantum version of this billiard consists of solving the two dimensional Schro¨dinger (wave)
equation with zero potential inside the billiard, infinite potential outside and a zero wave condition
on the billiard’s boundary. The solutions to Schro¨dinger’s equation produces (unfolded) energy eigen-
values with a Wigner nearest-neighbour distribution. This is just one of the quantum features of this
system well modelled by the GOE [34, p.166].
The connection between such classically chaotic systems and the local spectral statistics of random
matrices is strong and results from the system’s and ensemble’s symmetries being matched. The
Bohigas, Giannoni and Schmit (BGS) conjecture states that:
“the spectral fluctuation measures of a generic classically chaotic system coincide with
those of the canonical random matrix ensemble that has the same symmetries (unitary
orthogonal or symplectic)” [28, p.24]
For the billiard above, GOE nearest-neighbour level spacing statistics are seen and this connects
with the fact that the system has a time reversal symmetry, which matches it to this ensemble. If
a charged particle is considered in the billiard, with a perpendicular magnetic field applied, GUE
nearest-neighbour spacing statistics are observed, relating to the fact that time reversal symmetry
has been broken so that the system’s symmetries match that of the GUE [34, p.167].
In relation to the spin chains seen earlier, the non-integrable chains (roughly those that display
level repulsion) can be interpreted as chaotic in the sense of matching random matrix predictions.
An analogue to time reversal symmetry is also available for these spin chains. In section 4.3 it will
be seen that this symmetry, or lack thereof, again corresponds to GOE or GUE level statistics being
observed.
24
1.4 Random matrix theory
Figure 1.8: Adapted from [31, p.6]: Nearest-neighbour level spacing distributions for the
unfolded quantum spectrum of a Sinai billiard with time reversal symmetry, quantum spectrum
of an NO2 molecule, energy spectrum of a vibrating quartz block in the shape of a three
dimensional Sinai billiard, microwave spectrum of a chaotic volume, energy spectrum of a
vibrating plate in the shape of a stadium billiard and bus arrival times in Cuernavaca Mexico
[33]. All the distributions are normalised and scaled to have unit mean, approximate GOE
(dashed) and GUE (dotted) limiting nearest-neighbour level spacing distributions are overlaid.
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Figure 1.9: The classical stadium billiard. The trajectory of a free particle within the billiard
is shown, reflections occurring at the billiard’s boundary according to Snell’s law. Over a long
time period the particle spends roughly equal time in either half A or B for a generic path, a
consequence of this billiard’s chaotic nature [34, p.165].
1.4.6 Key ensemble properties
There are three ensemble properties that make a random matrix model physically useful if they hold.
These are:
Universality
An ensemble is universal [28, p.103] if the ensemble’s average local spectral fluctuations are indepen-
dent of the ensemble’s probability measure in the limit of large matrix size. This has been shown to
hold for a wide range of ensembles. Of particular note are the Hermitian Wigner ensembles (Hermi-
tian matrices with the real parameters of their entries independently distributed) and the Hermitian
unitarily invariant ensembles (Hermitian matrices H with a distribution proportional to e−Tr(V (H))
for some suitable function V ). The GUE is at the intersection of the two. Universality also holds for
the related orthogonal and symplectic ensembles.
Heuristically, this property shows that the average limiting local spectral fluctuations are a result
of the ensemble’s symmetry, that is the symmetry of the system it is modelling, rather that an artefact
of the probability measure chosen for the ensemble.
Ergodicity
An ensemble is ergodic [28, p.20] if the ensemble’s average local spectral fluctuations are equal to
almost every member’s individual local spectral average, in the limit of large matrix size. In particular
the β = 1, 2, 4 Gaussian and circular ensembles are ergodic.
Heuristically, this property states that the ensemble average of some local spectral fluctuation is
a good predictor for that of a specific member of the ensemble, perhaps describing a physical system
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of interest.
Stationarity
An ensemble is stationary [28, p.20] if the ensemble’s average local spectral fluctuations are indepen-
dent of spectral position, in the limit of large matrix size. In particular the β = 1, 2, 4 Gaussian and
circular ensembles are stationary, within the bulk of their spectra.
Heuristically, this property states that the ensemble average of some local spectral fluctuation is
constant throughout the bulk of the spectrum.
1.5 K-body ensembles
Random matrix models make satisfying predictions about the local spectra fluctuations of many
relevant physical systems, as seen above. However this is not the case for the global spectral statistics.
In 1971 Dyson quotes Professor G.E. Uhlenbeck as saying:
“If you admit that the Wigner ensemble gives a completely wrong answer for the level
density, why do you believe any of the other predictions of random matrix theory?” [35]
This concern led to the search for ensembles whose wider spectral statistics more closely match that
of physical systems of interest.
1.5.1 Embedded ensembles
One prominent such ensemble is the 2-body random ensemble (TBRE) or, more generally, the k-body
embedded Gaussian orthogonal ensemble (EGOE(k)). Ensembles of this type were first suggested by
French and Wong [36, 37] and Bohigas and Flores [38, 39] in the 1970’s. Here the goal was to determine
an ensemble which modelled only the k < n body interactions between the n indistinguishable particles
within a nucleus, so that the spectral density (numerically) was a more physically realistic Gaussian
distribution.
In these papers, the transition of the Gaussian spectral density to the semicircle of the GOE as k
increased from 2 to n was numerically studied, see Figure 1.10. Also, the unfolded nearest-neighbour
level spacing distributions of these ensembles were numerically studied and similarities to that of the
GOE observed, see Figure 1.11.
The models resisted much further analysis though due to their complicated structure.
1.5.2 Explicit ensemble construction
Hilbert space
The EGOE(k) is an ensemble of random matrices which act on the space of n identical particles
(fermions or bosons) each with d individual single particle states. In the case of fermions (an analogous
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Figure 1.10: Adapted from [36]. The average spectral density over s = 100 samples from a
realisation of the EGOE(k = 2) (left) and EGOE(k = 7) (right) on n = 7 indistinguishable par-
ticles. A clear change from a Gaussian distribution (left dashed) to a semi-circular distribution
(right dashed) is seen.
Figure 1.11: Adapted from [37]. The average unfolded nearest-neighbour level spacing distri-
butions over s = 100 samples from a realisation of the EGOE(k = 2) (left) and EGOE(k = 7)
(right) on n = 7 indistinguishable particles. Only spacings near the centre of the spectrum
were used. A clear similarity to the approximate limiting GOE nearest-neighbour level spacing
distribution (dashed) is seen.
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construction holds for bosons) the n-particle states
aˇ†s1 . . . aˇ
†
sn |0〉aˇ = |s1, . . . , sn〉n = |s〉n (1.5.1)
where s ∈ {1, . . . , d}n, s1 < · · · < sn, n < d and aˇ†j are the Fermi creation matrices of Appendix B
with the vacuum state |0〉aˇ, form an orthonormal basis of this space. Here the values of s1, . . . , sn
can be regarded as state occupation labels of the n fermions.
The n-particle states aˇ†t1 . . . aˇ
†
tn |0〉aˇ = |t〉n for any t ∈ {1, . . . , d}n can be related to the basis states
by the canonical commutation relations for the Fermi matrices aˇj and aˇ
†
j , see Appendix B.
Ensemble elements
The elements of the EGOE(k) for fermions are defined [40] to be
Hˆ(EGOE(k))n =
∑
1<s1<···<sn≤d
1<s′1<···<s′n≤d
cˆs′,s|s′〉n n〈s| (1.5.2)
For k = 2, the random variables cˆs′,s are defined through the random k = 2 body interaction
Hamiltonian
Hˆ
(int)
2 =
∑
1<r1<r2≤d
1<r′1<r′2≤d
dˆr′,r|r′〉2 2〈r| (1.5.3)
where the real coefficients dˆr,r′ = dˆr′,r are independent normal random variables. This matrix
describes a ‘random’ interaction between two fermions.
This k = 2 body interaction is then built into the Hamiltonian Hˆ
(EGOE(k))
n in the following way.
For any n-particle states |t〉n and |t′〉n as above, if t = t′ then
n〈t′|Hˆ(EGOE(2))n |t〉n =
∑
1≤j<k≤n
2〈tj , tk|Hˆ(int)2 |tj , tk〉2 (1.5.4)
If t1 6= t′1 and tj = t′j for all j = 2, . . . , n then
n〈t′|Hˆ(EGOE(2))n |t〉n =
∑
1<j≤n
2〈t′1, tj |Hˆ(int)2 |t1, tj〉2 (1.5.5)
If t1 6= t′1, t2 6= t′2 and tj = t′j for all j = 3, . . . , n then
n〈t′|Hˆ(EGOE(2))n |t〉n = 2〈t′1, t′2|Hˆ(int)2 |t1, t2〉2 (1.5.6)
By permuting the Fermi matrices in the definition of the states |t〉n, these three cases give many
of the random variables cˆs′,s. The rest are defined to be zero. This construction only models the two-
body interactions described by Hˆ
(int)
2 . Any higher-body interactions are not present by construction,
that is, many of the cˆs′,s are zero as such terms require higher-body interactions to go between the
corresponding states in state space.
An analogous procedure is used to define the EGOE(k) for k 6= 2 and the k-body embedded
Gaussian unitary ensembles (EGUE(k)) by either enlarging the dimension (2 to k) or changing the
symmetry (orthogonal to unitary) of the interaction Hamiltonian Hˆ
(int)
2 above, respectively.
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1.5.3 Distinguishable particles
Pizˇorn, Prosen, Mossmann and Seligman
Distinguishable two level particles (qubits) have also been considered. Pizˇorn, Prosen, Mossmann and
Seligman [41] numerically study the following Hamiltonian on a chain of n (even, to avoid degeneracy
issues) qubits
Hˆ(PPMS)n =
n−1∑
j=1
3∑
a,b=1
αˆa,b,jσ
(a)
j σ
(b)
j+1 + λ
n∑
j=1
3∑
a=1
αˆa,0,jσ
(a)
j (1.5.7)
where for each n separately, the coefficients αˆa,b,j are real identically distributed Gaussian random
variables with zero mean and where λ is a real control parameter. Here, only k = 2 particle interactions
between neighbouring qubits on the chain are present. This model may be also be generalised from
a chain to any graph of n qubits.
Pizˇorn, Prosen, Mossmann and Seligman observe a new type of phase transition in the ground
state of this model at λ = 0. Two well defined effects of this are seen which are relevant here. One in
the spectral gap between the lowest energy level and the second lowest energy level and the second
in the entropy of entanglement between two equal halves of the chain.
Pizˇorn and his collaborators observe that critical chains correspond to a vanishing spectral gap, g,
in the large chain limit. For the chain above they find that for λ 6= 0, 〈g〉 ∼ n−η where η ≈ 0.39±0.01
and for λ = 0, that perhaps 〈g〉 ∼ e−ζn where ζ ≈ 0.07 ± 0.02. Both values are strictly critical but
a sharp transition is seen between them. Polynomial decay (as opposed to exponential decay) in the
spectral gap can lead to the model exhibiting non-critical behaviours too.
Moreover, the distribution of the spectral gap in the λ = 0 case numerically approximates a
Poisson distribution for n = 10, 14, 16 whereas for λ = 1 the spectral gap closely matches that of
the approximate limiting GUE nearest-neighbour level spacing distribution for n = 10, 16, see Figure
1.12.
For a bi-partition of the chain into two equal lengths, it has been seen in Section 1.2.4 that for
critical chains the entropy of entanglement, S, grows logarithmically with n whereas for non-critical
chains S saturates at some value. Pizˇorn and his collaborators observe this in the model above. With
λ 6= 0 the entropy numerically saturates and for λ = 0 the entropy is approximately c log2(n) up to
an additive constant, where c = 0.17± 0.02, see Figure 1.12.
Movassagh and Edelman
Movassagh and Edelman [42] also propose a method to approximate the spectral density of such
systems, albeit with numerically verified accuracy. They consider models such as Hˆ
(PPMS)
n . This
30
1.6 Gaussian unitary ensemble
Figure 1.12: (Left) Adapted from [41]. The distribution of the spectral gap in Hˆ
(PPMS)
n .
A phase transition from approximate limiting GUE (dashed) nearest-neighbour level spacing
statistics to Poisson (dotted) statistics is seen. (Right) Adapted from [41]. The entropy of
entanglement on half the chain of the ground state of Hˆ
(PPMS)
n against the logarithm of chain
length. A phase transition from saturation to logarithmic growth of S is seen at λ = 0.
Hamiltonian may be written as Hˆ
(PPMS)
n = Aˆ+ Bˆ where the matrices
Aˆ =
n−1∑
j=1
j even
3∑
a,b=1
αˆa,b,jσ
(a)
j σ
(b)
j+1 + λ
n∑
j=1
j even
3∑
a=1
αˆa,0,jσ
(a)
j
Bˆ =
n−1∑
j=1
j odd
3∑
a,b=1
αˆa,b,jσ
(a)
j σ
(b)
j+1 + λ
n∑
j=1
j odd
3∑
a=1
αˆa,0,jσ
(a)
j (1.5.8)
are both computationally easy to diagonalise (by local diagonalisation). The true spectral density
of Hˆ
(PPMS)
n is then approximated by linear interpolation between the spectral densities obtained
from first treating Aˆ and Bˆ as commuting operators and then as operators with a faithful spectrum
but with Haar distributed eigenstates (free convolution). The interpolation is chosen to match the
first four moments of the true spectral density. Movassagh and Edelman find, numerically, that this
approximation is remarkably good.
1.6 Gaussian unitary ensemble
To highlight some of the key techniques commonly used in random matrix theory, the Gaussian
unitary ensemble (GUE) will be briefly analysed. An overview of these methods can be found in
[34, p.31], [28, p.66,103] and [32, p.354], with their historical significance noted in Section 1.4. The
techniques here can be extended and applied to many other random matrix ensembles.
The GUE consists of all N×N Hermitian matrices H endowed, up to scaling, with the probability
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measure
dµˆ
(GUE)
N (H) = C e
−Tr(H2) dH
≡ C e−
∑
j h
2
j,j−2
∑
k<l(h
2
k,l+h
′
k,l
2)
N∏
j=1
dhj,j
∏
1≤k<l≤N
dhk,l dh
′
k,l (1.6.1)
where C is some normalisation constant and hj,j = Hj,j , hk,l = Re (Hk,l) and h
′
k,l = Im (Hk,l) are
N2 real parameters. That is, the real parameters of the elements of H are independent Gaussian
random variables. By this definition, the GUE is a Wigner ensemble, its probability measure is
also invariant under the unitary conjugation of H (see Appendix A.8), so that it is also a unitarily
invariant ensemble.
1.6.1 Diagonalisation and the Vandermonde determinant
Any N × N Hermitian matrix H can be diagonalised as H = UΛU†, where U is a unitary matrix
with N2 parameters (see Appendix A.2) whose columns are the N orthonormal eigenstates of H in
some arbitrary order and Λ is a diagonal matrix formed from the N corresponding real eigenvalues
of H.
Parameterising the Hermitian matrices via the matrices U and Λ provides some ‘over covering’ of
the Hermitian matrices due to the arbitrary order chosen for the eigenvalues of H, arbitrary complex
phase factors of the eigenvalues and possible degeneracies in the spectrum. For example, if H has the
eigenvalues λk and eigenvectors |ψk〉 (listed in some arbitrary order) so that H =
∑
k λk|ψk〉〈ψk| =
UΛU†, the complex phases of |ψk〉 and order of eigenvalues and associated eigenstates can be chosen
arbitrarily.
Uniformly choosing over all these redundancies allows for the N2 dimensional probability measure
dµˆ
(GUE)
N (H) to be written equivalently, up to a normalisation constant C1, as the N
2+N dimensional
probability measure3
C1 e
−∑j λ2j ∏
1≤k<l≤N
(λl − λk)2 dλ1 . . . dλNdU (1.6.2)
Here dU is the normalised Haar measure over all the N × N unitary matrices. The appearance of
Haar measure stems from the fact that the original probability measure on H is invariant under the
conjugation V HV † by any unitary matrix V , see Appendix A.8. The product
∏
k<l(λl − λk)2 is the
squared Vandermonde determinant, the Jacobian of this variable transformation.
It is seen that the eigenvalues and eigenstates are statistically independent. Integrating out the
parameters corresponding to the eigenstates (dU) leaves the joint probability density function of the
(unordered) eigenvalues of H as,
ρˆ
(GUE)
N,N (λ1, . . . , λN ) = C1 e
−∑j λ2j ∏
1≤k<l≤N
(λl − λk)2 (1.6.3)
3As the complex phases of the columns of U are redundant in the parametrisation of H, the related N parameters
may be dropped from the parametrisation so that only N2−N parameters need be used to describe the N orthonormal
eigenstates of H, see Appendix A.2.
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The r-point correlation functions are then defined as
ρˆ
(GUE)
N,r (λ1, . . . , λr) =
∫
RN−r
ρˆ
(GUE)
N,N (λ1, . . . , λN ) dλr+1 . . . dλN (1.6.4)
for r = 1, . . . , N − 1. Here 1-point correlation function corresponds to the spectral density for the
GUE.
1.6.2 Orthogonal polynomials
To calculate spectral statistics of the GUE, Mehta pioneered the used of orthogonal polynomials. As
sketched in Appendix A.1, any joint probability density function of the form
C2
 N∏
j=1
ω(λj)
 ∏
1≤k<l≤N
(λl − λk)2 (1.6.5)
where w(λ) is a real positive function on the real interval J such that
∫
J
xmω(x) dx < ∞ for all
m ∈ N0, can be written as
C2
N−1∏
j=1
(pj , pj)
 det
1≤k,l≤N
(
KN (λk, λl)
)
(1.6.6)
where the kernel KN is defined to be
KN (x, y) = ω
1
2 (x)ω
1
2 (y)
N−1∑
j=0
pj(x)pj(y)
(pj , pj)
(1.6.7)
for the monic orthogonal polynomials pj of degree j, which are orthogonal with respect to the inner-
product
(pj , pk) =
∫
J
w(x)pj(x)pk(x) dx (1.6.8)
For the GUE the corresponding orthogonal polynomials on J = R are the monic Hermite polynomials,
qj(x) =
(−1)j ex2
2j
dj
dxj
e−x
2
(1.6.9)
1.6.3 Correlation functions
A restricted version of Gaudin’s lemma [34, p.126] states that if J is an interval on the real line and
f : J × J → R such that∫
J
f(x, y)f(y, z) d y = f(x, z) and
∫
J
f(x, x) dx = N (1.6.10)
for some real constant N , then∫
J
det
1≤k,l≤r+1
(
f(λk, λl)
)
dλr+1 = (N − r) det
1≤k,l≤r
(
f(λk, λl)
)
(1.6.11)
As f = K
(GUE)
N (the corresponding kernel for the GUE) satisfies the conditions of Gaudin’s lemma
(see Appendix A.1), this now allows the expression for the joint density function in (1.6.6) to be
integrated, and therefore gives the r-point correlation functions as
(N − r)!
N !
det
1≤k,l≤r
(
KN (λk, λl)
)
(1.6.12)
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Figure 1.13: The spectral density of the GUE for N = 23 and N = 24. The plot is of the
rescaled scaled density
√
N
2
ρˆ
(GUE)
N,1
(
λ
√
N
2
)
, so that it has unit variance. The dashed line gives
the semicircle law, similarly rescaled.
The 1-point correlation function (or spectral density) is then given by 1NKN (λ, λ), which, in the
particular case of the GUE is asymptotically equal to the semicircle law
ρˆ
(GUE)
N,1 (λ) ∼
√
2
pi
√
N

√
1− λ22N if |λ| ≤
√
2N
0 else
(1.6.13)
as N →∞. Figure 1.13 shows the plot of the function ρˆ(GUE)N,1 for N = 23 = 8 and N = 24 = 16. The
oscillation arising from the orthogonal polynomials that the densities are constructed from are clearly
seen. Similar oscillations are seen for the numerical spectral densities in the spin chain ensembles
given in Appendix C.1.
1.6.4 Level repulsion
The results from the orthogonal polynomial method also enable the tenancy of the eigenvalues of the
GUE to repel each other to be investigated. The Christoffel-Darboux formula [34, p.52]
N−1∑
j=0
pj(x), pj(y)
(pj , pj)
=
pN (x)pN−1(y)− pN−1(x)pN (y)
(pN−1, pN−1)(x− y) (1.6.14)
for the general monic orthogonal polynomials pj , together with the asymptotic form of the monic
orthogonal Hermite polynomials qj [43, p.194],
e−
x2
2 qj(x) =
1√
pi
Γ
(
j + 1
2
)
cos
(
x
√
2j + 1− jpi
2
)
+O
(
1√
j
)
(1.6.15)
as j →∞, allows the kernel for the GUE to be approximated by
K
(GUE)
N (x, y) ∼
sin
(√
2N (x− y)
)
pi(x− y) (1.6.16)
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for fixed values of x and y, as outlined in Appendix A.1. This is known as the sine kernel. It in fact
holds for the bulk of the spectrum and is found in a variety of different ensembles. A different kernel
holds at the edge of the support of the limiting spectral density.
By the formula for the 2-point correlation function above, it then follows that
ρˆ
(GUE)
N,2 (λ1, λ2) =
1
N(N − 1) det1≤k,l≤2
(
K
(GUE)
N (λk, λl)
)
(1.6.17)
Using the previous asymptotic formula for the kernel yields for suitably large N and suitably small
spacings λ1 − λ2 in some fixed window, that ρˆ(GUE)N,2 (λ1, λ2) is approximately quadratic in the small
spacing λ1 − λ2. Again, a sketch of this calculation is given in Appendix A.1. This precisely shows
the quadratic repulsion of eigenvalues that are close to each other. A similar quadratic repulsion has
already been seen in Section 1.4.3 where the case N = 2 was explicitly calculated.
1.6.5 Entanglement of eigenstates
Due to the unitary invariance of the GUE, the orthonormal eigenstates of an ensemble member are
uniformly distributed (Haar measure) over the sphere of unit radius in CN .
Let N = n1n2 so that the Hilbert space CN can be decomposed into two portions, A = Cn1
and B = Cn2 with CN ≡ A ⊗ B. Assuming, without loss of generality, that n1 ≤ n2, the reduced
density matrix on A of an eigenstate of a matrix H, with non-degenerate eigenvalue, from the GUE
can be considered. Zˇnidaricˇ [44] shows that for large n2 the expected purity of this reduced density
matrix is almost minimal with deviations going to zero as n2 increases for fixed n1. This shows a
high likelihood of the eigenstates of a member of the GUE being close to maximally entangled across
A and B in this regime as n→∞.
1.7 Plan
The rest of this work will be split into the following sections:
In Chapter 2 the spectral density for generic quantum spin chains will be considered. First
in Section 2.1 the ensembles describing the most general qubit nearest-neighbour chains will be
constructed. In Section 2.2 the definitions of the spectral probability measures, corresponding spectral
densities and characteristic functions, for the ensembles constructed, and their specific members, will
be given. The r-point densities or correlation functions will also be defined here. The results of
numerical simulations of the spectral densities of relevant ensembles will be given in Section 2.3. In
Section 2.4 the moments of the spectral probability measure in the long chain limit are calculated for
a particular ensemble. This is extended to the complete limiting spectral density for a wide range of
ensembles in Section 2.5. Finally the convergence to this limiting spectral density will be seen to hold
on the level of individual ensemble members, that is specific sequences of spin chain Hamiltonians, in
Section 2.6.
35
CHAPTER 1. INTRODUCTION
Entanglement within the eigenstates of some general quantum spin chains will be studied in
Chapter 3. The definition of state purity and of the translation matrix shall be given in Section
3.1 as these will be the main tools for this analysis. Section 3.2 contains the results of numerical
simulations of the relevant ensembles. The entanglement in each eigenstate of a variety of fixed long
quantum spin chains, between one chain site and the rest of the chain, is then analysed in Section 3.3.
In Section 3.4 this calculation is extended to more sites, in the case of long translationally-invariant
chains.
The eigenstatistics of finite length chains are then considered in Chapter 4. First, in Section 4.1,
the rate of convergence of the spectral density is analysed to complement the limiting density results
of Chapter 2. Furthermore, as the entanglement results of Chapter 3 are made especially relevant if
spectral degeneracies are not present, the occurrence of such degeneracies is studied in Section 4.2.
This analysis provides intuition for the form of the nearest-neighbour level spacing statistics, observed
numerically and presented in Section 4.3. Going beyond the spectral density and spacing statistics
for the chain ensembles, the form of the general joint spectral densities for more general ensembles is
conjectured, and a heuristic argument given, in Section 4.4. This conjectured form is seen to closely
predict the numerical results in an accessible ensemble. Finally, in Section 4.5, the tightness of the
purity bounds from the eigenstate analysis in Chapter 3 are confirmed, in at least some cases.
In the last chapter, the preceding results are collated and their relevance to one another sum-
marised. In doing so, some open problems for further research are highlighted.
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Spectral density
In this chapter the spectral density for an ensemble of random matrices, and its individual members,
consisting of the most general Hamiltonians describing a nearest-neighbour qubit chain (see Figure
2.1) will be studied.
First a candidate for such an ensemble will be defined in Section 2.1 and its spectral density defined
in Section 2.2 along with the related distribution or probability measure to this density. Next, in
Section 2.3, the results of numerical simulations will be presented. These results suggest that the
limiting spectral density for large n (large spin chain length) is a Gaussian distribution. Then, as
Wigner did for the real symmetric Wigner matrices with independent Gaussian entries, each moment
of the spectral density will be calculated in the large n limit. These moments will be seen to be those
of a Gaussian distribution, in Section 2.4.
To recover the limiting distribution however, another technique will be used. The random spin
chain Hamiltonian will be split into many statistically independent portions in Section 2.5, to which
the central limit theorem will be applied. Here, the convergence of the characteristic function of
the spectral probability measure will be determined and the continuity theorem used to imply the
weak convergence of the spectral probability measure to that of a Gaussian. The use of the central
limit theorem will then enable a universality result to be proved in Section 2.5.2, that is, the limiting
distribution will be shown to be independent of the distributions used to define the ensemble, up
to some reasonable conditions. The extension to the most general ensemble and to more general
interaction geometries will also be made in Sections 2.5.3 and 2.5.4 respectively.
In Section 2.6 it will be shown that this convergence holds on the level of individual Hamiltonians.
The techniques presented by Hartmann, Mahler and Hess [26, 27] will be adapted for this. Again
the extension to more general interactions and, in this case, increased local dimension are made in
Section 2.6.2 and 2.6.4 respectively.
The work presented in this chapter is based on that given by the author in [45] and [46]. Ideas
initiated from discussions with [30] and [47] are highlighted where appropriate.
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Figure 2.1: A nearest-neighbour qubit chain of n = 15 qubits. The fifteen qubits, denoted by
circles labelled 1 to 15, are arranged in a ring. Interactions (connecting lines) are only allowed
between nearest-neighbours.
2.1 Ensembles of generic qubit chain Hamiltonians
Ensembles of generic qubit chain Hamiltonians will now be constructed. All the Hamiltonians seen in
Chapter 1 describing nearest-neighbour spin chains of n qubits, labelled from 1 to n, can be written
in the form
H(gen)n =
n∑
j=1
3∑
a,b=1
αa,b,jσ
(a)
j σ
(b)
j+1 +
n∑
j=1
3∑
a=1
βa,jσ
(a)
j + γI2n (2.1.1)
where the αa,b,j , βa,j and γ are some real coefficients, see Figure 2.2. Let α
(j) denote the 3× 3 real
matrix (αa,b,j)a,b and β
(j) denote the vector (β1,j , β2,j , β3,j)
T
.
The Heisenberg XY chain
J
2
n∑
j=1
(
(1 + γ)σ
(1)
j σ
(1)
j+1 + (1− γ)σ(2)j σ(2)j+1
)
+
h
2
n∑
j=1
σ
(3)
j (2.1.2)
for example, may be written in this form with
α(j) =
J
2

1 + γ 0 0
0 1− γ 0
0 0 0
 β(j) = h2

0
0
1
 γ = 0 (2.1.3)
2.1.1 Parametrisation of the most general qubit chain
In the most general setting, let the interaction between the neighbouring qubits j and j + 1 (with
cyclic labelling) be described by the arbitrary Hamiltonian hj (a 4×4 Hermitian matrix acting on the
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2.1 Ensembles of generic qubit chain Hamiltonians
Figure 2.2: A representation of the Pauli terms in a Hamiltonian describing a nearest-
neighbour qubit chain. The circles represent 7 distinguishable qubits out of the n in the chain.
The links represent the interactions between nearest-neighbours. There exist interaction terms∑3
a,b=1 αa,b,jσ
(a)
j σ
(b)
j+1 between the qubits j and j + 1, local terms
∑3
a=1 βa,jσ
(a)
j corresponding
to each qubit j and a global energy shifting term γI2n .
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Figure 2.3: A representation of the most general nearest-neighbour qubit chain. The circles
represent 6 qubits out of the n in the chain and the links represent the interactions between
nearest-neighbours. Each two-party interaction is described by the arbitrary Hamiltonian hj ,
that is an arbitrary 4× 4 Hermitian matrix.
Hilbert space of two qubits,
(
C2
)⊗2
). In Section 1.1.4 it has been seen that hj may be decomposed
as
hj =
1
4
3∑
a,b=0
Tr
(
hjσ
(a) ⊗ σ(b)
)
σ(a) ⊗ σ(b) (2.1.4)
The complete Hamiltonian of the n-qubit system (a 2n × 2n Hermitian matrix acting on the Hilbert
space of all n qubits,
(
C2
)⊗n
) is then the sum of all these individual Hamiltonians acting on the two
corresponding qubits and leaving the rest undisturbed. The most general Hamiltonian describing a
nearest-neighbour qubit chain, see Figure 2.3, is therefore written as
n−1∑
j=1
I
⊗(j−1)
2 ⊗ hj ⊗ I⊗n−j−12 + boundary term (2.1.5)
where the boundary term consists of hn acting non-trivially on the qubits labelled n and 1, in a cyclic
fashion compared with the preceding terms.
By reordering the sums here and using the decomposition (2.1.4), this Hamiltonian may be rewrit-
ten in the form (2.1.1),
1
4
n∑
j=1
3∑
a,b=1
Tr
(
hjσ
(a) ⊗ σ(b)
)
σ
(a)
j σ
(b)
j+1
+
1
4
n∑
j=1
3∑
a=1
(
Tr
(
hjσ
(a) ⊗ I2
)
+ Tr
(
hj−1I2 ⊗ σ(a)
))
σ
(a)
j
+
1
4
n∑
j=1
Tr (hjI2 ⊗ I2) I2n (2.1.6)
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where
α(j) =
1
4

Tr
(
hjσ
(1) ⊗ σ(1)) Tr (hjσ(1) ⊗ σ(2)) Tr (hjσ(1) ⊗ σ(3))
Tr
(
hjσ
(2) ⊗ σ(1)) Tr (hjσ(2) ⊗ σ(2)) Tr (hjσ(2) ⊗ σ(3))
Tr
(
hjσ
(3) ⊗ σ(1)) Tr (hjσ(3) ⊗ σ(2)) Tr (hjσ(3) ⊗ σ(3))

β(j) =
1
4

Tr
(
hjσ
(1) ⊗ I2
)
+ Tr
(
hj−1I2 ⊗ σ(1)
)
Tr
(
hjσ
(2) ⊗ I2
)
+ Tr
(
hj−1I2 ⊗ σ(2)
)
Tr
(
hjσ
(3) ⊗ I2
)
+ Tr
(
hj−1I2 ⊗ σ(3)
)

γ =
1
4
n∑
j=1
Tr (hj) (2.1.7)
for a cyclic labelling of the hj .
2.1.2 The model
Since the most general nearest-neighbour qubit chain may be described by a Hamiltonian of the form
n∑
j=1
3∑
a,b=1
αa,b,jσ
(a)
j σ
(b)
j+1 +
n∑
j=1
3∑
a=1
βa,jσ
(a)
j + γI2n (2.1.8)
the random matrix model to be considered will be the ensemble of all such matrices where the
coefficients are all taken to be independently identically distributed Gaussian random variables αˆa,b,j ,
βˆa,j and γˆ respectively, with zero mean and some fixed variance s
2
n.
To simplify the upcoming calculations further, attention will, at first, focus on the smaller ensemble
Hˆn =
n∑
j=1
3∑
a,b=1
αˆa,b,jσ
(a)
j σ
(b)
j+1 (2.1.9)
where all the random variables βˆa,j and γˆ have been removed. Let specific members of this reduced
ensemble be denoted by
Hn =
n∑
j=1
3∑
a,b=1
αa,b,jσ
(a)
j σ
(b)
j+1 (2.1.10)
for the real parameters αa,b,j corresponding to the random variables αˆa,b,j . This simply reduces the
dimension of the space of matrices under consideration by removing the ‘local’ terms, along with the
global energy shift term. The reinclusion of these terms will be seen not to affect the calculations
made throughout this chapter.
2.1.3 Variance
The variance s2n of the random variables αˆa,b,j will be set so that the variance of the random eigenvalues
λˆk of Hˆn, is equal to unity for all n. That is
E
(
1
2n
2n∑
k=1
λˆ2k
)
=
〈
1
2n
2n∑
k=1
λ2k
〉
= 1 (2.1.11)
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where 〈·〉 denotes the ensemble average over all members Hn of Hˆn, with eigenvalues λk respectively.
The trace of the square of Hn gives precisely the sum of the squared eigenvalues of Hn, therefore it
is required that 〈
1
2n
Tr
(
H2n
)〉
= 1 (2.1.12)
Substituting the definition of Hn and taking the average inside the trace gives the equivalent expres-
sion of
1
2n
Tr
 n∑
j,j′=1
3∑
a,a′,b,b′=1
〈αa,b,jαa′,b′,j′〉σ(a)j σ(b)j+1σ(a
′)
j′ σ
(b′)
j′+1
 = 1 (2.1.13)
Only the diagonal terms in this expression are non-zero as the matrices σ
(a)
j σ
(b)
j+1 are all orthogonal
under the Hilbert-Schmidt inner-product (see Section 1.1.4). This leaves the equivalent condition of
1
2n
Tr
s2n n∑
j=1
3∑
a,b=1
σ
(a)
j σ
(b)
j+1σ
(a)
j σ
(b)
j+1
 = 1 (2.1.14)
as
〈
α2a,b,j
〉
= s2n. The product σ
(a)
j σ
(b)
j+1σ
(a)
j σ
(b)
j+1 is equal to the identity as σ
(b)
j+1 and σ
(a)
j commute
and
(
σ
(a)
j
)2
= I2n . Therefore, Tr
(
σ
(a)
j σ
(b)
j+1σ
(a)
j σ
(b)
j+1
)
= Tr(I2n) = 2
n and the resulting condition
requires that s2n =
1
9n .
2.2 Definitions and required results
The spectral probability measure for ensembles of Hermitian matrices will now be defined, along with
the related spectral density and characteristic function, using the example of the ensemble Hˆn. The
r-point correlation functions will also be constructed. The related quantities for specific ensemble
members will also be presented.
2.2.1 Spectral and r-point probability measures for ensembles
Any member Hn of the ensemble Hˆn may be diagonalised as
Hn = UΛU
† (2.2.1)
where Λ is a diagonal matrix of the form Λ = Diag(λ1, . . . , λ2n), λ1, . . . , λ2n are the eigenvalues (in
any order) of Hn and U is a unitary matrix whose columns are corresponding eigenstates of Hn.
The probability measure associated to Hˆn must induce a probability measure on the space of these
unordered real numbers λ1, . . . , λ2n and the 4
n real parameters v1, . . . , v4n of the compact unitary
group U(2n). Any arbitrary choice of U or ordering of the λk being uniformly distributed over, so
that reordering the eigenvalues has no effect on this measure. This is precisely the case for the GUE,
as seen in Section 1.6. Let this induced probability measure be denoted by
dµˆn,2n+4n (λ1, . . . , λ2n , v1, . . . , v4n) (2.2.2)
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Let the joint probability measure of the unordered eigenvalues of Hn (equivalently the 2
n-point
probability measure) then be defined as the marginal probability measure
dµˆn,2n(λ1, . . . , λ2n) =
∫
v1,...,v4n
dµˆn,2n+4n (λ1, . . . , λ2n , v1, . . . , v4n) (2.2.3)
The r-point probability measures for r = 1, . . . , 2n − 1 are then defined to be the marginals of this
probability measure
dµˆn,r(λ1, . . . , λr) =
∫
λr+1,...,λ2n
dµˆn,2n(λ1, . . . , λ2n) (2.2.4)
where the integration over any set of 2n− r variables λk gives and equivalent result due to the inbuilt
symmetry of the measure dµˆn,2n . The 1-point probability measure d µˆn,1 will be referred to as the
spectral probability measure.
The probability of finding an eigenvalue of a random sample Hn, from the ensemble Hˆn, in the
(real) interval [a, b] (that is, the expected proportion of eigenvalues in [a, b]) is therefore given by
P (λ ∈ [a, b]) =
∫ b
a
d µˆn,1(λ) (2.2.5)
Similar, higher dimensional, analogues exist for the other r-point probability measures.
2.2.2 Spectral density and r-point correlation functions for ensembles
Formally, the 2n-point probability measure could be formulated in terms of a probability density
function so that
dµˆn,2n(λ1, . . . , λ2n) = ρˆn,2n(λ1, . . . , λ2n) dλ1 . . . dλ2n (2.2.6)
where ρˆn,2n is the generalised function given by
ρˆn,2n(λ1, . . . , λ2n) =
〈
1
2n!
∑
τ∈S2n
2n∏
k=1
δ
(
λk − λ′τ(k)
)〉
(2.2.7)
where the λ′k are the eigenvalues of the matrix Hn given in some fixed order. The sum over S2n is
over the permutation group on 2n elements, so that ρˆn,2n is explicitly invariant under permutation
of its arguments. In fact this is not needed due to the presence of the ensemble average, as will be
seen next.
The validity of (2.2.7) can be seen by writing out the definition of the ensemble average 〈·〉. Doing
so yields that the right hand side of (2.2.7) is equal to∫
1
2n!
∑
τ∈S2n
2n∏
k=1
δ
(
λk − λ′τ(k)
)
dµˆn,2n+4n (λ
′
1, . . . , λ
′
2n , v
′
1, . . . , v
′
4n) (2.2.8)
The parameters v′1, . . . , v
′
4n may be integrated out to leave the 4
n-point probability measure. As
the 4n-point probability measure is invariant under permutations of its arguments, the sum over
permutations in the previous expression may be dropped to leave∫ 2n∏
k=1
δ (λk − λ′k) dµˆn,2n (λ′1, . . . , λ′2n) (2.2.9)
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On substituting ρˆn,2n (λ
′
1, . . . , λ
′
2n) dλ
′
1 . . . dλ
′
2n for dµˆn,2n (λ
′
1, . . . , λ
′
2n), the integration may now be
formally computed to leave the intended result, ρˆn,2n (λ1, . . . , λ2n).
This then allows the formal r-point correlation functions to be defined as
ρˆn,r(λ1, . . . , λr) =
∫
ρˆn,2n(λ1, . . . , λ2n) dλr+1 . . . dλ2n (2.2.10)
if dµˆn,r(λ1, . . . , λr) = ρˆn,r(λ1, . . . , λr) dλ1 . . . dλr for r = 1, . . . , 2
n − 1. In particular the 1-point
correlation function or equivalently the spectral density is given by
ρˆn,1(λ) =
〈
1
2n
2n∑
k=1
δ (λ− λ′k)
〉
(2.2.11)
if d µˆn,1(λ) = ρˆn,1(λ) dλ. These expressions can be verified in the same way for the 2
n-point correla-
tion function above.
2.2.3 Characteristic function and moments for ensembles
The characteristic function of a real random variable xˆ is defined as ψ(t) = E
(
ei txˆ
)
[48, p.342].
Provided that the mth moment of xˆ exists then ψ(t) will be m times differentiable and the mth
moment will be given by
i−m
dm
d tm
ψ(t)
∣∣∣∣
t=0
= E (xˆm) (2.2.12)
Intuitively the mth moment of the spectral probability measure for the ensemble Hˆn should be the
ensemble average over the mth moments of the eigenvalues, λ1, . . . , λ2n , of the ensemble’s members,
that is 〈
1
2n
2n∑
k=1
λmk
〉
=
〈
1
2n
Tr (Hmn )
〉
(2.2.13)
This will now be seen to be the case:
The characteristic function ψˆn(t) associated to the spectral probability measure of the ensemble
Hˆn is by definition
ψˆn(t) =
∫ ∞
−∞
ei tλ d µˆn,1(λ) (2.2.14)
Substituting the definition of the probability measure d µˆn,1(λ) gives that
ψˆn(t) =
∫ ∞
−∞
ei tλ
∫
λ2,...,λ2n ,v1,...,v4n
dµˆn,2n+4n(λ, λ2, . . . , λ2n , v1, . . . , v4n) (2.2.15)
Relabelling λ→ λ1 and using the invariance of dµˆn,2n+4n under permutation of the spectral param-
eters λk then yields that
ψˆn(t) =
〈
1
2n
2n∑
k=1
ei tλk
〉
=
〈
1
2n
Tr
(
ei tHn
)〉
(2.2.16)
The moments are then given by
i−m
dm
d tm
〈
1
2n
Tr
(
ei tHn
)〉 ∣∣∣∣
t=0
=
〈
1
2n
Tr (Hmn )
〉
(2.2.17)
as desired.
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2.2.4 Specific ensemble members
The r-point correlation functions and characteristic function above can be defined for each member
Hn of the ensemble Hˆn individually. In this case, for the fixed (unordered) eigenvalues λ
′
1, . . . , λ
′
2n of
the fixed matrix Hn, the r-point correlation functions are defined to be
ρn,2n(λ1, . . . , λ2n) =
1
2n!
∑
τ∈S2n
2n∏
k=1
δ
(
λk − λ′τ(k)
)
ρn,r(λ1, . . . , λr) =
∫
ρn,2n(λ1, . . . , λ2n) dλr+1 . . . dλ2n
ρn,1(λ) =
1
2n
2n∑
k=1
δ(λ− λ′k) (2.2.18)
(so that ρˆn,r = 〈ρn,r〉) and the characteristic function associated to ρn,1 reads
ψn(t) =
1
2n
Tr
(
ei tHn
)
(2.2.19)
(so that ψˆn = 〈ψn〉). In particular the integral of ρn,1 over an interval counts the proportion of
eigenvalues of Hn falling within that interval, ρˆn,1 correspondingly gives the ensemble average of this
proportion by its definition.
2.2.5 Le´vy’s continuity theorem
Le´vy’s continuity theorem will play a crucial role in the forthcoming results of this chapter. It states
that:
Theorem 1 (Le´vy’s continuity theorem [48, p.349]). For n ∈ N let dµ and dµn be probability
measures on the real line with characteristic functions ψ(t) and ψn(t) respectively. The sequence of
probability measures dµn converges to dµ in distribution (weakly) as n→∞, that is for any x ∈ R
lim
n→∞
∫ x
−∞
dµn =
∫ x
−∞
dµ (2.2.20)
if and only if the corresponding sequence ψn(t) converges point-wise to ψ(t).
2.2.6 Lyapunov’s central limit theorem
Lyapunov’s central limit theorem will also play a crucial role in the forthcoming results of this chapter.
It states that:
Theorem 2 (Lyapunov’s central limit theorem for triangular arrays [48, p.362]). Let r : N → N be
a strictly increasing function. For each n ∈ N let xˆn,1, . . . , xˆn,r(n) be independent random variables
(not necessarily identically distributed) each with finite mean E (xˆn,j) and variance E
(
xˆ2n,j
)
and let
S2n =
r(n)∑
j=1
E
(
xˆ2n,j
)
(2.2.21)
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If the Lyapunov condition
lim
n→∞
1
S2+δn
r(n)∑
j=1
E
(
|xˆn,j − E (xˆn,j)|2+δ
)
= 0 (2.2.22)
is satisfied for some δ > 0 then the distribution of the sum
1
Sn
r(n)∑
j=1
(
xˆn,j − E (xˆn,j)
)
(2.2.23)
converges in distribution to a standard normal random variable.
2.3 Numerics
The methodology and results of numerical simulations of the spectral density for a range of relevant
ensembles will now be presented.
2.3.1 Ensembles
The spectral density of the following ensembles of Hamiltonians of n = 2, 3, . . . qubits will be nu-
merically approximated: The first is exactly the ensemble defined in the previous section with 9n
independent identically distributed (i.i.d.) random varables1,
Hˆn =
n∑
j=1
3∑
a,b=1
αˆa,b,jσ
(a)
j σ
(b)
j+1 αˆa,b,j ∼ N
(
0,
1
9n
)
i. i.d. (2.3.1)
To see the effect that the distribution of the random variables αˆa,b,j have on the spectral density the
related ensemble
Hˆ(uniform)n =
n∑
j=1
3∑
a,b=1
αˆa,b,jσ
(a)
j σ
(b)
j+1 αˆa,b,j ∼ U
(
−
√
3√
9n
,
√
3√
9n
)
i. i.d. (2.3.2)
that is with uniformly distributed random variables, will also be treated. To investigate the effect
local terms proportional to σ
(a)
j have, the ensemble
Hˆ(local)n =
n∑
j=1
3∑
a=1
3∑
b=0
αˆa,b,jσ
(a)
j σ
(b)
j+1 αˆa,b,j ∼ N
(
0,
1
12n
)
i. i.d. (2.3.3)
will be looked at. Translationally-invariant Hamiltonians, with respect to translation along the chain,
will be of particular interest in Chapter 3. To this end the following two ensembles of translationally
invariant Hamiltonians will be considered
Hˆ(inv)n =
n∑
j=1
3∑
a,b=1
αˆa,bσ
(a)
j σ
(b)
j+1 αˆa,b ∼ N
(
0,
1
9n
)
i. i.d.
Hˆ(inv,local)n =
n∑
j=1
3∑
a=1
3∑
b=0
αˆa,bσ
(a)
j σ
(b)
j+1 αˆa,b ∼ N
(
0,
1
12n
)
i. i.d. (2.3.4)
1Here N (µ, s2) denotes the normal distribution with mean µ and variance s2 and U (x, y) the uniform distribution
supported on the real interval [x, y].
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one with and one without local terms. In Chapter 4, Hamiltonians that may be solved via the
Jordan-Wigner transform will be explicitly used, therefore the related ensemble
Hˆ(JW )n =
n−1∑
j=1
2∑
a,b=1
αˆa,b,jσ
(a)
j σ
(b)
j+1 +
n∑
j=1
α3,0,jσ
(3)
j αˆa,b,j ∼ N
(
0,
1
5n− 4
)
i. i.d. (2.3.5)
will also be numerically investigated. Finally the ensemble of Heisenberg XY Z type Hamiltonians
Hˆ(Heis)n =
n∑
j=1
3∑
a=1
αˆa,a,jσ
(a)
j σ
(a)
j+1 αˆa,a,j ∼ N
(
0,
1
3n
)
i. i.d. (2.3.6)
will provide some particularly exotic spectral densities which converge very slowly.
2.3.2 Numerical methodology
The numerical simulation of the ensembles above was carried out on a computer with a quad-core
Intel i5 processor running at 2.9GHz with 6MB L3 cache and 8GB of RAM. The code was written in
C++ and used the GNU Scientific Library (GSL) version 1.15, see [49] for full documentation.
Matrix generation
First, many matrices were sampled from each ensemble. The GSL contains the following functions to
do this
gsl complex matrix∗ gsl matrix complex alloc(int r, int c)
void gsl matrix complex free(gsl complex matrix∗ m)
The first allocates memory for a r × c complex matrix and returns a pointer to it, the second frees
memory allocated by the first. The value of the rth row and cth column of a matrix at m are set to
the complex number z by the GSL function
void gsl matrix complex set(gsl complex matrix∗ m, int r, int c,
gsl complex z)
Random number generation
The entries for each matrix were then filled, in the correct locations, with suitable pseudo-random
numbers. Using the GSL, a default random number generator r is created by
gsl rng∗ r = gsl rng alloc(gsl rng default)
and seeded, so that the pseudo-random numbers generated will be unpredictable, with the processor
time via
gsl rng set(r, (unsigned long int)time(NULL))
This then allowed the normal distribution with zero mean and variance σ2 to be sampled with
the GSL function
double gsl ran gaussian ziggurat(const gsl rng r, double σ)
which implements the alternative Marsaglia-Tsang ziggurat method, the fastest algorithm available
in the GSL. The uniform distribution on [a, b] is sampled with the GSL function
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Number of qubits, n Dimension of H Approximate time to diagonalise (s)
8 28 = 256 1× 100 ± 100
9 29 = 512 6× 100 ± 100
10 210 = 1024 8× 101 ± 101
11 211 = 2048 8× 102 ± 102
12 212 = 4096 8× 103 ± 103
13 213 = 8192 8× 104 ± 104
Table 2.1: The approximate time it took to diagonalise a 2n × 2n Hermitian matrix with the
GSL function gsl eigen herm().
double gsl ran flat(const gsl rng r, double a, double b)
Diagonalisation
The resulting N×N Hermitian matrices (with N = 2n) were then diagonalised. The GSL function for
this needs a workspace in memory, this is allocated and deallocated by the following GSL functions
gsl eigen herm workspace∗ gsl eigen herm alloc(int N)
void gsl eigen hermv free(gsl eigen herm workspace∗ w)
The N ×N matrix at m could then be diagonalised with the GSL function
int gsl eigen herm(gsl complex matrix∗ m, gsl vector∗ eval,
gsl matrix complex∗ evec, gsl eigen herm workspace∗ w)
where the resulting eigenvalues are stored in the vector at eval and the resulting eigenvectors are
stored as the columns of the matrix at evec. Diagonalisation was the most computationally time
consuming step in the numerical simulation of the ensembles. Table 2.1 gives an indication of the
approximate time it took to diagonalise a 2n × 2n matrix with the GSL function above. Note that
four matrices may be diagonalised in parallel, utilising all four cores of the processor available.
2.3.3 Spectral density
The approximate spectral density was calculated by splitting the interval [−3, 3] into l sub-intervals
of equal length [xj , xj+1) where
− 3 = x0 < x1 < · · · < xl = 3 (2.3.7)
For all the 2n × 2n matrices generated for a particular ensemble, the number of eigenvalues in each
interval from all the samples was calculated and a single normalised histogram produced. The GSL
provides the following functions to allocate and deallocate memory to a histogram with l bins, set
the histogram’s range to [a, b], to count a data point x into the correct bin and to scale a histogram
by a factor s;
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gsl histogram∗ gsl histogram alloc(int l)
void gsl histogram free(gsl histogram∗ h)
int gsl histogram set ranges uniform(gsl histogram∗ h, double a, double b)
int gsl histogram increment(gsl histogram∗ h, double x)
int gsl histogram scale(gsl histogram∗ h, double s)
respectively.
All the ensembles considered in Section 2.3.1 are symmetric under sign conjugation, for example
Hˆn is invariant under Hˆn → −Hˆn. Therefore the spectral density of each ensemble must be an even
function, for example ρˆn,1(λ) = ρˆn,1(−λ) in the case of Hˆn. This symmetry was used to further
smooth statistical fluctuations in the spectral histograms of the ensembles considered, by averaging
each histogram’s bin values symmetrically around zero.
2.3.4 Results
The normalised spectral histogram over s = 26 matrices sampled from the ensemble Hˆ13 is shown in
Figure 2.4. This histogram approximates the spectral density of the ensemble Hˆ13 by construction. A
slight discrepancy is seen from the density of a standard normal random variable. The corresponding
figures for the normalised spectral histograms over s = 219−n matrices sampled from the ensembles
Hˆn for n = 2, . . . , 13 are given in Appendix C.1. Fluctuations from the standard normal distribution
are seen to shrink as n increases.
The oscillations around the standard Gaussian density seen in Appendix C.1 have conceivably
2n − 1 peaks and troughs. It is possible that these could correspond to a degree 2n polynomial,
similarly to the case for the oscillations seen in the GUE’s spectral density for finite matrix size to
which the method of orthogonal polynomials is applicable, see Section 1.6.
The corresponding figures for all the other ensembles defined in Section 2.3.1 are also included in
Appendix C.1. For Hˆ
(uniform)
n the convergence to the standard normal distribution, as n increases,
is directly comparable to that for Hˆn, although the fluctuations decrease more slowly. This indicates
some universally in the ensemble’s probability measure, that is a possible independence of the limiting
distribution from the ensemble’s distribution.
The remaining ensembles all show a convergence to the standard Gaussian density for their spectral
densities. In particular this is true for the ensembles Hˆ
(inv)
n , Hˆ
(inv,local)
n and Hˆ
(Heis)
n which each
contain a fixed number, independent of n, of random variables. The ensemble Hˆ
(Heis)
n has the fewest
(only 3) independent random variables. The conjectured convergence of its spectral density to the
standard Gaussian is notably slower than for the other ensembles, perhaps as a result.
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Figure 2.4: The normalised spectral histogram for Hˆ13. The spectra used were numerically
obtained from each of s = 26 random samples of Hˆ13. The dashed line gives the standard
Gaussian density.
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2.4 Limiting moments of the ensemble spectral density
This section is devoted to determining the limiting moments of the spectral density of the sequence
of ensembles
Hˆn =
n∑
j=1
3∑
a,b=1
αˆa,b,jσ
(a)
j σ
(b)
j+1 αˆa,b,j ∼ N
(
0,
1
9n
)
i. i.d. (2.4.1)
for n = 2, 3, . . . . That is, as defined in Section 2.2, the limiting values of the quantity〈
1
2n
Tr (Hmn )
〉
=
〈
1
2n
2n∑
k=1
λmk
〉
(2.4.2)
as n→∞ for m ∈ N, where λk are the eigenvalues of the member Hn of the ensemble Hˆn.
The following theorem addresses this:
2.4.1 Limiting moments of the spectral density for the ensembles Hˆn
Theorem 3 (Limiting moments of the spectral density for the ensembles Hˆn). For the ensembles Hˆn
the mth moments of their spectral probability measures tend to the mth moment of a standard normal
distribution, in the large chain limit. That is, as n→∞〈
1
2n
Tr (Hmn )
〉
→ 1√
2pi
∫ ∞
−∞
xm e−
x2
2 dx (2.4.3)
for all fixed m ∈ N.
Proof. The proof will be split into four parts. First, using the definition of Hn the powers H
m
n will
be expanded. Second, the coefficients in this expansion will be compared to that of the multinomial
coefficients for commuting variables. Then, the terms in the expansion of Hmn will be grouped by
certain properties such that the expansion can be seen to be approximated by a multinomial expansion.
Finally the multinomial coefficients will be shown to give the correct limiting moments:
Relabelling
To simplify the notation let the parameters αa,b,j be relabelled as αk and likewise the matrices σ
(a)
j σ
(b)
j+1
as Pk. A suitable relabelling would map the indices (a, b, j) to k as k = 9(j − 1) + 3(b− 1) + a, that
is identifying
αa,b,j ≡ α9(j−1)+3(b−1)+a and σ(a)j σ(b)j+1 ≡ P9(j−1)+3(b−1)+a (2.4.4)
for a, b = 1, 2, 3 and j = 1, . . . , n.
Expansion
Under this relabelling members Hn of the ensemble Hˆn are now expressed as
Hn =
9n∑
k=1
αkPk (2.4.5)
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Substituting this definition of Hn into H
m
n and expanding gives that
Hmn =
(
9n∑
k=1
αkPk
)m
=
9n∑
k1,...,km=1
αk1 . . . αkmPk1 . . . Pkm (2.4.6)
The ensemble average may now be performed term-wise, that is the quantities 〈αk1 . . . αkm〉 can be
computed for each term. To this end, the products αk1 . . . αkm may be rewritten by collecting all
repeated variables, that is for each of the (9n)m instances of the vector (k1, . . . , km) ∈ {1, . . . , 9n}m
there exists a vector (m1, . . . ,m9n) ∈ {0, . . . ,m}9n such that m1 + · · ·+m9n = m and
αk1 . . . αkm = α
m1
1 . . . α
m9n
9n (2.4.7)
For example, if m = 4
α1α2α1α1 = α
3
1α
1
2α
0
3 . . . α
0
9n (2.4.8)
As the αk in Hn correspond to independent random variables in Hˆn, it follows directly that
〈αk1 . . . αkm〉 = 〈αm11 〉 . . . 〈αm9n9n 〉 (2.4.9)
For any k and odd value of mk,
〈αmkk 〉 =
√
9n
2pi
∫ ∞
−∞
αmkk e
− 9nα
2
k
2 dαk = 0 (2.4.10)
due to the parity of the integrand. Therefore only terms for which each value of mk is even, hence
only even values of m, will now be considered. The terms for which each mk is even must also contain
an even number of each Pauli matrix Pk, as each factor αk comes with exactly one Pk.
Given any two matrices Pk and Pk′ , that is σ
(a)
j σ
(b)
j+1 and σ
(a′)
j′ σ
(b′)
j′+1, they either commute or
anti-commute as the matrices σ(1), σ(2) and σ(3) are pairwise anti-commuting. For example
σ
(3)
1 σ
(3)
2 and σ
(2)
5 σ
(2)
6 commute since all the σ
(a)
j present commute
σ
(3)
1 σ
(3)
2 and σ
(3)
2 σ
(3)
3 commute since all the σ
(a)
j present commute
σ
(3)
1 σ
(3)
2 and σ
(2)
2 σ
(2)
3 anti-commute since σ
(3)
2 and σ
(2)
2 anti-commute
Then in any product Pk1 . . . Pkm the matrices may be reordered (acquiring a possible negative sign
if some of the matrices Pk anti-commute with each other) to a product ±Pm11 . . . Pm9n9n . For any Pk,
P 2k = I2n by the definition of the Pauli matrices, so that the terms for which each mk is even must
be equal to ±I2n . For example in the case of m = 4,
P1P2P1P2 =
(
σ
(1)
1 σ
(1)
2
)(
σ
(2)
1 σ
(1)
2
)(
σ
(1)
1 σ
(1)
2
)(
σ
(2)
1 σ
(1)
2
)
= −
(
σ
(1)
1 σ
(1)
2
)(
σ
(1)
1 σ
(1)
2
)(
σ
(2)
1 σ
(1)
2
)(
σ
(2)
1 σ
(1)
2
)
= −P 21P 22
= −I2n (2.4.11)
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Therefore 〈
1
2n
Tr (Hmn )
〉
=
1
2n
Tr (I2n)
9n∑
k1,...,km=1
±〈αk1 . . . αkm〉
=
9n∑
k1,...,km=1
±〈αk1 . . . αkm〉 (2.4.12)
where each term has a, as yet undetermined, sign (here the terms without an even number of each
factor αk have also been included but their contribution to the average remains zero).
Multinomial coefficients
If each of the signs in this expression were positive, progress could be made with the multinomial
theorem which states that(
9n∑
k=1
αk
)m
=
9n∑
k1,...,km=1
αk1 . . . αkm
=
∑
m1,...,m9n∈N0
m1+···+m9n=m
m!
m1! . . .m9n!
αm11 . . . α
m9n
9n (2.4.13)
Including the positive and negative signs in (2.4.12) however produce some other coefficients, cm1,...,m9n ,
so that collecting terms of the form αm11 . . . α
m9n
9n gives〈
1
2n
Tr (Hmn )
〉
=
∑
m1,...,m9n∈2N0
m1+···+m9n=m
cm1,...,m9n 〈αm11 . . . αm9n9n 〉 (2.4.14)
(where only the terms for which all the mk are even have been included here, as all the others do
not contribute to the average, as seen before). It will now be shown that replacing the coefficients
cm1,...,m9n with the multinomial coefficients
m!
m1! . . .m9n!
(2.4.15)
leads to a good approximation of
〈
1
2n Tr (H
m
n )
〉
in the large n limit.
Coefficients relating to commuting matrices
The coefficients cm1,...,m9n , such that each pair of matrices in the set {Pk|mk 6= 0} commute and each
mk is even, will now be determined. The terms containing the product α
m1
1 . . . α
m9n
9n in
9n∑
k1,...,km=1
±〈αk1 . . . αkm〉 (2.4.16)
must necessarily come with a positive sign as the corresponding matrices Pk all commute pairwise.
Let these terms be denoted by C. By comparing the αm11 . . . αm9n9n coefficients in the multinomial
theorem, there are seen to be precisely m!m1!...m9n! such terms. As each term comes with a coefficient
of +1
cm1,...,m9n =
∑
C
1 =
m!
m1! . . .m9n!
(2.4.17)
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Coefficients relating to non-commuting matrices
The coefficients cm1,...,m9n , such that least one pair of matrices in the set {Pk|mk 6= 0} anti-commute
and each mk is even, can be likewise bounded. There are again precisely
m!
m1!...m9n!
terms containing
the product αm11 . . . α
m9n
9n in the sum
9n∑
k1,...,km=1
±〈αk1 . . . αkm〉 (2.4.18)
Let these terms be denoted by A. Each ones comes with a coefficient of +1 or −1. The coefficient
cm1,...,m9n is the sum over all these
m!
m1!...m9n!
coefficients of ±1. The triangle inequality then gives a
bound for the modulus of cm1,...,m9n ,
|cm1,...,m9n | ≤
∑
A
|±1| = m!
m1! . . .m9n!
(2.4.19)
Number of commuting matrices
For n ≥ 3, given an arbitrary matrix Pk = σ(a)j σ(b)j+1, the sixteen matrices that anti-commute with it
are exactly σ
(c)
j−1σ
(d)
j , σ
(d)
j σ
(b)
j+1,σ
(a)
j σ
(e)
j+1 and σ
(e)
j+1σ
(f)
j+2 where c, d, e, f ∈ {1, 2, 3} such that a 6= d and
b 6= e.
For example with n ≥ 13, the matrices that anti-commute with σ(1)11 σ(2)12 are precisely
σ
(1)
10 σ
(2)
11 σ
(1)
11 σ
(1)
12 σ
(2)
11 σ
(2)
12 σ
(1)
12 σ
(1)
13
σ
(1)
10 σ
(3)
11 σ
(1)
11 σ
(3)
12 σ
(3)
11 σ
(2)
12 σ
(1)
12 σ
(2)
13
σ
(2)
10 σ
(2)
11 σ
(1)
12 σ
(3)
13
σ
(2)
10 σ
(3)
11 σ
(3)
12 σ
(1)
13
σ
(3)
10 σ
(2)
11 σ
(3)
12 σ
(2)
13
σ
(3)
10 σ
(3)
11 σ
(3)
12 σ
(3)
13
Value of the average in each term
Since the αk correspond to the identically and independently distributed random variables αˆk in Hˆn,
〈αm11 . . . αm9n9n 〉 = 〈αm11 〉 . . . 〈αm9n9n 〉 (2.4.20)
The identity (see appendix A.5), for even mk,
〈αmkk 〉 =
√
9n
2pi
∫ ∞
−∞
αmkk e
− 9nα
2
k
2 dαk =
mk!(
mk
2
)
! (18n)
mk
2
(2.4.21)
allows the average to be computed, when all the mk are even, exactly as
m1!(
m1
2
)
! (18n)
m1
2
. . .
m9n!(
m9n
2
)
! (18n)
m9n
2
(2.4.22)
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Grouping terms
Each term in ∑
m1,...,m9n∈2N0
m1+···+m9n=m
cm1,...,m9n 〈αm11 . . . αm9n9n 〉 (2.4.23)
can be identified uniquely by the vector m = (m1, . . . ,m9n) ∈ 2N9n0 . Let x,y ∈ N9n0 be equivalent
(denoted x ∼ y) if and only if there exists a permutation matrix, Π, such that x = yΠ. This imposes
a partition or grouping of all the terms in the sum above, terms belonging to the same group if and
only if their identifying vectors (m1, . . . ,m9n) are equivalent.
For example, if m = 8, m = (4, 4, 0, . . . , 0) is equivalent to m′ = (4, 0, 4, 0, . . . , 0) by the permu-
tation matrix that swaps the second and third elements. This implies that terms containing
〈
α41α
4
2
〉
and
〈
α41α
4
3
〉
would be grouped together for example.
For all the terms in any such group, the value of
〈αm11 . . . αm9n9n 〉 (2.4.24)
is the same. This is seen by again recalling that the αk correspond to identically and independently
distributed random variables so that
〈αm11 . . . αm9n9n 〉 = 〈αm11 〉 . . . 〈αm9n9n 〉 (2.4.25)
Different terms in the same group differ only by a permutation of the coefficients mk, which results
in no change from the value above.
For example
〈
α41α
4
2
〉
and
〈
α41α
4
3
〉
have the same value of
〈
α41
〉2
.
Number of terms in each group
The number of terms in each group may now be counted. Each group can be identified by a unique
vector q = (q1, . . . , q9n) ∈ 2N9n0 where q1 ≤ q2 ≤ · · · ≤ q9n and ‖q‖1 = m. Let s denote the number
of distinct elements in this vector and define repetition numbers r1, . . . , rs which count the number
of times each one of these distinct values is repeated.
Combinatorial there are
(9n)!
r1! . . . rs!
(2.4.26)
distinct permutations of q, which implies that the group contains this number of terms.
For example, if m = 8 and q = (0, . . . , 0, 4, 4), there are s = 2 distinct values of the elements
and therefore two repetition numbers, r1 = 9n − 2 and r2 = 2. There are exactly
(
9n
2
)
equivalent
vectors, that is the number of ways of picking two object from 9n objects. This is consistent with the
expression above as
(9n)!
r1! . . . rs!
=
(9n)!
(9n− 2)!2! =
(
9n
2
)
(2.4.27)
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Proportion of each group that contributes a multinomial coefficient
It has been seen that the coefficients cm1,...,m9n in (2.4.23), such that each pair of matrices in the set
{Pk|mk 6= 0} commute and each mk is even, are equal to
m!
m1! . . .m9n!
(2.4.28)
The number of terms in each group for which this holds will now be bounded.
Consider a group of terms characterised by the vector q = (q1, . . . , q9n) ∈ 2N9n0 where q1 ≤ q2 ≤
· · · ≤ q9n and ‖q‖1 = m. For n >> m there must exist components of q which are zero as ‖q‖1 = m.
Let r1 denote the number of components which are zero, so that the number of non-zero components,
γ, is 9n− r1.
The counting of all equivalent (by permutation) vectors m = (m1, . . . ,m9n) to q such that each
pair of matrices in the set {Pk|mk 6= 0} commute proceeds as follows: The non-zero value q9n in
q can be permuted to any of the 9n coordinates. It is recalled from above that given a matrix Pk
there are a fixed number, β = 16, of other matrices Pk′ which do not commute with it. Therefore the
next non-zero value (if there is one) q9n−1 in q can only be permuted to 9n− 1− β of the remaining
9n− 1 coordinates to ensure the commutation of the corresponding matrices Pk. Similarly the next
non-zero value (if there is one) q9n−2 in q can only be permuted to at least (giving rise to a possible
under counting) 9n − 2 − 2β of the 9n − 2 remaining coordinates to ensure the commutation of the
corresponding matrices Pk, see Figure 2.5.
This process stops after all the non-zero entries of q have been placed. Proceeding in this fashion,
the minimum number of vectorsm equivalent to q such that each pair of matrices in the set {Pk|mk 6=
0} commute is
(9n)(9n− 1− β) . . . (9n− (γ − 1)− (γ − 1)β)
r2! . . . rs!
(2.4.29)
where the factor r2! . . . rs! in the denominator accounts for repeated values in the mk’s.
For example, if m = 6, q = (0, . . . , 0, 2, 4), there are 9n possible locations to permute the value
4 to. Given this choice there are only another 9n − 1 − 16 choices for where to place the value
2 so that the two locations chosen correspond to Pauli basis matrices that commute. The choice
m = (4, 0, 2, 0, . . . , 0) is no good since P1 = σ
(1)
1 σ
(1)
2 and P3 = σ
(3)
1 σ
(1)
2 do not commute for example.
The fraction of the total number of elements counted in this way in the group indexed by q is
(9n)(9n− 1− β) . . . (9n− (γ − 1)− (γ − 1)β)
r2! . . . rs!
· r1!r2! . . . rs!
(9n)!
(2.4.30)
Grouping factors and cancelling the factors r2! . . . rs! reduces this to
9n
9n
· 9n− 1− β
9n− 1 . . .
9n− (γ − 1)− (γ − 1)β
9n− (γ − 1) ·
r1!
r1!
(2.4.31)
This fraction is a lower bound (due to the conservative counting process) on the true ratio, eq1,...,q9n ,
of terms within the group characterised by q, with coefficient cm1,...,m9n =
m!
m1!...m9n!
= m!q1!...q9n! .
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Figure 2.5: Diagram of the combinatoric counting process of all the vectors m =
(m1, . . . ,m9n) ∈ 2N9n0 that are equivalent, up to permutation of their components, to q =
(0, . . . , 0, 4, 6, 8) ∈ 2N9n0 , such that the matrices {Pk|mk 6= 0} commute pairwise. The boxes in
each diagram represent the elements of m (in some suitable order). Combinatorially there are
9n choices of location in m for the value 8. This choice then restricts the possible locations for
the value 6, in order to preserve the commuting property of the associated matrices Pk, by β
(blue) locations in addition to the location of the value 8 (red). Here β = 4 for diagrammatic
simplicity. This process is then repeated for the value 4.
As γ < m by construction, this ratio is then lower bounded by the uniform bound (only depending
on n and the fixed values of m and β) of
9n
9n
· 9n− 1− β
9n− 1 . . .
9n− (m− 1)− (m− 1)β
9n− (m− 1) = en (2.4.32)
which tends to unity as n→∞ for fixed values of m.
Approximation to the expansion
Now the expansion 〈
1
2n
Tr (Hmn )
〉
=
∑
m1,...,m9n∈2N0
m1+···+m9n=m
cm1,...,m9n 〈αm11 . . . αm9n9n 〉 (2.4.33)
can be rewritten using the facts shown above. In summary: The terms may be grouped into groups
characterised by the vector q = (q1, . . . , q9n) ∈ 2N9n0 where q1 ≤ q2 ≤ · · · ≤ q9n and ‖q‖1 = m, and
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where r1, . . . , rs denote the repetition numbers of each of the s distinct values of the entries of q. In
each group the value of the average of the product of the αk’s is constant and equal to 〈αq11 . . . αq9n9n 〉.
Out of the (9n)!r1!...rs! terms in each group, the proportion eq1,...,q9n have cm1,...,m9n =
m!
m1!...m9n!
= m!q1!...q9n!
and the rest have |cm1,...,m9n | ≤ m!m1!...m9n! = m!q1!...q9n! with en ≤ eq1,...,q9n ≤ 1. Therefore the expansion
above may be rewritten as〈
1
2n
Tr (Hmn )
〉
=
∑
q1≤···≤q9n∈2N0
q1+···+q9n=m
(
(9n)!
r1! . . . r!s
m!
q1! . . . q9n!
〈αq11 . . . αq9n9n 〉+ En
)
(2.4.34)
where
|En| ≤ 2 (1− en) (9n)!
r1! . . . r!s
m!
q1! . . . q9n!
〈αq11 . . . αq9n9n 〉 (2.4.35)
Limiting moment value
For fixed m ∈ 2N, the limiting moment 〈 12n Tr (Hmn )〉 will now be calculated by comparison to the
multinomial theorem, (
9n∑
k=1
αk
)m
=
∑
m1,...,m9n∈N0
m1+···+m9n=m
m!
m1! . . .m9n!
αm11 . . . α
m9n
9n (2.4.36)
The average of this expression, again by an analogous process to that already described, can be
rewritten as 〈(
9n∑
k=1
αk
)m〉
=
∑
q1≤···≤q9n∈2N0
q1+···+q9n=m
(9n)!
r1! . . . rs!
m!
q1! . . . q9n!
〈αq11 . . . αq9n9n 〉 (2.4.37)
All the terms on the right hand side of this expression are positive. Therefore the identity (see
appendix A.5) 〈(
9n∑
k=1
αk
)m〉
=
1√
2pi
∫ ∞
−∞
xm e−
x2
2 dx =
m!(
m
2
)
!2
m
2
(2.4.38)
for even m provides a bound for each term in the sum, that is
(9n)!
r1! . . . rs!
m!
q1! . . . q9n!
〈αq11 . . . αq9n9n 〉 ≤
m!(
m
2
)
!2
m
2
(2.4.39)
This enables the magnitude of En in (2.4.34) to be bounded in the large n limit by
|En| ≤ 2 (1− en) m!(m
2
)
!2
m
2
(2.4.40)
which tends to zero as n→∞ since en → 1. Hence, as n→∞, by the value for
〈
1
2n Tr (H
m
n )
〉
given
in (2.4.34) and the identities (2.4.37) and (2.4.38),〈
1
2n
Tr (Hmn )
〉
=
1√
2pi
∫ ∞
−∞
xm e−
x2
2 dx+
∑
q1≤···≤q9n∈2N0
q1+···+q9n=m
En → 1√
2pi
∫ ∞
−∞
xm e−
x2
2 dx (2.4.41)
as the sum over En contains a fixed maximum number of terms for all n, as m is fixed.
If m is odd it is recalled that the average of every term in the expansion of
〈
1
2n Tr (H
m
n )
〉
vanishes
and the resulting moment is zero, concluding the proof.
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2.4.2 Example: Fourth moment
As an example of this calculation the limiting fourth moment, limn→∞
〈
1
2n Tr
(
H4n
)〉
, of the spectral
density will be calculated. Substituting the definition, Hn =
∑9n
k=1 αkPk, and expanding the resulting
product gives that〈
1
2n
Tr
(
H4n
)〉
=
1
2n
9n∑
k1,k2,k3,k4=1
〈αk1αk2αk3αk4〉Tr (Pk1Pk2Pk3Pk4) (2.4.42)
where only terms in which an even number of each αk are present are non-zero, by the symmetry of
the average. This implies that an even number of each matrix Pk is also present in the non-zero terms.
The matrices Pk1 , Pk2 , Pk3 and Pk4 in each term are then either such that Pk1 = Pk2 and Pk3 = Pk4
or such that Pk1 = Pk4 and Pk2 = Pk3 or such that Pk1 = Pk3 and Pk2 = Pk4 . In the first two cases
Pk1Pk2Pk3Pk4 = I2n since P
2
k = I2n for every k. In the third case Pk2 and Pk3 may be swapped,
giving rise to a possible negative sign if Pk2 and Pk3 anti-commute, so that Pk1Pk2Pk3Pk4 = ±I2n .
Therefore 12n Tr (Pk1Pk2Pk3Pk4) = ±1 in each term.
Collecting terms then reduces this to
∑
m1,...,m9n∈2N0
m1+···+m9n=4
cm1,...,m9n 〈αm11 . . . αm9n9n 〉 (2.4.43)
for some integer coefficients cm1,...,m9n . The set
{(m1, . . . ,m9n) ∈ 2N9n0 | m1 + · · ·+m9n = 4} (2.4.44)
has two distinct types of element; vectors (m1, . . . ,m9n) where only one element is non-zero and equal
to 4 and vectors (m1, . . . ,m9n) where exactly two elements are non-zero and both equal to 2. These
two types of elements can be used to group the terms in (2.4.43) into two groups, group A and group
B.
Terms in group A
Let the terms in group A correspond to the vectors (m1, . . . ,m9n) where only one element is non-
zero and equal to 4. There are exactly
(
9n
1
)
of these vectors. Using the notation in the generalised
calculation above, there are s = 2 distinct values in each vector, 0 and 4, with repetition numbers
r1 = 9n− 1 and r2 = 1 respectively. Therefore the number of terms in this group is indeed given by
the formula
(9n)!
r1!r2!
=
(9n)!
(9n− 1)!1! =
(
9n
1
)
= 9n (2.4.45)
For each term, the average 〈αm11 . . . αm9n9n 〉, is the same and equal to
〈αm11 . . . αm9n9n 〉 =
〈
α41
〉
=
√
9n
2pi
∫ ∞
−∞
α41 e
− 9nα
2
1
2 dα1 =
1
27n2
(2.4.46)
by the calculation in Appendix A.5.
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For each term in group A, let x denote the index of the entry of (m1, . . . ,m9n) that is non-zero.
By construction each term in group A originates from ‘collecting’ the term
1
2n
〈αxαxαxαx〉Tr (PxPxPxPx) (2.4.47)
where k1 = k2 = k3 = k4 = x from the original sum. In this term
1
2n
Tr (Pk1Pk2Pk3Pk4) =
1
2n
Tr (I2n) = 1 (2.4.48)
and the coefficient cm1,...,m9n is exactly one. This is indeed the multinomial coefficient seen before,
cm1,...,m9n = 1 =
4!
4!
=
m!
m1! . . .m9n!
(2.4.49)
Terms in group B
Let the terms in group B correspond to the vectors (m1, . . . ,m9n) where only two elements are non-
zero and both equal to 2. There are exactly
(
9n
2
)
of these vectors or terms. Using the notation in the
generalised calculation above, there are s = 2 distinct values in each vector, 0 and 2, with repetition
numbers r1 = 9n− 2 and r2 = 2 respectively. Therefore the number of terms in this group is indeed
given by the formula
(9n)!
r1!r2!
=
(9n)!
(9n− 2)!2! =
(
9n
2
)
(2.4.50)
For each term, the average 〈αm11 . . . αm9n9n 〉, is the same and equal to
〈αm11 . . . αm9n9n 〉 =
〈
α21α
2
2
〉
=
〈
α21
〉 〈
α22
〉
=
(√
9n
2pi
∫ ∞
−∞
α21 e
− 9nα
2
1
2 dα1
)2
=
1
(9n)2
(2.4.51)
by the calculation in Appendix A.5.
For each term in group B let x and y denote the indices of the entries of (m1, . . . ,m9n) that are
non-zero. By construction each term in group B originates from collecting six terms
1
2n
〈αxαxαyαy〉Tr (PxPxPyPy) , k1 = k2 = x, k3 = k4 = y
1
2n
〈αyαyαxαx〉Tr (PyPyPxPx) , k3 = k4 = x, k1 = k2 = y
1
2n
〈αxαyαyαx〉Tr (PxPyPyPx) , k1 = k4 = x, k2 = k3 = y
1
2n
〈αyαxαxαy〉Tr (PyPxPxPy) , k2 = k3 = x, k1 = k4 = y
1
2n
〈αxαyαxαy〉Tr (PxPyPxPy) , k1 = k3 = x, k2 = k4 = y
1
2n
〈αyαxαyαx〉Tr (PyPxPyPx) , k2 = k4 = x, k1 = k3 = y
(2.4.52)
from the original sum. For the first four cases
1
2n
Tr (Pk1Pk2Pk3Pk4) =
1
2n
Tr (I2n) = 1 (2.4.53)
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but in the last two case a possible negative sign occurs,
1
2n
Tr (Pk1Pk2Pk3Pk4) =

1
2n Tr (I2n) = 1 if Pk2Pk3 = Pk3Pk2
− 12n Tr (I2n) = −1 if Pk2Pk3 = −Pk3Pk2
(2.4.54)
When the matrices Px and Py commute, then the coefficient cm1,...,m9n is the number of all such
terms above, for a given value of (m1, . . . ,m9n), which is exactly six. This is indeed the multinomial
coefficient seen before,
cm1,...,m9n = 6 =
4!
2!2!
=
m!
m1! . . .m9n!
(2.4.55)
Since any matrix Pk anti-commutes with exactly 16 other matrices Pk′ , out of the
(
9n
2
)
terms in
the group B only 9n · 16 of them contain anti-commuting matrices (9n choice for the first index x
and 16 for the second index y so that Px and Py anti-commute) so that for these terms
|cm1,...,m9n | < 6 =
4!
2!2!
=
m!
m1! . . .m9n!
(2.4.56)
Rewriting the sum
Using the facts above, the sum for the fourth moment,〈
1
2n
Tr
(
H4n
)〉
=
∑
m1,...,m9n∈2N0
m1+···+m9n=4
cm1,...,m9n 〈αm11 . . . αm9n9n 〉 (2.4.57)
may be split into sums over each group A and B. Group A containing 9n terms each equal to 1 · 〈α41〉
and group B containing
(
9n
2
)− 9n · 16 terms equal to 6 · 〈α21α22〉 and 9n · 16 terms with modulus less
than 6 · 〈α21α22〉, so that〈
1
2n
Tr
(
H4n
)〉
=
(
9n
1
)
· 1 · 〈α41〉+ (9n2
)
· 6 · 〈α21α22〉+ E
= 9n · 1 · 1
27n2
+
9n(9n− 1)
2
· 6 · 1
(9n)2
+ E (2.4.58)
where
|E| ≤ 2 · (9n · 16) · 6 · 〈α21α22〉 = 2 · 9n · 16 · 6 · 1(9n)2 (2.4.59)
Taking the limit n→∞ gives that
lim
n→∞
〈
1
2n
Tr
(
H4n
)〉
= 3 =
1√
2pi
∫ ∞
−∞
x4 e−
x2
2 dx (2.4.60)
That is
〈
1
2n Tr
(
H4n
)〉
tends to the fourth moment of a standard normal distribution as n→∞.
2.5 Limiting ensemble spectral density
To extend the results of the last section, the complete limiting spectral density for the ensembles Hˆn
will now be calculated:
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2.5.1 Limiting spectral density for the ensembles Hˆn
Theorem 4 (Convergence of the characteristic functions associated with the probability measures
d µˆn,1). The characteristic function associated to the spectral probability measure d µˆn,1, for the en-
semble Hˆn,
ψˆn(t) =
∫ ∞
−∞
ei tλ d µˆn,1(λ) (2.5.1)
satisfies ∣∣∣ψˆn(t)− e− t22 ∣∣∣ ≤ t2 (4√2 + 9)√
n
(2.5.2)
for all n = 4, 6, 8, . . . .
The generalisation to all n = 2, 3, . . . will be made in Section 2.5.4. The following corollary of
this theorem follows directly from the continuity theorem:
Corollary 1 (Limiting spectral density for the ensembles Hˆn). The spectral probability measures
d µˆn,1 tend weakly to the probability measure of a standard normally distributed random variable, that
is, for each x ∈ R
lim
n→∞
∫ x
−∞
d µˆn,1 =
1√
2pi
∫ x
−∞
e−
λ2
2 dλ (2.5.3)
over all n ∈ 2N.
Proof.2 For the purposes of the proof, let n ≥ 4 be an even integer. The proof will proceed as
follows: First, the spin chain will be split into sections separating every other qubit interaction.
Then, the product of the characteristic functions associated to the spectral probability measures for
each component of the split chain, φˆn(t), will be shown to be close to the characteristic function
associated to the full chain, ψˆn(t), and that φˆn(t) is indeed equal to the characteristic function e
− t22
for all n, as desired:
Separation
Let the member
Hn =
n∑
j=1
3∑
a,b=1
αa,b,jσ
(a)
j σ
(b)
j+1 (2.5.4)
of the ensemble Hˆn be split into two sections, A and B, such that Hn = A+B and where A contains
all the terms from Hn that act between two sites where the lowest site index is even and likewise B
where the lowest site index is odd. That is, let
A =
n∑
j=1
j even
3∑
a,b=1
αa,b,jσ
(a)
j σ
(b)
j+1 B =
n∑
j=1
j odd
3∑
a,b=1
αa,b,jσ
(a)
j σ
(b)
j+1 (2.5.5)
Furthermore let A =
∑
k Ak where
A3(b−1)+a =
n∑
j=1
j even
αa,b,jσ
(a)
j σ
(b)
j+1 (2.5.6)
2Adapted from the proof given by the author in [45].
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and let B =
∑
k Bk where
B3(b−1)+a =
n∑
j=1
j odd
αa,b,jσ
(a)
j σ
(b)
j+1 (2.5.7)
Figure 2.6 gives a graphical representation of this splitting.
The characteristic function φˆn(t)
The ensemble
Hˆn =
n∑
j=1
3∑
a,b=1
αˆa,b,jσ
(a)
j σ
(b)
j+1 αˆa,b,j ∼ N
(
0,
1
9n
)
i. i.d. (2.5.8)
induces a probability measure on the matrices Ak and Bk, the variables αa,b,j in Ak and Bk corre-
sponding to the random variables αˆa,b,j .
The corresponding ensembles of matrices Aˆk and Bˆk both have an associated spectral probability
measure, as defined Section 2.2. Let their corresponding spectral characteristic functions be ψˆ
(Ak)
n (t)
and ψˆ
(Bk)
n (t) respectively. Let the characteristic function φˆn(t) be the product of these functions,
that is,
φˆn(t) =
9∏
k=1
ψˆ(Ak)n (t)ψˆ
(Bk)
n (t)
=
9∏
k=1
〈
1
2n
Tr
(
ei tAk
)〉〈 1
2n
Tr
(
ei tBk
)〉
(2.5.9)
Interpretation of φˆn(t)
Let λˆAk and λˆBk be real independent random variables with probability measures equal to the spectral
probability measures for the ensembles of matrices Aˆk and Bˆk respectively. The characteristic function
of their sum, that is the characteristic function of the random variable
λˆ =
9∑
k=1
(
λˆAk + λˆBk
)
(2.5.10)
is, by definition,
E
(
ei tλˆ
)
= E
(
9∏
k=1
ei tλˆAk ei tλˆBk
)
(2.5.11)
As all λˆAk and λˆBk are independent random variables by definition, it follows that this is equal to
9∏
k=1
E
(
ei tλˆAk
)
E
(
ei tλˆBk
)
(2.5.12)
which is exactly the characteristic function φˆn(t), by the definition of ψˆ
(Ak)
n (t) and ψˆ
(Bk)
n (t).
Calculating the characteristic function φˆn(t)
Swapping the trace and the average in the definition of φˆn(t) gives that,
φˆn(t) =
9∏
k=1
1
2n
Tr
(〈
ei tAk
〉) 1
2n
Tr
(〈
ei tBk
〉)
(2.5.13)
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Figure 2.6: A representation of the splitting of the terms present in the Hamiltonian Hn.
The circles represent qubits and the links the interaction terms in Hn. Matrices A and B are
defined such that Hn = A + B where A contains all the terms from Hn that act between two
sites where the lowest site index is even (red terms on the left in the diagram) and likewise B
where the lowest site index is odd (blue terms on the right in the diagram).
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Here, the average of a matrix is defined in an entry-wise fashion. That is for any square matrix M ,
〈M〉j,k = 〈Mj,k〉 so that Tr (〈M〉) =
∑
j 〈M〉j,j =
∑
j 〈Mj,j〉 = 〈Tr (M)〉. This definition is basis
independent.
The matrices σ
(a)
j σ
(b)
j+1, for all even values of j and fixed values of a and b, pairwise commute.
For example, two such matrices σ
(a)
j σ
(b)
j+1 and σ
(a)
j+2σ
(b)
j+2 commute as they act on completely separate
qubits
Recalling that A3(b−1)+a =
∑
j even αa,b,jσ
(a)
j σ
(b)
j+1 gives that
ei tA3(b−1)+a = ei t
∑
j even αa,b,jσ
(a)
j σ
(b)
j+1
=
n∏
j=1
j even
ei tαa,b,jσ
(a)
j σ
(b)
j+1 (2.5.14)
Since all the parameters αa,b,j correspond to the independent random variables αˆa,b,j , it then follows
that 〈
ei tA3(b−1)+a
〉
=
n∏
j=1
j even
〈
ei tαa,b,jσ
(a)
j σ
(b)
j+1
〉
(2.5.15)
and similarly, for the odd values of j,
〈
ei tB3(b−1)+a
〉
=
n∏
j=1
j odd
〈
ei tαa,b,jσ
(a)
j σ
(b)
j+1
〉
(2.5.16)
The average
〈
ei tαa,b,jσ
(a)
j σ
(b)
j+1
〉
will now be evaluated to proceed further. It is seen that(
σ
(a)
j σ
(b)
j+1
)2
= σ
(a)
j σ
(b)
j+1σ
(a)
j σ
(b)
j+1 = σ
(a)
j σ
(a)
j σ
(b)
j+1σ
(b)
j+1 = I2n (2.5.17)
as σ
(b)
j+1 and σ
(a)
j commute and the square of any Pauli matrix is the identity. Therefore, by the
definition of the matrix exponential,
ei tαa,b,jσ
(a)
j σ
(b)
j+1 =
∞∑
l=0
il tlαla,b,j
(
σ
(a)
j σ
(b)
j+1
)l
l!
=
∞∑
l=0
(−1)lt2lα2la,b,j
(2l)!
I2n +
∞∑
l=0
i(−1)lt2l+1α2l+1a,b,j
(2l + 1)!
σ
(a)
j σ
(b)
j+1
= cos(tαa,b,j)I2n + i sin(tαa,b,j)σ
(a)
j σ
(b)
j+1 (2.5.18)
so that 〈
ei tαa,b,jσ
(a)
j σ
(b)
j+1
〉
=
〈
cos(tαa,b,j)
〉
I2n + i
〈
sin(tαa,b,j)
〉
σ
(a)
j σ
(b)
j+1
=
〈
cos(tαa,b,j)
〉
I2n (2.5.19)
as 〈sin(tαa,b,j)〉 = 0 by the symmetry of the distributions of the corresponding random variables
αˆa,b,j . Substituting this into the expression for
〈
ei tA3(b−1)+a
〉
above, yields that
〈
ei tA3(b−1)+a
〉
=
n∏
j=1
j even
〈
cos(tαa,b,j)
〉
I2n (2.5.20)
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and likewise 〈
ei tB3(b−1)+a
〉
=
n∏
j=1
j odd
〈
cos(tαa,b,j)
〉
I2n (2.5.21)
The exact value of φˆn(t) can now be seen to be
n∏
j=1
3∏
a,b=1
〈
cos(tαa,b,j)
〉
=
n∏
j=1
3∏
a,b=1
e−
t2
2·9n = e−
t2
2 (2.5.22)
as 〈cos(tαa,b,j)〉 = e− t
2
2·9n , as seen in appendix A.5. The φˆn(t) are then equal for all n and are the
characteristic function of a standard normally distributed random variable, that is φˆn(t) = φˆ(t) =
e−
t2
2 .
As
〈
ei tAk
〉
and
〈
ei tBk
〉
are proportional to the identity, the expression (2.5.13)
9∏
k=1
1
2n
Tr
(〈
ei tAk
〉) 1
2n
Tr
(〈
ei tBk
〉)
(2.5.23)
for φˆn(t), can be equivalently written as
1
2n
Tr
(
9∏
k=1
〈
ei tAk
〉 〈
ei tBk
〉)
(2.5.24)
where the order of the factors
〈
ei tAk
〉
and
〈
ei tBk
〉
is irrelevant. By the statistical independence of
the Aˆk and Bˆk is furthermore equivalent to
1
2n
Tr
(〈
9∏
k=1
ei tAk ei tBk
〉)
(2.5.25)
or, by again swapping the average and the trace, equivalent to〈
1
2n
Tr
(
9∏
k=1
ei tAk ei tBk
)〉
(2.5.26)
It now only remains to be seen that∣∣∣ψˆn(t)− φˆn(t)∣∣∣ ≤ t2 (4√2 + 9)√
n
(2.5.27)
or equivalently, as ψn(t) =
〈
1
2n Tr
(
ei tHn
)〉
by Section 2.2, that∣∣∣∣∣
〈
1
2n
Tr
(
ei tHn
)〉−〈 1
2n
Tr
(
9∏
k=1
ei tAk ei tBk
)〉∣∣∣∣∣ ≤ t2
(
4
√
2 + 9
)
√
n
(2.5.28)
To do this, the following integral identity, similar to that used in [26], will be required:
Integral identity
For any 2n × 2n Hermitian matrices X and Y , the fundamental theorem of calculus gives that
ei t(X+Y )− ei tX ei tY = − ei t(1−s)(X+Y ) ei tsX ei tsY
∣∣∣
s=1
+ ei t(1−s)(X+Y ) ei tsX ei tsY
∣∣∣
s=0
= −
∫ 1
0
∂
∂s
(
ei t(1−s)(X+Y ) ei tsX ei tsY
)
d s (2.5.29)
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so that evaluating the derivative gives
ei t(X+Y )− ei tX ei tY = −
∫ 1
0
− ei t(1−s)(X+Y ) i t(X + Y ) ei tsX ei tsY
+ ei t(1−s)(X+Y ) i tX ei tsX ei tsY
+ ei t(1−s)(X+Y ) ei tsX i tY ei tsY d s
= i t
∫ 1
0
ei t(1−s)(X+Y )
[
Y, ei tsX
]
ei tsY d s (2.5.30)
In addition to this, the fundamental theorem of calculus also gives that
[
Y, ei tsX
]
= Y ei tsX − ei tsX Y
= ei ts(1−r)X Y ei tsrX
∣∣∣
r=1
− ei ts(1−r)X Y ei tsrX
∣∣∣
r=0
=
∫ 1
0
∂
∂r
(
ei ts(1−r)X Y ei tsrX
)
d r (2.5.31)
so that evaluating the derivative gives
[
Y, ei tsX
]
=
∫ 1
0
− ei ts(1−r)X i tsXY ei tsrX
+ ei ts(1−r)X Y i tsX ei tsrX d r
= − i ts
∫ 1
0
ei ts(1−r)X [X,Y ] ei tsrX d r (2.5.32)
Combining both the last identities shows that
ei t(X+Y )− ei tX ei tY = t2
∫ 1
0
s
∫ 1
0
ei t(1−s)(X+Y ) ei ts(1−r)X [X,Y ] ei tsrX ei tsY d r d s (2.5.33)
so that by the triangle inequality,
∣∣ 1
2n Tr
(
ei t(X+Y )− ei tX ei tY )∣∣ is bounded above by
t2
∫ 1
0
|s|
∫ 1
0
∣∣∣∣ 12n Tr(ei t(1−s)(X+Y ) ei ts(1−r)X [X,Y ] ei tsrX ei tsY )
∣∣∣∣d r d s (2.5.34)
Moreover for any 2n× 2n unitary matrix U , multiplication through by U before taking the trace and
applying the triangle inequality, yields that
∣∣ 1
2n Tr
(
U
(
ei t(X+Y )− ei tX ei tY ))∣∣ is bounded above by
t2
∫ 1
0
|s|
∫ 1
0
∣∣∣∣ 12n Tr(U ei t(1−s)(X+Y ) ei ts(1−r)X [X,Y ] ei tsrX ei tsY )
∣∣∣∣d r d s (2.5.35)
In order to bound this quantity a bound on the positive integrand∣∣∣∣ 12n Tr(U ei t(1−s)(X+Y ) ei ts(1−r)X [X,Y ] ei tsrX ei tsY )
∣∣∣∣ (2.5.36)
will be found with the aid of the Cauchy-Schwartz inequality:
Cauchy-Schwartz inequality
The Cauchy-Schwartz inequality states that for any x1, . . . , x2n ∈ C and any y1, . . . , y2n ∈ C that∣∣∣∣∣∣
2n∑
j=1
xjyj
∣∣∣∣∣∣
2
≤
2n∑
j=1
|xj |2
2n∑
k=1
|yk|2 (2.5.37)
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where the bar denotes complex conjugation.
For any 2n × 2n matrix M = (Mj,k), Tr (M) =
∑
jMj,j and by the Cauchy-Schwartz inequality
above, with xj = Mj,j and yj = 1,
|Tr (M) |2 =
∣∣∣∣∣∣
2n∑
j=1
Mj,j · 1
∣∣∣∣∣∣
2
≤ 2n
2n∑
j=1
|Mj,j |2 (2.5.38)
A further inequality may be deduced by adding the positive terms |Mj,k|2 to the right hand side of
this last inequality, yielding
|Tr (M) |2 ≤ 2n
2n∑
j,k=1
|Mj,k|2 = 2n
2n∑
j,k=1
Mj,kMj,k = 2
n Tr
(
MM†
)
(2.5.39)
With M = U ei t(1−s)(X+Y ) ei ts(1−r)X [X,Y ] ei tsrX ei tsY this inequality yields that∣∣∣∣ 12n Tr(U ei t(1−s)(X+Y ) ei ts(1−r)X [X,Y ] ei tsrX ei tsY )
∣∣∣∣ ≤
√
1
2n
Tr ([X,Y ][X,Y ]†) (2.5.40)
so that, substituting this into the integral bound derived in (2.5.35) gives∣∣∣∣ 12n Tr(U (ei t(X+Y )− ei tX ei tY ))
∣∣∣∣ ≤ t2 ∫ 1
0
|s|
∫ 1
0
√
1
2n
Tr ([X,Y ][X,Y ]†) d r d s
=
t2
2
√
1
2n
Tr ([X,Y ][X,Y ]†) (2.5.41)
From now on let the norm a 2n × 2n matrix, M , be defined as the scaled Hilbert-Schmidt norm
‖M‖ =
√
1
2n
Tr (MM†) (2.5.42)
as in appendix A.7.
Triangle inequity
The triangle inequality now allows the quantity of interest,
∣∣∣ψˆn(t)− φˆn(t)∣∣∣, to be studied. That is,
by the triangle inequality
∣∣∣ψˆn(t)− φˆn(t)∣∣∣ =
∣∣∣∣∣
〈
1
2n
Tr
(
ei tHn
)〉−〈 1
2n
Tr
(
9∏
k=1
ei tAk ei tBk
)〉∣∣∣∣∣
≤
〈∣∣∣∣∣ 12n Tr (ei tHn)− 12n Tr
(
9∏
k=1
ei tAk ei tBk
)∣∣∣∣∣
〉
(2.5.43)
Note that by (2.5.24) the order of the factors ei tAk and ei tBk is irrelevant in this expression. Recalling
that A =
∑
k Ak, B =
∑
k Bk and Hn = A + B, relabel the matrices Ak and Bk as Qk = Ak for
1 ≤ k ≤ 9 and Qk = Ak−9 for 10 ≤ k ≤ 18 so that Hn =
∑
kQk. The triangle inequality applied to
the telescoping sum
1
2n
Tr
(
ei tHn −
18∏
k=1
ei tQk
)
=
18∑
s=2
1
2n
Tr
(ei t∑sj=1 Qj − ei t∑s−1k=1 Qk ei tQs) ∏
s<l≤18
ei tQl
 (2.5.44)
68
2.5 Limiting ensemble spectral density
yields that∣∣∣∣∣ 12n Tr
(
ei tHn −
18∏
k=1
ei tQk
)∣∣∣∣∣ ≤
18∑
s=2
∣∣∣∣∣∣ 12n Tr
(ei t∑sj=1 Qj − ei t∑s−1k=1 Qk ei tQs) ∏
s<l≤18
ei tQl
∣∣∣∣∣∣ (2.5.45)
so that by the bound just calculated,∣∣∣∣∣ 12n Tr
(
ei tHn −
18∏
k=1
ei tQk
)∣∣∣∣∣ ≤ t22
18∑
s=2
∥∥∥∥∥
[
s−1∑
k=1
Qk, Qs
]∥∥∥∥∥ = t22 ∑
1≤k<k′≤18
‖[Qk, Qk′ ]‖ (2.5.46)
The averages of the norms ‖[Qk, Qk′ ]‖, that is of ‖[Ak, Ak′ ]‖, ‖[Bk, Bk′ ]‖ and ‖[Ak, Bk′ ]‖, will now
be calculated:
The norm ‖[Ak, Ak′ ]‖
By the definition of Ak and the linearity of the commutator
[Ak, Ak′ ] =
n∑
j=1
j even
n∑
j′=1
j′ even
αa,b,jαa′,b′,j′
[
σ
(a)
j σ
(b)
j+1, σ
(a′)
j′ σ
(b′)
j′+1
]
(2.5.47)
Only terms in this sum where j′ = j may possibly have a non-zero commutator, for the other terms
the matrices σ
(a)
j σ
(b)
j+1 and σ
(a′)
j′ σ
(b′)
j′+1 act on completely separate qubits and therefore commute. This
enables the sum to be reduced to
[Ak, Ak′ ] =
n∑
j=1
j even
αa,b,jαa′,b′,j
[
σ
(a)
j σ
(b)
j+1, σ
(a′)
j σ
(b′)
j+1
]
(2.5.48)
By the definition of the norm, ‖[Ak, Ak′ ]‖ is equal to√
1
2n
Tr ([Ak, Ak′ ][Ak, Ak′ ]†) (2.5.49)
which, by substituting the expression for [Ak, Ak′ ] above, is equal to 1
2n
Tr
 n∑
j,l=1
j,l even
αa,b,jαa′,b′,jαa,b,lαa′,b′,l
[
σ
(a)
j σ
(b)
j+1, σ
(a′)
j σ
(b′)
j+1
] [
σ
(a)
l σ
(b)
l+1, σ
(a′)
l σ
(b′)
l+1
]†

1
2
(2.5.50)
Jensen’s inequality provides an upper bound for the average of this quantity of 1
2n
Tr
 n∑
j,l=1
j,l even
〈αa,b,jαa′,b′,jαa,b,lαa′,b′,l〉
[
σ
(a)
j σ
(b)
j+1, σ
(a′)
j σ
(b′)
j+1
] [
σ
(a)
l σ
(b)
l+1, σ
(a′)
l σ
(b′)
l+1
]†

1
2
(2.5.51)
Assuming that Ak and Ak′ are distinct implies that (a, b) 6= (a′, b′). By the symmetry of the average
the only terms for which
〈αa,b,jαa′,b′,jαa,b,lαa′,b′,l〉 (2.5.52)
is non-zero are therefore those for which j = l. Moreover this non-zero value is precisely
〈αa,b,jαa′,b′,jαa,b,jαa′,b′,j〉 =
〈
α2a,b,j
〉 〈
α2a′,b′,j
〉
=
(
1
9n
)2
(2.5.53)
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Also, by the definition of the commutator
1
2n
Tr
([
σ
(a)
j σ
(b)
j+1, σ
(a′)
j σ
(b′)
j+1
] [
σ
(a)
l σ
(b)
l+1, σ
(a′)
l σ
(b′)
l+1
]†)
≤ 1
2n
Tr
(
σ
(a)
j σ
(b)
j+1σ
(a′)
j σ
(b′)
j+1
(
σ
(a)
l σ
(b)
l+1σ
(a′)
l σ
(b′)
l+1
)†)
− 1
2n
Tr
(
σ
(a′)
j σ
(b′)
j+1σ
(a)
j σ
(b)
j+1
(
σ
(a)
l σ
(b)
l+1σ
(a′)
l σ
(b′)
l+1
)†)
− 1
2n
Tr
(
σ
(a)
j σ
(b)
j+1σ
(a′)
j σ
(b′)
j+1
(
σ
(a′)
l σ
(b′)
l+1σ
(a)
l σ
(b)
l+1
)†)
+
1
2n
Tr
(
σ
(a′)
j σ
(b′)
j+1σ
(a)
j σ
(b)
j+1
(
σ
(a′)
l σ
(b′)
l+1σ
(a)
l σ
(b)
l+1
)†)
(2.5.54)
where each of the four terms on the right hand side of this expression has modulus bounded by 1 by
the properties of the Pauli matrices. Therefore it is concluded that
〈‖[Ak, Ak′ ]‖〉 ≤
√√√√√ n∑
j=1
j even
4
(
1
9n
)2
=
2
9n
√
n
2
(2.5.55)
The norm ‖[Bk, Bk′ ]‖
The calculation of ‖[Bk, Bk′ ]‖ is identical to that of ‖[Ak, Ak′ ]‖, with the sums being over all odd j
instead of all even j. Therefore,
〈‖[Bk, Bk′ ]‖〉 ≤ 2
9n
√
n
2
(2.5.56)
The norm ‖[Ak, Bk′ ]‖
By the definition of Ak and Bk and the linearity of the commutator
[Ak, Bk′ ] =
n∑
j=1
j odd
n∑
j′=1
j′ even
αa,b,jαa′,b′,j′
[
σ
(a)
j σ
(b)
j+1, σ
(a′)
j′ σ
(b′)
j′+1
]
(2.5.57)
Only terms in this sum where j′ = j ± 1 (where the identity of indices n+ 1 ≡ 1 and n ≡ 0 is made)
may possibly have a non-zero commutator, as for the other terms the matrices σ
(a)
j σ
(b)
j+1 and σ
(a′)
j′ σ
(b′)
j′+1
act on completely separate qubits and therefore commute. This enables the sum to be reduced to
[Ak, Bk′ ] =
n∑
j=1
j odd
αa,b,jαa′,b′,j−1
[
σ
(a)
j σ
(b)
j+1, σ
(a′)
j−1σ
(b′)
j
]
+
n∑
j=1
j odd
αa,b,jαa′,b′,j+1
[
σ
(a)
j σ
(b)
j+1, σ
(a′)
j+1σ
(b′)
j+2
]
(2.5.58)
Now proceeding in an analogous way to the calculation of 〈‖[Ak, Ak′ ]‖〉 it is seen that
〈‖[Ak, Bk′ ]‖〉 ≤
√√√√√2 n∑
j=1
j odd
4
(
1
9n
)2
=
2
9n
√
n (2.5.59)
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Collecting results
It has been shown that
|ψn(t)− φn(t)| ≤ t
2
2
∑
1≤k<k′≤18
〈‖[Qk, Qk′ ]‖〉
=
t2
2
 ∑
1≤k<k′≤9
〈‖[Ak, Ak′ ]‖〉+
∑
1≤k<k′≤9
〈‖[Bk, Bk′ ]‖〉+
∑
1≤k,k′≤9
〈‖[Ak, Bk′ ]‖〉

≤ t
2
2
(
36
(
2
9n
√
n
2
)
+ 36
(
2
9n
√
n
2
)
+ 81
(
2
9n
√
n
))
=
t2
(
4
√
2 + 9
)
√
n
(2.5.60)
or, by retaining the variance σ2n =
1
9n of the random variables αˆa,b,j
|ψn(t)− φn(t)| ≤ t2σ2n
√
n
(
36
√
2 + 81
)
(2.5.61)
This concludes the proof as it is recalled that φˆn(t) = φˆ(t) = e
− t22 .
2.5.2 Universality
The previous proof does not rely on the fact the random variables αˆa,b,j in the random matrix
Hˆn =
n∑
j=1
3∑
a,b=1
αˆa,b,jσ
(a)
j σ
(b)
j+1 (2.5.62)
are normally distributed with zero mean and variance of 19n . In fact in the most general case, for
each value of n separately, they can each be taken as independent (and not necessarily identically
distributed) random variables with zero mean and finite variances E
(
αˆ2a,b,j
)
≤ s2n < ∞ such that
there exists some γ ∈ N for which
lim
n→∞
n∑
j=1
3∑
a,b=1
E
(
|αˆa,b,j |2+γ
)
= 0 and lim
n→∞
n∑
j=1
3∑
a,b=1
E
(
αˆ2a,b,j
)
= 1 (2.5.63)
holds and the distribution of −αˆa,b,j is identical to that of +αˆa,b,j . To this end the following theorem
will be proved:
Theorem 5 (Universal convergence of the characteristic functions associated with the probability
measures d µˆn,1). The characteristic functions associated to the probability measures d µˆn,1 for the
generalised ensembles Hˆn above,
ψˆn(t) =
∫ ∞
−∞
ei tλ d µˆn,1(λ) (2.5.64)
satisfy ∣∣∣ψˆn(t)− e− t22 ∣∣∣→ 0 (2.5.65)
for each t ∈ R as n→∞ over all n ∈ 2N if s2n is such that
lim
n→∞ s
2
n
√
n = 0 (2.5.66)
71
CHAPTER 2. SPECTRAL DENSITY
As seen in the last proof, a corollary of this theorem follows directly from the continuity theorem:
Corollary 2. The probability measures d µˆn,1 tend weakly to the probability measure of a standard
normally distributed random variable, that is, for each x ∈ R
lim
n→∞
∫ x
−∞
d µˆn,1 =
1√
2pi
∫ x
−∞
e−
λ2
2 dλ (2.5.67)
Proof. The proof follows that in Section 2.5.1, and only the key adaptations to it will be detailed here.
First, consider the characteristic function φˆn(t) from the last proof, which was defined in equation
(2.5.9) to be
φˆn(t) =
9∏
k=1
〈
1
2n
Tr
(
ei tAk
)〉〈 1
2n
Tr
(
ei tBk
)〉
(2.5.68)
Using only the symmetry of the distributions of the αˆa,b,j it was proved, see equation (2.5.22), that
φˆn(t) =
n∏
j=1
3∏
a,b=1
〈
cos(tαa,b,j)
〉
(2.5.69)
or equivalently, as 〈sin(tαa,b,j)〉 = 0 by the symmetry of the distributions of the αˆa,b,j ,
φˆn(t) =
n∏
j=1
3∏
a,b=1
〈
cos(tαa,b,j) + i sin(tαa,b,j)
〉
=
n∏
j=1
3∏
a,b=1
〈
ei tαa,b,j
〉
(2.5.70)
The characteristic function φˆn(t) is therefore exactly the characteristic function of the random
variable
αˆ =
n∑
j=1
3∑
a,b=1
αˆa,b,j (2.5.71)
as this is by definition
E
(
ei tαˆ
)
= E
 n∏
j=1
3∏
a,b=1
ei tαˆa,b,j
 ≡ 〈 n∏
j=1
3∏
a,b=1
ei tαa,b,j
〉
(2.5.72)
As the αˆa,b,j are independent the average of the product of e
i tαa,b,j is equal to the product of the
averages
〈
ei tαa,b,j
〉
and thus φˆn(t) is recovered.
Lyapunov’s central limit theorem implies that the distribution of αˆ tends weakly to that of a
standard normal random variable. The continuity theorem then states that the characteristic function
φˆn(t) tends, for every fixed t ∈ R, to the characteristic function of a standard normal random variable
φˆ(t) = e−
t2
2 .
In the previous proof, equation (2.5.61), it was shown that the characteristic function ψˆn(t) and
φˆn(t) satisfy ∣∣∣ψˆn(t)− φˆn(t)∣∣∣ ≤ t2s2n√n(36√2 + 81) (2.5.73)
By the triangle inequality∣∣∣ψˆn(t)− e− t22 ∣∣∣ ≤ ∣∣∣ψˆn(t)− φˆn(t)∣∣∣+ ∣∣∣φˆn(t)− e− t22 ∣∣∣ (2.5.74)
where both terms on the right hand side of this equation tend to zero as n→∞ for every fixed t ∈ R,
by the assumption on sn, concluding the proof.
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2.5.3 Inclusion of local terms
The main ensemble considered so far
Hˆn =
n∑
j=1
3∑
a,b=1
αˆa,b,jσ
(a)
j σ
(b)
j+1 αˆa,b,j ∼ N
(
0,
1
9n
)
i. i.d. (2.5.75)
did not include any ‘local’ terms, see Section 2.1, proportional to σ
(a)
j . The theorems so far in this
section still apply to such ensembles containing these ‘local’ terms. For example, for the ensembles
Hˆ(local)n =
n∑
j=1
3∑
a=1
3∑
b=0
αˆa,b,jσ
(a)
j σ
(b)
j+1 αˆa,b,j ∼ N
(
0,
1
12n
)
i. i.d. (2.5.76)
for n ∈ 2N the following theorem still apples:
Theorem 6 (Convergence of the characteristic functions associated with the probability measures
d µˆ
(local)
n,1 ). The characteristic functions associated to the probability measures d µˆ
(local)
n,1 for the ensem-
bles Hˆ
(local)
n ,
ψˆ(local)n (t) =
∫ ∞
−∞
ei tλ d µˆ
(local)
n,1 (λ) (2.5.77)
satisfy ∣∣∣ψˆ(local)n (t)− e− t22 ∣∣∣ = O( 1√n
)
(2.5.78)
for each t ∈ R as n→∞ over all n ∈ 2N.
Proof.3 The proof follows that in Section 2.5.1 again, and only the key adaptations to it will be
detailed here. The splitting of the terms in the sum
H(local)n =
n∑
j=1
3∑
a=1
3∑
b=0
αa,b,jσ
(a)
j σ
(b)
j+1 (2.5.79)
is carried out as before with
A3(b−1)+a =
n∑
j=1
j even
αa,b,jσ
(a)
j σ
(b)
j+1 (2.5.80)
and
B3(b−1)+a =
n∑
j=1
j odd
αa,b,jσ
(a)
j σ
(b)
j+1 (2.5.81)
for a, b = 1, 2, 3 with the addition of
C1 =
n∑
j=1
α1,0,jσ
(1)
j C2 =
n∑
j=1
α2,0,jσ
(2)
j C3 =
n∑
j=1
α3,0,jσ
(3)
j (2.5.82)
with Ck = 0 for k = 4, . . . , 9, so that H
(local)
n = A + B + C with A =
∑
k Ak, B =
∑
k Bk and
C =
∑
k Ck, see Figure 2.7.
3Adapted from the proof given by the author in [45].
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Figure 2.7: A representation of the splitting of the terms present in the Hamiltonian H
(local)
n .
The circles represent qubits and the links the interaction terms in H
(local)
n . The matrices A, B
and C are defined such that H
(local)
n = A+B+C where A contains all the terms from H
(local)
n
that act between two sites where the lowest site index is even (red terms on the left in the
diagram connecting qubits), likewise B where the lowest site index is odd (blue terms on the
right in the diagram connecting qubits) and where C contains all the local terms from H
(local)
n
(grey terms in the diagram at each qubit).
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The characteristic function φˆn(t), of equation (2.5.9), is then replaced with
φˆ(local)n (t) =
9∏
k=1
〈
1
2n
Tr
(
ei tAk
)〉〈 1
2n
Tr
(
ei tBk
)〉〈 1
2n
Tr
(
ei tCk
)〉
(2.5.83)
This is seen, in an analogous way to that in Section 2.5.1, to be equal to φˆ
(local)
n (t) = φˆ(local)(t) = e−
t2
2
and equivalent to 〈
1
2n
Tr
(
9∏
k=1
ei tAk ei tBk ei tCk
)〉
(2.5.84)
Finally, again in an analogous way to that in Section 2.5.1, it is seen that
∣∣∣ψˆ(local)n (t)− φˆ(local)n (t)∣∣∣, or
equivalently ∣∣∣∣∣
〈
1
2n
Tr
(
ei tH
(local)
n
)〉
−
〈
1
2n
Tr
(
9∏
k=1
ei tAk ei tBk ei tCk
)〉∣∣∣∣∣ (2.5.85)
is O
(
1√
n
)
as n→∞ for each fixed t ∈ R, concluding the proof.
2.5.4 Exotic geometries and c-colourable graphs
The results so far in this section are not only restricted to rings of qubits. For example if the qubits
are arranged on a two dimension n1 × n2 lattice with (cyclic) position coordinates (j, j′), then the
ensemble Hˆn may be generalised to
Hˆ(lattice)n =
n1∑
j=1
n2∑
j′=1
3∑
a,b=1
(
αˆa,b,j,j′σ
(a)
(j,j′)σ
(b)
(j+1,j′) + βˆa,b,j,j′σ
(a)
(j,j′)σ
(b)
(j,j′+1)
)
αˆa,b,j,j′ , βˆa,b,j,j′ ∼ N
(
0,
1
18n
)
i. i.d. (2.5.86)
with n1, n2 ∈ 2N and n1 + n2 = n, so that the following theorem holds:
Theorem 7 (Convergence of the characteristic functions associated with the probability measures
d µˆ
(lattice)
n,1 ). The characteristic functions associated to the probability measures d µˆ
(lattice)
n,1 for the
ensembles Hˆ
(lattice)
n ,
ψˆ(lattice)n (t) =
∫ ∞
−∞
ei tλ d µˆ
(lattice)
n,1 (λ) (2.5.87)
satisfy ∣∣∣ψˆ(lattice)n (t)− e− t22 ∣∣∣ = O( 1√n
)
(2.5.88)
for each t ∈ R as n→∞ over any n1, n2 ∈ 2N with n = n1 + n2.
Proof.4 The proof follows that in Section 2.5.1 again and only the key adaptations to it will be detailed
here. The splitting of the terms in the sum
H(lattice)n =
n1∑
j=1
n2∑
j′=1
3∑
a,b=1
(
αa,b,j,j′σ
(a)
(j,j′)σ
(b)
(j+1,j′) + βa,b,j,j′σ
(a)
(j,j′)σ
(b)
(j,j′+1)
)
(2.5.89)
4Adapted from the proof given by the author in [45].
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is carried out similarly to before with
A3(b−1)+a =
n1∑
j=1
j even
n2∑
j′=1
αa,b,j,j′σ
(a)
(j,j′)σ
(b)
(j+1,j′)
B3(b−1)+a =
n1∑
j=1
j odd
n2∑
j′=1
αa,b,j,j′σ
(a)
(j,j′)σ
(b)
(j+1,j′)
C3(b−1)+a =
n1∑
j=1
n2∑
j′=1
j′ even
βa,b,j,j′σ
(a)
(j,j′)σ
(b)
(j,j′+1)
D3(b−1)+a =
n1∑
j=1
n2∑
j′=1
j′ odd
βa,b,j,j′σ
(a)
(j,j′)σ
(b)
(j,j′+1) (2.5.90)
so that H
(latticce)
n = A+B +C +D with A =
∑
k Ak, B =
∑
k Bk, C =
∑
k Ck and D =
∑
k Ck, see
Figure 2.8.
The characteristic function φˆn(t), of equation (2.5.9), is then replaced with
φˆ(latice)n (t) =
9∏
k=1
〈
1
2n
Tr
(
ei tAk
)〉〈 1
2n
Tr
(
ei tBk
)〉〈 1
2n
Tr
(
ei tCk
)〉〈 1
2n
Tr
(
ei tDk
)〉
(2.5.91)
This is seen, in an analogous way to that in Section 2.5.1, to be equal to φˆ
(lattice)
n (t) = φˆ(lattice)(t) =
e−
t2
2 and equivalent to 〈
1
2n
Tr
(
9∏
k=1
ei tAk ei tBk ei tCk ei tDk
)〉
(2.5.92)
Finally, again in an analogous way to that in Section 2.5.1, it is seen that
∣∣∣ψˆ(lattice)n (t)− φˆ(lattice)n (t)∣∣∣,
or equivalently ∣∣∣∣∣
〈
1
2n
Tr
(
ei tH
(lattice)
n
)〉
−
〈
1
2n
Tr
(
9∏
k=1
ei tAk ei tBk ei tCk ei tDk
)〉∣∣∣∣∣ (2.5.93)
is O
(
1√
n
)
as n→∞ for each t ∈ R, concluding the proof.
C-colourable graphs
The generalisation to a lattice is just one example in a class of more general geometric extensions.
Given any sequence of simple graphs Γn each with n = 2, 3, . . . vertices labelled 1 to n and en ≥ 1
edges, the ensemble
Hˆ(Γn)n =
∑
(j,j′)∈Γn
3∑
a,b=1
αˆa,b,j,j′σ
(a)
j σ
(b)
j′ αˆa,b,j,j′ ∼ N
(
0,
1
9en
)
i. i.d. (2.5.94)
can be defined, where the sum over (j, j′) ∈ Γn denotes the sum over all indices j < j′ such that the
vertices labelled j and j′ of the graph Γn are connected by an edge of the graph Γn.
The graph Γn is c-colourable if and only if there exist c ∈ N colours such that the edges of Γn
may be coloured in these colours so that no vertex has more that one edge connected to it of any one
colour.
76
2.5 Limiting ensemble spectral density
Figure 2.8: A representation of the splitting of the terms present in the Hamiltonian H
(lattice)
n .
The circles represent qubits and the links the interaction terms in H
(lattice)
n . Matrices A, B, C
and D are defined such that H
(lattice)
n = A + B + C + D where A contains all the terms from
H
(lattice)
n that act between two sites (horizontally) where the lowest (horizontal) site index is
even (red links in the diagram), likewise B where the lowest (horizontal) site index is odd (blue
links in the diagram), C (yellow links in the diagram) and D (green links in the diagram) are
the vertical counterparts to A and B respectively.
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For example, the graphs Γn underling the lattice in the last ensemble were all 4-colourable, see
Figure 2.8, and the graphs Γn underling the chain in the first model were all 2-colourable, see Figure
2.6. A particular colouring of a graph Γn, as with the lattice and chain, can therefore be used to
defined a specific splitting of the terms in the matrix
H(Γn)n =
∑
(j,j′)∈Γn
3∑
a,b=1
αa,b,j,j′σ
(a)
j σ
(b)
j′ (2.5.95)
that is, separating the terms by their corresponding colour.
Therefore, with this separation and again by an analogous argument to that in Section 2.5.1, if
there exists a c-colouring of each graph Γn, where c ∈ N is fixed independently of n, then the spectral
probability measures, for the ensembles Hˆ
(Γn)
n , tend weakly to that of a standard normal random
variable.
In particular, this extends the results of Section 2.5.1 to the full sequence of ensembles Hˆn for
n = 2, 3, . . . , as the underlying graphs are all 3-colourable. The addition of local terms to Hˆ
(Γn)
n again
also holds no difficultly.
2.6 Limiting spectral density for sequences of fixed Hamilto-
nians
In this section a central limit theorem for the limiting spectral density for a sequence of fixed Hamil-
tonians H
(local)
n from the ensembles Hˆ
(local)
n for n = 2, 3, . . . will be proved. This shows that the
results of Section 2.5 for the ensembles Hˆ
(local)
n , hold on the level of individual ensemble members.
The spectral probability measure dµ
(local)
n,1 has been defined in Section 2.2 for the fixed matrix
H(local)n =
n∑
j=1
3∑
a=1
3∑
b=0
αa,b,jσ
(a)
j σ
(b)
j+1 (2.6.1)
for some fixed real constants αa,b,j ∈ R for each value of n separately, to be
dµ
(local)
n,1 (λ) =
1
2n
2n∑
k=1
δ(λ− λk) dλ (2.6.2)
for the eigenvalues λ1, . . . , λ2n of H
(local)
n .
The ideas in this section were motivated by the work of Hartmann, Mahler and Hess in [26],
where it was analytically shown that the energy distribution of almost every product state, over
the eigenstates of some fixed spin chain Hamiltonians, becomes (weakly) normally distributed in the
large chain limit. Here a fixed spin chain Hamiltonian was split into several shorter non-interacting
sections, by removing links in the chain, so that the energy distribution of a product state could be
determined with the aid of the central limit theorem applied to a sum over these shorter sections, see
Section 1.3.5.
Exactly this type of ‘splitting’ will be used here to prove the following theorem:
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2.6.1 Limiting spectral density for fixed Hamiltonians H
(local)
n
Theorem 8 (Limiting spectral density for fixed Hamiltonians H
(local)
n ). For n = 2, 3, . . . let H
(local)
n
be fixed spin chain Hamiltonians as defined above. If
lim
n→∞
1
2n
Tr
(
H(local)n
2
)
≡ lim
n→∞
n∑
j=1
3∑
a=1
3∑
b=0
α2a,b,j = 1 and |αa,b,j | <
C√
n
(2.6.3)
for some positive constant C ∈ R independent of a, b, j and n, then the associated spectral probability
measures dµ
(local)
n,1 tend weakly to that of a standard normal distribution, that is
lim
n→∞
∫ x+
−∞
dµ
(local)
n,1 (λ) =
1√
2pi
∫ x
−∞
e−
λ2
2 dλ (2.6.4)
for all x ∈ R (the notation x+ represents the limit as x is approached from above).
In fact, throughout the following proof, the constant C can be let to grow slowly with n. For the
choice of l = b√nc within the proof, C can be replaced with Cn 142 for example. A constant value is
taken though for clarity.
Proof.5 The proof will proceed by considering the characteristic function ψ
(local)
n (t) associated to the
probability measure dµ
(local)
n,1 . That is, as defined in Section 2.2,
ψ(local)n (t) =
∫ ∞
−∞
ei tλ dµ
(local)
n,1 (λ) (2.6.5)
This will be shown to converge point-wise in t to a characteristic function φ
(local)
n (t) that factorises into
a large number of factors. A probability measure associated to φ
(local)
n (t) will have, by construction,
the form of a probability measure of a sum of independent random variables. Lyapunov’s central limit
theorem will then be applied to show the weak convergence of dµ
(local)
n,1 to the probability measure of
a standard normal random variable.
Separation
First, the Hamiltonian H
(local)
n will be split into several sections. Consider grouping the terms in
H
(local)
n into blocks Bk acting on at most l = l(n) ∈ N qubits nontrivially, so that the terms acting
non-trivially on the qubits labelled 1 to l are grouped together, then likewise on the qubits labelled
l + 1 to 2l and so on until the last group acts non-trivially on the qubits labelled
(⌈
n
l
⌉− 1) l + 1 to
n. Explicitly, let
Bk =
l−1∑
j=1
h(k−1)l+j and Lk = h(k−1)l (2.6.6)
for k = 1, . . . ,
⌈
n
l
⌉
, where
h0 =
3∑
a=1
3∑
b=0
αa,b,nσ
(a)
n σ
(b)
1 and hj =
3∑
a=1
3∑
b=0
αa,b,jσ
(a)
j σ
(b)
j+1 (2.6.7)
5Adapted from the proof given by the author in [46].
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for j = 1, . . . , n− 1 and hj = 0 otherwise. Also let
B =
dnl e∑
k=1
Bk and L =
dnl e∑
k=1
Lk (2.6.8)
so that H
(local)
n is a sum of the blocks B and links L, that is H
(local)
n = B + L. The ‘local’ terms
αa,0,jσ
(a)
j need not be included in L but could be included in B instead to improve the bounds derived
below by a constant multiplicative factor. The definition above has been used for simplicity though.
The value l = l(n) is chosen such that
lim
n→∞
1
l
= 0 and lim
n→∞
l
n
= 0 (2.6.9)
For example l = b√nc would suffice.
Figure 2.9 graphically represents this splitting.
The characteristic function φ
(local)
n (t)
The matrix B has an associated spectral probability measure. Let its corresponding characteristic
function be the characteristic function φ
(local)
n (t), that is,
φ(local)n (t) =
1
2n
Tr
(
ei tB
)
(2.6.10)
Rewriting the characteristic function φ
(local)
n (t)
As B is defined as the sum of the commuting matrices Bk, it immediately follows that
φ(local)n (t) =
1
2n
Tr
dnl e∏
k=1
ei tBk
 (2.6.11)
Then by the calculation in Appendix A.3 that
φ(local)n (t) =
dnl e∏
k=1
1
2n
Tr
(
ei tBk
)
(2.6.12)
Interpretation of the characteristic function φ
(local)
n (t)
From Section 2.2 it is again seen that the factors
1
2n
Tr
(
ei tBk
)
(2.6.13)
are the characteristic functions for the spectral probability measures of the matrices Bk. If ξˆn,k are
independent random variables distributed according to these probability measures, for each fixed
n = 2, 3, . . . , then the characteristic function of the variable ξˆn =
∑
k ξˆn,k is defined as
E
(
ei t
∑
k ξˆn,k
)
= E
dnl e∏
k=1
ei tξˆn,k
 (2.6.14)
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Figure 2.9: The splitting of a n-qubit nearest-neighbour chain into
⌈
n
l
⌉
portions for n = 48
and l = 5. The qubits are represented by circles and the nearest-neighbour interactions by
links, which correspond to terms Bk (shaded blue) and Lk (red) for k = 1, . . . ,
⌈
n
l
⌉
in the
chain’s Hamiltonian H
(local)
n . By removing the red links (that is removing the corresponding
terms Lk = h(k−1)l from H
(local)
n ) the chain’s Hamiltonian is split into
⌈
n
l
⌉
blocks, Bk, each of
which commute with each other as they act on completely separate qubits.
81
CHAPTER 2. SPECTRAL DENSITY
Since the ξˆn,k are independent, this is equal to
dnl e∏
k=1
E
(
ei tξˆn,k
)
(2.6.15)
which, by definition of the characteristic function associated to ξˆn,k, is precisely
dnl e∏
k=1
1
2n
Tr
(
ei tBk
)
= φ(local)n (t) (2.6.16)
That is, φ
(local)
n (t) is the characteristic function of a sum of independent random variables.
Lyapunov’s central limit theorem
To calculate the limiting probability measure of the random variables ξˆn =
∑
k ξˆn,k as n → ∞,
Lyapunov’s central limit theorem (Section 2.2.6) will be used.
A sufficient Lyapunov condition on the fourth moments of the random variables ξˆn,k reads
lim
n→∞
1
S4n
dnl e∑
k=1
E
(∣∣∣ξˆn,k − E(ξˆn,k)∣∣∣4) = 0 where S2n = d
n
l e∑
k=1
E
(
ξˆ2n,k
)
(2.6.17)
By definition, the mth moment of the random variable ξˆn,k is given by the coefficient of
(i t)m
m! of the
associated characteristic function expanded around t = 0, so that
E
(
ξˆmn,k
)
=
1
2n
Tr (Bmk ) (2.6.18)
The value of S2n is then given by
S2n =
dnl e∑
k=1
E
(
ξˆ2n,k
)
=
dnl e∑
k=1
1
2n
Tr
(
B2k
)
(2.6.19)
By the orthogonality of the Pauli matrices σ
(a)
j σ
(b)
j+1 under the Hilbert-Schmidt inner-product, S
2
n
is equal to the sum of the squares of all the coefficients αa,b,j present in the definition of the Bk.
Similarly 12n Tr
(
H
(local)
n
2)
is equal to the sum of the squares of all the coefficients αa,b,j present in
the definition of H
(local)
n . Therefore
1
2n
Tr
(
H(local)n
2
)
− S2n =
dnl e∑
k=1
3∑
a=1
3∑
b=0
α2a,b,(k−1)l (2.6.20)
(this is the sum of the squares of all the coefficients present in the Lk). This expression is positive
and by the assumption on the αa,b,j in the theorem, less than⌈n
l
⌉ 12C2
n
(2.6.21)
This bound tends to zero as n→∞ by the previous conditions on l in (2.6.9). As 12n Tr
(
H
(local)
n
2)→
1 by assumption it is concluded that Sn → 1 as n→∞.
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As the Pauli matrices σ
(a)
j σ
(b)
j+1 in the definition ofH
(local)
n have zero trace it follows that E
(
ξˆn,k
)
=
1
2n Tr (Bk) = 0. Then as S
2
n → 1 as n→∞ implies that S4n → 1 as n→∞, the Lyapunov condition
(2.6.17) reduces to
lim
n→∞
dnl e∑
k=1
1
2n
Tr
(
B4k
)
= 0 (2.6.22)
By the definition of Bk in (2.6.6)
1
2n
Tr
(
B4k
)
=
l−1∑
q,p,r,s=1
1
2n
Tr
(
h(k−1)l+qh(k−1)l+ph(k−1)l+rh(k−1)l+s
)
(2.6.23)
Terms in this sum for which the factors hj do not appear in pairs where their indices differ by at
most one must have zero trace, for suitably large values of l. Each term containing a single factor hj
(that is unpaired in this way) will necessarily act on some qubit as a non-identity Pauli matrix. As
the Pauli matrices have zero trace, the entire term will then have zero trace. There are three ways
to pair the four factors hj in the summand of the last expression and l − 1 values that q, p, r and s
can each take in the sum, leading to at most 3(l − 1)232 non-zero terms. Each of these potentially
non-zero terms can be expressed as a sum of at most 124 terms by the definition of the hj in equation
(2.6.7), each containing a four fold product of factors of the form αa,b,jσ
(a)
j σ
(b)
j+1. By the properties
of the Pauli matrices and the bound on the coefficients αa,b,j assumed in the theorem, these terms
are individually bounded by
(
C√
n
)4
so that∣∣∣∣∣∣∣
dnl e∑
k=1
1
2n
Tr
(
B4k
)∣∣∣∣∣∣∣ ≤
⌈n
l
⌉
33(l − 1)2124
(
C√
n
)4
(2.6.24)
Bounding
⌈
n
l
⌉
by nl + 1 and l − 1 by l produces the worst bound of
3744C4
(
l
n
+
l2
n2
)
(2.6.25)
which tends to zero as n→∞ by the assumptions on l in (2.6.9).
Lyapunov’s central limit theorem then states that for any x ∈ R,
lim
n→∞P
(
ξˆn ≤ x
)
=
1√
2pi
∫ x
−∞
e−
λ2
2 dλ (2.6.26)
that is the distribution of ξˆn tends weakly to a standard normal distribution.
Point-wise convergence of φ
(local)
n (t)
The continuity theorem gives that φ
(local)
n (t) (the characteristic function associated to ξˆn) converges
point-wise to the characteristic function, φ(local)(t), of a standard normal random variable. That is,
for every t ∈ R,
lim
n→∞φ
(local)
n (t) = φ
(local)(t) = e−
t2
2 (2.6.27)
In now remains to be seen that for each t ∈ R, that limn→∞ ψ(local)n (t) = φ(local)(t). In this case
the continuity theorem will imply that the spectral probability measure dµ
(local)
n,1 will converge in
distribution to the probability measure of a standard normal random variable.
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It will be shown that for each t ∈ R
lim
n→∞
∣∣∣ψ(local)n (t)− φ(local)n (t)∣∣∣ = 0 (2.6.28)
In order to show this, the following integral identity, as used by Marher [26], will be needed:
Integral identity
For any Hermitian matrices X and Y , the fundamental theorem of calculus implies that
ei t(X+Y )− ei tX = ei ts(X+Y ) ei t(1−s)X
∣∣∣
s=1
− ei ts(X+Y ) ei t(1−s)X
∣∣∣
s=0
=
∫ 1
0
∂
∂s
(
ei ts(X+Y ) ei t(1−s)X
)
d s (2.6.29)
The evaluation of the derivative gives that
ei t(X+Y )− ei tX =
∫ 1
0
ei ts(X+Y ) i t(X + Y ) ei t(1−s)X − ei ts(X+Y ) i tX ei t(1−s)X d s
= i t
∫ 1
0
ei ts(X+Y ) Y ei t(1−s)X d s (2.6.30)
This identity now allows the absolute difference between φ
(local)
n (t) and ψ
(local)
n (t) to be bounded
explicitly. Using the definitions of ψ
(local)
n (t) and φ
(local)
n (t) and the identity above,∣∣∣ψ(local)n (t)− φ(local)n (t)∣∣∣ = ∣∣∣∣ 12n Tr(ei t(B+L)− ei tB)
∣∣∣∣
=
∣∣∣∣ 12n i t
∫ 1
0
Tr
(
ei ts(B+L) L ei t(1−s)B
)
d s
∣∣∣∣ (2.6.31)
where the trace has been taken inside the integration. The triangle inequality allows the norm to be
taken inside integral, leaving the worse bound for
∣∣∣ψ(local)n (t)− φ(local)n (t)∣∣∣ of
|t|
2n
∫ 1
0
∣∣∣Tr(ei ts(B+L) L ei t(1−s)B)∣∣∣d s (2.6.32)
The positive integrand
∣∣Tr (ei ts(B+L) L ei t(1−s)B)∣∣ can then be analysed with the aid if the Cauchy-
Schwartz inequality:
Cauchy-Schwartz inequality
As in the last proof, see equation (2.5.39), the Cauchy-Schwartz inequality yields that∣∣∣Tr(ei ts(B+L) L ei t(1−s)B)∣∣∣ ≤√2n Tr((ei ts(B+L) L ei t(1−s)B) (ei ts(B+L) L ei t(1−s)B)†) (2.6.33)
where
Tr
((
ei ts(B+L) L ei t(1−s)B
)(
ei ts(B+L) L ei t(1−s)B
)†)
= Tr
(
ei ts(B+L) L ei t(1−s)B e− i t(1−s)B L† e− i ts(B+L)
)
= Tr
(
LL†
)
(2.6.34)
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by the cyclic property of the trace. Substituting this result into the last bound for
∣∣∣ψ(local)n (t)− φ(local)n (t)∣∣∣
gives that ∣∣∣ψ(local)n (t)− φ(local)n (t)∣∣∣ ≤ |t|2n
∫ 1
0
√
2n Tr (LL†) d s = |t|
√
1
2n
Tr (LL†) (2.6.35)
Value of the trace
Next, the value of Tr
(
LL†
)
will be calculated. By definition
L =
dnl e∑
k=1
3∑
a=1
3∑
b=0
αa,b,(k−1)lσ
(a)
(k−1)lσ
(b)
(k−1)l+1 (2.6.36)
By the orthogonality of the Pauli matrices σ
(a)
j σ
(b)
j+1 under the Hilbert-Schmidt inner-product it follows
that
1
2n
Tr
(
LL†
)
=
dnl e∑
k=1
3∑
a=1
3∑
b=0
α2a,b,(k−1)l (2.6.37)
which, by the assumption on the αa,b,j in the theorem, is bounded by⌈n
l
⌉ 12C2
n
(2.6.38)
Therefore ∣∣∣ψ(local)n (t)− φ(local)n (t)∣∣∣ ≤ |t|
√⌈n
l
⌉ 12C2
n
(2.6.39)
which tends to zero as n→∞ by the conditions on l in (2.6.9).
Continuity theorem
The proof will now be concluded by making use of the continuity theorem. It has been seen that∣∣∣ψ(local)n (t)− φ(local)n (t)∣∣∣ → 0 and ∣∣∣φ(local)n (t)− e− t22 ∣∣∣ → 0 for each t ∈ R as n → ∞. Therefore the
triangle inequality shows that∣∣∣ψ(local)n (t)− e− t22 ∣∣∣ ≤ ∣∣∣ψ(local)n (t)− φ(local)n (t)∣∣∣+ ∣∣∣φ(local)n (t)− e− t22 ∣∣∣ (2.6.40)
so that ψ
(local)
n (t) tends to e−
t2
2 for each t ∈ R as n→∞.
The continuity theorem then states that the probability measures dµ
(local)
n,1 associated to the
characteristic functions ψ
(local)
n (t) tend, in distribution, to that of a standard normal random variable.
That is, for every x ∈ R
lim
n→∞
∫ x
−∞
dµ
(local)
n,1 (λ) =
1√
2pi
∫ x
−∞
e−
t2
2 dλ (2.6.41)
which concludes the proof.
2.6.2 More general interactions
The results so far in this section are not only restricted to a ring of qubits. For example, if the qubits
are arranged on a two dimension lattice, a similar result applies.
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For a general case, let Γn be a simple graph with n vertices labelled 1 to n and let the edge
connecting the vertices labelled j and j′ with j < j′ be labelled by (j, j′). Following a similar definition
to that given in Section 2.5.4 for ensembles, let the fixed Hamiltonians6 H
(Γn)
n for n = 2, 3, . . . be
defined
H(Γn)n =
∑
(j,j′)∈Γn
3∑
a,b=1
αa,b,j,j′σ
(a)
j σ
(b)
j′ (2.6.42)
for some fixed real coefficients αa,b,j,j′ for each value of n separately. Furthermore for this sequence,
let the graphs Γn be such that each vertex is connected to at most a constant number (independent
of n) of other vertices. Also let the graphs Γn be such that r = r(n) ‘links’ or ‘interactions’ of the
form
3∑
a,b=1
αa,b,j,j′σ
(a)
j σ
(b)
j′ (2.6.43)
can be removed from the sum for H
(Γn)
n to leave a sum of b = b(n) groups of terms (blocks), each
supported on non-intersecting subsets of the n qubits and each containing at most q = q(n) qubits.
In this case the following theorem holds:
Theorem 9 (Limiting spectral density for the fixed Hamiltonians H
(Γn)
n ). For n = 2, 3, . . . let H
(Γn)
n
be fixed spin chain Hamiltonians as defined above. If
lim
n→∞
1
2n
Tr
(
H(Γn)n
2
)
≡ lim
n→∞
∑
(j,j′)∈Γn
3∑
a,b=1
α2a,b,j,j′ = 1 and |αa,b,j,j′ | <
C√
n
(2.6.44)
for some positive constant C ∈ R independent of a, b, j, j′ and n, and
lim
n→∞
r
n
= 0 and lim
n→∞
bq2
n2
= 0 (2.6.45)
then the associated spectral probability measures dµ
(Γn)
n,1 tend weakly to that of a standard normal
distribution, that is
lim
n→∞
∫ x+
−∞
dµ
(Γn)
n,1 (λ) =
1√
2pi
∫ x
−∞
e−
λ2
2 dλ (2.6.46)
for all x ∈ R (the notation x+ represents the limit as x is approached from above).
Proof.7 The proof of this theorem is analogous to that of the previous one, and only the key differences
will be highlighted here:
Separation
By construction, the graph Γn allows H
(Γn)
n to be split into a sum of b blocks of terms Bk acting
on non-intersecting subsets of the n qubits, by removing r links Lk. The Hamiltonian may then be
written in the form
H(Γn)n = B + L, B =
b∑
k=1
Bk, L =
r∑
k=1
Lk (2.6.47)
6The local terms proportional to σ
(a)
j have been dropped here to be consistent with the previous ensemble Hˆ
(Γn)
n ,
their reinclusion presents no difficulties in the following calculations.
7Adapted from the proof given by the author in [46].
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Characteristic functions
The characteristic function corresponding to the spectral density for H
(Γn)
n is again
ψ(Γn)n (t) =
1
2n
Tr
(
ei tH
(Γn)
n
)
(2.6.48)
This will be shown to converge point-wise in t to the characteristic function
φ(Γn)n (t) =
1
2n
Tr
(
ei tB
)
(2.6.49)
which in turn will be shown to converge point-wise in t to the characteristic function of a standard
normal random variable:
Lyapunov’s central limit theorem
Lyapunov’s central limit theorem may, as before, be used show the point-wise convergence, in t, of
φ
(Γn)
n (t) to the characteristic function of a standard normal random variable.
The Lyapunov condition analogous to (2.6.17), where
⌈
n
l
⌉
is replaced by b, will again be used.
Similarly to equation (2.6.20) before,∣∣∣∣ 12n Tr(H(Γn)n 2)− S2n
∣∣∣∣ ≤ r9C2n (2.6.50)
Here r is the number of links removed, where each link contains 9 terms (previously 12 as some local
terms were also included in the links), each bounded by C
2
n by assumption. By the assumptions in
the theorem, this quantity then tends to zero as n→∞ and (as before) it is concluded that Sn → 1
as n→∞.
Again as 12n Tr (Bk) = 0, the Lyapunov condition is then equivalent to
lim
n→∞
b∑
k=1
1
2n
Tr
(
B4k
)
= 0 (2.6.51)
As each qubit was only allowed to interact with at most a fixed number (independent of n) other
qubits, an analogous argument as in the previous proof holds to bound the, necessarily positive, value∑b
k=1
1
2n Tr
(
B4k
)
by a bound proportional to
bq2
(
C√
n
)4
(2.6.52)
The assumptions in the theorem then assure that this tends to zero as n → ∞. Lyapunov’s central
limit theorem then gives that
∣∣∣φn(t)− e− t22 ∣∣∣→ 0 for each t ∈ R as n→∞.
Convergence of φ
(Γn)
n and ψ
(Γn)
n
Following the structure of the last proof, it now only remains to be seen that∣∣∣φ(Γn)n (t)− ψ(Γn)n (t)∣∣∣→ 0 (2.6.53)
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for each t ∈ R as n → ∞. As in the last proof (see equation (2.6.39)), this quantity is bounded by
|t| multiplied by the square root of the number of coefficients αa,b,j,j′ present in L multiplied by the
maximum values of their squares. Precisely, this gives the bound
|t|
√
r
9C2
n
(2.6.54)
which, by the assumptions the theorem, tends to zero as n→∞, completing the proof.
2.6.3 Example: A two dimensional lattice
As an example of the previous generalisation, consider a two dimensional square lattice of n = p× p
qubits. Let interactions occur only between neighbouring horizontal or vertical qubits and let the
boundary be cyclic. The qubits may be grouped into l × l blocks as seen in Figure 2.10. Smaller
blocks will be present at the boundary of the lattice if l does not divide p, as in the case of the chain
previously. There will be precisely b =
⌈
p
l
⌉2
blocks, each containing at most q = l2 qubits. There are
r = 2p
⌈
p
l
⌉
‘links’ connecting these blocks.
The necessary conditions on r, b and q then read
r
n
=
2p
⌈
p
l
⌉
p2
→ 0 and bq
2
n2
=
⌈
p
l
⌉2
l4
p4
→ 0 (2.6.55)
as n → ∞. These conditions are satisfied if l = l(p) is chosen such that 1l → 0 and lp → 0 as
p2 = n→∞.
Note that these conditions on l are equivalent (with n replaced by p) to those used in the original
proof for H
(local)
n , the example here is just the generalisation of the chain to a lattice.
2.6.4 Interacting qudits
Qudits (of fixed dimension d, independent of n) may also be used in place of qubits. Given a matrix
basis for each qudit site which is orthogonal under the Hilbert-Schmidt inner-product, an analogous
proof to that of the previous theorems again holds. In effect this involves just increasing the range of
the indices a and b by some fixed amount in the proof, this only leads to a change of the constants in
the bounds given.
The generalisation to qudits was not (easily) possible for the ensemble results of Section 2.5
(limiting ensemble spectral density). The techniques used there relied on specific properties of the
2× 2 Pauli matrix basis for qubits. It is now seen that a central limit theorem holds for the spectral
density of many members of many of the ensembles considered therein.
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Figure 2.10: The splitting of the two dimensional p×p qubit nearest-neighbour lattice into ⌈ p
l
⌉
portions for l = 4. The qubits are represented by circles and the nearest-neighbour interactions
by links, which correspond to terms within the blocks (shaded blue) and terms linking the blocks
(red) in the chain’s Hamiltonian. By removing the r = 2p
⌈
p
l
⌉
red links (that is removing the
corresponding terms from the Hamiltonian) the chain’s Hamiltonian is split into b =
⌈
p
l
⌉2
components, Bk, each of which commute with each other as they act on completely separate
groups of q = l2 qubits.
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Chapter 3
Eigenstate entanglement
In this chapter the entanglement, of the eigenstates of fixed Hamiltonians from the ensembles defined
in Section 2.3, between two blocks of qubits will be studied. Explicitly, a n-qubit nearest-neighbour
chain will be split into two systems, A and B, system A containing a fixed number of qubits, indepen-
dent of n, in a continuous block and system B the remaining qubits, see Figure 3.1. The entanglement
between systems A and B will then be analysed for the eigenstates of some fixed nearest-neighbour
qubit Hamiltonians.
First, in Section 3.1 the purity of a state and its relation to eigenstate entanglement will be defined,
this will become the main tool for analysing the entanglement present in the eigenstates of the fixed
Hamiltonians considered. Also the translation matrix will be defined to formally characterise the
translational symmetry of each Hamiltonian from the ensembles Hˆ
(inv)
n , Hˆ
(inv,local)
n and Hˆ
(Heis)
n .
The results of numerical simulations of the purity of the reduced eigenstates on a fixed block of
qubits for the ensembles of Section 2.3 will then be given in Section 3.2.
Two features of these numerical results will then be explained on the level of individual Hamil-
tonians in Section 3.3 and 3.4. First the entanglement between a single qubit and the rest of the
chain in each of the eigenstates of fixed generic nearest-neighbour qubit Hamiltonian, without the
presence of local terms, which has a non-degenerate spectrum will be given by Theorem 10. Theorem
11 then gives a bound for the average purity over a complete set of joint eigenstates of the translation
matrix and a fixed generic nearest-neighbour translationally-invariant qubit Hamiltonian. Extensions
to more general chains are made where appropriate.
The work presented in this chapter is based on that given by the author in [46]. Ideas initiated
from discussions with [30] and [47] are highlighted where appropriate.
3.1 Definitions
Two key components, the purity of a state and the translation matrix, needed for the analysis of the
entanglement present in the eigenstates of relevant spin chain Hamiltonians will now be defined.
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Figure 3.1: A nearest-neighbour qubit chain of n = 15 qubits. The circles represent the
qubits labelled 1 to 15 and the links the nearest-neighbour interactions. The system is split
into two subsystems; subsystem A comprised of the l = 5 qubits labelled 1 to 5 (red shading)
and subsystem B the remaining 10 qubits (blue shading).
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3.1.1 Purity
To study the entanglement in the eigenstates of a generic qubit chain Hamiltonian H
(local)
n , that is
a specific member of the ensemble Hˆ
(local)
n , the purity of the reduced eigenstates on system A (the
qubits labelled 1 to l) will be used. As H
(local)
n is Hermitian it has a (not necessarily unique) eigenstate
decomposition of
H(local)n =
2n∑
k=1
λk|ψk〉〈ψk| (3.1.1)
where λ1 ≤ λ2 ≤ · · · ≤ λ2n are the eigenvalues of H(local)n and |ψk〉 are corresponding normalised
eigenstates. Let the reduced density matrix on subsystem A, of the kth eigenstate |ψk〉, be
ρl,k = TrB (|ψk〉〈ψk|) (3.1.2)
where TrB (·) is the partial trace over the Hilbert space of system B (the qubits labelled l + 1 to n)
denoted by B, see Section 1.1.2. The purity of ρl,k is then defined to be
Tr
(
ρ2l,k
)
(3.1.3)
This quantity is only well defined if the eigenvalue λk is non-degenerate. If degenerate, the k
th
eigenstate |ψk〉 of H(local)n is not well defined and then ρl,k and therefore the purity of ρl,k are also
not.
Extremal values of the purity
The Schmidt decomposition, see Section 1.1.2, states that there exists orthonormal bases of the
Hilbert spaces A and B of subsystems A and B, say {|a〉A}2la=1 and {|b〉B}2
n−l
b=1 respectively, and real
scalars 0 ≤ sj ≤ 1 such that
∑2l
j=1 s
2
j = 1 for which
|ψk〉 =
2l∑
j=1
sj |j〉A|j〉B (3.1.4)
where it is assumed that 2l ≤ 2n−l (in fact such a decomposition holds for any state, not just |ψk〉)
Therefore,
|ψk〉〈ψk| =
2l∑
j,j′=1
sjsj′ (|j〉A A〈j′|)⊗ (|j〉B B〈j′|) (3.1.5)
By taking the partial trace over B of this expression it is seen that
ρl,k = TrB (|ψk〉〈ψk|)
=
2n−l∑
b=1
B〈b|
 2l∑
j,j′=1
sjsj′ (|j〉A A〈j′|)⊗ (|j〉B B〈j′|)
 |b〉B
=
2l∑
j=1
s2j |j〉A A〈j| (3.1.6)
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and therefore the purity Tr
(
ρ2l,k
)
is
Tr
 2l∑
j,j′=1
s2js
2
j′ |j〉A A〈j|j′〉A A〈j′|
 = 2l∑
j=1
s4j (3.1.7)
The minimal value of Tr
(
ρ2l,k
)
can be calculated with the Cauchy-Schwartz inequality. This states
that for any x1, . . . , x2l ∈ C and any y1, . . . , y2l ∈ C that∣∣∣∣∣∣
2l∑
j=1
xjyj
∣∣∣∣∣∣
2
≤
2l∑
j=1
|xj |2
2l∑
j′=1
|xj′ |2 (3.1.8)
with equality only when xj = cyj for all j and some fixed c ∈ C. Setting xj = s2j and yj = 1 yields
that  2l∑
j=1
s2j
2 ≤ 2l 2l∑
j=1
s4j (3.1.9)
Since
∑
j s
2
j = 1, the minimal value of Tr
(
ρ2l,k
)
=
∑
j s
4
j is therefore
1
2l
. This minimal value is only
achieved when s2j = c for all j by the Cauchy-Schwartz inequality. As
∑
j s
2
j = 1, it must be that
s2j = c =
1
2l
so that sj =
1√
2l
for all j.
In addition to this, it is clear that ∑
j 6=j′
s2js
2
j′ ≥ 0 (3.1.10)
as all the terms in the sum are positive. Therefore,
2l∑
j=1
s4j ≤
2l∑
j=1
s4j +
∑
j 6=j′
s2js
2
j′ =
 2l∑
j=1
s2j
2 (3.1.11)
so that, as
∑
j s
2
j = 1, Tr
(
ρ2l,k
)
=
∑
j s
4
j is at most 1. If sj < 1 for all j then s
4
j < s
2
j for all j and∑
j s
4
j <
∑
j s
2
j = 1. Therefore to gain the maximal value of 1 for Tr
(
ρ2l,k
)
, at least one of the sj has
to be equal to 1, As
∑
j s
2
j = 1 there can be at most one sj equal to 1 and the rest must be zero.
Entanglement
If Tr
(
ρ2l,k
)
= 1 then the original state |ψk〉 must have had the form
|j〉A|j〉B (3.1.12)
for some 1 ≤ j ≤ 2l, by the previous Schmidt decomposition. In this case |ψk〉 is a product state over
subsystems A and B and hence there is no entanglement. In particular the von-Neumann entropy of
ρl,k = |j〉〈j| is zero, its minimal value, see Section 1.2.3.
If Tr
(
ρ2l,k
)
= 1
2l
then the original state |ψk〉 must have had the form
2l∑
j=1
1√
2l
|j〉A|j〉B (3.1.13)
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by the previous Schmidt decomposition. This state is maximally entangled over subsystems A and
B, in particular the von-Neumann entropy of ρl,k =
∑2l
j=1
1
2l
|j〉〈j| is
−
2l∑
j=1
1
2l
log
(
1
2l
)
= − log
(
1
2l
)
= log
(
2l
)
(3.1.14)
which is maximal, see Section 1.2.3.
The purity Tr
(
ρ2l,k
)
is a polynomial in the vector elements of the state |ψk〉 in some fixed basis.
The space of all states is necessarily compact by the state normalisation condition. If the purity
associated to a sequence of such states converges to an extremal value then the states in that se-
quence must become arbitrary close to states (no necessarily a single unique one) with the properties
associated with the extremal purity value, as described above, by continuity.
3.1.2 Translation matrix
Let |x〉 = |x1〉 ⊗ · · · ⊗ |xn〉 for the multi-indices x = (x1, . . . , xn) ∈ {0, 1}n be the standard basis for
a n-qubit chain’s Hilbert space,
(
C2
)⊗n
, see Section 1.1.3. Let T be the unitary matrix acting on(
C2
)⊗n
(that is T−1 = T †) such that
T |x1〉 ⊗ |x2〉 ⊗ · · · ⊗ |xn〉 = |xn〉 ⊗ |x1〉 ⊗ · · · ⊗ |xn−1〉 (3.1.15)
The matrix T then translates a state of the chain by one qubit, see Figure 3.2.
The Pauli matrices σ
(a)
j can also be translated by the translation matrix T as
Tσ
(a)
j T
† = σ(a)j+1 (3.1.16)
Moreover, defining the interaction between the qubits labelled 1 and 2 in H
(inv)
n as
h1 =
3∑
a,b=1
αa,bσ
(a)
1 σ
(b)
2 (3.1.17)
the whole Hamiltonian H
(inv)
n may then be written as
H(inv)n =
n−1∑
j=0
T jh1T
−j (3.1.18)
and it is clearly seen that
H(inv)n = TH
(inv)
n T
† (3.1.19)
The definition of the translation matrix T implies that Tn = I2n . If |ψ〉 is an eigenstate of T with
eigenvalue λ then
I|ψ〉 = Tn|ψ〉 = λn|ψ〉 (3.1.20)
implying that λn = 1. Since T is unitary, λ must be complex with |λ| = 1, so that there exists some
θ ∈ [0, 2pi) such that λ = ei θ. As λn = 1 it follows that the only eigenvalues of T are ω0, . . . , ωn−1
for ω = e
i
n , that is the n, nth roots of unity.
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Figure 3.2: The translation matrix T , in effect, relabels the qubits j as j+1, cyclically, shown
here for n = 15 qubits, represented as the circles labelled 1 to 15.
3.2 Numerics
The methodology and results of numerical simulations of the eigenstate purity for a range of relevant
ensembles will now be presented.
3.2.1 Models
Hamiltonians from all the ensembles previous considered in the numerical simulations described in
Section 2.3 will be considered here again. The two ensembles of particular note, as they display
different behaviours, are the ensemble of generic Hamiltonians without local terms
Hˆn =
n∑
j=1
3∑
a,b=1
αˆa,b,jσ
(a)
j σ
(b)
j+1 αˆa,b,j ∼ N
(
0,
1
9n
)
i. i.d. (3.2.1)
and the ensemble of translationally-invariant Hamiltonians with local terms
Hˆ(inv,local)n =
n∑
j=1
3∑
a=1
3∑
b=0
αˆa,bσ
(a)
j σ
(b)
j+1 αˆa,b ∼ N
(
0,
1
12n
)
i. i.d. (3.2.2)
It will be seen in general that the presence, or lack thereof, of local terms in the ensembles defined
in Section 2.3 leads to the two distinct types of behaviours exemplified by the ensembles Hˆn and
Hˆ
(inv,local)
n . These two ensembles are highlighted here as they contain the most general Hamiltonians
to which the two main theorems of this chapter apply.
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3.2.2 Numerical methodology
As in Chapter 2 the numerical simulations of the ensembles above were carried out on a computer
with a quad-core Intel i5 processor running at 2.9GHz with 6MB L3 cache and 8GB of RAM. The
code was written in C++ and used the GNU Scientific Library (GSL) version 1.15, see [49] for
full documentation. The matrices were generated and diagonalised in the same way as described in
Section 2.3.
Once each matrix sampled had been diagonalised, the reduced density matrix ρl,k on the qubits
labelled 1 to l = 1, 2, 3, 4, 5 of the kth ordered eigenstate (with respect to increasing eigenvalue) was
calculated and from this the value of Tr
(
ρ2l,k
)
calculated. The average of Tr
(
ρ2l,k
)
was then taken
over the samples from each ensemble separately. An average was taken here to reduce the statistical
fluctuations in the results. The analysis to follow will focus on a single generic instance of each
ensemble though.
For Hamiltonians which exhibited a degenerate spectrum, a choice of the eigenstates within each
degenerate subspace was be made by the numerical algorithm implemented in the GSL numerical
library.
3.2.3 Results
The averaged values of the linear entropy, 1−Tr
(
ρ2l,k
)
, of the reduced density matrices ρl,k for each
eigenstate ρk, corresponding to the ordered eigenvalues λk, over s random samples from each of the
ensembles Hˆ12 and Hˆ
(inv,local)
12 are plotted in Figures 3.3 and 3.4 respectively. The corresponding
graphs for lower values of n are shown in Appendix C.2.
A clear difference between the two ensembles is seen in the case l = 1. The samples of Hˆn for
even values of n = 2, . . . , 12 all had a non-degenerate spectrum (degeneracies were seen for odd values
of n) and the corresponding unique values of the linear entropy are seen to be exactly the maximal
value of one half. For all values of n = 5, . . . , 13 the spectrum of all the samples of Hˆ
(inv,local)
n were
non-degenerate and the unique values of the linear entropy are seen to approach the maximal value
of one half as n increases, throughout the bulk of the spectrum.
For the values l = 2, 3, 4, 5 the average values of the linear entropy calculated were also seen to
approach their maximal respective values of 1− 1
2l
throughout the bulk of the spectrum as n increased
for both Hˆn and Hˆ
(inv,local)
n . The behaviour at the edge of the spectrum is different however, with
a lower value of the linear entropy being observed on average. This could coincide with the area law
for entanglement of the low lying eigenstates, as described in Section 1.2.4.
The two types of behaviours exemplified by the ensembles Hˆn and Hˆ
(inv,local)
n are common to
the other ensembles numerically studied, without or with local terms respectively. The corresponding
linear entropy graphs are given in Appendix C.2 for the ensembles Hˆ
(uniform)
n , Hˆ
(local)
n , Hˆ
(inv)
n , Hˆ
(JW )
n
and Hˆ
(Heis)
n for n = 2, . . . , 13, as defined in Section 2.3.
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Figure 3.3: The average value of the linear entropy, 1 − Tr (ρ2l,k), over s = 27 samples from
Hˆ12, where ρl,k is the reduced density matrix, on the qubits labelled 1 to l, of the eigenstate
ρk corresponding to the numerically order eigenvalue λk, for each sample. The points for each
value of l have been joined for clarity and the dashed lines are at the maximal linear entropy
values, 1− 1
2l
.
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Figure 3.4: The average value of the linear entropy, 1 − Tr (ρ2l,k), over s = 27 samples
from Hˆ
(inv,local)
12 , where ρl,k is the reduced density matrix, on the qubits labelled 1 to l, of the
eigenstate ρk corresponding to the numerically order eigenvalue λk, for each sample. The points
for each value of l have been joined for clarity and the dashed lines are at the maximal linear
entropy values, 1− 1
2l
.
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Figure 3.5: A n = 15 qubit nearest-neighbour chain where the qubits are represented by circles
and the nearest-neighbour interactions by links. The system is split into two subsystems, A
comprised of the single qubit labelled 1 and B comprised of the remaining qubits.
3.3 Single qubit reduced eigenstate purity for generic chains
without local terms
Any fixed 2n × 2n Hermitian matrix
Hn =
n∑
j=1
3∑
a,b=1
αa,b,jσ
(a)
j σ
(b)
j+1 (3.3.1)
where the αa,b,j are some fixed real numbers, has a (not necessarily unique) spectral decomposition
Hn =
2n∑
k=1
λk|ψk〉〈ψk| (3.3.2)
where the λ1 ≤ λ2 ≤ · · · ≤ λ2n are the eigenvalues of Hn and the |ψk〉 are corresponding normalised
eigenstates. Note that this includes translationally-invariant Hamiltonians of the form H
(inv)
n .
Assuming that the eigenvalues are all non-degenerate, the purity, Tr
(
ρ21,k
)
, of the reduced density
matrix ρ1,k = TrB (|ψk〉〈ψk|) on subsystem A comprised of the single qubit labelled 1 and where
subsystem B is comprised of the remaining qubits (see Figure 3.5), may be calculated. This calculation
is performed in the following theorem:
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3.3.1 Single qubit reduced eigenstate purity for the Hamiltonian Hn
Theorem 10 (Single qubit reduced eigenstate purity for the Hamiltonian Hn). For the 2
n × 2n
Hermitian matrix
Hn =
n∑
j=1
3∑
a,b=1
αa,b,jσ
(a)
j σ
(b)
j+1 ≡
2n∑
k=1
λk|ψk〉〈ψk| (3.3.3)
where αa,b,j ∈ R are real constants, λk ∈ R are the non-degenerate eigenvalues of Hn and |ψk〉
are corresponding normalised eigenstates of Hn, the reduced density matrix on a single qubit of any
eigenstate |ψk〉 of Hn is then maximally mixed. That is for any k,
ρ1,k ≡ TrB (|ψk〉〈ψk|) = I2
2
(3.3.4)
This theorem directly implies that
Tr
(
ρ21,k
)
=
1
4
Tr
(
I22
)
=
1
2
(3.3.5)
as seen in the numerical simulations. It is also noted that the following proof also holds for the
reduced density matrices of any single qubit, not just the first.
Proof.1 The proof will be in two main parts. First, a symmetry of Hn will be determined. Then this
symmetry will be applied to the Pauli matrix expansion of ρ1,k to show that it does indeed equal
1
2I2:
Symmetry
Let the matrix S be
S =
n∏
j=1
σ
(2)
j (3.3.6)
By the definition of the Pauli matrices it is seen that S is Hermitian as
S† =
 n∏
j=1
σ
(2)
j
† = n∏
j=1
σ
(2)
j
†
=
n∏
j=1
σ
(2)
j = S (3.3.7)
and unitary as
S−1 =
 n∏
j=1
σ
(2)
j
−1 = n∏
j=1
σ
(2)
j
−1
=
n∏
j=1
σ
(2)
j = S (3.3.8)
Furthermore, by the definition of the Pauli matrices
σ(2)†σ(1)σ(2) =
0 − i
i 0
0 1
1 0
0 − i
i 0
 =
 0 −1
−1 0
 = −σ(1)
σ(2)†σ(2)σ(2) =
0 − i
i 0
0 − i
i 0
0 − i
i 0
 =
0 − i
i 0
 = −σ(2)
σ(2)†σ(3)σ(2) =
0 − i
i 0
1 0
0 −1
0 − i
i 0
 =
−1 0
0 1
 = −σ(3) (3.3.9)
1Adapted from the proof given by the author in [46] based on discussions with [47].
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where the overbar denotes entry-wise complex conjugation, so that
S†σ(1)j S = −σ(1)j
S†σ(2)j S = −σ(2)j
S†σ(3)j S = −σ(3)j (3.3.10)
Since S is unitary, that is SS† = I2n , it follows that for any a, b = 1, 2, 3,
S†σ(a)j σ
(b)
j+1S = S
†σ(a)j SS
†σ(b)j+1S = σ
(a)
j σ
(b)
j+1 (3.3.11)
and that
S†HnS =
n∑
j=1
3∑
a,b=1
αa,b,jS
†σ(a)j σ
(b)
j+1S =
n∑
j=1
3∑
a,b=1
αa,b,jσ
(a)
j σ
(b)
j+1 = Hn (3.3.12)
as the coefficients αa,b,j are real.
From the definition of Hn, Hn|ψk〉 = λk|ψk〉 for any k. The complex conjugate of this expression
yields that Hn|ψk〉 = λk|ψk〉 as λk is real. Since Hn = S†HnS and S = S−1 = S†, this is equivalent
to HnS|ψk〉 = λkS|ψk〉. Therefore S|ψk〉 and |ψk〉 are both eigenstates of Hn with the same (non-
degenerate) eigenvalue λk. An eigenspace associated with a non-degenerate eigenvalue has complex
dimension one, so S|ψk〉 must be a complex multiple of |ψk〉, that is S|ψk〉 = c|ψk〉 for some c ∈ C.
The state |ψk〉 is normalised and S†S = I so
1 = 〈ψk|ψk〉 = 〈ψk|ψk〉 = 〈ψk| |ψk〉 = 〈ψk|S†S|ψk〉 = |c|2〈ψk|ψk〉 = |c|2 (3.3.13)
which implies that S|ψk〉 = ei θk |ψk〉 for some θk ∈ [0, 2pi).
As 〈ψk|σ(a)j |ψk〉 = 〈ψk| e− i θk σ(a)j ei θk |ψk〉 since ei θk e− i θk = 1, this identity can be used to see
that
〈ψk|σ(a)j |ψk〉 = 〈ψk| e− i θk σ(a)j ei θk |ψk〉 = 〈ψk|S†σ(a)j S|ψk〉 (3.3.14)
for all a = 1, 2, 3. Recalling that S†σ(a)j S = −σ(a)j , then reduces this identity to
〈ψk|σ(a)j |ψk〉 = −〈ψk|σ(a)j |ψk〉 (3.3.15)
As σ
(a)
j =
(
σ
(a)
j
)†
,
〈ψk|σ(a)j |ψk〉 = 〈ψk|
(
σ
(a)
j
)†
|ψk〉 = 〈ψk|σ(a)j |ψk〉 (3.3.16)
and it is concluded that 〈ψk|σ(a)j |ψk〉 = −〈ψk|σ(a)j |ψk〉 = 0.
Pauli basis expansion
The 2n × 2n density matrix ρk = |ψk〉〈ψk| is Hermitian as ρ†k = (|ψk〉〈ψk|)† = (〈ψk|)† (|ψk〉)† =
|ψk〉〈ψk| = ρk. As seen in Section 1.1.4, there must then exist real coefficients ca1,...,an such that
ρk =
3∑
a1,...,an=0
ca1,...,anσ
(a1) ⊗ · · · ⊗ σ(an) (3.3.17)
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The reduced matrix ρ1,k = TrB (ρk), on system A (the single qubit labelled 1), is then
ρ1,k =
3∑
a1,...,an=0
ca1,...,anσ
(a1) Tr
(
σ(a2) ⊗ · · · ⊗ σ(an)
)
(3.3.18)
seen by taking the partial trace inside the sum. This expression may be equivalently rewritten as
ρ1,k =
3∑
b=0
dbσ
(b) (3.3.19)
where the real coefficients db are given by
db =
3∑
a2,...,an=0
cb,a2,...,an Tr
(
σ(a2) ⊗ · · · ⊗ σ(an)
)
(3.3.20)
As Tr
(
σ(b)σ(a1)
)
= 2δb,a1 , this allows db to be rewritten as
db =
3∑
a1,...,an=0
ca1,...,anδb,a1 Tr
(
σ(a2) ⊗ · · · ⊗ σ(an)
)
=
1
2
3∑
a1,...,an=0
ca1,...,an Tr
(
σ(b)σ(a1)
)
Tr
(
σ(a2) ⊗ · · · ⊗ σ(an)
)
(3.3.21)
which, by rearranging the traces is equivalently written
db =
1
2
Tr
(
σ
(b)
1
3∑
a1,...,an=0
ca1,...,anσ
(a1) ⊗ · · · ⊗ σ(an)
)
(3.3.22)
The previous expansion of ρk = |ψk〉〈ψk| (3.3.17) then implies that this is equal to 12 Tr
(
σ
(b)
1 |ψk〉〈ψk|
)
or equivalently 12 〈ψk|σ(b)1 |ψk〉. It has already been seen that this is equal to zero, if b = 1, 2, 3, and is
trivially equal to 12 if b = 0 as 〈ψk|ψk〉 = 1. Therefore,
ρ1,k =
3∑
b=0
dbσ
(b) = d0σ
(0) =
I2
2
(3.3.23)
which concludes the proof.
3.3.2 Extension to more general Hamiltonians
The proof relies on the non-degeneracy of the eigenvalues of the Hamiltonian Hn and on the occurrence
of only pairs of Pauli matrices σ
(a)
j in its definition. For any Hamiltonian with a non-degenerate
spectrum that can be expressed as a sum of products of an even number of Pauli matrices σ
(a)
j , the
preceding proof holds for the reduced eigenstates on a single qubit.
3.4 Reduced eigenstate purity bounds for generic translationally-
invariant Hamiltonians
To investigate the entanglement between a block of more than one qubit and the rest of the chain,
the translational invariance of the fixed matrices
H(inv,local)n =
n∑
j=1
3∑
a=1
3∑
b=0
αa,bσ
(a)
j σ
(b)
j+1 (3.4.1)
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will be used. It will be seen that the methods presented in this section will not apply to the non-
translationally-invariant matrices which were focused on previously.
3.4.1 Reduced eigenstate purity bounds for the Hamiltonians H
(inv,local)
n
Theorem 11 (Reduced eigenstate purity bounds for the Hamiltonians H
(inv,local)
n ). For the Hamil-
tonian
H(local,inv)n =
n∑
j=1
3∑
a=1
3∑
b=0
αa,bσ
(a)
j σ
(b)
j+1 ≡
2n∑
k=1
λk|ψk〉〈ψk| (3.4.2)
where αa,b ∈ R are real constants, |ψk〉 are joint eigenstates of H(local,inv)n and the translation matrix T
and λk are the (not necessarily distinct) corresponding eigenvalues of H
(local,inv)
n , the reduced density
matrices, ρl,k = TrB (|ψk〉〈ψk|), on the qubits labelled 1 to l, satisfy
1
2l
≤ 1
2n
2n∑
k=1
Tr
(
ρ2l,k
) ≤ 1
2l
+
2l
n
(3.4.3)
where B is the Hilbert space of the n− l qubits labelled l + 1 to n and 2l < n.
As the |ψk〉 are eigenstates of the unitary translation matrix T , it must be the case that T |ψk〉 =
ei θk |ψk〉 for some θk ∈ [0, 2pi). Therefore, by this translational symmetry, the block of l qubits need
not be those qubits labelled by 1 to l, but could be any neighbouring block of l qubits.
It is also noted that if H
(inv,local)
n has a non-degenerate spectrum, the eigenstates |ψk〉 are unique,
up to phase. The proof of Theorem 11 will now be given:
Proof.2 The proof of this theorem will be split into two main parts, first the reduced density matrix ρl,k
will be expanded in a Pauli matrix basis. Then the translational symmetry of the matrix H
(inv,local)
n
will be exploited to bound the coefficients in this expansion so that the value of Tr
(
ρ2l,k
)
can be
bounded:
Pauli basis expansion
The 2n × 2n density matrix ρk = |ψk〉〈ψk| is Hermitian as ρ†k = (|ψk〉〈ψk|)† = (〈ψk|)† (|ψk〉)† =
|ψk〉〈ψk| = ρk. As seen in Section 1.1.4, there must then exist real coefficients ca1,...,an such that
ρk =
3∑
a1,...,an=0
ca1,...,anσ
(a1) ⊗ · · · ⊗ σ(an) (3.4.4)
The reduced density matrix ρl,k = TrB (ρk), on the qubits labelled 1 to l, is then
ρl,k =
3∑
a1,...,an=0
ca1,...,anσ
(a1) ⊗ · · · ⊗ σ(al) Tr
(
σ(al+1) ⊗ · · · ⊗ σ(an)
)
(3.4.5)
where the partial trace has been taken inside the sum. This expression may be equivalently rewritten
as
ρl,k =
3∑
b1,...,bl=0
db1...,blσ
(b1) ⊗ · · · ⊗ σ(bl) (3.4.6)
2Adapted from the proof given by the author in [46].
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where the real coefficients db1...,bl are given by
db1...,bl =
3∑
al+1,...,an=0
cb1,...,bl,al+1,...,an Tr
(
σ(al+1) ⊗ · · · ⊗ σ(an)
)
(3.4.7)
As Tr
(
σ(aj)σ(bj)
)
= 2δaj ,bj , this allows db1...,bl to be rewritten as
db1...,bl =
3∑
a1,...,an=0
ca1,...,anδa1,b1 . . . δal,bl Tr
(
σ(al+1) ⊗ · · · ⊗ σ(an)
)
=
3∑
a1,...,an=0
ca1,...,an
Tr
(
σ(a1)σ(b1)
)
2
. . .
Tr
(
σ(al)σ(bl)
)
2
Tr
(
σ(al+1) ⊗ · · · ⊗ σ(an)
)
(3.4.8)
which, by rearranging the traces is equivalently written
db1,...,bl =
1
2l
Tr
(
σ
(b1)
1 . . . σ
(bl)
l
3∑
a1,...,an=0
ca1,...,anσ
(a1) ⊗ · · · ⊗ σ(an)
)
(3.4.9)
The previous expansion of ρk = |ψk〉〈ψk| (3.4.4) then implies that this is equal to
1
2l
Tr
(
σ
(b1)
1 . . . σ
(bl)
l |ψk〉〈ψk|
)
=
1
2l
〈ψk|σ(b1)1 . . . σ(bl)l |ψk〉 (3.4.10)
Bound
Let
Mb =
1√
n
n−1∑
j=0
T j
(
σ
(b1)
1 . . . σ
(bl)
l
)
T−j ≡ 1√
n
n−1∑
j=0
σ
(b1)
1+j . . . σ
(bl)
l+j (3.4.11)
for the coefficients b1, . . . , bl such that it is not the case that b1 = b2 = · · · = bl = 0. This matrix is
Hermitian as it is the sum of the Hermitian matrices σ
(b1)
1+j . . . σ
(bl)
l+j . Using the facts that T
−1|ψk〉 =
e− i θk |ψk〉 for some θk ∈ [0, 2pi) and ei jθk e− i jθk = 1, it is seen that
〈ψk|σ(b1)1 . . . σ(bl)l |ψk〉 =
1
n
n−1∑
j=0
〈ψk| ei jθk σ(b1)1 . . . σ(bl)l e− i jθk |ψk〉
=
1
n
n−1∑
j=0
〈ψk|T jσ(b1)1 . . . σ(bl)l T−j |ψk〉
=
1√
n
〈ψk|Mb|ψk〉 (3.4.12)
Since M is Hermitian, 〈ψk|Mb|ψk〉 is real and therefore |〈ψk|Mb|ψk〉|2 = 〈ψk|Mb|ψk〉2. Also, since
the terms |〈ψk|Mb|ψk′〉|2 are positive,
2n∑
k=1
|〈ψk|Mb|ψk〉|2 ≤
2n∑
k,k′=1
|〈ψk|Mb|ψk′〉|2 = Tr
(
MbM
†
b
)
(3.4.13)
and therefore, by the previous identity (3.4.12),
2n∑
k=1
〈ψk|σ(b1)1 . . . σ(bl)l |ψk〉2 =
1
n
2n∑
k=1
|〈ψk|Mb|ψk〉|2 ≤ 1
n
Tr
(
MbM
†
b
)
(3.4.14)
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The value of Tr
(
MbM
†
b
)
The value of Tr
(
MbM
†
b
)
will now be calculated. For the list of coefficients b1, . . . , bl, such that at
least one is non-zero, let bx be the first one to be non-zero and by be the last one to be non-zero. The
matrix σ
(b1)
1 . . . σ
(bl)
l then acts non-trivially on at least the qubits labelled x and y (even if x = y).
For 2l < n consider the matrices σ
(b1)
1 . . . σ
(bl)
l and its translation σ
(b1)
1+j . . . σ
(bl)
l+j . For j = 1, . . . , n−l,
the matrix σ
(b1)
1 . . . σ
(bl)
l acts on the x
th qubit as a non-identity Pauli matrix by definition whereas
the matrix σ
(b1)
1+j . . . σ
(bl)
l+j acts on this qubit as the identity. For j = l, ..., n − 1 the matrix matrix
σ
(b1)
1 . . . σ
(bl)
l acts on the y
th qubit as a non-identity Pauli matrix by definition whereas the matrix
σ
(b1)
1+j . . . σ
(bl)
l+j acts on this qubit as the identity. Therefore the matrices σ
(b1)
1 . . . σ
(bl)
l and its translation
σ
(b1)
1+j . . . σ
(bl)
l+j must be distinct for all j = 1, . . . , n− 1 (given that 2l < n), see Figure 3.6.
This implies that all the matrices in the sum
Mb =
1√
n
n−1∑
j=0
σ
(b1)
1+j . . . σ
(bl)
l+j (3.4.15)
are distinct for b 6= 0. By the orthogonality properties of the Pauli matrices under the Hilbert-Schmidt
inner-product, see Section 1.1.4, the pairwise products of these matrices have the property that
Tr
((
σ
(b1)
1+j . . . σ
(bl)
l+j
)(
σ
(b1)
1+j′ . . . σ
(bl)
l+j′
))
= 2nδj,j′ (3.4.16)
if b 6= 0. Therefore, for b 6= 0
Tr
(
MbM
†
b
)
= Tr
(
M2b
)
= Tr

 1√
n
n−1∑
j=0
σ
(b1)
1+j . . . σ
(bl)
l+j
2
 = 2n (3.4.17)
The value of Tr
(
ρ2l,k
)
It has been seen that
ρl,k =
3∑
b1,...,bl=0
db1,...,blσ
(b1) ⊗ · · · ⊗ σ(bl) (3.4.18)
where
db1,...,bl =
1
2l
〈ψk|σ(b1)1 . . . σ(bl)l |ψk〉 (3.4.19)
Again by the orthogonality properties of the Pauli matrices under the Hilbert-Schmidt inner-product,
the pairwise products of the matrices σ(b1) ⊗ · · · ⊗ σ(bl) have the property that
Tr
((
σ(b1) ⊗ · · · ⊗ σ(bl)
)(
σ(b
′
1) ⊗ · · · ⊗ σ(b′l)
))
= 2lδb1,b′1 . . . δbl,b′l (3.4.20)
so that
Tr
(
ρ2l,k
)
= Tr

 3∑
b1,...,bl=0
db1,...,blσ
(b1) ⊗ · · · ⊗ σ(bl)
2
 = 2l 3∑
b1,...,bl=0
d2b1,...,bl (3.4.21)
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Figure 3.6: A representation of the matrices T jσ
(b1)
1 . . . σ
(b5)
5 T
−j = σ(b1)1+j . . . σ
(b5)
5+j acting on
n = 22 qubits. Each qubit is represented by a box, in each line of boxes above, the left
most is labelled 1 and the others labelled sequentially up to 22. For the n = 22 qubit matrix
σ
(b1)
1+j . . . σ
(b5)
5+j , the five corresponding single qubit matrices σ
(b1), . . . , σ(b5) are represented by
the values b1, . . . , b5 placed in the corresponding box to the qubit they act upon. It is seen,
if at least one of the σ(b1), . . . , σ(b5) is not the identity, that all the matrices σ
(b1)
1+j . . . σ
(b5)
5+j for
j = 0, . . . , 21 are distinct.
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which, on substitution for the db1,...,bl gives that
Tr
(
ρ2l,k
)
=
1
2l
3∑
b1,...,bl=0
〈ψk|σ(b1)1 . . . σ(bl)l |ψk〉2 (3.4.22)
The value of
∑
k Tr
(
ρ2l,k
)
can then be bounded with the results already seen (equations (3.4.22),
(3.4.14) and (3.4.17)), that is
1
2n
2n∑
k=1
Tr
(
ρ2l,k
)
=
1
2n
2n∑
k=1
1
2l
〈ψk|ψk〉2 + 3∑
b1,...,bl=0
not all zero
〈ψk|σ(b1)1 . . . σ(bl)l |ψk〉2

≤ 1
2n
1
2l
2n + 3∑
b1,...,bl=0
not all zero
1
n
Tr
(
MbM
†
b
)
=
1
2n
1
2l
2n + 3∑
b1,...,bl=0
not all zero
2n
n
 (3.4.23)
where the fact that the |ψk〉 are normalised, that is 〈ψk|ψk〉 = 1, has also been used. The sum in this
last expression contains 4l − 1 terms, so that the expression can be bounded by
1
2n
2n∑
k=1
Tr
(
ρ2l,k
) ≤ 1
2l
+
2l
n
(3.4.24)
The left hand side of this expression is also lower bounded by 1
2l
(the minimal value of Tr
(
ρ2l,k
)
, see
Section 3.1), which concludes the proof.
3.4.2 Proportion of reduced eigenstates with close to minimal purity
As the purity of ρl,k is at least
1
2l
the next corollary follows immediately:
Corollary 3 (Proportion of reduced eigenstates with close to minimal purity). For any fixed  > 0
the proportion of joint eigenstates |ψk〉 of the translation matrix T and each of the Hamiltonians
H(inv,local)n =
n∑
j=1
3∑
a=1
3∑
b=0
αa,bσ
(a)
j σ
(b)
j+1 (3.4.25)
for n = 2, 3, . . . individually (where the αa,b are real coefficients for each value of n separately) for
which Tr
(
ρ2l,k
)
> 1
2l
+  tends to zero and n→∞.
Proof. Let pn ∈ [0, 1] be the proportion of eigenstates for which the purity is greater than 12l +  for
some fixed  > 0. There are then pn2
n such eigenstates. The purity for the remaining (1 − pn)2n
eigenstates is at least 1
2l
by definition. Therefore
1
2n
2n∑
k=1
Tr
(
ρ2l,k
) ≥ 1
2n
(
pn2
n
(
1
2l
+ 
)
+ (1− pn)2n 1
2l
)
=
1
2l
+ pn (3.4.26)
The preceding theorem then implies that pn ≤ 2ln , which concludes the proof.
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3.4.3 Extension to qudits and more general interactions
The proof of Theorem 11 relies on the fact that T |ψk〉 = ei θk |ψk〉 for some θk ∈ [0, 2pi), so that
〈ψk|σ(b1)1 . . . σ(bl)l |ψk〉 = 〈ψk|σ(b1)1+j . . . σ(bl)l+j |ψk〉 (3.4.27)
where the σ
(b1)
1+j . . . σ
(bl)
l+j for j = 0, . . . , n−1 are all orthogonal under the Hilbert-Schmidt inner-product
if at least one index out of b1, . . . , bl is non-zero.
This property may be generalised to many other systems with some translational symmetry. For
example, consider a n×n two dimensional lattice of qudits. The d× d Hermitian matrices describing
the Hamiltonian of a single qudit have a basis of Hermitian matrices Pk for k = 1, . . . , d
2 which
are orthogonal under the Hilbert-Schmidt inner-product. This basis is analogous to the Pauli basis
σ(a) for a = 0, 1, 2, 3 for qubits used in the previous calculations. The dn × dn Hermitian matrices
describing the Hamiltonian of the lattice of n qudits then has a basis formed from the n fold tensor
products of the individual qudit bases.
It the Hamiltonian of this qudit lattice has a translational symmetry (see Figure 3.7), analogous
results to that in equation (3.4.10), (3.4.14), (3.4.17) and (3.4.23) for the reduced eigenstates, of the
Hamiltonian and the relevant translation matrices, on a fixed block of l qudits hold, allowing the
previous arguments to be generalised.
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Figure 3.7: A representation of the translational symmetries of a lattice of qudits (repre-
sented by circles). A Hamiltonian of this system that is invariant under horizontal and vertical
translation, has eigenstates |ψk〉 which are similarly invariant, up to complex scaling. An op-
erator X supported on the block of nine qubits A can be translated to the block B (or C) as
TXT †, for some suitable unitary translation matrix T , so that 〈ψk|X|ψk〉 = 〈ψk|TXT †|ψk〉 as
T †|ψk〉 = c|ψk〉 for some c ∈ C with |c| = 1.
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Chapter 4
Eigenstatistics for finite length
chains
Attention will now be turned to the eigenstatistics of finite length qubit spin chains.
First, the rate of convergence of the spectral densities for the spin chain Hamiltonians studied in
Chapter 2 will be considered in Section 4.1. A range of numeric and analytic techniques will be used
to conjecture this rate.
The focus of Section 4.2 will then move away from the spectral density and start to consider
the statistics of multiple eigenvalues. To begin with, the occurrence of eigenvalue degeneracies will
be looked at in the previous ensembles. Then in Section 4.3 a numerically analysis of the nearest-
neighbour level spacing distributions of these ensembles will be undertaken. The limiting nearest-
neighbour level spacing distributions of the GOE, GUE and GSE are numerically recovered and
related to the ensembles’ symmetries.
The joint spectral densities for the ensembles of non-translationally-invariant qubit spin chain
Hamiltonians are then tackled in Section 4.4. An expression is conjectured for these using the Harish-
Chandra-Itzykson-Zuber integral. Such an expression allows any point correlation function of the
eigenvalues to be calculated, in principle. Close matches to numerical results are seen when this con-
jectured expression is used to generate the 1-point and 2-point correlation functions for the ensemble
Hˆ2.
Finally, the tightness of the bounds on the reduced eigenstate purity for specific spin chain Hamil-
tonians, given in Section 3.4, are analysed in Section 4.5. In a particular case, these bounds are shown
to be asymptotically tight. Numerical evidence from finite chains suggests that this is also true in
other cases too.
The work presented in this chapter is based on that given by the author in [45] and [46]. Ideas
initiated from discussions with [30] and [47] are highlighted where appropriate.
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4.1 Convergence rate for the spectral density
The Jordan-Wigner transform [7] allows the diagonalisation of a 2n × 2n matrix of the form
n∑
j=1
2∑
a,b=1
αa,b,jσ
(a)
j σ
(b)
j+1 +
n∑
j=1
α3,0,jσ
(3)
j (4.1.1)
where the αa,b,j are real coefficients, to be reduced to the diagonalisation of some 2n × 2n matrix.
This process is summarised in [7] and explicitly used in Sections 4.1.1 and 4.1.3. This reduction
in dimension makes it numerically possible to study the spectral statistics of such matrices, which
have a somewhat similar form to those investigated in the preceding chapters, for values of n much
larger1 than accessible from directly diagonalising the matrix above. Such matrices provide examples
of instances from the ensembles Hˆ
(local)
n and Hˆ
(inv,local)
n .
4.1.1 Lemma: The spectrum of H
(XY+Z)
n for prime values of n
As a first application, the Jordan-Wigner transform allows the exact analytical diagonalisation of the
Hamiltonian
H(XY+Z)n =
n∑
j=1
(
σ
(1)
j σ
(2)
j+1 + σ
(3)
j
)
(4.1.2)
for  ∈ R.
Lemma 1 (Spectrum of H
(XY+Z)
n ). The spectrum of H
(XY+Z)
n for odd prime values of n and  ∈ R
is given by
λx =
n∑
j=1
(2xj − 1)
(
µj −
√
2µ2j + 1
)
(4.1.3)
for the multi-indices x = (x1, . . . , xn) ∈ {0, 1}n.
The proof of this lemma characterises the general application of the Jordan-Wigner transform to
diagonalising matrices of the form (4.1.1):
Proof.2 The Jordan-Wigner transform defines the Fermi annihilation and creation matrices
aˇj =
 ∏
1≤l<j
σ
(3)
l
Sj with aˇ†j =
 ∏
1≤l<j
σ
(3)
l
S†j (4.1.4)
where
Sj =
σ
(1)
j + iσ
(2)
j
2
with S†j =
σ
(1)
j − iσ(2)j
2
(4.1.5)
Full details of this transform are given in [7] and summarised in Appendix B.
1The 2n eigenvalues of the original matrix can be reconstructed as a sum over the 2n eigenvalues of the intermediate
matrix. The limiting factor for the eigenstatistics now becomes the handling of 2n eigenvalues.
2Adapted from the proof given by the author in [46].
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Applying the transform
By the calculations in Appendix B.2, this transformation allows H
(XY+Z)
n to be rewritten as
H(XY+Z)n = i 
n−1∑
j=1
(
aˇj − aˇ†j
)(
aˇj+1 − aˇ†j+1
)
− i η
(
aˇn − aˇ†n
)(
aˇ1 − aˇ†1
)
+
n∑
j=1
(
aˇj aˇ
†
j − aˇ†j aˇj
)
(4.1.6)
for the matrix
η =
n∏
j=1
σ
(3)
j (4.1.7)
Block diagonalisation
The Hamiltonian H
(XY+Z)
n commutes with the matrix η: Firstly
[
η, σ
(1)
j σ
(2)
j+1
]
= 0 as both σ(1) and
σ(2) anti-commute with σ(3). This anti-commutation occurs on two separate sites in σ
(1)
j σ
(2)
j+1 so that
σ
(1)
j σ
(2)
j+1 and η commute overall. The local terms σ
(3)
j trivially commute with η so that each term in
H
(XY+Z)
n commutes with η.
The standard basis is defined in Section 1.1.3 to be the product basis formed from the eigenstates
of σ(3) with some fixed phase. These eigenstates are denoted |0〉 (with eigenvalue +1) and |1〉 (with
eigenvalue −1). The standard product basis consists of the states |x〉 = |x1〉 ⊗ · · · ⊗ |xn〉 for the
multi-indices x = (x1, . . . , xn) ∈ {0, 1}n.
In this basis the matrix η has the form
η = (|0〉〈0| − |1〉〈1|)⊗n =
∑
x
±|x〉〈x| (4.1.8)
From this expression it is seen that η is diagonal in the standard basis and has just two eigenvalues,
±1. As η commutes with H(XY+Z)n , the Hamiltonian H(XY+Z)n must be block diagonal in the
standard basis with two blocks corresponding to the two eigenvalues of η. This follows since for any
basis element |x〉 with η|x〉 = ±|x〉, H(XY+Z)n |x〉 is an eigenstate of η as
η
(
H(XY+Z)n |x〉
)
= H(XY+Z)n η|x〉 = ±
(
H(XY+Z)n |x〉
)
(4.1.9)
Then, for any basis elements |x〉 and |y〉 such that η|x〉 = ±|x〉 and η|y〉 = ∓|y〉
〈x|H(XY+Z)n |y〉 = 〈x|
(
|H(XY+Z)n |y〉
)
= 0 (4.1.10)
as |x〉 and H(XY+Z)n |y〉 are eigenstates of η in different eigenspaces of η, which are necessary orthog-
onal as η is Hermitian.
Each block will now be considered separately.
The η = −1 block
For states in the η = −1 subspace, H(XY+Z)n acts as
H−n = i 
n∑
j=1
(
aˇj − aˇ†j
)(
aˇj+1 − aˇ†j+1
)
+
n∑
j=1
(
aˇj aˇ
†
j − aˇ†j aˇj
)
(4.1.11)
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with the periodic boundary conditions aˇn+1 = aˇ1 imposed, as η in (4.1.6) always results in the factor
−1 for any such state. On the η = +1 subspace this matrix acts differently to H(XY+Z)n .
From Appendix B.2,
(
aˇj − aˇ†j
)(
aˇj+1 − aˇ†j+1
)
is proportional to σ
(1)
j σ
(2)
j+1 up to a factor η and(
aˇj aˇ
†
j − aˇ†j aˇj
)
is proportional to σ
(3)
j . Therefore, by the same argument for the case of H
(XY+Z)
n ,
H−n commutes with η and is therefore block diagonal in the standard basis.
The canonical commutation relations for Fermi matrices, aˇj aˇ
†
k = −aˇ†kaˇj+δj,kI and aˇj aˇk = −aˇkaˇj ,
can be used to rewrite the expression for H−n above as
H−n =
i 
2
n∑
j=1
(
aˇj − aˇ†j
)(
aˇj+1 − aˇ†j+1
)
− i 
2
n∑
j=1
(
aˇj+1 − aˇ†j+1
)(
aˇj − aˇ†j
)
+
n∑
j=1
(
aˇj aˇ
†
j − aˇ†j aˇj
)
(4.1.12)
or equivalently in matrix notation
H−n =
(
aˇ† aˇ′†
)A− I −A
−A A+ I
 aˇ
aˇ′
 (4.1.13)
where aˇ is the column vector with entries aˇ1, . . . , aˇn, aˇ
′ is the column vector with entries aˇ†1, . . . , aˇ
†
n,
aˇ† is the row vector with entries aˇ†1, . . . , aˇ
†
n, aˇ
′† is the row vector with entries aˇ1, . . . , aˇn and
A =
i 
2

0 −1 0 · · · 0 1
1 0 −1 . . . 0
0 1
. . .
. . .
...
...
. . .
. . . 0
0 0 −1
−1 0 · · · 0 1 0

(4.1.14)
Initial diagonalisation
The matrix A is proportional to a circulant matrix and by [50, p.388] has the eigenstates
1√
n
(
ωk1 , ω
k
2 , . . . , ω
k
n
)T
(4.1.15)
(where ·T represents the vector’s transpose) for k = 1, . . . , n where ωj = e 2pi i jn , with the associated
eigenvalues
 sin
(
2pik
n
)
(4.1.16)
Therefore U†AU = D where U is the unitary matrix with the eigenstates of A as columns and D is
the diagonal matrix with the associated eigenvalues of A along its diagonal. Specifically
Uj,k =
1√
n
ωkj Dj,k = δj,k sin
(
2pik
n
)
= δj,k sin
(
2pij
n
)
(4.1.17)
As shown in Appendix B.5, the Fermi matrices bˇj and bˇ
†
j can be defined through aˇ
aˇ′
 =
U 0
0 U
 bˇ
bˇ
′
 (4.1.18)
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Here U represents the unitary matrix whose elements U j,k are the complex conjugate of those of U ,
that is, U j,k =
1√
n
ω−kj . This transformation leaves H
−
n as
H−n =
(
bˇ
†
bˇ
′†)U† 0
0 U
†
A− I −A
−A A+ I
U 0
0 U
 bˇ
bˇ
′

=
(
bˇ
†
bˇ
′†)U†AU − I −U†AU
U†AU −U†AU + I
 bˇ
bˇ
′
 (4.1.19)
Let Pj,k = δj,κ(k) with κ(k) = n − k for k = 1, . . . , n − 1 and κ(n) = n. Note that κ is its own
inverse, it reverses the order of the labels 1, . . . , n− 1 and has no effect on the label n. In this case
(UP )j,k =
n∑
l=1
Uj,lPl,k =
1√
n
n∑
l=1
ωljδl,κ(k) =
1√
n
ω
n−k
j if k 6= n
ωnj if k = n
= U j,k (4.1.20)
so that U†AU = U†AUP = DP . The Hamiltonian H−n therefore reads
H−n =
(
bˇ
†
bˇ
′†)D − I −DP
DP −D + I
 bˇ
bˇ
′
 (4.1.21)
as DP and D both have real entries. With µj = sin
(
2pij
n
)
(where it is noted that µj = −µκ(j)), this
matrix equation may be multiplied out to leave
n∑
j,k=1
(
bˇ†j(µj − 1)δj,k bˇk + bˇ†j(−µj)δj,κ(k)bˇ†k + bˇj(µj)δj,κ(k)bˇk + bˇj(−µj + 1)δj,k bˇ†k
)
(4.1.22)
The summation over k may be performed by evaluating of the Kronecker of delta symbols and
relabelling the indices in the third and fourth terms in the summand by j → κ(j). This gives the
equivalent expression of
n∑
j=1
(
bˇ†j(µj − 1)bˇj + bˇ†j(−µj)bˇ†κ(j) + bˇκ(j)(µκ(j))bˇj + bˇκ(j)(−µκ(j) + 1)bˇ†κ(j)
)
(4.1.23)
or in matrix form, of
H−n =
n∑
j=1
(
bˇ†j bˇκ(j)
)µj − 1 −µj
µκ(j) −µκ(j) + 1
 bˇj
bˇ†κ(j)
 (4.1.24)
Second diagonalisation (Bogoliubov transformation)
By the symmetries of the sine function, µj = −µκ(j), so thatµj − 1 −µj
µκ(j) −µκ(j) + 1
 =
µj − 1 −µj
−µj µj + 1
 (4.1.25)
The two eigenvalues of this matrix are given by the two roots of the characteristic equation
pj(χj) = det
µj − 1− χj −µj
−µj µj + 1− χj
 = (µj − χj − 1)(µj − χj + 1)− 2µ2j
= (µj − χj)2 − 1− 2µ2j (4.1.26)
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as χ±j = µj ±
√
2µ2j + 1. Then, as the 2× 2 matrix (4.1.25) is real and symmetric there exists some
θj ∈ [0, 2pi) so that the orthogonal matrix
Uj =
 cos(θj) sin(θj)
− sin(θj) cos(θj)
 (4.1.27)
diagonalises (4.1.25) as
Uj
†
µj − 1 −µj
−µj µj + 1
Uj =
χ−j 0
0 χ+j
 (4.1.28)
The four components of this equation impose the following four conditions on the value θj
χ−j = 2µj sin(θj) cos(θj)− 2 cos2(θj) + µj + 1
χ+j = −2µj sin(θj) cos(θj) + 2 cos2(θj) + µj − 1
0 = −2 sin(θj) cos(θj)− 2µj cos2(θj) + µj
0 = −2 sin(θj) cos(θj)− 2µj cos2(θj) + µj (4.1.29)
For the values of χ±j given above, the first two and last two of these conditions are equivalent, they
read
−
√
2µ2j + 1 = 2µj sin(θj) cos(θj)− 2 cos2(θj) + 1
0 = −2 sin(θj) cos(θj)− 2µj cos2(θj) + µj (4.1.30)
Note that as µj = −µκ(j) the values of the θj for j = 1, . . . , n can aways be chosen to satisfy the
conditions (4.1.30) and the extra conditions θj = −θκ(j). This is seen by choosing θn = 0 and any θj
for j = 1, . . . , n−12 that satisfy (4.1.30) and then defining θj for j =
n+1
2 , . . . , n − 1 via θj = −θκ(j).
Then by the symmetries µj = −µκ(j) and θj = −θκ(j), the conditions in (4.1.30) will be satisfied for
j = n+12 , . . . , n− 1 (that is j = κ
(
n−1
2
)
, . . . , κ(1)).
As shown in Appendix B.5, new Fermi matrices cˇj and cˇ
†
j can be defined via bˇ
bˇ
′
 =
V W
W V
 cˇ
cˇ′
 (4.1.31)
where V and W are n × n matrices such that V V † + WW † = I and VWT + WV T = 0. Let
Vj,k = δj,k cos(θj) and Wj,k = δj,κ(k) sin(θj) so that these conditions hold, that is using the symmetry
θj = −θκ(j)(
V V † +WW †
)
j,k
=
n∑
l=1
(
δj,lδk,l cos(θj) cos(θk) + δj,κ(l)δk,κ(l) sin(θj) sin(θk)
)
= δj,k
(
VWT +WV T
)
j,k
=
n∑
l=1
(
δj,lδk,κ(l) cos(θj) sin(θk) + δj,κ(l)δk,l sin(θj) cos(θk)
)
= 0 (4.1.32)
Moreover, equation (4.1.31) and the symmetry θj = −θκ(j) give that bˇj
bˇ†κ(j)
 =
 ∑nk=1 (Vj,k cˇk +Wj,k cˇ†k)∑n
k=1
(
Wκ(j),k cˇk + Vκ(j),k cˇ
†
k
)
 =
 cos(θj) sin(θj)
− sin(θj) cos(θj)
 cˇj
cˇ†κ(j)
 (4.1.33)
116
4.1 Convergence rate for the spectral density
so that
H−n =
n∑
j=1
(
cˇ†j cˇκ(j)
)χ−j 0
0 χ+j
 cˇj
cˇ†κ(j)
 = n∑
j=1
(
χ−j cˇ
†
j cˇj + χ
+
κ(j)cˇj cˇ
†
j
)
(4.1.34)
where the indices in the last term of the summand have been relabelled with j → κ(j).
Extracting the eigenvalues of H−n
As seen in Appendix B.3, the Hilbert space admits the orthonormal Fermi basis
|x〉cˇ =
(
cˇ†1
)x1
. . .
(
cˇ†n
)xn |0〉cˇ (4.1.35)
for the multi-indices x = (x1, . . . , xn) ∈ {0, 1}n, where |0〉cˇ is a normalised state such that cˇj |0〉cˇ = 0
for all j (see [7, p.3] for the existence of such a state). It is also seen in Appendix B.4 that cˇ†j cˇj |x〉cˇ =
xj |x〉cˇ and cˇj cˇ†j |x〉cˇ = (1− xj)|x〉cˇ.
The eigenvalues of H−n can then be read off from the eigenvalue equation
H−n |x〉cˇ =
n∑
j=1
(
χ−j cˇ
†
j cˇj + χ
+
κ(j)cˇj cˇ
†
j
)
|x〉cˇ =
n∑
j=1
(
χ−j xj + χ
+
κ(j)(1− xj)
)
|x〉cˇ (4.1.36)
Substituting µj = −µκ(j) into the expressions for χ±j simplifies the eigenvalues to be
λx =
n∑
j=1
(2xj − 1)
(
µj −
√
2µ2j + 1
)
(4.1.37)
Relationship to the eigenvalues of H
(XY+Z)
n
Eigenstates of H−n in the η = −1 subspace are also eigenstates of H(XY+Z)n by construction, as both
matrices act identically on the η = −1 subspace. The eigensubspace of η to which the eigenstates
|x〉cˇ of H−n belong must now be determined.
As H−n commutes with η, and |x〉cˇ are the eigenstates of H−n with eigenvalues λx,
H−n (η|x〉cˇ) = ηH−n |x〉cˇ = λx (η|x〉cˇ) (4.1.38)
so that both |x〉cˇ and η|x〉cˇ are eigenstates of H−n with eigenvalue λx. It will be seen in the proof
of Lemma 4 of Section 4.2.4 (page 129) that the values λx are distinct for most (apart from a set
of zero Lebesgue measure) values of  ∈ R in the case that n is an odd prime. For such values it
must therefore be the case that η|x〉c = cx|x〉c for some cx ∈ C. The eigenvalues of η are ±1 so that
cx = ±1.
To determine cx, the cˇ
†
j can be expressed in terms of the Pauli matrices by inverting the previous
transforms. Let the unitary matrix U† have entries uj,k ∈ C. Then, by definition,
cˇj = cos(θj)bˇj − sin(θj)bˇ†κ(j)
= cos(θj)
n∑
k=1
uj,kaˇk − sin(θj)
n∑
k=1
uκ(j),kaˇ
†
k
= cos(θj)
n∑
k=1
uj,k
 ∏
1≤l<k
σ
(3)
l
Sk
− sin(θj) n∑
k=1
uκ(j),k
 ∏
1≤l<k
σ
(3)
l
S†k
 (4.1.39)
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As σ(1) and σ(2) anti-commute with σ(3), η =
∏n
j=1 σ
(3)
j must anti-commute with both 2Sk = σ
(1)
k +
iσ
(2)
k and 2S
†
k = σ
(1)
k − iσ(2)k . Also
∏
1≤l<k σ
(3)
l trivially commutes with η, so that cˇj and η must
anti-commute.
Therefore
η|x〉cˇ = (−1)s
(
cˇ†1
)x1
. . .
(
cˇ†n
)xn
η|0〉cˇ (4.1.40)
where s =
∑
j xj . Now as η|0〉cˇ = ±|0〉cˇ, either all the states |x〉cˇ for which s is even (if η|0〉cˇ = −|0〉cˇ)
or odd (if η|0〉cˇ = +|0〉cˇ) are eigenstates of H(XY+Z)n .
The η = 1 block
The Hamiltonian H
(XY+Z)
n anti-commutes with the matrix ν =
∑n
j=1 σ
(1)
j : Firstly σ
(1)
j σ
(2)
j+1 anti-
commutes with ν as σ(2) anti-commutes with σ(1). The local terms σ
(3)
j anti-commute with ν as σ
(3)
anti-commutes with σ(1) so that each term in H
(XY+Z)
n anti-commutes with ν. Any eigenstate |ψ〉
of H
(XY+Z)
n in the η = −1 subspace with eigenvalue λ must then satisfy
H(XY+Z)n (ν|ψ〉) = −νH(XY+Z)n |ψ〉 = −λ (ν|ψ〉) (4.1.41)
so that ν|ψ〉 is an eigenstates of H(XY+Z)n with eigenvalue −λ.
As n is odd, η and ν must also anti-commute, as σ(1) and σ(3) anti-commute and this occurs on
an odd number of sites. Therefore
η (ν|ψ〉) = −νη|ψ〉 = + (ν|ψ〉) (4.1.42)
and the eigenstate ν|ψ〉 must be in the η = 1 eigenspace.
Given an eigenvalue λx its negative is given by λxc where x
c is the complementary vector to x
(that is the vector in which the entries of zero and one have been inverted). This inversion (0 ↔ 1)
changes the sign of each of the values 2xj − 1 so that
− λx = −
n∑
j=1
(2xj − 1)
(
µj −
√
2µ2j + 1
)
= λxc (4.1.43)
This inversion also changes the parity of s =
∑
j xj for odd values of n, so that the spectrum in the
η = 1 subspace is given by the values λx for which s =
∑
j xj has the opposite parity as taken for
the η = −1 block.
The complete spectrum
The entire spectrum for odd prime values of n and most, apart from a set of zero Lebesgue measure,
 ∈ R is therefore given by
λx =
n∑
j=1
(2xj − 1)
(
µj −
√
2µ2j + 1
)
(4.1.44)
for the multi-indices x = (x1, . . . , xn) ∈ {0, 1}n. This results then holds for all  by the analyticity of
the eigenvalues [51].
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4.1.2 Numerical convergence of the spectral density of H
(XY+Z)
n in O(n−1)
Given the analytic expression (4.1.3) of the spectrum for the Hamiltonians H
(XY+Z)
n for odd prime
values of n, the rate of convergence of their spectral densities to their limiting distribution (as n→∞)
can be at least numerically calculated.
In order that Theorem 8 of Section 2.6 (page 79) applies, each Hamiltonian H
(XY+Z)
n will be
scaled by a constant Cn such that
1 =
1
2n
Tr
(
C2nH
(XY+Z)
n
2
)
= C2nn
(
2 + 12
)
(4.1.45)
The constant Cn is then set to be
Cn =
1√
n (2 + 12)
(4.1.46)
The conditions of Theorem 8 are now satisfied for any fixed value of  ∈ R for the matrices
CnH
(XY+Z)
n =
n∑
j=1
(
√
n(2 + 12)
σ
(1)
j σ
(2)
j+1 +
1√
n(2 + 12)
σ
(3)
j
)
(4.1.47)
The value of  will now arbitrarily be taken to be unity in order to compute numerical trends.
To quantify the rate of convergence of the spectral densities for this sequence of Hamiltonians, to
the standard normal distribution, the absolute error
En(x) =
∣∣∣∣∣ 12n
2n∑
k=1
∫ x+
−∞
δ(λ− λk) dλ− 1√
2pi
∫ x
−∞
e−
λ2
2 dλ
∣∣∣∣∣ (4.1.48)
for x ∈ R will be used. The notation x+ denotes the limit as x is approached from above and the
λk are the 2
n eigenvalues of CnH
(XY+Z)
n for each n individually. The quantity En(x) measures the
absolute difference between the proportion of eigenvalues of CnH
(XY+Z)
n equal to or below the real
value x, to the cumulative distribution function of a standard normal distribution.
To compute the function En(x), numerical methods had to be resorted to. Figure 4.1 shows the
numerical values of E−1n (x) against odd prime values of n ≤ 32 for various values of x. The values for
other intermediate values of n are also plotted where En(x) is calculated using the formula (4.1.3),
even though it is not necessarily valid, to show the numeric trend in the values.
Convincing linear behaviour is seen from this figure. Therefore an asymptotically tight bound on
these data points is conjectured to have the form
1
En(x)
≥ c(x)n ⇐⇒ En(x) ≤ 1
nc(x)
(4.1.49)
for some real function c(x). The true rate of convergence is still an open question, even though the
spectrum of H
(XY+Z)
n is given explicitly for odd prime values of n.
4.1.3 Numerical convergence of the spectral density of H
(JW )
n in O(n−1)
More general Hamiltonians than H
(XY+Z)
n also admit numerical analysis via the Jordan-Wigner
transform. Consider the ensemble of matrices
Hˆ(JW )n =
n−1∑
j=1
2∑
a,b=1
αˆa,b,jσ
(a)
j σ
(b)
j+1 +
n∑
j=1
αˆ3,0,jσ
(3)
j αˆa,b,j ∼ N
(
0,
1
5n− 4
)
i. i.d. (4.1.50)
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Figure 4.1: The values of E−1n (x) =
∣∣∣∣ 12n ∑k ∫ x+−∞ δ(λ− λk) dλ− 1√2pi ∫ x−∞ e−λ22 dλ
∣∣∣∣−1 against
chain length n, for the eigenvalues λk (k = 1, . . . , 2
n) as given by (4.1.3) for various values of
x. Points for odd prime values of n are denoted by the appropriate symbols whereas those for
other values are denoted by crosses.
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Specific samples from this ensemble, denoted by H
(JW )
n and parametrised by the real constants αa,b,j
corresponding to the random variables αˆa,b,j , can be diagonalised in a similar fashion to H
(XY+Z)
n
as in Section 4.1.1. In this case though the boundary terms, proportional to σ
(a)
n σ
(b)
1 are not present,
so the calculation simplifies. Such matrices provide non-trivial instances from the ensemble Hˆ
(local)
n .
Using the results in Appendix B.2, the Jordan-Wigner transform transforms the sampled matrix
H
(JW )
n to the form
H(JW )n =
n−1∑
j=1
(
−α1,1,j
(
aˇj − aˇ†j
)(
aˇj+1 + aˇ
†
j+1
)
+ iα1,2,j
(
aˇj − aˇ†j
)(
aˇj+1 − aˇ†j+1
)
+ iα2,1,j
(
aˇj + aˇ
†
j
)(
aˇj+1 + aˇ
†
j+1
)
+ α2,2,j
(
aˇj + aˇ
†
j
)(
aˇj+1 − aˇ†j+1
))
+
n∑
j=1
α3,0,j
(
aˇj aˇ
†
j − aˇ†j aˇj
)
(4.1.51)
for the Fermi matrices aˇj and aˇ
†
j defined as
aˇj =
 ∑
1≤l<j
σ
(3)
l
 σ(1)j + iσ(2)j
2
aˇ†j =
 ∑
1≤l<j
σ
(3)
l
 σ(1)j − iσ(2)j
2
(4.1.52)
Let aˇ be the column vector with entries aˇ1, . . . , aˇn, aˇ
′ be the column vector with entries aˇ†1, . . . , aˇ
†
n,
aˇ† be the row vector with entries aˇ†1, . . . , aˇ
†
n, aˇ
′† be the row vector with entries aˇ1, . . . , aˇn. Using the
canonical commutation relations for Fermi matrices (aˇj aˇ
†
k = −aˇ†kaˇj + δj,kI and aˇj aˇk = −aˇkaˇj) the
last expression for H
(JW )
n may be represented in the form
H(JW )n =
(
aˇ† aˇ′†
)A− I −B
B −A+ I
 aˇ
aˇ′
 (4.1.53)
where A = − (−A(1,1)) + i (−A(1,2)) + iA(2,1) + A(2,2) and B = −A(1,1) + iA(1,2) + iA(2,1) + A(2,2)
with
A(a,b) =
1
2

0 αa,b,1 0 . . . 0
−αa,b,1 0 αa,b,2
...
0 −αa,b,2 . . . . . . 0
...
. . . αa,b,n−1
0 . . . 0 αa,b,n−1 0

(4.1.54)
There exists a 2n× 2n unitary matrix [7, p.6] of the form
T =
U V
V U
 (4.1.55)
where U and V are some n× n matrices and the bar denotes complex conjugation of their elements,
such that
T
A− I −B
B −A+ I
T † = D ≡ diag (µ1, . . . , µ2n) (4.1.56)
121
CHAPTER 4. EIGENSTATISTICS FOR FINITE LENGTH CHAINS
The calculation in Appendix B.5 shows that T also maps the Fermi matrices aˇj and aˇ
†
j to new Fermi
matrices bˇj and bˇ
†
j as  bˇ
bˇ
′
 = T
 aˇ
aˇ′
 (4.1.57)
Using these facts allows H
(JW )
n to be rewritten in the form
H(JW )n =
(
bˇ
†
bˇ
′†)
D
 bˇ
bˇ
′
 = n∑
j=1
(
µj bˇ
†
j bˇj + µj+nbˇj bˇ
†
j
)
(4.1.58)
Let |0〉bˇ be a state such that bˇj |0〉bˇ = 0 for all j, see [7, p.3] for the existence of such a state. For
the multi-indices x = (x1, . . . , xn) ∈ {0, 1}n let
|x〉bˇ =
(
bˇ†1
)x1
. . .
(
bˇ†n
)xn |0〉bˇ (4.1.59)
These states are orthonormal as seen in Appendix B.3. As shown in Appendix B.4, the canonical
commutation relations for Fermi matrices imply that bˇ†j bˇj |x〉bˇ = xj |x〉bˇ and bˇj bˇ†j |x〉bˇ = (1 − xj)|x〉bˇ.
Therefore, the eigenvalues of H
(JW )
n can be read off from the eigenvalue equation
H(JW )n |x〉bˇ =
n∑
j=1
(µjxj + µj+n(1− xj)) |x〉bˇ (4.1.60)
Numerics
Let C2n be the inverse of the sum of the squares of the values αa,b,j present in H
(JW )
n . The values µj ,
and therefore the eigenvalues of CnH
(JW )
n denoted by λk, can be found numerically for each value
of n = 3, . . . , 32 individually following the methodology above. The scaling by Cn has been used
to insure that the variance of each of the related spectral densities is unity, this reduces statistical
fluctuations when randomly choosing a member H
(JW )
n from the ensemble Hˆ
(JW )
n to study. As before,
the quantity
En(x) =
∣∣∣∣∣ 12n
2n∑
k=1
∫ x+
−∞
δ(λ− λk) dλ− 1√
2pi
∫ x
−∞
e−
λ2
2 dλ
∣∣∣∣∣ (4.1.61)
will be used to quantify the rate of convergence of the eigenvalue distribution for CnH
(JW )
n to the
normal distribution as n→∞. Figure 4.2 shows the numerical values of E−1n (x) against values of n
for various values of x for a random, scaled, instance H
(JW )
n of the ensemble Hˆ
(JW )
n .
As with H
(XY+Z)
n , conceivably linear behaviour is seen from this figure. Therefore an asymptoti-
cally tight bound on these data points is again conjectured to have the form
1
En(x)
≥ c(x)n ⇐⇒ En(x) ≤ 1
nc(x)
(4.1.62)
for some real function c(x). The true rate of convergence is still an open question.
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Figure 4.2: The values of E−1n (x) =
∣∣∣∣ 12n ∑2nk=1 ∫ x+−∞ δ(λ− λk) dλ− 1√2pi ∫ x−∞ e−λ22 dλ
∣∣∣∣−1
against chain length n, for the eigenvalues λk of a random instance H
(JW )
n of the ensemble
Hˆ
(JW )
n , scaled so that its spectral density has unit variance, for various values of x. Qualita-
tively similar behaviour was observed for all other instances of the ensemble Hˆ
(JW )
n tested.
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4.1.4 Unreliable convergence for the generic spin chain ensembles
To quantify the rate of convergence of the spectral densities of members of the ensembles Hˆn, Hˆ
(local)
n ,
Hˆ
(inv)
n and Hˆ
(inv,local)
n the quantity
En(x) =
∣∣∣∣∣ 12n
2n∑
k=1
∫ x+
−∞
δ(λ− λk) dλ− 1√
2pi
∫ x
−∞
e−
λ2
2 dλ
∣∣∣∣∣ (4.1.63)
where the λk are the eigenvalues of the ensemble member in question, can again be considered.
However, due to the relatively small values of n accessible, compared to that in the last two sections,
the fluctuations in this quaintly completely obscure any underling trend as n increases.
To overcome this problem several samples from each of the ensembles in turn will be averaged
over. That is, the average proportion of the number of eigenvalues below some value x ∈ R over
s samples from an ensemble shall be compared against the cumulative distribution function of a
standard normal random variable. The absolute difference between these two quantities is given by
Eˆn(x) =
∣∣∣∣∣ 1s2n
s2n∑
k=1
∫ x+
−∞
δ(λ− λk) dλ− 1√
2pi
∫ x
−∞
e−
λ2
2 dλ
∣∣∣∣∣ (4.1.64)
where the λk are all of the eigenvalues of the s ensemble members sampled.
The plot of Eˆ−1n (x) against n for various values of x for the ensembles Hˆn and Hˆ
(local)
n is shown
in Figures 4.3 and 4.4 respectively. In each figure a roughly linear relationship is possibly seen, but
there remain too few data points for this to be conclusive. As before, if these relationships were
asymptotically linear or exponential then an asymptotically tight bound on the data point could be
conjectured to have the form
1
Eˆn(x)
≥ c(x)n ⇐⇒ Eˆn(x) ≤ 1
nc(x)
or
1
Eˆn(x)
≥ c(x)2n ⇐⇒ Eˆn(x) ≤ 1
2nc(x)
(4.1.65)
for some real function c(x). Or by taking the sample average as an indicator for the ensemble average∣∣∣∣∫ x−∞ ρˆn,1(λ) dλ− 1√2pi
∫ x
−∞
e−
λ2
2 dλ
∣∣∣∣ ≤ 1nc(x) or 12nc(x) (4.1.66)
where ρˆn,1(λ) is the spectral density for the relevant ensemble.
This method of averaging did not remove sufficient fluctuations from the related quantities for the
ensembles Hˆ
(inv)
n and Hˆ
(inv,local)
n and any underlining trends were still obscured.
4.2 Spectral degeneracies
The 1-point correlation function (or spectral density) is one of many correlation functions for the
eigenvalues of random matrix ensembles, as seen in Section 2.2. In this section, eigenvalue degeneracies
within the ensembles previously considered will be investigated. This provides an initial step in the
direction of higher correlation functions for the eigenvalues of these ensembles.
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Figure 4.3: The values of Eˆ−1n (x) =
∣∣∣∣ 1s2n ∑s2nk=1 ∫ x+−∞ δ(λ− λk) dλ− 1√2pi ∫ x−∞ e−λ22 dλ
∣∣∣∣−1
against chain length n, for the eigenvalues λk obtained from s = 2
19−n random samples from
the ensemble Hˆn.
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Figure 4.4: The values of Eˆ−1n (x) =
∣∣∣∣ 1s2n ∑s2nk=1 ∫ x+−∞ δ(λ− λk) dλ− 1√2pi ∫ x−∞ e−λ22 dλ
∣∣∣∣−1
against chain length n, for the eigenvalues λk obtained from s = 2
19−n random samples from
the ensemble Hˆ
(local)
n .
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The presence of degeneracies in the spectra of Hamiltonians from Hˆn, Hˆ
(inv)
n and Hˆ
(inv,local)
n
are of particular importance to the applicability of Theorem 10 of Section 3.3 (page 101) and the
interpretation of Theorem 11 of Section 3.4 (page 104). The applicability of Theorem 10 is restricted to
non-degenerate members of the ensemble Hˆn (or Hˆ
(inv)
n ), so an understanding of spectral degeneracies
throughout these ensembles is required. Furthermore, if almost all of the members of Hˆ
(inv)
n and
Hˆ
(inv,local)
n possess a non-degenerate spectrum then Theorem 11 describes the unique eigenstates
(up to phase) of almost all of the members of Hˆ
(inv)
n and Hˆ
(inv,local)
n , so again, an understanding of
spectral degeneracies throughout these ensembles is required.
4.2.1 Non-degeneracy for almost all ensemble members
The first lemma of this section allows the non-degeneracy of almost all members of any ensemble
mentioned above to be deduced from the existence of a single such example from the ensemble in
question.
Lemma 2. Consider the Hermitian matrix
H(α) =
m∑
j=1
αjhj (4.2.1)
for some N ×N Hermitian matrices hj and points α = (α1, . . . , αm) ∈ Rm for some m ∈ N. If there
exists some α0 such that H(α0) has a non-degenerate spectrum then the subset of points α for which
H(α) has a degenerate spectrum has zero Lebesgue measure.
Given a suitable probability measure3 on α, this proof then implies that almost all (with respect
to this probability measure) Hamiltonians H(α) have a non-degenerate spectrum.
Proof.4 Let V be the Vandermonde matrix with Vj,k = λ
k−1
j for the eigenvalues λ1, . . . , λN of H(α)
(which depend of α). By the standard properties of the Vandermonde matrix [50, p.387]
det
1≤j,k≤N
(Vj,k) =
∏
1≤j<k≤N
(λk − λj) (4.2.2)
The determinant of a product of matrices is equal to the product of the determinants of the individual
matrices. Also the determinant of the transpose of a matrix is equal to the determinant of the original.
Therefore
det
1≤j,k≤N
((
V †V
)
j,k
)
=
∏
1≤j<k≤N
(λk − λj)2 (4.2.3)
The elements of V †V are given by
(
V †V
)
j,k
=
n∑
l=1
λj−1l λ
k−1
l =
n∑
l=1
λj+k−2l = Tr
(
Hj+k−2(α)
)
(4.2.4)
3Any probability measure that assigns zero measure to a set with zero Lebesgue measure is appropriate, for example
the Gaussian probability measure seen before.
4Adapted from the proof given by the author in [46] based on discussions with [30].
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Ensemble Number of qubits, n
2 3 4 5 6 7 8 9 10 11 12 13
Hˆn X − X − X − X − X − X −
Hˆ
(local)
n X X X X X X X X X X X X
Hˆ
(inv)
n X − − − − − − − − − − −
Hˆ
(inv,local)
n X X − X X X X X X X X X
Table 4.1: Table showing the ensembles for which an instance was found which possessed
a non-degenerate spectrum (no absolute spacing less than 10−10) from the numerical samples
used in Section 2.3. Such ensembles are marked with ‘X’. Ensembles where this was not the
case are marked with ‘−’.
as the λl are real. By the definition of H(α) and the expansion (4.2.4), the elements of V
†V are
polynomial functions of the variables α1, . . . , αm and therefore f(α) = det1≤j,k≤N
((
V †V
)
j,k
)
is a
polynomial function of the variables α1, . . . , αm.
The function f(α) is zero if and only if at least two eigenvalues of H(α) are equal by (4.2.3).
The zero set of f (the α such that f(α) = 0) therefore coincides with the set of α such that H(α) is
degenerate.
If there exists some α0 such that H(α0) has a non-degenerate spectrum then f(α) is not the zero
polynomial. Its zero set therefore has zero Lebesgue measure. This completes the proof.
4.2.2 The ensembles Hˆn, Hˆ
(local)
n , Hˆ
(inv)
n and Hˆ
(inv,local)
n for 2 ≤ n ≤ 13
For the numerical simulations of Sections 2.3 and 3.2, with the results summarised in Appendix C,
many samples from each of the ensembles Hˆn, Hˆ
(local)
n , Hˆ
(inv)
n and Hˆ
(inv,local)
n were generated. Table
4.1 summarises for which of these ensembles an instance of a non-degenerate Hamiltonian was seen.
Lemma 2 then implies that almost all of the members of the ensembles for which a non-degenerate
Hamiltonian was found, have a non-degenerate spectrum.
4.2.3 The ensemble Hˆ
(local)
n
In order to analytically treat the numerical lack of degeneracies in the ensemble Hˆ
(local)
n , the Hamil-
tonian
H(
jZ)
n =
n∑
j=1
jσ
(3)
j (4.2.5)
where  ∈ R and n ≥ 2, will be analysed. This is a specific member of the ensemble Hˆ(local)n . The
following lemma is needed first:
Lemma 3. The set of values  ∈ R for which H(jZ)n has a degenerate spectrum has Lebesgue measure
zero for all n ∈ N.
By Lemma 2 the following corollary then follows immediately:
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Corollary 4. Almost all members of the ensemble Hˆ
(local)
n have a non-degenerate spectrum for any
value of n = 2, 3, . . . .
The proof of Lemma 3 will now be given:
Proof. The standard basis is defined in Section 1.1.3 to be the n-fold tensor products of the eigenstates
|0〉 (with eigenvalue +1) and |1〉 (with eigenvalue −1), with some fixed phases, of the Pauli matrix
σ(3). That is for the multi-indices x = (x1, . . . , xn) ∈ {0, 1}n, the basis states are given by
|x〉 = |x1〉 ⊗ · · · ⊗ |xn〉 (4.2.6)
The matrices σ
(3)
j for j = 1, . . . , n then, by definition of the tensor product, satisfy
σ
(3)
j |x〉 =
(
I⊗j−12 ⊗ σ(3) ⊗ I⊗n−j2
)
|x1〉 ⊗ · · · ⊗ |xn〉
=
 ⊗
1≤l<j
I2|xl〉
⊗ (σ(3)|xj〉)⊗
 ⊗
j<l≤n
I2|xl〉

= (−1)xj |x〉 (4.2.7)
as σ(3)|xj〉 = (−1)xj |xj〉 by the definition of |xj〉. The eigenvalues of H(
jZ)
n can then be read off from
the eigenvalue equation
H(
jZ)
n |x〉 =
n∑
j=1
jσ
(3)
j |x〉 =
n∑
j=1
j(−1)xj |x〉 (4.2.8)
It is seen that the eigenvalues are degree n polynomial functions of  given by
λx() =
n∑
j=1
j(−1)xj (4.2.9)
These 2n functions are necessarily all unique as at least one coefficient is different between each one,
else the vectors x indexing them would not be unique. The set of points  where any two of these
functions are equal therefore has zero Lebesgue measure. Therefore the set of points  for which
H
(jZ)
n has a degenerate spectrum also has zero Lebesgue measure. This completes the proof.
4.2.4 The ensemble Hˆ
(inv,local)
n for odd prime values of n
In order to analytically treat the numerical lack of degeneracies in the ensemble Hˆ
(inv,local)
n , the
Hamiltonian
H(XY+Z)n =
n∑
j=1
(
σ
(1)
j σ
(2)
j+1 + σ
(3)
j
)
(4.2.10)
where  ∈ R and n is an odd prime, will be used. This is a specific member of the ensemble Hˆ(inv,local)n .
The following lemma is needed first:
Lemma 4. The set of values  ∈ R for which H(XY+Z)n has a degenerate spectrum has Lebesgue
measure zero for all odd prime values of n.
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Figure 4.5: The 27 eigenvalues of H
(XY+Z)
7 for  ∈ [0, 1.5]. For each value of  the 2n
eigenvalues λx are plotted as points (, λx), coloured blue or black for clarity. The eigenvalues
are seen to be non-degenerate for generic values of .
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Figure 4.5 shows the eigenvalues of H
(XY+Z)
7 for  ∈ [0, 1.5]. The uniqueness of the eigenvalues
for almost all values of  in this range is seen.
By Lemma 2 the following corollary then follows immediately:
Corollary 5. Almost all members of the ensemble Hˆ
(inv,local)
n have a non-degenerate spectrum for
all odd prime values of n.
The proof of Lemma 4 will now be given:
Proof.5 Let n be an odd prime. It will be shown that the 2n values
λx =
n∑
j=1
(2xj − 1)
(
µj −
√
2µ2j + 1
)
, µj = sin
(
2pij
n
)
(4.2.11)
for the multi-indices x = (x1, . . . , xn) ∈ {0, 1}n, are all distinct for all real values of  apart from
those chosen from some subset with zero Lebesgue measure:
Linear independence of the {µj}
n−1
2
j=1
First, it will be shown that for odd prime values of n the values {µj}
n−1
2
j=1 are linearly independent
over the integers. Let ω = e
2pi i
n so that
µj = sin
(
2pij
n
)
=
ωj − ω−j
2 i
(4.2.12)
For the arbitrary integers cj , consider the linear combination
∑n−1
2
j=1 cjµj . The expression above for
ω then allows this to be rewritten as
1
2 i
n−1
2∑
j=1
cjω
j − 1
2 i
n−1
2∑
j=1
cjω
−j (4.2.13)
The indices in the second sum may be relabelled by k = n− j so that the sum runs over the indices
k = n+12 , . . . , n − 1. The summand is transformed to cn−kωk−n = cn−kωkω−n = cn−kωk. Therefore
the linear combination considered above is rewritten as
1
2 i
n−1
2∑
j=1
cjω
j − 1
2 i
n−1∑
k=n+12
cn−kωk (4.2.14)
The powers of ω that are not proportional to ω0 = ωn = 1 are linearly independent over the integers
[52, p.12] so that this expression is zero if and only if all the coefficients cj are zero. This implies that
the {µj}
n−1
2
j=1 are linearly independent over the integers.
Expansion of λx() for small 
For small , the values λx() admit the expansion
λx() =
n∑
j=1
(2xj − 1)
(
−1 + µj − 2
µ2j
2
+O
(
4
))
(4.2.15)
5Adapted from the proof given by the author in [46].
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Suppose, for a contradiction, that two eigenvalues are equal in some neighbourhood around  = 0,
that is for x 6= y,
0 = λx()− λy() = −2
n∑
j=1
(xj − yj) + 2
n∑
j=1
µj(xj − yj)− 2
n∑
j=1
µ2j (xj − yj) +O
(
4
)
(4.2.16)
Comparing the 0 coefficient
Comparing the 0 coefficient and setting dj = xj − yj gives
0 =
n∑
j=1
dj (4.2.17)
Comparing the 1 coefficient
Comparing the 1 coefficient gives
0 =
n∑
j=1
µjdj =
n−1
2∑
j=1
µjdj +
n−1∑
j=n+12
µjdj + µndn (4.2.18)
where the right hand side of this expression represents a partitioning of the sum on the left. By the
definition of µj , µn = sin(2pi) = 0. The indices in the second sum on the right hand side of (4.2.18)
may be relabelled by k = n− j so that the sum runs over the indices k = 1, . . . , n−12 . The summand
is transformed to µn−kdn−k = sin
(
2pi(n−k)
n
)
dn−k = sin
(−2pik
n
)
dn−k = −µkdn−k. The equation from
the 1 coefficient then reads
0 =
n−1
2∑
j=1
µjdj −
n−1
2∑
k=1
µkdn−k =
n−1
2∑
j=1
µj(dj − dn−j) (4.2.19)
so that by the linear independence of the {µj}
n−1
2
j=1 over the integers, dj = dn−j for all j = 1, . . . ,
n−1
2 .
In particular, substituting this into the 0 result gives
0 = 2
n−1
2∑
j=1
dj + dn (4.2.20)
from which, since the sum over j on the right hand side is even and the lone term dn is either equal
to −1, 0 or 1, implies that dn = 0.
Comparing the 2 coefficient
Comparing the 2 coefficient gives
0 =
n∑
j=1
µ2jdj =
n−1∑
j=1
µ2jdj =
1
(2 i)2
n−1∑
j=1
(ωj − ω−j)2dj
= −1
4
n−1∑
j=1
ω2jdj − 1
4
n−1∑
j=1
ω−2jdj +
1
4
n−1∑
j=1
2dj (4.2.21)
where the substitution µj =
ωj−ω−j
2 i and dn = 0 has been made and the resulting sum expanded.
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It has already been seen that the third term in the last expression of (4.2.21) is zero from the 0
result with dn = 0. The indices in the second sum in the last expression of (4.2.21) may be relabelled
by k = n− j so that the sum runs over the indices k = 1, . . . , n− 1. The summand is transformed to
ω−2(n−k)dn−k = ω−2nω2kdn−k = ω2kdn−k. The equation for the 2 coefficient then reads
0 = −1
4
n−1∑
j=1
ω2jdj − 1
4
n−1∑
k=1
ω2kdn−k = −1
4
n−1∑
j=1
ω2j(dj + dn−j) (4.2.22)
It is seen that in each term of the right hand side of this expression a different power of ω is
present, and that the power of ω which is proportional to ω0 = ωn = 1 is not. This is seen from
dividing the different powers of ω in the sum into the following two sets{
ω2j | j = 1, . . . , n− 1
2
}
=
{
ω2, ω4, . . . , ωn−1
}
{
ω2j | j = n+ 1
2
, . . . , n− 1
}
=
{
ω1, ω3, . . . , ωn−2
}
(4.2.23)
Now by the linear independence of the powers of ω (not proportional to ω0 = ωn = 1) over the
integers, dj = −dn−j for all j = 1, . . . , n− 1.
The contradiction
It has been seen that dn = 0, dj = dn−j and that dj = −dn−j for all j = 1, . . . , n−12 so that it is
concluded that dj = 0 for all j. That is x = y, a contradiction. Therefore there must exist some
0 ∈ R for which λx(0) 6= λy(0).
Final result
The functions λx() and λy() are analytic and for x 6= y necessarily distinct as there exists some
0 ∈ R such that λx(0) 6= λy(0). The Lebesgue measure of the set of values  such that λx() = λy()
must then be zero. Therefore the values of λx for all x are distinct for all real values of  apart from
those chosen from some subset of R with zero Lebesgue measure.
Lemma 1 of Section 4.1 states that the λx are the eigenvalues of H
(XY+Z)
n , concluding the
proof.
4.2.5 Kramers’ degeneracies in Hn and H
(inv)
n for odd n ≥ 3
Some of the degeneracies seen numerically in samples from the ensembles Hˆn and Hˆ
(inv)
n for odd
values of n are Kramers’ degeneracies. In fact, each member Hn and H
(inv)
n of the ensembles Hˆn
and Hˆ
(inv)
n respectively has at least doubly degenerate eigenvalues for odd values of n ≥ 3. These
degeneracies can be deduced from the symmetry used in the proof of Theorem 10 of Section 3.3 (page
101),
SHn = HnS (4.2.24)
for the Hermitian and unitary matrix S =
∏n
j=1 σ
(2)
j . As will be seen in Section 4.3.2 this symmetry
is an anti-unitary (or time-reversal) symmetry.
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Given that the matrices Hn have this symmetry, their spectrum is assured to be at least doubly
degenerate for odd values of n ≥ 3 as:
Lemma 5 (Kramers’ degeneracy). For odd values of n ≥ 3, every member Hn from the ensemble
Hˆn (and therefore every member H
(inv)
n of the ensemble Hˆ
(inv)
n ) has, at least, doubly degenerate
eigenvalues.
Proof.6 Let |ψ〉 be an eigenstate of Hn with an eigenvalue of λ. As SHn = HnS, it follows that
Hn
(
S|ψ〉
)
= SHn|ψ〉 = λ
(
S|ψ〉
)
(4.2.25)
Since λ is necessarily real as Hn is Hermitian, taking the complex conjugate of this equation yields
that S|ψ〉 is an eigenstate of Hn with eigenvalue λ.
Now the inner-product of S|ψ〉 and |ψ〉 will be calculated. As S†S = I and
SS =
n∏
j=1
σ
(2)
j σ
(2)
j =
n∏
j=1
(−I) = (−1)nI (4.2.26)
it follows that
〈ψ|S|ψ〉 = 〈ψ|S†SS|ψ〉 = (−1)n〈ψ|S†|ψ〉 (4.2.27)
For any vectors |φ1〉 and |φ2〉 in the Hilbert space, a standard property of the complex Euclidean
inner-product is that 〈φ1|φ2〉 = 〈φ2|φ1〉. With |φ1〉 = |ψ〉 and |φ2〉 = S†|ψ〉
〈φ2| =
(
S†|ψ〉
)†
=
(
|ψ〉
)† (
S†
)†
= 〈ψ|S (4.2.28)
and therefore 〈ψ|S†|ψ〉 = 〈ψ|S|ψ〉 = 〈ψ|S|ψ〉.
From (4.2.27) it now follows that
〈ψ|S|ψ〉 = (−1)n〈ψ|S|ψ〉 (4.2.29)
and it is concluded that 〈ψ|S|ψ〉 = 0 for all odd values of n ≥ 3. Hence, |ψ〉 and S|ψ〉 are orthogonal
eigenstates of Hn, both with the eigenvalue λ, for all odd values of n ≥ 3.
4.3 Numerical nearest-neighbour level spacings
The ensembles Hˆn, Hˆ
(local)
n and Hˆ
(inv,local)
n display a variety of nearest-neighbour level spacing statis-
tics closely matching those from the canonical invariant ensembles. In this section the results of
numerical approximations to the nearest-neighbour level spacing distributions for these ensembles are
presented and comments made as to their form in relation to the ensembles’ symmetries.
To observe these spacing distributions, the eigenvalues of samples from each ensemble were rescaled
(unfolded) so that on average they had a constant density on the unit interval [0, 1]. This rescaling of
the eigenvalues removes any effect the original average spectral density has on the spacings, allowing
a more unbiased comparison of the spacings between different ensembles.
6Adapted from the proof given by the author in [45].
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The rescaling was performed by first only considering the eigenvalues in the range [−3, 3] of each of
s sampled matrices from an ensemble. The results of Chapter 2 show this to include the vast majority
of the spectrum, so that this restriction should closely approximate the case if all the eigenvalues were
considered. The averaged proportions, pj , of these eigenvalues in the intervals [xj , xj+1), of equal
length l, for
− 3 = x0 < x1 < · · · < x240 = 3 (4.3.1)
over each of the s samples was then calculated. The eigenvalues λ that fell into the interval [xj , xj+1)
being rescaled to
λ→ pj(λ− xj)
l
+
∑
0≤k<j
pk (4.3.2)
Here the eigenvalue λ has first been shifted by −xj so that it lies in the interval [0, l), then linearly
scaled by
pj
l so that it lies in the interval [0, pj) and then shifted by
∑
0≤k<j pk so that it lies in the
interval  ∑
0≤k<j
pk,
∑
0≤k≤j
pk
 (4.3.3)
The proportion of the scaled eigenvalues in this interval of width pj is then still pj . That is, the
transformed eigenvalues have an approximately constant density on the interval [0, 1), see Figure 4.6.
The differences between consecutive (unfolded and numerically ordered) eigenvalues, for each of
the s Hamiltonians sampled from each ensemble individually, was then calculated and the total set of
s(2n − 1) resulting values scaled to have unit mean. A normalised histogram was then made of these
values. For the ensemble Hˆn, Hˆ
(local)
n and Hˆ
(inv,local)
n these are as follows:
4.3.1 Poisson spacing statistics for Hˆ
(inv,local)
n
The nearest-neighbour level spacing histogram for the unfolded eigenvalues of s = 26 samples from
the ensemble Hˆ
(inv,local)
13 is shown in Figure 4.7. Histograms for n = 2, . . . , 13 are shown in Appendix
C.3 for completeness, with all histograms for n = 5, . . . , 13 displaying similar characteristics.
A close resemblance to the Poisson distribution is seen. This form of spacing statistics is gen-
erally observed for statistically independent points. It is consistent with the geometric symmetry
of the Hamiltonians within the ensemble Hˆ
(inv,local)
n . Each such Hamiltonian commutes with the
translation matrix T that translates the Hamiltonian by one qubit around the ring, see Section 3.1.
The translation matrix has n eigenvalues (the n roots of unity) and therefore each Hamiltonian from
Hˆ
(inv,local)
n is block diagonal with respect to the eigenstates of T . As seen in many examples high-
lighted in Section 1.3, there is generally not expected to be repulsion between the eigenvalues of these
blocks (or subspaces). In effect, eigenvalues from different blocks behave as independent points.
Similar spacing statistics are also seen for the ensemble Hˆ
(JW )
n , see Appendix C.3. Again this is
consistent with all instances of Hˆ
(JW )
n having geometric symmetries, that is the highly degenerate
matrix
∏n
j=1 σ
(3)
j commutes with all such instances.
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Figure 4.6: (Top) Diagrammatic histogram showing the proportions, pj , of eigenvalues in
each of the 9 intervals [xj , xj+1), out of those present in [x0, x9). (Bottom) After unfolding, the
intervals [xj , xj+1) and eigenvalues therein have been linearly transformed to [x
′
j , x
′
j+1) so that
x′j+1 − x′j is equal to pj . Assuming a roughly constant density in each interval, the unfolded
eigenvalues have an approximately constant density on the unit interval [0, 1).
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Figure 4.7: The normalised nearest-neighbour level spacing histogram for Hˆ
(inv,local)
13 . The
spacings used were numerically obtained from each of the unfolded spectra of s = 26 samples
from the ensemble Hˆ
(inv,local)
13 and scaled to have unit mean. The unfolding was with respect to
the average numerical spectral density on the interval [−3, 3] calculated from the same sample.
The dashed line gives the standard Poisson distribution.
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Figure 4.8: The normalised nearest-neighbour level spacing histogram for Hˆ12. The spacings
used were numerically obtained from each of the unfolded spectra of s = 27 samples from the
ensemble Hˆ12 and scaled to have unit mean. The unfolding was with respect to the average
numerical spectral density on the interval [−3, 3] calculated from the same sample. The dashed
line gives the approximate limiting standard GOE (Wigner) nearest-neighbour level spacing
distribution.
4.3.2 Gaussian orthogonal spacing statistics for Hˆn for even values of n
The nearest-neighbour level spacing histogram for the unfolded eigenvalues of s = 27 samples from
the ensemble Hˆ12 is shown in Figure 4.8. Histograms for n = 2, . . . , 13 are shown in Appendix C.3 for
completeness, with all histograms for even values of n = 2, . . . , 12 displaying similar characteristics.
A close resemblance to the approximate limiting standard Gaussian orthogonal (Wigner) spacing
distribution is seen. The slight discrepancy in the numerically generated data from this, closely
matches the true limiting standard GOE nearest-neighbour level spacing distribution [32, p.14].
In Theorem 10 of Section 3.3 (page 101) it was seen that any instance Hn of the ensemble Hˆn, has
the symmetry SHn = HnS for S =
∏n
j=1 σ
(2)
j . To re-express this symmetry let K be the operator that
acts on any vector in the Hilbert space of n qubits by taking the complex conjugate of the coefficients
of that vector expressed in the standard basis (see Section 1.1.3). That is, for the complex coefficients
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cx, arbitrary vector |φ〉 and the standard basis elements |x〉 for the multi-indices x ∈ {0, 1}n,
K|φ〉 = K
∑
x
cx|x〉 =
∑
x
cx|x〉 ≡ |φ〉 (4.3.4)
Here the bar denotes complex conjugation of a complex number, or complex conjugation of the vector
or matrix elements in the standard basis.
The matrix Hn can now be expressed as KHnK. This may be checked by confirming its action
on the arbitrary state |φ〉, that is
KHnK|φ〉 = KHn|φ〉 = Hn|φ〉 = Hn|φ〉 (4.3.5)
Therefore the symmetry SHn = HnS can be rewritten as SHn = KHnKS. As K
2 = I by definition,
this symmetry is then equivalent toKSHn = HnKS, that isHn commutes with the operator Θ = KS.
This operator is anti-unitary by definition, as for arbitrary vectors |φ1〉 and |φ2〉,
(Θ|φ1〉,Θ|φ2〉) = (KS|φ1〉,KS|φ2〉) =
(
S|φ1〉, S|φ2〉
)
= (S|φ1〉, S|φ2〉) = (|φ1〉, |φ2〉) (4.3.6)
for the standard complex Euclidean inner-product denoted (·, ·). This is seen by applying the definition
of K and the unitarity of S which implies that (S|φ1〉, S|φ2〉) = (|φ1〉, |φ2〉).
For even values of n the anti-unitary symmetry Θ then has the property that
Θ2 = KSKS = SS = (−1)nI = I (4.3.7)
as KSK = S as seen similarly to (4.3.5). The presence of GOE nearest-neighbour level spacing
statistics is then consistent with Dyson’s three fold way, that is the presence of this anti-unitary
symmetry which squares to I for all ensemble members.
4.3.3 Gaussian unitary spacing statistics for Hˆ
(local)
n
The nearest-neighbour level spacing histogram for the unfolded eigenvalues of s = 26 samples from
the ensemble Hˆ
(local)
13 is shown in Figure 4.9. Histograms for n = 2, . . . , 13 are shown in Appendix
C.3 for completeness, with all histograms for n = 3, . . . , 13 displaying similar characteristics. A close
resemblance to the approximate limiting standard GUE nearest-neighbour level spacing distribution
is seen.
The presence of the local terms in all most all samples of Hˆ
(local)
n breaks the anti-unitary symmetry
present in samples of Hˆn, discussed in the last section. Therefore the appearance of GUE nearest-
neighbour level spacing statistics is again consistent with Dyson’s three fold way as no symmetries,
apart from the inherent Hermitian symmetry, are present in all most all matrices from Hˆ
(local)
n .
4.3.4 Gaussian symplectic spacing statistics for Hˆn for odd values of n
The nearest-neighbour level spacing histogram for the unfolded eigenvalues of s = 26 samples from
the ensemble Hˆ13 is shown in Figure 4.10. Histograms for n = 2, . . . , 13 are shown in Appendix C.3
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Figure 4.9: The normalised nearest-neighbour level spacing histogram for Hˆ
(local)
13 . The spac-
ings used were numerically obtained from each of the unfolded spectra of s = 26 samples from
the ensemble Hˆ
(local)
13 and scaled to have unit mean. The unfolding was with respect to the
average numerical spectral density on the interval [−3, 3] calculated from the same sample.
The dashed line gives the approximate limiting standard GUE nearest-neighbour level spacing
distribution.
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Figure 4.10: The normalised nearest-neighbour level spacing histogram for Hˆ13. The spacings
used were numerically obtained from each of the unfolded spectra of s = 26 samples from the
ensemble Hˆ13 and scaled to have unit mean. The unfolding was with respect to the average
numerical spectral density on the interval [−3, 3] calculated from the same sample. The dashed
line gives the approximate limiting standard GSE nearest-neighbour level spacing distribution
rescaled to have mean 2 and area 1
2
.
for completeness, with all histograms for odd values of n = 5, . . . , 13 displaying similar characteris-
tics. A close resemblance to the approximate limiting standard GSE nearest-neighbour level spacing
distribution, rescaled to have mean 2 and area 12 , is seen.
As with the even values of n in Section 4.3.2, each member of the ensemble Hˆn has the anti-
unitary symmetry Θ. In the case of odd values of n though, Θ2 = −I, as seen in equation (4.3.7).
The presence of GSE nearest-neighbour level spacing statistics is then consistent with Dyson’s three
fold way, that is the presence of this anti-unitary symmetry which squares to −I for all ensemble
members.
The peak seen at zero also results from this anti-unitary symmetry. Each eigenvalue in the
spectrum of a sample of Hˆn for odd values of n ≥ 3 is at least doubly degenerate as a result. These
are the Kramers’ degeneracies as described in Section 4.2.5.
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4.4 The joint spectral density
In this section a conjecture for the joint spectral density of a large class of Hamiltonians (including
those of the previous non-translationally-invariant qubit chains) will be heuristically outlined.
It has been seen in Section 1.1.4 that any 2n × 2n Hermitian matrix may be parametrised in the
form
4n∑
j=1
αjPj (4.4.1)
for any arbitrary labelling of the 4n Hermitian basis matrices
{Pj | j = 1, . . . , 4n} = {σ(a1) ⊗ · · · ⊗ σ(an) | 0 ≤ a1, . . . , an ≤ 3} (4.4.2)
and 4n real parameters αj for j = 1, . . . , 4
n. Given such a fixed labelling, the basis {Pj} is orthonor-
mal with respect to the scaled Hilbert-Schmidt inner-product (A,B) = 2−n Tr (AB) on Hermitian
matrices. In this section, the ensembles
Hˆ(m)n =
m∑
j=1
αˆjPj αˆj ∼ N
(
0,
1
m
)
i. i.d. (4.4.3)
for m = 1, . . . , 4n will be considered. In particular, this includes the GUE and the ensembles Hˆn and
Hˆ
(local)
n as special cases.
4.4.1 The joint spectral density via the HCIZ integral
The joint spectral density or the 2n-point correlation function, as defined in Section 2.2, of the
ensemble Hˆ
(m)
n is conjectured to be:
Conjecture 1 (Joint spectral density). The joint spectral density, that is the joint probability density
of the eigenvalues or the 2n-point correlation function, ρˆ
(m)
n,2n(λ1, . . . , λ2n) = ρˆ
(m)
n,2n(λ), of the ensemble
Hˆ
(m)
n is
C e−
mλ2
2n+1 ∆2(λ)
∫
R4n−m
det1≤j,k≤2n
(
eiλjµk(β)
)
∆(λ)∆(µ(β))
dβ (4.4.4)
where
C =
2
n4n
2 m
m
2 (2pi)
m
2 i
2n
2
2n!2nm(2pi)
2n
2 (2pi)
4n
2 i
4n
2
∆(λ) =
∏
1≤j<k≤2n
(λk − λj) (4.4.5)
and µ(β) = (µ1(β), . . . , µ2n(β)) are the eigenvalues of the matrix
B =
∑
m<j≤4n
βjPj (4.4.6)
and β is the vector of all the real parameters βj present in B. For m = 4
n, the integral over R0 is
taken as a unit factor.
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4.4.2 Heuristic argument
The m (real) dimensional probability measure on the ensemble Hˆ
(m)
n is explicitly written as the
product of the one dimensional probability measures of the random variables αˆj for 1 ≤ j ≤ m.
Explicitly, for the parameters αj relating to the random variables αˆj , the ensemble’s measure is
written as
dµˆ(m)n (α1, . . . , αm) = C1
m∏
j=1
e−
mα2j
2 dαj , C1 =
(m
2pi
)m
2
(4.4.7)
The heuristic argument will proceed by first embedding this probability measure in the 4n (real)
dimensional space of generic Hermitian matrices, R4n . This embedded probability measure will then
be seen to be equivalent to the probability measure on the Gaussian unitary ensemble multiplied by a
sequence of Dirac delta distributions. To this, the canonical diagonalisation change of variables (see
Section 1.6) may be applied. The unitary (eigenstates) degrees of freedom may then be (heuristically)
integrated out with the application of the Harish-Chandra-Itzykson-Zuber (HCIZ) integral to leave
the conjectured joint distribution of eigenvalues.
Embedding in R4n
For the real parameters αj for m < j ≤ 4n, define the matrix H(¬m)n and probability measure dµˆ(¬m)n
formally by
H(¬m)n =
∑
m<j≤4n
αjPj , dµˆ
(¬m)
n =
∏
m<j≤4n
δ(αj) e
−mα
2
j
2 dαj (4.4.8)
so that with probability one, H
(¬m)
n is the zero matrix, with respect to the measure dµˆ
(¬m)
n . The m
(real) dimensional probability measure dµˆ
(m)
n may be embedded in R4
n
by forming the matrix
H(m+)n = H
(m)
n +H
(¬m)
n (4.4.9)
and for α = (α1, . . . , α4n) the probability measure
dµˆ(m+)n (α) = dµˆ
(m)
n dµˆ
(¬m)
n (4.4.10)
With probability one, the matrix H
(m+)
n and H
(m)
n coincide and share eigenstatistics, with respect to
the measure dµˆ
(m+)
n . The probability measure dµˆ
(m+)
n (α) may be equivalently written as
C1 e
− m
2n+1
Tr
(
H(m+)n
2
) ∏
m<j≤4n
δ
(
1
2n
Tr
(
H(m+)n Pj
))dα (4.4.11)
where Tr
(
H
(m+)
n
2)
= 2n
∑4n
j=1 α
2
j , Tr
(
H
(m+)
n Pj
)
= 2nαj by the orthogonality of the Pj under the
Hilbert-Schmidt inner-product, and where dα = dα1 . . . dα4n .
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Change of variables from α to matrix elements in the standard basis
Any 2n × 2n Hermitian matrix may be parametrised in terms of its elements, in some basis. In
particular, H
(m+)
n may be parametrised in the form
H(m+)n =
2n∑
d=1
hd,dR
(d,d) +
∑
1≤k<l≤2n
hk,lR
(k,l) +
∑
1≤k<l≤2n
h′k,lI
(k,l) (4.4.12)
where the 2n × 2n Hermitian matrices R(d,d), R(k,l) and I(k,l) in this expression have the elements(
R(d,d)
)
a,b
= δa,dδb,d(
R(k,l)
)
a,b
= δa,kδb,l + δa,lδb,k(
I(k,l)
)
a,b
= i δa,kδb,l − i δa,lδb,k (4.4.13)
The corresponding real parameters hd,d, hk,l and h
′
k,l are then given by
hd,d = Tr
(
H(m+)n R
(d,d)
)
=
(
H(m+)n
)
d,d
hk,l =
1
2
Tr
(
H(m+)n R
(k,l)
)
= Re
(
H(m+)n
)
k,l
h′k,l =
1
2
Tr
(
H(m+)n I
(k,l)
)
= Im
(
H(m+)n
)
k,l
(4.4.14)
The change of variables from α = (α1, . . . , α4n) to h (the vector of all the hd,d, hk,l and h
′
k,l) in
the probability measure dµˆ
(m+)
n (α) will now be performed. As R(d,d), R(k,l) and I(k,l) are Hermitian,
they admit the expansion
R(d,d) =
4n∑
j=1
cj,d,dPj , R
(k,l) =
4n∑
j=1
cj,k,lPj , I
(k,l) =
4n∑
j=1
c′j,k,lPj (4.4.15)
for some real parameters cj,d,d, cj,k,l and c
′
j,k,l. Then by definition
hd,d = Tr
(
H(m+)n R
(d,d)
)
=
4n∑
j=1
cj,d,d Tr
(
H(m+)n Pj
)
= 2n
4n∑
j=1
cj,d,dαj
hk,l =
1
2
Tr
(
H(m+)n R
(k,l)
)
=
1
2
4n∑
j=1
cj,k,l Tr
(
H(m+)n Pj
)
= 2n−1
4n∑
j=1
cj,k,lαj
h′k,l =
1
2
Tr
(
H(m+)n I
(k,l)
)
=
1
2
4n∑
j=1
c′j,k,l Tr
(
H(m+)n Pj
)
= 2n−1
4n∑
j=1
c′j,k,lαj (4.4.16)
Therefore the transform α→ h is linear and its Jacobian J is a constant. The transformed probability
measure then reads
JC1 e
− m
2n+1
Tr
(
H(m+)n
2
) ∏
m<j≤4n
δ
(
1
2n
Tr
(
H(m+)n Pj
))dh (4.4.17)
where
dh =
2n∏
d=1
dhd,d
∏
1≤k<l≤2n
dhk,l dh
′
k,l (4.4.18)
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To determine the constant J , the case m = 4n will be considered as the transform, and therefore
J , is independent of m. The resulting probability measure must be normalised, that is
1 =
∫
R4n
JC1 e
− 2n2 Tr
(
H(4
n+)
n
2
)
dh
=
∫
R4n
JC1 e
− 2n2 (
∑2n
d=1 h
2
d,d+2
∑
1≤k<l≤2n(h
2
k,l+h
′
k,l
2)) dh
= J
(
4n
2pi
) 4n
2
(
2pi
2n
) 2n
2
(
2pi
2n+1
) 4n−2n
2
(4.4.19)
by computing the 4n independent Gaussian integrals (see Appendix A.5) and substituting the defini-
tion of C1 from equation (4.4.7). It is then conclude that
J =
1
2n4n
2
n2n
2
1
2
n4n
2 2
4n
2
2
n2n
2 2
2n
2
=
2
4n
2
2
n4n
2 2
2n
2
(4.4.20)
Change of variables from h to spectral parameters
From the canonical case of the GUE described in Section 1.6, the change of variables from h,
considered as the elements of a generic Hermitian matrix, to that of its (unordered) eigenvalues
λ = (λ1, . . . , λ2n) and a unitary matrix U whose columns are corresponding eigenstates, implies the
following volume element transform
dh→ C2∆2(λ)dλdU (4.4.21)
where C2 is some constant, dλ = dλ1, . . .dλ2n and dU is the Haar measure over the unitary group.
As described in Section 1.6, this diagonalisation provides a 4n + 2n real dimensional parametrisation
of the 4n real dimensional space of Hermitian matrices, that is a parametrisation which contains 2n
redundant parameters (eigenstate phases). Further uniform over-coverings of the space of Hermitian
matrices result from other freedoms in the diagonalisation, such as eigenvalue ordering, as described
in Section 1.6.
Writing H
(m+)
n = UΛ(λ)U† for the diagonal matrix Λ(λ) = diag(λ1, . . . , λ2n), the probability
measure dµˆ
(m+)
n is therefore transformed to
JC1C2∆
2(λ) e−
mλ2
2n+1
∏
m<j≤4n
δ
(
1
2n
Tr
(
UΛU†Pj
))
dλdU (4.4.22)
as Tr
(
H
(m+)
n
2)
= λ21 + · · ·+ λ22n ≡ λ2.
The constant C2 can be again determined by considering the case m = 4
n as C2 is independent
of m. In this case the transformed probability measure reads
JC1C2∆
2(λ) e−
2nλ2
2 dλdU (4.4.23)
and C2 should be chosen such that this probability measure is normalised. The integration over U
can be done trivially as dU is a normalised probability measure. A special case of Selberg’s integral,
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Mehta’s integral, can be used to compute the remaining integration. Mehta’s integral [32, p.321]
reads ∫
R2n
e−
λ2
2 ∆2(λ)dλ = (2pi)
2n
2
2n∏
j=1
j! (4.4.24)
Rescaling λ→ 2n2 λ then yields that∫
R2n
e−
2nλ2
2 2
n4n−n2n
2 ∆2(λ)2
n2n
2 dλ = (2pi)
2n
2
2n∏
j=1
j! (4.4.25)
so that the normalisation condition on (4.4.23) reads
1 =
∫
R2n
JC1C2∆
2(λ) e−
2nλ2
2 dλ =
2
4n
2
2
n4n
2 2
2n
2
(
4n
2pi
) 4n
2
C2
(2pi)
2n
2
2
n4n
2
2n∏
j=1
j! (4.4.26)
This fixes C2 to be
C2 =
2
n4n
2 2
2n
2
2
4n
2
2
4n
2 pi
4n
2
2n4n
2
n4n
2
2
2n
2 pi
2n
2
1∏2n
j=1 j!
=
pi
4n
2
pi
2n
2
∏2n
j=1 j!
(4.4.27)
The Harish-Chandra-Itzykson-Zuber (HCIZ) integral
The joint probability measure for the eigenvalues of Hˆ
(m)
n is then given by the marginal distribution
found by integrating over the unitary group (characterising the eigenstates) of the measure in (4.4.22).
To perform this integration the Dirac delta distribution is first formally expressed using the Fourier
identity
δ(x) =
1
2pi
∫
R
ei βx dβ (4.4.28)
so that the probability measure (4.4.22) reads
JC1C2∆
2(λ) e−
mλ2
2n+1
 ∏
m<j≤4n
1
2pi
∫
R
e
i βj
2n Tr(UΛU
†Pj) dβj
dλdU (4.4.29)
Collecting the powers of the exponentials and rescaling βj → 2nβj reduces this to
JC1C2C3∆
2(λ) e−
mλ2
2n+1
∫
R4n−m
ei Tr(UΛU
†B) dβdλdU (4.4.30)
where
C3 =
(
2n
2pi
)4n−m
B = B(β) =
∑
m<j≤4n
βjPj dβ =
∏
m<j≤4n
dβj (4.4.31)
After changing the order of integration (heuristically), the Harish-Chandra-Itzykson-Zuber (HCIZ)
integral can be used to compute the integral of (4.4.30) over the unitary group. For the 2n × 2n
Hermitian matrices X and Y with eigenvalues λ = (λ1, . . . , λ2n) and µ = (µ1, . . . , µ2n) and complex
parameter t 6= 0, the HCIZ integral reads∫
etTr(UXU
†Y ) dU =
det1≤j,k≤2n(etλjµk)
t
4n−2n
2 ∆(λ)∆(µ)
2n−1∏
l=1
l! (4.4.32)
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Setting t = i allows the integration over the unity group of (4.4.30) to be computed. Setting X = Λ
and Y = B, gives the 4n-point correlation function for the ensemble Hˆ
(m)
n as
ρˆ
(m)
n,4n(λ) = C∆
2(λ) e−
mλ2
2n+1
∫
R4n−m
det1≤j,k≤2n(eiλjµk(β))
∆(λ)∆(µ(β))
dβ (4.4.33)
where
C = JC1C2C3
i
2n
2
∏2n−1
l=1 l!
i
4n
2
=
2
4n
2
2
n4n
2 2
2n
2
m
m
2
(2pi)
m
2
pi
4n
2
pi
2n
2
∏2n
j=1 j!
(2pi)m2n4
n
(2pi)4n2nm
i
2n
2
∏2n−1
l=1 l!
i
4n
2
=
2
n4n
2 m
m
2 (2pi)
m
2 i
2n
2
2n!2nm(2pi)
2n
2 (2pi)
4n
2 i
4n
2
(4.4.34)
as claimed (where the integral over R0 is defined to be unity).
4.4.3 Example: The joint spectral density for Hˆ2
To support the previous conjecture, the 1-point correlation function (spectral density) for Hˆ2 will be
calculated in a similar Heuristic manner. By the definition in Section 2.3,
Hˆ2 =
3∑
a,b=1
(
αˆa,b,1σ
(a) ⊗ σ(b) + αˆa,b,2σ(b) ⊗ σ(a)
)
αˆa,b,j ∼ N
(
0,
1
18
)
i. i.d. (4.4.35)
By collecting like terms, this expression can be simplified to
Hˆ2 =
3∑
a,b=1
(αˆa,b,1 + αˆb,a,2)σ
(a) ⊗ σ(b) =
9∑
j=1
αˆjPj (4.4.36)
where αˆ3(b−1)+a = αˆa,b,1 + αˆb,a,2 and P3(b−1)+a = σ(a) ⊗ σ(b). The random variables αˆ3(b−1)+a are
then independent and normally distributed with mean zero and variance of 19 =
1
18 +
1
18 by the
summation properties of independent Gaussian random variables shown in Appendix A.5.
This formulation then exactly matches that of the previous conjecture with Hˆ
(9)
2 ≡ Hˆ2 and with
the Pj as defined above. The joint spectral density is therefore claimed to be equal to
C e−
mλ2
2n+1 ∆(λ)
∫
R4n−m
det1≤j,k≤2n
(
eiλjµk(β)
)
∆(µ(β))
dβ (4.4.37)
where
C =
2
n4n
2 m
m
2 (2pi)
m
2 i
2n
2
2n!2nm(2pi)
2n
2 (2pi)
4n
2 i
4n
2
n = 2 m = 9 (4.4.38)
and where µ(β) = (µ1(β), . . . , µ2n(β)) are the eigenvalues of the matrix
B =
(
β10σ
(1) + β11σ
(2) + β12σ
(3)
)
⊗ I2 + I2 ⊗
(
β13σ
(1) + β14σ
(2) + β15σ
(3)
)
+ β16I4 (4.4.39)
for β = (β10, . . . , β16).
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The eigenvalues of B
To calculate the eigenvalues of B, the eigenvalues of the matrix
β10σ
(1) + β11σ
(2) + β12σ
(3) =
 β12 β10 − iβ11
β10 + iβ11 −β12
 (4.4.40)
will be calculated first. The characteristic polynomial equation in λ for this matrix reads
det
 β12 − λ β10 − iβ11
β10 + iβ11 −β12 − λ
 = (β12 − λ)(−β12 − λ)− (β10 + iβ11)(β10 − iβ11)
= λ2 − β210 − β211 − β212 (4.4.41)
The roots of this equation give the eigenvalues of the preceding matrix as ±
√
β210 + β
2
11 + β
2
12. As
β10σ
(1) + β11σ
(2) + β12σ
(3) is Hermitian the spectral decomposition theorem states that there exists
a 2× 2 unitary matrix U1 such that
U†1
(
β10σ
(1) + β11σ
(2) + β12σ
(3)
)
U1 = Λ1 (4.4.42)
where Λ1 = diag
(√
β210 + β
2
11 + β
2
12,−
√
β210 + β
2
11 + β
2
12
)
. By symmetry there also exists a 2 × 2
unitary matrix U2 such that
U†2
(
β13σ
(1) + β14σ
(2) + β15σ
(3)
)
U2 = Λ2 (4.4.43)
where Λ2 = diag
(√
β213 + β
2
14 + β
2
15,−
√
β213 + β
2
14 + β
2
15
)
.
By the properties of the tensor product stated in Section 1.1.2 it then follows that the unitary
matrix U1 ⊗ U2 diagonalise B as
(U1 ⊗ U2)†B (U1 ⊗ U2) =
(
U†1 ⊗ U†2
)
B (U1 ⊗ U2)
=
(
U†1
(
β10σ
(1) + β11σ
(2) + β12σ
(3)
)
U1
)
⊗
(
U†2U2
)
+
(
U†1U1
)
⊗
(
U†2
(
β13σ
(1) + β14σ
(2) + β15σ
(3)
)
U2
)
+ β16
(
U†1U1
)
⊗
(
U†2U2
)
= Λ1 ⊗ I2 + I2 ⊗ Λ2 + β16I4 (4.4.44)
where by definition
Λ1 ⊗ I2 + I2 ⊗ Λ2 + β16I4 = diag
(√
β210 + β
2
11 + β
2
12 +
√
β213 + β
2
14 + β
2
15 + β16,√
β210 + β
2
11 + β
2
12 −
√
β213 + β
2
14 + β
2
15 + β16,
−
√
β210 + β
2
11 + β
2
12 +
√
β213 + β
2
14 + β
2
15 + β16,
−
√
β210 + β
2
11 + β
2
12 −
√
β213 + β
2
14 + β
2
15 + β16
)
(4.4.45)
By the spectral decomposition theorem these diagonal values are exactly the eigenvalues of B.
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Change of variables to spherical coordinates
To simplify the calculation, some of the integration variables in β can be transformed to spherical
coordinates. Explicitly, the standard spherical transformation will be used,
(β10, β11, β12) ∈ R3 → (r1, θ1, φ1) ∈ [0,∞)× [0, pi)× [0, 2pi)
β10 = r1 sin(θ1) cos(φ1)
β11 = r1 sin(θ1) sin(φ1)
β12 = r1 cos(θ1) (4.4.46)
with the volume element dβ10 dβ11 dβ12 = r
2
1 sin(θ1) d r1 d θ1 dφ1 and identity r
2
1 = β
2
10 + β
2
11 + β
2
12.
The analogous standard spherical transformation
(β13, β14, β15) ∈ R3 → (r2, θ2, φ2) ∈ [0,∞)× [0, pi)× [0, 2pi)
β13 = r2 sin(θ2) cos(φ2)
β14 = r2 sin(θ2) sin(φ2)
β15 = r2 cos(θ2) (4.4.47)
with the volume element dβ13 dβ14 dβ15 = r
2
2 sin(θ2) d r2 d θ2 dφ2 and identity r
2
2 = β
2
13 + β
2
14 + β
2
15
will also be used.
The eigenvalues of B are then given by
µ1 = r1 + r2 + β16 µ2 = r1 − r2 + β16
µ3 = −r1 + r2 + β16 µ4 = −r1 − r2 + β16
(4.4.48)
Rotating r1 and r2
To simplify the calculation further again, r = (r1, r2) is transformed to u = (u1, u2) via the linear
transform u1
u2
 =
1 −1
1 1
r1
r2
 =
r1 − r2
r1 + r2
 (4.4.49)
with the volume element identity
r21r
2
2 d r1 d r2 =
(
u1 + u2
2
)2(
u2 − u1
2
)2
det−1
1 −1
1 1
 du1 du2
=
(u1 + u2)
2(u2 − u1)2
25
du1 du2 (4.4.50)
The eigenvalues of B are now given by
µ1 = u2 + β16 µ2 = u1 + β16
µ3 = −u1 + β16 µ4 = −u2 + β16
(4.4.51)
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Figure 4.11: The domain D = {(r1, r2) | r1, r2 ≥ 0} is shaded in the left graph. The lines
u1 = 0 (u2 axis) and u2 = 0 (u1 axis) are plotted as the dashed lines and orientated so that
u1 increases when either r1 increases or r2 decreases, and u2 increases when either r1 or r2
increase. This is consistent with the transform r → u in the text. The graph on the right is a
rotation of the first. The two definitions of the domain D are seen to be equivalent.
The domain of integration must also be considered for u. The domain of integration D =
{(r1, r2) | r1, r2 ≥ 0} for r is equivalently written as D = {(u1, u2) | u2 ≥ 0, |u1| ≤ u2} in the
variables u. This is seen most simply by studying Figure 4.11.
The Vandermonde determinant
The Vandermonde determinant ∆(µ) will now be calculated. By the definition of ∆(µ) and the values
of µj in (4.4.51)
∆(µ) =
∏
1≤j<k≤4
(µk − µj)
= (−1)6
∏
1≤j<k≤4
(µj − µk)
= (µ1 − µ2)(µ1 − µ3)(µ1 − µ4)(µ2 − µ3)(µ2 − µ4)(µ3 − µ4)
= (u2 − u1)(u2 + u1)(u2 + u2)(u1 + u1)(u1 + u2)(−u1 + u2)
= 22u1u2(u1 + u2)
2(u2 − u1)2 (4.4.52)
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The determinant of phases
The determinant det1≤j<k≤4
(
eiλjµk
)
will now be calculated. By the Leibniz formula for the deter-
minant and the values of µk in (4.4.51)
det
1≤j<k≤4
(
eiλjµk
)
=
∑
τ∈S4
sgn(τ) eiλτ(1)µ1 eiλτ(2)µ2 eiλτ(3)µ3 eiλτ(4)µ4
=
∑
τ∈S4
sgn(τ) eiλτ(1)(u2+β16) eiλτ(2)(u1+β16) eiλτ(3)(−u1+β16) eiλτ(4)(−u2+β16)
=
∑
τ∈S4
sgn(τ) ei β16(λ1+λ2+λ3+λ4) eiu1(λτ(2)−λτ(3)) eiu2(λτ(1)−λτ(4)) (4.4.53)
where S4 is the permutation group on 4 elements and sgn(τ) = ±1 is the sign of the permutation τ .
The permutation group S4 can be split into two sets depending on the sign of each permutation.
Composition by the permutation that swaps the values 1 and 4 (or any two distinct values) forms a
standard bijection between these two sets. Let the set containing permutations with positive sign be
denoted S+4 and with negative sign S−4 . A sum over all S4 can then be represented as a sum over
just the element in S+4 along with the corresponding element in S−4 given by the bijection above.
Therefore, up to the factor ei β16(λ1+λ2+λ3+λ4), det1≤j<k≤4
(
eiλjµk
)
is given by∑
τ∈S+4
eiu1(λτ(2)−λτ(3)) eiu2(λτ(1)−λτ(4))− eiu1(λτ(2)−λτ(3)) eiu2(λτ(4)−λτ(1))
=
∑
τ∈S+4
eiu1(λτ(2)−λτ(3)) 2 i sin
(
u2
(
λτ(1) − λτ(4)
))
(4.4.54)
The summation can be returned to a summation over S4 by the using the same bijection∑
τ∈S+4
eiu1(λτ(2)−λτ(3)) 2 i sin
(
u2
(
λτ(1) − λτ(4)
))
= i
∑
τ∈S+4
eiu1(λτ(2)−λτ(3))
(
sin
(
u2
(
λτ(1) − λτ(4)
))− sin (u2 (λτ(4) − λτ(1))))
= i
∑
τ∈S4
sgn(τ) eiu1(λτ(2)−λτ(3)) sin
(
u2
(
λτ(1) − λτ(4)
))
(4.4.55)
In exactly the same fashion the exponential eiu1(λτ(2)−λτ(3)) may be replaced by i sin(u1(λτ(2)−λτ(3)).
This gives the value of det1≤j<k≤4
(
eiλjµk
)
to be
i2 ei β16(λ1+λ2+λ3+λ4)
∑
τ∈S4
sgn(τ) sin
(
u1
(
λτ(2) − λτ(3)
))
sin
(
u2
(
λτ(1) − λτ(4)
))
(4.4.56)
Combining results
Substituting the results above into expression (4.4.37) for the joint spectral density gives
− C e− mλ
2
2n+1 ∆(λ)
∫
ei β16(λ1+λ2+λ3+λ4)
∑
τ∈S4 sgn(τ) sin
(
u1
(
λτ(2) − λτ(3)
))
sin
(
u2
(
λτ(1) − λτ(4)
))
22u1u2(u1 + u2)2(u2 − u1)2
· (u1 + u2)
2(u2 − u1)2
25
sin(θ1) sin(θ2) du1 du2 d θ1 d θ2 dφ1 dφ2 dβ16 (4.4.57)
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where u1 ∈ [−u2, u2], u2 ∈ [0,∞), θ1, θ2 ∈ [0, pi), φ1, φ2 ∈ [0, 2pi), β16 ∈ (−∞,∞),
C =
2
n4n
2 m
m
2 (2pi)
m
2 i
2n
2
2n!2nm(2pi)
2n
2 (2pi)
4n
2 i
4n
2
n = 2 m = 9 (4.4.58)
Note that the factors (u1 +u2)
2(u2−u1)2 in the numerator and denominator in the previous integral
cancel.
Integrating over the angular parameters
The integration over the parameters θ1 and θ2 in (4.4.57) both given the same results∫ pi
0
sin(θ1) d θ1 =
∫ pi
0
sin(θ2) d θ2 = 2 (4.4.59)
Similarly for the parameters φ1 and φ2∫ 2pi
0
dφ1 =
∫ 2pi
0
dφ2 = 2pi (4.4.60)
This results in the integration over the angular parameters contributing a factor of 24pi2.
Integrating over β16
The integration over β16 in (4.4.57) formally yields the Dirac delta distribution∫ ∞
−∞
ei β16(λ1+λ2+λ3+λ4) dβ16 = 2piδ(λ1 + λ2 + λ3 + λ4) (4.4.61)
Integrating over u
The integration over u = (u1, u2) in (4.4.57) reads∫ ∞
0
∫ u2
−u2
∑
τ∈S4 sgn(τ) sin
(
u1
(
λτ(2) − λτ(3)
))
sin
(
u2
(
λτ(1) − λτ(4)
))
u1u2
du1 du2 (4.4.62)
The integrand is invariant under both the transformations u1 → −u1 and u2 → −u2 separately as
the integrand is an even function in each of these variables. It is also invariant under the interchange
of u1 and u2 as this amounts to permuting the indices j = 1, 2, 3, 4 corresponding to λτ(j) so that
1 and 2 are swapped and 3 and 4 are swapped in each term above. This is an even (sgn = +1)
permutation in the group S4 so that the terms in the sum over S4 are transformed onto themselves
(the composition of τ by the even permutation (1↔ 2, 3↔ 4) results in a further even permutation).
Therefore the integrand is symmetric in the lines u1 = ±u2, u1 = 0 and u2 = 0, see Figure 4.12.
The integration over u can then equivalently be taken over the domain u1, u2 ∈ [0,∞). This allows
the integrals with respect to u1 and u2 to be performed separately. They are in fact the (improper)
Dirichlet integrals which are formally computed as∫ ∞
0
sin
(
u1
(
λτ(2) − λτ(3)
))
u1
du1 =
pi
2
sgn
(
λτ(2) − λτ(3)
)
∫ ∞
0
sin
(
u2
(
λτ(1) − λτ(4)
))
u2
du2 =
pi
2
sgn
(
λτ(1) − λτ(4)
)
(4.4.63)
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Figure 4.12: For some suitable integrand f(u1, u2) with symmetries f(u1, u2) = f(−u1, u2) =
f(u1,−u2) = f(u2, u1) the integral over any of the domains D1, . . . , D8 is identical. This is
seen by reflection in the axes and lines u1 = ±u2. In particular the integral over D2 ∪ D3 is
equal to that over D1 ∪D2.
Final result
Collecting all of the result above yields that the joint spectral density ρˆ2,4, or 4-point correlation
function, for the ensemble Hˆ2 is given by
CC5 e
− mλ2
2n+1 ∆(λ)δ (λ1 + λ2 + λ3 + λ4)
∑
τ∈S4
sgn(τ) sgn
(
λτ(2) − λτ(3)
)
sgn
(
λτ(1) − λτ(4)
)
(4.4.64)
where
C =
2
n4n
2 m
m
2 (2pi)
m
2 i
2n
2
2n!2nm(2pi)
2n
2 (2pi)
4n
2 i
4n
2
C5 = − 1
22
1
25
24pi22pi
pi2
22
= −pi
5
24
(4.4.65)
n = 2 and m = 9.
4.4.4 Example: The 1-point correlation function for Hˆ2
The 1-point correlation function (spectral density) for Hˆ2 is, by definition,
ρˆ2,1(λ) =
∫
R3
ρˆ2,4(λ, λ2, λ3, λ4) dλ2 dλ3 dλ4 (4.4.66)
Using the conjectured expression (4.4.64) for ρˆ2,4, one of the integrations here becomes trivial due to
the presence of the delta factor δ (λ, λ2, λ3, λ4). For the remaining two dimensional integral, numerical
methods are resorted to.
To simplify this numerical integration note that many of the 4! terms in the sum in the conjectured
expression for ρˆ2,4 are identical. These values are listed in Table 4.2. With this simplification, the two
dimensional integral was then computed using the software package Maple17. The resulting function
ρˆ2,1(λ) is overlaid in Figure 4.13.
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Figure 4.13: The normalised spectral histogram for Hˆ2. The spectra used were numerically
obtained from each of s = 217 samples of Hˆ2. The 1-point correlation function ρˆ2,1(λ) found
from the conjectured expression for the joint spectral density is overlaid (smooth curve).
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Sign Summand Equivalent expressions
+ sgn (λ1 − λ2) sgn (λ3 − λ4)
sgn (λ1 − λ2) sgn (λ3 − λ4)
− sgn (λ2 − λ1) sgn (λ3 − λ4)
+ sgn (λ2 − λ1) sgn (λ4 − λ3)
− sgn (λ1 − λ2) sgn (λ4 − λ3)
+ sgn (λ3 − λ4) sgn (λ1 − λ2)
− sgn (λ4 − λ3) sgn (λ1 − λ2)
+ sgn (λ4 − λ3) sgn (λ2 − λ1)
− sgn (λ3 − λ4) sgn (λ2 − λ1)
+ sgn (λ1 − λ3) sgn (λ4 − λ2)
sgn (λ1 − λ3) sgn (λ4 − λ2)
− sgn (λ3 − λ1) sgn (λ4 − λ2)
+ sgn (λ3 − λ1) sgn (λ2 − λ4)
− sgn (λ1 − λ3) sgn (λ2 − λ4)
+ sgn (λ4 − λ2) sgn (λ1 − λ3)
− sgn (λ2 − λ4) sgn (λ1 − λ3)
+ sgn (λ2 − λ4) sgn (λ3 − λ1)
− sgn (λ4 − λ2) sgn (λ3 − λ1)
+ sgn (λ1 − λ4) sgn (λ2 − λ3)
sgn (λ1 − λ4) sgn (λ2 − λ3)
− sgn (λ4 − λ1) sgn (λ2 − λ3)
+ sgn (λ4 − λ1) sgn (λ3 − λ2)
− sgn (λ1 − λ4) sgn (λ3 − λ2)
+ sgn (λ2 − λ3) sgn (λ1 − λ4)
− sgn (λ3 − λ2) sgn (λ1 − λ4)
+ sgn (λ3 − λ2) sgn (λ4 − λ1)
− sgn (λ2 − λ3) sgn (λ4 − λ1)
Table 4.2: The 4! summands in the sum over the permutation group S4 present in the conjec-
tured joint probability measure for the eigenvalues of Hˆ2 (4.4.64). Each summand is listed with
the sign of the associated permutation and grouped into three groups correspond to equivalent
expressions.
This function may be compared against the results of a numerical simulation. The normalised
spectral histogram, obtained from s = 217 samples from the ensemble Hˆ2, generated following the
methodology outlined in Section 2.3, is also shown in Figure 4.13. A good agreement is seen between
the histogram and the density ρˆ2,1 calculated from the conjectured expression for ρˆ2,4.
4.4.5 Example: The 2-point correlation function for Hˆ2
The 2-point correlation function for Hˆ2 is, by definition,
ρˆ2,2(λ1, λ2) =
∫
R2
ρˆ2,4(λ1, λ2, λ3, λ4) dλ3 dλ4 (4.4.67)
Again using the conjectured expression (4.4.64) for ρˆ2,4, one of the integrations here becomes trivial
due to the presence of the delta factor δ (λ1, λ2, λ3, λ4). For the one dimensional integral remaining,
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Figure 4.14: The averaged histogram of the 2-point correlation function ρˆ2,2(λ, 0) over s = 2
17
samples of Hˆ2 with one eigenvalue λ such that |λ| < 0.01. The two-point correlation function
ρˆ2,2(λ, 0) found from the conjectured expression for the joint spectral density is overlaid (smooth
curve).
numerical methods are again resorted to in exactly the same fashion as for the 1-point correlation
function. This numerically calculated function is overlaid in Figure 4.14.
This function may also be compared against a numerical simulation of the ensemble Hˆ2. Random
instances of Hˆ2 were taken until s = 2
17 were found with at least one eigenvalue λ such that |λ| <
0.01. For each such instance, the distances from the eigenvalue closest to zero to all the other
eigenvalues were calculated. A histogram of all these distances from each sample was then made. As
the probability measure of Hˆ2 is symmetric under Hˆ2 → −Hˆ2, ρˆ2,2(λ, 0) must be an even function of
λ, therefore the values ρˆ2,2(λ, 0) were then replaced by
1
2 (ρˆ2,2(λ, 0) + ρˆ2,2(−λ, 0)) in this histogram
to provided further smoothing of statistical fluctuations.
As ρˆ2,2(λ, 0) must by definition have the normalisation∫
R
ρˆ2,2(λ, 0) dλ =
∫
R3
ρˆ2,4(λ, 0, λ3, λ4) dλ dλ3 dλ4 = ρˆ2,1(0) (4.4.68)
the resulting averaged histogram was normalised to the value of ρˆ2,1(0) ≈ 0.266 calculated from the
results of the last section. The resulting histogram is shown in Figure 4.14 and a strong agreement
with ρˆ2,2, calculated from the conjectured expression for ρˆ2,4, is seen.
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Figure 4.15: The plot of the function
ρˆ2,2(λ,0)
λ
for λ = 1
x
and x ∈ [4, 45], derived from the
conjectured expression for the joint spectral density.
Furthermore the linearity of the expression for ρˆ2,2(λ, 0) for small values of λ can be numerically
verified. Figure 4.15 plots the values
ρˆ2,2(λ, 0)
λ
(4.4.69)
evaluated at λ = 1x , derived from the conjectured expression for the joint spectral density. The values
plotted conceivably tend to some finite value, providing numerical evidence that ρˆ2,2(λ, 0) = O(λ) as
λ→ 0. This corresponds to the linear repulsion of the eigenvalues for Hˆ2 already observed numerically,
see Section 4.3 and Appendix C.3.
4.5 Tightness of the reduced eigenstate purity bounds
In this section it will be shown in some cases and conjectured in others that the bound given in
Theorem 11 of Section 3.4 (page 104) is asymptotically tight, that is linear in 1n , for different values
of l. To do this, the joint eigenstates of the translation matrix T and a specific Hamiltonian, H
(Z)
n =∑n
j=1 σ
(3)
j , will be constructed in Section 4.5.1. In Section 4.5.2, it will be seen that the bound given
by Theorem 11 is asymptotically tight for l = 1. Sections 4.5.3 and 4.5.4 then give the results of
numerical calculations which provide evidence that this is also the case for other vales of l.
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Note that H
(Z)
n has a highly non-degenerate spectrum, so that within each (large) eigensubspace
it is not surprising that the bounds given in Theorem 11 can be satisfied. However, without further
assumption, this still shows the tightness of Theorem 11, even if this tightness does not extend to
the more interesting translationally-invariant nearest-neighbour Hamiltonians with non-degenerate
spectra.
4.5.1 Joint eigenstates of H
(Z)
n and the translation matrix
The task of this section will be to find a basis of the translation matrix T (see Section 3.1) and the
Hamiltonian
H(Z)n =
n∑
j=1
σ
(3)
j (4.5.1)
To this end, let the n× n unitary matrices U and V have the elements
Uj,k =
1√
n
ωkj Vj,k =
1√
n
ωkj− 12 (4.5.2)
where ωj = e
2pi i j
n . The calculation in Appendix A.4 confirms that U and V are unitary. These unitary
matrices represent the discrete Fourier transform with even and odd periodic boundary conditions
respectively [50, p.389].
The Fermi matrices aˇj and aˇ
†
j for j = 1, . . . , n defined by the Jordan-Wigner transform (see
Appendix B) read
aˇj =
 ∏
1≤l<j
σ
(3)
l
Sj with aˇ†j =
 ∏
1≤l<j
σ
(3)
l
S†j (4.5.3)
where
Sj =
σ
(1)
j + iσ
(2)
j
2
with S†j =
σ
(1)
j − iσ(2)j
2
(4.5.4)
As U and V are unitary, the Fermi matrices bˇj and bˇ
†
j and cˇj and cˇ
†
j can be defined to be bˇ
bˇ
′
 =
U 0
0 U
 aˇ
aˇ′
  cˇ
cˇ′
 =
V 0
0 V
 aˇ
aˇ′
 (4.5.5)
by Appendix B.5. Here, aˇ represents the column vector with entries aˇ1, . . . , aˇn and aˇ
′ represents the
column vector with entries aˇ†1, . . . , aˇ
†
n. The vectors bˇ, bˇ
′
, cˇ and cˇ′ are defined similarly.
The following lemma now constructs a basis of joint eigenstates of the Hamiltonian H
(Z)
n and the
translation matrix T :
Lemma 6. For the multi-indices x = (x1, . . . , xn) ∈ {0, 1}n, the states
|x〉t =

(
bˇ†1
)x1
. . .
(
bˇ†n
)xn |0〉 if s = ∑nj=1 xj is odd(
cˇ†1
)x1
. . .
(
cˇ†n
)xn |0〉 if s = ∑nj=1 xj is even (4.5.6)
form an orthonormal basis of
(
C2
)⊗n
and are joint eigenstates of the Hamiltonian H
(Z)
n and the
translation matrix T of Section 3.1. The state |0〉 here is the member of the standard basis (see
Section 1.1.3) indexed by the zero vector.
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Proof. The proof will be split into three parts. First the states |x〉t will be shown to be eigenstates
of the Hamiltonian H
(Z)
n , then shown to be orthonormal and finally shown to be eigenstates of the
translation matrix T :
The states |x〉t as eigenstates of H(Z)n
By the definition of the Fermi matrices bˇj and bˇ
†
j it is seen that(
bˇ†1
)x1
. . .
(
bˇ†n
)xn |0〉 = 1
n
s
2nn−s
n∑
k1,...,kn=1
(
ωk11
)x1
. . .
(
ωknn
)xn(
aˇ†k1
)x1
. . .
(
aˇ†kn
)xn |0〉 (4.5.7)
for the value of s =
∑n
j=1 xj depending on the state |x〉t under consideration. Let l1, . . . , ls denote
the positions of the non-zero elements in the index vector x. By the canonical commutation relations
for Fermi matrices, aˇ†j aˇ
†
j = 0 so that the terms in which any of the indices kl1 , . . . , kls are not distinct,
are zero. Therefore, upon relabelling kl1 → k1, . . . , kls → ks and summing over the remaining n − s
indices, the last expression can be rewritten as(
bˇ†1
)x1
. . .
(
bˇ†n
)xn |0〉 = 1
n
s
2
n∑
k1,...,ks=1
distinct
ωk1l1 . . . ω
ks
ls
aˇ†k1 . . . aˇ
†
ks
|0〉 (4.5.8)
For the standard basis elements |0〉 and |1〉 of C2 (eigenstates of σ(3), see Section 1.1.3) it follows
from definition that
S†|0〉 ≡ σ
(1) − iσ(2)
2
|0〉 = |1〉 − i
2 |1〉
2
= |1〉 (4.5.9)
Then as σ(3)|y〉 = (−1)y|y〉 for y = 0, 1, it follows from the definition of aˇ†j that for a multi-index
y ∈ {0, 1}n with yj = 0
aˇ†j |y〉 =
 ∏
1≤l<j
σ
(3)
l
S†j (|y1〉 ⊗ · · · ⊗ |yn〉) = ∏
1≤l<j
(−1)yl |z〉 (4.5.10)
where z is the multi-index formed from y by setting the jth entry to 1.
The states aˇ†k1 . . . aˇ
†
ks
|0〉 in (4.5.8) are therefore each proportional to a standard basis vector |y〉
such that y contains exactly s non-zero elements, that is
∑n
j=1 yj = s. Now by the definition of such
a standard basis element |y〉 with ∑nj=1 yj = s and the identity σ(3)|y〉 = (−1)y|y〉 = (1− 2y)|y〉 for
y = 0, 1, the following eigenvalue equation holds
H(Z)n |y〉 =
n∑
j=1
σ
(3)
j |y〉 =
n∑
j=1
(1− 2yj)|y〉 = (n− 2s)|y〉 (4.5.11)
which implies that |y〉 is an eigenstate of H(Z)n with eigenvalue n − 2s. Therefore each term on
the right hand side of (4.5.8) is an eigenstate of H
(Z)
n with eigenvalue n − 2s, which implies that(
bˇ†1
)x1
. . .
(
bˇ†n
)xn |0〉 also is.
An analogous argument holds for the states(
cˇ†1
)x1
. . .
(
cˇ†n
)xn |0〉 = 1
n
s
2
n∑
k1,...,ks=1
distinct
ωk1
l1− 12
. . . ωks
ls− 12
aˇ†k1 . . . aˇ
†
ks
|0〉 (4.5.12)
159
CHAPTER 4. EIGENSTATISTICS FOR FINITE LENGTH CHAINS
Orthonormality of the states |x〉t
Similarly to before, the standard basis elements |0〉 and |1〉 of C2 satisfy
S|0〉 ≡ σ
(1) + iσ(2)
2
|0〉 = |1〉+ i
2 |1〉
2
= 0 (4.5.13)
It then follows that for all j = 1, . . . , n
aˇj |0〉 =
 ∏
1≤l<j
σ
(3)
l
Sj(|0〉 ⊗ · · · ⊗ |0〉)
=
 ⊗
1≤l<j
σ(3)|0〉
⊗ S|0〉 ⊗
 ⊗
j<l≤n
|0〉

= 0 (4.5.14)
so that bˇj |0〉 = 0 for all j = 1, . . . , n by the expansion of bˇj in terms of the aˇj in (4.5.8). The states(
bˇ†1
)x1
. . .
(
bˇ†n
)xn |0〉 for all x therefore form a complete orthonormal basis of the Hilbert space, see
Appendix B.3. Similarly the states
(
cˇ†1
)x1
. . .
(
cˇ†n
)xn |0〉 for all x also form a complete orthonormal
basis by the same reasoning.
As states |x〉t for even and odd values of s correspond to different eigenvalues of the Hamiltonian
H
(Z)
n (it has just been seen that they have eigenvalues of n−2s) they must be orthogonal. Hence, the
states |x〉t are all orthogonal. Since there are 2n orthogonal states |x〉t, they form an orthonormal
basis of the Hilbert space.
The states |x〉t as eigenstates of T
It will now be shown that the |x〉t are eigenstates of the translation matrix T . It has already been
seen that (
bˇ†1
)x1
. . .
(
bˇ†n
)xn |0〉 = 1
n
s
2
n∑
k1,...,ks=1
distinct
ωk1l1 . . . ω
ks
ls
aˇ†k1 . . . aˇ
†
ks
|0〉 (4.5.15)
in (4.5.8). Applying T to this state yields
1
n
s
2
n∑
k1,...,ks=1
distinct
ωk1l1 . . . ω
ks
ls
(
T aˇ†k1T
†
)
. . .
(
T aˇ†ksT
†
)
|0〉 (4.5.16)
where the additional occurrences of T and T † in this expression are seen to cancel as the state |0〉 is
an eigenstates of T with eigenvalue 1 and as T is unitary so that T †T = I.
For k = 1, . . . , n− 1, the conjugation of aˇ†k by T gives, by the definition of the aˇ†k and action of T ,
T aˇ†kT
† = T
 ∏
1≤l<k
σ
(3)
l
S†kT † =
 ∏
1≤l<k
σ
(3)
l+1
S†k+1 = σ(3)1 aˇ†k+1 (4.5.17)
whereas for k = n
T aˇ†nT
† = T
 ∏
1≤l<n
σ
(3)
l
S†nT † =
 ∏
1≤l<n
σ
(3)
l+1
S†1 =
(
n∏
l=2
σ
(3)
l
)
aˇ†1 (4.5.18)
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Terms in (4.5.16) for which none of the indices k1, . . . , ks are equal to n are then equal to
1
n
s
2
ωk1l1 . . . ω
ks
ls
(
σ
(3)
1 aˇ
†
k1+1
)
. . .
(
σ
(3)
1 aˇ
†
ks+1
)
|0〉 (4.5.19)
In this expression, all the σ
(3)
1 factors commute with the aˇ
†
km+1
factors for m = 1, . . . , s by their
definitions (they both act as σ(3) on the first qubit). Therefore, the σ
(3)
1 factors can be applied to |0〉
first, each giving |0〉 as σ(3)|0〉 = |0〉, resulting in the term 1
n
s
2
ωk1l1 . . . ω
ks
ls
aˇ†k1+1 . . . aˇ
†
ks+1
|0〉.
The remaining terms in (4.5.16) have exactly one index equal to n. Let this index be km for a
particular value of m = 1, . . . , s. These terms are then equal to
1
n
s
2
ωk1l1 . . . ω
ks
ls
 ∏
1≤j<m
σ
(3)
1 aˇ
†
kj+1
(( n∏
l=2
σ
(3)
l
)
aˇ†1
) ∏
m<j≤s
σ
(3)
1 aˇ
†
kj+1
 |0〉 (4.5.20)
Here the factor
(∏n
l=2 σ
(3)
l
)
anti-commutes with all the aˇ†kj+1 to its right (not the aˇ
†
1) and each σ
(3)
1
to the left of aˇ†1 anti-commutes with aˇ
†
1. So moving all the factors σ
(3)
1 and
∏n
l=2 σ
(3)
l towards the |0〉
results in an overall sign of (−1)s−1. This results in the term (−1)s−1 1
n
s
2
ωk1l1 . . . ω
ks
ls
aˇ†k1+1 . . . aˇ
†
ks+1
|0〉
where aˇ†n+1 is identified with aˇ
†
1.
For odd values of s, both these cases (for values of k1, . . . , ks with either one or no values of n
present) can be combined to give
T |x〉t = 1
n
s
2
n∑
k1,...,ks=1
distinct
ωk1l1 . . . ω
ks
ls
aˇ†k1+1 . . . aˇ
†
ks+1
|0〉 (4.5.21)
Relabelling k1 → k1 − 1, . . . , ks → ks − 1 transforms this to
1
n
s
2
n+1∑
k1,...,ks=2
distinct
ωk1−1l1 . . . ω
ks−1
ls
aˇ†k1 . . . aˇ
†
ks
|0〉 (4.5.22)
For the terms in which one index is equal to n+ 1, this index value can be replaced with the value 1
as ωnl = ω
0
l = 1, and aˇ
†
n+1 ≡ aˇ†1, which gives
1
n
s
2
n∑
k1,...,ks=1
distinct
ωk1−1l1 . . . ω
ks−1
ls
aˇ†k1 . . . aˇ
†
ks
|0〉 (4.5.23)
This is precisely ω−1l1 . . . ω
−1
ls
|x〉t so that |x〉t is indeed an eigenstate of the translation matrix T for
odd values of s.
An analogous procedure may be applied in the case of even values of s for the states
|x〉t =
(
cˇ†1
)x1
. . .
(
cˇ†n
)xn |0〉 = 1
n
s
2
n∑
k1,...,ks=1
distinct
ωk1
l1− 12
. . . ωks
ls− 12
aˇ†k1 . . . aˇ
†
ks
|0〉 (4.5.24)
Here the identification aˇ†n+1 ≡ −aˇ†1 should be made so that the sign (−1)s−1 = −1 is incorporated
into the argument. That is, following the procedure as in the case of odd values of s,
T |x〉t = 1
n
s
2
n∑
k1,...,ks=1
distinct
ωk1
l1− 12
. . . ωks
ls− 12
aˇ†k1+1 . . . aˇ
†
ks+1
|0〉 (4.5.25)
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Relabelling k1 → k1 − 1, . . . , ks → ks − 1 transforms this to
1
n
s
2
n+1∑
k1,...,ks=2
distinct
ωk1−1
l1− 12
. . . ωks−1
ls− 12
aˇ†k1 . . . aˇ
†
ks
|0〉 (4.5.26)
For the terms in which one index is equal to n+ 1, this index value can be replaced with the value 1
as
ωnl− 12 = e
2pi i
n n(l− 12 ) = e2pi i l e−pi i = −1 = −ω0l− 12 (4.5.27)
and aˇ†n+1 ≡ −aˇ†1 which gives
1
n
s
2
n∑
k1,...,ks=1
distinct
ωk1−1
l1− 12
. . . ωks−1
ls− 12
aˇ†k1 . . . aˇ
†
ks
|0〉 (4.5.28)
This is precisely ω−1
l1− 12
. . . ω−1
ls− 12
|x〉t so that |x〉t is indeed an eigenstate of the translation matrix T
for even values of s.
This concludes the proof.
4.5.2 Asymptotic tightness of the purity bound for l = 1
The average (over all eigenstates) reduced eigenstate purity on a single qubit for the joint eigenstates
of the Hamiltonian H
(Z)
n and the translation matrix T will be analytically calculated in this section
for all values of n ≥ 2. This will provide an explicit example for which the bound on this quantity,
given in Theorem 11 of Section 3.4 (page 104), is asymptotically tight, that is linear in 1n .
The following lemma gives this:
Lemma 7. The joint eigenstates of the Hamiltonian H
(Z)
n and the translation matrix T , given in
Lemma 6 and denoted by |x〉t, satisfy the following equation
1
2n
∑
x
Tr
(
ρ21,x
)
=
1
2
+
1
2n
(4.5.29)
for n = 2, 3, . . . , where ρ1,x are the reduced density matrices on the single qubit labelled 1 of the
eigenstates |x〉t and the sum is over all of the 2n multi-indices x ∈ {0, 1}n.
Before the proof of this lemma is given, the values of the average purity it provides will be
compared against that numerically obtained from the samples of the ensemble Hˆ
(inv,local)
n generated
for the previous chapters, and the analytic bound given by Theorem 11.
For this comparison, the values of
En,1 =
1
2n
∑
x
Tr
(
ρ21,x
)− 1
21
(4.5.30)
where ρ1,x are the reduced density matrices, on the qubit labelled 1, of the eigenstates |x〉t or of the
eigenstates of samples7 of the ensemble Hˆ
(inv,local)
n , will be considered. The values of E
−1
n,1 are plotted
7All the matrices sampled from Hˆ
(inv,local)
n for n = 2, 3 and n = 5, . . . , 13 had non-degenerate spectra so that their
unique eigenstates (up to phase) are also eigenstates of the translation matrix T .
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Figure 4.16: (Solid line) The values of E−1n,1 =
(
1
2n
∑
x Tr
(
ρ21,x
)− 1
21
)−1
against n = 2, . . . , 32,
where ρ1,x are the reduced density matrices on the qubit labelled 1 of the joint eigenstates |x〉t
of the translation matrix T and spin chain Hamiltonian H
(Z)
n . (Crosses) The same values for
26 of the matrices sampled from the ensemble Hˆ
(inv,local)
n in Section 3.2 for various values of n.
The n = 4 values for Hˆ
(inv,local)
n are not included due to the presence of degenerate eigenvalues.
The bound from Theorem 11 of Section 3.4 is given by the dashed line.
against n in Figure 4.16. Here it is seen that for all the values of E−1n,1 considered, the bound
En,1 ≤ 2
1
n
⇐⇒ 1
En,1
≥ n
21
(4.5.31)
from Theorem 11 is satisfied, although it seems not to be optimal for these cases. Furthermore, for
many members of the ensemble Hˆ
(inv,local)
n the values of En,1 could conceivably satisfy an exponential
bound of the form
En,1 ≤ 1
C2n
⇐⇒ 1
En,1
≥ C2n (4.5.32)
for some constant C.
The proof of Lemma 7 will now be given:
Proof. As derived in the proof of Theorem 11, the reduced density matrix of an eigenstate |x〉t on
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the qubit labelled 1 is given by
ρ1,x =
1
21
3∑
a=0
t〈x|σ(a)1 |x〉tσ(a) (4.5.33)
The qubit labelled 1 here is not special. By the translational symmetry of |x〉t the corresponding
expressions for any single qubit are equivalent. That is, as T−1|x〉t = e− i θx |x〉t for some θx ∈ [0, pi),
t〈x|σ(a)j |x〉t = t〈x|T jσ(1)1 T−j |x〉t = t〈x|σ(1)1 |x〉t (4.5.34)
The value of t〈x|σ(a)1 |x〉t for a = 0, 1, 2, 3
The value of t〈x|σ(a)1 |x〉t will now be explicitly calculated. The value of t〈x|σ(0)1 |x〉t = t〈x|x〉t is
trivially 1 as |x〉t is a normalised state.
The calculations in Appendix B.2 allows σ
(a)
1 , for a = 1, 2, 3, to be expressed in terms of the Fermi
matrices aˇj and aˇ
†
j defined therein as
σ
(1)
1 = aˇ1 + aˇ
†
1
σ
(2)
1 = − i aˇ1 + i aˇ†1
σ
(3)
1 = aˇ1aˇ
†
1 − aˇ†1aˇ1 (4.5.35)
These quantities can then be expressed in terms of the Fermi matrices bˇj and bˇ
†
j defined in equation
(4.5.5) as
σ
(1)
1 =
1√
n
n∑
j=1
(
ω−1j bˇj + ω
1
j bˇ
†
j
)
σ
(2)
1 =
− i√
n
n∑
j=1
(
ω−1j bˇj − ω1j bˇ†j
)
σ
(3)
1 =
1
n
n∑
j,k=1
(
ω−1j ω
1
k bˇj bˇ
†
k − ω1jω−1k bˇ†j bˇk
)
(4.5.36)
The standard properties of Fermi matrices bˇj and bˇ
†
j acting on the orthonormal Fermi basis |x〉bˇ =(
bˇ†1
)
. . .
(
bˇ†n
)
|0〉 yield that
bˇ〈x|bˇj |x〉bˇ = bˇ〈x|bˇ†j |x〉bˇ = 0
bˇ〈x|bˇj bˇ†k|x〉bˇ = δj,k(1− xj)
bˇ〈x|bˇ†j bˇk|x〉bˇ = δj,kxj (4.5.37)
as shown in Appendix B.4.
It now follows from these identities that bˇ〈x|σ(1)1 |x〉bˇ = bˇ〈x|σ(2)1 |x〉bˇ = 0 and that
bˇ〈x|σ(3)1 |x〉bˇ =
1
n
n∑
j=1
(
ω−1j ω
1
j (1− xj)− ω1jω−1j xj
)
=
1
n
n∑
j=1
(1− 2xj) = 1− 2s
n
(4.5.38)
where s =
∑n
j=1 xj .
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An analogous procedure may be used for the Fermi matrices cˇj and cˇ
†
j which yields that
σ
(1)
1 =
1√
n
n∑
j=1
(
ω−1
j− 12
cˇj + ω
1
j− 12 cˇ
†
j
)
σ
(2)
1 =
− i√
n
n∑
j=1
(
ω−1
j− 12
cˇj − ω1j− 12 cˇ
†
j
)
σ
(3)
1 =
1
n
n∑
j,k=1
(
ω−1
j− 12
ω1k− 12 cˇj cˇ
†
k − ω1j− 12ω
−1
k− 12
cˇ†j cˇk
)
(4.5.39)
so that again cˇ〈x|σ(1)1 |x〉cˇ = cˇ〈x|σ(2)1 |x〉cˇ = 0 and
cˇ〈x|σ(3)1 |x〉cˇ =
1
n
n∑
j=1
(
ω−1
j− 12
ω1j− 12 (1− xj)− ω
1
j− 12ω
−1
j− 12
xj
)
=
1
n
n∑
j=1
(1− 2xj) = 1− 2s
n
(4.5.40)
As |x〉t = |x〉bˇ if the value of s =
∑n
j=1 xj is odd and |x〉t = |x〉cˇ if the value of s is even, it follows
that t〈x|σ(1)1 |x〉t = t〈x|σ(2)1 |x〉t = 0 and
t〈x|σ(3)1 |x〉t = 1−
2s
n
(4.5.41)
Collecting results
Substituting these result into equation (4.5.33) yields that
ρ1,x =
1
2
3∑
a=0
t〈x|σ(a)1 |x〉tσ(a) =
1
2
(
σ(0) +
(
1− 2s
n
)
σ(3)
)
(4.5.42)
As Tr
(
σ(a)σ(b)
)
= 2δa,b for a, b = 0, 1, 2, 3 (see section 1.1.4) it follows that
Tr
(
ρ21,x
)
=
2
22
(
1 +
(
1− 2s
n
)2)
= 1− 2s
n
+
2s2
n2
(4.5.43)
and then that
1
2n
∑
x
Tr
(
ρ21,x
)
=
1
2n
∑
x
(
1− 2s
n
+
2s2
n2
)
(4.5.44)
The only values of s are 0, . . . , n for different values of the multi-index x. There are exactly
(
n
s
)
multi-indices x with each particular value of s. Therefore the last sum can be reexpressed as a sum
over these values of s,
1
2n
∑
x
Tr
(
ρ21,x
)
=
1
2n
n∑
s=0
(
n
s
)(
1− 2s
n
+
2s2
n2
)
(4.5.45)
The standard results, stated in [53, p.14],
n∑
s=0
(
n
s
)
= 2n
n∑
s=0
s
(
n
s
)
= n2n−1
n∑
s=0
s2
(
n
s
)
= n(n+ 1)2n−2 (4.5.46)
then show that
1
2n
∑
x
Tr
(
ρ21,x
)
=
1
2n
(
2n − 2n2
n−1
n
+
2n(n+ 1)2n−2
n2
)
=
1
2n
(
2n−1 +
2n−1
n
)
=
1
2
+
1
2n
(4.5.47)
which concludes the proof.
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4.5.3 Numerical asymptotic tightness of the purity bound for l = 2
Exactly the same procedure as in the last section can be applied for the case where l = 2: As derived
in the proof of Theorem 11 of Section 3.4 (page 104), the reduced density matrix on the qubits labelled
1 and 2 of a joint eigenstate of the translation matrix T and the Hamiltonian H
(Z)
n (see Section 4.5.1)
|x〉t is given by
ρ2,x =
1
22
3∑
a,b=0
t〈x|σ(a)1 σ(b)2 |x〉tσ(a) ⊗ σ(b) (4.5.48)
The qubits labelled 1 and 2 here are again not special. By the translational symmetry of |x〉t
(T−1|x〉t = e− i θx |x〉t for some θx ∈ [0, 2pi)) the corresponding expressions for any neighbouring pair
of qubits are equivalent, as seen similarly in the l = 1 case previously.
Once the values of t〈x|σ(a)1 σ(b)2 |x〉t are determined it again follows that
1
2n
∑
x
Tr
(
ρ22,x
)
=
1
2n
∑
x
22
24
3∑
a,b=0
t〈x|σ(a)1 σ(b)2 |x〉2t (4.5.49)
as Tr
((
σ(a) ⊗ σ(b)) (σ(c) ⊗ σ(d))) = 22δa,cδb,d, see Section 1.1.4.
The values of t〈x|σ(a)1 σ(b)2 |x〉t will now be calculated:
The value of t〈x|σ(0)1 σ(0)2 |x〉t
As σ
(0)
1 σ
(0)
2 = I and the |x〉t are orthonormal states, it follows that
t〈x|σ(0)1 σ(0)2 |x〉t = t〈x|x〉t = 1 (4.5.50)
The values of t〈x|σ(a)1 σ(0)2 |x〉t for a = 1, 2, 3
As σ
(0)
2 = I, t〈x|σ(a)1 σ(0)2 |x〉t = t〈x|σ(a)1 |x〉t. By the results for t〈x|σ(a)1 |x〉t from the last section it
then follows that t〈x|σ(1)1 σ(0)2 |x〉t = t〈x|σ(2)1 σ(0)2 |x〉t = 0 and
t〈x|σ(3)1 σ(0)2 |x〉t = 1−
2s
n
(4.5.51)
The values of t〈x|σ(0)1 σ(b)2 |x〉t for b = 1, 2, 3
In the last section is was seen that t〈x|σ(a)1 |x〉t = t〈x|σ(a)2 |x〉t by the translational symmetry of the
state |x〉t. Therefore it again follows that t〈x|σ(0)1 σ(1)2 |x〉t = t〈x|σ(0)1 σ(2)2 |x〉t = 0 and
t〈x|σ(0)1 σ(3)2 |x〉t = 1−
2s
n
(4.5.52)
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The values of t〈x|σ(a)1 σ(b)2 |x〉t for a, b = 1, 2
From the calculations in Appendix B.2 and the definition of the Fermi matrices bˇj and bˇ
†
j in (4.5.5)
the relevant Pauli matrices have the following expansions
σ
(1)
1 σ
(1)
2 = −
(
aˇ1 − aˇ†1
)(
aˇ2 + aˇ
†
2
)
= − 1
n
n∑
j,k=1
(
ω−1j bˇj − ω1j bˇ†j
)(
ω−2k bˇk + ω
2
k bˇ
†
k
)
σ
(1)
1 σ
(2)
2 = i
(
aˇ1 − aˇ†1
)(
aˇ2 − aˇ†2
)
=
i
n
n∑
j,k=1
(
ω−1j bˇj − ω1j bˇ†j
)(
ω−2k bˇk − ω2k bˇ†k
)
σ
(2)
1 σ
(1)
2 = i
(
aˇ1 + aˇ
†
1
)(
aˇ2 + aˇ
†
2
)
=
i
n
n∑
j,k=1
(
ω−1j bˇj + ω
1
j bˇ
†
j
)(
ω−2k bˇk + ω
2
k bˇ
†
k
)
σ
(2)
1 σ
(2)
2 =
(
aˇ1 + aˇ
†
1
)(
aˇ2 − aˇ†2
)
=
1
n
n∑
j,k=1
(
ω−1j bˇj + ω
1
j bˇ
†
j
)(
ω−2k bˇk − ω2k bˇ†k
)
(4.5.53)
Therefore by the standard properties of the Fermi matrices bˇj and bˇ
†
j , as used in (4.5.37) and listed
in Appendix B.4, it holds that
bˇ〈x|σ(1)1 σ(1)2 |x〉bˇ = −
1
n
n∑
j=1
(
ω−1j ω
2
j (1− xj)− ω1jω−2j xj
)
bˇ〈x|σ(1)1 σ(2)2 |x〉bˇ =
i
n
n∑
j=1
(−ω−1j ω2j (1− xj)− ω1jω−2j xj)
bˇ〈x|σ(2)1 σ(1)2 |x〉bˇ =
i
n
n∑
j=1
(
ω−1j ω
2
j (1− xj) + ω1jω−2j xj
)
bˇ〈x|σ(2)1 σ(2)2 |x〉bˇ =
1
n
n∑
j=1
(−ω−1j ω2j (1− xj) + ω1jω−2j xj)
(4.5.54)
for the orthonormal Fermi basis |x〉bˇ =
(
bˇ†1
)x1
. . .
(
bˇ†n
)xn |0〉 (it has previously been seen that |0〉 =
|0〉bˇ in (4.5.14)).
Similarly for the Fermi matrices cˇj and cˇ
†
j defined in equation (4.5.5),
cˇ〈x|σ(1)1 σ(1)2 |x〉cˇ = −
1
n
n∑
j=1
(
ω−1
j− 12
ω2j− 12 (1− xj)− ω
1
j− 12ω
−2
j− 12
xj
)
cˇ〈x|σ(1)1 σ(2)2 |x〉cˇ =
i
n
n∑
j=1
(
−ω−1
j− 12
ω2j− 12 (1− xj)− ω
1
j− 12ω
−2
j− 12
xj
)
cˇ〈x|σ(2)1 σ(1)2 |x〉cˇ =
i
n
n∑
j=1
(
ω−1
j− 12
ω2j− 12 (1− xj) + ω
1
j− 12ω
−2
j− 12
xj
)
cˇ〈x|σ(2)1 σ(2)2 |x〉cˇ =
1
n
n∑
j=1
(
−ω−1
j− 12
ω2j− 12 (1− xj) + ω
1
j− 12ω
−2
j− 12
xj
)
(4.5.55)
so that the values of t〈x|σ(a)1 σ(b)2 |x〉t for a, b = 1, 2 can be read off as appropriate, the values are
listed in Table 4.3.
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The values of t〈x|σ(3)1 σ(b)2 |x〉t for b = 1, 2
From the calculations in Appendix B.2 and the definition of the Fermi matrices bˇj and bˇ
†
j in equation
(4.5.5) the relevant Pauli matrices have the following expansions
σ
(3)
1 σ
(1)
2 = σ
(3)
1 σ
(3)
1
(
aˇ2 + aˇ
†
2
)
= aˇ2 + aˇ
†
2 =
1√
n
n∑
j=1
(
ω−2j bˇj + ω
2
j bˇ
†
j
)
σ
(3)
1 σ
(2)
2 = − iσ(3)1 σ(3)1
(
aˇ2 − aˇ†2
)
= − i aˇ2 + i aˇ†2 =
− i√
n
n∑
j=1
(
ω−2j bˇj − ω2j bˇ†j
)
(4.5.56)
Therefore by the standard properties of the Fermi matrices bˇj and bˇ
†
j , listed in Appendix B.4, it holds
that bˇ〈x|σ(3)1 σ(1)2 |x〉bˇ = bˇ〈x|σ(3)1 σ(2)2 |x〉bˇ = 0.
Similarly for the Fermi matrices cˇj and cˇ
†
j , cˇ〈x|σ(3)1 σ(1)2 |x〉cˇ = cˇ〈x|σ(3)1 σ(2)2 |x〉cˇ = 0.
The values of t〈x|σ(a)1 σ(3)2 |x〉t for a = 1, 2
From the calculations in Appendix B.2 and the definition of the Fermi matrices bˇj and bˇ
†
j in equation
(4.5.5) the relevant Pauli matrices have the following expansions
σ
(1)
1 σ
(3)
2 =
(
aˇ1 + aˇ
†
1
)(
aˇ2aˇ
†
2 − aˇ†2aˇ2
)
=
1
n
3
2
n∑
j,k,l=1
(
ω−1j bˇj + ω
1
j bˇ
†
j
)(
ω−2k ω
2
l bˇk bˇ
†
l − ω2kω−2l bˇ†k bˇl
)
σ
(2)
1 σ
(3)
2 = − i
(
aˇ1 − aˇ†1
)(
aˇ2aˇ
†
2 − aˇ†2aˇ2
)
=
− i
n
3
2
n∑
j,k,l=1
(
ω−1j bˇj − ω1j bˇ†j
)(
ω−2k ω
2
l bˇk bˇ
†
l − ω2kω−2l bˇ†k bˇl
)
(4.5.57)
Therefore by the standard properties of the Fermi matrices bˇj and bˇ
†
j , listed in Appendix B.4, it holds
that bˇ〈x|σ(1)1 σ(3)2 |x〉bˇ = bˇ〈x|σ(2)1 σ(3)2 |x〉bˇ = 0.
Similarly for the Fermi matrices cˇj and cˇ
†
j , cˇ〈x|σ(1)1 σ(3)2 |x〉cˇ = cˇ〈x|σ(2)1 σ(3)2 |x〉cˇ = 0
The value of t〈x|σ(3)1 σ(3)2 |x〉t
From the calculations in Appendix B.2 and the definition of the Fermi matrices bˇj and bˇ
†
j in equation
(4.5.5) the matrix σ
(3)
1 σ
(3)
2 has the following expansion
σ
(3)
1 σ
(3)
2 =
(
2aˇ1aˇ
†
1 − I
)(
2aˇ2aˇ
†
2 − I
)
= 4aˇ1aˇ
†
1aˇ2aˇ
†
2 − 2aˇ1aˇ†1 − 2aˇ2aˇ†2 + I
= 4aˇ2aˇ1aˇ
†
1aˇ
†
2 − 2aˇ1aˇ†1 − 2aˇ2aˇ†2 + I
=
4
n2
n∑
j,k,l,m=1
ω−2j ω
−1
k ω
1
l ω
2
mbˇj bˇk bˇ
†
l bˇ
†
m
− 2
n
n∑
j,k=1
ω−1j ω
1
k bˇj bˇ
†
k −
2
n
n∑
j,k=1
ω−2j ω
2
k bˇj bˇ
†
k + I (4.5.58)
Terms in the first sum on the right hand side of this last expression are zero if j = k or l = m
as bˇj bˇj = bˇ
†
l bˇ
†
l = 0 for j, l = 1, . . . , n. Therefore the first sum on the right hand side of this last
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expression can be rewritten by considering only the indices for which j < k and l < m and their
relevant reorderings, that is
n∑
j,k,l,m=1
ω−2j ω
−1
k ω
1
l ω
2
mbˇj bˇk bˇ
†
l bˇ
†
m
=
∑
j<k
∑
l<m
(
ω−2j ω
−1
k ω
1
l ω
2
mbˇj bˇk bˇ
†
l bˇ
†
m + ω
−2
k ω
−1
j ω
1
l ω
2
mbˇk bˇj bˇ
†
l bˇ
†
m
+ ω−2j ω
−1
k ω
1
mω
2
l bˇj bˇk bˇ
†
mbˇ
†
l + ω
−2
k ω
−1
j ω
1
mω
2
l bˇk bˇj bˇ
†
mbˇ
†
l
)
(4.5.59)
Which, upon reordering the Fermi matrices (respecting their mutual anti-commutation), is equal to
−
∑
j<k
∑
l<m
(
ω−2j ω
−1
k ω
1
l ω
2
m − ω−2k ω−1j ω1l ω2m − ω−2j ω−1k ω1mω2l + ω−2k ω−1j ω1mω2l
)
bˇj bˇk bˇ
†
mbˇ
†
l (4.5.60)
By the standard properties of the Fermi matrices bˇj and bˇ
†
j , listed in Appendix B.4, in order to
contribute to the value of bˇ〈x|σ(3)1 σ(3)2 |x〉bˇ, terms in this last expression must have j = l and k = m
(j = m and k = l is not possible due to the restriction on the sums). Therefore this last expression
contributes
−
∑
j<k
(
ω−2j ω
−1
k ω
1
jω
2
k − ω−2k ω−1j ω1jω2k − ω−2j ω−1k ω1kω2j + ω−2k ω−1j ω1kω2j
)
(1− xj)(1− xk) (4.5.61)
to the value of bˇ〈x|σ(3)1 σ(3)2 |x〉bˇ. The remaining terms in (4.5.58) contribute
− 2
n
n∑
j=1
ω−1j ω
1
j (1− xj)−
2
n
n∑
j=1
ω−2j ω
2
j (1− xj) + 1 (4.5.62)
to the value of bˇ〈x|σ(3)1 σ(3)2 |x〉bˇ, by using the same properties of the Fermi matrices bˇj and bˇ†j .
A similar expression for the orthogonal basis |x〉cˇ holds where the indices j and k are replaced
with j − 12 and k − 12 respectively.
Summary of results
Table 4.3 list the results found above, making algebraic simplifications where possible.
From the values in Table 4.3 the value of
1
2n
∑
x
Tr
(
ρ22,x
)
=
1
2n
∑
x
22
24
3∑
a,b=0
t〈x|σ(a)1 σ(b)2 |x〉2t (4.5.63)
as given in (4.5.49), may be numerically calculated. The bound given in Theorem 11 of Section 3.4
(page 104) can again be investigated in a similar fashion as in Section 4.5.2. That is the values of
En,2 =
1
2n
∑
x
Tr
(
ρ22,x
)− 1
22
(4.5.64)
where ρ2,x are the reduced density matrices, on the qubits labelled 1 and 2, of the eigenstates |x〉t or
of the eigenstates of samples8 of the ensemble Hˆ
(inv,local)
n , will be considered. The values of E
−1
n,2 are
8All the matrices sampled from Hˆ
(inv,local)
n for n = 2, 3 and n = 5, . . . , 13 had non-degenerate spectra so that their
unique eigenstates (up to phase) are also eigenstates of the translation matrix T .
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Odd values of s =
∑n
j=1 xj
Basis Matrix, P Value of bˇ〈x|P |x〉bˇ = t〈x|P |x〉t
σ
(0)
1 σ
(0)
2 1
σ
(0)
1 σ
(1)
2 0
σ
(0)
1 σ
(2)
2 0
σ
(0)
1 σ
(3)
2 1− 2sn
σ
(1)
1 σ
(0)
2 0
σ
(1)
1 σ
(1)
2 − 1n
∑n
j=1
(
ω1j (1− xj)− ω−1j xj
)
σ
(1)
1 σ
(2)
2
i
n
∑n
j=1
(
−ω1j (1− xj)− ω−1j xj
)
σ
(1)
1 σ
(3)
2 0
σ
(2)
1 σ
(0)
2 0
σ
(2)
1 σ
(1)
2
i
n
∑n
j=1
(
ω1j (1− xj) + ω−1j xj
)
σ
(2)
1 σ
(2)
2
1
n
∑n
j=1
(
−ω1j (1− xj) + ω−1j xj
)
σ
(2)
1 σ
(3)
2 0
σ
(3)
1 σ
(0)
2 1− 2sn
σ
(3)
1 σ
(1)
2 0
σ
(3)
1 σ
(2)
2 0
σ
(3)
1 σ
(3)
2 − 4n2
∑
1≤j<k≤n
(
ω−1j ω
1
k − 2 + ω1jω−1k
)
(1− xj)(1− xk) + 4sn − 3
Even values of s =
∑n
j=1 xj
Basis Matrix, P Value of cˇ〈x|P |x〉cˇ = t〈x|P |x〉t
σ
(0)
1 σ
(0)
2 1
σ
(0)
1 σ
(1)
2 0
σ
(0)
1 σ
(2)
2 0
σ
(0)
1 σ
(3)
2 1− 2sn
σ
(1)
1 σ
(0)
2 0
σ
(1)
1 σ
(1)
2 − 1n
∑n
j=1
(
ω1
j− 1
2
(1− xj)− ω−1
j− 1
2
xj
)
σ
(1)
1 σ
(2)
2
i
n
∑n
j=1
(
−ω1
j− 1
2
(1− xj)− ω−1
j− 1
2
xj
)
σ
(1)
1 σ
(3)
2 0
σ
(2)
1 σ
(0)
2 0
σ
(2)
1 σ
(1)
2
i
n
∑n
j=1
(
ω1
j− 1
2
(1− xj) + ω−1
j− 1
2
xj
)
σ
(2)
1 σ
(2)
2
1
n
∑n
j=1
(
−ω1
j− 1
2
(1− xj) + ω−1
j− 1
2
xj
)
σ
(2)
1 σ
(3)
2 0
σ
(3)
1 σ
(0)
2 1− 2sn
σ
(3)
1 σ
(1)
2 0
σ
(3)
1 σ
(2)
2 0
σ
(3)
1 σ
(3)
2 − 4n2
∑
1≤j<k≤n
(
ω−1
j− 1
2
ω1
k− 1
2
− 2 + ω1
j− 1
2
ω−1
k− 1
2
)
(1− xj)(1− xk) + 4sn − 3
Table 4.3: The values of t〈x|σ(a)1 σ(b)2 |x〉t collected and simplified from the calculations in the
text.
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Figure 4.17: (Solid line) The values of E−1n,2 =
(
1
2n
∑
x Tr
(
ρ22,x
)− 1
22
)−1
against n = 3, . . . , 32,
where ρ2,x are the reduced density matrices on the qubits labelled 1 and 2 of the joint eigenstates
|x〉t of the translation matrix T and spin chain Hamiltonian H(Z)n . (Crosses) The same values
for 26 of the matrices sampled from the ensemble Hˆ
(inv,local)
n in Section 3.2 for various values
of n. The n = 4 values for Hˆ
(inv,local)
n are not included due to the presence of degenerate
eigenvalues. The bound from Theorem 11 of Section 3.4 is given by the dashed line.
plotted against n in Figure 4.17. Here it is seen that for all the values of E−1n,2 considered, the bound
En,2 ≤ 2
2
n
⇐⇒ 1
En,2
≥ n
22
(4.5.65)
from Theorem 11 of Section 3.4 is satisfied. Furthermore, it appears that the bound
En,2 ≤ 1
Cn
⇐⇒ 1
En,2
≥ Cn (4.5.66)
for some constant C, is asymptotically tight for the eigenstates |x〉t. However, for many members of
the ensemble Hˆ
(inv,local)
n , Figure 4.17 suggests that an exponential bound, perhaps of the form
En,2 ≤ 1
C2n
⇐⇒ 1
En,2
≥ C2n (4.5.67)
for some constant C, may be appropriate.
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4.5.4 Numerical values of the purity for l = 3, 4, 5
In this section the results seen for l = 1 and l = 2 from the previous two sections will be extended to
the values l = 3, 4, 5 in order to further test the tightness of the bound in Theorem 11 of Section 3.4
(page 104). Following the method in the preceding sections leads to unwieldily algebraic equations.
However, the eigenstates |x〉t constructed in Section 4.5.1 can be numerically generated by explicitly
constructing the Fermi matrices bˇj , bˇ
†
j , cˇj and cˇ
†
j from their corresponding definitions in (4.5.5). To
this end, the reduced density matrices ρl,x = TrB (|x〉t t〈x|), where B is the Hilbert space of the
qubits labelled l + 1 to n, and therefore the purity Tr
(
ρ2l,x
)
may be numerically calculated. Due to
the size of the Hilbert space, only values of n up to 10 for l = 1, 2, 3, 4, 5 were numerically reached
using this method.
Figure 4.18 shows the plots of the corresponding values of E−1n,l where
En,l =
1
2n
∑
x
Tr
(
ρ2l,x
)− 1
2l
(4.5.68)
against n for the values calculated. The points for l = 1, 2 agree with the previous calculations with
the points for l = 3, 4, 5 producing similarly linear relations. This suggests that the bound
En,l ≤ 1
c(l)n
⇐⇒ 1
En,l
≥ c(l)n (4.5.69)
for some real function c(l), may indeed be asymptotically tight for this larger range of values of l.
This again adds evidence that the bound given in Theorem 11 is asymptotically tight, that is linear
in 1n , for a wide range of values of l.
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Figure 4.18: The values of E−1n,l =
(
1
2n
∑
x Tr
(
ρ2l,x
)− 1
2l
)−1
against n = 2, . . . , 10, where ρl,x
are the reduced density matrices on the qubits labelled 1 to l of the joint eigenstates |x〉t of the
translation matrix T and spin chain Hamiltonian H
(Z)
n .
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Chapter 5
Summary and outlook
In Section 2.1 the most general n-qubit nearest-neighbour chain Hamiltonian was seen to be
H(local)n =
n∑
j=1
3∑
a=1
3∑
b=0
αa,b,jσ
(a)
j σ
(b)
j+1 (5.0.1)
for some real constants αa,b,j for each value of n = 2, 3, . . . separately, up to the addition of a term
proportional to the identity. The corresponding random matrix model
Hˆ(local)n =
n∑
j=1
3∑
a=1
3∑
b=0
αˆa,b,jσ
(a)
j σ
(b)
j+1 αˆa,b,j ∼ N
(
0,
1
12n
)
i. i.d. (5.0.2)
was then introduced in order to analyse the spectral density of Hamiltonians of the form H
(local)
n .
The limiting moments of the spectral density of the simplified ensemble
Hˆn =
n∑
j=1
3∑
a=1
3∑
b=1
αˆa,b,jσ
(a)
j σ
(b)
j+1 αˆa,b,j ∼ N
(
0,
1
9n
)
i. i.d. (5.0.3)
that is with the local terms proportional to σ
(a)
j removed, were determined in Section 2.4. Here it
was explicitly shown that these limiting moments were that of a standard normal distribution,
lim
n→∞E
(
Tr
(
Hˆmn
))
≡ lim
n→∞
〈
Tr
(
Hmn
)〉
=

0 if m is odd
m!
2
m
2 (m2 )!
if m is even
(5.0.4)
for all m ∈ N0.
This result was extended to the weak convergence of the full spectral probability measure d µˆn,1
for the ensemble Hˆn in Section 2.5. It was shown that for any x ∈ R
lim
n→∞
∫ x
−∞
d µˆn,1 =
1√
2pi
∫ x
−∞
e−
λ2
2 dλ (5.0.5)
with the related characteristic functions converging at a rate of at least 1√
n
. The extension to the
ensemble Hˆ
(local)
n and other more elaborate interaction geometries, such as the lattice, were also made.
The result was also seen not to depend on the probability measure of the ensemble in question, up
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to some reasonable conditions. This indicates that the result is a feature of the type of Hamiltonian
modelled and not just the type of ensemble chosen.
The peaks in the numerically simulated ensemble densities for finite values of n (see Appendix
C.1) are reminiscent of the peaks predicted by the method of orthogonal polynomials for the GUE
(see Section 1.6). Such a connection is yet to be identified, however a first step to describing these
peaks is made in Section 4.4 where the joint spectral density for such ensembles is considered.
An adaptation of the procedure used by Hartmann, Mahler and Hess [26] allowed the spectral
convergence seen in Section 2.5 to be shown on the level of sequences of fixed Hamiltonians H
(local)
n
for n = 2, 3, . . . . In Section 2.6 it was shown that if
lim
n→∞
1
2n
Tr
(
H(local)n
2
)
≡ lim
n→∞
n∑
j=1
3∑
a=1
3∑
b=0
α2a,b,j = 1 and |αa,b,j | <
C√
n
(5.0.6)
for some positive constant C ∈ R independent of a, b, j and n, then the spectral probability mea-
sures dµ
(local)
n,1 for the fixed Hamiltonians H
(local)
n again tend weakly to that of a standard normal
distribution. This result was then generalised to more elaborate interaction geometries, such as the
lattice, and interactions between qudits.
This limiting spectral density is exactly that conjectured by Atas and Bogomolny in [54] for several
spin chains of the form H
(local)
n . Atas and Bogomolny though focus on approximating the spectral
densities of finite length spin chains, in particular for the Ising model. The Ising model with no
magnetic field is highly degenerate. It is shown in their paper that these degeneracies are removed by
adding a transverse magnetic field and that the resulting spectral density (smoothed by integration
over small intervals) is well approximated by a sum of Gaussians relating to each of the original
degenerate eigensubspaces. This produces densities containing several well defined peaks, similar to
that seen for the ensemble H
(local)
n in Appendix C.1. The connection between these two observations
remains open.
The speed of the convergence of the spectral density was investigated in Section 4.1. The spectrum
of the Hamiltonian
H(XY+Z)n =
n∑
j=1
(
σ
(1)
j σ
(2)
j+1 + σ
(3)
j
)
(5.0.7)
was explicitly determined and the rate of convergence of its spectral density to that of a Gaussian
seen (numerically for n = 2, . . . , 32) to be approximately linear in 1n . This rate is proportional to
the inverse of the logarithm of the matrix dimension, much slower than for the GUE for example, for
which the spectral convergence is proportional to the inverse of the matrix size [55]. This rate was
also numerically observed by diagonalising generic fixed Hamiltonians of the form
H(JW )n =
n−1∑
j=1
2∑
a,b=1
αa,b,jσ
(a)
j σ
(b)
j+1 +
n∑
j=1
α3,0,jσ
(3)
j (5.0.8)
via the Jordan-Wigner transformation for n = 2, . . . , 32.
For the most general Hamiltonians of the form H
(local)
n , numerical diagonalisation was only prac-
tical for n = 2, . . . , 13. Over this range the rate of the spectral convergence for sequences of generic
176
fixed Hamiltonians could not be convincingly seen. It remains an open question as to the rate at
which the spectral densities of Hamiltonians of the form H
(local)
n converge to a Gaussian, either for a
specific sequence or on average over the ensemble Hˆ
(local)
n .
To start analysing the correlations between eigenvalues in these spin chain models, spectral de-
generacies were first looked at in Section 4.2. It was shown that almost all members of the ensemble
Hˆ
(local)
n for n ≥ 2 have simple spectra. Whereas for Hˆn (where the local terms are removed) their
always exists a Kramers’ degeneracy for odd values of n, as in these cases each Hamiltonian exhibits
an anti-unitary symmetry. This was mirrored in the translationally-invariant ensembles
Hˆ(inv)n =
n∑
j=1
3∑
a=1
3∑
b=1
αˆa,bσ
(a)
j σ
(b)
j+1 αˆa,b ∼ N
(
0,
1
9n
)
i. i.d.
Hˆ(inv,local)n =
n∑
j=1
3∑
a=1
3∑
b=0
αˆa,bσ
(a)
j σ
(b)
j+1 αˆa,b ∼ N
(
0,
1
12n
)
i. i.d. (5.0.9)
However, for Hˆ
(inv,local)
n the simplicity of the members’ spectra was only proved in the case of odd
prime values of n. This is conjectured for all values of n > 4, but remains an open problem.
In Section 4.3 the nearest-neighbour level statistics of the ensembles defined above were numeri-
cally simulated to further the analysis of higher eigenvalue correlations. Close matches to the GOE
statistics were seen for Hˆn when n was even, all the members of these ensembles having an anti-
unitary symmetry which squares to the identity. For Hˆn when n was odd, GSE statistics (along with
the Kramers’ degeneracy mentioned before) were seen, with all the members of the ensembles having
an anti-unitary symmetry which squares to the negative of the identity. For Hˆ
(local)
n , GUE statistics
were observed, the members having no symmetries apart from their inherent Hermitian symmetry.
For Hˆ
(inv,local)
n Poisson nearest-neighbour level spacing statistics were observed. The members
of this ensemble each have a translational symmetry so that they are block diagonal in a basis of
eigenstates of the corresponding translation matrix, with n blocks corresponding to the n eigenstates
of this translation matrix. As was commonly observed in Section 1.3, repulsion or correlations between
these block are not expected, so leading to the Poisson (independent) spacing statistics.
The rigorous reasons to the appearance of the canonical nearest-neighbour level spacing distribu-
tions is still an open question. An attempt at an answer was made in Section 4.4 where a conjecture
was heuristically outlined for the joint spectral densities of ensembles, parametrised by m = 1, . . . , 4n,
of the form
Hˆ(m)n =
m∑
j=1
αˆjPj αˆj ∼ N
(
0,
1
m
)
i. i.d. (5.0.10)
where {Pj}4nj=1 = {σ(a1) ⊗ · · · ⊗ σ(an)}3a1,...,an=0. It is conjectured that the joint spectral densities for
these ensemble are given by
C e−
mλ2
2n+1 ∆2(λ)
∫
R4n−m
det1≤j,k≤2n
(
eiλjµk(β)
)
∆(λ)∆(µ(β))
dβ (5.0.11)
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where
C =
2
n4n
2 m
m
2 (2pi)
m
2 i
2n
2
2n!2nm(2pi)
2n
2 (2pi)
4n
2 i
4n
2
∆(λ) =
∏
1≤j<k≤2n
(λk − λj) = det
1≤,j,k≤2n
(
λk−1j
)
(5.0.12)
and µ(β) = (µ1(β), . . . , µ2n(β)) are the eigenvalues of the matrix
B =
∑
m<j≤4n
βjPj (5.0.13)
and β is the vector of the real parameters βj present in B. For m = 4
n the integral over R0 is taken
as a unit factor.
The heuristic argument for this conjecture relies on the Harish-Chandra-Itzykson-Zuber integral.
For Hˆ2 this conjecture was numerical verified for the 1-point and 2-point correlation functions. Linear
repulsion was numerically observed in the 2-point correlation function. When m = 4n the GUE’s joint
spectral density is recovered. It was hoped that the determinantal form would allow for the integration
in the expression for the joint spectral density to be generically performed, but this remains an open
problem.
Eigenstate entanglement was first tackled in Section 3.3. Here, entanglement between a single
qubit and the rest of the chain within the eigenstates of Hamiltonians of the form Hn with simple
spectra were considered. Entanglement between a single qubit and the rest of the chain was char-
acterised by the purity of the reduced eigenstates on a single qubit. The minimal value of 12 of this
purity corresponding to a maximally entangled original state, and a maximal value of 1 corresponding
to the original state being a product state. It was found that for every such eigenstate the purity is
equal to its minimal value of 12 .
The results of Section 4.2 now prove useful as it is seen that almost all members of the ensemble
Hˆn for even values of n = 2, . . . , 12 have simple spectra (it is conjectured that this is the case for all
even values of n). This then provides a large class of Hamiltonians to which the result above applies.
This result was extended to a block of a fixed number, l, of qubits in Section 3.4 for joint eigen-
states of the translation matrix and translationally-invariant Hamiltonians of the form H
(inv,local)
n .
It was seen that the average purity, over a complete orthonormal basis of such eigenstates of a fixed
Hamiltonian, was at most 2
l
n away from its minimal value (this minimal value signifying maximum
entanglement). The method of proof for this result was also seen to apply to more general systems,
such as a lattice, in which a suitable translational symmetry was present.
Again the results of Section 4.2 prove useful as it is seen that almost all members of the ensemble
Hˆ
(inv,local)
n for odd prime values of n have simple spectra (although this is conjectured for all n > 4).
This then provides a large class of Hamiltonians for which the eigenstates are unique (up to phase)
to which the result above must apply. From numerical evidence, a similar result is believed to hold
for non-translationally-invariant Hamiltonians of the form H
(local)
n .
The tightness of the reduced eigenstate purity bound derived in Section 3.4 was analysed in Section
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4.5. The Hamiltonian
H(Z)n =
n∑
j=1
σ
(3)
j (5.0.14)
was taken as an example and a complete set of joint eigenstates with the translation matrix derived.
For the case l = 1 the purity bound derived in Section 3.4 was analytically seen to be asymptotically
tight, that is linear in 1n . For l = 2 this tightness was numerical verified for n = 2, . . . , 32 whereas for
l = 3, 4, 5 this was numerically verified for n = 2, . . . , 10. An analytic verification for l 6= 1 remains
an open problem.
For large values of n the Hamiltonian H
(Z)
n has a highly degenerate spectrum so it is not sur-
prising that eigenstates fulfilling the bound of Section 3.4 can be found within each of the (large)
eigensubspaces. However, without further assumptions in the theorem of Section 3.4, this still provides
evidence that the bound given is tight.
The numerical result for appropriate non-degenerate Hamiltonians do not convincingly indicate
the tightness of this bound as only small matrix sizes are treatable, as seen is Section 4.5.
A contrast is now seen between the spectral density and eigenstate statistics of Hamiltonians of the
form H
(inv,local)
n (and conceivably H
(local)
n from numerical evidence). The limiting spectral density
for large n is that of a chain of non-interacting qubits, as given by the results in Section 2.6. For such
non-interacting Hamiltonians a basis of eigenstates can always be chosen which are product states
over the n qubits. The results of Section 3.4 and 4.2 prove that this is not, in some maximal way, the
case for most Hamiltonians of the form H
(inv,local)
n , at least for odd prime values of n.
This observation is intuitively connected to quantum statistical mechanics and the evolution of a
system to thermal equilibrium over time [56]. Consider the n-qubit chain with HamiltonianH
(inv,local)
n
split into a subsystem A (the qubits labelled 1 to l) and a large bath (the qubits labelled l+ 1 to n).
The presence of the interaction terms in H
(inv,local)
n between subsystem A and the bath is seen to
dramatically affect the eigenstates of the Hamiltonian, in contrast to if it were removed. The presence
of such interaction terms, even though they can be arbitrarily small compared to the system’s size,
allows the thermalisation between subsystem A and the bath when the whole system is allowed to
evolve over time. This dramatic and sharp change in the structure of the eigenstates is also consistent
with the (infinite temperature) eigenstate thermalisation hypothesis [57, 58]. Here the evolution of a
system to that predicted by a microcanonical ensemble is linked to the structure of the eigenstates of
the system.
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Appendix A
Standard results
This appendix contains the sketches of several standard results required throughout this research.
A.1 Standard random matrix theory calculations
In this appendix some of the standard calculations needed to derive the joint probability density
function for the eigenvalues of an important class of random matrix ensembles will be briefly sketched.
A summary of these calculations is contextualised in Section 1.6 and are well documented in [34, p.31],
[28, p.66,103] and [32, p.354], on which the following summary is based.
A.1.1 Determinantal form of the joint spectral density
Let ρˆ
(det)
N,N (λ1, . . . , λN ) be a joint probability density function of the form
ρˆ
(det)
N,N (λ1, . . . , λN ) = C
 N∏
j=1
ω(λj)
 ∏
1≤k<l≤N
(λl − λk)2 (A.1.1)
on JN for some real interval J ⊂ R, where ω(x) is a real positive function such that ∫
J
xmω(x) dx <∞
for all m ∈ N0 and C is some normalisation constant. The Gaussian unitary ensemble (GUE) has
this form, up to some parameter scaling, where ω(x) = e−x
2
and J = R.
Let pj be monic polynomials of order j which are orthogonal with respect to ω on J , that is
(pj , pk) ≡
∫
J
ω(x)pj(x)pk(x) dx = δj,k(pj , pj) (A.1.2)
Furthermore let the coefficients of pj be denoted by cj,k such that pj(x) = x
j + cj,j−1xj−1 + · · ·+ cj,0.
The Vandermonde determinant is defined to be
det
1≤k,l≤N
(
λk−1l
)
=
∏
1≤k<l≤N
(λl − λk) (A.1.3)
Adding a multiple of one row of a matrix to another does not affect that matrices’ determinant.
Therefore, for each row labelled j = N, . . . , 2 in turn, adding cj−1,k−1 multiples of each row la-
belled k = 1, . . . , j − 1 to it keeps the determinant of the Vandermonde matrix (λk−1l ) unchanged.
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Transposition of a matrix also leaves its determinant unchanged, so that
det
1≤k,l≤N
(
λk−1l
)
= det
1≤k,l≤N
(
pk−1(λl)
)
= det
1≤k,l≤N
(
pl−1(λk)
)
(A.1.4)
Multiplying a row or column of a matrix by a complex scalar also multiples the determinant of
that matrix by the same scalar. This fact then allows ρˆ
(det)
N,N (λ1, . . . , λN ) to be written as
C
N−1∏
j=0
(pj , pj)
 det
1≤k,l≤N
(
ω
1
2 (λk)
(pl−1, pl−1)
1
2
pl−1(λk)
)
det
1≤k,l≤N
(
ω
1
2 (λl)
(pk−1, pk−1)
1
2
pk−1(λl)
)
(A.1.5)
Finally, the product of determinants is equal to the determinant of the product of the associated
matrices so that
ρˆ
(det)
N,N (λ1, . . . , λN ) = C
N−1∏
j=0
(pj , pj)
 det
1≤k,l≤N
(
KN (λk, λl)
)
(A.1.6)
where the kernel KN is defined to be
KN (x, y) = ω
1
2 (x)ω
1
2 (y)
N−1∑
j=0
pj(x)pj(y)
(pj , pj)
(A.1.7)
A.1.2 Point correlation functions
The r-point correlation functions
ρˆ
(det)
N,r (λ1, . . . , λr) =
∫
JN−r
ρˆ
(det)
N,N (λ1, . . . , λN ) dλr+1 . . . dλN (A.1.8)
for r = 1, . . . , N − 1 can be calculated by applying Guadin’s lemma, see Section 1.6.3. Guadin’s
lemma applies as∫
J
KN (x, y)KN (y, z) d y = ω
1
2 (x)ω
1
2 (z)
N−1∑
j,j′=0
pj(x)pj′(z)(pj , pj′)
(pj , pj)(pj′ , pj′)
= KN (x, z) (A.1.9)
by the orthogonality of the polynomials pj , and∫
J
KN (x, x) dx =
N−1∑
j=0
(pj , pj)
(pj , pj)
= N (A.1.10)
Guadin’s lemma applied N − r times then yields that
ρˆ
(det)
N,r (λ1, . . . , λr) = C
N−1∏
j=0
(pj , pj)
 (N − r)! det
1≤k,l≤r
(
KN (λk, λl)
)
(A.1.11)
as the integrals over J produce the sequence of constants N − (N − 1), N − (N − 2), . . . , N − r.
The constant C can be determined by performing all N integrals. To insure that ρˆ
(det)
N,N is a
probability density function it must hold that
1 =
∫
JN
ρˆ
(det)
N,N (λ1, . . . , λN ) dλ1 . . . dλN = C
N−1∏
j=1
(pj , pj)
N ! (A.1.12)
The zero dimensional determinant, produced by applying Gaudin’s lemma N times to produced the
identity above, evaluating to unity by convention. It then follows that
ρˆ
(det)
N,r (λ1, . . . , λr) =
(N − r)!
N !
det
1≤k,l≤r
(
KN (λk, λl)
)
(A.1.13)
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A.1.3 The spectral density for the GUE
For the GUE, J = R and ω(x) = e−x2 in the previous construction, up to some parameter scaling.
The polynomials which are orthogonal with respect to this weight ω on R are the monic Hermite
polynomials
qj(x) =
(−1)j ex2
2j
dj
dxj
e−x
2
(A.1.14)
and satisfy
(qj , qk) =
j!
√
piδj,k
2j
(A.1.15)
In this case the exact spectral density for the GUE reads
ρˆ
(GUE)
N,1 (λ) =
1
N
K
(GUE)
N (λ, λ) =
e−λ
2
N
N−1∑
j=0
2jq2j (λ)
j!
√
pi
(A.1.16)
The asymptotic spectral density for the GUE is given by the well known semicircle law
ρˆ
(GUE)
N,1 =
1
N
K
(GUE)
N (λ, λ) ∼
√
2
pi
√
N

√
1− λ22N if |λ| <
√
2N
0 else
(A.1.17)
A.1.4 The sine kernel
The Christoffel-Darboux formula and the asymptotics of the Hermite polynomials (see Section 1.6.4)
allow the kernel K
(GUE)
N (x, y) for the GUE to be approximated in the large N limit. By definition
K
(GUE)
N (x, y) = e
− x22 e−
y2
2
N−1∑
j=0
qj(x)qj(y)
(qj , qj)
(A.1.18)
The Christoffel-Darboux formula reduces this to the sum of two terms
e−
x2
2 e−
y2
2
qN (x)qN−1(y)− qN−1(x)qN (y)
(qN−1, qN−1)(x− y) (A.1.19)
The asymptotic formula for the Hermite polynomials approximates the kernel K
(GUE)
N (x, y) for
large N as
Γ
(
N+1
2
)
Γ
(
N
2
)
(qN−1, qN−1)pi(x− y)
(
cos
(
x
√
2N + 1− Npi
2
)
cos
(
y
√
2N − 1− Npi
2
+
pi
2
)
− cos
(
x
√
2N − 1− Npi
2
+
pi
2
)
cos
(
y
√
2N + 1− Npi
2
))
(A.1.20)
Using the identities
Γ
(
N+1
2
)
Γ
(
N
2
)
(qN−1, qN−1)
= 1
cos
(
x+
pi
2
)
= − sin (x)
sin(x− y) = sin(x) cos(y)− cos(x) sin(y)
cos
(
x
√
2N ± 1− N
2
)
= cos
(
x
√
2N − N
2
)
+O
(
1√
N
)
sin
(
x
√
2N ± 1− N
2
)
= sin
(
x
√
2N − N
2
)
+O
(
1√
N
)
(A.1.21)
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this expression can be rewritten as
K
(GUE)
N (x, y) ∼
sin
(√
2N (x− y)
)
pi(x− y) (A.1.22)
for fixed x, y ∈ R. This is known as the sine kernel and is seen for many ensembles. A different kernel
holds on the edge of the support of the limiting density, that is for x, y ∼ √2N .
A.1.5 Level repulsion
The 2-point correlation function for the GUE is given by
ρˆ
(GUE)
N,2 (λ1, λ2) =
(N − 2)!
N !
det
1≤k,l≤N
(
K
(GUE)
N (λk, λl)
)
(A.1.23)
For large N and λ1 = C + o
(
1√
N
)
for some constant C and small spacings |λ1 − λ2| = o
(
1√
N
)
it in
fact holds that
K
(GUE)
N (λ1, λ2) ∼
sin
(√
2N (λ1 − λ2)
)
pi(λ1 − λ2) ∼
(√
2N
pi
− (2N)
3
2 (λ1 − λ2)2
3!pi
)
(A.1.24)
Then by definition
ρˆ
(GUE)
N,2 (λ1, λ2) ∼
1
N(N − 1)
(
K
(GUE)
N (λ1, λ1)K
(GUE)
N (λ2, λ2)−K(GUE)N (λ1, λ2)K(GUE)N (λ2, λ1)
)
∼ 1
N(N − 1)
(
2N
pi2
− 2N
pi2
+
2(2N)2
pi23!
(λ1 − λ2)2
)
(A.1.25)
Now ρˆ
(GUE)
N,2 (λ1, λ2) can be seen to be approximately proportional to the small square spacing (λ1 −
λ2)
2. This highlights the quadratic nature of the level repulsion in the GUE, as observed for the 2×2
examples is Section 1.4.3. Similar results hold for small spacings in the bulk of the spectrum (say
|λ1|, |λ2| ∼
√
N) with different behaviour for small spacings at the edge (|λ1|, |λ2| ∼
√
2N).
A.2 Free parameters in unitary matrices
The following is based on [59]. The columns (or equivalently rows) of a N ×N unitary matrix form
an orthonormal basis of CN , under the standard Euclidean inner-product, by definition. The number
of real parameters needed to parametrise such a basis, and therefore such a matrix, will now be
calculated:
A vector in CN has 2N free real parameters. Constraining this vector to be normalised removes
one degree of freedom. The subspace of CN orthogonal to this first vector is CN−1, it contains vectors
with 2(N − 1) free parameters. Constraining this second vector to be normalised, again removes one
degree of freedom.
Proceeding in this way, N orthonormal vectors (necessarily an orthonormal basis for CN ) can be
chosen and the number of free parameters counted as
2N − 1 + 2(N − 1)− 1 + 2(N − 2)− 1 + · · ·+ 2(2)− 1 + 2(1)− 1 = N2 (A.2.1)
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As a side note, given an orthonormal basis as above, the complex phase of each element (a complex
scale factor with unit modulus) can be described by one real parameter. There are then N parameters
out of the N2 which describe the complex phases of the basis vectors.
A.3 The trace of tensor products
Let a and b be integers and then let A be an arbitrary a × a matrix and B be an arbitrary b × b
matrix. By the definition of the tensor product, see Section 1.1.2,
Tr (A⊗B) = Tr (A) Tr (B) (A.3.1)
Similarly
Tr (A⊗ Ib) = Tr (A) Tr (Ib) = bTr (A)
Tr (Ia ⊗B) = Tr (Ia) Tr (B) = aTr (B) (A.3.2)
where Ia and Ib are the a× a and b× b identities respectively. Therefore
1
ab
Tr (A⊗B) = 1
ab
Tr (A⊗ Ib) · 1
ab
Tr (Ia ⊗B) (A.3.3)
By induction, similar identities hold for larger tensor products, for example with the addition of the
c× c matrix C
1
abc
Tr (A⊗B ⊗ C) = 1
abc
Tr (A⊗ Ib ⊗ Ic) · 1
abc
Tr (Ia ⊗B ⊗ Ic) · 1
abc
Tr (Ia ⊗ Ib ⊗ C) (A.3.4)
A.4 The discrete Fourier transform
The N ×N matrices U and V with elements given by
Uj,k =
1√
N
ωkj Vj,k =
1√
N
ωkj− 12 (A.4.1)
where ωj = e
2pi i j
N , represent the discrete Fourier transform with periodic and anti-periodic boundary
conditions [50, p.389]. The matrices U and V will now be shown to be unitary. By the definition of
U , U†, ωj and the geometric summation formula, for j 6= k(
UU†
)
j,k
=
1
N
N∑
l=1
ωljω
−l
k =
1
N
N∑
l=1
ωlj−k = ωj−k
1− ωNj−k
N(1− ωj−k) = ωj−k
1− 1
N(1− ωj−k) = 0 (A.4.2)
If j = k then ωlj−k = 1 and
(
UU†
)
j,j
= 1. Therefore UU† = I. A similar calculation shows that
U†U = V †V = V V † = I.
A.5 Gaussian integrals
The following is based on [60, p.400]. In this appendix some of the Gaussian integration results used
previously will be briefly sketched. It is first recalled that for some non-zero real number s,∫ ∞
−∞
e−
x2
2s2 dx =
√
2pis2 (A.5.1)
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Trigonometric average
Let c and s be non-zero real numbers and xˆ be a normal random variable with mean zero and variance
s2. The integral
E (cos (cxˆ)) =
1√
2pis2
∫ ∞
−∞
cos (cx) e−
x2
2s2 dx (A.5.2)
may be calculated by considering the cosine as the real part of a complex exponential and then
evaluating its average by ‘completing the square’. That is,
1√
2pis2
∫ ∞
−∞
cos (cx) e−
x2
2s2 dx =
Re√
2pis2
∫ ∞
−∞
ei cx e−
x2
2s2 dx
=
Re√
2pis2
∫ ∞
−∞
e−
1
2 (
x
s−i sc)
2
e−
s2c2
2 dx
=
Re√
2pi
∫ ∞−i sc
−∞−i sc
e−
y2
2 e−
s2c2
2 d y
= e−
s2c2
2 (A.5.3)
Here the contour in the last integral may be deformed back to the real line without affecting the
integral’s value.
Gaussian moments
Again let s be a non-zero real number and xˆ be a normal random variable with mean zero and variance
s2. The moments
E
(
xˆ2k
)
=
1√
2pis2
∫ ∞
−∞
x2k e−
x2
2s2 dx (A.5.4)
for k ∈ N0 will now be calculated. For the real parameter c
1√
2pis2
∫ ∞
−∞
x2k e−
x2
2s2 dx =
1√
2pis2
∫ ∞
−∞
(−2s2)k ∂k
∂ck
(
e−
cx2
2s2
) ∣∣∣∣
c=1
dx
=
(−2s2)k ∂k
∂ck
1√
c
∣∣∣∣
c=1
(A.5.5)
so that by computing the differentials consecutively
E
(
xˆ2k
)
=
(−2s2)k (−1
2
)(
−3
2
)
. . .
(
−2k − 1
2
)
= s2k(2k − 1)!! = s2k (2k)!
2kk!
(A.5.6)
The double factorial here represents the product of the odd positive integers equal to or less than its
argument.
The odd moments E
(
xˆ2k+1
)
are zero by the symmetry x→ −x of the average.
Sum of Gaussian random variables
Let s and t be non-zero real numbers and xˆ and yˆ be independent normal random variables with
mean zero and variances s2 and t2 respectively. The random variable zˆ = xˆ + yˆ then has a normal
distribution with mean zero and variance of s2 + t2. This is seen by considering the characteristic
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functions of both xˆ and yˆ which read
E
(
ei ξxˆ
)
=
1√
2pis2
∫ ∞
−∞
ei ξx e−
x2
2s2 dx = e−
s2ξ2
2
E
(
ei ξyˆ
)
=
1√
2pit2
∫ ∞
−∞
ei ξy e−
y2
2t2 d y = e−
t2ξ2
2 (A.5.7)
where the integrals are computed as above. As xˆ and yˆ are independent, the characteristic function
of zˆ = xˆ+ yˆ is given by
E
(
ei ξzˆ
)
= E
(
ei ξ(xˆ+yˆ)
)
= E
(
ei ξxˆ
)
E
(
ei ξyˆ
)
= e−
(t2+s2)ξ2
2 (A.5.8)
This is the characteristic function of a normal random variable with zero mean and variance of
s2 + t2. The characteristic function gives the Fourier transform of the probability density, therefore
by inverting the Fourier transform, zˆ must be a normal random variable with zero mean and variance
of s2 + t2.
A further identity now follows directly. If αˆ1, . . . , αˆ9n ∼ N
(
0, 19n
)
are independent random
variables then
∑9n
j=1 αˆj = αˆ ∼ N (0, 1) and therefore
E

 9n∑
j=1
αˆj
2k
 = E (αˆ2k) = (2k)!
2kk!
(A.5.9)
for all k, n ∈ N.
A.6 The Cauchy-Schwarz inequality
The following is based on [61, p.70]. Let (·, ·) denote a complex inner-product on some space V , that
is a function from V × V → C which satisfies
Conjugate symmetry: (A,B) = (B,A)
Linearity: (zA+ wB,C) = z(A,C) + w(B,C)
Positivity: (A,A) ≥ 0 with (A,A) = 0 ⇐⇒ A = 0 (A.6.1)
for any A,B ∈ V and z, w ∈ C [61, p.70]. The Cauchy-Schwarz inequality states that |(A,B)|2 ≤
(A,A)(B,B). This is seen (in a standard way) by considering the following positive quadratic in the
real variable λ
0 ≤ (A− λB,A− λB) = (A,A)− 2λRe(A,B) + λ2(B,B) (A.6.2)
The discriminate of this equation must be non-positive so that
(Re(A,B))
2 ≤ (A,A)(B,B) (A.6.3)
Replacing B by (A,B)B then results in the Cauchy-Schwarz inequality stated above multiplied by
|(A,B)|2. If (A,B) = 0 the Cauchy-Schwarz inequality is trivially satisfied, else it can be retrieved
by dividing this last expression through by |(A,B)|2.
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A.7 Matrix norms
The following is based on [6, p.76]. The Hilbert-Schmidt inner-product on the space of N×N complex
matrices is defined as
(A,B)HS = Tr
(
AB†
)
(A.7.1)
for any two N × N complex matrices A and B. It satisfies the axioms of an inner-product listed
in (A.6.1) by the standard properties of the trace and the conjugate transpose of a complex matrix.
Therefore the scaled Hilbert-Schmidt inner-product
(A,B) =
1
N
Tr
(
AB†
)
(A.7.2)
is also an inner-product on the space of N × N complex matrices. This scaled Hilbert-Schmidt
inner-product can be used to define the norm
‖A‖ =
√
(A,A) (A.7.3)
which, by construction, is seen to satisfies the axioms of a matrix norm
Triangle inequality: ‖A+B‖ ≤ ‖A‖+ ‖B‖
Linearity: ‖zA‖ = |z|‖A‖
Positivity: ‖A‖ ≥ 0 with ‖A‖ = 0 ⇐⇒ A = 0 (A.7.4)
for any z ∈ C [61, p.34]. The non-trivial property here is the triangle inequality. This follows since
‖A + B‖2 = (A + B,A + B) ≤ ‖A‖2 + ‖B‖2 + 2‖A‖‖B‖ = (‖A‖ + ‖B‖)2 by the Cauchy-Schwarz
inequality which states that |(A,B)| ≤ ‖A‖‖B‖.
A.8 Lebesgue measure on matrices
Any N × N complex matrix A may be parametrised by the 2N2 real parameters αj,k and α′j,k for
1 ≤ j, k ≤ N where
Aj,k = αj,k + iα
′
j,k (A.8.1)
Therefore the space of N × N complex matrices may be identified with R2N2 . It is then natural to
extend the Lebesgue measure on R2N2 to the space of matrices as
dA =
N∏
j,k=1
dαj,k dα
′
j,k (A.8.2)
For any N × N unitary matrix U it will now be shown that this measure is invariant under the
left and right multiplication of A by U , up to a sign. Let the elements of U be Uj,k = uj,k + iu
′
j,k for
real parameters uj,k and u
′
j,k. The matrix B = UA has the elements
Bj,k ≡ βj,k + iβ′j,k =
N∑
l=1
(
uj,lαl,k − u′j,lα′l,k
)
+ i
N∑
l=1
(
uj,lα
′
l,k + u
′
j,lαl,k
)
(A.8.3)
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where βj,k and β
′
j,k are the corresponding real parameters of B. Thereforeβ
β′
 =
⊕N u −⊕N u′⊕
N u
′ ⊕
N u
α
α′
 (A.8.4)
where, α is the column vector with the entries α1,1, α2,1, . . . , αN,N , α
′ is the column vector with the
entries α′1,1, α
′
2,1, . . . , α
′
N,N , β and β
′ are defined similarly, u =
(
uj,k
)
and u′ =
(
u′j,k
)
and where⊕
N u represents the N
2 ×N2 matrix with N copies of u along its diagonal with zero elsewhere and⊕
N u
′ represents the N2 ×N2 matrix with N copies of u′ along its diagonal with zero elsewhere.
Now as U = u+ iu′ is unitary
I = U†U =
(
uT − iu′T
)(
u+ iu′
)
=
(
uTu+ u′Tu′
)
+ i
(
uTu′ − u′Tu
)
(A.8.5)
so that it follows that⊕N u −⊕N u′⊕
N u
′ ⊕
N u
T ⊕N u −⊕N u′⊕
N u
′ ⊕
N u
 =
⊕N (uTu+ u′Tu′) ⊕N (u′Tu− uTu′)⊕
N
(
uTu′ − u′Tu
) ⊕
N
(
u′Tu′ + uTu
)

(A.8.6)
is equal to the identity matrix. A similar result holds for the reverse ordered products.
This implies that the transform (α,α′)→ (β,β′) in equation (A.8.4) is an orthogonal transform
which necessarily has a Jacobian of
detN
u −u′
u′ u
 = ±1 (A.8.7)
and therefore dA = ±d (UA). An analogous results holds for left multiplication, so it is concluded
that dA = ±d (UAU†) for any unitary matrix U .
In particular this holds on the subspace of 2n× 2n Hermitian matrices H, parametrised by the 4n
real parameters {hj,j , hk,l, h′k,l} for j = 1, . . . , 2n and 1 ≤ k < l ≤ 2n where
hj,j = Hj,j
hk,l = ReHk,l = ReHl,k
h′k,l = ImHk,l = − ImHl,k (A.8.8)
As 2n is even, the sign of the Jacobian is positive in (A.8.7) so that
d
(
UHU†
)
= dH =
 2n∏
j=1
dhj,j
 ∏
1≤k<l≤N
dhk,l dh
′
k,l (A.8.9)
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Appendix B
The Jordan-Wigner transformation
The Jordan-Wigner transform [7] maps the matrices σ
(1)
j , σ
(2)
j and σ
(3)
j for j = 1, . . . , n, acting on(
C2
)⊗n
, to n-state Fermi annihilation and creation matrices aˇj and aˇ
†
j for j = 1, . . . , n which satisfy
the canonical commutation relations
aˇj aˇ
†
k = −aˇ†kaˇj + δj,kI
aˇj aˇk = −aˇkaˇj (B.0.1)
characterising generic Fermi operators. A third commutation relation, aˇ†kaˇ
†
j = −aˇ†j aˇ†k is deduced by
taking the complex conjugate transpose of the second canonical commutation relation.
An overview of this transformation and its application to nearest-neighbour qubit chains is given
in [7]. A summary is now given for reference:
B.1 The transform
Let
Sj =
σ
(1)
j + iσ
(2)
j
2
with S†j =
σ
(1)
j − iσ(2)j
2
(B.1.1)
The Jordan-Wigner transform is then defined to be the mapping
aˇj =
 ∏
1≤l<j
σ
(3)
l
Sj with aˇ†j =
 ∏
1≤l<j
σ
(3)
l
S†j (B.1.2)
for j = 1, . . . , n.
The canonical commutation relations (B.0.1) can be verified by direct calculation. First, if j 6= k
then SjS
†
k = S
†
kSj by the definition of Sj and S
†
k. Also σ
(3)
j commutes with both Sk and S
†
k if j 6= k
and anti-commutes if j = k, as the matrices σ(1), σ(2) and σ(3) all pairwise anti-commute. Therefore
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if j < k
aˇj aˇ
†
k =
 ∑
1≤l<j
σ
(3)
l
Sj
 ∑
1≤m<k
σ(3)m
S†k
=
 ∑
1≤l<j
σ
(3)
l
SjS†k
 ∑
1≤m<k
σ(3)m

=
 ∑
1≤l<j
σ
(3)
l
S†kSj
 ∑
j≤l′<k
σ
(3)
l′
 ∑
1≤m<j
σ(3)m

= −
 ∑
1≤l<k
σ
(3)
l
S†kSj
 ∑
1≤m<j
σ(3)m

= −aˇ†kaˇj (B.1.3)
Then for j > k, aˇj aˇ
†
k = (aˇkaˇ
†
j)
† = (−aˇ†j aˇk)† = −aˇ†kaˇj . Whereas for j = k,
SjS
†
j =
1
4
(
σ
(1)
j + iσ
(2)
j
)(
σ
(1)
j − iσ(2)j
)
=
1
4
(
σ
(1)
j σ
(1)
j + σ
(2)
j σ
(2)
j − iσ(1)j σ(2)j + iσ(2)j σ(1)j
)
=
1
4
(
I + I + iσ
(2)
j σ
(1)
j − iσ(1)j σ(2)j
)
= I − 1
4
(
σ
(1)
j − iσ(2)j
)(
σ
(1)
j + iσ
(2)
j
)
= I − S†jSj (B.1.4)
so that
aˇj aˇ
†
j =
 ∑
1≤l<j
σ
(3)
l
Sj
 ∑
1≤m<j
σ(3)m
S†j
=
 ∑
1≤l<j
σ
(3)
l
 ∑
1≤m<j
σ(3)m
SjS†j
=
 ∑
1≤l<j
σ
(3)
l σ
(3)
l
(I − S†jSj)
= I −
 ∑
1≤l<j
σ
(3)
l
S†j
 ∑
1≤m<j
σ(3)m
Sj
= I − aˇ†j aˇj (B.1.5)
as σ
(3)
j σ
(3)
j = I for all j. Hence aˇj aˇ
†
k = −aˇ†kaˇj + δj,kI for all j, k = 1, . . . , n.
The remaining canonical commutation relation is proved similarly. For all j and k, SjSk = SkSj
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by definition. Then, for j < k,
aˇj aˇk =
 ∑
1≤l<j
σ
(3)
l
Sj
 ∑
1≤m<k
σ(3)m
Sk
=
 ∑
1≤l<j
σ
(3)
l
SjSk
 ∑
1≤m<k
σ(3)m

=
 ∑
1≤l<j
σ
(3)
l
SkSj
 ∑
j≤l′<k
σ
(3)
l′
 ∑
1≤m<j
σ(3)m

= −
 ∑
1≤l<k
σ
(3)
l
SkSj
 ∑
1≤m<j
σ(3)m

= −aˇkaˇj (B.1.6)
For j > k an analogous procedure holds so that aˇj aˇk = −aˇkaˇj for all j 6= k. For j = k
SjSj =
1
4
(
σ
(1)
j + iσ
(2)
j
)(
σ
(1)
j + iσ
(2)
j
)
=
1
4
(
σ
(1)
j σ
(1)
j − σ(2)j σ(2)j + iσ(1)j σ(2)j + iσ(2)j σ(1)j
)
=
1
4
(
I − I + iσ(1)j σ(2)j − iσ(1)j σ(2)j
)
= 0 (B.1.7)
so that
aˇj aˇj =
 ∑
1≤l<j
σ
(3)
l
Sj
 ∑
1≤m<j
σ(3)m
Sj
=
 ∑
1≤l<j
σ
(3)
l
SjSj
 ∑
1≤m<j
σ(3)m

= 0 (B.1.8)
and aˇj aˇk = −aˇkaˇj for all j, k = 1, . . . , n.
B.2 Nearest-neighbour interactions
Hamiltonians containing terms proportional to σ
(a)
j σ
(b)
j+1 for a, b = 1, 2, 3 and j = 1, . . . , n− 1 or σ(3)j
for j = 1, . . . , n are particularly suitable to analysis using the Jordan-Wigner transform as they are
quadratic in the Fermi matrices aˇj and aˇ
†
j . To this end, the aforementioned matrices will be evaluated
in terms of the Fermi matrices aˇj and aˇ
†
j for reference.
By applying the definition of Sj , S
†
j , aˇj and aˇ
†
j and recalling that σ
(3)
j σ
(3)
j = I for all j, it is seen
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that
σ
(1)
j = Sj + S
†
j =
 ∏
1≤l<j
σ
(3)
l
(aˇj + aˇ†j)
σ
(2)
j = − i
(
Sj − S†j
)
= − i
 ∏
1≤l<j
σ
(3)
l
(aˇj − aˇ†j)
and σ
(3)
j = − iσ(1)j σ(2)j
= −
 ∏
1≤l<j
σ
(3)
l
(aˇj + aˇ†j)
 ∏
1≤m<j
σ(3)m
(aˇj − aˇ†j)
= −
(
aˇj + aˇ
†
j
)(
aˇj − aˇ†j
)
= aˇj aˇ
†
j − aˇ†j aˇj
= 2aˇj aˇ
†
j − I (B.2.1)
Furthermore, by the definition of aˇj and aˇ
†
j , the canonical commutation relations for Fermi matrices
and the results above, it is also seen that for j = 1, . . . , n− 1
σ
(1)
j σ
(1)
j+1 =
 ∏
1≤l<j
σ
(3)
l
(aˇj + aˇ†j)
 ∏
1≤m<j+1
σ(3)m
(aˇj+1 + aˇ†j+1)
=
(
aˇj + aˇ
†
j
)
σ
(3)
j
(
aˇj+1 + aˇ
†
j+1
)
=
(
aˇj + aˇ
†
j
)(
aˇj aˇ
†
j − aˇ†j aˇj
)(
aˇj+1 + aˇ
†
j+1
)
= −
(
aˇj aˇ
†
j aˇj − aˇ†j aˇj aˇ†j
)(
aˇj+1 + aˇ
†
j+1
)
= −
(
aˇj − aˇ†j
)(
aˇj+1 + aˇ
†
j+1
)
(B.2.2)
σ
(2)
j σ
(2)
j+1 = −
 ∏
1≤l<j
σ
(3)
l
(aˇj − aˇ†j)
 ∏
1≤m<j+1
σ(3)m
(aˇj+1 − aˇ†j+1)
= −
(
aˇj − aˇ†j
)
σ
(3)
j
(
aˇj+1 − aˇ†j+1
)
= −
(
aˇj − aˇ†j
)(
aˇj aˇ
†
j − aˇ†j aˇj
)(
aˇj+1 − aˇ†j+1
)
=
(
aˇj aˇ
†
j aˇj + aˇ
†
j aˇj aˇ
†
j
)(
aˇj+1 − aˇ†j+1
)
=
(
aˇj + aˇ
†
j
)(
aˇj+1 − aˇ†j+1
)
(B.2.3)
σ
(1)
j σ
(2)
j+1 = − i
 ∏
1≤l<j
σ
(3)
l
(aˇj + aˇ†j)
 ∏
1≤m<j+1
σ(3)m
(aˇj+1 − aˇ†j+1)
= − i
(
aˇj + aˇ
†
j
)
σ
(3)
j
(
aˇj+1 − aˇ†j+1
)
= − i
(
aˇj + aˇ
†
j
)(
aˇj aˇ
†
j − aˇ†j aˇj
)(
aˇj+1 − aˇ†j+1
)
= i
(
aˇj aˇ
†
j aˇj − aˇ†j aˇj aˇ†j
)(
aˇj+1 − aˇ†j+1
)
= i
(
aˇj − aˇ†j
)(
aˇj+1 − aˇ†j+1
)
(B.2.4)
194
B.2 Nearest-neighbour interactions
and
σ
(2)
j σ
(1)
j+1 = − i
 ∏
1≤l<j
σ
(3)
l
(aˇj − aˇ†j)
 ∏
1≤m<j+1
σ(3)m
(aˇj+1 + aˇ†j+1)
= − i
(
aˇj − aˇ†j
)
σ
(3)
j
(
aˇj+1 + aˇ
†
j+1
)
= − i
(
aˇj − aˇ†j
)(
aˇj aˇ
†
j − aˇ†j aˇj
)(
aˇj+1 + aˇ
†
j+1
)
= i
(
aˇj aˇ
†
j aˇj + aˇ
†
j aˇj aˇ
†
j
)(
aˇj+1 + aˇ
†
j+1
)
= i
(
aˇj + aˇ
†
j
)(
aˇj+1 + aˇ
†
j+1
)
(B.2.5)
For cyclic chains the boundary terms are not quadratic in the Fermi matrices aˇj and aˇ
†
j but can be
written in a quadratic form with the addition of the parity matrix η =
∏n
j=1 σ
(3)
j , that is,
σ(1)n σ
(1)
1 =
 ∏
1≤l<n
σ
(3)
l
(aˇn + aˇ†n)(aˇ1 + aˇ†1)
= ησ(3)n
(
aˇn + aˇ
†
n
)(
aˇ1 + aˇ
†
1
)
= η
(
aˇnaˇ
†
n − aˇ†naˇn
) (
aˇn + aˇ
†
n
) (
aˇ1 + aˇ
†
1
)
= η
(
aˇnaˇ
†
naˇn − aˇ†naˇnaˇ†n
)(
aˇ1 + aˇ
†
1
)
= η
(
aˇn − aˇ†n
)(
aˇ1 + aˇ
†
1
)
(B.2.6)
σ(2)n σ
(2)
1 = −
 ∏
1≤l<n
σ
(3)
l
(aˇn − aˇ†n)(aˇ1 − aˇ†1)
= −ησ(3)n
(
aˇn − aˇ†n
)(
aˇ1 − aˇ†1
)
= −η
(
aˇnaˇ
†
n − aˇ†naˇn
) (
aˇn − aˇ†n
) (
aˇ1 − aˇ†1
)
= −η
(
aˇnaˇ
†
naˇn + aˇ
†
naˇnaˇ
†
n
)(
aˇ1 − aˇ†1
)
= −η
(
aˇn + aˇ
†
n
)(
aˇ1 − aˇ†1
)
(B.2.7)
σ(1)n σ
(2)
1 = − i
 ∏
1≤l<n
σ
(3)
l
(aˇn + aˇ†n)(aˇ1 − aˇ†1)
= − i ησ(3)n
(
aˇn + aˇ
†
n
)(
aˇ1 − aˇ†1
)
= − i η
(
aˇnaˇ
†
n − aˇ†naˇn
) (
aˇn + aˇ
†
n
) (
aˇ1 − aˇ†1
)
= − i η
(
aˇnaˇ
†
naˇn − aˇ†naˇnaˇ†n
)(
aˇ1 − aˇ†1
)
= − i η
(
aˇn − aˇ†n
)(
aˇ1 − aˇ†1
)
(B.2.8)
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and
σ(2)n σ
(1)
1 = − i
 ∏
1≤l<n
σ
(3)
l
(aˇn − aˇ†n)(aˇ1 + aˇ†1)
= − i ησ(3)n
(
aˇn − aˇ†n
)(
aˇ1 + aˇ
†
1
)
= − i η
(
aˇnaˇ
†
n − aˇ†naˇn
) (
aˇn − aˇ†n
) (
aˇ1 + aˇ
†
1
)
= − i η
(
aˇnaˇ
†
naˇn + aˇ
†
naˇnaˇ
†
n
)(
aˇ1 + aˇ
†
1
)
= − i η
(
aˇn + aˇ
†
n
)(
aˇ1 − aˇ†1
)
(B.2.9)
These relations are particularly useful for the calculations in Section 4.1.
B.3 An orthonormal Fermi basis
The Fermi matrices aˇj and aˇ
†
j for j = 1, . . . , n (or indeed any operators satisfying the canonical
commutation relations (B.0.1) represented as matrices acting on
(
C2
)⊗n
) can be used to define an
orthonormal basis for
(
C2
)⊗n
. There exists [7, p.3] a normalised state |0〉aˇ ∈
(
C2
)⊗n
such that aˇj |0〉aˇ
for all j. In the case of the Fermi matrices aˇj and aˇ
†
j , this is the vector |0〉 = |0〉⊗n of the standard
basis (see Section 1.1.3) as (σ(1) + iσ(2))|0〉 = 0. For the multi-indices x = (x1, . . . , xn) ∈ {0, 1}n let
|x〉aˇ =
(
aˇ†1
)x1
. . .
(
aˇ†n
)xn |0〉aˇ (B.3.1)
There are 2n such states. Their orthonormality is seen by considering the inner-product
aˇ〈x|y〉aˇ = aˇ〈0|
(
aˇn
)xn
. . .
(
aˇ1
)x1(
aˇ†1
)y1
. . .
(
aˇ†n
)yn |0〉aˇ (B.3.2)
for x,y ∈ {0, 1}n, which, by the canonical commutation relations (B.0.1), is equal to
± aˇ〈0|
(
aˇ1
)x1(
aˇ†1
)y1
. . .
(
aˇn
)xn(
aˇ†n
)yn |0〉aˇ (B.3.3)
Since aˇj aˇ
†
j = I − aˇ†j aˇj , aˇj |0〉aˇ = 0 and aˇ〈0|aˇ†j = 0 it then follows that
aˇ〈y|x〉aˇ = δx1,y1 . . . δxn,yn aˇ〈0|0〉aˇ = δx1,y1 . . . δxn,yn (B.3.4)
where a positive sign factor is chosen, as aˇ〈x|x〉aˇ ≥ 0. Therefore the |x〉aˇ form an orthonormal basis
of
(
C2
)⊗n
.
B.4 The action of the Fermi matrices on the Fermi basis
For the multi-indices x = (x1, . . . , xn) ∈ {0, 1}n let |x〉aˇ be the orthonormal Fermi basis as defined
above, with respect to the Fermi matrices aˇj and aˇ
†
j (or indeed any operators satisfying the canonical
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commutation relations (B.0.1) represented as matrices acting on
(
C2
)⊗n
). By definition and the
canonical commutation relations, the action of the matrix aˇj on this basis is given by
aˇj |x〉aˇ = aˇj
(
aˇ†1
)x1
. . .
(
aˇ†n
)xn |0〉aˇ
=
 ∏
1≤l<j
(
−aˇ†l
)xl aˇj (aˇ†j)xj
 ∏
j<m≤n
(
aˇ†m
)xm |0〉aˇ
= (−1)
∑
l<j xlxj |y〉aˇ (B.4.1)
where y is the vector constructed from x by replacing the jth entry with the value 0. In this sense,
aˇj can be thought of as the lowing matrix on the j
th site, returning zero if a lowering is not possible.
Similarly for aˇ†j ,
aˇ†j |x〉aˇ = (−1)
∑
l<j xl(1− xj)|z〉aˇ (B.4.2)
where z is the vector constructed from x by replacing the jth entry with the value 1.
It then follows from the orthonormality of the |x〉aˇ that
aˇ〈x|aˇj |x〉aˇ = 0
aˇ〈x|aˇ†j |x〉aˇ = 0
aˇ〈x|aˇ†j aˇk|x〉aˇ = xjδj,k
aˇ〈x|aˇj aˇ†k|x〉aˇ = (1− xj)δj,k (B.4.3)
In fact it follows that for any product of an odd number of the Fermi matrices aˇj and aˇ
†
j denoted A,
that
aˇ〈x|A|x〉aˇ = 0 (B.4.4)
B.5 Transforms of Fermi annihilation and creation matrices
The Fermi annihilation and creation matrices aˇj and aˇ
†
j (or indeed any Fermi operators satisfying the
canonical commutation relations (B.0.1)) can be ‘rotated’ by the linear transformation bˇ
bˇ
′
 =
U V
V U
 aˇ
aˇ′
 (B.5.1)
where
aˇ =

aˇ1
...
aˇn
 aˇ′ =

aˇ†1
...
aˇ†n
 bˇ =

bˇ1
...
bˇn
 bˇ′ =

bˇ†1
...
bˇ†n
 (B.5.2)
and U = (uj,k) and V = (vj,k) are n × n complex matrices. The matrices bˇ†j remain the conjugate
transpose of the bˇj as
bˇ†j =
n∑
l=1
(
vj,laˇl + uj,laˇ
†
l
)
=
(
n∑
l=1
(
vj,laˇ
†
l + uj,laˇl
))†
=
(
bˇj
)†
(B.5.3)
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In order for the matrices bˇj and bˇ
†
j to satisfy analogous canonical commutation relations to (B.0.1),
that is to be Fermi matrices, U and V must satisfy certain conditions. These are deduced by direct
computation. First,
bˇj bˇ
†
k =
n∑
l=1
(
uj,laˇl + vj,laˇ
†
l
) n∑
m=1
(
vk,maˇm + uk,maˇ
†
m
)
=
n∑
l,m=1
(
uj,luk,maˇlaˇ
†
m + vj,lvk,maˇ
†
l aˇm + uj,lvk,maˇlaˇm + vj,luk,maˇ
†
l aˇ
†
m
)
(B.5.4)
By the canonical commutation relations (B.0.1), the order of the matrices in each term may be
reversed to yield
−
n∑
m=1
(
vk,maˇm + uk,maˇ
†
m
) n∑
l=1
(
uj,laˇl + vj,laˇ
†
l
)
+
n∑
l=1
(
uj,luk,l + vj,lvk,l
)
(B.5.5)
or equally, upon recombining the matrix elements,
− bˇ†k bˇj +
(
UU†
)
j,k
+
(
V V †
)
j,k
(B.5.6)
Therefore UU† + V V † = I if and only of bˇj bˇ
†
k = −bˇ†k bˇj + Iδj,k.
Furthermore,
bˇj bˇk =
n∑
l=1
(
uj,laˇl + vj,laˇ
†
l
) n∑
m=1
(
uk,maˇm + vk,maˇ
†
m
)
=
n∑
l,m=1
(
uj,luk,maˇlaˇm + vj,lvk,maˇ
†
l aˇ
†
m + uj,lvk,maˇlaˇ
†
m + vj,luk,maˇ
†
l aˇm
)
(B.5.7)
in which, by the canonical commutation relations (B.0.1), the order of the matrices in each term may
be reversed to yield
−
n∑
m=1
(
uk,maˇm + vk,maˇ
†
m
) n∑
l=1
(
uj,laˇl + vj,laˇ
†
l
)
+
n∑
l=1
(
uj,lvk,l + vj,luk,l
)
(B.5.8)
Recombining the matrix elements gives the equivalent expression of
− bˇk bˇj +
(
UV T
)
j,k
+
(
V UT
)
j,k
(B.5.9)
Therefore UV T + V UT = 0 if and only if bˇj bˇk = −bˇk bˇj .
These requirements on U and V are equivalent to the matrix in (B.5.1) being unitary. That is,
requiring thatU V
V U
U† V †
V † U
†
 =
 UU† + V V † UV T + V UT
V UT + UV T V V † + UU†
 =
I 0
0 I
 (B.5.10)
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Collated numerical results
This appendix contains the graphical results of all the numerical simulations undertaken for Sections
2.3, 3.2 and 4.3:
C.1 Spectral histograms
Figures C.1 to C.14 display the normalised spectral histograms calculated from s = 219−n random
samples of each of the following ensembles for n = 2, . . . , 13. Full details of the numerical procedure
and discussion of the results can be seen in Section 2.3:
Hˆn =
n∑
j=1
3∑
a,b=1
αˆa,b,jσ
(a)
j σ
(b)
j+1 αˆa,b,j ∼ N
(
0,
1
9n
)
i. i.d.
Hˆ(uniform)n =
n∑
j=1
3∑
a,b=1
αˆa,b,jσ
(a)
j σ
(b)
j+1 αˆa,b,j ∼ U
(
−
√
3√
9n
,
√
3√
9n
)
i. i.d.
Hˆ(local)n =
n∑
j=1
3∑
a=1
3∑
b=0
αˆa,b,jσ
(a)
j σ
(b)
j+1 αˆa,b,j ∼ N
(
0,
1
12n
)
i. i.d.
Hˆ(inv)n =
n∑
j=1
3∑
a,b=1
αˆa,bσ
(a)
j σ
(b)
j+1 αˆa,b ∼ N
(
0,
1
9n
)
i. i.d.
Hˆ(inv,local)n =
n∑
j=1
3∑
a=1
3∑
b=0
αˆa,bσ
(a)
j σ
(b)
j+1 αˆa,b ∼ N
(
0,
1
12n
)
i. i.d.
Hˆ(JW )n =
n−1∑
j=1
2∑
a,b=1
αˆa,b,jσ
(a)
j σ
(b)
j+1 +
n∑
j=1
α3,0,jσ
(3)
j αˆa,b,j ∼ N
(
0,
1
5n− 4
)
i. i.d.
Hˆ(Heis)n =
n∑
j=1
3∑
a=1
αˆa,a,jσ
(a)
j σ
(a)
j+1 αˆa,a,j ∼ N
(
0,
1
3n
)
i. i.d. (C.1.1)
C.2 Linear entropy of reduced eigenstates
Figures C.15 to C.28 show the average value of the linear entropy, 1 − Tr
(
ρ2l,k
)
, over s = 219−n
samples from each of the ensembles above, in turn, where ρl,k is the reduced density matrix, on the
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the qubits labelled 1 to l = 1, . . . , 5, of the eigenstate ρk corresponding to the numerically ordered
eigenvalue λk, for each sample.
On l qubits the minimal value, zero, of the linear entropy is equivalent to there being a product
state between the l qubits and the rest of the chain. The maximal value of 1 − 1
2l
corresponds to
there being a maximally entangled state between the l qubits and the rest of the chain (see Section
3.1).
The value of the purity is unique when the spectrum of the corresponding Hamiltonian is simple.
If this is not the case then there is some arbitrary choice of eigenstates within an eigensubspace and
the numeral procedure selects just one possible choice for this. The ensembles for which all samples
were seen to have a non-degenerate spectrum (no eigenvalue spacing less than 10−10) are shown in
Table C.1.
Full details of the numerical procedure and discussion of the results can be found in Section 3.2.
C.3 Nearest-neighbour level spacings
Figures C.29 to C.42 show the normalised nearest-neighbour level spacing histograms for the ensembles
above. The spacings used were numerically obtained from each of the unfolded spectra of s = 219−n
samples from the ensembles above, in turn, and scaled to have unit mean. The unfolding was with
respect to the average numerical spectral density on the interval [−3, 3] calculated from the same
sample.
Full details of the numerical methodology and discussion of the results are given in Section 4.3.
Limitations in this methodology are perhaps seen in the approximated nearest-neighbour level spacing
distributions for the ensembles Hˆ
(inv)
n and Hˆ
(inv,local)
n for n = 4. The step in the approximate spacing
distribution seen may be due to the fact that the numerical ensemble spectral density, from which
the spectral unfolding is performed, has a large spike (potentially a singularly) at zero. This strongly
affects the unfolding in this region and could distort the numerical unfolding results strongly.
Similar, but less pronounced, spikes in the ensemble spectral density histograms are also seen
for Hˆ
(inv)
n for n = 6, 8 and Hˆ
(Heis)
n for n = 4 in particular. These could again affect the numerical
unfolding. On the whole though, the remaining ensembles have relatively smooth spectral histograms,
allowing a reasonable confidence in the numerical unfolding process.
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C.3 Nearest-neighbour level spacings
Ensemble Number of qubits, n
2 3 4 5 6 7 8 9 10 11 12 13
Hˆn X − X − X − X − X − X −
Hˆ
(uniform)
n X − X − X − X − X − X −
Hˆ
(local)
n X X X X X X X X X X X X
Hˆ
(inv)
n X − − − − − − − − − − −
Hˆ
(inv,local)
n X X − X X X X X X X X X
Hˆ
(JW )
n X X X X X X X X X X X X
Hˆ
(Heis)
n X − − − − − − − − − − −
Table C.1: Table showing the ensembles for which all samples taken possessed a non-
degenerate spectrum (no absolute spacing less than 10−10). Such ensembles are marked with
‘X’. Ensembles where this was not the case are marked with ‘−’.
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Figure C.1: The normalised spectral histograms for Hˆn. The spectra used were numerically
obtained from each of s = 219−n random samples of Hˆn. The dashed lines give the standard
Gaussian density.
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Spectral histograms
Figure C.2: The normalised spectral histograms for Hˆn. The spectra used were numerically
obtained from each of s = 219−n random samples of Hˆn. The dashed lines give the standard
Gaussian density.
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Figure C.3: The normalised spectral histograms for Hˆ
(uniform)
n . The spectra used were
numerically obtained from each of s = 219−n random samples of Hˆ(uniform)n . The dashed lines
give the standard Gaussian density.
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Spectral histograms
Figure C.4: The normalised spectral histograms for Hˆ
(uniform)
n . The spectra used were
numerically obtained from each of s = 219−n random samples of Hˆ(uniform)n . The dashed lines
give the standard Gaussian density.
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Figure C.5: The normalised spectral histograms for Hˆ
(local)
n . The spectra used were numer-
ically obtained from each of s = 219−n random samples of Hˆ(local)n . The dashed lines give the
standard Gaussian density.
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Spectral histograms
Figure C.6: The normalised spectral histograms for Hˆ
(local)
n . The spectra used were numer-
ically obtained from each of s = 219−n random samples of Hˆ(local)n . The dashed lines give the
standard Gaussian density.
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Figure C.7: The normalised spectral histograms for Hˆ
(inv)
n . The spectra used were numerically
obtained from each of s = 219−n random samples of Hˆ(inv)n . The dashed lines give the standard
Gaussian density.
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Spectral histograms
Figure C.8: The normalised spectral histograms for Hˆ
(inv)
n . The spectra used were numerically
obtained from each of s = 219−n random samples of Hˆ(inv)n . The dashed lines give the standard
Gaussian density.
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Figure C.9: The normalised spectral histograms for Hˆ
(inv,local)
n . The spectra used were
numerically obtained from each of s = 219−n random samples of Hˆ(inv,local)n . The dashed lines
give the standard Gaussian density.
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Spectral histograms
Figure C.10: The normalised spectral histograms for Hˆ
(inv,local)
n . The spectra used were
numerically obtained from each of s = 219−n random samples of Hˆ(inv,local)n . The dashed lines
give the standard Gaussian density.
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Figure C.11: The normalised spectral histograms for Hˆ
(JW )
n . The spectra used were numer-
ically obtained from each of s = 219−n random samples of Hˆ(JW )n . The dashed lines give the
standard Gaussian density.
212
Spectral histograms
Figure C.12: The normalised spectral histograms for Hˆ
(JW )
n . The spectra used were numer-
ically obtained from each of s = 219−n random samples of Hˆ(JW )n . The dashed lines give the
standard Gaussian density.
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Figure C.13: The normalised spectral histograms for Hˆ
(Heis)
n . The spectra used were numer-
ically obtained from each of s = 219−n random samples of Hˆ(Heis)n . The dashed lines give the
standard Gaussian density.
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Spectral histograms
Figure C.14: The normalised spectral histograms for Hˆ
(Heis)
n . The spectra used were numer-
ically obtained from each of s = 219−n random samples of Hˆ(Heis)n . The dashed lines give the
standard Gaussian density.
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Figure C.15: The average values of the linear entropy, 1− Tr (ρ2l,k), over s = 219−n samples
from Hˆn, where ρl,k is the reduced density matrix, on the qubits labelled 1 to l, of the eigenstate
ρk corresponding to the numerically order eigenvalue λk, for each sample. The points for each
value of l (marked with symbols for n ≤ 5) have been joined for clarity and the dashed lines
are at the maximal linear entropy values of, 1− 1
2l
. The labels for the values of l in each graph
correspond to the solid lines from top to bottom (with respect to the centre of the spectrum).
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Linear entropy of reduced eigenstates
Figure C.16: The average values of the linear entropy, 1− Tr (ρ2l,k), over s = 219−n samples
from Hˆn, where ρl,k is the reduced density matrix, on the qubits labelled 1 to l, of the eigenstate
ρk corresponding to the numerically order eigenvalue λk, for each sample. The points for each
value of l have been joined for clarity and the dashed lines are at the maximal linear entropy
values of, 1− 1
2l
. The labels for the values of l in each graph correspond to the solid lines from
top to bottom (with respect to the centre of the spectrum).
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Figure C.17: The average values of the linear entropy, 1− Tr (ρ2l,k), over s = 219−n samples
from Hˆ
(uniform)
n , where ρl,k is the reduced density matrix, on the qubits labelled 1 to l, of
the eigenstate ρk corresponding to the numerically order eigenvalue λk, for each sample. The
points for each value of l (marked with symbols for n ≤ 5) have been joined for clarity and the
dashed lines are at the maximal linear entropy values of, 1− 1
2l
. The labels for the values of l
in each graph correspond to the solid lines from top to bottom (with respect to the centre of
the spectrum).
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Linear entropy of reduced eigenstates
Figure C.18: The average values of the linear entropy, 1− Tr (ρ2l,k), over s = 219−n samples
from Hˆ
(uniform)
n , where ρl,k is the reduced density matrix, on the qubits labelled 1 to l, of
the eigenstate ρk corresponding to the numerically order eigenvalue λk, for each sample. The
points for each value of l have been joined for clarity and the dashed lines are at the maximal
linear entropy values of, 1− 1
2l
. The labels for the values of l in each graph correspond to the
solid lines from top to bottom (with respect to the centre of the spectrum).
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Figure C.19: The average values of the linear entropy, 1− Tr (ρ2l,k), over s = 219−n samples
from Hˆ
(local)
n , where ρl,k is the reduced density matrix, on the qubits labelled 1 to l, of the
eigenstate ρk corresponding to the numerically order eigenvalue λk, for each sample. The points
for each value of l (marked with symbols for n ≤ 5) have been joined for clarity and the dashed
lines are at the maximal linear entropy values of, 1 − 1
2l
. The labels for the values of l in
each graph correspond to the solid lines from top to bottom (with respect to the centre of the
spectrum).
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Figure C.20: The average values of the linear entropy, 1− Tr (ρ2l,k), over s = 219−n samples
from Hˆ
(local)
n , where ρl,k is the reduced density matrix, on the qubits labelled 1 to l, of the
eigenstate ρk corresponding to the numerically order eigenvalue λk, for each sample. The points
for each value of l have been joined for clarity and the dashed lines are at the maximal linear
entropy values of, 1 − 1
2l
. The labels for the values of l in each graph correspond to the solid
lines from top to bottom (with respect to the centre of the spectrum).
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Figure C.21: The average values of the linear entropy, 1− Tr (ρ2l,k), over s = 219−n samples
from Hˆ
(inv)
n , where ρl,k is the reduced density matrix, on the qubits labelled 1 to l, of the
eigenstate ρk corresponding to the numerically order eigenvalue λk, for each sample. The
points for each value of l (marked with symbols for n ≤ 5) have been joined for clarity and the
dashed lines are at the maximal linear entropy values of, 1− 1
2l
. The labels for the values of l
in each graph correspond to the solid lines from top to bottom (with respect to the centre of
the spectrum).
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Figure C.22: The average values of the linear entropy, 1− Tr (ρ2l,k), over s = 219−n samples
from Hˆ
(inv)
n , where ρl,k is the reduced density matrix, on the qubits labelled 1 to l, of the
eigenstate ρk corresponding to the numerically order eigenvalue λk, for each sample. The
points for each value of l have been joined for clarity and the dashed lines are at the maximal
linear entropy values of, 1− 1
2l
. The labels for the values of l in each graph correspond to the
solid lines from top to bottom (with respect to the centre of the spectrum).
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Figure C.23: The average values of the linear entropy, 1− Tr (ρ2l,k), over s = 219−n samples
from Hˆ
(inv,local)
n , where ρl,k is the reduced density matrix, on the qubits labelled 1 to l, of
the eigenstate ρk corresponding to the numerically order eigenvalue λk, for each sample. The
points for each value of l (marked with symbols for n ≤ 5) have been joined for clarity and the
dashed lines are at the maximal linear entropy values of, 1− 1
2l
. The labels for the values of l
in each graph correspond to the solid lines from top to bottom (with respect to the centre of
the spectrum).
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Figure C.24: The average values of the linear entropy, 1− Tr (ρ2l,k), over s = 219−n samples
from Hˆ
(inv,local)
n , where ρl,k is the reduced density matrix, on the qubits labelled 1 to l, of the
eigenstate ρk corresponding to the numerically order eigenvalue λk, for each sample. The points
for each value of l have been joined for clarity and the dashed lines are at the maximal linear
entropy values of, 1 − 1
2l
. The labels for the values of l in each graph correspond to the solid
lines from top to bottom (with respect to the centre of the spectrum).
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Figure C.25: The average values of the linear entropy, 1− Tr (ρ2l,k), over s = 219−n samples
from Hˆ
(JW )
n , where ρl,k is the reduced density matrix, on the qubits labelled 1 to l, of the
eigenstate ρk corresponding to the numerically order eigenvalue λk, for each sample. The
points for each value of l (marked with symbols for n ≤ 5) have been joined for clarity and the
dashed lines are at the maximal linear entropy values of, 1− 1
2l
. The labels for the values of l
in each graph correspond to the solid lines from top to bottom (with respect to the centre of
the spectrum).
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Figure C.26: The average values of the linear entropy, 1− Tr (ρ2l,k), over s = 219−n samples
from Hˆ
(JW )
n , where ρl,k is the reduced density matrix, on the qubits labelled 1 to l, of the
eigenstate ρk corresponding to the numerically order eigenvalue λk, for each sample. The
points for each value of l have been joined for clarity and the dashed lines are at the maximal
linear entropy values of, 1− 1
2l
. The labels for the values of l in each graph correspond to the
solid lines from top to bottom (with respect to the centre of the spectrum).
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Figure C.27: The average values of the linear entropy, 1− Tr (ρ2l,k), over s = 219−n samples
from Hˆ
(Heis)
n , where ρl,k is the reduced density matrix, on the qubits labelled 1 to l, of the
eigenstate ρk corresponding to the numerically order eigenvalue λk, for each sample. The points
for each value of l (marked with symbols for n ≤ 5) have been joined for clarity and the dashed
lines are at the maximal linear entropy values of, 1 − 1
2l
. The labels for the values of l in
each graph correspond to the solid lines from top to bottom (with respect to the centre of the
spectrum).
228
Linear entropy of reduced eigenstates
Figure C.28: The average values of the linear entropy, 1− Tr (ρ2l,k), over s = 219−n samples
from Hˆ
(Heis)
n , where ρl,k is the reduced density matrix, on the qubits labelled 1 to l, of the
eigenstate ρk corresponding to the numerically order eigenvalue λk, for each sample. The points
for each value of l have been joined for clarity and the dashed lines are at the maximal linear
entropy values of, 1 − 1
2l
. The labels for the values of l in each graph correspond to the solid
lines from top to bottom (with respect to the centre of the spectrum).
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Figure C.29: The normalised nearest-neighbour level spacing histograms for Hˆn. The spacings
used were numerically obtained from each of the unfolded spectra of s = 219−n samples from
the ensemble Hˆn and scaled to have unit mean. The unfolding was with respect to the average
numerical spectral density on the interval [−3, 3] calculated from the same sample. The dashed
lines give the approximate limiting standard GOE nearest-neighbour level spacing distribution
for even n and the approximate limiting GSE nearest-neighbour level spacing distribution scaled
to have mean 2 and area 1
2
for odd n.
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Nearest-neighbour level spacings
Figure C.30: The normalised nearest-neighbour level spacing histograms for Hˆn. The spacings
used were numerically obtained from each of the unfolded spectra of s = 219−n samples from
the ensemble Hˆn and scaled to have unit mean. The unfolding was with respect to the average
numerical spectral density on the interval [−3, 3] calculated from the same sample. The dashed
lines give the approximate limiting standard GOE nearest-neighbour level spacing distribution
for even n and the approximate limiting GSE nearest-neighbour level spacing distribution scaled
to have mean 2 and area 1
2
for odd n.
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Figure C.31: The normalised nearest-neighbour level spacing histograms for Hˆ
(uniform)
n .
The spacings used were numerically obtained from each of the unfolded spectra of s = 219−n
samples from the ensemble Hˆ
(uniform)
n and scaled to have unit mean. The unfolding was with
respect to the average numerical spectral density on the interval [−3, 3] calculated from the
same sample. The dashed lines give the approximate limiting standard GOE nearest-neighbour
level spacing distribution for even n and the approximate limiting GSE nearest-neighbour level
spacing distribution scaled to have mean 2 and area 1
2
for odd n.
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Nearest-neighbour level spacings
Figure C.32: The normalised nearest-neighbour level spacing histograms for Hˆ
(uniform)
n .
The spacings used were numerically obtained from each of the unfolded spectra of s = 219−n
samples from the ensemble Hˆ
(uniform)
n and scaled to have unit mean. The unfolding was with
respect to the average numerical spectral density on the interval [−3, 3] calculated from the
same sample. The dashed lines give the approximate limiting standard GOE nearest-neighbour
level spacing distribution for even n and the approximate limiting GSE nearest-neighbour level
spacing distribution scaled to have mean 2 and area 1
2
for odd n.
233
APPENDIX C. COLLATED NUMERICAL RESULTS
Figure C.33: The normalised nearest-neighbour level spacing histograms for Hˆ
(local)
n . The
spacings used were numerically obtained from each of the unfolded spectra of s = 219−n samples
from the ensemble Hˆ
(local)
n and scaled to have unit mean. The unfolding was with respect to
the average numerical spectral density on the interval [−3, 3] calculated from the same sample.
The dashed lines give the approximate limiting standard GUE nearest-neighbour level spacing
distribution.
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Nearest-neighbour level spacings
Figure C.34: The normalised nearest-neighbour level spacing histograms for Hˆ
(local)
n . The
spacings used were numerically obtained from each of the unfolded spectra of s = 219−n samples
from the ensemble Hˆ
(local)
n and scaled to have unit mean. The unfolding was with respect to
the average numerical spectral density on the interval [−3, 3] calculated from the same sample.
The dashed lines give the approximate limiting standard GUE nearest-neighbour level spacing
distribution.
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Figure C.35: The normalised nearest-neighbour level spacing histograms for Hˆ
(inv)
n . The
spacings used were numerically obtained from each of the unfolded spectra of s = 219−n samples
from the ensemble Hˆ
(inv)
n and scaled to have unit mean. The unfolding was with respect to the
average numerical spectral density on the interval [−3, 3] calculated from the same sample.
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Figure C.36: The normalised nearest-neighbour level spacing histograms for Hˆ
(inv)
n . The
spacings used were numerically obtained from each of the unfolded spectra of s = 219−n samples
from the ensemble Hˆ
(inv)
n and scaled to have unit mean. The unfolding was with respect to the
average numerical spectral density on the interval [−3, 3] calculated from the same sample.
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Figure C.37: The normalised nearest-neighbour level spacing histograms for Hˆ
(inv,local)
n . The
spacings used were numerically obtained from each of the unfolded spectra of s = 219−n samples
from the ensemble Hˆ
(inv,local)
n and scaled to have unit mean. The unfolding was with respect to
the average numerical spectral density on the interval [−3, 3] calculated from the same sample.
The dashed lines give the standard Poisson spacing distribution.
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Nearest-neighbour level spacings
Figure C.38: The normalised nearest-neighbour level spacing histograms for Hˆ
(inv,local)
n . The
spacings used were numerically obtained from each of the unfolded spectra of s = 219−n samples
from the ensemble Hˆ
(inv,local)
n and scaled to have unit mean. The unfolding was with respect to
the average numerical spectral density on the interval [−3, 3] calculated from the same sample.
The dashed lines give the standard Poisson spacing distribution.
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Figure C.39: The normalised nearest-neighbour level spacing histograms for Hˆ
(JW )
n . The
spacings used were numerically obtained from each of the unfolded spectra of s = 219−n samples
from the ensemble Hˆ
(JW )
n and scaled to have unit mean. The unfolding was with respect to
the average numerical spectral density on the interval [−3, 3] calculated from the same sample.
The dashed lines give the standard Poisson spacing distribution.
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Nearest-neighbour level spacings
Figure C.40: The normalised nearest-neighbour level spacing histograms for Hˆ
(JW )
n . The
spacings used were numerically obtained from each of the unfolded spectra of s = 219−n samples
from the ensemble Hˆ
(JW )
n and scaled to have unit mean. The unfolding was with respect to
the average numerical spectral density on the interval [−3, 3] calculated from the same sample.
The dashed lines give the standard Poisson spacing distribution.
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Figure C.41: The normalised nearest-neighbour level spacing histograms for Hˆ
(Heis)
n . The
spacings used were numerically obtained from each of the unfolded spectra of s = 219−n samples
from the ensemble Hˆ
(Heis)
n and scaled to have unit mean. The unfolding was with respect to
the average numerical spectral density on the interval [−3, 3] calculated from the same sample.
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Nearest-neighbour level spacings
Figure C.42: The normalised nearest-neighbour level spacing histograms for Hˆ
(Heis)
n . The
spacings used were numerically obtained from each of the unfolded spectra of s = 219−n samples
from the ensemble Hˆ
(Heis)
n and scaled to have unit mean. The unfolding was with respect to
the average numerical spectral density on the interval [−3, 3] calculated from the same sample.
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