Abstract In common-conversion-point stacking of receiver functions, most current studies compute 3-D relative Pds traveltime corrections by integrating traveltime anomalies along 1-D raypaths. This ray tracing approach is generally time-consuming and less accurate when prominent velocity anomalies exist and effects of 3-D raypaths become significant. In this study we introduce a new scheme that utilizes a fast-marching method eikonal solver to improve both the efficiency and accuracy of 3-D Pds traveltime computation. We first employ a 1-D raytracing method and the iasp91 model to calibrate the accuracy of the new scheme and optimize the parameters of the numerical solver. We then apply the new scheme to compute a massive number of Pds traveltimes using two sets of 3-D synthetic models, one set with a high-velocity slab and another set with a low-velocity plume, and compare these 3-D traveltimes with those computed with the raypath integrating approach. We find 2.7% and 11.8% raypaths in the two slab models and 7.8% and 12.0% raypaths in the two plume models show a 3-D traveltime difference of ≥0.5 s. We apply the proposed scheme to a subset of transportable array receiver functions that sample the transition zone beneath the Yellowstone hotspot and find that a common-conversion-point stack using 3-D Pds traveltimes computed by the eikonal solver method has the best focused P660s. Finally, we illustrate that computational times can be reduced by 1 to 2 orders of magnitude with the new scheme to compute 3-D Pds traveltimes of 20,000-200,000 receiver functions.
Introduction
Seismic imaging is a technique that utilizes secondary arrivals, such as reflected/converted and scattered waves, to locate their originating structures, that is, boundaries and scatterers (Niu, 2014; Shearer & Masters, 1992; Vidale & Benz, 1992) . A major component of the technique is to convert the arrival times back to their source depth, known as the time-to-depth conversion (Dueker & Sheehan, 1997; Gilbert et al., 2003) . As such, in order to produce quality seismic images, one requires a relatively accurate 3-D reference model as well as efficient methods to compute traveltimes within the 3-D model, that is, 3-D traveltimes.
The receiver function technique (Ammon, 1991) is perhaps the single most used method in passive seismology to study crustal and Moho structure.Common-conversion-point (CCP) stacking of receiver functions provides an efficient means to image the lithosphere-asthenosphere boundary, mantle transition zone discontinuities (the 410 and 660 km), and other structures (Dueker & Sheehan, 1997; Eagar et al., 2010; Gilbert et al., 2003; Guan & Niu, 2017; Niu et al., 2004 Niu et al., , 2005 Schmandt et al., 2011 Schmandt et al., , 2012 Tauzin et al., 2013) . As receiver function techniques utilize the relative arrival time between the P-to-S waves converted at the boundaries (hereafter referred to as Pds) and the direct arrival (P 0 ) to compute the depths of the boundaries, both 3-D P and S wave velocity models are required to obtain an accurate time-to-depth conversion. Since it is more difficult to obtain high-resolution 3-D S wave models, and teleseismic tomography is intrinsically weak in resolving absolute 3-D velocities, many receiver function studies using the CCP stacking technique employed a 1-D reference model to compute the Pds traveltimes (e.g., Dueker & Sheehan, 1997; Gilbert et al., 2003) , although it is well known that the reference model alone can introduce significant bias in the imaged depth of a deep boundary. Niu and Kawakatsu (1998) computed the Δt P660s using the iasp91 model (Kennett & Engdahl, 1991) and the 1-D model of the tectonically active North America (P wave model of Walck, 1984 , and S wave model of Grand and Helmberger, 1984) and found a traveltime difference of nearly 2 s, which converts to 20 km in depth. In other words, the depth of the 660 km beneath tectonically active North America can be overestimated by~20 km if the iasp91 model is used as the reference model.
To compute the 3-D Pds traveltime, one assumes that in the 3-D velocity model, the raypaths of the Pds and P 0 remain the same as in the 1-D reference model, and then accumulates the traveltime perturbations induced by the 3-D model along the 1-D raypaths from surface to the depth to be imaged (Liu et al., 2015; Schmandt et al., 2012) , and finally adds the 3-D correction to the 1-D traveltime (hereafter referred to as ray tracing or raypath integration scheme). While it is reasonable to assume an unchanged raypath to the first order, it is also known that the actual raypaths of Pds and P 0 can deviate significantly from their 1-D raypaths in places where strong seismic anomalies, such as subducting slabs and uprising plumes, are present along the raypaths (Bijwaard & Spakman, 1999; Serretti & Morelli, 2011; Zhao & Lei, 2004) . In principle, the 3-D raypath effect is more important for deep structures since the traveltime perturbation is cumulative. Meanwhile, the ray tracing scheme is time-consuming from the computation point of view since for each receiver function, in addition to ray trace the direct P wave, one needs to ray trace the converted S wave for every conversion depth. In a CCP study, one could easily have a data set composed of~50,000 receiver functions, and with a typical imaging depth range of 200-800 km and depth interval of 1 km, it would be a time-consuming task to conduct 50,000 × 601 + 50,000 times of ray tracing.
Considering the potential problems and computation limitations in the ray tracing scheme, in this study we implement an efficient numerical eikonal solver, the fast marching method (FMM; Kool et al., 2006; Rawlinson & Sambridge, 2004a , 2004b in computing Δt Pds . The eikonal equation, which is an infinite frequency approximation of the wave equation, is widely used in global seismology (e.g., Benz et al., 1996; Lin et al., 2009) , exploration geophysics (<10-km depth; e.g., Zelt & Barton, 1998) , and shallow surface geophysics (<100-m depth; Chen & Zelt, 2017) for calculating traveltimes. Numerous studies have been conducted to compute 2-D/3-D traveltimes by solving the eikonal equation Korenaga et al., 2000; Vidale, 1988 Vidale, , 1990 , which has been demonstrated to be able to account for 3-D raypath effects. On the other hand, in CCP imaging, many receiver functions are generated from the same event and are also recorded by the same seismic station. This high level of degeneracy has enabled the use of an eikonal solver for computing the 3-D traveltimes, because one only needs to simulate the traveltime field for each event and station once.
Recently, Cheng et al. (2016 Cheng et al. ( , 2017 implemented the FMM eikonal solver to calculate the Pds traveltimes for Kirchhoff migration of receiver function data, in which energy in each receiver function is migrated to a large number of grid points (potential scatters) after incorporating the geometric spreading and elastic scattering pattern. Compared to Kirchhoff migration of Cheng et al. (2016 Cheng et al. ( , 2017 , the CCP stacking technique assumes a 1-D-layered earth, which is appropriate in regional/global scale studies and requires less computation and memory. This, along with the fact that few studies have been done to resolve the potential 3-D raypath effects and computation limitations, has motivated us to use the eikonal solver in computing 3-D Pds traveltimes that are essential for the CCP stacking technique (hereafter referred to as eikonal solver scheme).
In this paper, we first optimize the FMM eikonal solver parameter setting and validate its accuracy using the iasp91 model. Then, we conduct synthetic tests using models with large velocity anomalies such as subducting slabs and uprising plumes. Comparisons between the two sets of 3-D traveltimes computed from the eikonal solver scheme and the ray tracing approach show that our new scheme can not only account for 3-D raypath effects, which could be important in certain circumstance, but also significantly improve the computational efficiency. We also apply the eikonal solver scheme to receiver functions computed from the USArray stations located around the Yellowstone where large-velocity anomalies in the crust and upper mantle are observed (Huang et al., 2015; Schmandt & Lin, 2014) . The CCP stacking results show that using the eikonal solver based Δt Pds leads to a more coherent stacking than using those derived from the ray tracing approach. We conclude that the proposed eikonal solver scheme is robust and efficient and therefore serves as a good alternative to compute 3-D Pds traveltimes for CCP imaging studies.
Method
P-to-S receiver functions investigate the coda of the P wave to look for converted S waves at velocity discontinuities. Mathematically, the S wave conversion reaches the receiver at a relative time of (Figure 1 ):
(1)
Here t P0 is the traveltime of the direct P wave from the source to receiver. The t P and t S are the P wave and S wave traveltimes from the source to the conversion point and from the conversion point to the receiver, respectively. Hereafter, we use δt P0 , δt P , and δt S to denote their corresponding correction associated with a 3-D model, respectively.
Equation (1) shows the Pds relative traveltime for a single receiver function at one conversion depth, d. To compute it, the ray tracing scheme requires two times of ray tracing, one for the Pds phase and one for the direct P wave, which only needs to be conducted once for each receiver function. Instead of ray tracing the traveltimes for each receiver function, we first compute the P and S wave traveltime fields and then employ 3-D interpolation to compute the Δt Pds . In this study, we implement the fm3d eikonal solver package from Kool et al. (2006) to compute the traveltime field in a 3-D volume. The package employs the efficient and unconditionally stable fast marching algorithm in numerically solving the spherical eikonal equation (Sethian, 1996; Sethian & Popovici, 1999) ,
In general, a receiver function data set used for CCP imaging consists of tens to hundreds of teleseismic events (hereafter referred to as N) that were recorded by a seismic array with a total of M stations. When implementing the fm3d package, we take the following steps:
(1) For each earthquake, we run the fm3d code to compute the teleseismic P wave traveltime field in a 3-D volume to be imaged, T p (l,m,n) and store the 3-D traveltime table. The P wave traveltimes at the boundary grids of the volume are initialized from the iasp91 P wave traveltimes ( Figure 1a ). (2) For each station, we extract a subvolume with a surface area of 4°× 4°f rom the 3-D imaging volume with the station sitting at the center of the surface area. The size of the area is determined by the spread of the P-to-S conversion points at the greatest depth to be imaged, which is~800 km in our study here. Since all the P800s conversion points are located in a circular area with a radius of~3.6°; hence, we expect that the 4°× 4°3-D subvolume chosen here records enough traveltime information for events coming from all directions. We then consider the station as a virtual point source, propagate S wave through the entire 3-D subvolume (Figure 1b) , and keep the 3-D S wave traveltime field, T s (i,j,k). (3) For every receiver function, we first locate the proper 3-D P wave traveltime field T p (l,m,n) and use it to compute the direct P wave traveltime t P0 . Since the 3-D P wavefield grids (open circles in Figure 1a ) generally do not overlap with station-based S wavefield grids (open squares in Figure 1b ), an interpolation is necessary here to compute t P0. Since a station is always located at the surface of the imaging volume, so only the P wave traveltimes of four surface grids are necessary to perform the interpolation ( Figure 1c ). Next for each hypothetic conversion depth, we first employ the iasp91 model to compute the geographic location of the conversion point.
We then identify the P wavefield cube that contains the conversion point and use the P wave traveltimes at the eight grid points of the cube to compute the P wave traveltime from the earthquake to the conversion point, t P . Similarly, we identify the S wavefield cube that the conversion point is located inside and use the S wave traveltimes of the eight grid points to calculate the S wave traveltime from the conversion point to the station, t S . As shown in Figure 1 . Illustration of the eikonal solver scheme. (a) Teleseismic P wave traveltime field T p (l,m,n) is simulated with boundary nodes at the bottom of the computing volume initialized from the iasp91 model. (b) S wave traveltime field T s (i, j, k) is computed with the station serving as a virtual source at the surface. (c) For a specific receiver function, the direct P traveltime t P0 and the incident P traveltime t P from the earthquake to the conversion point are interpolated from P wave traveltime field T p (l,m,n). The S wave traveltime t S from the conversion point to the station is interpolated from S wave traveltime field T s (i, j, k), which employs the reciprocity principle. T p (i, j, k) and T s (i, j, k) are the P and S wave traveltimes at the P wavefield grid (l, m, and n) and the S wavefield grid (i, j, and k) in the latitude/longitude/ radius spherical coordinate, respectively. The a i , b i , and c i are the coefficients of the linear interpolation of traveltimes of the 4/8 grid points. Figure 1c , the P wavefield cube (purple square in Figure 1c ) and the S wavefield cube are generally not the same; therefore, two sets of interpolation coefficients are required. Once t P0 , t P , and t S are calculated, then the Pds traveltime can be computed: Δt Pds = t P + t S À t P0 ( Figure 1c ).
Here we make the assumption that the conversion point location of the receiver function remains the same as that from the 1-D ray tracing. In the computation of the converted S wave traveltime, we have employed the reciprocity principle that the S wave traveltime from a possible conversion point to the station is exactly the same as that from the station (virtual source) to the conversion point ( Figure 1c ).
Grid Parameter Calibration
We first compare the Pds traveltimes calculated by the eikonal solver and the traditional ray tracing method in a 1-D reference model. Using the iasp91 model, we create a local model from 0 to 680 km in depth, with latitude and longitude both ranging from 0°to 10°. Without loss of generality, we put the receiver at the center of the local model, latitude 5°and longitude 5°. In order to choose the best interval setting of the propagation grid of the eikonal solver and balance the accuracy and computation time, we test six sets of grid intervals along the latitude/longitude direction (Δl) and depth direction ( (4) can well constrain the error within 0.05 s (thick red solid line), which is sufficiently accurate for CCP stacking analyses. Furthermore, with the parameter setting (4), we generate 100 events with randomly chosen epicentral distance between 30°and 90°, back azimuth within 0-360°, and focal depth within 0-700 km and compute the Pds traveltime difference using these 100 events. The results based on parameter setting (4) show that the error can be well suppressed to <0.1 s (Figure 2b ). Hence, throughout this study we adopt the propagation grid setting of Δl = 0.05°, Δh = 5 km.
The errors of the two rectangular cubic gridding solvers (5) and (6) are shown in dotted pink line and dashed gray lines, respectively. It seems that (6) Δl = 0.05°, Δh = 20 km has better accuracy than (2) Δl = 0.20°, Δh = 20 km but is worse accurate than (4) Δl = 0.05°, Δh = 5 km, suggesting that both parameters are important. On the other hand, the purple line of (5) Δl = 0.20°, Δh = 5 km shows very large errors. It is even worse accurate than (2) Δl = 0.20°, Δh = 20 km (blue dotted line). We compare the P and S wave traveltime fields at the common grid points (0.20°× 0.20°× 20 km) shared by settings (2)-(6) and find that the S wave traveltimes of (5) have the largest errors. Since the S wave segments of the Pds rays are nearly vertical, therefore, it is more suitable to employ vertically elongated cells (6) Δl = 0.05°< Δh = 20 km than horizontally elongated grids (5) Δl = 0.20°> Δh = 5 km in propagating the S wavefield. Histogram of the errors computed with 100 randomly generated events using grid parameter of (4) Δl = 0.05°, Δh = 5 km.
Numerical Test With 3-D Slab and Plume Models
The raypath deviation increases with magnitude of the velocity anomaly in a 3-D model. Therefore, slab and plume models are ideal candidates to test the Pds traveltime correction improvements using the eikonal solver over the traditional ray tracing approach. For both scenarios, the 3-D volume ranges in depth from 0 to 750 km, with latitude and longitude ranging from 0°to 10°. We put 81 stations evenly distributed across the 3-7°× 3-7°area on the surface with interval of 0.5°, and we also randomly generate 81 events similar to what we do in the parameter optimization. In total, we would have 81 × 81 = 6,561 synthetic receiver functions.
For the slab case, we put a positive velocity anomaly with δlnV P = +2.5%, δlnV P = +5.0%, extending from the surface to 680-km depth in the iasp91 reference model with a width of 200 km and a dipping angle of 45° (  Figure 3a) . The map view of the slab and station distribution is shown in Figure 3b . In Figure 3a , for an event-station pair with the event at longitude À80°, latitude 5°, and a focal depth of 0 km and the station at longitude 5°and latitude 5°, we plot the raypaths of direct P wave (solid lines) and P660s wave (dashed lines), obtained by the 1-D ray tracing method (thin green lines) and the eikonal solver method (thick yellow lines), respectively. In this case, the P660s path traced from the eikonal solver is quite similar to the iasp91 path, while the eikonal solver traced direct P wave path seems to deviate substantially from the iasp91 path and has a longer segment within the slab. This raypath difference induces a P 0 traveltime correction difference (δt P0,ray À δt P0,eikonal ) of +0.10 s at the depth of 660 km, which increases to +0.42 s at 540-km depth since in the ray tracing scheme only velocity anomalies above the conversion depth are taken into account. In Figure 3c , we plot the Δt P660s,ray À Δt P660s,eikonal histogram of all the 6,561 receiver functions. The mean of Δt P660s,ray À Δt P660s,eikonal is negative, since the main correction differences come from δt P0,ray À δt P0,eikonal , which is positive on average. In extreme cases, Δt P660s,ray À Δt P660s,eikonal can reach À1.0 s, resulting in ã 10-km difference once it is converted to depth.
For the plume case, we put a negative velocity anomaly with δlnV P = À2.5%, δlnV P = À5.0%, ranging from the surface to 750 km in the iasp91 reference model with a radius of 1° (Figure 4a ). The map view of the plume and the distribution of the 81 stations is shown in Figure 4b . In Figure 4a , we also plot the P and S wave raypaths for an event-station pair with the event at longitude À40°, latitude 5°, and a focal depth of 0 km and the station at longitude 5°and latitude 5°. Contrary to the slab model, the S wave path of the P660s converted wave traced by the eikonal solver departs significantly from the iasp91 path. On the other hand, the direct P wave paths computed from the two methods are almost identical. Hence, this difference in the S wave ray segment of the P660s introduces a traveltime correction difference (δt S,ray À δt S,eikonal ) of +0.23 s. Figure 4c shows the Δt P660s,ray À Δt P660s,eikonal histogram of all the 6561 receiver functions computed with the plume model. The mean of Δt P660s,ray À Δt P660s,eikonal is positive, because the main differences come from δt S,ray À δt S,eikonal , which is positive on average. In extreme cases Δt P660s,ray À Δt P660s,eikonal can be as large as 4.0 s (Figure 4 ).
Results of the Numerical Investigation
For the slab model, in Figure 3d , we plot the distribution of the 6561 Δt P660s,ray À Δt P660s,eikonal with respect to the back azimuth. Among the total 6,561 pairs of P660s and P 0 raypaths, only 127 pairs have a 3-D traveltimes difference of greater than 0.50 s, which accounts for 2.7%. These pairs (blue circles in Figure 3d ) are all in the back azimuthal range of 210-330°, which is roughly parallel to the subduction direction of the slab. Both the direct P and P660s arrive underneath the subducting slab, and hence, the 3-D raypath effects are expected to be the strongest. The mean and standard deviation of the P660s correction differences calculated from all the 81 events are in the ranges of À0.27-0.03 and 0.01-0.26 s, respectively, as illustrated in Figures 3e and 3f . Meanwhile, Figures 3g and 3h show the mean and standard deviation of the P660s correction difference of the 81 stations, which lie in the range of À0.19-0.01 and 0.07-0.15 s, respectively. Both the event-and station-based means and standard deviations are relatively small, which suggests that the 3-D raypath effect of the particular slab shown in Figure 3 is likely insignificant. Consequently, even if all the events in a receiver function data set are limited in a narrow back azimuthal range, or all the stations are clustered in a specific area, the CCP stacking images using 3-D Pds traveltimes computed from the ray tracing method and the eikonal solver scheme are expected to be quite similar. For the axially symmetric plume model, we plot the P660s correction differences of the 6,561 receiver functions as a function of epicentral distance (Figure 4d ). While most of the calculated differences lie between À0.50 and 0.50 s (black squares), there are 787 (~12.0%) outliers (red triangles and blue circles) that have a difference larger than 0.50 s across the epicentral distance range of 30-90°(red and blue bins in Figure 4c ). We do not see any epicentral distance range that shows a particularly strong 3-D effect. Figures 4e and 4f show the event-based mean and standard deviation of the P660s correction differences, which are distributed in the range of 0.01-0.26 and 0.22-0.40 s, respectively. Since the plume model here has an axial symmetry with a vertical axis, events with different back azimuth direction are expected to experience the same amount of raypath distortion. The station-based mean and standard deviation of the 81 stations are shown in Figures 4g and 4h , respectively. The mean lies between À0.12 and 1.26 s, and the standard deviation falls in the range of 0.06-1.43 s. In contrast to the slab case, 8 stations (~9.9%) possess a mean difference ≥0.50 s and 16 stations (~19.8%) have a standard deviation ≥0.80 s, indicating that the 3-D raypath effect induced by the low-velocity anomaly of the plume here is nonnegligible. In fact, these stations are located near the boundary of the plume, where the 3-D raypath effect is the severest (Figure 5 ). Hence, if in a study area where a plume exists and we only have receiver function data from the stations near the plume boundary, then the raypath integration based 3-D Pds traveltimes could not only misplace the 660-km discontinuity but also cause destructive stacking when they are used in CCP imaging.
Application of Yellowstone USArray Data
For real data application, we select a total of 16,237 receiver functions with high signal-to-noise ratio recorded by a subset stations of the transportable array near the Yellowstone hotspot. The transportable array station distribution is shown in Figure 6a . Again, the iasp91 model is employed as the reference model and the 3-D perturbation model from Schmandt and Lin (2014) is used. The largest seismic anomaly in this area is related to the Yellowstone plume (Dueker & Sheehan, 1997; Gao & Liu, 2014; Huang et al., 2015; Schmandt et al., 2012) , and the strongest negative velocity anomaly reach~À10%. Figure 7a shows a vertical profile of the V s perturbations along the NW-SE oriented A-A' line in Figure 6a , where strong negative anomalies continue from a depth of~80 km downward to~700 km deep. In the CCP stacking, we set the radius of the circular cap to be 1°in gathering receiver functions and depth interval to be equal to 1 km. We calculate 3-D Pds traveltimes using both the eikonal solver and the ray tracing schemes, together with the 1-D Pds traveltimes of the iasp91 model. For the geographic location of (45.6°N, 110.2°W), we show the nth-root CCP stacks (n = 2) using the aforementioned three sets of Pds traveltimes in Figure 6b . While all three sets of Pds traveltimes image the 410-km discontinuity well, their performances differ significantly in imaging the 660-km discontinuity. Due to the complex velocity structure in the mantle transition zone (Figure 7a) , the CCP stack with the 1-D Pds traveltimes predicted by the iasp91 model shows a broad and diffused 660-km discontinuity. In other words, the low-amplitude P660s signal spreads widely across a depth range between 640 and 690 km (green dashed line in Figure 6b ). On the other hand, the ray tracing scheme seems to be able to capture the traveltime perturbations along the 1-D raypaths and the corresponding CCP stack has a focused P660s signal at a depth of 655 km (blue dotted line in Figure 6b ). However, the P660s on the stack using the eikonal solver based Pds traveltimes seems to be even better focused (red solid line in Figure 6b ), which also centers at 655 km deep, but with an amplitude being~1.57 times of the amplitude of the blue dotted line. This suggests that there exist nonnegligible 3-D raypath effects that are not accurately accounted by using the 
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Journal of Geophysical Research: Solid Earth 1-D raypath-based corrections due to the presence of large and widespread velocity anomalies. In Figure 6c , we show the histogram of Δt P660s,ray À Δt P660s,eikonal computed from the 588 receiver functions gathered in the circular cap centered at (45.6°N, 110.2°W).
In order to further understand the influence of the 3-D velocity structure on the P660s raypaths, we choose a receiver function that has a 1-D great circle raypath along the A-A' line shown in Figure 6a . The green cross and triangle indicate the P660s conversion point and the seismic station, respectively. In Figure 7a , the iasp91 ray traced S wave segment of the P660s is shown by the black dashed line. For comparison, the projection of the eikonal solver traced S wave path on the A-A' plane is also shown here by the white dashed line. The iasp91 S wave segment travels through the largest negative anomaly in the depth range of 400-600 km and enters the positive anomaly at a depth of~200 km. By contrast, the eikonal solver traced S wave path bends around the lowest-velocity anomaly between 400 and 600 km deep and enters the positive anomaly earlier at 300 km deep. Even though the eikonal solver traced S wave travels a longer distance, it still arrives the station earlier by 0.76 s, which is also an example of the wavefront healing effect. Figure 7b shows the S wave velocity perturbation along the iasp91 S wave raypath (black dashed line) and the eikonal solver traced S wave raypath (white dashed line), respectively. The S wave velocity along the eikonal solver-based trajectory is always larger than that along the iasp91 ray at every depth, which explains why the S wave indicated by the detouring thin white dashed line arrives earlier than that shown by the thick black dashed ray despite its longer raypath.
Discussion
As mentioned in section 2, we have assumed a 1-D conversion point in computing the Pds traveltimes. We have conducted extensive investigation on how this assumption could have affected our results. We employ the above slab model and compute a total of 1,950 (78 events × 25 stations) 3-D raypaths of P500s. The computed 3-D conversion points are laterally shifted by 0.006-0.349°with an average of 0.108°and a standard deviation of 0.058°. The resulting P500s traveltime differences are less than 0.1 s, which is very small when compared with traveltime anomalies caused by the high-velocity slab, as well as the dominant periods (1-2 s) of receiver functions. Since a 3-D raypath is required to compute the 3-D conversion point, this means that 3-D ray tracing must be performed, which could significantly increase computing time. Therefore, we think that the 1-D conversion point assumption is reasonable and helps the computing efficiency.
As described in the results of the slab model in section 5, only 2.7% of P660s and P 0 pairs suffer from raypath distortions that result in a traveltime discrepancy (Δt P660s,ray À Δt P660s,eikonal ) of larger than 0.5 s. The event-and station-based means and standard deviations are all less than 0.5 s, and hence, CCP images with the two sets of 3-D Pds traveltime data computed by the raypath integration and eikonal solver schemes are expected to be comparable. To ensure that these are not the special features of the simple slab geometry employed in Figure 3 , we create another slab model with a bending geometry. The slab has a dipping angle of 30°above the depth of 300 km and changes to 60°in the depth range of 300-680 km (Figure 8a ). The horizontal dimension of the slab is kept fixed to 200 km. With the same event and station geometry used in section 4, we generate a total of 6,561 source-receiver pairs and computed 3-D P660s traveltimes with the raypath integration approach and the eikonal solver method. Figure 8b shows the histogram of Δt P660s,ray À Δt P660s,eikonal , which shows a significant increase of raypaths with a discrepancy larger than 0.5 s (red and blue bars in Figure 8b ). Among the 6,561 source-receiver pairs, 773 pairs (~11.8%) show a 3-D raypath effect of ≥0.5 s. All the earthquakes are located in the landside of the subduction zone with a back azimuthal distribution of~180-360° (Figure 8c ), much broader than the 210-330°r ange shown in Figure 3d . Another unique feature of these outliers is that the traveltime differences are mixed with positive (red triangles in Figure 8c ) and negative anomalies (blue circles in Figure 8c ), which suggests that the 3-D raypath effects on P660s and P 0 from the bending slab is more complicated. We also compute the event-and station-based means and standard deviations of traveltime differences and find that means are in the range of À0.177-0.288 and À0.077-0.398 s, respectively, while the standard deviations lie between 0.028 and 0.569 s and between 0.118 and 0.424 s, respectively. Overall, using raypath-based 3-D corrections to compute 3-D Pds traveltime is still capable to producing reasonably good CCP images and hence the 3-D raypath effects are still not so important.
The plume shown in Figure 4 is substantially large with a diameter of more than 200 km and extends to the lower mantle. For comparison, we also create a relatively small-sized plume with a radius of 0.5°that extends from the surface to a depth of 400 km (Figure 8d ). The computed 6561 3-D P660s traveltime differences with the two method (Δt P660s,ray À Δt P660s, eikonal ) are shown in Figures 8e and 8f . Although the low-velocity anomaly volume is significantly reduced, we still find significant traveltime differences up to 3.2 s (red bars in Figure 8e ) across all the distance range (red triangles in Figure 8f ). Among the 6,561 source-receiver pairs, 510 pairs (~7.8%) show a 3-D raypath effect of ≥0.5 s. The station-base mean lies between 0.17 and 1.07 s, and the standard deviation falls in the range of 0.04-0.92 s. Both are slightly smaller than, but still comparable to, those of the plume model shown in Figure 4 . There are seven stations (~8.6%) that have a difference mean greater than 0.5 s and the same amount of stations (seven stations,~8.6%) that have a standard deviation greater than 0.5 s. These results again suggest that 3-D raypath effects must be taken into account when vertically coherent low-velocity anomalies are present underneath a seismic array.
The 3-D P660s traveltime corrections of the four hypothetic slab and plumes are very large, ranging from À4.3 to 6.4 s, which can introduce significant errors in the estimated depths of the 660-km discontinuity. This is well illustrated in Yellowstone example shown in Figure 6b ; the 660-km discontinuity imaged with the 1-D iasp91 traveltime data spreads in a depth range of 640-690 km with a centroid depth of 675 km, which is about~20 km deeper than those estimated from the 3-D Pds traveltime data. The 660-km seismic discontinuity that separates the upper and lower mantle is thought to be caused by the temperature sensitive phase transition from ringwoodite to perovskite plus magnesiowustite (Ito & Takahashi, 1989) . Lateral variations of the seismic discontinuity have been widely used to infer temperature variations at the base of the transition zone. Therefore the~20-km difference could result in very different estimates of temperature within the mantle transition zone beneath Yellowstone, which is essential to the understanding of geodynamic processes beneath the hotpot.
Our numerical tests also suggest that lateral heterogeneities not only affect the traveltime along a 1-D raypath but also cause a distortion of the 1-D raypath. This distortion affects CCP imaging in two ways. First, it can cause additional traveltime changes, which directly affect the estimate of conversion depth as well as cause destructive stacking. We find this is particularly true when a limited amount of source-receiver geometry is available. Second, a lateral shift in 3-D conversion points implies that P-to-S conversion events could be misplaced horizontally. However, our numerical tests indicate that the lateral shifts of the conversion points are generally around 0.1°, much less that the bin size used in gathering receiver functions as well as the size of the Pds Fresnel zone. Therefore, we conclude that the main influence of 3-D raypaths is on the traveltime side, which affects the vertical, not the horizontal positioning of conversion events. As mentioned in section 1, the efficiency of the eikonal solver scheme lies in the fact that it utilizes the high-level degeneracy in the receiver function data set. Therefore, the traveltime fields are efficiently recycled in calculating the Pds traveltimes, unlike in the traditional ray tracing scheme for every conversion point of each receiver function, one has to ray trace the converted S wave raypath. To have a direct comparison of the computation efficiency between those two schemes, we first fix the number of events as 200, which is an appropriate estimation for a typical 1-year teleseismic records. The number of stations is set to be 100, 200, 500 and 1,000, sequentially, depicting the decreased interval between stations. The corresponding number of receiver functions would be 20,000, 40,000, 100,000, and 200,000, respectively. In Figure 9 , we plot the computation time needed for the ray tracing scheme (blue circle), P and S wave traveltime field simulation (red square), and receiver function Pds traveltime calculation (gray triangle) in the eikonal solver scheme. With the efficient recycling of traveltime fields, the computation time for receiver function Pds traveltime calculation is even less than that of P and S traveltime fields calculation by 1 order of magnitude. In practice, the eikonal solver scheme raises the computation efficiency by roughly 24, 40, 66, and 84 times over the ray tracing method for the four sets of station configuration, which illustrates its overwhelming advantage especially for large data sets. Beyond that, the Pds traveltimes computing can be easily parallelized since receiver functions are independent with each other.
So far we have conducted the P wave traveltime field calculation for a~10°×~10°study area. However, for large-scale continental arrays, such as the USArray, which covers an area of~60°×~30°, it would be an unwise choice to directly implement the eikonal solver scheme at the whole-array scale since the computation and storage costs are tremendous. It is actually more practical to divide the entire array into several subarrays.
Conclusions
In this study, we have proposed a new scheme to compute receiver function Pds traveltimes by implementing the eikonal solver with FMM. Calibration with the 1-D iasp91 model indicates that the new scheme has adequate accuracy with a grid spacing of 0.05°× 0.05°× 5 km along longitude, latitude, and depth directions. Numerical tests with 3-D slab and plume models demonstrate that the eikonal solver method can accommodate effects of 3-D raypaths that results in accurate calculation of Pds traveltimes. Application of the eikonal solver method to a receiver function data set recorded by USArray stations around the Yellowstone hotspot further shows that the new method can lead to better CCP images with more focused P660s and better depth estimates of the 660 km. Our numerical investigation also shows that computation efficiency of the eikonal solver method is approximately 1-2 orders of magnitude better than the traditional raypath-based integration approach. Therefore, the proposed eikonal solver scheme here serves as a well-behaved and promising substitute to traditional ray tracing correction approach, and we would expect this method to be a powerful tool specially in studying areas underlain by large-scale prominent velocity anomalies, such as subduction zones and mantle plume regions. . CPU times for conducting ray tracing, calculating the P and S wave traveltime fields, and computing receiver function Pds traveltimes are shown as a function of the number of seismic stations as well as the number of raypaths. The number of teleseismic events is set to 200.
