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Résumé
Résumé
Depuis une dizaine d’années, des techniques de codage joint, exploitant les relations
et les redondances entre canaux audios, ont été développées afin de réduire davantage la
quantité d’information nécessaire à la représentation des signaux multicanaux.
Dans cette thèse, nous étudions plus particulièrement le codage des signaux audio
stéréo en l’absence d’informations à priori sur la nature des sources en présences, leur
nombre et la manière dont elles sont spatialisées. Cette situation correspond à l’immense
majorité des enregistrements commerciaux dans l’industrie de la musique et du multi-
média de manière générale. Nous étudions des approches paramétrique et signal de la
problématique de codage de ces sources, où les deux sont souvent mêlées.
Dans ce contexte, trois types d’approches sont utilisés. L’approche paramétrique spa-
tiale consiste à réduire le nombre de canaux audio de la source à coder et à recréer le
nombre de canaux d’origine à partir des canaux réduits et de paramètres spatiaux, ex-
traits des canaux d’origine. L’approche signal conserve le nombre de canaux d’origine, mais
encode des canaux construits à partir de ces derniers et présentant moins de redondances.
Enfin, l’approche mixte introduite dans MPEG USAC utilise un signal audio et un signal
résiduel, issu d’une prédiction, et dont les paramètres sont codés conjointement.
Dans cette thèse, nous analysons tout d’abord les caractéristiques d’un signal stéréo
issu d’un enregistrement commercial et les techniques de production associées. Cette étude
nous mène à une réflexion sur les rapports entre les modèles paramétriques d’émetteur,
obtenus en analysant les techniques de production des enregistrements commerciaux, et
les modèles de récepteur qui sont au coeur du codage spatial paramétrique. A partir de
cette mise en perspective nous présentons et étudions les trois approches évoquées plus
haut. Pour l’approche purement paramétrique, nous montrons l’impossibilité d’arriver
à la transparence pour la majorité des sources audios, nous menons une réflexion sur
les représentations paramétriques et proposons des techniques afin de réduire le débit de
leurs paramètres et d’améliorer la qualité audio. Ces améliorations passent par une meilleur
segmentation du signal audio, basée sur les transitoires, sur des caractéristiques perceptives
de certains indices spatiaux et sur une meilleur estimation des indices spatiaux. L’approche
mixte étant récemment standardisée dans MPEG USAC, nous l’étudions en détail, puis
nous proposons une nouvelle technique de codage qui exploite au mieux l’allocation du
résidu aux bandes fréquentielles, lorsque celui-ci n’est pas utilisé sur l’ensemble de la bande
passante du signal.
Enfin, nous concluons en évoquant l’avenir du codage audio spatial généraliste et met-
tons l’accent sur l’importance de développer des techniques de classification et de segmen-
tation audio pour optimiser le rapport qualité/débit.
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Advanced stereo audio coding
Abstract
During the last ten years, technics for joint coding exploiting relations and redun-
dancies between channels have been developped in order to further reduce the amount of
information needed to represent multichannel audio signals.
In this document, we focus on the coding of stereo audio signals where prior informa-
tions on the nature of sources in presence, their number or the manner they are spatialized
is unknown. Such signals are actually the most representative in commercial records of
music industry and in multimedia entertainment in general. To address the coding prob-
lematic of these signals, we study parametric and signal approaches, where both of them
are often mixed.
In this context, three types of approaches are used. The spatial parametric approach
reduce the number of audio channels of the signal to encode and recreate the original
number of channels from reduced channels and spatial parameters extracted from original
channels. The signal approach keep the original number of channels, but encode mono
signals, built from the combination of the original ones and containing less redundancies.
Finally, the hybrid approach introduced in the MPEG USAC standard keep the two chan-
nels of a stereo signal, but one is a mono downmix and the other is a residual signal,
resulting from a prediction on the downmix, where prediction parameters are encoded as
side information.
In this document, we first analyse the characteristics of a stereo audio signal coming
from a commercial recording and the associated production techniques. This study lead
us to consider the relations between the emitter parametric models, elaborated from our
analysis of commercial recording production techniques, and the receiver models which are
the basis of spatial parametric coding. In the light of these considerations, we present and
study the three approaches mentioned earlier. For the parametric approach, we show that
transparency cannot be achieved for most of the stereo audio signals, we have a reflection
on parametric representations and we propose techniques to improve the audio quality
and further reduce the bitrate of their parameters. These improvements are obtained
by applying a better segmentation on the signal, based on the significant transient, by
exploiting perceptive characteristics of some spatial cues and by adapting the estimation
of spatial cues. As the hybrid approach has been recently standardized in MPEG USAC,
we propose a full review of it, then we develop a new coding technique to optimize the
allocation of the residual bands when the residual is not used on the whole bandwidth of
the signal to encode.
7In the conclusion, we discuss about the future of the general spatial audio coding and
we show the importance of developping new technics of segmentation and classification
for audio signals to further adapt the coding to the content of the signal.
Keywords
audio coding, stereo, spatial parametric audio coding, spatial cues, MPEG USAC,
MPEG Parametric Stereo, MPEG Surround
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Notations
K nombre de bandes fréquentielles
N nombre d’échantillons temporels
b indice des bandes fréquentielles perceptives
k indice fréquentiel
n indice temporel
s downmix mono dans le domaine temporel
xi signal audio mono dans le domaine temporel où i est l’index du canal dans un
signal audio multicanal. Par convention i = 1 représente le canal gauche et i = 2
le canal droit.
xˆi signal xi reconstruit au décodeur.
Xi même définition que xi, mais dans un domaine fréquentiel (Xi[k]) ou
temps/fréquence (Xi[k][n]). L’utilisation de la lettre capital entraîne la même
définition pour les autres signaux.
Xˆi signal Xi reconstruit au décodeur.
X∗ conjugué complexe de X.
|.| valeur absolue pour un scalaire ou module pour un complexe
∠(.) argument d’un complexe

Glossaire
bandes critiques bandes issues du découpage du spectre audible dans une résolution
proche de celle de l’oreille humaine pour la perception spatiale.
Dans cette thèse, nous utilisons aussi ce terme pour désigner toute
échelle fréquentielle perceptive de la spatialisation dans les codeurs.
IID/ICLD Interaural Intensity Difference/Inter-Channel Level Difference. Le
premier est l’indice spatial qui désigne la différence d’intensité en-
tre les signaux reçus au niveau des oreilles de l’auditeur et s’u-
tilise plutôt en psychoacoustique. Le second est l’indice spatial qui
désigne la différence d’intensité des signaux entre deux canaux
(comme à la sortie d’un haut parleur ou directement entre les
canaux d’un fichier audio). Ce dernier est plus simple à estimer et
à utiliser pour implémenter des codeurs spatiaux paramétriques.
Dans cette thèse les deux termes pourront parfois être utilisés in-
différemment, mais dans le contexte du codage, il s’agira toujours
de l’ICLD, sauf quand nous abordons des notions de psychoacous-
tique.
IPD/ICPD Interaural Phase Difference/Inter-Channel Phase Difference. Le
premier est l’indice spatial qui désigne la différence de phase en-
tre les signaux reçus au niveau des oreilles de l’auditeur et s’u-
tilise plutôt en psychoacoustique. Le second est l’indice spatial qui
désigne la différence de phase entre les signaux de deux canaux
(comme à la sortie d’un haut parleur ou directement entre les
canaux d’un fichier audio). Ce dernier est plus simple à estimer et
à utiliser pour implémenter des codeurs spatiaux paramétriques.
Dans cette thèse les deux termes pourront parfois être utilisés in-
différemment, mais dans le contexte du codage, il s’agira toujours
de l’ICPD, sauf quand nous abordons des notions de psychoacous-
tique.
IC/ICC Interaural Coherence/Inter-Channel Coherence. Le premier est
l’indice spatial qui désigne la cohérence du signal reçu au niveau
des oreilles de l’auditeur et s’utilise plutôt en psychoacoustique.
Le second est l’indice spatial qui désigne la cohérence des signaux
entre deux canaux (comme à la sortie d’un haut parleur ou directe-
ment entre les canaux d’un fichier audio). Ce dernier est plus sim-
ple à estimer et à utiliser pour implémenter des codeurs spatiaux
paramétriques. Dans cette thèse les deux termes pourront parfois
être utilisés indifféremment, mais dans le contexte du codage, il
s’agira toujours de l’ICC, sauf quand nous abordons des notions
de psychoacoustique.
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indices spatiaux indices issus de modèles psychoacoustiques sur la perception de la
spatialisation
PS Standard MPEG Parametric Stereo
paramètres spatiaux paramètres utilisés dans un codeur pour coder des informations de
spatialisation
T/F temps-fréquence
Chapitre 1
Introduction
1.1 Motivation
Avec l’avènement d’Internet et des réseaux numériques, la diffusion des contenus mul-
timédia passe de moins en moins via des supports de stockage physiques. En 2013, les
ventes physiques ne représentent plus que 51,4% du chiffre d’affaire de la musique en-
registrée, contre 56% en 2012 [IFP14]. Au Royaume-Uni, à partir du premier trimestre
2012, le chiffre d’affaire généré par la vente dématérialisée avait déjà dépassé les ventes
physiques [BPI12]. Compte tenu de l’expansion des réseaux numériques qui se poursuit, de
la réduction des coûts de production, de la souplesse apportée par les supports dématérial-
isés, et de l’évolution observée du marché ces dix dernières années, cette tendance devrait
continuer à s’accentuer dans l’ensemble du monde.
Dans ce contexte, les formats multimédia et leurs algorithmes de compression associés
représentent un marché énorme. Ces derniers sont indispensables pour réduire le débit
nécessaire à la représentation des signaux audio, pour plus d’efficacité, de souplesse de
stockage et de diffusion à travers les réseaux. Le codage audio est un domaine qui a
fait l’objet de nombreux travaux ces trente dernières années. Malgré tout, ce champ de
recherche reste relativement actif et de nouveaux formats audionumériques continuent
à voir le jour. On note toutefois qu’il n’y a pas eu de réelles ruptures technologiques
depuis une dizaine d’années dans le domaine. La tendance actuelle est de créer des codeurs
universels, capables de coder aussi efficacement la parole et la musique, et pour certains,
de gérer tous types de formats multicanaux. Un exemple typique de cette tendance est le
standard MPEG USAC [ISO12] publié à la fin de l’année 2011.
A partir du début des années 80, les recherches se sont focalisées sur la compression
monophonique, sans trop exploiter les relations qui peuvent exister entre les canaux audio.
Depuis une dizaine d’années, des techniques dédiées à la représentation et à la compression
du son spatialisé ont été développées. Ces travaux ont convergé vers des modèles de codage
spatial paramétrique basés sur l’extraction d’indices spatiaux et la réduction du nombre de
canaux du signal audio à coder. Les canaux d’origine sont reconstruits à partir du signal
audio réduit et des indices spatiaux transmis sous la forme de flux de paramètres. Bien
que globalement satisfaisante, la qualité obtenue est très différente d’un extrait musical à
l’autre, ce qui cantonne l’utilisation de ces techniques à une utilisation bas débit, inférieure
où égale à 32 kbps dans la pratique pour la stéréophonie, et où les contraintes de débits
prévalent sur la fidélité du rendu audio. Dans le cas de parametric stereo [ISO05], les débits
des paramètres stéréo sont de 1 à 8 kbps selon le nombre de paramètres utilisé, le nombre
de bandes fréquentielles d’analyse et le taux de rafraichissement des paramètres [BPKS05].
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Les débits observés pour ses implémentations dans les codeurs Enhanced aacPlus [3GP07b]
et MPEG USAC [ISO12] sont entre 1 et 3,5 kbps pour des débits totaux de 16 à 32 kbps.
L’objectif de cette thèse est de passer en revue et de proposer des améliorations des
techniques de codage spatial. On se focalisera plus particulièrement sur la stéréophonie
qui est de loin le format spatial le plus utilisé actuellement et sans doute dans l’avenir,
du fait de la généralisation de l’écoute nomade sur Smartphones ou baladeurs MP3 et du
développement de la stéréo binaurale. De même, on se limitera au cas de codage le plus
fréquent, c’est-à-dire le codage d’un signal audio multicanal dont on n’a aucune connais-
sance à priori sur les sources présentes et la manière dont les canaux ont été construits.
Afin de placer la thèse dans son contexte, en Section 1.2, nous présentons succinctement
l’état de l’art du codage audio et l’historique du codage spatial. La Section 1.3 donne le
plan et un aperçu du contenu et des contributions de la thèse.
1.2 Le codage audio
1.2.1 La numérisation d’un signal audio, un premier pas vers la com-
pression
Pour obtenir un signal audio discret en temps, on prélève habituellement des valeurs du
signal audio analogique à intervalle de temps régulier. Cette opération est appelée échan-
tillonnage et d’après le théorème d’échantillonnage de Nyquist-Shannon, on peut conserver
la totalité de l’information du signal analogique si la fréquence d’échantillonnage, définie
comme le nombre d’échantillons prélevés par secondes, est au moins deux fois supérieure
aux plus hautes fréquences contenues dans le signal à échantillonner. Toutefois, dans le
cas d’un signal audio analogique, le contenu fréquentiel n’est pas limité physiquement
et on doit considérer les caractéristiques du système auditif humain pour déterminer ce
qu’est la « totalité » de l’information pour l’homme, afin que ce dernier ne perçoive pas
de différences lorsqu’il écoute le signal analogique et sa version numérique. Comme il a
été établi que l’homme ne perçoit pas les fréquences au-delà de 20 kHz, l’échantillonnage
le plus courant et qui avait été choisi pour le compact disc (CD) est de 44.1 kHz (avoir
une fréquence d’échantillonnage un peu plus grande que deux fois la fréquence maximale
permet d’utiliser des filtres anti-repliement plus doux).
L’autre problématique concernant la numérisation est le caractère continu des valeurs
prises par le signal audio analogique qui nécessiterait une infinité de valeurs pour être
codé. Il est donc indispensable de discrétiser l’amplitude en un nombre fini de valeurs. Cette
opération est nommée quantification et est aussi choisie en fonction des caractéristiques du
système auditif qui possède une dynamique d’une centaine de décibels (dB). On code alors
usuellement l’amplitude sur un entier signé de 16 bits (cas du CD), ce qui permet d’obtenir
une dynamique théorique de 96 dB et constitue une bonne approximation de la résolution
de l’oreille humaine. Ainsi, si on considère un signal audio numérique échantillonné à 44.1
kHz et dont les valeurs d’amplitude sont codées par quantification scalaire uniforme sur
16 bits, on obtient un débit de 16*44.1=705.6 kb/s par canal audio, soit le double pour
un signal stéréo dont les canaux sont codés indépendamment.
On peut faire plusieurs remarques sur ce qui vient d’être décrit. La première est que
la numérisation d’un signal audio contient en elle-même le paradigme de codage perceptif
dans la mesure où l’échantillonnage et la quantification sont choisis en fonction des carac-
téristiques sensorielles humaines. Nous verrons l’importance de ce concept dans l’état de
l’art qui suit. La deuxième est que le débit du signal audio numérique non compressé est
trop important, même avec l’extension impressionnante de la bande passante des réseaux
1.2. Le codage audio 17
et des capacités des supports de stockage ces dernière années, du fait que cette extension
s’est accompagnée d’une explosion des échanges de données sur les réseaux. Enfin, la spa-
tialisation qui est obtenue en utilisant plusieurs signaux audio monophoniques, appelés
canaux, et destinés à autant de haut-parleurs/transducteurs, est coûteuse en débit. En
effet, chacun des canaux nécessite ici autant de débit, alors qu’ils contiennent souvent
beaucoup d’informations en commun.
1.2.2 Les différents paradigmes du codage audio
La compression audio repose sur deux axes fondamentaux :
– La réduction de la redondance qui consiste à coder une information de manière plus
compacte tout en conservant son intégralité, aussi appelé codage sans perte.
– La suppression des informations peu ou non perçues par le système auditif humain,
aussi appelée codage perceptif.
Codage audio sans perte
Le codage audio sans perte permet de reconstruire un signal à l’identique après en-
codage et décodage. Il est uniquement basé sur la réduction de la redondance. Cette
réduction peut être obtenue en faisant de la prédiction dans le domaine temporel ou
temps-fréquence dans lequel on peut obtenir une représentation plus compacte selon la
transformée utilisée (voir l’intMDCT [YGS+06]). Pour des signaux issus de CD, le taux
de compression, défini comme le rapport de la taille des données du signal encodé sur celle
du signal avant encodage, est approximativement de 2. Pour des fréquences d’échantillon-
nage plus élevées, l’augmentation inhérente de la redondance d’information dans le signal
audio conduit à des taux de compression plus élevés.
Codage audio perceptif
Le codage audio perceptif [MR03] permet d’obtenir des taux de compression plus im-
portants, au prix d’une perte d’information et d’une reconstruction non parfaite du signal.
Les informations à supprimer sont choisies de manière à être peu ou pas perceptibles par
l’oreille humaine. Ainsi, bien que non identique à l’original d’un point de vue mathéma-
tique, le signal reconstruit semble très proche, voire identique à l’écoute.
Les codeurs audio perceptifs comprennent un modèle de récepteur qui prend en compte
des propriétés du système auditif humain, et notamment le seuil absolu d’audition dépen-
dant de la fréquence. Habituellement, ce modèle sert à calculer des seuils de masquage.
Ces derniers sont des fonctions du temps et de la fréquence qui définissent le niveau de
signal en dessous duquel un composant du signal n’est pas perceptible, soit le niveau max-
imum qu’une composante du signal peut avoir en restant masqué par le signal audio à
encoder. En contrôlant l’erreur de quantification comme une fonction du temps et de la
fréquence, de manière à ce qu’elle soit sous le seuil de masquage, le débit peut être réduit
sans dégrader la qualité perçue (Figure 1.1). Il faut toutefois noter que cela repose sur des
hypothèses assez fortes d’additivité des masques, et des signaux à masquer. Pour des prob-
lématiques d’explosion combinatoire, les tests psychoacoustiques menant à ces résultats
sont réalisés sur des sons simples, et l’extrapolation à des sons complexes alors nécessaire,
n’est pas toujours bien justifiée.
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Figure 1.1 – Codeur perceptif générique. Le signal audio x(n) est analysé dans un domaine
temps-fréquence similaire à la résolution du système auditif humain. Le modèle perceptif
calcule les seuils de masquage dans cette représentation.
Codage audio paramétrique
Le codage audio paramétrique permet d’atteindre des débits encore plus faibles. Les
codeurs audio paramétriques sont souvent basés sur un modèle de source, élaboré à partir
d’hypothèses sur la nature spécifique du signal à coder. Les exemples les plus caractéris-
tiques de tels codeurs sont les codeurs de parole utilisés pour les applications conversa-
tionnelles via des réseaux numériques (téléphonie mobile, voix sur IP (VoIP), webphone).
Il faut noter que si le signal à coder ne peut pas être modélisé efficacement par le modèle
de source (par exemple, de la musique via un codeur de parole), le codage obtenu est
sous-optimal, voire de qualité parfois très médiocre.
Le codage audio paramétrique revient donc à estimer les paramètres du modèle de
source pour se rapprocher au maximum du signal à encoder. Ces paramètres sont ensuite
envoyés au décodeur avec un débit nettement inférieur à celui nécessaire pour coder des
formes d’ondes. Parfois, l’erreur de modélisation, définie comme le signal d’origine dont
on soustrait le signal synthétisé à partir du modèle de source, est transmise au décodeur
(Figure 1.2). S’il ne passe pas dans un codeur avec perte, ce dernier permet de reconstruire
parfaitement le signal d’origine au décodeur. Nous verrons dans une prochaine section que
ce concept peut être utilisé avec succès pour le codage audio spatial.
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Figure 1.2 – Codeur paramétrique générique. Le modèle de source estime ses paramètres
de manière à être le plus proche du signal audio x(n). Les paramètres sont ensuites transmis
au décodeur, accompagnés parfois de l’erreur de modélisation.
Utilisation des paradigmes de codage audio
Dans la pratique, il n’existe pas vraiment de codeur appartenant purement à une des
classes évoquées précédemment. Les codeurs audio perceptifs utilisent aussi le codage sans
perte pour diminuer la redondance des composantes du signal à coder, et donc la quantité
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de données nécessaire pour les transmettre. En effet, suite à la quantification opérée par
le codage perceptif, une partie des composantes du signal original qui était différentes,
sont quantifiées à une même valeur, ce qui augmente la redondance du signal résultant et
diminue l’entropie. Ainsi, le codage entropique permet de diminuer considérablement le
débit. Les codeurs audio paramétriques utilisent souvent un modèle de récepteur comme
les codeurs perceptifs, pour choisir la quantification à appliquer aux paramètres du modèle
de source. Ces derniers sont aussi codés sans perte pour réduire leur débit avant d’être
transmis au décodeur.
Enfin, on trouve aussi des exemples de codeurs perceptifs couplés à des outils de codage
paramétrique, ce qui permet de combler un « vide » dans les débits de codage. En effet, les
approches paramétriques sont optimales pour les bas débits (souvent inférieurs à 16kbps),
mais pas au-delà. Pour les codeurs perceptifs, c’est l’inverse et lorsque le débit est in-
suffisant, les erreurs de quantifications dépassent les seuils de masquage et la qualité est
fortement altérée. Ainsi, pour les débits moyens (approximativement de 20 à 48kbps), les
deux techniques indépendantes sont sous-optimales [RRD08]. De solutions combinant les
deux approches ont donc été mises au point afin d’améliorer la qualité de codage à ces
débits.
Dans le cas du codage audio mono, on peut citer les technologies spectral bandwidth
replication (SBR) [ISO03b] qui laisse le codage perceptif opérer en dessous d’une fréquence
donnée (typiquement à la moitié du spectre pour les signaux à 44.1 et 48 kHz) et du codage
paramétrique au-dessus de cette fréquence (Figure 1.3). Le haut du spectre est reconstruit
au décodeur par extrapolation du bas du spectre, et avec l’aide d’un faible nombre de
paramètres (quelques kbps) extraits à l’encodage et transmis en plus du codage de la
bande basse.
Nous verrons dans le Chapitre 2 que des outils de codage paramétrique spatial ont
aussi été couplés à des codeurs perceptifs dans cette optique. Enfin, pour conclure, la
Figure 1.4 résume les plages de débits d’utilisation et la hiérarchie en matière de qualité
pour les trois techniques de codage avec perte que nous avons évoquées dans cette partie.  
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Figure 1.3 – Codeur combinant l’approche perceptive et paramétrique. SBR analyse et
extrait des paramètres de modélisatio de la moitié haute du spectre. Le signal audio x(n)
est ensuite sous-échantillonné d’un facteur 2 avant d’être codé perceptivement.
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Le Chapitre 2 passe en revue les différentes techniques de codage spatial, avec un ac-
cent sur celles qui ont trouvé une application dans des codeurs audio standardisés comme
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Figure 1.4 – Techniques de codage optimales en fonction du débit.
Enhanced aacPlus [3GP07b] ou MPEG USAC [ISO12]. Ainsi, les approches de codage spa-
tial paramétrique tels que parametric stereo [ISO05] ou Binaural Cue Coding [BF03] sont
détaillées. Nous expliquons le modèle de perception spatial sous-jacent, basé sur les indices
spatiaux et comprenant des différences d’intensité, des différences de phase ou de temps et
des mesures d’inter-cohérence entre signaux. Nous décrivons chaque opération clé, telles
que l’estimation des indices spatiaux, la réduction de canal (downmix) et la reconstruc-
tion du nombre de canaux d’origine (upmix). Pour chacune d’elles, nous avons exposé les
problématiques qui apparaissent lors de leur mise en oeuvre et les solutions proposées à
travers les travaux scientifiques et de normalisation récents. Enfin, nous présentons les
limites des modèles de codage spatial paramétrique via des classes de signaux spatiaux
particulièrement critiques pour ces derniers, en prenant soin d’expliquer la nature des
artéfacts constatés et les raisons pour lesquelles ils apparaissent.
Au Chapitre 3, nous étudions la manière dont les contenus spatialisés sont produits
et nous le confrontons aux modèles spatiaux évoqués dans le Chapitre 2. Nous proposons
des modèles mathématiques de ces signaux spatialisés et nous étudions la manière dont
les modèles spatiaux sont capables de les représenter et de les restituer.
Au Chapitre 4, nous présentons plusieurs contributions de cette thèse pour améliorer
la qualité audio perçue des codeurs spatiaux paramétriques, réduire le débit des indices
spatiaux et représenter des signaux spatialisés dans l’espace des indices spatiaux. Les
performances de ces méthodes ont été testées sur des prototypes basés sur l’outil de codage
paramétrique du codeur MPEG USAC (dont la normalisation a été achevée au début de
l’année 2012) et comparées à la version standard de ce dernier.
La première contribution est une stratégie de codage audio spatial paramétrique com-
prenant la segmentation du signal audio, l’estimation des paramètres spatiaux et d’inter-
polation des coefficients de la matrice d’upmix [JGL11]. Cette stratégie permet d’améliorer
le codage des transitoires en améliorant leur netteté et leur localisation, et est adaptée à
tout type de codeur spatial paramétrique. De plus, en exploitant le phénomène psychoa-
coustique d’effet de précédence lors des transitoires, on obtient une réduction du débit
des paramètres spatiaux par rapport à l’outil de codage stéréo paramétrique de MPEG
USAC. Dans le cas de signaux riches en transitoires, on obtient une réduction significative
du débit des paramètres spatiaux qui peut atteindre 30%.
Pour diminuer davantage le débit, nous proposons de combiner une technique de la
littérature [HRWG11] avec la contribution précédente. Cette technique utilise un modèle de
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sélection basé sur des caractéristiques perceptives et statistiques des différences d’intensité
pour décider de coder ou non ce paramètre spatial. Du fait de la complémentarité des deux
approches, on parvient à cumuler la réduction de débit des deux approches pour atteindre
une réduction maximale de 40% sans nuire à la qualité perçue.
Par la suite, nous présentons une méthode d’amélioration de la qualité perçue du
codage spatial paramétrique d’une classe importante de signaux stéréo. En effet, comme
évoqué dans le Chapitre 2, sur les signaux comprenant des sources fortement latéralisées
et concurrentes en temps et en fréquence, les codeurs spatiaux paramétriques font appa-
raître d’importants artéfacts qui ne se limitent pas à la spatialisation, mais qui détériorent
sévèrement le timbre du signal. Pour minimiser ces artéfacts, nous proposons une méthode
qui détecte les bandes fréquentielles perceptives (i.e. réparties selon la résolution du sys-
tème auditif humain) où les sources sont dans cette configuration, et on applique alors une
analyse et une synthèse fréquentielle plus fine qui réduit la concurrence fréquentielle. Le
surcoût en débit introduit par l’augmentation du nombre de bandes fréquentiel peut être
compensé par une quantification plus grossière des paramètres spatiaux pour ces bandes,
dans la mesure où on sait que les sources sont fortement latéralisées.
La contribution suivante est une approche originale de codage prédictif des paramètres
spatiaux basée sur les similarités structurelles au cours du temps du spectrogramme d’am-
plitude du downmix. Les performances et les améliorations qu’on pourrait apporter à cette
méthode sont ensuite exposées.
Pour terminer ce chapitre, nous présentons nos travaux sur la quantification vecto-
rielle des paramètres spatiaux et leur analyse via des outils de visualisation développés
dans le cadre de cette thèse. Certaines visualisations originales proposées apportent des
informations intéressantes sur le contenu spatial du signal analysé. Les diverses applica-
tions qui pourraient en découler sont évoquées et une méthode de classification de signaux
spatialisés, directement dérivée de ces observations, est proposée.
L’outil de codage stéréo résiduel introduit dans MPEG USAC est présenté dans le
Chapitre 5. Après une démonstration mathématique expliquant la technique, nous pro-
posons une méthode d’optimisation de l’utilisation du nombre de bandes fréquentielles
alloué au codage résiduel via un critère de priorisation des bandes à sélectionner pour
atteindre une meilleure qualité audio pour un même débit.
Enfin, le Chapitre 6 conclut la thèse en proposant des pistes d’amélioration pour le
codage audio spatial et une réflexion sur son avenir en faisant quelques parallèles avec le
codage vidéo. On évoque notamment l’importance de développer des méthodes de clas-
sification efficaces pour analyser le signal afin d’adapter au mieux le codage à la classe
identifiée.

Chapitre 2
Etat de l’art en codage audio
spatial
2.1 Introduction
L’objectif de cette thèse est de faire la synthèse des travaux sur le codage audio spatial
de ces dernières années et de proposer des améliorations de ces techniques. L’approche
qui consiste à coder la spatialisation avec des paramètres perceptifs, apparue il y a une
dizaine d’année, reste prédominante aujourd’hui. Aussi, nous nous focaliserons sur ces
approches et notamment celles qui ont été éprouvées par leur intégration dans des codeurs
standardisés. Comme évoqué brièvement au Chapitre 1, la thèse se place dans un cadre
de codage généraliste et orienté diffusion, où on ne possède aucune connaissance à priori
sur le type de contenu et de spatialisation du signal, et où les contraintes de complexité et
de délais algorithmiques sont moindres par rapport au codage conversationnel. De plus,
on se concentre essentiellement sur la stéréo dont l’extension au multicanal reste assez
proche conceptuellement d’un point de vue codage. Enfin, les aspects liés aux dispositifs
de restitution sonore ne sont pas abordés ici et on s’intéresse uniquement aux signaux en
entrée et en sortie du codeur. On précisera tout de même quelques points à ce sujet lorsque
ce sera nécessaire pour éviter toute ambiguïté et donner du sens à certains concepts.
Ce chapitre introduit quelques concepts psychoacoustiques sur l’analyse de scène au-
ditive et la perception spatiale qui seront utiles pour comprendre les techniques de codage
spatial paramétrique. Par la suite, deux codeurs standardisés sont présentés, détaillés et
expliqués. Enfin, on présente les limites de ces codeurs ainsi que les travaux récents destinés
à les améliorer.
2.2 La perception spatiale
De la même manière qu’il perçoit des scènes spatiales visuelles, l’homme est capable
de percevoir des scènes sonores. L’étude de la manière dont le système auditif humain
détecte, localise, reconnait et accentue différentes sources sonores est un vaste domaine de
recherche regroupé sous le nom d’analyse de scène auditive (ASA) [DG06]. On se limitera
ici à introduire les concepts de l’ASA qui nous seront utiles pour expliquer l’état de l’art
et qui seront utilisés tout au long de ce mémoire.
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2.2.1 Image spatiale auditive
On appelle image spatiale auditive, la perception humaine d’une scène sonore réelle,
constituée de sources sonores physiques en interaction avec l’environnement ambiant. Les
différents objets qui font partie de l’image spatiale auditive sont nommés événements
auditifs. En général, image spatiale auditive et réalité physique de la scène sonore sont
en bonne adéquation ; les directions perçues des évènements auditifs correspondent aux
directions des sources sonores physiques.
2.2.2 Attributs et indices
En général, on fait la distinction entre attributs et indices. Les attributs définissent les
propriétés d’une source sonore dans le monde physique, alors que les indices définissent
les propriétés d’un évènement auditif dans la représentation mentale ou l’image du monde
physique. Aussi, quand on sera dans le domaine de la perception, on parlera d’indice.
Pour simplifier, il existe deux types principaux d’indices sur lesquels le système au-
ditif se base pour analyser des scènes sonores. Le premier regroupe les caractéristiques
intrinsèques à chaque source sonore. Ces indices sont liés aux particularités temporelles
et fréquentielles des sources (enveloppe, harmonicité, etc.), et sont donc appelés indices
de signaux. Le deuxième groupe d’indices est lié à des conditions physiques de la scène
sonore, reflètant principalement les localisations physiques des sources par rapport au cap-
teur. Les indices les plus basiques dans ce groupe sont les différences de niveau et de phase
des signaux arrivant aux oreilles. Ces indices sont vitaux pour l’estimation des attributs
originaux de la source, notamment en ce qui concerne sa position dans l’espace, aussi sont-
ils appelés indices spatiaux. On fera souvent référence à ce type d’indices au cours de la
thèse, du fait de leur importance dans le codage audio spatial paramétrique. Dans le cas le
plus fréquent d’indices spatiaux extraits de deux canaux ou deux récepteurs quelconques,
le terme plus spécifique « indices binauraux » pourra être utilisé.
2.2.3 De la source sonore à l’auditeur : les HRTF
Jusqu’à maintenant, on a évoqué la manière dont le système auditif construit une
image spatiale et quels indices spatiaux sont prépondérants dans ce processus. Il reste
à expliquer l’origine physique de ces indices et à introduire la notion de Head-Related
Transfer Function (HRTF).
Les HRTFs (« fonction de transfert relative à la tête » en français) modélisent les
modifications que subit le signal provenant d’une source physique jusqu’aux oreilles de
l’auditeur, dans des conditions d’écoute en champ libre (i.e. absence d’obstacles entre la
source et l’auditeur) [Mar07]. Ces modifications subies par le signal sont liées à de multiples
facteurs, dont des facteurs propres à l’anatomie de l’auditeur :
– L’oreille externe formée du pavillon et du conduit auditif externe,
– L’anatomie de la tête : espace entre les oreilles, répartition et taille des cavitées, etc,
– L’anatomie du corps,
et à la position relative de la source par rapport à l’auditeur. D’autres facteurs sont liés
à l’acoustique de l’environnement dans lequel se trouve la source et l’auditeur. Toutes
ces diffractions et réflexions conduisent à un filtrage du signal qu’on peut représenter par
des fonctions de transfert d’un système linéaire invariant dans le temps. Dans le cas où
l’environnement est sans réflexion ces fonctions sont nommées HRTF, alors que dans le cas
où l’environnement provoque des réflexions, ces fonctions sont nommées BRIR (Binaural
Room Impulse Response).
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Comme les chemins acoustiques de la source à une oreille et à l’autre sont différents,
pour une position de source donnée il y a deux HRTFs différentes. La Figure 2.1 illustre
cette situation pour un auditeur en présence d’une source ponctuelle latéralisée à un angle
θ. Le chemin acoustique allant de la source au tympan gauche de l’auditeur est alors
caractérisé par une HRTF h1 et celui de la source au tympan droit par une HRTF h2.
Comme le chemin acoustique allant vers l’oreille gauche est plus court, h2 introduit un délai
plus important que h1, ce qui donne une différence de temps d’arrivée ou phase du signal
entre les tympans droit et gauche. De plus, l’ombre accoustique de la tête atténue davantage
le signal arrivant au tympan droit, h2 atténue alors davantage certaines fréquences du
signal que h1, ce qui se traduit par une différence d’intensité entre les tympans gauche et
droit. Voilà pourquoi les indices binauraux évoqués dans la partie précédente ont une telle
importance pour la perception de la latéralisation.
Si la perception de la latéralisation est principalement basée sur les différence de temps
et d’intensité au niveau des tympans, il n’en est pas de même pour l’élévation et la discrim-
ination avant et arrière. La perception de ces dernières est davantage liée à la modification
du spectre du signal arrivant aux tympans par les diffractions et réflexions avec la tête et
l’oreille externe. En conclusion, on peut parfaitement spatialiser une source dans toutes les
directions de l’espace, si on dispose des couples d’HRTFs correspondant à ces directions.
Il faut toutefois noter que du fait qu’elles modélisent le filtrage de parties anatomiques, les
HRTFs sont propres à chaque individu et peuvent être inopérantes lorsqu’elles sont util-
isées sur d’autres. Dans le cadre de la thèse, nous ne nous intéresserons pas aux HRTFs et
elles ne seront évoquées que lorsqu’on parlera du son binaural au Chapitre 3.
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Figure 2.1 – Source ponctuelle directe localisée dans le plan horizontal à un angle θ dans
une environnement non réverbérant.
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2.3 Les principaux codeurs audio spatiaux paramétriques
Le codage spatial paramétrique est une technique qui permet de coder efficacement un
signal stéréo, sous la forme d’un signal monophonique accompagné de quelques paramètres
pour décrire l’image spatiale. Le débit nécessaire pour transmettre ces paramètres supplé-
mentaires est bien inférieur à celui qui aurait été nécessaire pour transmettre le deuxième
signal, s’il était considéré comme un canal indépendant. La Figure 2.2 présente un schéma
général de tels codeurs. Les paramètres spatiaux des canaux stéréo gauche x1 et droit x2
sont extraits et encodés pour recréer deux canaux xˆ1 et xˆ2 au décodeur selon des principes
psychoacoustiques spatiaux. Le signal monophonique S résultant de la réduction de canaux
peut être encodé avec n’importe quel codeur audio conventionnel. Les tests subjectifs mon-
trent que la description paramétrique permet une représentation stéréo audio très efficace
et de grande qualité [BPKS05].
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Figure 2.2 – Principe de l’encodage stéréo paramétrique et décodage correspondant
2.3.1 Modèle perceptif sous-jacent
Ces codeurs sont tous basés sur des indices spatiaux appartenant à 3 classes de relations
entre les signaux arrivant aux oreilles :
– Les différences de niveaux
– Les différences de phases
– Le degré de similarité ou inter-cohérence
Les deux premiers sont directement rattachés à la latéralisation de l’événement auditif,
alors que le dernier est plus lié à la perception de sa largeur (voir Figure 2.3). Du fait
qu’ils sont tous issus de relations entre les signaux arrivant aux deux oreilles, ils sont
communément appelés indices binauraux.
Dépendance et résolution temps-fréquence des indices binauraux
De nombreuses recherches psychophysiques et des travaux sur la modélisation du sys-
tème auditif binaural ont suggéré que le système auditif humain extrait les informations
spatiales comme une fonction du temps et de la fréquence. De manière plus spécifique, le
système auditif binaural semble représenter ses informations binaurales dans un ensemble
restreint de bandes fréquentielles, nommées bandes critiques. Cette résolution spectrale
peut être décrite par un banc de filtres avec des largeurs de bandes qui suivent l’échelle
ERB (Equivalent Rectangular Bandwidth) [GM90].
La résolution temporelle à laquelle le système auditif peut suivre les informations
de localisation binaurale est appelée "binaural sluggishness", et les constantes de temps
associées sont de l’ordre de 30 à 100 ms. Bien que le système auditif ne soit pas capable de
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Figure 2.3 – Influence de l’inter-cohérence entre les signaux entrants à l’oreille gauche et
droite. La largeur perçue de l’évènement sonore est représentée par les ovales bleus pour
trois valeurs d’intercohérence. Les cas numérotés de 1 à 3 correspondent à des valeurs de
cohérence décroissantes entre signaux entrants.
suivre les variations temporelles rapides de différences de phase et de différences d’intensité,
cela ne signifie pas qu’il ne les perçoive pas d’une autre manière. Des variations lentes des
différences de phase et différences d’intensité produisent une perception de mouvement de
la source sonore, alors que des changements rapides affectent la perception de la largeur
de la source sonore, celle-ci paraissant moins compacte.
Différence interaurales Vs différences intercanales
Le modèle psychoacoustique décrit précédemment et tous les résultats qui en découlent
sont basés sur des indices spatiaux extraits au niveau des tympans de l’auditeur. Dans le
cas d’une écoute au casque, ces indices spatiaux présentés au système auditif humain, dits
indices interauraux, sont assez proches de ceux du signal stéréo original, dits indices in-
tercanaux. Cependant, pour une restitution sur haut-parleurs, le chemin de transmission
acoustique complexe peut modifier significativement ces paramètres. En effet, il a été sug-
géré que le chemin de transmission acoustique transforme certains paramètres spatiaux
comme la différence d’intensité en d’autres au niveau des tympans de l’auditeur (par ex-
emple en différences de phase). Pourtant, cet effet du chemin de transmission acoustique
n’est pas forcément problématique pour le codage parametric stereo. Du moment que les
indices intercanaux sont les mêmes pour le signal d’origine et pour celui qui a été traité par
un codeur parametric stereo, l’auditeur devrait avoir un rendu spatial du champ sonore
similaire (on est exactement dans ce cas de figure pour des sources musicales d’un CD
qu’on voudrait encoder ainsi). Il est ainsi possible de montrer, en considérant certaines
restrictions sur le chemin de transmission acoustique, que les paramètres spatiaux inter-
auraux sont vraiment comparables pour les signaux originaux et décodés, à condition que
tous les paramètres stéréo soient encodés et reconstruits correctement. Ces observations
contrastent avec d’autres travaux selon lesquels, les différences de temps et de phase inter-
canaux sont hors de propos pour une écoute sur haut-parleurs. Pourtant, dans la pratique
ces paramètres stéréo sont bien perçus, d’ailleurs plusieurs algorithmes connus qui ont
pour but d’élargir le champ sonore lors d’un rendu sur haut-parleurs, sont essentiellement
basés sur des corrections des relations de phase intercanales [BPKS05]. S’appuyant sur
les observations précédentes, les paramètres stéréo évoqués par la suite, seront des indices
intercanaux. Si tous les indices intercanaux sont reconstruits correctement, on suppose
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que les indices interauraux des signaux d’origines et décodés sont très proches également
(mais différents des paramètres intercanaux).
2.3.2 BCC et parametric stereo
La technologie Binaural Cue Coding (BCC) a précédé parametric stereo [ISO05] et
a posé les bases qui ont servi par la suite pour de nombreuses approches paramétriques.
Dans cette partie, nous nous intéresserons davantage à parametric stereo, dont le décodeur
a été standardisé par MPEG (Moving Picture Expert Group), et dont l’essentiel des carac-
téristiques ont été reprises dans l’outil de codage stéréo paramétrique de USAC [ISO12].
Les structures de l’encodeur et du décodeur Enhanced aacPlus [3GP07b] sont données
en Figure 2.4 et 2.5. On a choisi d’étudier l’implémentation de parametric stereo de ce
codeur car l’encodeur est aussi standardisé contrairement à MPEG qui décrit juste le
décodeur. On retrouve la structure générale présentée en Figure 2.2 et quelques modules
supplémentaires comme SBR [ISO03a] et le codeur coeur MPEG AAC (Advanced Audio
Coding) [ISO99] qui ne seront pas étudiés ici.
A l’encodeur (Figure 2.4), on note que les canaux stéréo temporels x1 et x2 passent
par un banc de filtres qui les transforme en signaux temps-fréquences X1 et X2 avant
l’extraction des indices binauraux, ce qui est justifié par les caractéristiques du système
auditif binaural évoquées en partie 2.3.1. La réduction de canal (downmix) est aussi réal-
isée dans ce domaine et le signal résultant est passé dans un domaine T/F à 64 bandes
dans lequel s’effectue l’extraction des paramètres SBR. Un sous-échantillonnage implicite
d’un facteur 2 est réalisé en ne conservant que les 32 bandes fréquentielles inférieures et
en faisant une transformée inverse vers le domaine temporel où le signal est encodé en
AAC. Au décodeur (Figure 2.5), on retrouve les opérations inverses à quelques détails
près. Comme le signal audio mono est sous-échantillonné d’un facteur 2, le banc de filtres
d’analyse utilisé n’a que 32 bandes et le module SBR se charge de restaurer les 32 bandes
supérieures à partir de ses paramètres. Un second banc de filtres est utilisé pour affiner la
résolution fréquentielle des bandes basses, puis le signal mono est envoyé vers le module
de synthèse spatiale (upmix) et vers un décorrélateur lui-même relié à ce module. Ainsi,
le module de synthèse spatiale prend deux signaux audio en entrée : le signal mono et sa
version décorrélée. A partir des paramètres spatiaux, ce dernier calcule deux canaux qui
sont ensuite transformés dans le domaine temporel.
Banc de filtres pour l’analyse et la synthèse spatiale
L’analyse spatiale utilise un banc de filtres miroirs en quadrature polyphasé complexe
(complex modulated Quadrature Mirror Filter), qu’on notera QMF par la suite. Le QMF
possède 64 bandes d’analyse uniformes et transforme les trames audio d’entrée de 2048
échantillons réels temporels en 64 bandes fréquentielles * 32 colonnes temporelles, soit 2048
échantillons QMF complexes. Les signaux de sous-bandes générés par ce banc de filtres
sont obtenus en convoluant le signal d’entrée avec un ensemble de filtres de réponses
impulsionnelles hk[n] :
hk[n] = p0[n] exp
{
j
pi
4K (2k + 1)(2n− 1)
}
(2.1)
avec p0[n], pour n = 0, · · · , Nq − 1, la fenêtre prototype du filtre, K = 64, le nombre
de signaux de sous-bandes de sortie, k l’indice de sous-bande (k = 0, · · · ,K − 1), et
Nq = 640 la longueur du filtre. Les réponses en amplitude pour k = 1, · · · , 4 sont données
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Figure 2.4 – Encodeur parametric stereo
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Figure 2.5 – Décodeur parametric stereo
en Figure 2.6. Les signaux de sous-bandes sont ensuite sous-échantillonnés d’un facteur 64.
Pour affiner la résolution fréquentielle dans les bandes basses, les premières sous-bandes
basses sont redécoupées de manière non homogène par des bancs de filtres comme illustré
en Figure 2.7 [BPKS05]. On peut voir que le délai introduit par ce filtrage en cascade des
sous-bandes basses est compensé en insérant un délai identique aux sous-bandes hautes,
afin de conserver la synchronisation entre les signaux des sous-bandes.
Parametric stereo propose deux résolutions pour le découpage des sous-bandes basses
en fonction de la qualité et de la complexité souhaitée. Ces deux résolutions conduisent à
un total de 77 et 91 sous-bandes d’analyse, destinées à calculer les paramètres spatiaux
sur 20 et 34 bandes.
Caractéristiques principales d’Enhanced aacPlus
Enhanced aacPlus [3GP07b] implémente un profil basse complexité de parametric
stereo [ISO05] dont voici les principales caractéristiques :
– Utilisation de deux types de paramètres spatiaux sur les trois proposés par para-
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metric stereo. Seuls l’inter-cohérence (ICC) et la différence d’intensité intercanale
(ICLD) sont utilisées.
– Analyse fréquentielle sur 77 sous-bandes QMF hybrides
– Les deux types de paramètres spatiaux sont calculés et transmis pour 20 ou 10
bandes fréquentielles (selon le débit imposé à l’encodeur).
– Les trames spatiales font 2048 échantillons (environs 43 ms à 48 kHz), sans dé-
coupage possible, alors que parametric stereo le permet.
– Nombre d’ICLD transmis par trame = 10 ou 20 (un par bande fréquentielle)
– Nombre d’ICC transmis par trame = 10 ou 20 (un par bande fréquentielle)
– 8 valeurs de quantification non uniforme pour l’ICC et 15 ou 31 pour l’ICLD
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Figure 6: Structure of the QMF-based decoder. The signal is first
fed through a hybrid QMF analysis filter bank. The filter-bank out-
put and a decorrelated version of each filter-bank signal are sub-
sequently fed into the mixing and phase-adjustment stage. Finally,
two hybrid QMF banks generate the two output signals.
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Figure 7: Structure of the hybrid QMF analysis and synthesis filter
banks.
The input signal is first processed by the hybrid QMF
analysis filter bank. A copy of each filter-bank output is pro-
cessed by a decorrelation filter. This filter has the same pur-
pose as the decorrelation filter in the FFT-based decoder;
it generates a decorrelated version of the input signal in
the QMF domain. Subsequently, both the QMF output and
its decorrelated version are fed into the mixing and phase-
adjustment stage. This stage generates two hybrid QMF-
domain output signals with spatial parameters that match
the transmitted parameters. Finally, the output signals are fed
through a pair of hybrid QMF synthesis filter banks to result
in the final output signals.
The hybrid QMF analysis filter bank consists of a cascade
of two filter banks. The structure is shown in Figure 7.
The first filter bank is compatible with the filter bank as
used in SBR algorithms. The subband signals which are gen-
erated by this filter bank are obtained by convolving the in-
put signal with a set of analysis filter impulse responses hk[n]
given by
hk[n] = p0[n] exp
{
j
π
4K
(2k + 1)(2n− 1)
}
, (33)
with p0[n], for n = 0, . . . ,Nq − 1, the prototype window of
the filter, K = 64 the number of output channels, k the sub-
band index (k = 0, . . . ,K−1), andNq = 640 the filter length.
The filtered outputs are subsequently down sampled by a fac-
tor K , to result in a set of down-sampled QMF outputs (or
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Figure 8: Magnitude responses of the first 4 of the 64-band SBR
complex-exponential modulated analysis filter bank. The magni-
tude for k = 0 is highlighted.
subband signals) Sk[q]:1
Sk[q] =
(
s∗ hk
)
[Kq]. (34)
The magnitude responses of the first 4 frequency bands
(k = 0, . . . , 3) of the QMF analysis bank are illustrated in
Figure 8.
The down-sampled subband signals Sk[q] of the low-
est QMF subbands are subsequently fed through a second
complex-modulated filter bank (sub-filter bank) to further
enhance the frequency resolution; the remaining subband
signals are delayed to compensate for the delay which is in-
troduced by the sub-filter bank. The output of the hybrid
(i.e., combined) filter bank is denoted by Sk,m[q], with k the
subband index of the initial QMF bank, and m the filter in-
dex of the sub-filter bank. To allow easy identification of the
two filter banks and their outputs, the index k of the first
filter bank will be denoted “subband index,” and the index
m of the subfilter bank is denoted “sub-subband index.” The
sub-filter bank has a filter order of Ns = 12, and an impulse
response Gk,m[q] given by
Gk,m[q] = gk[q] exp
{
j
2π
Mk
(
m +
1
2
)(
q − Ns
2
)}
, (35)
with gk[q] the prototype window associated with QMF band
k, q the sample index, and Mk the number of sub-subbands
in QMF subband k (m = 0, . . . ,Mk − 1). Table 2 gives the
number of sub-subbandsMk as a function of the QMF band
k, for both the 34 and 20 analysis-band configurations. As
an example, the magnitude response of the 4-band sub-filter
1The equations given here are purely analytical; in practice the compu-
tational efficiency of the filter bank can be increased using decomposition
methods.
Figure 2.6 – Réponse d’ampli e des 4 premi rs filtres modulés par des exponentielles
complexe hk[n] du QMF à 64 bandes [BPKS05]
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8.6.4 Parametric stereo 
8.6.4.1 Stereo parameters 
Three different types of stereo parameters are used in representing the stereo image. For in total a maximum 
of 34 bands, one set of stereo parameters is available per band.  
1) The inter-channel intensity difference, or IID, defined by the relative levels of the band-limited signal. 
2) The i er-channel and overall phase differences, IPD and OPD, defining the phase behaviour of the 
band-limited signal. 
3) The inter-channel coh rence ICC, defining the (dis)similarity of the left and right band-limited signal. 
Figure 8.19 diagrams the processing chain of the parametric stereo decoder. 
QM
F 
An
a
lys
is
(64
 
ba
n
ds
)
L
R
M
Hybrid
synthesis
Hybrid
synthesisS
te
re
o 
Pr
oc
es
si
n
g
Hybrid
analysis
D
e-
co
rr
el
at
io
n
Delay
QM
F 
Sy
n
th
e
si
s
(64
 
ba
n
ds
)
QM
F 
Sy
n
th
e
si
s
(64
 
ba
n
ds
)
H
yb
rid
 
sl
o
t
LF
H
F
s(k,n)
d(k,n)
 
Figure 8.19 - QMF based parametric stereo synthesis 
The input to the parametric stereo decoder consists of the monaural parametric generated signal M as 
obtained through transient, sinusoidal and noise synthesis. The output consists of the left and right stereo 
representation respectively. In the next subclauses each block will be detailed. 
8.6.4.2 QMF analysis filterbank 
This filterbank is identical to the 64 complex QMF analysis filterbank as defined in subclause 4.B.18.2. 
However, in the equation for matrix M(k,n) and in Figure 4.B.17, the term “(2*n+1)” has to be substituted by 
“( *n- )”. The input to the filterbank are blocks of 64 samples of the monaural synthesized signal M. For each 
block the filterbank outputs one slot of 64 QMF samples. 
8.6.4.3 Low frequency filtering 
The lower QMF subbands are further split in orde  to obtain a higher fr quency resolution enabling a proper 
stereo analysis and synthesis f r the lower fr qu ncies. D pending o  the number of stereo bands, two hybrid 
configurations have been defined. See Table 8.36 for an overview of the splits and the type of filter that is 
used to make the split. 
Figure 2.7 – Analyse et synthèse QMF au niveau du décodeur parametric stereo [ISO05]
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Nature des indices spatiaux et leur estimation
Le standard parametric stereo [ISO05] ne définit pas l’encodeur, mais donne toutefois
des indications sur la manière d’estimer les indices spatiaux. De plus, dans Enhanced
aacPlus [3GP07b], un codeur parametric stereo a été normalisé. Dans les paragraphes qui
suivent, on présente les différents indices spatiaux du modèle et la manière de les estimer.
ICLD - Différence d’intensité intercanale
ICLDPS [b] = 10 log10
∑kb+1−1k=kb ∑Nps−1n=0 |X1[k][n][k][n]|2∑kb+1−1
k=kb
∑Nps−1
n=0 |X2[k][n]|2
 (2.2)
C’est le logarithme décimal du rapport des puissances des deux canaux, calculé pour
chaque sous-bande fréquentielle b et pour une trame spatiale de largeur Nps, où Nps est
un nombre d’instants temporels dans le domaine QMF hybride.
Pour alléger les notations, les sommations (ie. intégration) sur les indices temporels ne
seront plus indiqués par la suite, et pour les prochains indices spatiaux présentés. Ainsi,
on écrira
ICLDPS [b] = 10 log10
∑kb+1−1k=kb |X1[k]|2∑kb+1−1
k=kb |X2[k]|2
 (2.3)
ICPD - Différence de phase intercanale
ICPDPS [b] = ∠
kb+1−1∑
k=kb
X1[k]X∗2 [k]
 (2.4)
Dans le cas où kb = kb+1 − 1, on a
IPDPS [b] = ∠ (X1[kb]X∗2 [kb]) = ∠ (X1[kb]) + ∠ (X∗2 [kb]) = ∠ (X1[kb])− ∠ (X2[kb])
C’est l’angle entre les nombres complexes X1[kb] et X2[kb]. Dans le cas où kb < kb+1 − 1,
X1 et X2 sont des vecteurs complexes, l’ICPD représente la différence de phase moyenne
entre X1 et X2. On peut noter que Parametric Stereo n’utilise pas les différences de temps
intercanales (ICTD), en évoquant une complexité trop importante. Dans le modèle Para-
metric Stereo, les ICTD sont donc modélisés par les ICPD. Ces derniers n’offrent qu’un
modèle grossier pour les ICTD. En l’occurrence, pour un signal stéréo constitué de deux
signaux identiques, mais décalés en temps d’une voie à l’autre, on perd l’information sur le
retard du deuxième canal. A la reconstruction, on se retrouve donc avec deux canaux qui
commencent au même instant, mais dont le déphasage correspond au déphasage moyen
qui existait entre les deux signaux d’origine et qui était uniquement lié à leur décalage
temporel. Pour résumer, l’ICPD tel qu’il est calculé n’est pas capable de modéliser cor-
rectement le déphasage lié à un ICTD. Dans ce cas précis, ni l’ICPD, ni l’ICC ne donnent
d’information sur ce décalage, ces derniers étant chacun nuls. Si on analyse le problème
d’un point de vue plus théorique, en considérant un signal stéréo constitué de 2 canaux
identiques mais décalés en temps d’une durée t0, soit :{
x1 (t)
x2 (t) = x1 (t− t0) (2.5)
leur transformée de Fourier donne X1 (f) et X2 (f) = X1 (f) · e−j·2·pi·f ·t0 . La différence de
phase entre les 2 canaux est donc :
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∠ (X1(f))− ∠ (X2 (f)) = ∠ (X1 (f))− ∠ (X1 (f))− ∠
(
e−j·2pif t0
)
= 2 pif t0 (2.6)
On peut donc représenter un décalage temporel entre 2 signaux dans le domaine fréquen-
tiel par une phase linéaire en fréquence et dont la pente est proportionnelle à ce décalage
en temps. Si on se penche à nouveau sur la formule de l’ICPD donnée dans cette par-
tie, on constate que l’ICPD est une valeur constante de différence de phase pour une
bande fréquentielle plus ou moins large donnée. L’ICPD représente donc mal les décalages
temporels pour les signaux de bandes sur lesquelles elle est évaluée. L’ICPD se contente
juste de donner une information sur l’alignement en phase optimal des deux canaux qui
maximise leur fonction d’intercorrélation en zéro.
OPD - Différence de phase globale L’OPD est la différence de phase moyenne entre
le canal X1 et le mélange mono S. Il est nécessaire pour reconstruire l’image spatiale au
décodeur dans la mesure où l’ICPD ne donne que la différence de phase relative entre les
canaux X1 et X2.
OPDPS [b]=∠
kb+1−1∑
k=kb
X1[k]S∗[k]
 (2.7)
où S est le signal mono issu du mélange des deux canaux X1 et X2. On peut démontrer
que l’OPD peut s’exprimer en fonction de l’ICLD et de l’ICC. Dans parametric stereo,
cette propriété n’est pas exploitée, mais elle est utilisée dans USAC. On peut ainsi réduire
un peu le débit en ne transmettant pas l’OPD.
ICC - Cohérence intercanale Deux définitions existent selon les autres paramètres
stéréo transmis conjointement. Si l’ICPD et l’OPD sont transmis, on aligne la phase de
X1 et X2 à partir de l’ICPD et on calcule :
ICCPS [b] =
|∑kb+1−1k=kb X1[k]X˜∗2 [k]|√(∑kb+1−1
k=kb |X1[k]|2
) (∑kb+1−1
k=kb |X˜2[k]|2
) , (2.8)
Où X˜2[k] = X2[k] ·exp−ICPDPS [b], pour k ∈ [kb; kb+1 − 1]. X˜2 est le deuxième canal aligné
en phase avec X1 à partir de la valeur de l’ ICPDPS .
Si l’ICPD et l’OPD ne sont pas transmis, on calcule :
ICCPS [b] =
<
{∑kb+1−1
k=kb X1[k]X
∗
2 [k]
}
√(∑kb+1−1
k=kb X1[k]X
∗
1 [k]
) (∑kb+1−1
k=kb X2[k]X
∗
2 [k]
) (2.9)
Cette dernière expression permet de conserver des informations de différence de phase
en les modélisant comme des variations additionnelles dans IC. En effet, on a pour deux
nombres complexes X1 et X2 :
X1X
∗
2 = |X1X∗2 | exp {j∠ (X1X∗2 )} = |X1X∗2 | . [cos (∠ (X1X∗2 )) + j sin (∠ (X1X∗2 ))]
(2.10)
La partie réelle s’exprime sous cette forme :
<{X1X∗2} = |X1X∗2 |cos (∠ (X1X∗2 )) (2.11)
Ainsi, l’ITD et l’IPD sont modélisés comme des "variations additionnelles" qui intervien-
nent dans l’IC. Ces "variations additionnelles" correspondent au terme cos (∠ (X1X∗2 )) qui
est le cosinus de la différence de phase moyenne entre les deux signaux d’entrée.
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Quantification et codage des indices spatiaux
Les indices spatiaux sont quantifiés de la manière suivante :
– ICPD : non-uniforme sur 15 ou 31 valeurs (voir Figure 2.8a et 2.8b)
– ICC : non-uniforme sur 8 valeurs (voir Figure 2.8c)
– ICPD/OPD : uniforme sur 8 valeurs
Par la suite, les indices de la table de déquantification sont codés en différentiel, dans
la direction temporelle ou fréquentielle. Le choix d’une des directions se fait de manière
dynamique, en fonction de celle qui réduit le plus l’entropie. Toutefois, le codage différentiel
fait passer la cardinalité Λ de l’ensemble des symboles à coder à 2Λ − 1 , mais on peut
la réduire à Λ en utilisant le modulo Λ de la différence. Comme le décodeur connait
la cardinalité Λ des symboles de la table de déquantification (i.e, le nombre de valeurs
quantifiés des paramètres spatiaux), il est capable de les décoder récursivement.
Si on note λd les indices différentiels en temps ou en fréquence d’un paramètre spatial,
alors le modulo de la différence qu’on souhaite coder s’écrit
λmod = mod (λd,Λ) (2.12)
Le décodeur peut alors retrouver récursivement les indices de la table de déquantification
λ[q], pour la trame spatiale q, en conservant les indices de la trame spatiale précédente
λ[q − 1], et en effectuant l’opération suivante
λ[q] = mod (λmod + λ[q − 1],Λ) (2.13)
Avant d’être placés dans le bitstream, les indices modulo-différentiels λmod sont codés
entropiquement avec l’algorithme de Huffman [Huf52].
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Figure 2.8 – Courbe de quantification des indices spatiaux
Downmix
Une fois les paramètres stéréo extraits à partir des deux signaux, l’étape suivante est
de créer un signal mono qui sera encodé, puis transmis conjointement aux paramètres (cf.
Figure 2.4). On parle alors de downmix car on passe de N à M canaux avec M < N
(ici M = 1). De manière la plus générale pour un système linéaire, cette opération peut
s’écrire sous la forme :
S [k] = w1X1 [k] + w2X2 [k] (2.14)
Où w1 et w2 sont des coefficients réels ou complexes qui déterminent comment X1 et X2
sont projetés pour former le signal mono S. Par exemple, si w1 = w2 = 0.5, le downmix
est constitué de la moyenne des signaux X1 et X2.
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Toutefois, un downmix créé avec des poids fixes conduit à avoir une puissance du signal
mono S qui dépend fortement de l’intercorrélation des deux signaux d’entrée. Pour éviter
la perte de signal et la coloration due à des intercorrélations dépendantes du temps et de
la fréquence, les poids doivent être complexes pour éviter l’annulation de phase et variable
en module pour assurer la préservation de la puissance globale. parametric stereo n’impose
rien sur la façon de construire le signal downmix. Certains articles proposent des solutions
pour la génération du downmix.
L’implémentation Enhanced aacPlus [3GP07b] du codeur parametric stereo propose
un downmix relativement simple, consistant à faire la demi-somme des canaux, et à la
multiplier par un gain dynamique γ qui compense les faibles variations d’énergie induites
par des faibles oppositions de phase.
S[k, n] = l[k, n] + r[k, n]2 · γ[k, n] (2.15)
où γ est défini comme la racine carré de la moitié du rapport de l’énergie des canaux en
phase (ou bien encore la somme des énergies des canaux) sur l’énergie des canaux déphasés
γ[k, n] = min
(
2,
√
|X1[k, n]|2 + |X2[k, n]|2
0.5 · |X1[k, n] +X2[k, n]|2
)
(2.16)
On remarque que γ est limité à 2, soit 6 dB pour éviter que les artéfacts d’aliasing qui
peuvent survenir avec cette technique ne deviennent audibles. En effet, au sein d’un signal
d’une sous bande kb, le gain dynamique γ, calculé à chaque instant n, peut introduire
des composantes fréquentielles dans S[kb, n] qui sortent de la bande passante d’une sous-
bande. En Figure 2.9, on observe cet effet sur le spectrogramme d’un downmix réalisé sur
un signal stéréo constitué de deux sinusoïdes, une à 70Hz sur le canal gauche et l’autre
à 110Hz sur le canal droit. En plus des composantes correspondant aux deux sinusoïdes,
trois autres composantes d’aliasing apparaissent à 10, 30 et 150Hz.
Figure 2.9 – Downmix Enhanced aacPlus. En (a) le signal stéréo temporel avec une
sinusoïde à 70Hz sur le canal droit et une sinusoïde à 110Hz sur la canal gauche. En (b),
le spectrogramme du downmix montre 3 composantes d’aliasing à 10, 30 et 150Hz
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Reconstruction du signal stéréo
On a vu que le codeur parametric stereo encode un signal stéréo en un signal mono
(le downmix), plus un ensemble de paramètres de spatialisation. Le décodeur parametric
stereo doit alors être capable de reconstruire un signal stéréo à partir du downmix et des
paramètres spatiaux. On parle alors d’upmix car on passe de M à N canaux avec M < N
(dans le cas de la stéréo, on passe de un à deux canaux).
Contraintes pour la reconstruction Dans parametric stereo on cherche à reconstruire
le signal d’upmix (signal stéréo reconstitué) à partir du signal de downmix et de paramètres
stéréo. Une solution est de partir d’une base orthogonale de dimension deux, formée par
le signal de downmix et un signal décorrélé au downmix. Ce signal décorrélé est obtenu
par application d’un décorrélateur sur le signal de downmix. Ce choix pour l’obtention du
signal décorrélé permet d’avoir une base orthonormée car en plus d’être orthogonaux, le
downmix et sa version décorrélée sont de même norme (i.e. énergie).
Avec ces contraintes, l’expression du signal stéréo reconstitué peut s’écrire :[
Y1[k]
Y2[k]
]
= R
[
S[k]
Sd[k]
]
(2.17)
où Y1 et Y2 sont les composantes du signal d’upmix (i.e, canal gauche et droit), R est la
matrice d’upmix de dimension 2×2, S est le signal downmix et Sd sa "version" décorrélée.
La matrice d’upmix R est déterminée par les contraintes qu’on impose sur le signal
stéréo reconstruit, à savoir :
1. Le rapport des puissances des deux signaux de sortie doit obéir au paramètre ICLD
transmis (ie. l’ICLD évalué sur les signaux reconstruits doit être le même que sur le
signal stéréo d’entrée).
2. L’intercoherence des deux signaux de sortie doit obéir au paramètre ICC transmis
(i.e, l’ICC évalué sur les canaux reconstruits doit être le même que sur le signal
stéréo d’entrée).
3. La moyenne des énergies des deux signaux de sortie doit être égale à celle du downmix.
4. La proportion totale de signal de downmix présent dans les deux signaux de sor-
tie doit être maximale (i.e., on minimise la proportion de signal décorrélé dans les
signaux de sortie). Cela revient à maximiser v11 dans V (voir 2.23)
5. La différence de phase moyenne entre les signaux de sortie doit être égale à la valeur
d’ICPD transmise.
6. La différence de phase moyenne entre le signal de downmix et le canal gauche de
sortie doit être égale à la valeur d’OPD transmise.
Solution d’upmix respectant les contraintes Dans parametric stereo, consid-
érant le choix initial d’exprimer les signaux reconstitués dans une base orthonormée for-
mée du signal de downmix et de sa version décorrélée, une solution exacte existe. La
démonstration et les explications sont données en Annexe A. On présente ici la solution
qui répond aux contraintes exposées à la section précédente :
L’expression générale du signal stéréo reconstitué dans la base choisie est la suivante :[
Y1[k]
Y2[k]
]
= RB
[
S[k]
Sd[k]
]
(2.18)
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Avec,
RB [b] =
√
2P [b]A[b]V [b] (2.19)
Où P est la matrice de rotation de phase qui rétablit les relations de phase entre canaux
évaluées sur les signaux d’origine à partir de l’IPD et de l’OPD
P [b] =
[
ejOPD[b] 0
0 ejOPD[b]−jIPD[b]
]
(2.20)
A, une matrice de changement de base
A[b] =
[
cos(α[b]) − sin(α[b])
sin(α[b]) cos(α[b])
]
(2.21)
où,
α[b] =
{
pi
4 , pour (IC[b], c[b]) = (0, 1)
mod
(
1
2arctan
(
2c[b]IC[b]
c[b]2−1
)
, pi2
)
, sinon (2.22)
V , une matrice de pondération énergétique
V [b] =
[
cos(γ[b]) 0
0 sin(γ[b])
]
(2.23)
γ[b] = arctan
√√√√1−√µ[b]
1 +
√
µ[b]
(2.24)
Avec
µ[b] = 1 + 4IC
2[b]− 4
(c[b] + 1/c[b])2
(2.25)
Et c[b], la racine carrée du rapport des puissances des deux signaux de sortie de sous-
bande :
c[b] = 10ICLD[b]/20 (2.26)
Dans le cas où les paramètres de phase OPD/ICPD ne sont pas transmis, le paramètre
IC peut devenir négatif, ce qui nécessite une solution différente pour la matrice R. Une
solution convenable consiste à maximiser le signal de downmix dans la somme des signaux
de sortie. Cela conduit alors à la matrice de mixage RA.
RA[b] =
[
c1[b] cos(ν[b] + µ[b]) c1[b] sin(ν[b] + µ[b])
c2[b] cos(ν[b]− µ[b]) c2[b] sin(ν[b]− µ[b])
]
(2.27)
Où c1 et c2 sont respectivement, les gains des canaux gauche et droit reconstruits rétab-
lissant la relation d’ICLD entre eux :
c1[b] =
√
2c2[b]
1 + c2[b] (2.28)
c2[b] =
√
2
1 + c2[b] (2.29)
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µ[b] = 12 arccos(IC[b]) (2.30)
ν[b] = µ[b](c2[b]− c1[b])√
2
(2.31)
On note au passage que ce choix pour c1 et c2 implique implicitement que le downmix
S doit respecter la relation énergétique suivante pour que l’énergie des canaux reconstruits
soit égale à l’énergie des canaux d’origine
|S[b]|2 = |X1[b]|
2 + |X2[b]|2
2 (2.32)
Le décorrélateur
Le décorrélateur utilisé est un filtre passe-tout décrit dans le domaine transformé en
Z. Sa fonction de transfert est définie pour chaque bin fréquentiel de manière à introduire
un retard qui dépend de la fréquence. Pour chaque bin fréquentiel, la fonction de transfert
suit un même "prototype" dont les paramètres dépendent de la fréquence et de la bande
de fréquence auquel le bin fréquentiel appartient. La fonction de transfert globale est
obtenue en faisant le produit de ces prototypes (il y a autant de produits que de bandes
fréquentielles, dont le nombre et la répartition est propre au décorrélateur). Une opération
supplémentaire est réalisée sur ce filtre dans le but d’atténuer son effet sur les signaux
transitoires (voir 8.6.4.5 dans [ISO05]).
2.3.3 L’outil de codage stéréo paramétrique dans MPEG USAC
Le codeur USAC inclut une partie du standard MPEG Surround [ISO07] qui contient
des outils de codage spatial paramétrique pour un nombre exhaustif de formats audio
multicanaux. Toutefois, ces derniers ne sont pas optimaux pour le codage stéréo dans la
mesure où leur modèle ne prend pas en compte les relations de phases entre canaux. Afin
d’améliorer le codage stéréo paramétrique, USAC introduit un outil dédié qui supplante
celui de MPEG Surround et qui est directement issu de parametric stereo décrit en partie
2.3.2.
L’outil de codage stéréo paramétrique d’USAC décrit dans en section 7.11 de [ISO12],
hérite donc de parametric stereo, dont il améliore certains aspects que l’on passe en revue
dans les parties suivantes. Au niveau structurel, l’outil d’USAC est identique à parametric
stereo. On retrouve les mêmes blocs fonctionnels détaillés sur les Figure 2.4 et 2.5. Comme
pour parametric stereo et MPEG Surround, l’analyse temps-fréquence utilise le QMF com-
plexe à 64 bandes décrit en Section 2.3.2, mais limitée à un sous-découpage non-uniforme
unique des bandes basses, conduisant à un total de 71 bandes fréquentielles pour l’analyse
et la synthèse spatiale.
Downmix dynamique basé sur les indices spatiaux
Le problème principal du processus de downmix est l’annulation de phase qui peut
atténuer ou au contraire amplifier certaines composantes fréquentielles du signal, ce qui se
traduit par une dégradation de son spectre. USAC améliore la procédure de downmix pour
minimiser ces effets lorsque les indices ICLD, ICC et ICPD sont transmis conjointement.
L’amélioration apportée ne nécessite pas de transmettre des paramètres supplémentaires
au décodeur. Seules les équations de downmix et d’upmix sont modifiées.
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Lorsqu’on fait la somme simple des canaux gauche et droit pour le downmix, ce dernier
peut présenter une énergie moindre selon les relations de phases entre les composantes
fréquentielles des canaux. La Figure 2.10a illustre cette situation pour une bande fréquen-
tielle donnée, où les canaux gauche L, droit R et leur somme S sont représentés dans
le plan complexe. Dans cette configuration, on voit clairement que l’énergie du downmix
caractérisé par la norme du vecteur S est fonction de la différence de phase ICPD entre
les canaux.
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Figure 5 : Canaux gauche, droit et leur somme S représentés dans le plan complexe. 
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En appliquant des coefficients de mixage réels pour le downmix, on ne 
modifie pas la relation de phase entre les signaux gauche et droit (i.e., l'IPD 
reste inchangée). Par contre, l'application de ces coefficients au mixage 
modifie la phase et l'amplitude du signal de downmix. Ainsi, la relation de 
ph se entre l  canal gauche (i.e., OPD) et le downmix est modifiée. 
L'idée est donc d'appliquer des gains réels qui vont compenser la perte 
d'énergie due à l'annulation de phase. Comme l'OPD est modifiée et n'a plus 
le même sens physique (i.e., il s'agit maintenant de la différence de phase 
entre le canal gauche pondéré et le downmix résultant de la pondération des 
canaux gauche et droit), il convient de modifier la formule qui sert à l'estimer 
au décodeur pour prendre en compte la nouvelle nature de l'OPD. 
Les coefficients de mixage sont calculés de manière à corriger le rapport 
d'énergie entre un downmix qu'on génèrerait sans alignement de phase des 
2 canaux et un downmix qu'on génèrerait avec alignement de phase des 2 
canaux. 
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Figure 2.10 – Illustration du downmix USAC
Bien que le downmix présente une énergie différente e la somme es énergie des
canaux, à la reconstruction, les canaux gauche et droit reconstruits possèdent tout de même
le rapport d’intensité et la différence de phase des canaux d’origine. Par contre l’intensité
des signaux reconstruits est différente de celle des signaux d’origine. Cette reconstruction
à partir du downmix de la Figure 2.10a est illustrée en Figure 2.10b.
La technique de downmix d’USAC consiste à appliquer des coefficients de mixage réels
aux canaux pour le downmix. L’utilisation de coefficients réels a l’avantage de ne pas
modifier les relations de phase entre les signaux gauche et droit pondérés (i.e., l’ICPD
reste inchangé). Par contre, l’application de ces coefficients au mixage modifie la phase et
l’amplitud du signal de ow ix. Ainsi, la relation de phase entre le canal gauche (i.e.,
OPD) et le downmix est modifiée (voir Figure 2.10c). L’idée est donc d’appliquer des gains
réels qui vont compenser la perte d’énergie due à l’annulation de phase. Les coefficients de
mixage sont calculés de manière à corriger le rapport d’énergie entre un downmix qu’on
génèrerait sans alignement de phase des deux canaux et un downmix qu’on génèrerait avec
alignement de phase des deux canaux. Ainsi, l’équation du downmix est
s = w1 · l + w2 · r
Avec
wl,m1 =
(
2−
√
ERl,m
)
et wl,m2 =
√
ERl,m (2.33)
et
ERl,m =
√√√√√10 ICLDl,m10 + 1 + 2 · cos (IPDl,m) · ICC l,m · 10 ICLDl,m20
10 ICLD
l,m
10 + 1 + 2 · ICC l,m · 10 ICLDl,m20
(2.34)
où ER correspond à une estimation de la racine carrée du rapport de l’énergie de la somme
des canaux sur l’énergie de la somme des canaux alignés en phase, soit |L+R||L′+R′| , où L
′ et
R′ sont les canaux alignés en phase.
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Comme l’OPD est modifiée et n’a plus le même sens physique, et qu’il s’agit maintenant
de la différence de phase entre le canal gauche pondéré et le downmix résultant de la
pondération des canaux gauche et droit, il convient de modifier la formule qui sert à
l’estimer au décodeur pour prendre en compte la nouvelle nature de l’OPD. Ce point est
abordé dans la section suivante.
Enfin, lors de la standardisation d’USAC, nous avons constaté qu’après l’introduction
de cette technique de downmix, les bitstream de référence pour les bas débits en stéréo (16
kbps) contenait des ICPD, ce qui n’était pas le cas avant. L’amélioration de la qualité par
ce downmix a du être jugée suffisante pour qu’on augmente le débit des indices spatiaux en
transmettant l’ICPD dans les basses fréquences, là où l’énergie de la plupart des signaux
audio est concentrée.
Suppression de l’OPD
En partie 2.3.2, nous avons vu que lors de l’utilisation de l’ICPD qui décrit une dif-
férence de phase relative entre les deux canaux, il est alors nécessaire d’avoir une référence
de phase absolue au décodeur pour restaurer les phases des canaux synthétisés par rapport
au downmix.
Dans USAC, il est proposé une méthode d’estimation de l’OPD à partir de l’ICLD et
de l’ICPD (Section 7.11.2.2 de [ISO12]). L’article [KOR09] démontre qu’en considérant un
downmix obtenu par somme ou demi-somme des canaux gauche et droit, et en représentant
géométriquement les canaux et le downmix comme des vecteurs dans le plan complexe
(voir Figure 2.10a), les principes de la trigonométrie permettent d’obtenir la relation entre
l’OPD et les paramètres ICLD et ICPD :
OPD = arctan
{
c2 sin(ICPD)
c1 + c2 cos(ICPD)
}
(2.35)
avec c1 et c2 repectivement définis par les équations (2.28) et (2.29)
Pour adapter cette estimation de l’OPD au downmix amélioré d’USAC décrit en sec-
tion 2.3.3, la Section 7.11.2.2 de [ISO12] modifie la relation de la manière suivante :
OPD = arctan
{
w2 sin(ICPD)
w1 · 10 ICLD20 + w2 cos(ICPD)
}
(2.36)
où w1 et w2 sont les gains réels de downmix décrits en (2.33).
Avec cette estimation de l’OPD, l’erreur quadratique moyenne obtenue est plus faible
que lorqu’on quantifie et envoie l’OPD au codeur. La complexité au codeur est réduite et
le bitstream est allégé de ce paramètre. On note juste une très légère augmentation de la
complexité au décodeur pour estimer l’OPD à partir de l’équation (2.36).
Modes d’upmix
Comme pour parametric stereo, USAC propose deux types d’upmix en fonction de
l’envoi ou non de l’ICPD. La différence essentielle est qu’USAC utilise la matrice d’upmix
RA définie en (2.27) dans les deux cas. Si l’ICPD est envoyée, la matrice d’upmix est alors
RP = P ·RA (2.37)
avec P la matrice de rotation de phase définie en (2.20). On note aussi que l’expression
de ν de l’équation (2.31) dans RA est modifiée, mais conserve la même signification.
νUSAC[b] = arctan
(
tan (µ[b]) (c2[b]− c1[b])
c2[b] + c1[b]
)
(2.38)
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2.4 Autres approches paramétriques
2.4.1 Analyse en composantes principales
L’analyse en composantes principales (ACP) est un outil d’analyse statistique multi-
variée bien connu. Elle consiste à transformer des variables corrélées en nouvelles variables
décorrélées les unes des autres. Ces nouvelles variables sont nommées composantes prin-
cipales, ou axes. Les composantes sont alors ordonnées de manière décroissante à leur
variance. L’essentiel de l’information ou de l’énergie dans le cas des signaux audio est
alors concentré sur les premières composantes.
La Figure 2.11 montre de manière schématique le résultat d’une ACP sur un signal
audio stéréo dont les axes X1 et X2 correspondent aux amplitudes des canaux gauche et
droit. Le nuage de points, représenté par l’ovale en rouge, correspond à une succession
d’échantillons temporels du signal stéréo sur une fenêtre de temps donnée, dont les co-
ordonnées sont données par leurs amplitudes respectives sur le canal gauche et le canal
droit. L’ACP calcule alors une nouvelle base de signaux PC1 et PC2, dans laquelle PC1
regroupe la majorité de l’énergie des échantillons audio. En d’autres termes, si on écoute
les signaux PC1 et PC2, PC1 possède une amplitude bien supérieure à PC2.
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II.4 Parametric Representation of Multichannel Audio Based 
on Principal Component Analysis [ 3] 
II.4.1 Résumé 
Etudie les apports de l'analyse en composantes principales pour le 
codage de signaux audio multi-canaux. L'étude est d'avantage axée sur les 
signaux stéréo.  
Dans un premier temps, une équivalence de l'approche UDT avec 
l'approche BCC est montrée dans le contexte d'un codage paramétrique 
stéréo. 
Ensuite, ils montrent que l'ACP donne une représentation paramétrique du 
signal stéréo : 
• Un angle spatial 
• Un signal mono r présentant approximativement la source 
direction elle dominante 
• Un signal mono représentant approximativement l'ambiance 
La première ACP q 'ils étudient est dans le omai e temporel. A partir de 
cett  analys , ils expliquent comment calculer l'angle spatial et quelle 
signification donner aux composantes principales à partir de résultats d'ACP 
obtenus sur des signaux stéréo de synthèse. 
Ensuite, ils étendent le concept d'ACP temporel (une seule matrice de 
covariance) au domaine fréquentiel (autant de matrice de covariance que de 
ba d  d'analyse). Po r cela et sans détails, ils dé ident d'approximer al 
p issance du signal centrée du domaine t mporelle par un  formule dans le 
domaine fréquentielle qui leur permet d'estimer les atrices  de covariances 
pour les différentes ba des ERB.  
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Figure 2.11 – Analyse en composantes principales d’un signal audio stéréo. Chaque point
du nuage représente un échantillon stéréo avec pour coordonnées son amplitude sur le
canal gauche et le canal droit. PC1 et PC2 représentent les deux directions principales.
L’article [BVM06] étudie les apports de l’analyse en composantes principales pour le
codage de signaux audio multi-canaux et plus particulièrement pour les signaux stéréo. A
partir de l’étude de l’ACP appliquée sur des signaux stéréo de synthèse dans le domaine
temporel, comme illustré à la Figure 2.11, il est montré que l’ACP donne la représentation
paramétrique suivante :
– Un angle spatial correspondant à la rotation de la nouvelle base
– Un signal mono (i.e, la première composante principale) représentant approxima-
tivement la source directionnelle dominante
– Un signal mono (i.e, la seconde composante principale) représentant approximative-
ment l’ambiance
On peut étendre le concept de l’ACP temporelle (une seule matrice de covariance) au
domaine fréquentiel (autant de matrices de covariance que de bandes d’analyse), sans
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changer la signification de la représentation paramétrique, si ce n’est qu’il s’agit alors des
signaux de sous-bandes.
A notre connaissance, aucune étude comparative n’a été menée entre cette technique
et les modèles de type « BCC et parametric stereo ». On peut toutefois penser à juste titre
que cette méthode, très proche structurellement de ces techniques, doit avoir les mêmes
limites, à savoir l’hypothèse d’une source dominante unique par bande fréquentielle. On
détaille plusieurs limites de ces modèles en section 2.5
2.5 Limites du codage audio spatial paramétrique
2.5.1 Estimation des paramètres spatiaux
D’une manière générale, l’estimation des indices spatiaux est une tâche délicate. D’une
part, on doit tenir compte des résultats partiels en psychoacoustique sur les caractéristiques
du système auditif et d’autre part, on doit considérer les contraintes pratiques qui peuvent
apparaître lors de l’implémentation et les particularités du signal à coder.
Les processus physiologiques comprennent souvent de nombreuses non-linéarités qu’il
n’est pas facile de modéliser ou de saisir lors de tests psychoacoustiques. Une conséquence
directe est qu’il n’y a pas de résultats très précis sur la résolution de l’oreille humaine aux
différents indices spatiaux pour des signaux complexes comme la parole et la musique.
On possède des valeurs moyennes qui peuvent varier considérablement en fonction du
type d’évènement auditif et des autres évènements qui interfèrent avec lui. Par exemple,
la résolution temporelle peut être affectée par l’occurrence d’un transitoire et l’effet de
ce transitoire sur les constantes de temps peut varier en fonction du contexte et de ses
caractéristiques [Bla83]. Concernant la résolution fréquentielle, on s’accorde à dire que
la perception des indices spatiaux suit l’échelle de Bark [Zwi61]. Au sein de ces bandes
de fréquences, les évènements auditifs concurrents sont censés être perçus à une seule
position, même s’ils sont à des positions différentes [BF03]. Toutefois, ces expériences ont
été réalisées avec des signaux très simples comme des bruits ou des sinusoïdes sur une seule
bande critique à la fois. Il est clair que pour des sons réels, le système auditif est tout à
fait capable de dissocier la position de ces évènements dans de nombreux cas, notamment
en utilisant les indices de signaux (cf. Section 2.2.2). On peut alors se poser la question
de comment estimer les indices spatiaux pour reproduire cette caractéristique et si ces
derniers sont suffisants pour cette tâche.
Estimation de l’ICTD/ICPD
L’ICTD ou l’ICPD sont des indices de phase qui ont beaucoup d’importance pour la
perception de la spatialisation dans les basses fréquences. Pour beaucoup d’enregistrements
musicaux commerciaux spatialisés à partir de balance d’amplitude et de prise de son spa-
tialisé à base de couples de microphones coïncidents, ces paramètres ne sont pas nécessaires
car il n’y a pas de différence de phase entre canaux (cf. Chapitre 3). Par contre, dans le
cas de captation par des microphones non coïncidents ou dans le cas extrême de signaux
stéréo binauraux, l’information de phase est indispensable.
Il est intéressant de noter ici que les estimations de l’ICPD et de l’ICTD peuvent
donner des valeurs non nulles sur des scènes spatiales artificielles obtenues par simple
balance d’amplitude (donc sans stéréo de phase). On démontre ce point pour l’ICPD
dans la partie 3.3.1, dans le cas où les sources sont en concurrence au sein des bandes
fréquentielles d’analyse.
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Problème d’implémentation de l’ICTD Le modèle théorique de BCC [BF03,
FB03] possède l’ICTD au lieu de l’ICPD, mais ses implémentations pratiques ne l’utilisent
pas. Leur introduction dans le modèle binaural introduit énormément d’artéfacts et dé-
grade significativement le signal (même les enregistrements binauraux) si on ne prend pas
beaucoup de précautions dans la manière de l’implémenter.
Cette problématique est traitée dans l’article [TF06] qui présente une méthode pour
implémenter les ICTD sans générer d’artéfacts. L’extraction des ICTD à l’encodeur est
basée sur une régression linéaire (en fréquence) de la fonction de différence de phase inter-
canal avec un critère des moindres carrés légèrement modifié. Le but est d’identifier la pente
a1 de la droite qui est proportionnelle à l’ICTD entre les deux canaux. La suppression
des artéfacts passe essentiellement par un lissage des ICTD entre bandes fréquentielles
critiques, plus ou moins fort selon la classe du signal (tonal/non tonal). Une autre astuce
utilisée est d’ignorer les ICTD et de ne pas les coder s’ils sont en contradiction avec les
ICLD au niveau de la localisation de l’évènement sonore. Par exemple, si le canal gauche
a un niveau plus élevé que le droit, mais que l’ICTD évalué indique que le canal gauche a
un retard par rapport au droit, il y a alors contradiction sur la localisation pour l’ICLD
et l’ICTD et dans ce cas, on privilégie l’ICLD et on ne code pas l’ICTD.
L’idée du critère quadratique de régression modifié est de privilégier certaines "mesures"
dans la régression. Les "mesures" privilégiées sont ici les phases inter-canal pour lesquelles
l’amplitude de l’inter-spectre entre les canaux gauche et droit (c’est-à-dire les deux canaux
dans le domaine fréquentiel sur lesquels sont évaluées ses phases inter-canal) possède le
plus d’énergie. Le critère quadratique "standard" s’exprime de la manière suivante :
J(a1) = (H a1 − y)T (H a1 − y)
où a1 est le délai ou encore la pente de la droite de la régression, et H est une matrice B×1
où les colonnes correspondent aux indices des partitions des coefficient spectraux. On peut
minimiser l’influence de certaines mesures sur la régression en modifiant le critère J . Pour
cela, on fait intervenir une matrice diagonale W dont les éléments pondèrent chacun des
écarts au carré entre le modèle et la mesure. En l’occurrence, et au vu de ce qui a été dit
au début de cette partie, les éléments diagonaux de W sont définis comme suit
W =
|X1 (k, i)X
∗
2 (k, i) |β · · · 0
... . . .
...
0 . . . |X1 (k, i+B)X∗2 (k, i+B) |β

où β > 1 donne plus de poids aux coefficients de spectre croisé très énergétiques. Dans [TF06],
le choix de β = 3 a donné les meilleurs résultats lors des expériences.
Le critère quadratique modifié J ′ s’écrit alors
J ′(a1) = (H a1 − y)T W (H a1 − y)
2.5.2 downmix
La problématique du downmix a été introduite en partie 2.3.3 où nous avons détaillé
une solution récente apparue dans USAC. Plusieurs autres approches ont été proposées
et la thèse [Hoa10] présente un état de l’art de ces dernières et propose de nouvelles
techniques. Globalement, la problématique est la suivante : on cherche à préserver l’énergie
des canaux gauche et droit aux différentes fréquences de manière à obtenir :
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|S[k]|2 = |X1[k]|
2 + |X2[k]|2
α
(2.39)
avec α un coefficient réel identique pour toutes les bande fréquentielles k et dont la valeur
dépend de la méthode d’upmix.
Outre le fait d’imposer cette condition énergétique, ce qui serait facile à obtenir à
l’encodage en modifiant les phases des canaux de manière adéquate, il faut être en mesure
de restaurer les relations de phase entre bandes fréquentielles, mais aussi entre fenêtres
temporelles. Par exemple, dans le cas d’un downmix obtenu par simple somme des canaux,
on a vu que lors de l’utilisation de l’ICPD, l’OPD joue ce rôle. Comme la somme des canaux
donne un signal dont les phases dépendent des intensités relatives des canaux et de leurs
différences de phase sur chaque bande fréquentielle (voir la Figure 2.10a), il est nécessaire
d’avoir une référence de phase pour chacune d’elles afin que les relations de phases entre
bandes fréquentielles soient restituées sur les canaux reconstruits. Lors de l’élaboration
d’une technique de downmix, il est donc nécessaire de tenir compte de ces deux aspects
qu’on peut résumer de la manière suivante :
– Conservation de la totalité de l’énergie des canaux d’origine
– Préservation des relations de phase de chaque canal au sein de ses fréquences et au
cours du temps
Quelques solutions de l’état de l’art
Pour éviter les annulations de phase, Samsudin [SKP+06] propose une méthode de
downmix simple consistant à calculer l’ICPD et à appliquer la rotation de phase corre-
spondante au canal droit dans le domaine T/F avant sommation avec le canal gauche.
S[k][n] = X1[k][n] +X2[k][n] exp (jICPD[bk])2 (2.40)
où bk est l’indice du groupe de bandes fréquentielles incluant la fréquence k et sur lesquelles
l’ICPD a été calculé.
Les annulations de phase sont fortement réduites avec cette technique. Pas complète-
ment, car on rappelle que l’ICPD est la valeur de rotation de phase moyenne qui maximise
la fonction d’intercorrélation de X1 et X2 pour une fenêtre temporelle et fréquentielle
donnée. Toutefois, cette technique pose un problème d’instabilité de phase sur certains
signaux. En effet, tel qu’il est construit, ce downmix possède la phase du canal gauche X1.
Si ce dernier a une amplitude proche de zéro, l’erreur sur la phase est très importante.
Dans ce cas, d’une fenêtre à l’autre, la phase va varier aléatoirement, ce qui provoque des
artéfacts.
Une méthode qui ne présente pas ce défaut est proposée dans [Hoa10]. L’idée principale
est de ne jamais avoir un seul canal de référence pour la phase. Pour celà, on applique une
rotation de ICPD/2 au canal droit R (R′ = R exp (jICPD/2)) pour calculer un downmix
intermédiaire M ′ de la manière suivante{
|M ′[k]| = |L[k]|+|R[k] exp(jICPD[k]/2)|2 = |L[k]|+|R[k]|2
∠(M ′[k]) = ∠ (L[k] +R[k] exp (jICPD[k]/2)) (2.41)
où on reprend les notations de [Hoa10] et de la Figure 2.12 du downmix extraite de ce
document. L et R sont les canaux gauche et droit dans le domaine fréquentiel, et k l’indice
fréquentiel.
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On calcule ensuite l’angle α′ entre M ′ et le downmix qu’on aurait obtenu par somme
directe de L et R (cf. Figure 2.12). Cet angle est égal à l’angle entre L et M ′. Ainsi, le
downmix est obtenu de la manière suivante |M [k]| = |M
′[k]|
∠(M [k]) = ∠(L[k]) + ∠
(∣∣∣R[k]L[k] ∣∣∣ exp (jICPD[k]/2))2 (2.42)
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The intermediate mono signal M ′[j] is computed for each frequency bin from the L[j]
and R′[j] channels according to the first proposed downmixing technique. The magnitude
of the intermediate mono signal is obtained by averaging the magnitudes of the intermediate
channel R’ and the channel L; and the phase of the intermediate mono signal is the phase
of (L+R’), according to the following formula:{
|M ′[j]| = |L[j]|+|R′[j]|2 = |L[j]|+|R[j]|2
∠M ′[j] = ∠ (L[j] +R′[j]) (5.3)
where |.| represents the magnitude (complex module).
The phase difference α′[j] between the intermediate mono signal and the non modified
channel of the stereo signal (here the L channel) is computed as follows:
α′[j] = ∠(L[j].M ′[j]∗) (5.4)
From this phase difference, the mono signal M [j] is obtained by rotating the interme-
diate mono signal M ′[j] of an angle α′:
M [j] = M ′[j].e−iα
′[j] (5.5)
Note that if the modified channel R’ is obtained by a rotation of R of an angle 3.ICPD/4,
so a rotation of M’ of an l 3.α′ is necessary to btain M; the mono signal M is therefor
fferent to the mono signal computed in Eq. 5.5.
Fig. 5.1 illustrates the phases differe c in the second proposed downmix for the fol-
lowing values: ICLD=-12 dB and ICPD=165◦. In this illustration, the L and R signals
are almost out-of-phase. In addition, ICPD/2 is the angle between the R channel and the
intermediate channel R’, α′ is the angle between th intermediate mono M’ and L channel
which is also the phase difference between the intermediate mono M’ and the mono signal
M.
Figure 5.1: Illustration of the second proposed downmix at the encoder.
Therefore, the phase difference between L and mono M channels (as represented in
Fig. 5.1) is given by:
α[j] = ∠(L[j].M [j]∗) (5.6)
Figure 2.12 – Illustration de la technique de downmix proposée par Hoang [Hoa10]
2.5.3 Upmix
Comment restaurer l’intercohérence ?
Comme nous l’avons vu en partie 2.3.2, pour l’opération d’upmix de parametric stereo,
une solution pour restaurer l’ICC sur le signal stéréo reconstruit consiste à générer ce
signal dans une base formée par le downmix mono et une version décorrélée de ce même
signal. Ainsi, l’ICC est synthétisée sur le signal stéréo reconstruit en "dosant" la proportion
de signal décorrélé et de signal downmix dans chacun des canaux audio.
Il existe plusieurs techniques pour décorréler des signaux et le choix de l’une ou l’autre
est essentiellement empirique, certaines techniques offrant une meilleur qualité subjective
de l’image spatiale. Pour un passage en revue de ces techniques, nous renvoyons aux
travaux de Kendall [Ken95].
Faller [Fal04] propose une autre solution originale (pas utilisée à notre connaissance)
basée sur des variations rapides des valeurs d’ICLD et d’ICTD autour de leur valeur
moyenne. Cette méthode exploite le phénomène psychoacoustique évoqué en partie 2.3.1,
selon lequel les variations rapides de ces indices ne sont pas perçus comme des changements
de localisation, mais ont un effet sur la perception de la largeur de l’image spatiale. Pour
cela, Faller utilise des séquences aléatoires de distribution uniforme, qu’il somme à l’ICLD.
Pour l’ICTD, il utilise une séquence de sinus qui donne de meilleurs résultats à l’écoute.
La valeur d’ICC est alors contrôlée par la variance des séquences.
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Segmentation temporelle du signal T/F et interpolation de la matrice d’upmix
La segmentation temporelle du signal T/F est l’opération qui consiste à choisir la taille
et la position des régions pour lesquelles sont calculés les ensembles de paramètres spatiaux.
Pour une bande fréquentielle donnée, il n’y a alors qu’un seul paramètre de chaque type
(par exemple un triplet {ICLD, ICC, ICPD} dans le cas de parametric stereo) pour toute
la durée du segment.
Plusieurs problématiques se posent alors :
– Comment déterminer la taille et la position des régions spatiales ?
– Comment estimer les paramètres au sein de ces régions ?
– Enfin, comment interpoler les coefficients de la matrice d’upmix au sein des régions ?
Peu de travaux ont été réalisés sur ces questions, alors qu’elles ont de l’importance pour
la qualité du codage dans les modèles spatiaux paramétriques. Les standards détaillés en
Section 2.3 n’y répondent pas non plus et limitent même l’interpolation à une interpolation
linéaire entre régions spatiales adjacentes. Dans cette thèse, nous proposons une solution
à ces problématiques en Section 4.1.
2.5.4 Identification des signaux critiques et de leurs artéfacts de codage
Partant des problématiques exposées en première partie de cette section, certains sig-
naux sont plus critiques que d’autres pour les codeurs audio spatiaux paramétriques. Dans
cette partie, nous présentons ces signaux particuliers et les raisons pour lesquelles la qualité
audio est fortement dégradée.
On peut d’ores et déjà dire en introduction, que la plupart des problèmes proviennent
de la concurrence temps-fréquence des sources sonores qui composent la scène spatiale.
Si on se réfère aux équations des indices spatiaux tels que l’ICLD, l’ICPD ou l’ICC en
partie 2.3.2, on constate qu’ils sont estimés pour des régions temporelles et fréquentielles
données, et sont des quantités relatives aux deux canaux. Dans le cas où plusieurs sources
sonores sont présentent dans ces régions T/F, les indices estimés ne sont pas ceux d’une
source ou de l’autre, mais une moyenne des contributions de ces dernières. Cela mène alors
à des indices spatiaux qui créent un évènement auditif unique, à une position différente
des sources de départ.
Stéréo d’intensité avec forte latéralisation et concurrence T/F
Il s’agit de cas de spatialisation très courant dans les enregistrements commerciaux,
où des instruments ou des voix sont placés totalement à l’opposé ou presque sur un canal
et sur l’autre. Cette catégorie de signaux est sans doute la plus critique pour les codeurs
spatiaux paramétriques, car lors du codage, ces signaux ne sont pas seulement dégradés
au niveau spatial, mais de manière beaucoup plus gênante, au niveau spectral.
La forte latéralisation combinée à la concurrence T/F font que des composantes spec-
trales des sources sont alternativement placées à une autre position spatiale, qui diffère
fortement de la position extrême de la source d’origine. Ainsi, lorsqu’on regarde chacun des
spectres des canaux gauche et droit, on s’aperçoit qu’il y a des « trous » par rapport aux
canaux d’origine. Des composantes des sources disparaissent et réapparaissent au cours du
temps, en fonction des intensités relatives des sources et de leurs harmoniques. Un autre
problème concerne l’estimation de l’intercohérence qui produit des très faibles valeurs dans
les régions de concurrence, alors que les sources sont très ponctuelles (à cause de la stéréo
d’intensité). Cela a pour effet d’utiliser beaucoup de signal décorrélé dans l’upmix, ce qui
rend la scène encore plus confuse. Ce dernier point a aussi été relevé récemment pour
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la technologie Directional Audio Coding (DirAC) dans [MV12] et une autre mesure que
l’intercohérence est proposée pour contourner ce problème.
Ces phénomènes peuvent être très audibles, au point de rendre la monophonie nette-
ment préférable en terme de qualité perçue. En Section 4.3, nous proposons une solution
pour diminuer ce défaut de codage.
Signaux riches en transitoires
On retrouve typiquement ce genre de signaux dans les enregistrements riches en per-
cussions ou dans les scènes d’applaudissement. La particularité des transitoires est qu’ils
concentrent une forte énergie sur un temps court, de l’ordre de quelques millisecondes,
et qu’ils sont large bande, ce qui les rend difficiles à coder par rapport à des sons plus
stationnaires. Ils ont un rôle important dans la localisation des sources sonores, mais aussi
dans la reconnaissance de la nature de ces sources. Ainsi, il est capital pour un codeur de
coder correctement ces signaux.
Lors du codage de ces signaux par les codeurs audio spatiaux paramétriques, le princi-
pal défaut constaté est la perte de netteté des attaques, parfois accompagné d’un rétrécisse-
ment de la largeur de l’image spatiale. Dans le cas extrême des scènes d’applaudissements,
cette perte de netteté conduit à une « bouillie sonore » très éloignée du signal original.
Il y a plusieurs causes à ce problème. D’abord, le décorrélateur, basé sur un filtre passe-
tout, étale l’énergie du transitoire dans le temps. L’autre cause est l’étalement spatial de
l’énergie du transitoire. Ce phénomène se produit lors de l’interpolation linéaire de la
matrice d’upmix, lorsque le contexte spatial (ie., la position des sources sonores de la scène
spatiale) change beaucoup autour d’un transitoire. La position spatiale de ce dernier ne
peut alors pas s’appliquer instantanément à cause de l’interpolation linéaire qui va faire
passer progressivement le transitoire d’une position à une autre. Sur les sons tonaux, ce
temps de latence relativement court est inaudible, mais suffisant pour altérer la netteté
d’une attaque et sa localisation. En Section 4.1, nous présentons une méthode qui améliore
le codage de ces signaux.
Concernant les signaux d’applaudissement, une amélioration de l’outil de codage stéréo
paramétrique d’USAC [ISO12], nommée Transient Steering Decorrelator [ISO10] et dédiée
au codage de ces signaux, a été intégrée en fin de normalisation. Son principe de fonc-
tionnement est illustré en Figure 2.13. Au décodeur, les segments temporels du signal
downmix Dˆ sont séparés selon deux classes signalées dans le bitstream : applaudisse-
ments/transitoires et sans applaudissements/transitoires. Ceux contenant des applaudisse-
ments SˆTr passent par un décorrélateur qui se contente d’appliquer un déphasage pleine
bande, dont l’angle est estimé et transmis par l’encodeur :
DTr[k][n] = SˆTr[k][n] exp(jφTSD[n]) (2.43)
Les segments SˆnonTr ne contenant pas d’applaudissements passe par le décorrélateur usuel
décrit en partie 2.3.2. Enfin, les signaux en sortie des décorrélateurs sont sommés pour
obtenir le décorréléD utilisé à l’upmix. Cette implémentation est une version très simplifiée
de l’article de Hotho [HvdPB08]. Comme évoqué précédemment, MPEG ne normalise
pas les encodeurs et ne donne pas d’indications sur la détection des applaudissements.
On peut toutefois se référer aux travaux de Uhle [Chr09], dans lesquels il compare les
performances de différentes mesures et méthodes de l’état de l’art en classification audio,
pour la détection des applaudissements.
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Figure 2.13 – Transient Steering Decorrelator de USAC

Chapitre 3
Techniques de spatialisation des
enregistrements audio et
adéquation avec les techniques de
codage spatial
3.1 Introduction
Dans le Chapitre 2, nous avons parlé de perception spatiale dans le cadre d’une
écoute naturelle. Comme nous pouvons le constater dans les techniques de codage spatial
paramétrique présentées, les modèles spatiaux ne prennent pas en compte la réalité des
signaux qu’ils ont à coder. Dans ce chapitre, nous proposons une réflexion sur la nature des
enregistrements stéréo, les techniques et les motivations pour les créer. Suite à cela, nous
modélisons de manière simple quelques types d’enregistrements stéréo et nous analysons
de quelle manière les modèles spatiaux présentés dans le Chapitre 2 sont en mesure de
représenter ces signaux.
3.1.1 Les enregistrements spatialisés : Reproduction ou création ?
Plaçons-nous dans le cas où nous souhaiterions enregistrer un orchestre symphonique.
L’idée selon laquelle nous voudrions restituer le champ sonore physique à l’identique avec
un nombre limité de haut-parleurs, comme le perçoivent les personnes dans le public,
serait absurde. Au mieux, on peut tenter de transmettre des émotions proches de celles
ressenties par ces derniers. Ainsi, la psychologie et la sociologie rentrent également en
compte lorsqu’on fait un enregistrement.
On peut donc affirmer que l’enregistrement audio spatial est avant tout une création,
qui dans les faits, s’affranchit souvent de la réalité d’une scène sonore. L’analogie avec la
photographie et la scène visuelle est peut-être encore plus parlante. Comme pour l’enreg-
istrement audio, la photographie témoigne bien d’une partie de la réalité de la scène, mais
plusieurs photographes, à qui on demande de capter une même scène, donneront plusieurs
photographies différentes, témoignant de la subjectivité et des choix de leur créateur, et
suscitant une multitude de sentiments différents en fonction du spectateur qui les regarde.
Cette réflexion a son importance, car elle fait apparaître que l’enregistrement spatialisé,
d’autant plus s’il s’agit d’oeuvres musicales, peut présenter des caractéristiques arbitraires,
dépendant en partie de la créativité de l’ingénieur du son. Ce dernier dispose d’outils et de
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techniques de captation du son et de mixage qui sont présentés de manière non-exhaustives
en Section 3.2 et 3.2.3.
3.1.2 Précision sur la reproduction des enregistrements spatialisés
Aussi bien lors de la prise de son que lors du mixage, il est indispensable de considérer
le système de reproduction spatiale qui sera utilisé, faute de quoi il est impossible pour
le créateur de restituer l’image spatiale telle qu’il l’a conçue. Pour s’en convaincre, il
suffit de regarder un exemple simple, mais très parlant. La Figure 3.1 donne la position
angulaire perçue d’un évènement auditif, en fonction de la différence d’intensité entre les
canaux gauche et droit, pour deux systèmes de restitution distincts. La « loi stéréo des
sinus »[Bau62] est représentée en trait plein pour un rendu sur hauts-parleurs positionnés
à -30 et +30 degrés et en pointillés pour un rendu au casque. La « loi stéréo des sinus »
est donnée par
sinφ
sinφ0
= gL − gR
gL + gR
(3.1)
où φ est la position angulaire de la source virtuelle, φ0 l’angle entre les deux hauts-parleurs,
gL est le gain appliqué au transducteur gauche et gR est le gain appliqué au transducteur
droit.
Il apparait clairement que la scène spatiale créée par l’ingénieur du son sera perçue de
manière différente selon le système d’écoute utilisé. Pour une même différence d’intensité,
l’écart entre les positions angulaires de l’évènement perçu peut être très important d’un
système à l’autre.
Bien que fondamentales dans la chaîne audio, nous éviterons dans la mesure du pos-
sible d’entrer dans ces considérations, qui vont au-delà de l’objectif de cette thèse. Nous
adopterons un point de vue codage, dans lequel on s’intéresse principalement à conserver
les caractéristiques des signaux audio déjà enregistrés, entre l’entrée du codeur et la sortie
du décodeur, avant la restitution par un système de reproduction audiophonique.
3.2 Prises de son spatialisées
3.2.1 Couples de microphones à coïncidence de phase
Cette première catégorie de couples de microphones produit un signal stéréo ne présen-
tant pratiquement pas de différences de phases entre canaux. Seules les différences d’in-
tensités sont présentes entre ces derniers.
Procédé « M-S »
Le couple de microphones M-S (pour Mitte-Seite) est représenté en Figure 3.2. Il est
constitué d’un microphone cardioïde ou omnidirectionnel et d’un microphone bidirection-
nel placés perpendiculairement. Sur la Figure 3.2, la réponse en amplitude en fonction de
l’angle est représentée en rouge pour le cardioïde et en bleu pour le bidirectionnel. L’angle
θr indique la direction d’une source physique ponctuelle. Très schématiquement, on peut
dire que le premier capte l’information monophoniqueM et le second, l’information stéréo
S. Pour une source physique à un angle θr, le micro cardioïde reçoit un signal
M = 2M0(1 + cos θr) (3.2)
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Figure 3.1 – « Loi stéréo des sinus » de la position angulaire d’un évènement auditif en
fonction de la différence d’intensité entre canaux pour une écoute au casque (vert) et une
écoute sur haut-parleurs (bleu).
et le micro bidirectionnel, un signal
S = 2S0 sin θr (3.3)
où M0 et S0 sont des constantes de gain propre à chacun des micro.
Les signaux issus des microphones ne sont pas directement utilisés et subissent le
matriçage suivant pour obtenir un canal gauche L et canal droit R :{
L = M+S2 = M0(1 + cos θr) + S0 sin θr
R = M−S2 = M0(1 + cos θr)− S0 sin θr
(3.4)
Un avantage de la technique est de pouvoir régler la largeur de la scène spatiale en
jouant sur les rapports de gains des micros. On peut noter que le couple M-S, par son micro
bidirectionnel, capte des sons réverbérés en « opposition de phase » et les restitue comme
tels. Ainsi, les prises effectuées par ce couple de microphone ont un caractère parfois jugé
un peu « dur », du fait d’un certain brillant colorant les sons réverbérés [Rol78].
Procédé « X-Y »
Le couple de microphones X-Y est représenté en Figure 3.3. Il est constitué de deux
microphones cardioïdes, identiques, coïncidants et orientés à un certain angle l’un par rap-
port à l’autre (souvent 90˚). Ce couple de micros donne directement deux signaux qu’on
peut utiliser comme canaux gauche L et droit R. Les signaux reçus par ces microphones,
pour une source physique ponctuelle à l’angle θr et pour des micros placés à 90˚, sont
donnés par L = K0
(
1 + cos
(
θr + pi4
))
= K0
(
1 + cos θr−sin θr√2
)
R = K0
(
1 + cos
(
θr − pi4
))
= K0
(
1 + cos θr+sin θr√2
) (3.5)
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Figure 3.2 – Couple de microphones « M-S ».
avec KO une constante de gain propre au couple de microphones.
En voyant ces équations, on remarque que dans le cas où les gains M0 et S0 de l’équa-
tion 3.4 sont identiques, les équations 3.4 et 3.5 sont équivalentes. Ainsi, si on s’en tenait à
ces simples expressions mathématiques, on pourrait affirmer que la spatialisation obtenue
est la même entre le couple M-S et le couple X-Y. Pourtant, il n’en est rien dans la pra-
tique. Dans le cas du couple X-Y, la scène sonore obtenue est plus douce, aux contours
assez peu précis, affectée d’une sorte de flou, ce qui contraste avec l’image quelque peu
« heurtée » du couple M-S [Rol78].
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Figure 3.3 – Couple de microphones « X-Y ».
Conclusion
A travers l’étude des deux systèmes de prises de son stéréo à coïncidence de phase, que
sont les systèmes M-S et X-Y, nous constatons que le choix de l’un ou de l’autre sera da-
vantage basé sur des critères esthétiques que théoriques. Bien qu’ils donnent tous les deux
une image stéréophonique sans différences de phase, les scènes spatiales obtenues ne sont
pas identiques. On peut expliquer cela par les limites de la modélisation mathématique
qui prend des hypothèses très simplificatrices (sources ponctuelles, non prise en compte
de l’acoustique des structures des microphones, des phénomènes de diffraction/réflexion,
etc.). En Figure 3.4, on donne la réponse en fréquence et la courbe de directivité mesurées
du microphone cardioïde Shure SM57 [Shu06]. En observant la courbe de directivité (Fig-
ure 3.4b), on remarque que la directivité dépend de la fréquence du signal capté, ainsi
la directivité est plus prononcée pour les fréquences hautes et s’estompe un peu pour
les fréquences basses. De même, en observant la réponse en fréquence (Figure 3.4a), on
constate que l’équilibre spectral de la source n’est pas préservé par le microphone, qui
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apporte une coloration en atténuant et en amplifiant certaines composantes fréquentielles
aux extrémités du spectre.
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SPECIFICATIONS
Type
Dynamic
Frequency Response
40 to 15,000 Hz (see Figure 2)
TYPICAL FREQUENCY RESPONSE
FIGURE 2
Polar Pattern
Unidirectional (cardioid), rotationally symmetrical about
microphone axis, uniform with frequency (see Figure 3)
TYPICAL POLAR PATTERNS
FIGURE 3
Sensitivity (at 1,000 Hz)
Open Circuit Voltage: -56.0 dBV/Pa* (1.6 mV)
*(1 Pa = 94 dB SPL)
Impedance
Rated impedance is 150Ω (310Ω actual) for connection to
microphone inputs rated low impedance.
Polarity
Positive pressure on diaphragm produces positive voltage on
pin 2 with respect to pin 3 (see Figure 4).
INTERNAL CONNECTIONS
FIGURE 4
Connector
Three-pin professional audio connector (male XLR type)
Case
Dark gray, enamel-painted, die-cast steel with a polycarbonate 
grille and a stainless steel screen. 
DIMENSIONS
FIGURE 5
Swivel Adapter
Positive-action, break-resistant, adjustable through 180°, with
standard 5/8 in.-27 thread 
Net Weight (without cable)
284 grams (10 oz)
Certification
Eligible to bear CE Marking. Conforms to European EMC Directive
89/336/EEC. Meets applicable tests and performance criteria in
European Standard EN55103 (1996) parts 1 and 2, for residential
(E1) and light industrial (E2) environments.
FURNISHED ACCESSORIES
Swivel Adapter.............................................................A25D
Storage Bag .............................................................. 26A13
OPTIONAL ACCESSORIES
Windscreen ....................................................... A2WS-GRA
Desk Stand..........................................................................
S37A, S39A
Isolation Mount ........................................................... A55M
Dual Mount....................................................... A25M, A26M
Cable (7.6 m [25 ft]).................................................C25E, C25F
REPLACEMENT PARTS
Cartridge.......................................................................R57
Screen and Grille Assembly ..........................................RPM210
For additional service or parts information, please contact Shure
Service department at 1-800-516-2525. Outside the United States,
please contact your authorized Shure Service Center.
FREQUENCY IN HERTZ
150°
120°
150°
120°
180°
30°
60°
90°
30°
60°
0
90°
–10 dB
–20 dB
–15 dB
–5 dB
150°
120°
150°
120°
180°
30°
60°
90°
30°
60°
0
90°
–10 dB
–20 dB
–15 dB
–5 dB
500 Hz
1000 Hz
125 Hz
4000 Hz
8000 Hz
2000 Hz
12
3
CODED TERMINAL
GREEN BLUE
YELLOW RED
BLACK
TRANSFORMER
CARTRIDGE
32 mm
(1 1/4 in.)
157 mm
(6 3/16 in.)
23 mm
(29/32in.)
(a) Réponse en fréquence
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(b) Courbe de directivité pour différentes fréquences
Figure 3.4 – aractéristiques du microphone Shure SM57 [Shu06]
3.2.2 Couple de microphones non-coïncidents
Cette catégorie de couples de microphones produit un signal stéréo présentant des
différences de phases et d’int nsité entre canaux. Ces procédés se rapprochent davantage
du système auditif humain, du moins si on se place dans une vision simpliste de ce dernier,
en le considérant comme deux capteurs orientés à un certain angle et séparés de la largeur
de la tête.
Couple stéréophonique « AB »
Ce dispositif est illustré en Figure 3.5. Deux microphones identiques, de directivités
souvent cardioïde, sont placés dans un même plan, écartés d’une distance d et orientés
d’un angle θ l’un par rapport à l’autre.
Les paramètres géométriques d et θ permettent un contrôle du relief sonore et une
adaptation à la scène sonore importants. De manière schématique, on peut dire que quand
on écarte les micros, l’image spatiale devient plus large et de plus en plus floue. Si on
continue d’écarter les micros, cette dernière peut même devenir inconsistante au centre,
parce que les micros deviennent pratiquement découplés et les dispositifs qui restituent ces
signaux, transmettent des images séparées. Comme il ne s’agit pas de stéréo d’intensité,
les images ne sont pas replacées en face de l’auditeur. Bien qu’elle dépende de plusieurs
paramètres de prise de son et de restitution, la distance maximale entre les micros des
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couples AB, pour avoir une stéréo « intéressante et réaliste », est de l’ordre d’un mètre
[Rol78].
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Figure 3.5 – Couple de microphones « AB » cardioïdes, espacés d’une distance d et
orientés d’un angle θ l’un par rapport à l’autre.
Prises de son binaurales
Une idée intéressante est de placer un microphone dans chaque conduit auditif d’une
tête artificielle ou d’une personne réelle, pour être au plus proche du signal arrivant aux
tympans. Cette technique stéréo permet non seulement de restituer des évènements sonores
dans le plan frontal-horizontal, mais aussi dans toutes autres positions de l’espace, et cela
avec un simple casque stéréo.
Le signal enregistré comprend alors tout le filtrage opéré par l’environnement ambiant,
mais aussi par la tête utilisée pour l’enregistrement. Nous avons vu lors de la présenta-
tion des HRTFs, en Section 2.2.3, que les caractéristiques anatomiques, comme la forme
du pavillon de l’oreille, ont une part importante dans le filtrage du signal arrivant aux
tympans. Ainsi, la grande diversité anatomique des individus rend impossible l’obtention
d’enregistrements qui produiraient les mêmes sensations spatiales auditives sur chaque
auditeur. De plus, les transducteurs (i.e., les casques audio) ont leur propre fonction de
transfert qu’il convient de prendre en compte pour arriver à un résultat optimal.
3.2.3 Techniques de mixage
Dans la grande majorité des enregistrements commerciaux, la spatialisation est princi-
palement faite au mixage. Ce dernier consiste à mélanger des sources diverses, qui peuvent
tout aussi bien être des prises de son spatialisées ou non, des instruments électroniques
ou tout autre signal audio de synthèse, afin de créer un ensemble homogène, esthétique et
correspondant à une vision artistique.
Balance d’amplitude ou « pan-pot »
La spatialisation des signaux monophoniques dans le mix est principalement effectuée
par balance d’amplitude (souvent nommé « pan-pot » en anglais). Cette technique consiste
à attribuer aux canaux les signaux monophoniques pondérés par des gains réels. Dans le
cas stéréo, cette technique est décrite par les équations suivantes{
x1 = g1sm
x2 = g2sm
(3.6)
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avec x1 et x2 les canaux gauche et droit, g1 et g2 les gains appliqués au signal monophonique
sm pour les canaux gauche et droit.
La balance d’amplitude permet de latéraliser des événements auditifs dans la scène
sonore dans la partie du plan horizontal délimitée par l’angle formé par les transducteurs
(voir la Figure 3.6). L’application de gains pleine bande s’éloigne du modèle de perception
auditif humain, où les différences d’intensité sont pratiquement inexistantes dans les basses
fréquences, du fait de leurs longueurs d’ondes élevées par rapport à l’espace entre les
oreilles [Ray07]. En outre, la non dépendance des gains à la fréquence limite la sensation
d’enveloppement. Lors de l’écoute au casque, l’événement auditif est perçu dans la tête,
limité à la localisation sur un segment reliant un écouteur à l’autre.
 
Figure 3.6 – Partie du plan horizontal dans lequel un évènement auditif peut être posi-
tionné par pan-pot, en fonction de la position relative des transducteurs et de l’auditeur.
Spatialisation par application de HRTFs
Une technique un peu particulière consiste à appliquer des HRTFs (voir la partie 2.2.3)
à un signal audio mono pour le spatialiser. Les HRTF se présentent sous la forme de filtres
FIR. Pour obtenir le signal spatialisé, on peut effectuer la convolution des signaux mono
avec chacune des deux HRTF correspondant aux positions spatiales qu’on souhaite leur
donner, ou bien les transformer dans le domaine fréquentiel et les multiplier, puis les
retransformer dans le domaine temporel. Pour la deuxième méthode évoquée, on a donc
pour chaque bande fréquentielle :
[
X1
X2
]
=
[
H11 · · · H1N
H21 · · · H2N
]S1...
SN
 (3.7)
où Hij correspond à une HRTF de l’oreille, ou plus généralement du transducteur i à la
source j. L’équation précédente est formulée pour la spatialisation bicanale de N sources.
Autres techniques et effets de spatialisation
Les ingénieurs du son disposent de nombreux outils pour créer des effets de spatial-
isation. Ils ont très souvent recours à des outils d’élargissement d’événements auditifs
lorsqu’ils partent d’un signal mono. Ces techniques reposent essentiellement sur des mod-
ifications des relations de phases entre canaux. Pour celà, on peut par exemple passer le
signal mono dans un décorrélateur et envoyer un mélange du signal direct et décorrélé à
chaque canal. On peut ainsi contrôler la largeur de l’événement auditif en contrôlant le
contenu des mélanges utilisés pour former les canaux [Ken95].
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Beaucoup d’autres effets existent, dont certains n’ont pas pour vocation de reproduire
des scènes spatiales réalistes, mais sont purement dédiés à la création. On peut citer les
effets « ping-pong » qui déplacent un évènement auditif, son écho ou sa partie réverbérée
d’une extrémité à l’autre de la scène spatiale.
3.3 Modélisation d’une scène stéréo et comparaison avec les
modèles de codeurs spatiaux paramétriques
En préambule de cette section, il faut noter que les modèles des codeurs spatiaux
paramétriques sont destinés à modéliser la perception de la scène spatiale et non la scène
spatiale en elle-même. Toutefois, cette étude permet de comprendre les artéfacts qui peu-
vent être constatés lors de l’utilisation de ces codeurs. On se penchera principalement sur
les signaux stéréo spatialisés par balance d’amplitude. En effet, ces derniers sont facilement
modélisables et permettent de comprendre de nombreux problèmes qui sont communs
à tous les autres types de signaux spatialisés, lors du codage par des codeurs spatiaux
paramétriques.
3.3.1 Spatialisation par balance d’amplitude de sources monophoniques
Cette classe de signaux spatiaux décrite en partie 3.2.3 est sans doute la plus représen-
tative du contenu audio musical. D’une part, du fait de la simplicité, de l’ancienneté et
de l’inclusion de cette technologie comme principal outil de spatialisation sur toutes les
table de mixage. D’autre part, parce que plusieurs techniques de prises de son spatialisé
couramment utilisées, produisent uniquement de la stéréo d’intensité (comme nous l’avons
vu en partie 3.2).
Pour établir notre modèle, on considère un signal stéréo constitué de N sources mono-
phoniques spatialisées par balance d’amplitude pleine bande. Son équation est donnée
par
{
x1 =
∑N
l=1 g1,l sl
x2 =
∑N
l=1 g2,l sl
(3.8)
avec sl la source monophonique indexée par l et gi,l le gain appliqué à la source l pour le
canal i.
Dans le domaine fréquentiel, on a alors{
X1 =
∑N
l=1 g1,l Sl
X2 =
∑N
l=1 g2,l Sl
(3.9)
Les gains g sont pleine bande, on peut donc considérer chaque signal de canal comme
une somme pondérée des sources en T/F. Ainsi, pour une bande fréquentielle k donnée,
on a {
X1[k] =
∑N
l=1 g1,l Sl[k]
X2[k] =
∑N
l=1 g2,l Sl[k]
(3.10)
Dans les parties qui suivent, nous étudions la capacité des modèles spatiaux paramétriques
présentés au Chapitre 2 à représenter cette classe de signaux spatiaux très importante.
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Etude de l’ICLD
Partant de ce modèle de signal, nous proposons de calculer les indices spatiaux du
modèle parametric stereo présentés en Section 2.3.2. En utilisant la formule 2.3, le calcul
de l’ICLD donne
ICLD[k] = 10 log10
(∑N
l=1 g
2
1,l Sl[k]S∗l [k]∑N
l=1 g
2
2,l Sl[k]S∗l [k]
)
(3.11)
Dans le cas où il n’y a qu’une source (N = 1) dans la bande fréquentielle k, on a
ICLD[k] = 10 log10
(
g21 S[k]S∗[k]
g22 S[k]S∗[k]
)
= 10 log10
(
g21
g22
)
(3.12)
Le modèle spatiale est alors en mesure de représenter parfaitement l’enregistrement stéréo.
On constate que dans le cas d’une concurrence T/F des sources, l’ICLD ne peut pas
être estimée correctement et n’est plus rattachée à la position d’une source sonore. Le
modèle spatial est alors incapable de représenter l’enregistrement stéréo ainsi réalisé.
Nous proposons maintenant d’étudier dans quelle mesure la concurrence T/F affecte
le rendu spatial d’une source donnée dans le modèle parametric stereo, et dans quel pro-
portion cette concurrence T/F est acceptable. Pour celà, on réécrit l’équation 3.11 de la
manière suivante
ICLD[k] = 10 log10
(
g21 Si[k]S∗i [k] + α
g22 Si[k]S∗i [k] + β
)
(3.13)
où Si est la source d’intérêt parmi celles en concurrence T/F et où les contributions
énergétiques des autres sources sont notés α pour le canal 1 et β pour le canal droit. Comme
on s’intéresse à la préservation de la valeur du rapport g1g2 , on peut mettre l’équation sous
la forme suivante en divisant le numérateur et le dénominateur par Si[k]S∗i [k].
ICLD[k] = 10 log10
(
g21 + α′
g22 + β′
)
(3.14)
avec α′ = αSi[k]S∗i [k] et β
′ = βSi[k]S∗i [k] .
On peut aussi exprimer les contributions énergétiques α′ et β′ comme des fonctions
linéaires de g21 et de g22, ce qui est intéressant si on s’intéresse à l’erreur sur l’ICLD en
fonction des énergies relatives des contributions des autres sources sur les deux canaux.
On obtient alors
ICLD[k] = 10 log10
(
g21 + a g21
g22 + b g22
)
(3.15)
avec a, b ∈ R+, où a est l’énergie des sources parasites sur la canal gauche relativement à
l’énergie de la source d’intérêt sur le canal gauche et réciproquement pour b sur le canal
droit.
Dans ce modèle, SiS∗i = 1 et l’énergie associée à la source d’intérêt Si est donnée par
e (Si) = g21 + g22 (3.16)
L’ICLD résultant des contributions des sources parasites est fonction du rapport ab et
il est noté ICLDnoise et vaut
ICLDnoise = 10 log10
(
ag21
bg22
)
(3.17)
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On peut alors exprimer le biais causé sur l’estimation de l’ICLD de Si par la fonction
suivante
biaisSiICLD(a, b) = 10 log10
(
g21 + a g21
g22 + b g22
)
− 10 log10
(
g21
g22
)
= 10 log10
(1 + a
1 + b
)
(3.18)
si a 1 et b 1,
biaisSiICLD(a, b) ≈ 10 log10
(
a
b
)
(3.19)
On remarque alors que le biais dépend du rapport ab , plus ce dernier s’éloigne de 1, plus
a
b
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Figure 3.7 – Valeur absolue du biais en dB sur l’ICLD d’une source, en fonction de
l’énergie relative des contributions des autres sources sur les deux canaux
le biais est important. Cela signifie simplement que si les contributions énergétiques des
autres sources sur les canaux résultent en un ICLD proche de celui de la source d’intérêt Si,
le biais est négligeable. Une autre manière de voir ça et de dire que si la sources résultantes
de la somme des sources parasites est à une position proche de la source d’intérêt, le biais
sera plus faible et inversement. Le graphique de la valeur absolue du biais en fonction de a
et b est donné en Figure 3.7a. Les courbes iso-biais suivent les droites du plan d’équation
b = ax + θ où θ est l’ordonnée à l’origine. En Figure 3.7b, la même fonction est tracée,
mais représentée pour a, b ∈ [0, 2]. Le biais acceptable ne doit pas dépasser la résolution
du système auditif humain aux variations d’ICLD. Cette dernière est fonction de la valeur
d’ICLD de référence et elle augmente avec elle. Autour de 0 dB, cette résolution est de 0,5
à 1 dB, en montant à 9 dB, elle passe à 1.2 dB, pour atteindre 1,5 à 2 dB pour un ICLD
de référence de 15 dB [RT67][WG87][Mil60].
On peut déterminer les parties du plan où le biais est inférieur à un seuil γ à partir de
l’équation suivante ∣∣∣biaisSiICLD(a, b)∣∣∣ < γ (3.20)
La solution donne une partie du plan comprise entre deux droites iso-biais du plan (a, b){
b > 10−
γ
10a+ 10−
γ
10 − 1
b < 10
γ
10a+ 10
γ
10 − 1 (3.21)
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L’ordonnée à l’origine de la deuxième droite donne la proportion des contributions énergé-
tiques des sources parasites par rapport à l’énergie de la source d’intérêt, pour laquelle le
biais est inaudible pour un seuil de masquage γ, quelles que soient les positions des sources
parasites (le cas le plus défavorable étant une forte latéralisation, c’est à dire a/b→ 0 ou
b/a→ 0). On note ω(γ) la fonction qui donne cette valeur
ω(γ) = 10
γ
10 − 1 (3.22)
Ainsi, si on considère une source spatialisée en balance d’intensité à 15 dB, soit environ 20˚
de latéralisation pour une écoute au casque et 10˚ pour une écoute avec des hauts-parleurs
placés à 60˚ (selon la loi stéréo des sinus en Figure 3.1 de la partie 3.1.2), la partie du
plan où le biais est inaudible, c’est à dire inférieur au seuil de masquage qui est alors de 2
dB, est délimitée par les droites tracées en noir sur la Figure 3.7b. On constate que pour
une latéralisation prononcée de la source d’intérêt (ie., ICLD élevé), la partie de l’espace
des valeurs possibles des contributions énergétiques des sources parasites, pour laquelle le
biais est négligeable, est très importante. Graphiquement, et d’après la relation 3.22, le
biais reste inférieur à 2 dB quelque soit l’ICLDnoise résultant des contributions des sources
parasites, si l’énergie de ces dernières est environ 0,6 fois moindre (ie., environ -2.2 dB)
que celle de la source d’intérêt Si.
Etude de l’ICC et de l’ICPD
Lorsqu’on considère les signaux stéréo obtenus par balance d’amplitude de signaux
monophoniques, il n’y a aucune raison qu’une différence de phase ou qu’une décorréla-
tion apparaisse entre deux canaux pour une même source. C’est d’ailleurs pour ça que
les événements auditifs apparaissent comme plus compacts et moins enveloppants avec
cette technique de spatialisation. Toutefois, comme nous l’étudions dans cette partie, les
estimations de ces indices spatiaux dans les modèles spatiaux paramétriques ne retournent
pas de valeurs nulles ou constantes, ce qui peut dénaturer cette classe de signaux.
On procède de la même manière que pour l’étude de l’ICLD avec ces deux indices
spatiaux. Ainsi, d’après la formule de l’ICC en 2.9 on obtient
ICC[b] =
<
{∑kb+1−1
k=kb
(∑N
l=1 g1,l Sl[k]
∑N
l=1 g2,l S
∗
l [k]
)}
√∑kb+1−1
k=kb
(∑N
l=1 g1,l Sl[k]
∑N
l=1 g1,l S
∗
l [k]
∑N
l=1 g2,l Sl[k]
∑N
l=1 g2,l S
∗
l [k]
) (3.23)
Dans le cas où il n’y a qu’une source (N = 1) dans la bande fréquentielle k, on a
ICCPS(b) =
<
{∑kb+1−1
k=kb g1g2 Sl[k]S
∗
l [k]
}
√(
kb+1−1
k=kb g
2
1g
2
2 Sl[k]S∗l [k]
) = <{g1g2}√(
g21g
2
2
) = 1 (3.24)
Ainsi, lorsqu’il n’y a pas de concurrence T/F, l’ICC vaut 1, ce qui correspond à une
parfaite corrélation entre les deux canaux. Dans cette situation, le signal stéréo est bien
restitué par les codeurs et les événements auditifs conservent leur compacité.
Par contre, dans le cas de la concurrence T/F des sources, on voit d’après l’équation
de l’ICC en (3.23), que la valeur d’ICC dépend de l’intercorrélation entre les sources mono
concurrentes et de leurs contributions énergétiques relatives sur chacun des canaux. Dans
ce cas, les valeurs d’ICC varient aléatoirement avec le temps et peuvent être très faibles
(indiquant une forte décorrélation entre canaux), ce qui provoque des artéfacts. La scène
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spatiale rendue semble plus confuse, du fait de l’utilisation importante du signal décorrélé
sur certaines régions T/F. Sa stabilité est aussi affectée par les variations de l’ICC au
cours du temps, qui peuvent se traduire par une variation de la compacité au sein de
ces mêmes sources au cours du temps. Le cas extrême de deux sources, dont chacune est
placée sur un canal, illustre tout à fait ces phénomènes. Dans les régions de concurrence
T/F, l’ICC évalué est proche de 0 car les deux sources sont indépendantes. Ainsi, une fois
encodés, les deux évènements auditifs semblent très larges sur ces régions alors qu’ils étaient
compacts avant encodage. Sur les autres régions T/F, les événements auditifs conservent
leur compacité d’origine. Il y a donc des incohérences au sein d’une même source au cours
du temps, où selon les concurrences T/F, certaines composantes fréquentielles auront des
proportions différentes de signal décorrélé, alors que ces signaux stéréo, tels qu’ils sont
produits (ie., balance d’amplitude pleine bande), ne contiennent que des sources dont les
indices spatiaux sont pleine bande.
L’étude de l’ICPD conduit à des résultats similaires car sa fonction d’estimation est
très proche et fait aussi intervenir l’interspectre X1X∗2 . D’après l’équation (2.4)
ICPD[b] = ∠
kb+1−1∑
k=kb
(
N∑
l=1
g1,l Sl[k]
N∑
l=1
g2,l S
∗
l [k]
) (3.25)
Dans le cas où il n’y a qu’une source (N = 1) dans la bande fréquentielle k, on a
ICPD[b] = ∠
kb+1−1∑
k=kb
(g1g2 S[k]S∗[k])
 = 0 (3.26)
Des deux équations de l’ICPD précédentes, nous constatons comme pour l’ICC, que
l’estimation de cet indice sur ces signaux, conduit à une valeur constante en l’absence de
concurrence T/F, et à des valeurs incohérentes et éloignées de la signification psychoacous-
tique de l’indice sur les régions T/F contenant des sources concurrentes. Dans ces régions
T/F, les valeurs d’ICPD dépendent à la fois des gains relatifs des sources mono dans la
composition de chaque canal, mais aussi de l’intercorrélation entre elles.
3.3.2 Spatialisation d’un « enregistrement commercial »
Un enregistrement audio « commercial » comme un CD musical ou la bande son d’un
film, est une création artistique qui met en oeuvre et combine souvent plusieurs techniques
de traitement audio et de spatialisation (cf. 3.1 et 3.2). Le signal spatial obtenu est alors
un mélange complexe, dont la modélisation exacte ne présente pas d’intérêt en termes
d’analyse et de codage (contrairement au modèle étudié dans la section précédente). De
manière général, si on ne considère que l’aspect spatial, un tel signal stéréo peut être
modélisé de la manière suivante[
x1
x2
]
= fmaster
NM∑
l=1
fM
(
sMl
)
+
NS∑
l=1
fS
(
sSl
) (3.27)
où fM est une fonction de spatialisation qui transforme un signal ou une source mono
sMl en un signal stéréo, fS est une fonction de spatialisation modifiant la spatialisation
d’un signal ou d’une source stéréo sSl . Enfin, fmaster est une fonction qui modifie la
spatialisation de l’ensemble du mélange des sources (typiquement des réverbérations pour
homogénéiser le tout). Ces fonctions peuvent toutes contenir un nombre arbitraire de
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traitements linéaires ou non. Ce modèle permet toutefois d’appréhender les difficultés
rencontrées lorqu’on cherche a développer un codeur utilisant un modèle de source, ou
encore les performances limitées des techniques de séparation de sources. A ces difficultés,
s’ajoute encore la concurrence T/F qui pose les mêmes problèmes pour les mêmes raisons
que dans le cas trivial de la spatialisation par balance d’amplitude (cf. 3.3.1).
3.3.3 Adéquation entre les modèles de signaux spatiaux et les modèles
de perception
Dans les parties précédentes, nous nous sommes intéressés aux liens entre les deux
types de modèle. Le cas du modèle de signal stéréo de balance d’amplitude étudié en
Section 3.3.1, permet de tirer des conclusions générales, valables pour les autres modèles de
signaux stéréo. Ainsi, nous avons démontré qu’en l’absence de concurrence T/F des sources,
les modèles perceptifs présentés en Section 2.3 peuvent restituer exactement les canaux
d’origine du signal. Dans le cas contraire, les modèles perceptifs ne sont pas capables de
le faire, même de manière perceptive selon la nature et la configuration des sources dans
la scène sonore.
Si on se penche sur la première affirmation, c’est à dire qu’en l’absence de concurrence
T/F des sources, les canaux sont restitués parfaitement par les modèles perceptifs, on
constate que ce n’est pas tout à fait exact. Ces derniers sont en effet en mesure de les
restituer avec exactitude, mais uniquement dans le cas où les sources ne présentent pas de
concurrence T/F dans le domaine T/F utilisé par ces modèles. Dans la pratique, les réso-
lutions temporelles et fréquentielles de ces représentations T/F sont limitées. Nous avons
vu en Section 2.3.1 que les indices spatiaux sont calculés par bandes critiques [GM90].
Or, cette résolution fréquentielle est très grossière, et particulièrement dans le haut du
spectre audio. Ainsi, deux sources présentes à un même instant auront pratiquement tou-
jours des composantes fréquentielles qui se recouvrent dans cette représentation, même si
intrinsèquement, elles ne possèdent pas de composantes fréquentielles communes.
Si on considère la dimension temporelle, la première affirmation n’est pas exacte non
plus. En effet, même en l’absence de concurrence T/F, lorsque les évènements auditifs
sont mobiles, la résolution temporelle limitée des paramètres spatiaux ne permet pas de
restituer les canaux d’origine à l’identique. Toutefois, la résolution temporelle du système
auditif pour les indices spatiaux est suffisamment faible pour que ce défaut ne soit pas
perceptible. Enfin, on peut faire la même réflexion concernant la concurrence T/F que
dans le cas de la résolution fréquentielle limitée ; c’est à dire que des signaux stéréo qui
ne présentent pas de recouvrement dans la dimension temporelle, peuvent en présenter
dans la représentation T/F du codeur spatial paramétrique, même si le phénomène est
beaucoup moins prononcé que pour la dimension fréquentielle.
Cas des indices de différence d’intensité et de phase
Ces deux indices peuvent fournir une représentation complète des signaux spatialisés,
dans le cas où le plan T/F n’est pas sous-échantillonné. En effet, chaque composant T/F
du signal stéréo peut s’écrire sous forme d’un vecteur de C2, noté Xk,n = lk,n||rk,n, où l
et r sont les canaux gauche et droit. Les ICLDs et les ICPDs, calculés pour chaque Xk,n,
contiennent le rapport des modules et la différence des arguments de ses composantes. Il
ne manque alors qu’une référence de phase et la norme pour chaque Xk,n, pour être en
mesure de reconstruire le signal à l’identique. Comme nous l’avons vu en partie 2.3.3, cette
référence de phase peut-être retrouvée de manière exacte à partir de l’ICLD et de l’ICPD.
La norme des Xk,n quant à elle peut être retrouvée dans le downmix.
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Ainsi, on peut dire de manière approximative que plus la résolution T/F de l’I-
CLD et de l’ICPD augmente et se rapproche de celle du signal stéréo analysé, plus ils
s’éloignent de paramètres perceptifs pour devenir des « paramètres calculatoires » d’un
modèle paramétrique strictement équivalent à la représentation T/F du signal stéréo. En
effet, en ne tenant plus compte de la résolution limitée du système auditif dans le calcul
de ces indices, ces derniers n’ont plus de raison d’être qualifiés de perceptifs. On note
toutefois qu’une telle représentation du signal stéréo ne présente aucun intérêt en termes
de compression dans la mesure où elle contient des redondances qui la rend sous-optimale
par rapport à une transformée à échantillonnage critique de type MDCT.
Indices d’intercohérence
Contrairement à l’indice de différence de phase et de différence d’intensité, l’interco-
hérence ne peut pas permettre de restituer les formes d’onde des canaux d’origine. Au
mieux, elle est capable de restituer l’image spatiale perçue à l’écoute des canaux d’origine.
Dans l’idéal, cet indice est censé représenter à lui seul la largeur de l’événement audi-
tif et la sensation d’enveloppement qu’il procure, ces deux phénomènes étant eux-mêmes
dépendants de multiples facteurs physiques de la source sonore et de son intéraction avec
l’environnement ambiant. Les expériences psychoacoustiques réalisées avec des signaux
triviaux sur une bande critique, montrent que si la cohérence interaurale diminue, l’événe-
ment auditif apparaît plus large et si elle diminue davantage, deux évènement distincts
apparaissent [Bla83]. Toutefois, ce dernier point n’est pas considéré dans les codeurs spati-
aux paramétriques, où une intercorrélation nulle sur une bande critique, donne une source
unique (qui peut être le mélange de plusieurs sources en cas de concurrence T/F) très large.
Ainsi, en cas de concurrence T/F des sources sonores, l’ICC peut être « contre-productive »
en contribuant à la fois à détériorer les formes d’onde et à s’éloigner perceptivement du
rendu des canaux d’origine, par l’utilisation du décorrélateur qui résulte de l’erreur d’es-
timation.
Chapitre 4
Amélioration des codeurs audio
spatiaux paramétriques
Dans les deux chapitres précédent, nous avons présenté l’état de l’art dans des domaines
liés à notre problématique de codage audio spatial généraliste. Le Chapitre 2 présentait
les bases théoriques et les limitations actuelles des codeurs spatiaux paramétriques. Le
Chapitre 3 traitait de la nature des signaux audio à encoder et de la manière dont ils
sont produits. Les réflexions que nous y avons menées ont permis de préciser que nous ne
somme pas dans un contexte d’analyse et de synthèse de scène auditive naturelle, mais
dans un contexte généraliste, où nous ne pouvons pas nous aider de connaissances a priori
et où les signaux traités peuvent être spatialisés de manière tout à fait artificielle. Une
fois ce constat effectué, nous avons étudié la qualité de représentation des informations
spatiales de certaines classes de signaux stéréos dans les modèle spatiaux paramétriques
du Chapitre 2. En se basant sur ces réflexions, nous proposons dans ce chapitre plusieurs
techniques pour améliorer les codeurs audio spatiaux paramétriques. Nous présentons aussi
quelques travaux et applications sur les indices spatiaux.
4.1 Stratégie de codage basée sur la détection des transi-
toires
Dans la plupart des codeurs spatiaux paramétriques, des ensembles de paramètres
spatiaux sont extraits des canaux dans un domaine temps-fréquence. Pour réduire la
quantité de données à coder, l’espace temps-fréquence des paramètres est fortement sous-
échantillonné, et transmis avec un signal downmix. Ensuite, au décodeur, il est nécessaire
d’interpoler la matrice d’upmix calculée à partir des paramètres pour retrouver la même
résolution temps-fréquence que le signal audio. Habituellement, cette opération est faite
de manière identique pour toutes les portions du signal sans prendre en compte ses carac-
téristiques. Dans cette partie, nous proposons une stratégie dynamique pour le découpage
des régions spatiales, l’estimation des paramètres spatiaux et l’interpolation de la matrice
d’upmix, basée sur la détection des transitoires dans le signal audio. Les tests subjectifs
que nous avons conduits montrent une amélioration de la qualité perçue lorsqu’on im-
plémente notre technique sur le nouvel outil de codage stéréo paramétrique de MPEG
USAC [ISO12].
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4.1.1 Nature et importance des transitoires dans la perception spatiale
Transitoire est un terme générique en signal pour désigner un changement brusque
dans l’énergie à court terme du signal. Ce changement brusque se traduit aussi par un
changement dans ses propriétés statistiques. En audio, on parlera plutôt d’attaques qui
correspondent à la phase montante de l’enveloppe d’amplitude d’un son. La Figure 4.1
illustre les quatre phases de l’enveloppe d’un son non entretenu. La phase montante qui
correspond à l’attaque qui nous intéresse ici, le relâchement qui est une phase de transition
vers un état plus ou moins stationnaire nommée sustain, et enfin la phase de déclin qui
correspond à la baisse de l’enveloppe jusqu’au silence.
Les transitoires ou attaques ont un rôle important dans la localisation. A cause de l’effet
de précédence, les transitoires ont une forte influence sur la localisation perçue des évène-
ments auditifs qui les suivent directement. Ainsi, une mauvaise estimation du contexte
spatial d’un transitoire mène à une mauvaise localisation du transitoire lui-même, mais
aussi des évènements qui le suivent. Pour les signaux musicaux, cet effet dure en moyenne
100 ms [Bla83]. Les transitoires peuvent aussi être associés à un changement soudain dans
la scène spatiale. Par exemple, l’entrée d’un instrument à une position fortement latéralisée
par rapports autres instruments déjà présents. Dans ces cas, la stratégie de codage doit
prendre en compte ces événements pour éviter toute altération du transitoire. L’altéra-
tion peut être un étalement de l’énergie du transitoire, sa mauvaise localisation ou une
combinaison des deux. La raison principale de ces défauts est que le début du transitoire
peut se retrouver spatialisé avec le contexte spatial des évènements auditifs précédents.
C’est en partie une conséquence du lissage des discontinuités dans la matrice d’upmix
(typiquement en choisissant d’appliquer systématiquement une interpolation linéaire des
coefficients) qui introduit un délai dans la spatialisation, à la manière d’un filtre passe-bas.
Une autre raison est que les paramètres spatiaux sont mal estimés autour des transitoires.
En effet, les fenêtres d’estimations, si elles ne sont pas calées sur les début de transitoire,
peuvent calculer des paramètres en étant à cheval sur un transitoire et ce qui le précède.
Si le transitoire correspond à un nouvel événement sonore (du moins localement sur la
durée d’une fenêtre) possédant une localisation différente des évènements qui le précèdent,
le résultat du calcul des paramètres spatiaux est une sorte de barycentre entre les indices
spatiaux associés à l’événement du transitoire et les événements précédents. Enfin, les
transitoires ont la particularité d’occuper une large bande fréquentielle, tout en y concen-
trant beaucoup d’énergie. Ils peuvent donc affecter l’estimation des indices spatiaux de
tous les autres événements sonores concurrents, quelles que soient leurs caractéristiques
spectrales.
4.1.2 Détail de la méthode
La structure générale d’un codeur audio stéréo paramétrique est donnée en Figure 4.2.
Les deux canaux d’entrée dans le domaine temporel x1 et x2 sont d’abord transformés
en signaux T/F X1 et X2. Ensuite, des paramètres spatiaux P sont estimés et un signal
downmix D est créé à partir de X1 et X2. A la sortie de l’encodeur, on a alors un flux de
données constitué du downmix et d’un flux de paramètres spatiaux. Pour des raisons de
clarté et parce que ça n’est pas l’objet de cette étude, on ne considère pas le codage du
downmix.
Au décodeur, les paramètres spatiaux P sont transformés par un processus fp en
matrice d’upmix U , avec la même résolution temps-fréquence. Ensuite, U est interpolée
fréquentiellement et temporellement par une fonction fI pour obtenir une matrice U de
même résolution T/F que le downmix décodé Dˆ. Enfin, la fonction d’upmix fu calcule
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A Tutorial on Onset Detection in Music Signals
Juan Pablo Bello, Laurent Daudet, Samer Abdallah, Chris Duxbury, Mike Davies, and
Mark B. Sandler, Senior Member, IEEE
Abstract—Note onset detection and localization is useful in a
number of analysis and indexing techniques for musical signals.
The usual way to detect onsets is to look for “transient” regions in
the signal, a notion that leads to many definitions: a sudden burst
of energy, a change in the short-time spectrum of the signal or in
the statistical properties, etc. The goal of this paper is to review,
categorize, and compare some of the most commonly used tech-
niques for onset detection, and to present possible enhancements.
We discuss methods based on the use of explicitly predefined signal
features: the signal’s amplitude envelope, spectral magnitudes and
phases, time-frequency representations; and methods based on
probabilistic signal models: model-based change point detection,
surprise signals, etc. Using a choice of test cases, we provide
some guidelines for choosing the appropriate method for a given
application.
Index Terms—Attack transcients, audio, note segmentation, nov-
elty detection.
I. INTRODUCTION
A. Background and Motivation
MUSIC is to a great extent an event-based phenomenon forboth performer and listener. We nod our heads or tap our
feet to the rhythm of a piece; the performer’s attention is focused
on each successive note. Even in non note-based music, there
are transitions as musical timbre and tone color evolve. Without
change, there can be no musical meaning.
The automatic detection of events in audio signals gives new
possibilities in a number of music applications including con-
tent delivery, compression, indexing and retrieval. Accurate re-
trieval depends on the use of appropriate features to compare
and identify pieces of music. Given the importance of musical
events, it is clear that identifying and characterizing these events
is an important aspect of this process. Equally, as compres-
sion standards advance and the drive for improving quality at
low bit-rates continues, so does accurate event detection be-
come a basic requirement: disjoint audio segments with homo-
geneous statistical properties, delimited by transitions or events,
can be compressed more successfully in isolation than they can
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Fig. 1. “Attack,” “transient,” “decay,” and “onset” in the ideal case of a single
note.
in combination with dissimilar regions. Finally, accurate seg-
mentation allows a large number of standard audio editing al-
gorithms and effects (e.g., time-stretching, pitch-shifting) to be
more signal-adaptive.
There have been many different approaches for onset detec-
tion. The goal of this paper is to give an overview of the most
commonly used techniques, with a special emphasis on the ones
that have been employed in the authors’ different applications.
For the sake of coherence, the discussion will be focused on
the more specific problem of note onset detection in musical
signals, although we believe that the discussed methods can be
useful for various different tasks (e.g., transient modeling or lo-
calization) and different classes of signals (e.g., environmental
sounds, speech).
B. Definitions: Transients vs. Onsets vs. Attacks
A central issue here is to make a clear distinction between the
related concepts of transients, onsets and attacks. The reason
for making these distinctions clear is that different applications
have different needs. The similarities and differences between
these key concepts are important to consider; it is similarly im-
portant to categorize all related approaches. Fig. 1 shows, in the
simple case of an isolated note, how one could differentiate these
notions.
• The attack of the note is the time interval during which
the amplitude envelope increases.
1063-6676/$20.00 © 2005 IEEE
Figure 4.1 – Illus ration de l’enveloppe d’un signal sans phase de sustain [BLA+05].
deux canaux de sortie Xˆ1 et Xˆ2 à p tir du downmix Dˆ et de la matrice d’upmix U .
La première tâche est de détecter l s transitoires dans le downmix. Ensuite, en se basant
sur la position des débuts de transitoires, on détermine des régions spatiales et des fenêtres
d’estimation de tailles variables. Au décodeur, l’interpolation de la matrice d’upmix est
faite différemment pour les régions spatiales démarrant sur un début de transitoire et les
autres. Toutes ces opérations sont détaillées dans les paragraphes suivants et illustrés par
la Figure 4.3.
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ABSTRACT 
 
In most parametric stereo audio coders, sets of spatial 
parameters are extracted from the audio channels in a time-
frequency domain. In order to reduce the amount of data, the 
parameters plane is highly down-sampled, and transmitted 
together with a mono downmix. Then, in the decoding 
process, it is necessary to interpolate th  upmix matrix 
computed from these parameters. Usually, this is done in the 
same way for each portion of signal, regardless of its nature. 
In this article, we propose a dynamic strategy of window 
splitting, estimation of the parameters and interpolation of 
the upmix matrix based on transient detection in th  audio 
signal. Subjective tests show an improvement whe  applied 
to the new stereo parametric tool from MPEG USAC. 
 
Index Terms— Parametric audio coding, stereo 
 
1. INTRODUCTION 
 
Recently, interest for multichannel audio has grown as 3D 
video and immersive multimedia have spread among a large 
variety of devices, including devices with limited bandwidth 
and storage like mobile devices. For handheld devices, low 
bitrate audio is required especially as immersive content is 
extremely bandwidth consuming. 
In the last decade, low bitrate multichannel audio 
coding has clearly converged to spatial parametric 
techniques. It began with Intensity Stereo ‎[1], followed by 
more sophisticated models like Binaural Cue Coding 
(BCC)‎[2], Parametric Stereo (PS) ‎[3]‎[6] and MPEG 
Surround (MPS) ‎[4]. USAC ‎[5], the latest MPEG audio 
coder, embeds a derived version of MPEG Surround for the 
stereo case by integrating and updating features from PS. 
However, these approaches do not reach transparency on 
most audio material and introduce several artifacts on 
critical samples.  
This article shows that perceived audio quality can be 
improved by a dynamically-adapted window splitting, and 
corresponding parameters estimation and interpolation, 
based on detection of relevant transients inside the audio 
signal.  
Transients have an important role in localization, 
notably by the precedence effect ‎[10], and are often 
associated to a sudden change in a spatial scene. Subjective 
tests we conducted on PS put in light spreading and bad 
localization of transients. PS or USAC, by some aspects, 
could allow implementing the dynamic strategy we propose 
at the encoder, but the decoder part prevents a dynamic 
strategy based on signal cues like the transient to be used. 
The paper outline is as follows. Firstly, common 
structure of spatial parametric coder is presented in section 
2. Then, our technique is explained in Section 3. In section 
4, experimental setup and subjective test results are 
presented and we discuss about performance aspects of our 
technique. Finally, a conclusion is drawn in Section 5.  
 
2. PARAMETRIC AUDIO CODING BASED ON 
TIME-FREQUENCY ANALYSIS 
 
Most spatial parametric models work in a time-frequency 
domain, reminiscent to the human auditory system analyses 
an audio scene. In this part, we introduce general structure 
and notions for such coders. 
A general structure of typical stereo parametric coders 
is shown on Figure 1. The two input stereo signals    and    
of the time domain input stereo signal are first transformed 
into time-frequency signals    and   . Then, a number of 
spatial parameters   are estimated and a mono signal   
(called downmix) is created from    and   . At the output 
of the spatial parametric coder, there is only the bitstream 
corresponding to the mono audio signal plus a stream of 
spatial parameters (with a bitrate substantially lower than 
the one of the mono audio signal). For the sake of clarity, 
we here do not consider the mono core coder used to encode 
the downmix, and the associated transformations which may 
appear before feeding the mono coder. 
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Figure 1. Block diagram of a general spatial parametric coder Figure 4.2 – Structure générale d’un codeur audio stéréo paramétrique.
Détection de tr nsitoires
La détection de transitoires est utilisée pour localiser le instants où les transitoires dé-
marrent. Ces instants sont utilisés par la suite pou dim nsionner l s fe êtres d’estimation
des paramètres spatiaux et les régions spatiales successives. Il y de nombreuses méth-
odes qui ont été développées pour la détection de transitoires dans les signaux musicaux
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[BLA+05]. Cependant, considérant la classe de codeur spatiaux paramétriques auxquels
on s’intéresse, présentés en Figure 4.2, il est plus simple et efficace d’utiliser une méthode
qui détecte les transitoires dans le domaine T/F. Pour nos expériences, nous avons utilisé
le banc de filtre QMF complexe à 71 bandes de MPEG [ISO05], à la fois pour la détection
des transitoires et pour l’estimation et la synthèse de la spatialisation. Pour un signal à 48
kHz, la résolution temporelle de ce filtre est d’approximativement 1,3 ms. Les méthodes
de détection basiques fonctionnant dans le domaine T/F comme high frequency content
(HFC) ou spectral difference (SD) donnent des résultats suffisants pour notre application.
Toutefois, nous avons développé une méthode de détection basse complexité, particulière-
ment adaptée à cette tâche, publiée dans [JGL12] et présentée en détail en Section 4.2. Les
transitoires qui nous intéressent sont ceux qui sont suffisamment énergétiques par rapport
au bruit de fond (i.e autres évènements sonores).
Quand un transitoire est détecté, il peut être nécessaire de forcer un délai d’inhibition
pour éviter des détections successives d’un même transitoire. Dans nos tests, nous avons
utilisé un délai d’inhibition de 16 extraits temporels dans le domaine T/F, soit environ 23
ms pour un extrait audio à 48 kHz.
Segmentation des régions spatiales
Une région spatiale correspond à un segment temporel sans recouvrement de la grille
T/F, auxquels sont assignés les ensembles de paramètres spatiaux évalués pour chaque
bande de fréquence. Ces régions ont une largeur constante Nmax en l’absence de transi-
toires. Autour d’un transitoire détecté, si la région est à cheval sur la position du début de
ce transitoire, elle est raccourcie pour stopper juste avant ce dernier. Ensuite, la prochaine
région démarre sur le début du transitoire et a une largeur Nmax, ou une largeur moindre
si le prochain transitoire est présent à une distance inférieur à Nmax du premier. De cette
manière, la séparation du contexte spatial juste avant et pendant l’occurrence du transi-
toire peut être faite correctement. Cette opération est illustrée en Figure 4.3. Les régions
spatiales sont indiquées dans la légende sous le nom parameter set region. L’étape suivante
consiste à estimer les valeurs des paramètres spatiaux pour chaque région.
introduces delays, behaving like a low pass filter. Another 
reason is that the spatial parameters are not well estimated 
around a transient, because the window starting before the 
transient may spread on it and the next windows may start 
after the onset of the transient. 
 The first task is to detect the transients in the downmix. 
Based on the onset positions, variable-size parameter sets 
are created, with corresponding estimation windows for the 
spatial parameters. At the decoder, interpolation of the 
upmix matrix is done differently for parameters sets regions 
starting on transients, and for the others. All these points are 
detailed in the next sub-sections and illustrated on Figure 2-
b.  
   
3.1. Transient Onset detection 
 
The onset detection localizes the timeslots where onsets of 
relevant transients occur. These timeslots are then used to 
scale analysis windows and parameters set.  
There are several methods in the literature that can be 
used for onset detection in musical signal ‎[9]. Given the 
class of spatial parametric coders we are focused on (see 
), it is more convenient to detect the onset in a time-
frequency domain. For our experiments, we used the hybrid 
complex QMF 71 bands from MPEG ‎[4], both for transient 
detection and parameter estimation and synthesis. With 48 
kHz sampling frequency, the time resolution in the T/F 
domain is about 1.3 ms. Standard onset detection techniques 
working in a time-frequency domain, such as high frequency 
and spectral difference ‎[9], gave sufficient 
performance for our application:  we do not want to detect 
every onset, but only the most significant, which are the 
ones with a high transient-to-background power ratio. 
When an onset is detected, it may be required to force 
an inhibition timeslot delay in order to avoid successive 
detections of the same transient. In our tests, we used an 
inhibition timeslot delay of 16 timeslots which is equivalent 
to 23 ms for our 48 kHz audio samples. 
Parameter sets region splitting 
A parameter set region corresponds to a temporal non 
overlapping window in the T/F domain, at witch the 
parameter set is assigned. Regions have a constant width 
    in absence of transients. Around a transient, if a 
region starts before and stops after its onset, it is shortened 
to stop just before the transient. Then, the next region starts 
     or just before the 
eparated from less than      
This way, the separation of the spatial context just 
before and during the transient can be handled correctly. 
The next step is to estimate the spatial parameters for each 
Constant interpolation  Linear interpolation 
Transient onset  
position 
Upmix coefficient value 
Estimation window of the parameter set used to compute 
the upmix coefficient 
Frame Timeslot 
 
 
a)
 
 
Parameter set regions 
b)
Figure 4.3 – Illustration de la stratégie de codage proposée : découpage des régions
spatiales, estimation des indices spatiaux et interpolation des coefficients de la matrice
d’upmix. En a), stratégie standard. En b), stratégie proposée.
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Estimation des indices spatiaux
Les ensembles de paramètres sont des ensembles de paramètres spatiaux calculés pour
chaque bande fréquentielle de la région spatiale. Les fenêtres d’estimation de ces paramètres
ne coïncident pas forcément avec les régions spatiales (voir Figure 4.3). En effet, afin
de pouvoir restaurer la spatialisation dès la réception de la région spatiale au décodeur,
l’ensemble de paramètres qu’il contient est souvent associé à la dernière colonne temporelle
de la région. Cet ensemble de paramètres doit donc représenter le contexte spatial autour
de cet instant et il faut centrer la fenêtre d’estimation sur celui-ci. Dans cette configura-
tion, la fenêtre d’estimation a donc la même largeur que la région spatiale correspondante,
mais est en avance de la moitié de cette largeur par rapport au début de la région spatiale.
Notre technique procède ainsi lorsqu’il n’y a pas de transitoire présent dans un horizon
d’une demi-largeur de la fenêtre courante. Dans le cas contraire, la fenêtre d’estimation
est décalée en avant par rapport à la région spatiale, de manière à stopper juste avant le
transitoire pour éviter de prendre en compte le contexte spatial du transitoire qui suit.
Si la région démarre sur un transitoire, la fenêtre d’estimation et la région spatiale sont
identiques ; elles démarrent sur le début du transitoire, avec une largeur Nmax, ou plus
courte si un transitoire est présent dans l’horizon Nmax. Ce choix pour la position de la
fenêtre d’estimation est justifié par le changement brusque de contexte spatial associé à
l’occurrence du transitoire et à l’effet de précédence [Bla83].
Interpolation des coefficients de la matrice d’upmix
Une fois que les régions spatiales et les fenêtres d’estimation sont correctement dimen-
sionnées et positionnées autour des transitoires par le codeur, il est nécessaire d’adapter
l’interpolation de la matrice d’upmix au décodeur.
Comme illustré à la Figure 4.2, au décodeur, les paramètres spatiaux, sous échantil-
lonnés par rapport au signal audio, sont utilisés pour calculer une matrice d’upmix. On
procède alors à une interpolation fréquentielle et temporelle pour augmenter la résolu-
tion de la matrice à celle du signal downmix avant de procéder à l’upmix. Le nombre de
colonnes à interpoler dans la direction temporelle pour chaque région spatiale est égal à la
largeur de la région moins un. Des discontinuités temporelles dans les coefficients d’upmix,
liées à des écarts trop importants entre les paramètres spatiaux estimés sur deux régions
successives, peuvent conduire à des artéfacts très audibles, caractérisés par des « clics »
dans le son. Pour éviter ce phénomène, les codeurs spatiaux MPEG utilisent une interpo-
lation linéaire entre chaque coefficient. Malheureusement, cette méthode empêche toute
prise en compte d’un changement rapide du contexte spatial, le changement étant lissé sur
l’intégralité d’une région spatiale. Ainsi, un transitoire peut se retrouver étalé spatiale-
ment s’il s’accompagne d’un changement de contexte spatial dans la scène. Son énergie
est également étalée spatialement, ce qui diminue sa netteté et affecte la perception de sa
localisation.
Pour éviter ce problème, nous proposons une interpolation adaptative basée sur la
présence ou l’absence de transitoire au début de la région spatiale. Quand la région ne
commence pas sur un transitoire, on applique une interpolation linéaire entre la valeur
du coefficient de la fenêtre précédente et celui de la fenêtre courante, afin d’éviter tout
artéfact sur les sons « tonaux » comme c’est fait dans l’état de l’art. Dans le cas où la région
commence sur un transitoire, la valeur du coefficient d’upmix est appliquée dès la première
colonne de sa région spatiale, et dupliquée sur toutes les autres. Cette manière de faire
introduit une discontinuité entre la dernière colonne de la région précédente et la première
de la courante, à l’endroit du début du transitoire. Ce dernier est alors immédiatement
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spatialisé avec le contexte spatial de sa région, sans l’effet de délai de l’interpolation
linéaire, évitant ainsi les défauts évoqués au précédent paragraphe.
Plus haut, on a indiqué que les discontinuités dans les coefficients d’upmix produisent
des artéfacts gênants. Toutefois, ces artéfacts sont masqués lorsqu’ils sont introduits au
début des transitoires et que ces derniers ont suffisamment d’énergie par rapport aux autres
composantes de fond du signal audio (sons stationnaires et/ou tonaux). Ainsi, les artéfacts
liés aux discontinuités des composantes de fond peuvent être inaudibles. Ce phénomène
masquant des transitoires est connu sous le nom de masquage temporel [KT02].
4.1.3 Résultats et performances
Nous avons utilisé notre propre implémentation de l’outil de codage stéréo paramétrique
de USAC. Cette dernière suit le standard défini dans la partie 6.10 de [ISO12]. La config-
uration pour le test est la suivante :
– 3 types d’indices binauraux ICLD, ICC et IPD avec une quantification correspondant
au profil « haute qualité » dans USAC [ISO12], soit 31 valeurs pour l’ICLD, 8 pour
l’ICC et 16 pour l’IPD.
– 28 bandes fréquentielle pour les indices binauraux
– Trames spatiales d’approximativement 46 ms pour des échantillons à 48 kHz
– Le codeur coeur est supprimé, ainsi le downmix n’est pas codé et les seuls défauts
évalués sont ceux du modèle spatial paramétrique.
Pour nos tests, les versions « standard » et « améliorée » du codeur sont définies comme
tel :
Le codeur standard utilise des régions spatiales constantes, correspondant aux trames
du codeur (soit 46 ms). Les fenêtres d’estimation des paramètres sont constantes aussi
et l’interpolation des coefficients d’upmix sur les régions spatiales est systématiquement
linéaire. Cette stratégie de codage standard est illustrée en Figure 4.3.a.
Le codeur « amélioré » utilise la stratégie de codage dynamique décrite dans cette
partie et illustrée en Figure 4.3.b. Cette dernière ne respecte pas complètement le standard
MPEG USAC de la partie 6.10 de [ISO12]. En effet, les régions spatiales peuvent se
chevaucher sur deux trames successives et l’interpolation de la matrice d’upmix n’est pas
systématiquement linéaire, mais dépend de la présence de début de transitoire au début
de la région spatiale.
Résultat du test de qualité subjectif
Le test de qualité audio subjectif utilisé est basé sur la comparaison de deux conditions
dégradées avec une référence, et suit les recommandations ITU-R BS.1284-1 [ITU03]. Il
comprend une phase d’entraînement avec 3 échantillons audio stéréo et une phase princi-
pale avec 16 échantillons. Les versions suivantes de chaque échantillon sont incluses dans
le test :
– la version originale non codée qui sert de condition de référence
– une première condition dégradée correspondant à la version codée avec le codeur «
standard »
– une deuxième condition dégradée correspondant à la version codée avec le codeur «
amélioré »
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14 sujets expérimentés dans le domaine de l’audio ont participé au test. Tous les échantil-
lons audio ont été présentés au casque. Les résultats par échantillon audio moyennés sur
tous les sujets, et le résultat global moyenné sur tous les échantillons, sont présentés en
Figure 4.4. Sur cette représentation, un score négatif signifie que la version « améliorée
» est meilleure que la version « standard », et réciproquement pour les scores positifs.
On constate une amélioration significative de la qualité pour 3 échantillons audio et une
amélioration globale significative pour l’ensemble des échantillons du test. La technique
que nous proposons ne produit des dégradations significatives sur aucun échantillon.
 
 
4.1. Listening Test 
 
This test employed comparisons of two impaired conditions 
with one reference and follows the ITU-R BS.1284-1 
recommendations ‎[8]. It includes a training phase with 3 
items and a main phase with 16 items. The following 
versions of each item were included in the test: the original 
as shown reference,‎ a‎ USAC‎ “baseline”‎ version‎ and‎ Our 
coding‎strategy‎applied‎to‎the‎USAC‎“baseline”. 
14 expert listeners participated in the test. All excerpts 
were presented over headphones. The results per item, 
averaged across subjects and the global result averaged 
across items are given in Figure 3. Negative score means 
that the proposed technique is closer to the reference than 
the standard technique, and reciprocally for positive scores. 
This figure shows a significant improvement of the 
proposed technique for 3 items, but also for the mean of all 
items. The proposed technique provides no significant 
degradation for any of the items. 
 
4.2. Algorithmic delay 
  
Parameter set estimation requires the knowledge of whether 
there is a transient into the next frame. It induces an 
algorithmic delay of      at the encoder. 
  
4.3. Spatial parameters bitrate 
 
Allowing the detection of transients spaced by 16 timeslots 
at minimum, our technique increased by 5% the mean 
bitrate for the spatial parameters across the 16 audio 
samples of the test, with a maximum of 12% for the highly 
percussive sample percu_2_p1_PP. Notice that this 5% 
increase was obtained on critical samples with several 
relevant transients, and it is equivalent to an absolute 
increase of only 0.2 kbps. 
Possible extensions may reduce the bitrate without 
affecting the improvement provided by our technique. The 
most relevant would be to exploit the precedence effect that 
can apply for delays of some 100 ms for musical signals 
‎[10]. This way, it may be that we do not have to send the 
parameter set following the one starting on a transient. 
Then, a linear interpolation can be applied between the 
parameter sets around the removed one. Another solution 
would be to increase the minimum distance between two 
successive onset detections, which would lead to detect 
fewer transients. 
 
5. CONCLUSIONS 
 
In this article, we presented a global strategy of spatial 
parameters analysis window sizing and upmix interpolation. 
The most relevant point we demonstrate is that introducing 
temporal discontinuities into the upmix coefficients at the 
start of the transients can improve audio quality; sharpness 
and localization of the relevant transients are improved. 
Possible artifacts resulting from discontinuities are not 
perceptible when the transient-to-background noise power 
ratio is high enough. 
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Figure 4.4 – Résultat moyen des tests de préférence pour 14 sujets. Un score négatif
indique une préférence pour le codeur « amélioré ». Les barres d’erreur indiquent l’intervalle
de confiance à 95% relatif à une distribution gausienne
4.1.4 Diminution du débit
Dans notre expérience, nous ne permettions pas de détecter plus d’un transitoire
tous les 16 échantillons de la représentation T/F. Dans ces conditions, on constate une
augmentation du débit moyen des paramètres spatiaux de 5% pour l’ensemble des 16
échantillons sonores du test. Le débit augmente sans surprise avec la densité d’occurence
des transitoires dans un échantillon. On constate une augmentation maximum de 12%
pour percu_2_p1_PP qui contient des percussions à attaques courtes. En absolu, cela ne
représente qu’une augmentation de 0.2 kbps du débit.
Bien que faible dans l’absolu sur le débit général du codeur, il peut être intéressa t
de réduire cet excédent introduit par notre technique, d’autant plus qu’il est dépendant
du signal à coder. Une solution triviale consisterait à augmenter l’inhibition temporelle
entre deux instants de détection consécutif d’un transitoire. Tou efois, cette solution a
l’inconvénient de réduire le nombre de transitoires détectés et peut donc nuire aux perfor-
mances de qualité audio de notre technique. C’est particulièrement vrai dans le cas où un
transitoire de faible énergie est détecté et que le délai d’inhibition empêche la détection
d’un transitoire de forte énergie présent juste après.
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Une solution plus intéressante consiste à exploiter l’effet de précédence [Bla83] qui peut
s’appliquer à des délais allant jusqu’à 100 ms pour les signaux musicaux. Comme nous
l’avons mentionné en partie 4.1.1, cet effet se caractérise par le fait que le premier front
d’onde arrivant au système auditif est prédominant dans la perception de la localisation
d’un événement auditif. Si on considère notre problématique de codage, on peut alors
supposer que d’appliquer la localisation d’un transitoire détecté à l’ensemble des sources
présentes dans un horizon de 100ms, sera peu, voire pas perceptible. Il serait alors possible
d’augmenter la largeur des régions spatiales à environ 100 ms, lorsqu’elles commencent
sur un transitoire détecté. Dans cette partie, nous proposons d’étudier cette solution.
Segmentation des régions spatiales, estimation des paramètres et interpolation
de la matrice d’upmix
La segmentation des régions spatiales est presque identique à celle de la technique
décrite en partie 4.1.2. Elle prend en compte la position des transitoires et crée les débuts
de régions sur ces derniers. La seule différence est qu’on crée une région plus large que les
régions standard, de l’ordre de 100 ms, lorsque la région commence sur un transitoire.
L’estimation des paramètres spatiaux reste presque inchangée hors des régions com-
mençant sur un transitoire. Pour les régions commençant sur un transitoire, l’estimation
de la spatialisation du transitoire se fait sur une durée moindre que la largeur de sa région
spatiale, ceci afin d’évaluer au mieux la localisation de ce transitoire en limitant le biais
apporté par la localisation des sources présentes juste après le transitoire. Nous rappelons
que ces dernières seront spatialisées à l’emplacement de l’évènement du transitoire et ceci
de manière que l’on suppose imperceptible grâce à l’effet de précédence.
Enfin, nous proposons deux solutions pour l’interpolation. La première, illustrée en
Figure 4.5-c est identique à celle décrite en partie 4.1.2, et l’interpolation consiste simple-
ment à dupliquer la valeur des coefficients de la matrice d’upmix sur tous les échantillons
des régions spatiales débutant sur un transitoire. Les régions restantes sont interpolées
de manière linéaire. Cette solution simple conserve globalement l’amélioration de qualité
apportée par notre stratégie de codage décrite précédemment, toutefois nous avons pu
constater de légères différences entre les deux sur quelques échantillons. Nous avons alors
proposé une deuxième solution illustrée en Figure 4.5-d, où l’interpolation linéaire entre les
coefficients d’upmix de la région spatiale contenant un transitoire et ceux de la suivante,
commence à la moitié de la région spatiale du transitoire. Lors des tests d’écoute réalisés,
on ne constatait alors plus de différence avec la stratégie précédente qui demande plus de
débit.
Tests et résultats
Le test consiste à comparer les débits obtenus pour les trois stratégies de codage décrites
précédemment :
– S0 : stratégie de codage implémentée dans le codeur "standard" décrit en partie 4.1.3
et illustrée en Figure 4.5-a
– S1 : stratégie de codage implémentée dans le codeur "amélioré" décrit en partie 4.1.3
et illustrée en Figure 4.5-b
– S2 : la stratégie présentée dans cette partie et illustrée en Figure 4.5-d
Nous avons utilisé les mêmes échantillons sonores qu’en partie 4.1.3 auxquels d’autres ont
été ajoutés.
Les résultats sont donnés dans les tableaux 4.1 et 4.2. La Table 4.1 donne le nombre
de régions spatiales pour chaque échantillon sonore en fonction de la stratégie de codage
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Figure 4.5 – Illustration de la stratégie de codage avec réduction du débit : découpage
des régions spatiales, estimation des indices spatiaux et interpolation des coefficients de
la matrice d’upmix. En a, l’implémentation HE-AAC v2 du 3GPP [3GP] avec les régions
constantes. En b, l’implémentation de notre stratégie avec une augmentation moyenne
du débit de paramètres de 5%. En c, une première solution à débit réduit et en d une
alternative plus efficace quant à la qualité.
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utilisée. La première colonne donne une information sur la densité de transitoires, calculée
en divisant le nombre de transitoires présents dans un échantillon sonore par sa durée en
secondes. Les trois dernières colonnes donnent l’écart du nombre de régions spatiales en
pourcentage entre la S0 et S1, S0 et S2 et S1 et S2. Pour une colonne Si − Sj , une valeur
négative signifie que le débit de i est plus faible que le débit de j et réciproquement. On
observe alors que par rapport à S0, S1 produit un nombre de régions spatiales plus élevé
sur tous les échantillons (9% en moyenne) et S2 un nombre moindre (9% en moyenne). Si
on analyse ces données, on constate que la diminution ou l’augmentation du nombre de
régions spatiales sont liées à la densité de transitoires, mais la corrélation n’est pas totale.
Les positions relatives des transitoires entre eux ont aussi une influence sur ces variations.
La Table 4.2 donne les débits effectifs avec codage entropique des paramètres spatiaux. Les
constations précédentes restent identiques lorsqu’on considère les débits effectifs, même si
toutefois, les gains ou dégradations en débit ne sont pas identiques à ceux en nombre
de régions spatiales. Ainsi, on constate que la technique de réduction de débit exploitant
l’effet de précédence (S2) diminue en moyenne le débit de 19% par rapport à S1. Mieux
encore, S2 conserve la qualité audio de S1 et permet de réduire en moyenne le débit de
8% par rapport à la stratégie de codage standard S0.
4.1.5 Conclusion
Dans cette section, nous avons présenté une stratégie globale pour le dimensionnement
des régions spatiales, l’estimation des paramètres spatiaux et l’interpolation de la matrice
d’upmix. Nous avons démontré que l’introduction de discontinuités temporelles dans les
valeurs de coefficients d’upmix au début des transitoires, peut améliorer la qualité audio ; la
netteté et la localisation des transitoires notables sont améliorées. Les artéfacts possibles,
résultant des dicontinuités, ne sont pas perceptibles quand le rapport d’énergie transitoire
sur bruit de fond est suffisamment élevé.
Partant de cette technique et utilisant l’effet de précédence, nous avons mis au point
une solution pour réduire le débit nécessaire au codage des paramètres spatiaux. Au fi-
nal, notre stratégie de codage permet d’améliorer la qualité audio des codeurs spatiaux
paramétriques, tout en réduisant le débit en paramètres spatiaux.
4.2 Détection de transitoires basée sur une approche de dé-
tection de contours en image
La détection de transitoires est beaucoup utilisée en traitement audio, particulièrement
en codage. En effet, des traitements spécifiques des transitoires sont souvent nécessaires
pour améliorer la qualité d’un codeur comme nous l’avons démontré en Section 4.1. Une
large gamme de codeurs audio haute qualité utilisent une transformée T/F pour traiter le
signal audio. Dans ce cas, les méthodes de détection de transitoires fonctionnant dans le
domaine T/F sont intéressantes, parce qu’on peut les utiliser sur les signaux T/F de ces
codeurs, sans que le coût de la transformation T/F entre dans la complexité algorithmique
de la méthode de détection. Nous étudions ici l’usage de méthodes de traitement d’image,
appliquée au spectrogramme d’amplitude, pour la détection de transitoires. Nous justifions
cette approche, en partie en constatant que pour effectuer une annotation manuelle de la
position des transitoires dans les signaux audio, on s’appuie couramment sur des indices
visuels sur le spectrogramme, complétés par une écoute du signal [LD04].
Dans cette étude, nous assimilerons donc le signal T/F audio à une image sur laquelle
on détectera les transitoires avec un algorithme de détection de contours. Nous utilisons
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Table 4.1 – Nombre de régions spatiales pour les trois stratégies de codage.
Fichiers trans/s S0 S1 S2 S0-S1 (%) S0-S2 (%) S1-S2 (%) 
Alice_short 3,13 217 230 202 -5,99 6,91 12,17 
Coiffeur_short 2,14 241 251 225 -4,15 6,64 10,36 
Meditera_e1_short 6,53 298 336 252 -12,75 15,44 25,00 
Mediterra_e2_short 4,46 184 202 163 -9,78 11,41 19,31 
Music_1_short 2,86 262 286 236 -9,16 9,92 17,48 
Music_3 0,92 382 389 372 -1,83 2,62 4,37 
OSCIBI_short 10,76 379 455 353 -20,05 6,86 22,42 
Renaud_Hexagone_Fin 8,51 405 470 352 -16,05 13,09 25,11 
Schmoo_lvl2 7,77 178 192 133 -7,87 25,28 30,73 
SpeechOverMusic_5_short 6,37 206 237 186 -15,05 9,71 21,52 
guitareacc1_2_p1_PP_short 2,30 306 320 291 -4,58 4,90 9,06 
percu1_2_p1_PP 4,65 227 249 202 -9,69 11,01 18,88 
phi3_short 3,98 212 231 196 -8,96 7,55 15,15 
phi4_short 2,08 203 214 194 -5,42 4,43 9,35 
psTest_short 2,11 222 234 211 -5,41 4,95 9,83 
te15_short 3,28 236 252 211 -6,78 10,59 16,27 
te18_short 7,45 327 372 274 -13,76 16,21 26,34 
te27_short 0,43 275 278 273 -1,09 0,73 1,80 
te38 0,23 399 401 397 -0,50 0,50 1,00 
te42 4,12 387 421 362 -8,79 6,46 14,01 
te48_short 7,50 272 314 247 -15,44 9,19 21,34 
moyenne 4,36 277,05 301,62 253,90 -8,72 8,78 15,79 
 
une fonction d’association des composantes énergétiques du spectrogramme d’amplitude
du signal audio vers une image. Cette fonction a aussi pour but d’augmenter les contrastes
pour faire apparaître plus clairement les contours. Avec une résolution T/F appropriée pour
le spectrogramme, les débuts des transitoires sont caractérisés par des contours rectilignes
et verticaux dans l’image associée. Le problème de détection de transitoires dans un signal
audio devient donc un problème de détection de contours dans une image. Nous mon-
trons dans cette section qu’on obtient une méthode de détection simple et efficace avec
cette approche. En comparaison de méthodes communes de détections de transitoire basse
complexité, comme High Frequency Content ou Spectral Difference [BLA+05], l’avantage
principal de notre méthode est qu’un simple seuillage avec seuil constant peut être utilisé
pour localiser les pics de la fonction de détection. Dans le cas des deux autres méthodes
citées, il est nécessaire d’avoir un seuil adaptatif à régler de manière empirique, ce qui est
souvent délicat et augmente la complexité.
Dans cette partie, on présente déjà la problématique de détection de transitoires et deux
méthodes standard. Ensuite, nous montrons comment associer un signal audio à une image
et nous discutons de méthodes de détection de contours dans le cadre de notre détection de
transitoires. Dans la partie suivante, nous présentons notre fonction de détection spécialisée
pour la détection de contours rectilignes verticaux, et nous montrons qu’elle peut être
implémentée avec une très faible complexité. Enfin, nous présentons quelques tests et
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Table 4.2 – Débits en kbps pour les trois stratégies de codage, avec codage entropique.
Fichiers S0 S1 S2 S0-S1 (%) S0-S2 (%) S1-S2 (%) 
Alice_short 4,80 5,05 4,49 -5,30 6,33 12,42 
Coiffeur_short 6,56 6,76 5,96 -3,03 9,24 13,52 
Meditera_e1_short 5,97 6,97 5,04 -16,71 15,61 38,30 
Mediterra_e2_short 5,93 6,71 5,47 -13,22 7,77 22,75 
Music_1_short 5,41 6,09 4,90 -12,52 9,47 24,29 
Music_3 5,66 5,80 5,54 -2,51 2,11 4,72 
OSCIBI_short 5,78 7,08 5,28 -22,41 8,74 34,13 
Renaud_Hexagone_Fin 6,15 7,23 5,41 -17,61 12,03 33,69 
Schmoo_lvl2 5,26 5,63 4,18 -7,14 20,59 34,91 
SpeechOverMusic_5_short 4,36 4,93 3,99 -13,21 8,35 23,52 
guitareacc1_2_p1_PP_short 4,79 5,12 4,68 -7,07 2,27 9,56 
percu1_2_p1_PP 5,71 6,06 5,14 -6,07 9,95 17,78 
phi3_short 5,54 6,08 5,33 -9,78 3,80 14,11 
phi4_short 6,06 6,40 5,85 -5,65 3,42 9,39 
psTest_short 6,15 6,52 5,86 -5,98 4,66 11,15 
te15_short 6,08 6,47 5,38 -6,38 11,48 20,18 
te18_short 6,86 7,80 5,96 -13,66 13,21 30,95 
te27_short 3,88 3,93 3,85 -1,20 0,79 2,00 
te38 4,14 4,17 4,12 -0,70 0,56 1,27 
te42 4,80 5,34 4,61 -11,24 3,90 15,75 
te48_short 5,20 6,17 4,89 -18,58 5,92 26,05 
moyenne 5,48 6,02 5,04 -9,52 7,63 19,07 
 
résultats sur les performances de la méthode.
4.2.1 Détection de transitoires et détection de contours
Il y a une forte analogie entre la détection de transitoires dans un signal audio et la
détection de contours dans une image. Le transitoire et le contour sont des objets assez mal
définis, et dont la définition peut différer en fonction de l’application ciblée [BLA+05][RH09].
Dans tous les cas, on s’accorde à considérer qu’ils sont tous deux associés à des change-
ments brusques ou des discontinuités dans le signal. Ainsi, il n’est pas étonnant que
plusieurs méthodes reposent sur des mesures différentielles. Dans cette partie, nous présen-
tons quelques méthodes standard de détection de transitoires dans le domaine T/F. Nous
montrons ensuite comment associer le signal audio à une image.
Quelques méthodes standard de détection de transitoires
Comme décrit dans [BLA+05], on peut séparer en trois niveaux les tâches des algo-
rithmes standard de détection de transitoires. Le premier est optionnel et comprend un
pré-traitement du signal pour améliorer les performance des tâches suivantes. Dans notre
cas, ce prétraitement est la transformation T/F du signal. Ensuite, l’étape principale est la
réduction qui consiste à transformer le signal en une fonction 1D de détection hautement
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sous-échantillonnée en temps, et dont le but est de mettre en contraste les occurrences des
transitoires dans le signal d’origine. Enfin, un algorithme de sélection de pics est appliqué
au signal réduit, en sortie de la fonction de détection, afin d’extraire les instants de dé-
tection. On présente ici deux méthodes de détections standard qui fonctionnent en T/F.
Ce sont les plus proches de notre méthode quant à la complexité algorithmique. Dans les
parties qui suivent, on notera X[n][k] le signal audio dans le domaine T/F, avec n l’indice
temporel et k l’indice fréquentiel.
La méthode la plus simple est High Frequency Content (HFC) qui amplifie les com-
posantes énergétiques des bandes fréquentielles hautes. Cette technique est motivée par
le fait que les transitoires sont des événements pleine bande. Comme l’énergie du signal
est souvent concentrée dans les basses fréquences, les changements d’énergie dûs au tran-
sitoires sont plus notables dans les hautes fréquences. Cette méthode est efficace pour les
sons percussifs [BLA+05]. La formule de la fonction de détection est la suivante
HFC [n] = 1
K
K−1∑
k=0
Wk |X[n][k]|2 (4.1)
où Wk est une pondération dépendant de la fréquence. Dans notre étude, nous avons
utilisé la fonction HFC proposée par Masri [RH09], avec W = k qui pondère les énergies
des bandes fréquentielles en proportion de leur fréquence.
La méthode Spectral Difference (SD) est basée sur une mesure de distance entre des
vecteurs fréquentiels successifs du domaine T/F, considérés comme des vecteurs dans un
espace à K-dimensions où K est le nombre de bandes fréquentielles. Duxbury [DSD02]
propose la fonction suivante
SD [n] = 1
K
K−1∑
k=0
H2 (|X[n][k]| − |X[n− 1][k]|) (4.2)
La norme utilisée ici est la norme L2 appliquée à une différence rectifiée par une fonction
H, telle que H(x) = (x+ |x|)/2. Cela a pour effet de ne compter que les fréquences au sein
desquelles il y a une augmentation de l’énergie, ce qui amplifie les augmentations brutales
d’énergies plutôt que les diminutions.
Un problème important et commun aux deux fonctions de détection présentées est
qu’elles sont très sensibles aux variations d’énergie globale du signal. Elles nécessitent
donc d’utiliser un seuil adaptatif pour s’adapter au context énergétique local. Ce seuil
est souvent calculé comme une version lissée de la fonction de détection (filtre passe-bas
appliqué au précédentes valeurs de la fonction de détection). Après seuillage, les maxima
locaux au-dessus du seuil donnent les instants de détection [BLA+05].
Association d’un signal audio T/F à une image
La visualisation des signaux audio est souvent utilisée pour l’analyse. Le spectro-
gramme de puissance donne des informations intéressantes sur les caractéristiques du
signal. Pour le visualiser, on calcule les énergies des composantes T/F et on les asso-
cie à une échelle de couleur dans une grille de pixels à deux dimensions. L’association est
faite par une fonction spécifique.
La fonction d’association linéaire est la manière la plus simple d’associer une quantité
scalaire à une échelle de couleur. Les environnements pour le calcul numérique et la vi-
sualisation comme Matlab R© utilisent cette fonction par défaut pour afficher les matrices
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Figure 4.6 – Comparaison de deux fonctions d’association
de scalaires. La Figure 4.6 montre le résultat d’une telle association, appliquée à un spec-
trogramme d’amplitude. On constate qu’il n’y a pas de contraste sur l’image résultante
parce que la dynamique des énergies du spectrogramme est trop grande. Pour augmenter
le contraste sur l’image, nous utilisons une fonction logarithmique. Le résultat est donné
en bas de la Figure 4.6. Une formule générale de ce mapping est donnée par
p [n] [k] = α · 10log10
(
|X [n] [k]| 2
)
+ β (4.3)
où α et β sont des scalaires.
Méthodes de détection de contours
Un contour est défini ici comme une brutale discontinuité dans l’image. Comme les
transitoires dans les signaux audio, c’est principalement le contexte applicatif qui dicte si
un évènement détecté est d’intérêt et doit être considéré comme une vraie ou une fausse
détection. Ici, nous nous concentrerons sur la capacité des méthodes à détecter les contours
rectilignes verticaux dans l’image du spectrogramme d’amplitude.
Les méthodes classiques de détection effectuent des convolutions de l’image avec un
opérateur (un filtre à 2 dimensions). Ces opérateurs sont conçus pour être sensibles aux
forts gradients dans l’image et retournent zéro dans les régions uniformes [RH09]. Nous
nous focaliserons sur les méthodes utilisant des gradients et qui détectent les contours
en recherchant le maximum et le minimum dans la dérivée première de l’image. Prewitt,
Roberts, Sobel and Canny [RH09] utilisent des opérateurs basés sur une mesure de gra-
dient. Pour chacune de leurs méthodes, une paire de filtres à deux dimensions est utilisée
pour produire des mesures de gradient suivant deux directions orthogonales de l’image.
Le deuxième filtre de la paire est simplement défini comme la rotation du premier d’un
angle de 90˚ . Nous notons GX et GY les résultats de la convolution sur les deux directions.
GX et GY sont de la même dimension que l’image. On les combine pour calculer la valeur
absolue et l’orientation du gradient en chaque pixel de l’image. L’amplitude du gradient
en chaque pixel est donnée par
|G| =
√
G2X +G2Y (4.4)
Pour Sobel et Prewitt, l’angle d’orientation du contour (relatif à la grille de pixels) est
donné par
θ = arctan (GY /GX) (4.5)
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Figure 4.7 – De gauche à droite, les opérateurs verticaux de Prewitt, Roberts et Sobel
Figure 4.8 – Détection de contours avec la méthode de Canny sur un spectre T/F de
puissance. Les contours détectés sont en blanc.
Pour Roberts, cet angle est
θ = arctan (GY /GX)− 3pi/4 (4.6)
Pour les méthodes de Prewitt, Roberts et Sobel, les contours sont directement détectés
à partir de la matrice d’amplitude des gradients par seuillage sur chaque composante.
Canny utilise un traitement plus sophistiqué. Il pré-filtre l’image pour réduire le bruit et
utilise deux seuils d’hystérésis. Le premier est un seuil haut qui retient les pixels avec un
gradient d’amplitude supérieur comme étant des contours. Si des pixels ont l’amplitude
de leur gradient compris entre le seuil bas et le seuil haut, leur magnitude est mise à 0 et
ils sont exclus, à moins qu’il y ait un chemin qui les connecte à un contour détecté avec le
seuil haut [RH09].
La Figure 4.7 donne les opérateurs de Prewitt, Roberts and Sobel (Canny utilise
l’opérateur de Sobel) dans la direction verticale. Comme évoqué plus tôt, les autres opéra-
teurs de la paire sont obtenus par simple rotation de 90˚ .
Les images créées à partir du spectrogramme d’amplitude sont très bruitées et toutes
les méthodes évoquées, à l’exception de celle de Canny, échouent pour capturer les con-
tours d’intérêt (voir Figure 4.8). Prewitt et Sobel donnent des résultats similaires, ils sont
capables de détecter les contours correspondants aux débuts de transitoire, mais il est
impossible de réduire suffisamment le taux élevé de fausses détections causé par le bruit
sans dégrader trop le taux de vraies détections. La méthode de Robert est totalement
inefficace, mais c’était prévisible en raison de la dimension trop faible de ses opérateurs et
parce qu’ils sont adaptés à la détection des gradients dans les directions diagonales. Plus
la dimension d’un opérateur est réduite, plus sa précision spatiale est haute, mais aussi sa
sensibilité au bruit et réciproquement [RH09].
En se basant sur ces observations, nous avons créé un opérateur spécialisé pour les
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contours rectilignes verticaux et qui combine à la fois les avantages des opérateurs de
petite et de grande taille. En s’inspirant de l’opérateur de Prewit vertical, nous dérivons
un nouvel opérateur (Figure 4.9) en dupliquant ses lignes pour atteindre le nombre de
lignes de pixels de l’image, ce qui le rend plus robuste au bruit. On retire aussi la colonne
de zéro de l’opérateur, afin d’obtenir une meilleur résolution spatiale dans la direction
horizontale (correspondant à l’axe des temps dans le spectrogramme).
Contrairement aux opérateurs que nous avons vu précédemment, celui-ci n’est pas
convolué à tous les pixels de l’images, mais seulement à chaque colonne de pixels parce
qu’ils ont le même nombre de lignes. Dans la section suivante, nous détaillons cet opérateur.
Figure 4.9 – Notre opérateur pour la détection de contours rectilignes verticaux. K est
le nombre de lignes de pixels dans l’image.
4.2.2 Algorithme de détection de transitoires basse complexité
Figure 4.10 – Comparaison de 3 fonctions de détection sur un échantillon de percussion
d’une seconde.
Fonction de détection
Comme nous l’avons vu dans la partie précédente, les transitoires dans l’image sont
caractérisés par des contours rectilignes verticaux. Les méthodes standard de détection de
contours ne sont pas adaptés à ces formes et donnent de mauvais résultats de détection à
cause du bruit. Nous avons donc créé l’opérateur visible en Figure 4.9.
4.2. Détection de transitoires basée sur une approche de détection de
contours en image 79
Le résultat de la convolution de cet opérateur avec les pixels p[n][k] de l’image à la
colonne n est donné par l’équation suivante
d [n] =
K−1∑
k=0
p [n] [k]−
K−1∑
k=0
p [n− 1] [k] (4.7)
Comme pour les méthodes standard de détection de transitoires présentées précédem-
ment, à chaque instant correspondant à une colonne dans l’image, la convolution avec cet
opérateur donne une mesure scalaire apparentée à un flux de pixels. Cette mesure aug-
mente à la position d’un contour rectiligne vertical, et donc à la position d’un début de
transitoire dans le signal audio. On remarque que contrairement aux fonctions de détec-
tions décrites précédemment, cette mesure peut prendre des valeurs négatives, mais ça ne
pose aucun problème dans la mesure où seuls les pics positifs témoignent de la présence
d’un événement d’intérêt. La Figure 4.10 compare les fonctions de détection de transi-
toires standard avec la nôtre. De haut en bas, le premier graphique est l’image du spectre
d’amplitude en échelle logarithmique, le second est le tracé des valeurs de la fonction HFC
au cours du temps, le suivant est celui de SD, puis de notre fonction de détection dont on
a seulement fait apparaître les valeurs positives. Pour pouvoir comparer les 3 fonctions,
nous avons pris le logarithme de HFC et SD parce que leur dynamique masque les pics aux
endroits des transitoires (problème de la sensibilité à l’énergie absolue du signal évoqué
plus haut), alors que notre fonction est affichée brute. On constate que notre fonction de
détection présente des pics plus étroits et intenses aux positions des débuts de transitoire,
en comparaison des deux autres fonctions de détection. De plus, elle est peu sensible à
l’énergie absolue du signal et à ses variations lentes au cours du temps. On constate que
HFC et SD nécessitent des algorithmes de sélection de pics plus sophistiqués que pour
notre fonction qui nécessite un simple seuil statique. De plus, elle permet une meilleur
discrimination de deux transitoires proches l’un de l’autre.
Sélection des pics
Notre fonction de détection possède de forts pics aux positions des débuts de transitoire
et elle n’est pas affectée par l’énergie absolue du signal. Ainsi, il est possible d’obtenir une
méthode de détection fiable en utilisant un simple seuil statique. Pendant nos expériences,
nous avons trouvé que cette valeur de seuil n’a pas besoin d’être adapté au signal pour
être performante, mais seulement au type d’analyse T/F et à sa résolution. Il y a plusieurs
avantages
– Les algorithmes pour le calcul de seuil adaptatif utilisent des estimations à long
terme comparées à la durée d’un transitoire et effectuent un lissage des seuils précé-
dents [BLA+05]. Ainsi, la latence dans la mise à jour des valeurs de seuil peut faire
que ces derniers ne sont pas adaptés au contexte énergétique à l’instant n. Dans
cette situation, le seuil peut être trop bas, conduisant à de fausses détections, ou
trop haut et conduisant à une non détection du transitoire. Dans tous les cas, le
réglage des algorithmes de seuil adaptatif est une tâche délicate, souvent longue et
empirique. Elle conditionne beaucoup les performances du détecteur.
– Il est plus simple et rapide de régler le détecteur pour une application donnée, car
les performances (le rapport entre vrais positifs et faux négatifs) dépend seulement
de la valeur du seuil statique.
Pour la sélection de pics, à chaque instant correspondant à une colonne dans le spectro-
gramme, la valeur de la fonction de détection d[n] est comparée à un seuil statique φ.
Si elle est supérieure au seuil, il y a plusieurs cas de figure suivant l’application visée.
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L’approche classique est d’utiliser le maximum local après que le seuil soit dépassé. Pour
les applications que nous décrivons par la suite, nous préférons utiliser l’instant où le seuil
est franchi, parce qu’il est très important de ne pas couper le début du transitoire pour
préserver sa netteté et sa position spatiale.
Réduction de la complexité
On peut obtenir un détecteur complètement équivalent sans avoir à transformer ex-
plicitement le spectrogramme en image. Nous montrons que les propriétés de la fonction
logarithme peuvent être utilisées pour simplifier la fonction de détection. D’après l’équa-
tion (4.3), si nous considérons que la fonction d’association des composantes énergétiques
du spectrogramme aux pixels est logarithmique, d[n] peut être écrite de la manière suivante
d [n] =
K−1∑
k=0
α · 10log10
(
|X[n][k]|2
)
(4.8)
−
K−1∑
k=0
α · 10log10
(
|X[n− 1][k]|2
)
Puis, d[n] = α · 10Φ[n] avec
Φ [n] =
K−1∑
k=0
log10
(
|X[n][k]|2
)
(4.9)
−
K−1∑
k=0
log10
(
|X[n− 1][k]|2
)
En matière de détection, d[n] et Φ[n] sont équivalentes. En utilisant les propriétés du
logarithme, Φ[n] peut s’écrire
Φ[n] = log10
∣∣∣∣∣
∏K−1
k=0 X[n][k]∏K−1
k=0 X[n− 1][k]
∣∣∣∣∣
2
 (4.10)
Ensuite, on peut dériver une nouvelle fonction de détection
Φe[n] =
∣∣∣∣∣
∏K−1
k=0 X[n][k]∏K−1
k=0 X[n− 1][k]
∣∣∣∣∣
2
(4.11)
Comme la fonction exponentielle est strictement croissante, la détection de transitoire
est basée sur le même seuillage, mais avec une nouvelle valeur de seuil φe = 10
φ
10 . La
fonction de détection obtenue en (4.11) est strictement équivalente à celle en (4.7), mais la
complexité est réduite à K+1 multiplications et une division, si le résultat du numérateur
est conservé pour le calcul à l’instant n+ 1.
Pour éviter les divisions par zéro, une constante positive très faible (ici 10−9) est ajoutée
à chaque valeur de composante T/F. Nous faisons aussi remarquer que l’implémentation
de la fonction de détection (4.11) est plus adaptée au calcul en virgule flottante vu la
dynamique des valeurs.
Discussion sur les transformées T/F
Jusque maintenant, nous considérions une représentation T/F générale. Cependant, les
performances de détection et le réglage du seuil dépendent du type de transformée T/F
utilisé et de sa résolution. Dans cette partie nous évaluons trois types de transformées
couramment utilisées en traitement audio.
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MPEG complex modulated QMF Ce banc de filtres est utilisé dans Spectral Band
Replication (SBR) dans MPEG USAC [ISO12], Parametric Stereo [ISO05] et MPEG Sur-
round [ISO07] pour l’analyse et la synthèse spatiale. La résolution temporelle est réduite
d’un facteur 64, correspondant au nombre de bandes fréquentielles du banc de filtres. A 48
kHz, cela correspond à une résolution temporelle de 1.3 ms. La fenêtre prototype modulée
a une longueur de 640 échantillons, mais seuls les coefficients du centre sont éloignés de
zéro et capturent l’énergie du signal. Ainsi, la résolution fréquentielle est suffisante pour
la plupart des applications de détection de transitoires.
Le premier tracé de la Figure 4.11 montre le spectrogramme d’amplitude obtenu à
partir de cette transformée, avec les valeurs de la fonction de détection surimprimées en
bleu. On voit clairement les contours rectilignes verticaux au début des transitoires. La
fonction de détection présente donc des pics nets à ces mêmes instants. Cette transformée
T/F est adaptée à notre méthode de détection, parce que seuls les transitoires apparaissent
sous la forme de contours rectilignes.
Short-Time Fourier Transform (STFT) et Modified Discrete Cosine Trans-
form (MDCT) Pour ces transformées T/F, la taille de la fenêtre est directement liée
à la résolution fréquentielle. La précision temporelle dépend de la taille des déplacements
successifs de la fenêtre d’analyse et la résolution temporelle dépend de sa largeur.
Sur la Figure 4.11, on compare les spectrogrammes et leurs fonctions de détection
surimprimés. La STFT possède une fenêtre sinus de taille 64 et un chevauchement de 50%.
Dans ces représentations, les transitoires sont mis en avant par la fonction de détection,
mais aussi d’autres évènements parasites, visibles sur certains sustains et apparaissant
comme les contours que nous cherchons à détecter. Ce phénomène est visible en Figure 4.11
sur le sustain après le dernier transitoire et il est commun à la STFT et à la MDCT. Ce
sont des artéfacts dûs à la taille trop petite des fenêtres d’analyse quand du contenu très
basse fréquence est présent dans le signal audio. Ainsi, nous avons constaté que si la taille
de la fenêtre est trop faible (inférieure à 512 échantillons), il est nécessaire d’utiliser un
filtre passe-haut pour supprimer ces composantes avant la transformée T/F.
4.2.3 Evaluation des performances
Comme nous l’avons déjà évoqué, les performances d’une méthode de détection de
transitoires doivent être évaluées par rapport à une application donnée. Dans cette partie,
nous avons choisi deux cas pratique de codage audio. Le premier est le test que nous
avons réalisé pour l’amélioration du codage des transitoires. Son principe est rappelé en
Figure 4.12. En utilisant notre détecteur de transitoire, nous avions amélioré la qualité
de codage comme décrit en partie 4.1.3. Le second est le remplacement du détecteur de
transitoires de l’outil Spectral Band Replication (SBR) dans le codeur 3GPP Enhanced
AAC Plus V2 [3GP07b].
Remplacement du détecteur de transitoires du SBR dans HEAAC+ V2
SBR est une technologie qui améliore les codeurs audio ou de parole, particulièrement
aux bas débits. Le codec transmet la partie basse fréquence du spectre et SBR recrée un
contenu haute fréquence basé sur les fréquences basses et sur des informations supplé-
mentaires, extraites du signal d’origine à l’encodeur. L’analyse et la synthèse de SBR sont
effectuées dans le domaine T/F obtenu avec le banc de filtres QMF à 64 bandes [ISO07]. La
détection de transitoire est utilisée pour détecter la présence et la position du début d’un
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Figure 4.11 – Comparaison des performance de notre fonction de détection sur 4 types
de transformées T/F
transitoire. Ces informations sont utilisées pour calculer le début et la fin des enveloppes
dans la trame courante.
Nous avons remplacé le détecteur de transitoires original par notre méthode de dé-
tection. Nous avons utilisé l’implémentation basse complexité de l’équation (4.11). Notre
détecteur nécessite 4 fois moins de multiplications que le détecteur original. Ce dernier
s’apparente à une mesure de type Spectral Difference améliorée. Il calcule 64 seuils adap-
tatifs (un par bande) pour chaque trame de 32 colonnes fréquentielles dans le domaine
QMF. Les seuils sont basés sur l’écart type de l’énergie et sont lissés dans le temps avec
un FIR de longueur 2. Ensuite, pour chaque instant, une variable de mesure initialisée à
zéro et qui va permettre de détecter un transitoire est calculée de la manière suivante :
pour chaque bande fréquentielle, trois différences d’énergie sont calculées entre les instants
n+3 et n-3, n+2 et n-2 et n+1 et n-1. Ces quantités sont comparées au seuil de la bande
fréquentielle correspondante. Si elles lui sont supérieures, leurs valeurs sont normalisées
par la valeur du seuil et elles sont sommées à la variable de mesure. En dernière étape, la
variable de mesure est comparée à un seuil statique et on décide qu’il s’agit d’un transitoire
si sa valeur dépasse le seuil et si la valeur de la variable de mesure de l’instant suivant est
plus faible de 90% que la valeur de la variable de mesure de l’instant courant [3GP07a].
Pour comparer les performances des deux détecteurs de transitoires pour SBR, nous
avons utilisé le code source de l’encodeur 3GPP dans lequel nous avons remplacé le dé-
tecteur original par le nôtre. Nous avons ensuite effectué des tests subjectifs de qualité entre
les deux versions. La Figure 4.13 montre les résultats obtenus pour 15 échantillons avec 10
testeurs. Aucune différence significative n’apparaît pour les échantillons pris individuelle-
ments et en moyenne. Lors de nos tests, nous avons constaté que les deux détecteurs sont
robustes aux fausses détections, mais que notre détecteur possède une meilleure précision
temporelle.
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Figure 4.12 – Schéma du codeur spatial paramétrique stéréo amélioré par la stratégie
de codage basé sur la détection des transitoires. Le bloc T représente le détecteur de
transitoires.
4.2.4 Conclusion
A partir des techniques de détection de contours dans les images, nous avons développé
une nouvelle méthode de détection de transitoires de très faible complexité. Malgré sa sim-
plicité, la méthode donne de meilleurs résultats que les méthodes standard de complexité
équivalente pour les deux tâches de détection que nous avons testées. Ses performances
dépendent de la transformée T/F utilisée et de ses résolutions. L’utilisation de transfor-
mées à fenêtres courtes nécessitent un pré-filtrage pour réduire l’énergie des très basses
fréquences pour éviter les artéfacts décrits plus haut.
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Figure 4.13 – Résultat de la comparaison pour 10 testeurs. Les barres d’erreur indiquent
l’intervalle de confiance à 95%
4.3 Amélioration du codage des sources fortement latéral-
isées et concurrentes en T/F
Dans la partie du Chapitre 2, nous avions décrit quelques signaux critiques pour le
codage spatial paramétrique. Nous proposons ici une technique pour améliorer le codage
des signaux stéréo fortement latéralisés en balance d’amplitude.
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Comme nous l’avons évoqué, le principal problème de codage provient de la mauvaise
estimation des indices spatiaux dans les régions T/F concurrentes. Les paramètres spatiaux
obtenus et utilisés par la suite pour restituer la spatialisation du signal sont inconsistants
sur ces régions. La conséquence est que les parties des sources présentes dans ces régions
seront spatialisées à un même endroit qui ne correspondra pas à au moins l’une des sources,
voire à aucune des deux (du fait qu’elles sont fortement latéralisées dans l’espace). Comme
les sources sont fortement latéralisées, les parties de leurs spectres respectifs, au sein des
régions T/F concurrentes, peuvent se retrouver spatialisées loin des autres parties, restées
à la position de leurs sources respectives, de telle manière que des trous sont créés dans le
spectre de ces sources et la dégradation de leur timbre peut être très audible. Le problème
apparait beaucoup moins quand les sources ne sont pas fortement latéralisées car le biais
sur l’ICLD, responsable du déplacement de ces composantes énergétiques T/F, est limité en
amplitude par l’écart entre les deux sources. Par exemple, si deux sources sont spatialisées
à -2 dB et +6 dB, le biais maximum est de 8 dB et au pire, certaines composantes T/F
d’une source seront juste diminuées de 8 dB, mais pas plus.
Nous proposons ici une technique qui permet d’améliorer le codage de ces signaux
possédant des sources fortement latéralisées. Le principe de notre méthode est de détecter
les segments temporels où les sources présentent ce genre de configuration. Puis, au sein
de ces segments, détecter les régions T/F qui présentent des concurrences fortes entre
plusieurs sources. Une fois ces régions détectées, on augmente la résolution fréquentielle
pour le calcul des indices spatiaux. Cette opération augmente le débit en paramètres, mais
il est possible de le réduire à partir des propriétés du signal qu’on a détecté précédemment.
4.3.1 Détection des régions T/F à fortes latéralisations et à concurrence
T/F
En préambule, nous faisons remarquer que pour notre problématique de codage, plusieurs
sources spatialisées à une même position constituent un seul objet d’intérêt pour notre
codage. Elles partagent en effet les même ICLD et ICPD, seuls leurs ICC peuvent présen-
ter des différences. Dans l’absolu, les biais sur l’ICC qui peuvent en résulter sont problé-
matiques aussi, mais beaucoup moins perceptibles que les biais sur la position spatiale. De
plus, nous recherchons les régions T/F où les sources sont fortement latéralisées, et donc
à des positions spatiales éloignées les unes par rapports aux autres. En cela, nous sommes
assez éloignés des problématiques classiques de séparation de sources audio, que ce soit à
partir des propriétés statistiques [Lam96], des indices de signaux [Che93] ou des indices
spatiaux [Har04].
On rappelle le modèle mathématique des signaux stéréos spatialisés en balance d’am-
plitude et constitués de plusieurs sources, donné dans l’équation (3.10) :{
X1[k] =
∑N
l=1 g1,l Sl[k]
X2[k] =
∑N
l=1 g2,l Sl[k]
(4.12)
Les gains g sont pleine bande et k est l’indice des fréquences. On peut donc considérer
chaque signal de canal comme une somme pondérée des sources en T/F. Pour notre méth-
ode nous faisons l’hypothèse que les sources Sl sont indépendantes.
Pour notre méthode de détection, nous disposons juste de X1 et X2, les canaux gauche
et droit. Les sources peuvent être fortement latéralisées entre elles sans forcément être de
part et d’autre de la position frontale. Pour simplifier le problème, nous considèrerons le
cas de deux sources latéralisées. Dans le cas extrême d’une latéralisation maximale, nous
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avons {
X1[k] = S1[k]
X2[k] = S2[k]
(4.13)
Avec notre hypothèse d’indépendance des sources, la covariance σX1X2 de X1 avec X2 est
nulle. Si on imagine maintenant la latéralisation suivante{
X1[k] = γS1[k] + βS2[k]
X2[k] = (1− γ)S1[k] + (1− β)S2[k]
la covariance des canaux devient
σX1X2 = γ(1− γ)σ2S1 + β(1− β)σ2S2 (4.14)
On constate alors que la covariance des canaux est une bien mauvaise mesure de la latéral-
isation des sources. Si on compare avec le cas extrême précédent où la covariance était
nulle avec les sources latéralisées au maximum, on constate d’après l’équation (4.14) qu’on
peut avoir une covariance presque nulle alors que les sources sont peu latéralisées entre
elles, mais éloignées de la position frontale.
On propose donc d’utiliser une technique d’USAC [ISO12] qui a été développée dans le
cadre du codage spatial avec codage d’un signal résiduel. Cette approche de codage ainsi
que la technique sont détaillées au Chapitre 5. Bien que n’ayant pas été développée pour
cela, la technique permet de détecter efficacement les endroit où les sources sont forte-
ment latéralisées. Nous avons pu le vérifier à partir de signaux synthétiques représentant
plusieurs cas de spatialisation de deux sources en balance d’amplitude. Nous donnons ici
les formules et quelques explications sur cette technique issue d’USAC et nous expliquons
d’un point de vue théorique pourquoi elle fonctionne pour notre tâche. Pour plus de détails,
il faut se reporter à la partie 5.1.1 du Chapitre 5.
Comme indiqué, la technique de résidu dans USAC a pour but de remédier à l’im-
possibilité d’arriver à la transparence avec le codage spatial paramétrique. Pour cela, on
calcule un coefficient de prédiction α à partir des paramètres spatiaux. Le résidu dres est
alors obtenu de la manière suivante
dres = d+ α · s (4.15)
où d est défini comme la différence entre les canaux gauche et droit et s comme leur somme.
Le résidu dres est la partie du signal différence qui est décorrélée du signal somme.
α = 1− ICLDlin − 2j · sin (ICPD) · ICC ·
√
ICLDlin
ICLDlin + 1 + 2 · ICC · cos (ICPD) ·
√
ICLDlin
(4.16)
avec ICLDlin = 10
ICLD
20 .
α est en fait une estimation de 〈~d,−~s〉‖~s‖2 qui est la coordonnée de ~d sur −~s, soit la
partie d’information de ~d qui peut être représentée par ~s (qui est le downmix). Plus les
sources sont latéralisées entre elles, plus il y a de différences entre le signal somme et le
signal différence. Ainsi, d’après l’équation (4.15), le résidu sera d’autant plus énergétique
que les sources seront latéralisées entre elles. Lors de nos tests sur des signaux stéréos
synthétiques composés de deux sources latéralisées en balance d’amplitude, dont on faisait
varier la latéralisation, nous avons constaté que l’énergie du résidu croît avec l’écart relatif
entre les deux sources.
86 Chapitre 4. Amélioration des codeurs audio spatiaux paramétriques
Description de la méthode de détection
Nous venons de voir que l’énergie du résidu est directement liée à la latéralisation
lorsqu’il y a concurrence T/F. Sans concurrence T/F son énergie est nulle. Ainsi, nous
pouvons utiliser cette mesure pour détecter les régions T/F présentant à la fois de fortes
latéralisations et concurrences T/F.
Pour effectuer la détection, on calcule tout d’abord les paramètres spatiaux ICLD,
ICC et ICPD à partir des formules de la partie 2.3.2 du Chapitre 2, dans la résolution
fréquentielle de base correspondant aux groupements en bandes critiques b. Au sein de ces
bandes, on calcule ensuite les coefficients de prédiction α(b) à partir de la formule (4.16),
puis les résidus dres(b) à partir de la formule (4.15). La détection s’effectue sur chacune
des bandes b et l’expression de la mesure de détection pour chacune d’elles est donnée par
l’équation suivante
Φ(b) = ‖dres(b)‖
2
‖X1(b)‖2 + ‖X2(b)‖2
(4.17)
Il s’agit du rapport entre l’énergie du résidu et la somme des énergies des canaux pour la
bande b.
On compare ensuite chaque mesure Φ(b) à des seuils φt(b) qui dépendent de la fréquence
et ont été déterminés empiriquement. La valeur des seuils augmente avec la fréquence b.
Si Φ(b) > φt(b) alors il y a détection et on traite la région T/F correspondante comme
une région contenant des sources fortements latéralisées et avec forte concurrence.
4.3.2 Adaptation dynamique de la résolution fréquentielle
Les paramètres spatiaux sont calculés au sein des régions spatiales (telle que décrites
précédemment) pour chaque bande critique. Au sein de chacune de ces régions spatiales
correspondant à un segment temporel indexé par l, on recherche les régions T/F indexées
par b qui présentent de fortes latéralisations des sources et de la concurrence. Pour cela,
on utilise le détecteur décrit plus haut. Quand une telle région est détectée, on divise
provisoirement la bande critique en Ks bandes de même largeur. Ks est un nombre fixe
qu’on définit en fonction des contraintes de débit. On peut aussi définir ses valeurs pour
chaque bande critique et dans ce cas il devient Ks(b).
Avant que la division fréquentielle soit effective, on calcule Φ sur chaque sous-bande
issue de la division. Si sur aucune des sous-bandes, les valeurs de Φ ne sont inférieures à 50%
de la valeur de Φ pour l’ensemble de la bande critique correspondante, on annule la division
en sous-bandes car elle n’a pas permis de réduire la concurrence et les paramètres spatiaux
sont calculés de manière standard sur toute la bande critique. Dans le cas contraire, on
conserve les sous-bandes, mais on ne calcule et on ne transmet que les paramètres spatiaux
des sous-bandes pour lesquelles Φ est inférieur à 80% de la valeur de Φ pour l’ensemble
de la bande critique correspondante. Pour les autres sous-bandes, on associe les valeurs
des paramètres spatiaux calculés sur toute la bande critique. Ce choix s’explique par le
fait que ces sous-bandes contiennent des sources latéralisées fortement concurrentes. Ainsi,
l’estimation des indices spatiaux donne des résultats « aléatoires » qui risquent d’accentuer
les artéfacts en spatialisant les segments de spectres correspondant à ces sous-bandes à des
endroits différents. Un autre avantage est qu’on réduit aussi le débit en utilisant le même
ensemble de paramètres spatiaux pour ces sous-bandes, au lieu qu’elles aient chacune leur
propre ensemble de paramètres spatiaux.
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4.3.3 Compensation de l’augmentation du débit
L’augmentation de la résolution fréquentielle liée à la méthode entraîne une augmen-
tation du nombre d’indices spatiaux à coder, et donc de leur débit. Afin de compenser
cette augmentation, on peut utiliser l’information qu’on possède sur la spatialisation des
sources. En effet, sur les bandes fréquentielles concernées, on est en présence de sources
dominantes fortement latéralisées en balance d’amplitude. Ainsi, on peut supprimer les
informations d’ICPD et d’ICC pour ne transmettre que l’ICLD.
4.3.4 Informations supplémentaires dans le bitstream
Afin que le décodeur puisse interpréter les données reçues et connaître la résolution
fréquentielle, il est nécessaire d’ajouter des informations au bitstream. Le décodeur connait
la résolution fréquentielle de base et comment calculer les bandes critiques b. Pour chaque
trame, on indique alors par un bit si elle contient au moins une bande b divisée en plusieurs
bandes fréquentielles. Si c’est le cas, pour chaque ensemble de paramètres regroupé par
bande b, on ajoute un bit en tête, signalant si la bande est divisée. Si le bit est à 1, les 4 bits
suivants sont réservés au codage du nombre de divisions. Ainsi dans notre implémentation,
nous pouvons obtenir jusqu’à 16 sous-bandes. Le décodeur sait alors que les données qui
suivent sont uniquement les ICLD pour chaque sous-bande, une à la suite des autres.
4.3.5 Tests et résultats
Pour nos tests, nous n’avons pas utilisé le banc de filtre QMF de USAC qui était
utilisé jusque maintenant. En effet, ce dernier offre moins de souplesse et de résolution
pour le découpage des bandes fréquentielles. Nous avons donc utilisé une implémentation
à base de transformée de Fourier rapide (FFT) de longueur 4096 pour l’analyse et la
synthèse spatiale. Une description détaillée de cette implémentation peut-être trouvée dans
[BPKS05]. Pour les régions T/F détectées, nous divisons à chaque fois par un nombre fixe
de bandes. Nous avons choisi de diviser en 16 bandes, quelle que soit la bande critique
concernée. Il est évident qu’il y a de l’optimisation à faire pour le choix de la partition,
mais nous voulions surtout tester la validité de la méthode.
Nous avons sélectionné des échantillons critiques dont nous avions remarqué le défaut
de codage que notre méthode cherche à améliorer. Nous avons aussi créé des signaux
stéréo de synthèse avec deux sources fortement latéralisées, incluant des percussions et
des instruments acoustiques. Lors de nos tests informels, nous avons noté une très nette
amélioration sur les signaux synthétiques et sur certains échantillons critiques. En aucun
cas la qualité n’a été dégradée. L’augmentation du débit en paramètres spatiaux constatée
est autour de 28% en moyenne, mais on peut souligner qu’il s’agit d’échantillons stéréo
particulièrement critiques. Les bandes critiques détectées sont systématiquement divisées
en 16 bandes. Comme on envoie uniquement l’ICLD dans ces bandes, le débit au sein de la
bande critique n’est multiplié que par 5. Il est sans doute possible de conserver une qualité
équivalente en utilisant un algorithme de partitionnement itératif qui stoppe lorsque la
diminution de l’énergie du résidu pour la bande critique ne dépasse plus un certain seuil.
4.3.6 Conclusion
La technique que nous proposons améliore réellement le codage de cette classe de
signaux courants et particulièrement critiques pour le codage spatial paramétrique. Les
défauts de codage associés à ces échantillons ne sont pas seulement d’ordre spatial, ils
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affectent aussi le timbre de manière bien plus audible et gênante. Aussi, notre méth-
ode présente un réel intérêt pour le codage spatial paramétrique. Pour un codeur donné,
lorsque la résolution fréquentielle pour l’analyse et la synthèse spatiale est suffisamment
fine avant la constitution des bandes critiques, notre méthode est utile et facilement in-
tégrable. L’amélioration la plus utile serait un algorithme de partitionnement des bandes
critiques. On gagnerait sans doute en débit et en qualité.
4.4 Travaux sur les indices spatiaux
Dans cette section, nous présentons plusieurs travaux sur les indices spatiaux. On
s’intéresse tout d’abord à la manière de réduire davantage leur débit en exploitant plusieurs
techniques. Nous étudions ensuite quelques représentations de ces indices dont nous tirons
des applications, notamment pour la classification.
4.4.1 Réduction du débit des paramètres spatiaux
En Section 4.1.4, on a présenté une manière de réduire le débit des indices spatiaux en
présence de transitoires, en exploitant l’effet de précédence. Dans cette partie, on propose
de combiner cette méthode avec la méthode proposée dans [HRWG11], et basée sur des
caractéristiques perceptives et statistiques des différences d’intensité interaurales.
Principe de la méthode Wang [HRWG11]
La méthode est basée sur un modèle de sélection des IID à coder. La réduction du
débit est obtenue en ne codant pas les IID jugés non perceptibles pour le système auditif
humain.
Modèle de sélection des IID Le modèle est basé sur les différences juste perceptibles
(JND) [JR56] et sur les caractéristiques de la distribution statistique des IID. Pour les IID,
le système auditif est capable d’entendre des JND de l’ordre de 1 dB pour des tons purs
[HRWG11]. Les JND ne sont pas identiques pour toutes les fréquences critiques et pour
toutes les valeurs absolues d’IID (ce qu’on retrouve dans la quantification non linéaire
des IID de USAC décrite en partie 2.3.2). La Figure 4.14 donne les JND pour 20 bandes
critiques et pour un IID de référence de 0 dB.
Wang [HRWG11] a aussi étudié la distribution statistique des IID pour un nombre
conséquent et divers d’échantillons sonores. Les résultats de cette étude sont résumés en
Figure 4.15 et Figure 4.16. A partir de la Figure 4.15, on constate que la probabilité
qu’un IID soit proche de 0 est la plus élevée, encore plus quand on monte dans les hautes
fréquences. La Figure 4.16 donne la probabilité pour qu’un IID soit au-dessus des JND en
fonction des bandes critiques. Wang [HRWG11] a alors constaté que la courbe de sensibilité
des JND en fonction de la fréquence et de la probabilité pour qu’un IID soit au-dessus des
JND, suivent les mêmes tendances. En d’autres termes, pour certaines bandes critiques,
notamment les bandes basses et hautes, on a à la fois un JND élevé et une probabilité
faible que les IID soient au dessus des JND. Cette constatation a mené au modèle de
sélection illustré en Figure 4.17. Les bandes en bleu correspondent aux bandes au sein
desquelles on ne code pas un IID s’il est inférieur au JND de sa bande fréquentielle. Pour
toutes les autres bandes en rouge, les IID sont codés normalement.
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cause the movement of sound source in spatial sound 
field is generally slow and the spatial cues of adjacent 
frames have strong correlation, B. Cheng in 2008 pro-
posed a differential coding scheme for ILD that calcu-
lated the difference of spatial parameters corresponding 
frequency band in adjacent frames and only quantized 
the difference [6].  
These methods can reduce the parametric bitrate, but 
they did not consider the human ear's perceptual and 
statistics characteristics in different frequencies. There 
is still redundancy in spatial parameters. 
As there exists certain perceptual thresholds for the per-
ception of sound intensity, the perception of spatial ori-
entation change by human ear is also limited. And hu-
man ear can perceive the changes of sound image orien-
tation only when the difference of binaural cue reaches 
a certain threshold value, and this threshold value is 
known as Just Noticeable Difference (JND)[7]. The 
human auditory system is able to perceive ILD with 
JND as small as ±1 dB, measured with pure tone[8].. 
This paper is organized as follows: Section 2 researches 
the perceptual characteristic of ILD in different fre-
quency bands. Section 3 analyses the statistics charac-
teristic of ILD in different frequency bands. Section 4 
proposes the selection model and quantization algo-
rithm. The results from experiments are presented in 
Section 5. Finally, Section 6 gives some conclusions. 
2.  PERCEPTUAL CHARACTERISTICS OF ILD 
The details of perceptual characteristics for ILD were 
given by authors in the other paper at this Conven-
tion[9], so we give the results as follow, we select the 
JNDs of ILD=0. 
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Figure 1 JND curve of ILD=0 
3. STATISTICAL DISTRIBUTION OF ILD 
Spatial Audio Coding is expected to use perceptual 
characteristics of spatial parameters in different fre-
quency bands and accurately extract spatial parameters 
which represent the orientation information of spatial 
sound field. The "exact representation" consists of two 
aspects of meaning: The first is to extract spatial param-
eters which represent the orientation information of spa-
tial sound field from the audio signal; the second is to 
remove redundant information of spatial parameters as 
possible as we can. 
We had already given the frequency dependence JND 
curve of ILD. It is clear that the values of ILD can be 
perceived by human ear when they are larger than JND 
in a certain frequency band. However, such information 
that which frequency bands can be perceived must 
transfer to decoder. We can’t achieve the purpose to 
enhance coding efficiency and reduce the coding bitrate 
because the extra information need to code. How to 
remove the redundant information of ILD and improve 
the coding efficiency is the goal of spatial audio coding. 
We researched statistical distribution characteristics of 
ILD and obtained the probability that the actual values 
of ILD can be perceived in stereo signal. It can guide 
the quantization of ILD in spatial audio coding and im-
prove the coding efficiency. 
300 sections of typical stereo music were chosen for the 
statistical experiment in this article, including Chinese 
folk music, western musical instruments, natural 
sounds, popular songs and other music accompaniment 
material. These materials were selected from the pro-
gram source CD GSBM61001-89 used for the subjec-
tive listening evaluation of national standard, commonly 
used in domestic audio demo track exhibition and so on. 
These test sequences were divided into 12 categories. 
For simplicity, the length of test sequences used in this 
experiment is 20s and the sampling rate is 48 kHz. 
We had got the ILD statistics distribution of these se-
quences by Matlab as follows: 
Figure 4.14 – Courbe des JND en fonction des bandes critiques pour un IID =
0 [HRWG11]
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 Figure 2 The statistical distribution of ILD                    
in different domains 
From the above distribution picture we can see: ILD 
statistical distribution in time domain is basically the 
same as that in FFT domain, which means the domain 
of parameters extracting has little impact on the distri-
bution characteristics of ILD parameters. The probabil-
ity of ILD near zero is the highest and it increases with 
the frequency increases; ILD distribution characteristics 
under different domains is insignificant, the distribution 
characteristics of time-domain can be replaced by that 
of spatial parameters which we expect to get in this ex-
periment. 
section 
type 
|ILD|<
=0.5 
0.5<|IL
D|<=1 
1<|ILD
|<=2 
|ILD|>
2 
es01 15.4% 70.0% 9.7% 5.0% 
es02 93.7% 2.3% 2.5% 1.5% 
es03 92.6% 1.9% 0.8% 4.7% 
sc01 18.9% 13.5% 20.6% 47.0% 
sc02 15.0% 10.4% 20.2% 54.4% 
sc03 17.7% 13.6% 21.6% 47.1% 
si01 21.3% 12.8% 16.9% 49.1% 
si02 33.5% 20.8% 25.7% 20.0% 
si03 7.7% 6.1% 16.9% 69.4% 
sm01 9.8% 4.4% 8.5% 77.3% 
sm02 29.5% 16.6% 21.7% 32.2% 
sm03 11.1% 8.1% 15.5% 65.3% 
film music 13.3% 12.5% 21.9% 52.3% 
symphonic 
music 
6.2% 6.2% 13.8% 73.8% 
light music 15.7% 14.7% 20.9% 48.7% 
pop music 15.7% 14.8% 27.3% 42.2% 
average 26.0% 14.3% 16.5% 43.1% 
Table 1 The statistical distribution of ILD 
First we get the statistical distribution of ILD in all fre-
quency bands for MPEG sequence and other music. 
We can see that more than 40% probability of ILD is 
less than 1 dB, it was proved by more and more experi-
ments. However, the JNDs of ILD are almost larger 
than 1 dB, so there is too much redundancy which is 
hard to be perceived by human ear. 
According to the JND value of each band in the percep-
tual experiments, the statistical distribution characteris-
tics of ILD in each band above the JND in time-domain 
can be obtained. The distribution figure is as follows: 
 
Figure 3 The statistical distribution of ILD                     
in different frequency bands 
This paper proposed a method that combined with time-
domain distribution characteristics and perceptual char-
acteristics of ILD to guide the selection of ILD and im-
prove the coding efficiency. 
4. SELECTION MODEL FOR ILD 
Spatial parameter selection is a process to determine 
whether the spatial parameters of frequency bands 
should be encoded. The perceptual and statistical distri-
bution characteristics of ILD that we have studied are 
the basis of the spatial parameter selection. 
From the JND curve of ILD we can find:  human ears 
can't easily be perceived when the values of ILD are 
smaller than the values of JND at corresponding bands. 
We need to encode such parameters only when the spa-
tial parameters are greater than the values of JND at the 
same frequency bands. 
From the statistical distribution curve of ILD for real 
stereo signals we can find: we don’t encode the parame-
ters when the values of ILD appear in low probability 
range in some conditions. 
Figure 4.15 – Distribution statistique des IID dans le domaine temporel et fréquentiel
Résultats Avec cette technique, Wang et al. [HRWG11] obtiennent une diminution de
19% du débit total en paramètres spatiaux sans dégrader la qualité. Toutefois, dans leur
codeur de test, ils n’utilisent pas d’IPD, et ce pourcentage serait évidemment plus faible
avec l’IPD, dans la mesure où leur modèle de sélection n’agit que sur la réduction des
informations d’IID. En comparaison, notre stratégie de codage de la section 4.1 agit sur la
taille des régions spatiales et diminue donc le débit de tous les paramètres spatiaux sans
distinction.
Combinaison des deux techniques
L’approche que nous venons de présenter est tout à fait complémentaire de la nôtre qui
agit sur la dimension des régions spatiales pour diminuer le débit en paramètres spatiaux.
Pour leurs expériences, Wang et al. [HRWG11] ont utilisé le code de HE-AAC v2 du
3GPP [3GP07b]. Ainsi leur modèle est compatible avec cette implémentation et la nôtre,
décrite en partie 4.1.3, qui fonctionnent toutes deux sur les mêmes 20 bandes critiques.
Les seules modifications apportées à notre prototype ont consisté à intégrer la table des
JND en fonction des bandes critiques de la Figure 4.14 et la table donnant les bandes
fréquentielles de rejet de la Figure 4.17. Lors du calcul d’un IID, si celui-ci fait partie
d’une bande fréquentielle de rejet et que sa valeur est inférieure au JND de sa bande
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From the above distribution picture we can see: ILD 
statistical distribution in time domain is basically the 
same as that in FFT domain, which means the domain 
of parameters extracting has little impact on the distri-
bution characteristics of ILD parameters. The probabil-
ity of ILD near zero is the highest and it increases with 
the frequency increases; ILD distribution characteristics 
under different domains is insignificant, the distribution 
characteristics of time-domain can be replaced by that 
of spatial parameters which we expect to get in this ex-
periment. 
section 
type 
|ILD|<
=0.5 
0.5<|IL
D|<=1 
1<|ILD
|<=2 
|ILD|>
2 
es01 15.4% 70.0% 9.7% 5.0% 
es02 93.7% 2.3% 2.5% 1.5% 
es03 92.6% 1.9% 0.8% 4.7% 
sc01 18.9% 13.5% 20.6% 47.0% 
sc02 15.0% 10.4% 20.2% 54.4% 
sc03 17.7% 13.6% 21.6% 47.1% 
si01 21.3% 12.8% 16.9% 49.1% 
si02 33.5% 20.8% 25.7% 20.0% 
si03 7.7% 6.1% 16.9% 69.4% 
sm01 9.8% 4.4% 8.5% 77.3% 
sm02 29.5% 16.6% 21.7% 32.2% 
sm03 11.1% 8.1% 15.5% 65.3% 
film music 13.3% 12.5% 21.9% 52.3% 
symphonic 
music 
6.2% 6.2% 13.8% 73.8% 
light music 15.7% 14.7% 20.9% 48.7% 
pop music 15.7% 14.8% 27.3% 42.2% 
average 26.0% 14.3% 16.5% 43.1% 
Table 1 The statistical distribution of ILD 
First we get the statistical distribution of ILD in all fre-
quency bands for MPEG sequence and other music. 
We can see that more than 40% probability of ILD is 
less than 1 dB, it was proved by more and more experi-
ments. However, the JNDs of ILD are almost larger 
than 1 dB, so there is too much redundancy which is 
hard to be perceived by human ear. 
According to the JND value of each band in the percep-
tual experiments, the statistical distribution characteris-
tics of ILD in each band above the JND in time-domain 
can be obtained. The distribution figure is as follows: 
 
Figure 3 The statistical distribution of ILD                     
in different frequency bands 
This paper proposed a method that combined with time-
domain distribution characteristics and perceptual char-
acteristics of ILD to guide the selection of ILD and im-
prove the coding efficiency. 
4. SELECTION MODEL FOR ILD 
Spatial parameter selection is a process to determine 
whether the spatial parameters of frequency bands 
should be encoded. The perceptual and statistical distri-
bution characteristics of ILD that we have studied are 
the basis of the spatial parameter selection. 
From the JND curve of ILD we can find:  human ears 
can't easily be perceived when the values of ILD are 
smaller than the values of JND at corresponding bands. 
We need to encode such parameters only when the spa-
tial parameters are greater than the values of JND at the 
same frequency bands. 
From the statistical distribution curve of ILD for real 
stereo signals we can find: we don’t encode the parame-
ters when the values of ILD appear in low probability 
range in some conditions. 
Figure 4.16 – Probabilté qu’un IID soit au-dessus du JND pour chaque bandes cri-
tiques [HRWG11]
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Based on perceptual and statistical characteristics, the 
selection model of ILD can be got as following steps: 
First of all, according to the experiment result of percep-
tual sensitivity of ILD, we can divide the 20 frequency 
bands into the following areas: B1-B3 and B18-B20 are 
very insensitive areas; B4-B12 and B15-B17 are much 
sensitive areas; B13-B14 is less sensitive areas. 
Secondly, according to the statistical distribution of ILD 
above the JND in each frequency band, 20 frequency 
bands can be also divided into the following areas: B1-
B3 and B18-B20 are very insensitive regions, B4-B12 
and B16-B17 are much sensitive areas; B13-B15 is less 
sensitive areas. We don't considered B9 here alone as a 
special case. 
B2B1 B18 B20
Normal
Low 
bitrate
B3 B13B1 B14 B17 B20
extraction bands discard bands
B3 B17
B4 B12 B15 B16
5.1. Bitrate 
This experiment first calculated the total number of bits 
used to quantify ILD according to the method that this 
article proposed, then compared with the PS quantiza-
tion method and calculated the percentage of bitrate 
decline. The proposed method was implemented in En-
hanced aacPlus[9] standard code, the bitrate is 32 kbps. 
The Table 1 list bitrate decreased for ILD quantization 
from the MPEG standard test sequences. We can find 
that the decline percentage of speech is greater than 
other types. The decline in the percentage of other types 
is basically the same, which maintain about 15%-18%. 
The average parameters bit rate has decreased by 
18.86%. 
                        method 
Seq 
PS 
(bit) 
This aticle 
(bit) 
Bitrat 
decline 
 
Speech 
es01 5716 4520 20.92% 
es02 702 556 20.80% 
es03 3102 2207 28.85% 
quality of the quantization methods proposed in this 
article and PS. 
Figure 4.17 – Modèle de sélection des IID. Sur les bandes en bleu, les IID ne sont pas
codés, et inversement sur les bandes en rouge. Le schéma du haut correspon au modèl de
sélection utilisé à débit normal et celui du bas au modèle de sélection utilisé à bas-débit.
[HRWG11]
fréquentielle, il n’est simplement pas encodé.
Tests et résultats Pour nos tests, nous avons utilisé 20 bandes critiques pour l’analyse
des paramètres spati ux, afin de pouvoir utiliser directement le modèle deWang [HRWG11].
Nous avons étudié le débit dans trois configurations :
– S0 : stratégie de codage implémentée dans le codeur « standard » décrit en par-
tie 4.1.3, mais avec 20 bandes critiques.
– Wang : stratégie de codage de Wang [HRWG11] décrite précédemment, avec le mod-
èle dit « normal » de la Figure 4.17.
– S2+Wang : notre stratégie de codage sur le dimensionnement des régions spatiales,
co binée à la méthode de Wang [HRWG11].
Nous avons étudié les cas où les IPD ne sont pas utilisés (Table 4.3) et où ils sont utilisés
(Table 4.4). Dans le premier cas, on constate une réduction moyenne du débit de l’ordre
de 10% sur l’ensembl des échantillons, avec un minimum de 6% et un maximum de 15%.
Nous somme loin des 19% en moyenne trouvés par Wang et al. [HRWG11], mais cela
peut s’expliquer par le fait que nos échantillons étaient choisis pour être particulièrement
critiques pour la latéralisation des transitoires. Ils contiennent donc des sources fortement
latéralisées en balance d’amplitude. Malgré tout, la méthode de Wang donne de bons
résultats, avec une variance beaucoup plus faible sur les réductions de débits obtenus que
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notre méthode. En testant la méthode de Wang et al., et en se basant uniquement sur nos
résultats, nous aurions pu penser que ses performances dépendent peu du signal codé. Or,
nous avons obtenu une réduction moyenne du débit deux fois plus faible que celle qu’ils
ont trouvée lors de leurs tests. En effet, on constate un écart type inférieur à 3% pour
une moyenne de 10%, alors que notre méthode a un écart type supérieur à 5% pour une
moyenne de 8%. On peut tout de même penser que la majorité des enregistrements audio
ont une image centrale très prononcée (caractérisée par des IID proches de 0). Ce n’est
pas le cas pour la présence de transitoires qui dépend beaucoup de la nature des sources et
pas de choix de spatialisation. Ainsi, on peut considérer que notre conclusion est valable.
Quand on combine les deux méthodes (S2+Wang), on obtient une réduction moyenne du
débit de 17% avec un minimum de 8%, un maximum de 26% et un écart type inférieur
à 6%. Dans le deuxième cas, avec le codage de l’IPD (Table 4.4), la méthode de Wang
donne une réduction moyenne de 6%, avec un minimum de 2,3%, un maximum de 8,7% et
un écart type de 1,8%. Ceci s’explique par le fait qu’elle n’agit que sur les IID et qu’on a
ajouté les IPD. En combinant les deux techniques (S2+Wang), la réduction est de 13,5%
avec un minimum de 5,5%, un maximum de 26% et un écart type de 5,3%.
Table 4.3 – Débits des paramètres spatiaux, avec IPD, pour le codeur standard, la tech-
nique de Wang [HRWG11] seule et notre technique combinée à celle de Wang
Fichiers 
S0 
kbps 
Wang 
kbps 
S2+Wang 
kbps 
S0-Wang 
% 
SO-(S2+Wang)  
% 
Alice_short 2,28 2,10 1,98 7,75 13,22 
Coiffeur_short 2,64 2,24 2,08 14,96 21,33 
Meditera_e1_short 2,61 2,27 1,94 12,96 25,88 
Mediterra_e2_short 2,72 2,36 2,19 13,03 19,45 
Music_1_short 2,06 1,92 1,73 6,83 16,33 
Music_3 2,33 2,04 2,00 12,72 14,15 
OSCIBI_short 2,37 2,10 1,93 11,72 18,82 
Renaud_Hexagone_Fin 2,46 2,11 1,87 14,24 23,85 
Schmoo_lvl2 2,74 2,58 2,03 5,84 25,85 
SpeechOverMusic_5_short 2,18 2,01 1,80 7,85 17,20 
guitareacc1_2_p1_PP_short 2,43 2,15 2,11 11,77 13,41 
percu1_2_p1_PP 3,06 2,68 2,38 12,28 22,20 
phi3_short 2,46 2,31 2,14 6,08 12,72 
phi4_short 2,27 2,13 2,09 6,27 8,17 
psTest_short 2,43 2,14 2,07 11,95 14,80 
te15_short 2,42 2,16 1,93 10,72 20,05 
te18_short 3,03 2,69 2,30 11,20 24,20 
te27_short 1,43 1,28 1,28 10,64 10,53 
te38 2,03 1,87 1,87 8,08 8,32 
te42 2,45 2,30 2,16 6,28 11,96 
te48_short 2,21 1,99 1,88 10,02 14,98 
moyenne 2,41 2,16 1,99 10,15 17,02 
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Table 4.4 – Débits des paramètres spatiaux, sans IPD, pour le codeur standard, la tech-
nique de Wang [HRWG11] seule et notre technique combinée à celle de Wang
Fichiers 
S0 
kbps 
Wang 
kbps 
S2+Wang 
kbps 
S0-Wang 
% 
SO-(S2+Wang) 
% 
Alice_short 3,53 3,35 3,16 5,01 10,58 
Coiffeur_short 4,56 4,16 3,83 8,66 16,01 
Meditera_e1_short 4,21 3,87 3,29 8,05 21,94 
Mediterra_e2_short 4,19 3,83 3,54 8,45 15,60 
Music_1_short 3,90 3,76 3,41 3,62 12,64 
Music_3 3,95 3,65 3,58 7,52 9,47 
OSCIBI_short 4,00 3,72 3,43 6,96 14,27 
Renaud_Hexagone_Fin 4,23 3,88 3,41 8,28 19,40 
Schmoo_lvl2 3,85 3,69 2,85 4,15 25,86 
SpeechOverMusic_5_short 2,94 2,77 2,51 5,83 14,36 
guitareacc1_2_p1_PP_short 3,40 3,12 3,04 8,42 10,62 
percu1_2_p1_PP 4,01 3,64 3,29 9,36 17,90 
phi3_short 4,05 3,90 3,69 3,69 8,88 
phi4_short 4,19 4,04 3,90 3,41 6,90 
psTest_short 4,31 4,02 3,85 6,74 10,62 
te15_short 4,40 4,14 3,66 5,89 16,75 
te18_short 5,03 4,69 4,04 6,75 19,60 
te27_short 2,49 2,34 2,34 6,10 6,33 
te38 2,98 2,81 2,81 5,53 5,68 
te42 3,46 3,31 3,11 4,45 10,19 
te48_short 3,62 3,40 3,20 6,11 11,70 
moyenne 3,87 3,62 3,33 6,33 13,59 
 
Conclusion Lors des tests d’écoute informels que nous avons réalisés, nous n’avons
pas noté de dégradation de la qualité audio pour la solution (Wang), conformément aux
résultats de Wang [HRWG11]. Il n’y a pas de dégradations non plus quand on combine
les deux techniques (S2+Wang). En conclusion, la complémentarité des deux méthodes
semble vérifiée dans la pratique. Nous avons manqué de temps pour réaliser des tests
formels afin de valider définitivement ces résultats. La réduction de débit en paramètres
spatiaux est très satisfaisante comparée à la faible complexité des deux méthodes.
4.4.2 Codage prédictif des paramètres spatiaux basé sur les similarités
structurelles du spectrogramme du downmix
Les signaux audio musicaux présentent souvent des répétitions et des similitudes de
motifs au cours du temps. Ces motifs peuvent apparaître de manière plus ou moins claire
dans le spectrogramme d’amplitude du signal downmix. Bien que ce dernier ne donne
aucune information explicite sur la spatialisation du signal stéréo d’origine, on peut faire
l’hypothèse que dans de nombreux cas, des similitudes dans le spectrogramme du signal
seront associées à des similitudes dans la scène spatiale aux mêmes instants. Ainsi, l’idée
développée dans cette partie est d’exploiter les similitudes dans la structure du spectro-
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gramme du downmix pour faire du codage linéaire prédictif sur les indices spatiaux. Le
vecteur de prédiction est sélectionné en fonction des similitudes détectées dans le downmix.
En partie 2.3.2, nous avons vu que les paramètres spatiaux sont codés en différentiel
après quantification. Ce cas de figure constitue une forme de codage prédictif d’ordre 1,
sans coefficient de prédiction. On a alors pour un vecteur de paramètre spatial p, dont
les composantes sont ses valeurs à chaque fréquence k, le vecteur d’erreur e à l’instant n
défini comme
e[k][n] =
∑
k
p[k][n]− p[k][n− 1] (4.18)
Pour simplifier les notations, nous ne noterons plus l’indice fréquentiel et il sera considéré
que les opérations suivantes s’effectueront sur l’ensemble des composantes fréquentielles.
L’idée ici n’est pas de faire de la prédiction linéaire au sens strict du terme, c’est à dire
de chercher un vecteur de prédiction de la forme suivante,
el[n] = p[n]−
N∑
i=1
aip[n− i] (4.19)
avec ai des coefficients réels, mais de rechercher un vecteur de la forme
enp [n] = p[n]− p[n− np] (4.20)
où np est l’index temporel du vecteur de prédiction choisi. Il s’agit alors d’une prédic-
tion d’ordre indéfini, à un vecteur et avec un coefficient de prédiction fixé à 1. Ce choix
peut paraître étrange au premier abord, mais il permet d’éviter de nombreux problèmes,
notamment, quelle quantification appliquer aux coefficients de prédiction et au vecteur
d’erreur. De plus, les coefficients de prédiction devraient être transmis au décodeur, ce qui
augmenterait le débit alors qu’on cherche à le réduire. En utilisant le vecteur d’erreur enp
(4.23), il n’est pas nécessaire de transmettre d’informations supplémentaires comme dans
le cadre du codage différentiel. On espère ainsi obtenir un meilleur vecteur de prédiction
que le vecteur de l’instant précédent. Cet instant np est uniquement déterminé par les
similitudes dans le spectrogramme du downmix qui est disponible à la fois pour le codeur
et le décodeur.
Recherche du vecteur de prédiction
Pour être en mesure de rechercher l’instant du vecteur de prédiction, il convient d’avoir
une même représentation T/F du spectrogramme et des paramètres spatiaux. Pour nos
tests, nous avons choisi le même banc de filtre que dans USAC [ISO12] et nos précédents
tests, à savoir le QMF hybride à 71 bandes, dont les bandes fréquentielles sont ensuite
regroupées en 28 bandes critiques pour le calcul des paramètres spatiaux.
Pour sélectionner le vecteur de prédiction p[n−np], on cherche l’instant np qui minimise
le carré de la norme eucidienne de enp [n].
arg min
np
||enp [n]||2 = ||p[n]− p[n− np]||2 (4.21)
Si on considère à nouveau les composantes fréquentielles indexées par k, cette distance se
calcule de la manière suivante
||p[n]− p[n− np]||2 =
∑
k
(p[k][n]− p[k][n− np])2 (4.22)
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La recherche de np à un instant n consiste donc à calculer la distance de l’équation (4.22)
entre p[n] et tous les vecteurs précédents, et de retenir celui qui la minimise. Cette recherche
est évidemment coûteuse en terme de temps de calcul et de mémoire, surtout si on au-
torise une fenêtre de recherche longue dans le passé. Mais pour tester la validité de notre
approche, cette technique est acceptable et trouve à coup sûr la solution optimale. Nous
n’avons d’ailleurs pas limité la taille de la fenêtre de recherche afin de se placer dans les
conditions les plus favorables à notre méthode.
Comme les instants np successifs ne sont pas transmis au décodeur, ce dernier doit
être en mesure de les retrouver pour décoder les paramètres reçus. Le décodeur applique
alors le même algorithme que l’encodeur sur le downmix qui lui a été transmis. A cet
égard, il est important de tenir compte du fait que le downmix reçu par le décodeur a été
codé avec perte et n’est pas identique à celui d’origine sur lequel l’encodeur a calculé les
vecteurs d’erreurs. Toutefois, lors de nos tests, nous avons constaté que notre mesure de
distance (4.22) est suffisamment robuste et n’avons constaté aucune différence entre les
instants np trouvés par l’encodeur et le décodeur. Cette robustesse s’explique aussi du fait
que la résolution du spectrogramme, aussi bien temporellement que fréquentiellement, est
très faible. Les changements dans les structures fines du downmix sont donc suffisamment
masquées pour ne pas affecter notre méthode de recherche.
Calcul et codage de l’erreur de prédiction
Le calcul de l’erreur de prédiction est donné dans l’équation (4.23). Une fois l’instant
np trouvé en résolvant le problème de minimisation de l’équation (4.21), son calcul est
direct. La nature des composantes de enp est similaire à celle des paramètres codés en
différentiel (4.18). L’étude de leur distribution statistique confirme cette similarité. Ainsi,
les dictionnaires des statistiques des paramètres codés en différentiel, utilisés pour le codage
entropique de Huffman dans nos tests précédents, sont tout à fait adaptés au codage des
composantes de enp .
Dans la pratique, à chaque instant n, on recherche l’instant np à partir du spectro-
gramme du downmix, puis on calcule trois vecteurs d’erreur enp correspondant aux trois
types de paramètres IID, ICC et IPD. Les composantes de chaque vecteur sont ensuite
codées entropiquement.
Protocole expérimental et résultats
Nous avons utilisé les échantillons sonores déjà présentés dans les tests précédents.
Pour chacun d’eux, nous avons calculé les débits obtenus sans codage différentiel, avec
codage différentiel, avec prédiction sur le downmix et avec prédiction sur chacun des types
de paramètres. Ce dernier cas de prédiction constitue la borne inférieure du débit qu’il est
possible d’atteindre avec la prédiction sur le downmix. Plus exactement, la prédiction sur
chacun des types de paramètres consiste à rechercher à chaque instant n, un instant de
prédiction np différent pour chaque type de paramètre, en appliquant le même algorithme
que celui décrit précédemment, mais sur chaque matrice de paramètres (IID, ICC et IPD)
et non sur le spectrogramme du downmix.
La Table 4.5 donne le débit moyen sur l’ensemble des échantillons sonores pour chaque
type de codage et pour les trois types de paramètres spatiaux. On constate que le codage
différentiel ou prédictif donne de mauvais résultats sur les IPD et qu’il est préférable de
les laisser bruts après la quantification pour les coder entropiquement.
Lorsqu’on regarde les résultats sur chaque échantillon, on constate que pour certains
d’entre eux, le codage prédictif basé sur le downmix donne de plus mauvais résultats
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Table 4.5 – Débits moyens en kbps obtenus sans précodage, avec codage différentiel,
codage prédictif basé sur le spectrogramme du downmix et codage prédictif basé sur cha-
cune des matrices de paramètres
  sans codage différentiel préd. DMX préd. param 
IID 2,46 2,02 1,96 1,75 
ICC 1,77 1,38 1,34 1,23 
ICPD 2,10 2,07 2,08 2,04 
moyenne 2,11 1,82 1,80 1,68 
 
que le codage différentiel. Cela montre que les similarités dans la structure du spectro-
gramme du downmix ne correspondent pas forcément à des similarités dans la matrice des
paramètres. Cette remarque est particulièrement vraie pour l’ICC et l’IPD. L’IID est liée
à des propriétés énergétiques du signal du signal, aussi les similarités dans la structure du
spectrogramme de puissance correspond souvent à des similitudes dans la matrice d’IID.
En Figure 4.18, nous montrons les instants de prédiction np au cours du temps pour un
échantillon sonore particulier. La tendance linéaire de cette courbe montre que la plupart
du temps, le vecteur situé à n − 1 (cas du codage différentiel) est le meilleur prédicteur.
On remarque aussi que très souvent, c’est autour des transitoires que le meilleur vecteur
de prédiction se trouve ailleurs qu’en n− 1, à un instant où un évènement semblable s’est
produit. Toujours sur la même figure, en bas, le résidu du downmix obtenu à partir des
instants de prédiction np est affiché. Ce résidu est obtenu de la manière suivante
edmx[n] = s[n]− s[n− np] (4.23)
où s[n] est le vecteur colonne du spectrogramme à l’instant n.
On constate que les transitoires sont bien estompés dans ce résidu, ce qui n’est pas le
cas quand on calcule le résidu comme le simple différentiel un vecteur à l’instant n et à
l’instant n − 1. Ce dernier cas est d’ailleurs une technique que nous avons utilisée pour
mettre au point une méthode de détection de transitoires [JGL12]. L’énergie du résidu est
aussi plus faible que celle du résidu obtenu par codage différentiel.
En Figure 4.19 à 4.21, on donne les matrices des valeurs des paramètres spatiaux et
leurs distributions statistiques sans codage, avec la prédiction basée sur le downmix et en
codage différentiel. Au-dessus des distributions statistiques, nous indiquons l’entropie de
Shannon correspondante. Nous rappellons que l’entropie est maximale pour une source
dont les symboles sont équiprobables. Même si cette valeur peut donner une idée de la
hiérarchie des performances que pourra donner le codage entropique pour les différents
pré-codages, il n’y a aucune garantie qu’on trouve cette hiérarchie dans la pratique. C’est
d’ailleurs ce que nous avons souvent remarqué quel que soit le type de paramètre. L’en-
tropie des symboles quantifiés et sans pré-codage est fréquemment inférieure à celle où
les symboles sont pré-codés en différentiel ou avec la prédiction. Il faut garder à l’esprit
que l’entropie calculée ici évalue les statistiques des symboles d’un échantillon sonore pré-
cis, alors que lorsqu’on code de manière entropique, on utilise un dictionnaire généraliste
calculé sur plusieurs centaines d’échantillons.
Conclusions
Compte tenu de la complexité algorithmique, la réduction de débit n’est pas satis-
faisante. Seul le débit des IID est significativement réduit et encore, il peut arriver sur
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Figure 4.18 – En haut, les indices temporels de prédiction np au cours du temps en
fonction (en indice de trame). En bas, le spectrogramme de l’erreur de prédiction sur le
downmix
certains échantillons qu’il soit très légèrement supérieur.
Nous avons remarqué plus haut que les meilleurs prédicteurs sont souvent les vecteurs
à l’instant n − 1 sauf à l’emplacement des transitoires. Ainsi, pour améliorer l’efficacité
de la méthode, on pourrait imaginer ne conserver que les vecteurs autour des instants des
derniers transitoires et ainsi réduire considérablement les calculs et la mémoire nécessaires
à la recherche de vecteur de prédiction. Cette solution n’a pas été testée, mais pourrait
donner des résultats satisfaisants.
4.4.3 Quantification vectorielle
Dans cette partie, on s’intéresse aux représentations des indices spatiaux, d’une part
dans l’optique de les rendre plus efficaces pour le codage, et d’autre part pour les infor-
mations que peuvent donner ces représentations sur le contenu du signal spatial.
Quantification vectorielle Vs quantification scalaire
Dans l’état de l’art du Chapitre 2, nous avons vu que la quantification des indices spati-
aux se fait de manière scalaire uniforme pour l’ICPD et scalaire non-uniforme pour l’ICLD
et l’ICC. Ainsi, ces trois paramètres sont quantifiés de manière totalement indépendante,
ce qui a des avantages, mais aussi des inconvénients comme nous allons le voir.
Quantification vectorielle Plutôt que de considérer les trois indices spatiaux de manière
indépendante, on peut les considérer comme un vecteur à trois composantesX = [ICLD, ICC, ICPD].
Ainsi, pour une région spatiale temporelle l et une bande fréquentielle b données du signal
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Figure 4.19 – Comparaison de 3 codages pour l’IID et pour un échantillon donné.
audio, les indices spatiaux sont regroupés dans un vecteur spatial
Xl,b =
ICLDl,bICCl,b
ICPDl,b
 (4.24)
On peut donc représenter chaque région temps-fréquence du signal audio par ses coordon-
nées dans l’espace Euclidien à 3 dimensions formé par les trois types d’indices spatiaux.
La quantification vectorielle consiste alors à partitionner l’espace ainsi créé en cellules
indexées, et à associer un vecteur X à une cellule en lui attribuant son index. Il existe
de nombreuses méthodes de partitionnement et d’affectation des vecteurs d’entrée à une
cellule. Plusieurs d’entre elles peuvent être trouvées dans [AR92].
La souplesse de la quantification vectorielle dans le partitionnement de l’espace permet
de s’adapter au mieux à la distribution statistique du vecteur à quantifier. En d’autres
termes, elle permet de minimiser la distorsion de quantification en créant un maillage plus
serré dans les régions de l’espace où la densité de probabilité du vecteur est élevée, et
réciproquement dans les régions où elle est plus basse. Dans la pratique, la mesure de
distorsion globale est une moyenne à long terme sur les échantillons ou le temps. Dans le
cas de notre vecteur d’indice spatiaux défini en (4.24), la distorsion s’écrit
d¯ = lim
n→∞
1
B
n∑
l
B∑
b=1
d(Xl,b, Xˆl,b) (4.25)
où B est le nombre de bandes fréquentielles et d est une mesure de distorsion qui assigne
un coût non négatif d(x, xˆ) associé à la quantification d’un vecteur x quelconque en un
vecteur de reproduction (i.e quantifié) xˆ.
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Figure 4.20 – Comparaison de 3 codages pour l’ICC et pour un échantillon donné.
Quantification scalaire La quantification scalaire peut-être considérée comme un cas
particulier de la quantification vectorielle où les cellules appartiendraient à une classe
limitée de formes géométriques. Par exemple dans le cas d’un espace à deux dimensions,
les cellules sont toutes rectangulaires et dans le cas à trois dimensions, les cellules sont
toutes parallélépipèdes rectangles. La quantification vectorielle quant à elle permet de
créer des cellules de toutes formes. La géométrie régulière en rectangles pour les cellules
est loin d’être optimale en terme de distorsion (avec un critère de moindre carré de la
distance Euclidienne). Même dans le cas d’une distribution uniforme des vecteurs dans
l’espace et avec le même nombre de cellules, la quantification vectorielle permet d’obtenir
moins de distorsion en permettant d’autres géométries de cellules.
Qualité des approches pour le codage des indices spatiaux La quantification
scalaire permet de contrôler de manière indépendante et totale la distorsion sur chacun des
indices spatiaux, chose qu’on perd avec la quantification vectorielle. Cela permet d’appli-
quer aisément les résultats psychoacoustiques sur la résolution du système auditif humain
aux différents indices spatiaux. La quantification scalaire présentée dans la Section 2.3.2
a été établie en se basant sur ces derniers. Un autre aspect positif est la taille réduite du
dictionnaire de quantification et de déquantification, ainsi que la faible complexité des al-
gorithmes associés. Toutefois, cette approche ne permet pas d’exploiter les relations entre
paramètres spatiaux. En effet, certaines valeurs du triplet {ICLD, ICPD, ICC} ont très
peu d’occurrences, voire aucune occurrence, alors que d’autres en ont énormément.
La quantification vectorielle, outre les avantages cités précédemment, permet d’ex-
ploiter les dépendances linéaires ou non linéaires qui existent bel et bien entre les indices
spatiaux. C’était une des motivations principales pour explorer cette technique. Toute-
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Figure 4.21 – Comparaison de 3 codages pour l’IPD et pour un échantillon donné
fois, son application pratique s’est heurtée à plusieurs problèmes. Tout d’abord, comme
la construction du dictionnaire de code nécessite de connaitre la distribution statistique
des vecteurs, une phase d’apprentissage est nécessaire. Se pose alors la question de la con-
stitution de la base d’apprentissage : « Qu’est-ce qui est représentatif de la spatialisation
des signaux audio ? ». De la manière de faire l’apprentissage : « Doit-on appliquer une
pondération énergétique aux vecteurs spatiaux pour favoriser ceux qui sont associé à des
régions temps-fréquence de forte énergie ? », « Faut-il prendre en compte l’inconsistance de
l’ICPD aux fréquences hautes ? », et on peut poursuivre avec une multitude de questions
tout aussi pertinentes et auxquelles il est difficile de répondre.
En ce qui concerne la distribution statistique des vecteurs spatiaux, nous avons con-
staté que cette dernière varie énormément d’un signal stéréo à l’autre, ce qui n’a rien de
surprenant. En effet, selon la position des sources sonores et leurs interactions avec le mi-
lieu ambiant, les indices spatiaux qui reflètent la scène spatiale vont prendre des valeurs
différentes. Ainsi, d’un signal audio à l’autre, ou parfois même au sein d’un même signal
au cours du temps, les régions de l’espace occupées par les vecteurs spatiaux seront to-
talement différentes, à tel point qu’il semble quasi-impossible de créer un dictionnaire de
code et une segmentation de l’espace généraliste, car comme nous l’avons vu au Chapitre
3 il n’existe pas de règles générale en spatialisation. Un autre point à noter, et qui semble
favorable à première vue, est que l’hypothèse de stationnarité des vecteurs spatiaux est
souvent vérifiée au sein d’un même signal stéréo : en musique, les instruments conservent
souvent la même position tout au long d’un morceau, c’est aussi le cas dans la plupart
des conversations, mais moins pour le son destiné à l’image. Toutefois, dans l’optique
d’utiliser un dictionnaire de code généraliste, la stationnarité des signaux stéréo pris sé-
parément peut conduire à un très mauvais codage de la spatialisation pour l’ensemble du
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signal. En effet, dans le cas où la distribution de ses vecteurs spatiaux s’éloigne beaucoup
de celle des signaux d’apprentissage, ces derniers seront tous codés avec des cellules larges
et donc une distorsion (ou erreur de quantification) plus importante.
Ainsi, dans un schéma de codage « classique », la quantification vectorielle semble diffi-
cilement applicable pour coder les indices spatiaux. Une utilisation possible serait de créer
un dictionnaire de code dynamique adapté à la distribution statistique des vecteurs spati-
aux du signal à coder. On pourrait par exemple avoir une étape préalable d’apprentissage
des statistiques du signal à coder pour constituer un dictionnaire de code. Le diction-
naire serait ensuite envoyé au décodeur préalablement au codage des vecteurs spatiaux.
D’après nos expériences, on peut obtenir une meilleure résolution que dans le cas de la
quantification scalaire avec relativement peu de vecteurs dans le dictionnaire. Si on util-
isait le partitionnement de l’espace obtenu avec la quantification scalaire, le dictionnaire
de code comporterait 31× 8× 16 = 3968 vecteurs à 3 composantes. Pour établir la taille
du dictionnaire, il faut ensuite déterminer le nombre de bits nécessaire au codage des com-
posantes des vecteurs spatiaux du dictionnaire. Une manière de les allouer efficacement est
de considérer la largeur de la cellule pour chaque composante et de fixer un pourcentage
d’erreur de position de la composante du vecteur par rapport à cette largeur. Par con-
séquent, les vecteurs centroïdes des petites cellules sont codés avec plus de précision que
ceux des grandes cellules. En considérant un dictionnaire de 3968 vecteurs où les com-
posantes sont codées sur 16 bits en moyenne (ce qui est très élevé), on obtient une taille de
3968 ∗ 3 ∗ 16 ≈ 190 kbits, soit 6 secondes d’audio à 32 kbps, ce qui est évidemment beau-
coup trop pour du codage paramétrique. Le nombre de vecteurs nécessaire est très dur à
établir et dépend énormément du signal à coder. Le problème d’optimisation qui consiste
à déterminer le nombre de vecteurs à avoir pour obtenir une distorsion totale donnée n’est
pas simple. Dans tous les cas, le calcul de ce dictionnaire aurait un coût algorithmique
beaucoup trop important et les résultats que nous avons obtenus en choisissant différentes
tailles de dictionnaire de manière empirique, ne nous ont pas convaincu d’explorer davan-
tage cette solution. Toutefois, cette étude nous a permis de constater que la visualisation
des signaux audio dans cet espace des paramètres est très intéressante pour leur analyse et
peut déboucher sur des applications. C’est ce que nous détaillons dans la partie suivante.
4.4.4 Quelques modes de visualisation des signaux stéréo et leurs appli-
cations
Lors de notre étude de la quantification vectorielle, nous avons développé des outils
de visualisation des vecteurs spatiaux. Nous avons remarqué que ces représentations du
signal donnaient des informations très intéressantes sur le contenu de la scène spatiale,
les techniques de spatialisation utilisées où encore le nombre de sources sonores. Dans
cette partie nous présentons certaines de ces représentations et leur intérêt pour l’analyse
du contenu du signal, ainsi que quelques techniques mises au point à la suite de ces
observations.
4.4.5 Outil de visualisation des vecteurs spatiaux
Nous avons développé un outil de visualisation des vecteurs spatiaux sous Matlab R©.
Cet outil est illustré en Figure 4.22. Il permet de charger des échantillons stéréo et de
choisir différentes résolutions temporelles et fréquentielles pour l’analyse des paramètres
spatiaux. Une fois calculés, les paramètres peuvent être visualisés de différentes manières :
– dans un espace de dimension deux qui permet de visualiser les trois plans formés
par le triplet (IID, ICC, IPD) au choix, sous forme d’histogramme. Dans cette
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représentation, on choisit le nombre de subdivisions du plan pour chacune des deux
dimensions. Chaque cellule du quadrillage est représentée par une couleur représen-
tant le nombre de vecteurs spatiaux à l’intérieur de la cellule. Cette représentation
donne ainsi la distribution statistique des vecteurs dans chacun des plans. Une op-
tion permet d’appliquer un masque énergétique qui pondère la contribution d’un
vecteur spatial dans une cellule, en fonction de l’énergie de la composante T/F qui
a servi à le calculer.
– dans un espace à 3 dimensions où les vecteurs sont placés dans l’espace en fonction de
leurs coordonnées et représentés par un marqueur. Une option permet d’attribuer une
taille de marqueur proportionnelle à l’énergie de la composante T/F correspondante
du signal qui a servi au calcul des composantes.
Pour ces deux types de représentation, on peut choisir des segments temporels et fréquen-
tiels arbitraires pour lesquels les vecteurs spatiaux sont affichés. Ce filtrage permet de
sélectionner des moments particuliers du signal et les bandes fréquentielles qu’on veut anal-
yser. Une autre option supprime les vecteurs spatiaux associés à des énergies en dessous
d’un certain seuil qu’on peut régler.
Analyse d’échantillons stéréo constitués d’une source unique
Nous commençons par analyser un échantillon stéréo relativement simple, composé
d’une seule source fixe, spatialisée en balance d’amplitude à -6 dB. Sur la représentation
à 3 dimensions (Figure 4.23), on constate qu’en l’absence de filtrage un nuage de points
apparait autour de -6 dB et s’étend dans la direction des ICC. Pourtant, cet échantillon
ne comprend qu’une seule source audio spatialisée en balance d’amplitude et sans aucune
réverbération stéréo. On devrait donc uniquement constater un nuage de point très dense
autour d’une centroïde de coordonnées (IID, ICC, IPD) = (−6, 1, 0). En fait, il s’agit
des lobes secondaires du banc de filtre QMF décrit en partie 2.3.2. Ces composantes T/F
de faible énergie donnent des valeurs aléatoires aux paramètres spatiaux là où le signal
ne possède pas d’énergie. On supprime ces vecteurs spatiaux parasites en les rejetant si
les composantes énergétiques correspondantes du downmix sont en dessous d’un seuil très
faible. Dans la représentation en histogramme à 2 dimensions, cet outil de filtrage donne
aussi de bons résultats, de même que l’outil de pondération énergétique. Une fois nettoyé
des parasites, le contenu spatial apparait clairement (Figure 4.24). On retrouve bien les
caractéristiques de l’échantillon, à savoir une source spatialisée par balance de gain à -6
dB, et donc sans différence de phase et avec une parfaite corrélation entre les deux canaux.
Le second échantillon étudié est une scène spatiale formé de la même source placée à
un angle spatial équivalent si on considère une écoute au casque, mais à partir de HRTFs
mesurées en chambre anéchoïque. En Figure 4.25, on donne les histogrammes pour les
plans (IID, ICC) et (IID, IPD) avec filtrage des vecteurs spatiaux associés à de faibles
composantes énergétiques du signal. L’analyse visuelle permet d’identifier qu’il s’agit de
stéréo de phase. Il y a une option particulièrement intéressante pour analyser la stéréo
de phase avec notre interface lorsqu’on est dans le plan (IID, IPD). On peut en effet
sélectionner une fenêtre fréquentielle de taille arbitraire et la déplacer. Lorsqu’on effectue
cette opération des basses fréquences aux hautes fréquences, on voit la distribution des
vecteurs spatiaux partir du point (0, 0) et s’en éloigner dans le sens du déphasage entre
les canaux gauche et droit dans la direction des IPD (négatif si la source est spatialisée à
droite et inversement si elle est à gauche). Parallèlement, la distribution se décale dans le
sens des IID correspondant à la position spatiale de la source (négatif si elle est spatialisé
à droite et réciproquement). Ces résultats sont tout à fait conformes aux caractéristiques
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Figure 4.22 – Interface de l’outil d’analyse des vecteurs spatiaux
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Figure 4.24 – Histogramme des vecteurs spatiaux dans le plan (ICLD, ICC) pour une
source spatialisée en balance d’amplitude et avec filtrage par pondération énergétique
de la spatialisation binaurale. Aux basses fréquences la longueur d’onde du signal est trop
élevée pour que la tête produise une ombre acoustique et qu’une différence d’intensité
apparaisse entre les deux oreilles. L’ombre accoustique se produit donc davantage dans les
hautes fréquence. Ces deux phénomènes expliquent donc la trajectoire en diagonale dans le
plan de la distribution des vecteurs spatiaux, lorsqu’on fait varier la fenêtre fréquentielle
du bas vers le haut du spectre. Il faut noter qu’il y a une cohérence entre le sens de
déplacement sur l’axe des IPD et des IID. Dans le cadre de la stéréo de phase, on ne peut
qu’observer une distribution de vecteurs spatiaux qui se dirige dans le sens positif des IPD
et des IID s’il est spatialisé à gauche et réciproquement s’il est spatialisé à droite. Cette
cohérence est un indice important sur la consistance des vecteurs spatiaux qu’on est en
train d’observer.
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Figure 4.25 – Histogrammes de la distribution des vecteurs spatiaux pour une source
spatialisée en binaural
Analyse d’échantillons stéréo constitués de plusieurs sources
Dès lors qu’il y a plus d’une source active simultanément, il y a généralement concur-
rence T/F compte tenu de la faible résolution fréquentielle pour l’analyse des paramètres
spatiaux. Dans cette partie, on fera souvent le lien avec la Section 3.3 du Chapitre 3
sur la modélisation des scènes stéréo, concernant les erreurs d’estimations sur les indices
spatiaux.
Deux sources en balance d’amplitude Nous commençons par l’analyse d’une scène
spatiale formée de deux guitares à même volume sonore, jouant simultanément en harmonie
et spatialisées en balance d’amplitude à -26 et +6 dB. Le rapport harmonique fait que ces
sources présentent une forte concurrence T/F. L’analyse des histogrammes sans filtrage
(Figure 4.26) ne permet pas d’identifier clairement les sources à cause de la concurrence
T/F. En effet, si on observe le plan (ICLD, ICC), il semble exister une troisième source
à l’image spatiale large (car elle possède un ICC plus faible), située autour de 0 dB. Il
s’agit en fait d’une mauvaise estimation des indices spatiaux due à la concurrence T/F.
Dans l’histogramme, cette source fantôme semble même plus importante que la guitare
latéralisée à -26 dB, toutefois on ne la perçoit pas à l’écoute et la dégradation de l’image
spatiale n’est pas trop prononcée. On peut donc supposer que ces vecteurs spatiaux issus
d’une mauvaise estimation des indices spatiaux, proviennent de composantes T/F de faible
énergie.
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Figure 4.26 – Histogrammes de la distribution des vecteurs spatiaux pour deux sources
spatialisées en balance d’amplitude, sans pondération énergétique
En utilisant le filtrage par pondération énergétique (Figure 4.27), la source fantôme dis-
paraît totalement et les vraies sources apparaissent clairement. Cela confirme l’hypothèse
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formulée à l’écoute de l’extrait encodé : il s’agit bien de composantes de faible énergie.
Cet outil de filtrage a donc plusieurs intérêts pour l’analyse des signaux stéréo. Il permet
d’identifier les sources spatiales en réduisant le bruit causé par les erreurs d’estimation des
indices spatiaux. De plus, il permet de prédire si un échantillon risque d’être très dégradé
ou non par le codage spatial paramétrique.
Concernant la prédiction de la qualité de codage d’un échantillon, l’outil de filtrage par
seuillage énergétique est encore mieux adapté dans la mesure où on définit un seuil absolu
en dB, où le 0 correspond à la composante T/F qui a l’énergie la plus grande. Dans ce cas
précis, on constate qu’avec un seuil à -100 dB, les deux sources réelles de la scène spatiale
apparaissent clairement. Toutefois, il reste de nombreux vecteurs spatiaux associés à des
composantes T/F de forte énergie, même en montant le seuil jusqu’à -10 dB.
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Figure 4.27 – Histogrammes de la distribution des vecteurs spatiaux pour deux sources
spatialisées en balance d’amplitude, avec pondération énergétique.
Dans cet exemple précis et dans le plan (ICLD, ICC) de la Figure 4.26, on constate
une hyperbole qui relie les vecteurs spatiaux reflétant les indices spatiaux réels de deux
sources. Ce motif est très caractéristique de ce type de scènes, quelle que soit la nature des
sources qui la compose. Lorsque deux sources sont spatialisées en balance d’amplitude et
fortement latéralisées l’une de l’autre, la mauvaise estimation des indices spatiaux, due à
la concurrence T/F, produit ce motif qu’on peut expliquer simplement. En effet, lorsque
dans une région T/F donnée, l’énergie d’une des sources est prépondérante elle subit peu
de biais sur l’estimation de son ICLD. Il en va de même pour l’ICC dans la mesure où
l’énergie de la source est prépondérantes sur les deux canaux. Par contre, quand l’énergie
des deux sources est équivalente, l’ICLD résultant se retrouve entre les ICLD réels des
deux sources et la décorrélation entre les deux canaux est importante dans la mesure
où les sources sont indépendantes. On peut se reporter à la partie 3.3.1 du Chapitre 3
pour plus de détails sur l’estimation du biais des indices spatiaux dans les échantillons
spatialisés en balance d’amplitude.
Enregistrements musicaux complexes Au Chapitre 3, en introduction et en par-
tie 3.3.2, nous avons expliqué ce qu’est un enregistrement musical et à quel point il s’éloigne
d’une simple captation d’une scène réelle. L’analyse de tels échantillons stéréo n’est donc
pas aussi triviale que dans les cas traités juste avant. L’outil développé reste toutefois
capable d’analyser certaines caractéristiques importantes de ces signaux.
Il y a différents niveaux d’analyse pour ces signaux :
– Une analyse globale qui consiste à déterminer leurs caractéristiques générales ou
moyennes :
– type de spatialisation prédominant (stéréo d’amplitude ou stéréo de phase)
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– largeur de la scène spatiale
– complexité, au sens où il s’agit d’une scène triviale composée de peu de sources
ou non
– Une analyse fine qui permet d’obtenir plus de caractéristiques, mais qui n’est valable
que sur des segments T/F du signal. De plus, ces caractéristiques ne permettent pas
d’avoir une idée sur la manière dont la scène est constituée. Il s’agit de :
– la présence d’une ou plusieurs sources dans des régions T/F
– les dynamiques et stationnarités de la scène spatiale
Pour déterminer le type de spatialisation prédominant, la visualisation des histogrammes
sur les plans (ICLD, ICC) et (ICLD, ICPD) avec un filtrage par pondération énergétique
est généralement suffisante. Dans le cas où il s’agit de stéréo d’intensité, on observe une
ligne étroite suivant la direction de l’axe des ICLD, centrée en ICPD = 0. Dans le cas de la
stéréo de phase, cette distribution s’élargit et n’est pas forcément centrée en ICPD = 0. La
largeur de la scène quant à elle est donnée par la largeur de la distribution sur la direction
des ICLD. Enfin, on peut dire qu’une scène spatiale est complexe lorsque la distribution
dans le plan (ICLD, ICC) est large, sans discontinuité et s’étend dans la direction des
ICC.
Pour l’analyse fine, il est nécessaire de sélectionner des segments temporels relativement
courts pour visualiser les histogrammes (de 0 à 1 s). Le filtrage par pondération énergétique
permet d’augmenter le contraste des vecteurs d’intérêt et doit être utilisé. Cette dernière
à l’avantage, par rapport au filtrage par seuillage énergétique, de fonctionner de manière
relative, c’est à dire que les vecteurs spatiaux sont mis en contraste les uns par rapport aux
autres en fonction de l’énergie de leurs composantes T/F correspondantes dans le signal.
Au sein de ces segments temporels courts, on observe la distribution globale, puis bande
par bande de fréquence. Il est rare que les sources soient concurrentes sur l’ensemble des
bandes fréquentielles. En parcourant les bandes fréquentielles, on peut ainsi déterminer
avec plus ou moins de certitude combien de sources sont actives en même temps et quelles
régions T/F présentent une forte concurrence.
4.5 Conclusion
Dans ce chapitre, nous avons présenté plusieurs méthodes nouvelles pour améliorer la
qualité de codage et réduire le débit des paramètres spatiaux. L’ensemble de ces tech-
niques s’appuie principalement sur l’adaptation au contenu du signal audio. En codage
audio généraliste, nous ne disposons pas d’informations à priori sur les sources, aussi ces
adaptations aux caractéristiques du signal nécessitent des outils de détection et de clas-
sification. Nous avons ainsi développé une méthode de détection de transitoire efficace et
adaptée au codage spatial paramétrique. Nous avons aussi montré que l’énergie du résidu,
tel qu’il est calculé dans USAC [ISO12], nous permet d’obtenir un bon détecteur de régions
T/F qui présentent de fortes concurrences et latéralisation relative des sources.
Enfin, nous avons présenté des modes de visualisation des paramètres spatiaux, no-
tamment en les considérant comme des vecteurs. Nous avons montré que les outils de
visualisation des vecteurs spatiaux et de leur distribution statistique permettent de tirer
des informations sur les signaux stéréo étudiés. Par ces observations, on peut facilement
imaginer de nouvelles techniques de détection ou de classification, mais elles restent à
développer et à tester.
Chapitre 5
Codage audio stéréo résiduel
Dans les chapitres précédents, nous avons traité en profondeur le codage spatial paramétrique
basé sur un downmix accompagné de paramètres spatiaux. De nombreux travaux ont mon-
tré que ce type de codage permet rarement d’atteindre la transparence quels que soient les
débits attribués aux paramètres du modèle [BPKS05][FB03][Fal04]. Jusqu’à maintenant
nous n’avons pas évoqué les techniques de codage stéréo utilisable en codage généraliste
avec perte et qui permettent d’atteindre la transparence. La principale raison est qu’il n’en
existait pas d’aussi efficace et simple que M/S Stereo [Her04]. On note toutefois que des
approches basées sur l’inter-prédiction linéaire entre les deux canaux avaient été proposées
à cette fin, mais elles étaient assez peu efficaces comparées à leur complexité [Fuc93]. M/S
Stereo consistait simplement à coder la somme et la différence des canaux au lieu d’encoder
chacun des canaux. Cette transformation est entièrement inversible et permet, dans le cas
d’une image spatiale quasi monophonique, d’obtenir une diminution significative du débit
pouvant atteindre 50%. Les choses ont changé avec le standard MPEG USAC [ISO12] qui
a introduit un nouvel outil de codage stéréo basé sur le codage de la somme des canaux
et d’un résidu. Le résidu est calculé à partir d’une prédiction sur le signal somme et le
coefficient de prédiction est calculé à partir des paramètres spatiaux. Dans ce chapitre,
nous présentons cette nouvelle technique de codage stéréo avec résidu et nous faisons la
démonstration de la formule du coefficient de prédiction. Nous proposons aussi quelques
améliorations pour le codage du coefficient de prédiction et présentons une technique de
priorisation des bandes fréquentielles à allouer au codage stéréo avec résidu.
5.1 Le nouvel outil de codage stéréo résiduel dans USAC
Le standard MPEG USAC [ISO12] a introduit un nouvel outil de codage stéréo, avec
pour but initial d’assurer une transition continue en débit et en qualité entre le codage
spatial paramétrique et le codage résiduel. Par la suite, cet outil de codage stéréo a été
ajouté au codeur coeur, parallèlement à M/S Stereo qu’il surpasse en terme de diminution
du débit pour une qualité donnée [HPL11].
5.1.1 Principe
Au lieu de coder un canal gauche l et un canal droit r, on code le signal somme s = l+r2
et un résidu dres. dres est la partie du signal différence d = l−r2 qui est décorrélée du signal
somme s. Pour retrouver l et r nous utilisons les relations suivantes, fonctions du signal
somme s et différence d :
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Figure 5.1 – Représentation géométrique du vecteur résidu dres.
{
r = s− d
l = s+ d (5.1)
On peut considérer que le signal différence d est construit en deux partie : une partie
dépendant du signal somme s et une autre dres qui ne peut pas être prédite de s. On pose
alors
d = −α · s+ dres (5.2)
On peut voir ~s et ~dres comme des vecteurs d’une base orthogonale et le coefficient α comme
la projection de ~d sur ~s (voir Figure 5.1). L’expression du signal résiduel est la suivante
dres = d+ α · s (5.3)
On peut l’interpréter comme une prédiction de d à partir de s, avec un coefficient de
prédiction α et une erreur de prédiction dres.
A partir des equations (5.1), l’équation de reconstruction des signaux est donnée par[
l
r
]
=
[
1− α 1
1 + α −1
] [
s
dres
]
(5.4)
Dans la pratique, les signaux sont dans un domaine T/F et on calcule un résidu pour
chaque signal de sous-bande. On peut estimer le coefficient de prédiction α à partir des
paramètres spatiaux. La formule issue du standard USAC [ISO12] est donnée pour chaque
bande fréquentielle critique b et chaque région temporelle de paramètres spatiaux l :
αl,b =
1− ICLDl,blin − 2j · sin
(
ICPDl,b
)
· ICC l,b ·
√
ICLDl,blin
ICLDl,blin + 1 + 2 · ICC l,b · cos
(
ICPDl,b
)
·
√
ICLDl,blin
(5.5)
avec ICLDl,blin = 10ICLD/20.
5.1.2 Démonstration de la formule d’estimation du coefficient de pré-
diction α
Pour comprendre la nature de cette formule, on développe αl,m en utilisant les formules
des paramètres spatiaux données en partie 2.3.2.
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αl,m =
1−
kb+1−1∑
k=kb
|X1[k]|2
kb+1−1∑
k=kb
|X2[k]|2
− 2j · sin
(
ICPDl,m
)
·
kb+1−1∑
k=kb
|X1[k]||X2[k]|√
kb+1−1∑
k=kb
|X1[k]|2·
√
kb+1−1∑
k=kb
|X2[k]|2
·
√
kb+1−1∑
k=kb
|X1[k]|2√
kb+1−1∑
k=kb
|X2[k]|2
kb+1−1∑
k=kb
|X1[k]|2
kb+1−1∑
k=kb
|X2[k]|2
+ 1 + 2 ·
kb+1−1∑
k=kb
|X1[k]||X2[k]|√
kb+1−1∑
k=kb
|X1[k]|2·
√
kb+1−1∑
k=kb
|X2[k]|2
· cos
(
ICPDl,m
)
·
√
kb+1−1∑
k=kb
|X1[k]|2√
kb+1−1∑
k=kb
|X2[k]|2
(5.6)
En développant d’avantage, on obtient
αl,m =
kb+1−1∑
k=kb
|X2 [k] |2 −
kb+1−1∑
k=kb
|X1 [k] |2 − 2j · sin
(
ICPDl,m
)
·
kb+1−1∑
k=kb
|X1 [k] ||X2 [k] |
kb+1−1∑
k=kb
|X1 [k] |2 +
kb+1−1∑
k=kb
|X2 [k] |2 + 2 ·
kb+1−1∑
k=kb
|X1 [k] ||X2 [k] | · cos
(
ICPDl,m
)
(5.7)
Si on considère le cas kb = kb+1−1 , le dénominateur correspond exactement à |X1 +X2|2,
soit |S|2. On peut alors écrire (5.7) de la manière suivante
αl,m =
|X2|2 − |X1|2 − 2j · sin
(
ICPDl,m
)
· |X1||X2|
|S|2 (5.8)
En observant la Figure 5.1, nous pouvons exprimer α en fonction des vecteurs ~d et ~s :
α =
~d. (−~s)
‖~s‖2 (5.9)
En passant en notation complexe, (5.9) devient
α = (L−R) · (−L−R)|S|2 =
|R|2 − |L|2 − 2j · sin
(
ICPDl,m
)
· |L||R|
|S|2 (5.10)
On retrouve l’équation (5.8), ce qui démontre que la formule (5.5) est une estimation de
la projection de ~d sur −~s. Cette estimation est exacte dans le cas où il n’y a qu’une bande
fréquentielle et un échantillon temporel par sous-bande. Dans la représentation QMF ce
n’est jamais le cas, il y a au moins plusieurs échantillons temporels, et selon les sous-
bandes, plusieurs bandes fréquentielles. L’estimation de la formule (5.8) conserve quand
même la même signification, mais pour les valeurs complexes X˜1[b] et X˜2[b] moyennes,
résultant de la somme sur les indices temporels et fréquentiels.
5.1.3 Utilisation dans USAC
Il y a deux types d’utilisation dans USAC. Au sein de l’outil de codage stéréo paramétrique
pour les bas débits (inférieurs à 64 kbps) et au sein du codeur coeur pour les débits
supérieurs.
Précédemment, nous avons détaillé le cas de l’utilisation dans l’outil de codage stéréo
paramétrique. Le coefficient de prédiction α est estimé à partir des paramètres spatiaux
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et n’est donc pas transmis au décodeur. Seuls le downmix obtenu par simple somme des
canaux, le résidu et les paramètres spatiaux sont transmis. Le standard permet de choisir
la bande critique en-dessous de laquelle on utilise le résidu, mais il ne permet pas de choisir
un ensemble de bandes arbitraire. Au dessus de cette bande critique, un codage spatial
paramétrique est utilisé. Le choix de cette bande permet de contrôler la proportion de
signal codé en paramétrique et en résiduel. On peut ainsi adapter facilement le débit et la
qualité audio.
Pour les débit supérieurs à 64 kbps, cette technique est utilisée dans le codeur coeur
stéréo comme alternative à M/S Stereo ou au codage des deux canaux bruts. Elle est
nommée Complex Stereo Prediction dans le standard USAC. Pour chaque trame, on peut
définir quel type de codage stéréo utiliser. Le résidu est calculé à partir de la formule (5.3)
et le coefficient de prédiction est calculé à partir des canaux gauche et droit dans le
domaine MDCT. Toutefois, ce calcul n’est pas direct car dans le domaine MDCT les
signaux sont réels. Il est alors nécessaire de calculer la MDST (Modified Discrete Sine
Transform) pour disposer d’une représentation complexe des signaux. Afin de réduire la
complexité de cette opération, le standard USAC propose une estimation de cette MDST
à partir de la MDCT filtrée par un filtre à réponse impulsionnelle infinie (partie 7.7.2.3.1
de [ISO12]). Cette méthode a été proposée par Chen et on peut se reporter à [CHZ09]
pour plus de détails. Les parties réelles et imaginaires des coefficients de prédiction sont
quantifiés uniformément avant d’être mis en trame.
5.1.4 Proposition d’implémentation du codeur USAC
MPEG USAC définit uniquement l’implémentation du décodeur, mais pas celle de
l’encodeur. L’implémentation de ce résidu fait apparaître des problématiques liées à la
compression avec perte du downmix, à la quantification et au lissage des paramètres spa-
tiaux. Nous proposons d’analyser ces problématiques et de définir une implémentation de
qualité pour l’encodeur.
Codage résiduel dans l’outil de codage stéréo paramétrique
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Figure 5.2 – Schéma fonctionnel de l’encodeur et du décodeur Unified Stereo. Implémen-
tation « naïve » du codeur
Imaginons une première implémentation « naïve » décrite par le schéma fonctionnel de
la Figure 5.2. A l’encodeur, le résidu est calculé à partir du downmix S non encodé et des
paramètres spatiaux non quantifiés p. On constate alors que les paramètres spatiaux pQL
et le downmix Sd, à l’entrée du bloc Unified Stereo du décodeur, ne sont pas les mêmes que
ceux qui ont servi à calculer le résidu à l’encodeur. Le downmix est dégradé suite au codage
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par le codeur cœur. Ces dégradations sont d’autant plus importantes que la compression est
forte. Le résidu lui-même est dégradé par le codeur cœur et les dégradations sont différentes
de celles du downmix. Les paramètres spatiaux sont codés avec une très faible résolution
T/F et une quantification importante. De plus, ces derniers sont interpolés linéairement
au décodeur de manière à éviter les artéfacts durant la synthèse spatiale. Ainsi, dans cette
implémentation, les coefficients de prédiction calculés au décodeur à partir des paramètres
spatiaux ne sont pas les mêmes que ceux qui ont servi à calculer le résidu à l’encodeur.
Nous proposons une implémentation qui corrige ces défauts en Figure 5.3. On calcule les
paramètres quantifiés et interpolés pQL et le downmix décodé Sd au niveau de l’encodeur.
Ainsi, nous utilisons les mêmes signaux et paramètres que le décodeur pour le codage. En
contre partie, on ajoute beaucoup de complexité et de délai à l’encodeur, principalement
à cause du décodeur cœur mono. L’interpolation linéaire des paramètres spatiaux quan-
tifiés, introduite au codeur, est bénéfique car elle améliore la décorrélation du résidu tout
en assurant l’identité avec les paramètres au niveau du décodeur. Dans ce schéma, seul
l’encodage du résidu par l’encodeur cœur empêche d’obtenir une reconstruction parfaite.
Afin de déterminer si le décodage du downmix à l’encodeur est important pour la
qualité audio, nous avons mené un test d’écoute subjectif informel. Nous avons comparé
une version qui suit exactement le schéma de la Figure 5.3 avec une version qui est basée sur
le même schéma, mais sans le décodage du downmix pour le calcul du résidu à l’encodeur,
comme illustré en Figure 5.4. Pour les deux versions encodées, nous avons utilisé un débit
de 64 kbps avec utilisation de l’outil de codage résiduel jusqu’à 12 kHz. Au-delà de cette
fréquence on utilise SBR [ISO03a] et les signaux audio à l’entrée de l’encodeur cœur sont
amputés de leur contenu fréquentiel au-dessus de 12 kHz (soit la moitié de la fréquence
d’échantillonnage d’origine). A l’écoute, nous n’avons pas noté de différences entre les deux
versions encodées des 20 extraits sonores de notre test. Compte-tenu de la complexité
et du délai supplémentaire, nécessaire au décodage du downmix dans le décodeur, nous
conseillons d’utiliser le schéma de codage de la Figure 5.4.
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Figure 5.3 – Schéma fonctionnel du codeur et du décodeur Unified Stereo. Proposition
d’implémentation avancée du codeur
Enfin, si on analyse la formule d’estimation de α en (5.5), on constate des symétries
et antisymétries de la partie réelle et de la partie imaginaire en fonction de l’ICLD et
de l’ICPD. Sur la Figure 5.5, on représente les parties réelle et imaginaire en fonction
de l’ICLD et de l’ICPD pour un ICC de 0, 7. La partie réelle possède une symétrie par
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Figure 5.4 – Schéma fonctionnel du codeur et du décodeur Unified Stereo. Proposition
d’implémentation finale du codeur
rapport à l’axe des ICPD et une antisymétrie par rapport à l’axe des ICLD. La partie
imaginaire possède une symétrie par rapport à l’axe des ICLD et une antisymétrie par
rapport à l’axe des ICPD. Ces symétries et antisymétries démontrent que le codage des
coefficients de prédiction via le codage des paramètres spatiaux est loin d’être optimal. Sur
la Figure 5.5, en violet, nous avons aussi fait apparaître les valeurs quantifiées de l’ICLD
et de l’ICPD définie dans USAC. Cette quantification donne un bon échantillonnage du
coefficient de prédiction, ce qui est caractérisé par une forte densité de points là où la
surface présente de fortes variations. Toutefois, en faisant varier l’ICC, on constate que
l’erreur de quantification n’est pas constante et augmente avec la valeur d’ICC. Ainsi,
compte-tenu de l’utilisation de cet outil de codage prédictif dans la pratique, on peut
penser qu’il n’était pas nécessaire dans le standard USAC de conserver les paramètres
spatiaux dans les bandes codées en résiduel. Le seul avantage serait de permettre au
décodeur de choisir s’il utilise juste les paramètres spatiaux pour reproduire une image
stéréo, ou s’il utilise le résidu en calculant les coefficients de prédiction à partir de ces
paramètres. Dans la pratique, cette souplesse n’est pas exploitable car dans MPEG les
choix de codage sont faits à l’encodeur. De plus, elle semble superflue par rapports aux
avantages de coder les coefficients de prédiction d’une manière plus efficace et qui permette
de contrôler l’erreur de quantification. Dans la partie suivante, nous verrons d’ailleurs que
dans le cadre de l’introduction de cet outil dans l’encodeur cœur, un choix de codage
différent a été fait pour les coefficients de prédiction.
Codage résiduel dans l’encodeur cœur
La définition du bitstream et du décodeur par le standard laisse moins d’ambiguïté
pour l’implémentation de cet outil à l’encodeur qu’elle n’en laissait pour celui traité juste
avant. Comme nous l’avons évoqué dans la partie 5.1.3, le calcul du résidu s’effectue dans le
domaine MDCT et nécessite une estimation de la MDST pour obtenir une représentation
complexe du signal, tel que X1 = XMDCT1 + jXMDST1 et X2 = XMDCT2 + jXMDST2 . Le
coefficient de prédiction est alors calculé à partir de l’équation (5.10) et en développant
on obtient
|X2|2 − |X1|2 − 2jIm
{
X1X¯2
}
|X1 +X2|2 (5.11)
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Pour alléger les notations, nous n’indiquons pas les indice temporels et fréquentiels. Cette
formule est valable pour chaque sous-bande en incluant les sommations temporelles et
fréquentielles correspondant au nombre de bandes fréquentielles dans la sous-bande et au
nombre d’échantillons temporels dans la trame.
Le standard impose une quantification uniforme avec un pas de 0, 1 pour la partie réelle
et imaginaire des coefficients de prédiction. Les coefficient sont codés en différentiel dans
le temps, par rapport à l’échantillon précédent au sein d’une même bande fréquentielle,
ou bien en différentiel en fréquence, par rapport à la bande fréquentielle voisine. Comme
pour le calcul du résidu dans l’outil de codage stéréo paramétrique, il est nécessaire de
calculer le résidu à l’encodeur à partir des coefficients de prédiction quantifiés.
5.2 Stratégie d’optimisation de l’allocation des bandes résidu-
elles
Dans l’outil de codage stéréo paramétrique, le standard MPEG USAC [ISO12] permet
de choisir l’indice fréquentiel en-dessous duquel on utilise le codage résiduel pour toutes
les bandes. Toutefois, cette implémentation n’exploite pas au mieux la bande passante.
En effet, il est plus intéressant de fixer le nombre de sous-bandes maximum pour lequel
on peut utiliser du codage résiduel et de donner la priorité aux sous-bandes qui auront
un maximum de répercussion sur la qualité perçue. Dans la partie suivante, nous étudions
quel critère de priorisation utiliser.
5.2.1 Critère de priorisation des bandes à allouer
Dans la pratique, pour les fichiers encodés fournis pendant le développement de MPEG
USAC, l’outil de codage stéréo paramétrique est toujours utilisé parallèlement à SBR. Il
est utilisé jusqu’à 32 kbps lorsque le résidu n’est pas utilisé et 64 kbps lorsque le codage
résiduel est utilisé sur tout le bas du spectre où n’agit pas SBR. Pour des débits supérieurs,
l’impossibilité d’arriver à la transparence avec ces techniques les rend sous-optimales.
L’utilisation de SBR empêche d’utiliser le codage résiduel pour le haut du spectre. En
effet, SBR supprime le contenu du signal audio au-dessus d’une certaine fréquence et le
remplace par une représentation paramétrique. Le signal downmix et le résidu seraient
complètement détériorés pour ces fréquences et ne possèderaient plus les mêmes relations
entre eux. Pour ces fréquences, on encode donc uniquement le downmix et la spatialisation
est faite avec les paramètres spatiaux. Ainsi, pour notre étude, nous partons du principe
que le résidu n’est utilisé que sur la moitié du spectre, soit jusque 12 kHz pour des signaux
d’entrée à 48 kHz.
On propose de coder en priorité le résidu dans les bandes pour lesquelles il est le plus
énergétique. Dans les autres bandes, on utilise le codage spatial paramétrique. Cette idée
simple est motivée par plusieurs raisons. La première concerne le codage du résidu par
le codeur cœur. Si le résidu possède de faibles énergies sur certaines bandes, le codage
AAC [ISO99] utilise beaucoup plus de débit que si l’énergie de ces bandes était nulle, afin
de pouvoir être en mesure de reconstituer le signal. On a donc tout intérêt à supprimer les
composantes les plus faibles du résidu et à ne conserver que les composantes fortes pour
optimiser le codage. Une autre motivation vient de la nature du résidu. Nous avons vu que
le résidu est la partie de l’information du signal différence qui ne peut pas être représentée
à partir du downmix. Or, dans le codage spatial paramétrique, toutes les informations
de forme d’onde sont portée par le downmix. Ainsi, moins le codage spatial paramétrique
restitue les formes d’onde des canaux d’origine correctement, plus le résidu est énergétique
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relativement au downmix. En sélectionnant les bandes les plus énergétiques pour le codage
résiduel, on améliore la fidélité des formes d’ondes des canaux reconstruits par rapports
aux originaux, et on améliore donc la qualité audio.
Algorithme de priorisation des bandes à coder en résiduel
Pour chaque bande fréquentielle, on s’intéresse à l’énergie absolue du résidu et à son
énergie relative par rapport au downmix. On code en priorité le résidu pour les bandes où
il est le plus énergétique. Au cas où la différence d’énergie absolue entre deux bandes est
en dessous d’un certain seuil, on code en priorité la bande où l’énergie relative au downmix
est la plus élevée.
La première étape consiste à calculer le résidu pour chaque bandes fréquentielles de
la première moitié du spectre en utilisant les formules (5.3) et (5.5). Dans le domaine
QMF hybride, le calcul du résidu est obtenu à partir de l’équation (5.3) et s’effectue de la
manière suivante pour chaque bande critique b :
Dbres[k][n] = X1[k][n]−X2[k][n] + α[b] · (X1[k][n] +X2[k][n]) (5.12)
pour k ∈ [kb, kb+1 − 1], où b est l’indice de la bande critique où est calculé α, kb l’indice
de la première bande fréquentielle du domaine QMF hybride incluse dans la bande b.
L’énergie du résidu en décibels est ensuite estimée pour chaque bande critique b :
pdBDres [b] = 10 log10
kb+1−1∑
k=kb
N−1∑
n=0
Dres[k][n]D∗res[k][n]
 (5.13)
où N est la taille de la trame en nombre d’échantillons temporels dans le domaine QMF
hybride.
On trie les indices de bande critique b par énergies pdBDres [b] décroissantes. On obtient
ainsi un nouvel ensemble d’indices par permutation qu’on indexe par la variable m, et on
associe une fonction f qui retourne la valeur de la bande critique associée à l’indicem, telle
que f(m) = b. Pour chaque indice m, on calcule la différence δi = pdBDres [m]− pdBDres [m+ i],
avec i = 1 pour la première itération. Si δi ≥ ∆p, où ∆p est un seuil énergétique fixé
expérimentalement, on intervertit f(m) et f(m + 1), c’est à dire que la bande b associée
à m conserve sa priorité au codage, puis on passe à l’indice m suivant et on recommence
l’étape précédente, sinon on calcule les rapports d’énergie ψ entre le résidu et la somme
des canaux pour les bandes m et m+ i pour savoir s’il faut les intervertir :
ψ[m] =
pdBDres [m]
pdBS [m]
(5.14)
Si ψ[m] < ψ[m + i], on intervertit f(m) et f(m + i). On incrémente i de 1 et on
recommence les étapes précédentes jusqu’à ce que δi ≥ ∆p, puis on passe à l’indice m
suivant. L’algorithme s’arrête lorsqu’on atteint l’indice m correspondant au nombre de
bandes qu’on souhaite coder en résiduel plus un. Les bandes critiques b sont alors triées
par ordre de priorité pour le codage stéréo avec résidu.
5.2.2 Codage cœur du résidu
Le résidu est calculé dans le domaine QMF hybride, mais il est codé par le codeur
cœur dans le domaine MDCT. Cette manière de faire peut rendre le codage du résidu
sous-optimal. En effet, comme les fréquences de coupure des bandes critiques b et des
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bandes MDCT diffèrent, les bandes peuvent se chevaucher et la parcimonie obtenue dans
la représentation QMF hybride (à partir de laquelle sont regroupée les bandes critiques)
peut disparaître dans la représentation MDCT. Le codage du résidu nécessiterait alors
plus de débit pour être codé en l’absence de parcimonie pour arriver à une même qualité
que si la parcimonie était préservée entre le QMF hybride et la MDCT. On propose ici
d’étudier ce phénomène.
Soit fs, la fréquence d’échantillonnage du signal audio. On pose l’hypothèse que la
partie du spectre au-dessus de fs4 est codée de manière paramétrique avec SBR. Le résidu
est alors seulement calculé jusque fs4 et sa fréquence d’échantillonage en entrée de l’en-
codeur cœur est divisée par deux, soit fs2 . Nous considérons la configuration par défaut
où l’encodeur cœur utilise une MDCT qui produit 1024 bandes uniformes [3GP07b]. Les
fréquences de coupure sont alors situées à chaque multiple de fs4096 , soit environ 11, 7 Hz
pour un signal d’entrée échantillonné à 48 kHz. Le tableau 5.6 donne les fréquences de
coupure des 71 bandes du QMF hybride. Le tableau 5.7 donne les fréquences de coupure
pour les 28 bandes critiques, obtenues par regroupement des bandes QMF hybride. On
constate que la résolution fréquentielle maximale est de fs1024 , soit quatre fois inférieure à
la résolution de la MDCT. De plus, toutes les fréquences de coupure sont des multiples de
fs
4096 . Les fréquences de coupure correspondent donc à celles de la MDCT et la parcimonie
au sein du QMF hybride ou des bandes critiques est conservée dans la MDCT.
En conclusion, la coïncidence des fréquences de coupure entre le QMF hybride et la
MDCT utilisée permet d’exploiter pleinement la parcimonie obtenue dans QMF hybride,
lors de l’utilisation de notre méthode décrite en 5.2.1.
5.2.3 Tests et résultats
Pour nos tests, nous comparons deux versions de codage avec un test d’évaluation de
qualité subjective suivant les recommandations ITU-R BS.1284-1 [ITU03]. Une version dite
« standard » et une version « améliorée » qui comprend l’allocation dynamique des bandes
à coder en résiduel. Pour les deux versions, nous utilisons le schéma de codage suivant : les
signaux gauche et droit, préalablement transformés dans le domaine QMF hybride, sont
utilisés en entrée de l’outil de codage spatial. Ce dernier calcule le résidu jusqu’à la moitié
du spectre, le downmix et les paramètres spatiaux sur tout le spectre. Le downmix est
envoyé en entrée du bloc SBR qui calcule les paramètres SBR pour resynthétiser la partie
supérieure du spectre au décodeur. Le downmix et le résidu sont ensuite sous-échantillonnés
d’un facteur deux, avant d’être encodés par l’encodeur cœur AAC. L’encodeur cœur prend
une consigne de débit cible et procède ensuite à l’allocation de bits pour le codage du
spectre [ISO99].
Pour les deux types de codage, on compare à chaque fois deux versions codées avec
un même nombre de bandes résiduelles Nres et un même débit cible pour l’encodeur cœur
AAC. La différence de codage est la suivante
– Codage « standard » : les bandes codées en résiduel sont les Nres premières bandes
basses du spectre.
– Codage « amélioré » : les Nres bandes codées en résiduel sont sélectionnées par
l’algorithme de priorisation décrit en partie 5.2.1.
Par manque de temps, nos résultats sont basés sur des écoutes informelles. Pour étudier
la validité des hypothèses de notre méthode, nous avons fait nos tests sur des extraits audio
que nous avons créés à partir de samples d’instruments de musique, afin qu’ils contiennent
des sources spatialisées à des positions différentes et présentant des concurrence T/F sur
différentes bandes fréquentielles au cours du temps. Nous avons limité le nombre de bandes
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allouées au codage du résidu à 10, en commençant par faire des tests avec une bande
allouée, puis en augmentant de un à chaque fois.
Pour un faible nombre de bandes allouées au résidu, notre méthode améliore la qualité,
en dehors d’artéfacts générés que nous évoquerons plus bas. Au-delà d’un certain nombre
de bandes allouées, la méthode standard monte suffisamment haut en fréquence pour
coder en résiduel l’essentiel du contenu énergétique du signal, limitant ainsi la perception
de différence de qualité avec la méthode améliorée.
Avec la méthode améliorée, nous avons toutefois noté quelques artéfacts qui pouvaient
être assez audibles. Nous avons constaté des sauts de positions de sources dans l’image
spatiale ou des discontinuités dans le timbre. Nous pensons que ces phénomènes sont
liés à la transition d’une bande fréquentielle, d’une trame à la suivante, entre le codage
résiduel et le codage spatial paramétrique, lorsque l’algorithme change la priorisation des
bandes à coder en résiduel. Nous n’avons pas eu le temps d’explorer des méthodes pour
corriger ce défaut de l’algorithme. Toutefois, nous pensons qu’un critère sur l’énergie des
bandes candidates à un changement de codage pourrait suffir à corriger le problème sans
nuire au fonctionnement de notre méthode. Nous envisageons la solution suivante : lorsque
notre algorithme passe à la trame suivante, il conserve la table des indices priorisés de la
trame précédente, puis il calcule les nouveaux indices priorisés dans une deuxième table.
Pour chaque indice qui va disparaître du tableau des indices priorisés, on vérifie que son
énergie sur la trame courante est en dessous d’un certain seuil. Dans le cas contraire, on
le maintient dans le tableau des indices à coder en résiduel, au détriment du plus mauvais
candidat au codage résiduel qui venait d’être sélectionné par l’algorithme sur la trame
courante.
5.3 Conclusion
Dans ce chapitre, nous avons présenté l’outil de codage stéréo résiduel du standard
MPEG USAC. En l’absence de normalisation de l’encodeur par MPEG, nous avons proposé
une implémentation d’un tel encodeur qui soit compatible avec le décodeur. Par la suite,
nous avons développé une nouvelle méthode de codage basée sur cet outil, mais non com-
patible avec le standard, où notre algorithme priorise les bandes à coder en résiduel. Cette
approche semble prometteuse quand le nombre de bandes à allouer au codage résiduel est
limité, malgré l’apparition d’artéfacts. Toutefois, des travaux ultérieurs devront être menés
pour vérifier si les artéfacts générés par cette méthode peuvent être supprimés, notamment
avec l’idée que nous proposons à la fin de la section 5.2.
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Figure 5.5 – Coefficient de prédiction α en fonction de l’ICLD et de l’ICPD pour un ICC
de 0, 7.
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k Fréq. Coupure 
(en % de fS) 
Fréq. Coupure 
(à 48 kHz) 
Largeur de bande 
(à 48 kHz) 
1 1/1024 46,875 46,875 
2 2/1024 93,75 46,875 
3 3/1024 140,625 46,875 
4 4/1024 187,5 46,875 
5 6/1024 281,25 93,75 
6 8/1024 375 93,75 
7 12/1024 562,5 187,5 
8 16/1024 750 187,5 
9 20/1024 937,5 187,5 
10 24/1024 1125 187,5 
11-71 (k-7)/128 (k-7)/375 375 
 
b Fréq. Coupure 
(en % de fS) 
Fréq. Coupure 
(à 48 kHz) 
Largeur de bande 
(à 48 kHz) 
1 2/1024 93,75 93,75 
2 4/1024 187,5 93,75 
3 6/1024 281,25 93,75 
4 8/1024 375 93,75 
5 12/1024 562,5 187,5 
6 16/1024 750 187,5 
7 20/1024 937,5 187,5 
8 24/1024 1125 187,5 
9 32/1024 1500 375 
10 40/1024 1875 375 
11 48/1024 2250 375 
12 56/1024 2625 375 
13 64/1024 3000 375 
14 72/1024 3375 375 
15 80/1024 3750 375 
16 88/1024 4125 375 
17 96/1024 4500 375 
18 112/1024 5250 750 
19 128/1024 6000 750 
20 144/1024 6750 750 
21 160/1024 7500 750 
22 184/1024 8625 1125 
23 208/1024 9750 1125 
24 240/1024 11250 1500 
25 280/1024 13125 1875 
26 328/1024 15375 2250 
27 384/1024 18000 2625 
28 512/1024 24000 6000 
 
Figure 5.6 – Fréquences de coup et largeur des band s fréquentielles du banc de filtres
QMF hybride à 71 bandes.
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k Fréq. Coupure 
(en % de fS) 
Fréq. Coupure 
(à 48 kHz) 
Largeur de bande 
(à 48 kHz) 
1 1/1024 46,875 46,875 
2 2/1024 93,75 46,875 
3 3/1024 140,625 46,875 
4 4/1024 187,5 46,875 
5 6/1024 281,25 93,75 
6 8/1024 375 93,75 
7 12/1024 562,5 187,5 
8 16/1024 750 187,5 
9 20/1024 937,5 187,5 
10 24/1024 1125 187,5 
11-71 (k-7)/128 (k-7)/375 375 
 
b Fréq. Coupure 
(en % de fS) 
Fréq. Coupure 
(à 48 kHz) 
Largeur de bande 
(à 48 kHz) 
1 2/1024 93,75 93,75 
2 4/1024 187,5 93,75 
3 6/1024 281,25 93,75 
4 8/1024 375 93,75 
5 12/1024 562,5 187,5 
6 16/1024 750 187,5 
7 20/1024 937,5 187,5 
8 24/1024 1125 187,5 
9 32/1024 1500 375 
10 40/1024 1875 375 
11 48/1024 2250 375 
12 56/1024 2625 375 
13 64/1024 3000 375 
14 72/1024 3375 375 
15 80/1024 3750 375 
16 88/1024 4125 375 
17 96/1024 4500 375 
18 112/1024 5250 750 
19 128/1024 6000 750 
20 144/1024 6750 750 
21 160/1024 7500 750 
22 184/1024 8625 1125 
23 208/1024 9750 1125 
24 240/1024 11250 1500 
25 280/1024 13125 1875 
26 328/1024 15375 2250 
27 384/1024 18000 2625 
28 512/1024 24000 6000 
 
Figure 5.7 – Fréquences de coupure et largeur des 28 bandes critiques au sein desquelles
est calculé le résidu.

Chapitre 6
Conclusion
6.1 Résumé de la thèse
Plusieurs techniques d’amélioration du codage stéréo des codeurs audio ont été pro-
posées dans cette thèse. Notre approche principale a été d’étudier les techniques de pro-
duction des enregistrements audio stéréo commerciaux, et plus particulièrement comment
est réalisé le mixage des sources pour produire une image spatiale. A partir de cette étude,
nous avons établi quelques modèles paramétriques de tels signaux stéréo et les avons con-
frontés aux modèles paramétriques spatiaux existants, davantage basés sur des modèles
perceptifs. Les similitudes et les différences entre les modèles de signaux stéréo et les mod-
èles perceptifs nous ont permis de mettre en évidence des limites des modèles perceptifs,
notamment pour préserver totalement les formes d’onde du signal stéréo, et au-delà, la
perception de l’image spatiale. Nos propres expériences et la littérature scientifique sont
venues compléter notre étude théorique sur les défauts des codeurs spatiaux paramétriques.
Des cas de signaux stéréo particulièrements critiques pour la qualité du rendu audio de
ces codeurs ont alors été trouvés. Nous nous sommes alors concentrés sur l’amélioration
du codage de ces signaux. Notre axe d’étude secondaire a été l’optimisation du débit en
paramètres spatiaux. Nous avons mis au point quelques techniques qui permettent de
réduire ce débit sans affecter la qualité audio.
Dans le cas de codage spatial paramétrique de Parametric Stereo, MPEG Stereo et
USAC, nous avons amélioré la qualité de codage et la spatialisation en adaptant la seg-
mentation du signal pour l’estimation des paramètres et l’interpolation des paramètres de
synthèse au décodeur. Cette stratégie de codage dynamique est basée sur la détection des
transitoires forts et évite que l’énergie de ces derniers ne soit dispersée spatialement. Nous
avons ainsi obtenu une amélioration de la spatialisation et de la netteté des attaques. Par
la suite, en exploitant l’effet de précédence, nous avons montré qu’on ne dégrade pas la
qualité de codage spatial en diminuant la résolution temporelle des paramètres spatiaux
sur les fenêtres d’analyse calées sur des transitoires forts. Nous avons ainsi obtenu une
réduction significative du débit en paramètres spatiaux. Plus l’extrait sonore était riche en
attaques courtes, plus la réduction était forte. Cette technique peut-être complémentaire
avec d’autres techniques de réduction du débit. Le couplage de notre méthode à une méth-
ode psychoacoustique sur les seuils d’audibilité des IID, a permis de réduire davantage le
débit. Lors de nos tests, nous avons obtenu une réduction du débit supérieure à chacune
des techniques appliquées séparément. La réduction moyenne est pratiquement égale à
la somme des réductions moyennes de chacune des deux techniques séparées. La qualité
audio n’est perceptivement pas affectée par leur utilisation combinée.
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Le cas des signaux stéréo comportant des sources fortement latéralisées en balance
d’amplitude et concurrentes en fréquence s’est révélé particulièrement critique pour le
rendu des codeurs paramétriques spatiaux. La concurrence T/F est en partie liée aux
résolutions des transformées T/F utilisées. Nous avons alors développé une technique
de codage des paramètres spatiaux qui utilise une résolution fréquentielle dynamique.
Lorsqu’on détecte deux sources principales fortement latéralisées au sein d’une bande cri-
tique, les paramètres sont calculés sur des sous-bandes de cette dernière. L’augmentation
du nombre de bandes fréquentielles est compensée par la baisse de résolution et la sup-
pression de certains paramètres spatiaux dans ces bandes, justifiées par l’hypothèse forte
sur la configuration spatiale des sources dans ces régions T/F. Avec cette méthode nous
avons amélioré significativement la qualité de codage de ces signaux.
Nous avons aussi présenté une nouvelle technique de codage stéréo issue de MPEG
USAC et basée sur une approche prédictive. Le signal différence des canaux gauche et
droit est prédit à partir du signal somme des canaux. Les coefficients de prédiction sont
calculés à partir des paramètres spatiaux. Nous avons montré que l’utilisation du résidu
n’est pas optimale dans le cas où la technique n’est pas utilisée sur toute la bande passante.
Par conséquent, nous avons proposé un nouveau schéma de codage dans lequel on priorise
les bandes fréquentielles à allouer au résidu par opposition au schéma du standard qui
définit simplement la bande fréquentielle au-delà de laquelle le résidu n’est pas utilisé.
On a constaté une amélioration notable de la qualité pour un même nombre de bandes
fréquentielles allouées.
Lors de nos études, nous avons principalement traité les techniques de codage spa-
tial issues de plusieurs standards MPEG tels que Parametric Stereo, MPEG Surround et
USAC, ainsi que le cas du codage audio broadcast généraliste, mais plusieurs techniques
développées dans cette thèse peuvent s’appliquer à d’autres types de codeurs utilisant
une paramétrisation similaire de la spatialisation, plus ou moins héritée du modèle BCC
[BF03]. De même, toutes les techniques que nous avons développées pour le codage spatial
paramétrique stéréo peuvent s’étendre au cas multicanal.
Enfin, nous avons apporté quelques contributions sur des sujets connexes tels que la
détection de transitoires et la visualisation des signaux stéréo. Pour la détection de transi-
toires, nous avons proposé une approche originale basée sur la détection des contours sur
le spectrogamme de puissance du signal audio considéré comme une image. Nous avons
ainsi obtenu un détecteur de transitoires de très faible complexité, efficace, simple à met-
tre en oeuvre et doté d’une bonne résolution temporelle pour la détection de plusieurs
transitoires successifs et peu espacés. Pour la visualisation des signaux stéréo, nous avons
représenté le signal par ses indices spatiaux dans le temps et en fréquence dans un es-
pace vectoriel orthogonal dont les 3 vecteurs de base sont les 3 types d’indices spatiaux
ICLD, ICC et ICPD, et où les vecteurs, nommés « vecteurs spatiaux », sont représentés
par un triplet (ICLD, ICC, ICPD). Nous avons développé un outil qui permet de visu-
aliser les vecteurs spatiaux en trois dimensions et de sélectionner les segments temporels
et fréquentiels du signal stéréo dont on veut afficher les vecteurs spatiaux. Il permet aussi
de visualiser l’histogramme à deux dimensions des vecteurs spatiaux selon les trois plans
de l’espace et de choisir la taille du maillage pour le calcul de ce dernier. Il dispose aussi
d’un outil de filtrage des histogrammes qui permet, soit de pondérer les vecteurs spatiaux
par l’énergie de leurs composantes T/F associées dans le spectrogramme du signal stéréo,
soit de supprimer les vecteurs spatiaux associés à des composantes T/F dont l’énergie est
inférieure à un seuil qu’on choisit. Nous avons montré que la visualisation et la représenta-
tion du signal stéréo par ces histogrammes permet d’analyser son type de contenu spatial
et de faire des hypothèses fortes sur les techniques de spatialisation utilisées. En d’autres
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termes, ce mode de représentation peut être très intéressant pour classifier les signaux
stéréo et une étude approfondie de cette possibilité serait probablement intéressante.
6.2 Avenir du codage audio spatial et pistes d’améliorations
Hormis la technique de codage stéréo mixte introduite dans MPEG USAC (5), il n’y a
pas eu de récentes innovations conceptuelles pour le codage des signaux multicanaux dont
on n’a pas d’information a priori. Au-delà de la complexité de mettre au point des tech-
niques suffisamment généralistes pour fonctionner sur tout type de signaux multicanaux,
nous pensons qu’il n’y a plus vraiment de besoins impérieux pour des codeurs multicanaux
à très bas débit de meilleur qualité. Même si le modèle paramétrique ne permet pas d’at-
teindre la transparence sur la majorité des extraits stéréos, l’augmentation exponentielle
des capacités de stockage et de la bande passante des réseaux ces dix dernières années
incitent à utiliser simplement plus de débit lorsqu’une qualité supérieure est requise. Dans
d’autres domaines comme le codage conversationnel, cette course aux bas débits reste plus
actuelle. Par exemple, on peut citer les récents travaux sur les audioconférences spatialisées
qui utilisent un représentation paramétrique de la spatialisation de type BCC [BF03].
En l’état actuel des recherches, nous ne voyons qu’une seule direction possible pour les
travaux en codage audio spatial généraliste. En l’absence de connaissances a priori sur le
signal à coder, il est possible de segmenter en temps et en fréquence, et de classifier les
signaux afin de leur appliquer les codages les plus appropriés. Ce paradigme a d’ailleurs
été largement utilisé ces dernières années, tant en codage audio mono qu’en codage vidéo.
C’est d’ailleurs cette approche qui a contribué à la majeure partie du bond qualitatif des
derniers codeurs évoqués. Dans MPEG USAC ou encore EVS [3GP14] du 3GPP, pour
les bas débits, il s’agit de la classification entre les signaux à dominante parole et les
autres. Le codeur a ainsi significativement amélioré la qualité de codage aux bas débits.
Dans les codeurs récents qui effectuent la même classification, on peut citer le codeur con-
versationnel Opus Interactive Audio Codec [Int12] du groupe de standardisation Internet
Engineering Task Force (IETF). En codage vidéo, MPEG-H HEVC (High Efficiency Video
Coding) [ISO13], la plus grosse part de réduction du débit, à qualité égale par rapport aux
codeurs précédents, a été obtenue en segmentant les images en fonction de leur contenu
et en appliquant des fenêtres d’analyse de tailles différentes pour les transformées sur ces
segments.
Dans cette thèse, nous avons déjà commencé une ébauche de cette approche. Nos
travaux sur la visualisation et les modes de représentation des vecteurs spatiaux donnent
des pistes sur des méthodes de classification pour déterminer le type de spatialisation
du signal. Les histogrammes des vecteurs spatiaux sont intéressants à plus d’un titre si
leur potentiel est confirmé : Ils permettent des implémentations de faibles complexité et
besoin en mémoire. Sur les scènes spatiales statiques, au fur et à mesure de l’encodage,
l’histogramme s’enrichit et semble faire apparaître plus distinctement les sources situées
à des positions différentes, même si l’estimation des indices spatiaux est biaisée par des
concurrences T/F des sources. Les variations sur des intervalles de temps plus ou moins
long de l’histogramme pourraient donner des informations sur des changements dans la
scène spatiale, tels que l’apparition de nouvelles sources ou des déplacements des sources
présentent dans la scène. Les histogrammes à long-terme pourraient aussi servir à régler
dynamiquement la quantification des paramètres spatiaux à l’aide des statistiques des
vecteurs spatiaux. On pourrait par exemple définir des tables de quantification au codeur
et au décodeur pour différents profils courants de scènes spatiales (scène spatiale très cen-
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trée, spatialisation sans phase, scène spatiale peu réverbérante, etc.) qu’on sélectionnerait
à partir de l’histogramme et dont on enverrait l’index au décodeur, conjointement aux
paramètres spatiaux quantifiés.
Annexe A
Démonstration de la solution
d’upmix pour Parametric Stereo
Cette partie explique et démontre en partie les résultats du paragraphe 2.3.2 qui sont
issus du choix initial de la base orthonormée formée du signal de downmix et de sa version
décorrélée, et des contraintes (1) à (5) de ce même paragraphe.
Les matrices A et V peuvent être interprétées comme la décomposition en valeurs
propres de la matrice de covariance des signaux de sortie respectant les contraintes (1),
(2) et (3), et considérant un alignement de phase (optimum) avant la corrélation (la matrice
P est là pour assurer le rétablissement des relations de phase entre les deux canaux). Cette
décomposition en valeurs propres ou diagonalisation de la matrice de covariance permet
de trouver une base de signaux décorrélés dans laquelle exprimer les signaux de sortie. En
effet, diagonaliser une matrice de covariance revient à annuler ses termes d’intercorrélation
et ainsi trouver la transformation qui permet d’exprimer les signaux constitutifs de la
matrice dans une base de signaux décorrélés. Cette base de signaux décorrélés peut alors
être choisie comme étant le signal downmix et sa version décorrélée.
La première étape de la décomposition en valeurs propres est de calculer la matrice
de covariance des signaux de sortie (i.e. reconstitués). Ainsi, la matrice de covariance
empirique des signaux de sortie Γ s’écrit
Γ =
[
Y1
Y2
] [
Y ∗1 Y ∗2
]
=
[
Y1Y ∗1 Y1Y ∗2
Y1Y ∗2 Y2Y ∗2
]
(A.1)
Où Y1 et Y2 sont les signaux stéréo reconstitués pour une bande fréquentielle critique
b quelconque dans le domaine d’analyse des paramètres Parametric Stereo, et Y ∗1 et Y ∗2
leurs transposées conjuguées respectives. Pour des simplifications de notation, les indices
fréquentiels et temporels ne sont pas représentés. Il est important de noter qu’ici on a
repris la notation Y1 et Y2, mais qui désigne ici les signaux stéréo reconstitués avant
déphasage par l’ICPD.
On cherche ensuite à exprimer les termes de la matrice de covariance Γ en fonction
des paramètres stéréo et du signal de downmix. Pour cela, on part des définitions d’ICLD
et d’ICC qu’on exprime à partir des signaux reconstitués et on écrit les contraintes de
reconstruction (1), (2) et (3) :
10 log10
(
Y1Y ∗1
Y2Y ∗2
)
= ICLDPS(1)
|Y1Y ∗2 |√
Y1Y ∗1 .Y2Y
∗
2
= ICCPS(2)
Y1Y ∗1 + Y2Y ∗2 = 2 · SS∗(3)
(A.2)
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Où S est le signal mono du downmix. A partir de ce système, on peut exprimer les termes
de la matrice de covariance Γ, c’est-à-dire Y1Y ∗1 , Y2Y ∗2 et Y1Y ∗2 , en fonction de ICLDPS ,
ICCPS et SS∗ 
Y1Y ∗2 = 2 · SS∗ · ICCPS
10
ICLDPS
20 +10
−ICLDPS
20
= 2 · SS∗ · ICCPSc+1/c
Y1Y ∗1 = 2 · SS∗ · 1
1+10
−ICLDPS
10
= 2 · SS∗ · 11+1/c2
Y2Y ∗2 = 2 · SS∗ · 1
1+10
ICLDPS
10
= 2 · SS∗ · 11+c2
(A.3)
Où
c = 10
ICLDPS
20 (A.4)
Ainsi, la matrice de covariance Γ s’écrit
Γ = 2 · SS∗ ·
[ 1
1+1/c2
ICCPS
c+1/c
ICCPS
c+1/c
1
1+c2
]
(A.5)
On diagonalise ensuite [ 1
1+1/c2
ICCPS
c+1/c
ICCPS
c+1/c
1
1+c2
]
(A.6)
Le polynôme caractéristique est
P (λ) = λ2 − λ+ 1− ICC
2
PS
(c+ 1/c)2
(A.7)
Son déterminant,
∆ = 1 + 4 · ICC
2
PS − 4
(c+ 1/c)2
(A.8)
On remarque que ce déterminant est égal au µ décrit au paragraphe 2.3.2.
Les valeurs propres, racines du polynôme caractéristique sontλ1 =
1
2
(
1−√∆
)
λ2 = 12
(
1 +
√
∆
) (A.9)
On note alors Λ la matrice diagonale définie comme
Λ =
[
λ1 0
0 λ2
]
(A.10)
Les vecteurs propres associés sont obtenus en utilisant la définition des vecteurs propres,
ainsi,
Γ · ~u1 = λ1~u1
Γ · ~u2 = λ2~u2 (A.11)
Dans la suite, on notera A =
[
~u1 ~u2
]
, la matrice des vecteurs propres colonnes. Dans
la base des vecteurs propres, les signaux de sorties sont générés à partir des deux signaux
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orthogonaux S et Sd. Pour arriver à une expression de
[
Y1
Y2
]
en fonction de
[
S
Sd
]
, on
cherche une solution de la forme
[
Y1
Y2
]
= f
([
S
Sd
])
qui vérifie
Γ =
[
Y1
Y2
] [
Y ∗1 Y ∗2
]
= 2 · SS∗ ·A Λ A−1 (A.12)
En développant cette équation, comme ci-dessous, on peut trouver une solution qui con-
vient : [
Y1
Y2
] [
Y ∗1 Y ∗2
]
= 2 · SS∗ ·A Λ 12 Λ 12A−1 (A.13)
Or A est orthogonale par définition ⇒ A−1 = A∗, et comme Λ est diagonale réelle non
négative, Λ 12 est diagonale et Λ 12 =
(
Λ 12
)∗
. On continue le développement pour arriver à
la forme de solution qu’on recherche
[
Y1
Y2
] [
Y ∗1 Y ∗2
]
= 2 · SS∗ ·A Λ 12
(
Λ
1
2
)∗
A∗ = 2 · SS∗ ·A Λ 12
[
1 0
0 1
] (
Λ
1
2
)∗
A∗ (A.14)
[
Y1
Y2
] [
Y ∗1 Y ∗2
]
= 2 · SS∗ ·A Λ 12 ·
[SS∗
SS∗ 0
0 SdS
∗
d
SdS
∗
d
]
·
(
Λ
1
2
)∗ ·A∗ (A.15)
De plus, on impose SS∗ = SdS∗d et par définition SS∗d = 0 car ils sont orthogonaux (i.e,
décorrélés) [
Y1
Y2
] [
Y ∗1 Y ∗2
]
= 2 ·A Λ 12
[
S
Sd
]
·
[
S∗ S∗d
] (
Λ
1
2
)∗
A∗ (A.16)
Ainsi, par identification, on trouve la solution suivante[
Y1
Y2
]
=
√
2 ·A ·
√
Λ ·
[
S
Sd
]
=
√
2 ·A ·
[√
λ1 0
0
√
λ2
]
·
[
S
Sd
]
(A.17)
On peut ensuite retrouver les résultats du paragraphe 2.3.2 avec quelques étapes de mise
en forme. On remarque que, (√
λ1
)2
+
(√
λ2
)2
= 1 (A.18)
On peut donc écrire, {
λ1 = cos2γ
λ2 = sin2γ
(A.19)
Avec γ = arctan
(√
λ2√
λ1
)
= arctan
(√
λ2
λ1
)
= arctan
(√
1−√∆
1+
√
∆
)
On retrouve bien l’angle γ
donné au paragraphe 2.3.2, ainsi que la matrice V qui est égale à la matrice
√
Λ de la
démonstration. On peut aussi mettre A sous forme d’une matrice de rotation, on retrouve
alors la matrice A de RB.
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