Abstract. We prove that on R 3 , except for those germs of vector fields whose linear parts are conjugated to λx∂/∂x + λy∂/∂y + 2λz∂/∂z, any two Poincaré type vector fields are at least C 3 conjugated to each other provided their linear approximations have the same eigenvalues and the nonlinear parts are generic.
Introduction and the main result
Consider a smooth germ of a vector field at a singular point 0 given by an ordinary differential equation
where A is an n × n matrix and the dots denote the higher order terms. We denote by λ = (λ 1 , . . . , λ n ) the eigenvalues of the matrix A. If λ does not belong to the imaginary axis (i.e., the real part of λ j is different from 0 for all j), then conventionally we call system (1) a hyperbolic vector field at the equilibrium point. Moreover, the tuple λ is said to belong to the Poincaré domain if the convex hull of the eigenvalues λ 1 , . . . , λ n in the complex plane does not contain the origin. Correspondingly, vector field (1) is said to be of Poincaré type if λ belongs to the Poincaré domain. It is clear that any Poincaré type vector field is hyperbolic. The present paper is devoted to establishing finitely smooth equivalence of the Poincaré type vector fields on R 3 . The motivation is based on the distinguished Hartman-Grobman theorem which says that any hyperbolic vector field is topologically linearizable. In other words, the Hartman-Grobman theorem says that the linear approximations of hyperbolic vector fields totally determine their C 0 classification. Note that the conjugating homeomorphism generally fails to be a diffeomorphism as shown in the example (see [4] ):ẋ = 2x,ẏ = y + xz,ż = −z. This is a non-Poincaré type hyperbolic vector field. For the Poincaré type vector fields, however, we find that the linear approximations generally imply more information than topological linearization and thus yield stronger (than C 0 ) classifications, especially if we are allowed to preserve some nonlinear terms. In the 2-dimensional case, the situation is obvious since any Poincaré type vector field admits at most one resonant relation. In the 3-dimensional case, the situation is much less trivial and it involves many cases which can have quite complicated resonant relations. In this paper we shall primarily study the 3-dimensional case. More precisely, we shall prove the following result. 
Main
It is easy to prove that vector fields corresponding to the case "+" and to the case "−" are only C 1 conjugated.
We point out that in many cases the theorem remains valid in the C ∞ setting.
Example 1.
All vector fields having eigenvalues (1, 2, 2n) in the generic case are smoothly conjugated to each other, and they are conjugated tȯ
Preliminaries
The classification of the Poincaré type vector fields mentioned above is related to their simplest resonant normal forms. To describe it, we first introduce below some definitions and recall some known facts. Definition 2.1. Let X be a smooth vector field on R n having the form (1), where the matrix A has eigenvalues (λ 1 , . . . , λ n ). Then any relation
is called a resonant relation having an order k 1 +· · ·+k n , and the term x
The vector field (1) is said to be in resonant (Poincaré-Dulac) normal form if the matrix A has been normalized to the Jordan normal form and its nonlinear part consists of resonant monomials only.
Recall that any smooth hyperbolic vector field can be smoothly reduced to its resonant normal form. This is due to the Sternberg-Chen theorem [6, 3] (the formal setting of the statement is due to the Poincare-Dulac theorem; see [1] ). Note also that any tuple belonging to the Poincaré domain admits a finite number of resonant relations (see [5] ). Consequently, the resonant normal form of any Poincaré type vector field is polynomial.
The Poincaré-Dulac normal form is based on the resonant relations of the linear part of a vector field and generally admits further simplification. Indeed, a Poincaré type vector field, under certain genericity conditions on the nonlinear terms, can be reduced to the simplest resonant normal form. If a vector field is finitely determined, then the simplest resonant normal form is a resonant normal form that is of the lowest possible order and contains the minimal number of parameters. When the simplest normal form is a polynomial, we call the degree of the polynomial the index of finite determinacy and the number of parameters the moduli. It is clear that the index of finite determinacy and the moduli are invariants of a system. For more details about the finitely determined vector fields, the normalization of vector fields and the simplest normal form, please refer to [5, 2, 7, 8] .
Note that except for the Poincaré type vector fields there exists a class of vector fields which admit infinitely many resonant relations but they are still reducible to a polynomial. Such vector fields, however, always have moduli in their simplest normal forms. 2.2. The moduli-free normal forms. If, apart from the eigenvalues, a simplest normal form of a vector field contains no other parameters distinguishing the i-jet of the vector field, where i is the index of finite determinacy, then the vector field is moduli-free. Moduli-free vector fields have important dynamical properties. Yet, in general, it is still an open question to know what kind of eigenvalues of a given hyperbolic vector field yields a moduli-free normal form. In the 3-dimensional case, however, the question is known due to the following lemma.
Lemma 2.1. If X is a vector field whose eigenvalues do not belong to Case 4.3 or to Case 3 where there are more than two resonant relations, then X is moduli-free.
Note that in Case 3 if there are exactly two resonant relations, then the corresponding vector fields are also moduli-free. We shall consider this case in more detail in the next subsection.
Below we give a list of the moduli-free normal forms (see [8] ). Case 1:
Case 2:
Case 4.1:
Case 4.2:
Case 5:
Case 6:
2.3. Case 3. As to Case 3, we shall prove the following.
Lemma 2.2. Let X have eigenvalues (p, q, r)λ 0 as described in Case 3. (i) If the tuple (p, q, r) admits exactly two resonant relations
(11) r = l 1 p + l 2 q = l 1 p + l 2 q,
then the simplest normal form of X is moduli-free and is given by
(ii) If r has more than two resonant combinations, then r ≥ 2pq.
Remark 2. The number r having exactly two (resp. k) resonant combinations can be expressed in terms of p and q explicitly: according to the well-known fact in number theory, they are given by 2pq − p − q + 1 ≤ r ≤ 3pq − p − q and r = 2pq + l 1 p + l 2 q, where l 1 , l 2 are nonnegative integers (resp. kpq
Proof. (i) The resonant normal form in this case iṡ
where a and b are parameters. We only need to show that both a and b can be scaled to 1, provided they are different from 0 (they are the genericity conditions). The problem is equivalent to showing the existence of nonzero parameters s 1 , s 2 and s 3 such that under the linear scalings x → s 1 x, y → s 2 y and z → s 3 z, the following equalities hold:
The first equality of (13) can always be satisfied as one takes s 3 = as = b/a. If ab > 0, then it is done. In fact, one can take, for example,
If ab < 0, we shall show that at least one of l 1 − l 1 and l 2 − l 2 is odd.
Assume, without loss of generality, that in the resonant relations (11) l 1 > l 1 . Then l 2 < l 2 . If both l 1 − l 1 and l 2 − l 2 are even, i.e., l 1 − l 1 = 2m and l 2 − l 2 = 2n for some positive integers m and n, then l 1 − m = l 1 + m and l 2 − n = l 2 + n. This indicates that there exists another resonant relation r = (l 1 + m) · p + (l 2 + n) · q different from the two given relations, which yields a contradiction.
Without loss of generality, assume that l 1 − l 1 is odd and take s 1 = −1. Then the second equality reads as s l2−l 2 2 = −b/a, which is always solvable with respect to s 2 since −b/a is positive.
We leave the proof of (ii) to the reader as an easy exercise.
Note that in Case 3 one has 2 ≤ p < q. Therefore the lemma has the following corollary.
Corollary 2.1. In Case 3, if r has more than two resonant relations, then the order of each resonant relation is no less than 2p.
2.4. The linearization of vector fields. Generally speaking, a hyperbolic vector field with a resonant linear part can be linearized by a C k change of coordinates, but k is less than the lowest order of the resonant relations. The following lemma can be derived directly from the Samovol theorem on the linearization of vector fields (see [1] , p. 68, and the references cited therein). 
Lemma 2.3 (Samovol

Proof of the Main Theorem
To prove the theorem, we only need to show its validity in all the cases listed in the last section.
Given two Poincaré type vector fields X and Y having the same tuple of eigenvalues λ, if λ has the type as specified in Case 1 (resp. Case 2, Case 4.1, Case 4.2 with p = 3, Case 5, Case 6), then, according to Lemma 2.1, both X and Y are smoothly conjugated to (4) (resp., (5), (6) , (8) , (9), (10) ). Therefore they are smoothly conjugated to each other.
It remains to prove the validity of the theorem in Case 4.3 and in Case 3. In these cases, we can apply Lemma 2.2. More exactly, in Case 3, if r < 2pq then the eigenvalues admit at most two resonant relations, therefore X and Y can be reduced to the same normal form (12), consequently, they are smoothly conjugated to each other. On the other hand, if λ admits more than two resonant relations, then generally X and Y are not smoothly equivalent to each other, since in this case the simplest resonant normal form contains moduli. However, according to Lemma 2.2, this can happen only when r ≥ 2pq. Thus, due to Corollary 2.1, all the resonant relations have orders no less than 2p. Following Lemma 2.3, we know that both X and Y are at least C 2p−1 linearizable, therefore they are at least C 3 conjugated, recalling that p ≥ 2.
As to Case 4.3, we can apply similar arguments. In fact, any vector field X can be reduced to the normal formṡ x = λ 0 x,ẏ = λ 0 y,ż = pλ 0 z + P (x, y), where P is a homogeneous polynomial of degree p.
It is clear that generally for a different vector fieldX, the corresponding polynomialP in the above normal form is not equivalent to P . Namely, if p ≥ 4 in Case 4.3, then the simplest normal form is not moduli-free. However, due to Lemma 2.3, such a vector field is C p−1 linearizable. Therefore, any two vector fields are at least C 3 conjugated to each other, and both are reducible to the linearized system. We have proved the theorem.
