Abstract-This work considers the sensor scheduling for multiple dynamic processes. We consider n linear dynamic processes, the state of each process is measured by a sensor, which transmits their local state estimates over wireless channels to a remote estimator with certain communication costs. In each time step, only a portion of the sensors is allowed to transmit data to the remote estimator and the packet might be lost due to unreliability of the wireless channels. Our goal is to find a scheduling policy which coordinates the sensors in a centralized manner to minimize the total expected estimation error of the remote estimator and the communication costs. We formulate the problem as a Markov decision process. We develop an algorithm to check whether there exists a deterministic stationary optimal policy. We show the optimality of monotone policies, which saves computational effort of finding an optimal policy and facilitates practical implementation. Nevertheless, obtaining an exact optimal policy still suffers from curse of dimensionality when the number of processes are large. We further provide an index-based heuristics to avoid brute force computation. Numerical examples are presented to illustrate our theoretical results. A large number of works on sensor scheduling focused remote estimation of a linear time-invariant (LTI) dynamic process. There are also some other works addressing static processes and nonlinear models. However, the static models [5] , [6] are special cases of LTI systems and nonlinear models either involves approximation of a linear system [7] , [8] or the solution method requires numerically solving a partially observable Markov decision process, which is computationally inefficient [9]- [11] . A group of works [12], [13] consider control problems with transmission constraints, which can also be categorized sensor scheduling problem as they prove the separation between optimal controls and optimal transmissions.
I. INTRODUCTION
The development of device, sensing and communication technologies enables wide range of applications in wireless sensor networks. After the pioneer work on event-based sensor data scheduling proposed in [1] , a variety of studies has been done to trade-off the estimation performance and the communication overhead in [2] - [4] .
A large number of works on sensor scheduling focused remote estimation of a linear time-invariant (LTI) dynamic process. There are also some other works addressing static processes and nonlinear models. However, the static models [5] , [6] are special cases of LTI systems and nonlinear models either involves approximation of a linear system [7] , [8] or the solution method requires numerically solving a partially observable Markov decision process, which is computationally inefficient [9] - [11] . A group of works [12] , [13] consider control problems with transmission constraints, which can also be categorized sensor scheduling problem as they prove the separation between optimal controls and optimal transmissions. * : Electronic and Computer Engineering, Hong Kong University of Science and Technology, Clear Water Bay, Kowloon, Hong Kong, (e-mail: swuak@ust.hk, eesling@ust.hk).
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The sensor scheduling problem can mostly be modeled as a Markov decision process (MDP), which is a framework dealing with optimal stochastic control problems. Obtaining an optimal solution of an MDP involves stochastic dynamic programmingbased numerical algorithms such as a value iteration and a policy iteration, which prohibits solving large-scale problems due to the curse of dimensionality. Therefore, most works only use MDP to deal a single process [3] , [14] , [15] . When there is only one dynamic process, an approximation of the optimal sensor scheduling policy can also be obtained by analyzing a modified algebraic Riccati equation (MARE), which characterizes the dynamics of the remote estimation error. Zhao et al. [16] studied the asymptotic behavior of the MARE and showed that the optimal policy can be approximated by a periodic one. Some other works model the sensor scheduling problem as static sensor selection problems, which renders optimization in an Euclidean space with integer constraints. They either find a convex approximation of the original problem [17] or use some greedy based heuristics to find a suboptimal policy with theoretical performance bound [18] . Although efficient algorithms can be developed from approximated models, the gap between the approximated policy and the optimal policy can be significant.
In this work, we consider multiple sensor scheduling with multiple dynamic processes, which is an extension of previous works [19] , [20] . In these works, only unstable processes over a reliable channel were considered. We generalize the results to a setup where both stable and unstable processes exist over lossy channels. We use MDP to formulate the problem. Although the framework has been used, the analysis fails to work for stable processes as mentioned in [20] . If the channel is perfect, the state space can be restricted to be finite as done by [20] . If the channel is lossy, however, the existing approach of [20] no longer works. In addition, we take the costs of communication into consideration, which has not been addressed previously since the one-stage cost becomes more complicated. We show the optimality of a montone deterministic stationary policy. Furthermore, we use the celebrated Whittle's index [21] to develop a heuristic policy, which can be written in a closedform and is asymptotically optimal.
The contribution of our work is multi-fold.
(1) We develop an algorithm-based sufficient condition for existence of a deterministic stationary optimal policy, which generalize the existence of an optimal solution from previous works (e.g., [19] , [20] ). We formulate the multisensor scheduling problem as an average cost Markov decision process (MDP) over an infinite horizon. As the communication channel is lossy, the state space of an MDP over an infinite horizon is infinite and there may not be an optimal policy in the class of deterministic stationary policies. We developed Algorithm 1 and showed that deterministic stationary optimal policies indeed exist if the output of the algorithm is greater than the number of available channels.
(2) We show the optimality of monotone policies (Theorem 2), which sheds light on the structure of optimal policies. In particular, if it is optimal to schedule a sensor in one state, it is also optimal to schedule this sensor when the state of this sensor increases while others remaining unchanged. Although dynamic programming can be used as a general approach to tackle MDPs, only numerical solutions can be obtained and no design insights of an optimal policy can be acquired. The monotone structure seems intuitive, but its proof is not straightforward.
(3) We use the Whittle's index [21] to develop an indexbased heuristics for the scheduling policy (Theorem 3). The index-based policy provides an asymptotic optimal policy without using brute force numerical algorithms to solve the MDP. We can thus reduce computation overhead and easily implement an online scheduling policy. Although such heuristics have been adopted in several problems in an MDP setup, e.g., [22] - [25] computing the Whittle's index generally requires an iterative algorithm. We show that the Whittle's index in our problem can be written in a closed-form.
The remainder of this paper is organized as follows. In section II, we develop the mathematical formulation of the problem of interest. In section III, we present the MDP formulation and the optimality of a monotone deterministic stationary policy. In section IV, we construct a Whittle's index-based suboptimal heuristics. The numerical examples in section V are provided to demonstrate the monotone policies and performance of the index-based policy. We summarize the paper in section VI.
Notation: Denote N and R as the set of nonnegative integer numbers and real numbers, respectively. The symbol X n stands for the n-th order Cartesian product of a set X. For a matrix X, let Tr(X), X ⊤ and ρ(X) represent the trace, the transpose and the spectral radius of X, respectively. The identity matrix is I, and its size is determined from the context. The partial order of two matrices A and B, A ≥ (≤)B means that A − B is positive (negative) semidefinite. Similarly, A > (<)B means that A − B is positive (negative) definite. Let Pr(·) and Pr(·|·) stand for the probability and conditional probability for certain events. Denote E[·] as the expectation of a random variable. The composition of two mappings f and g is denoted by g • f .
II. SYSTEM SETUP AND PROBLEM FORMULATION
Consider the remote estimation system in Fig. 1 . There are n independent discrete-time linear dynamic processes whose states are measured by n sensors, respectively. This type of system configuration can be found in WirelessHART technology in industrial applications [26] . The dynamics of the sensory system is as follows: 0 's are mutually independent Gaussian random variables, which follow Gaussian distributions as w
We assume that Q i and Π i are positive semidefinite, R i is positive definite. We assume that, for every i ∈ N , the pair (A i , C i ) is observable and the pair (A i , √ Q i ) is controllable. Each sensor is assumed to be equipped with computation unit and memory capacity. After taking the measurement, the sensor computesx local,k , the local minimum mean squared error estimate of the state x (i) k at each time step based on the Kalman filter [27] . After computation, the sensor decides whether to transmit the current local estimate to a remote estimator by following the order sent from the remote estimator through a feedback channel.
In this work, the communication bandwidth is considered to be limited. In each time step, the remote estimator can only receive data from m out of the n sensors through a forward channel. Let a (i) k ∈ {0, 1} denote whether the i-th sensor transmits its data at time k. This information is sent from the remote estimator to the sensor through the feedback channel. If the remote estimator decides to ask for data of sensor i at time k, a
We also consider the unreliability of the channel. Let η (i) k ∈ {0, 1} denote whether the packet is successfully received by the remote estimator through the channel. Let η (i) k = 1 stand for successful transmission, while η (i) k = 0 for failure. Similar to the setting in [28] , the channel condition is assumed to be independently distributed and E[η
For the feedback channel, similar to other literatures [29] , the transmission is assumed to be reliable since the remote estimator is typically able to transmit signal with greater power.
Let a random variable ξ
k denote whether a local estimate of sensor i is received by the remote estimator. According to [27] , since (A i , C i ) are observable and (A i , √ Q i ) are controllable, the a posteriori estimation error covariance P (i) local,k converges exponentially fast to a steady state
usually in a few steps. We assume that the system operates in the steady state. Based on this fact, the optimal estimate of each process for the remote estimator is as follows:
Define the time elapsed since the last received packet of the i-th sensor at time k:
The estimation error covariance matrices at the remote estimator are thus as follows:
The estimation error covariance of the remote estimator can be compactly written as
According to [19, Lemma 3 .1], the operator h ℓ i (X) is monotonically increasing with respect to ℓ, i.e., ∀i ∈ N , if
From (2), the expected estimation error covariance is a function of τ
and is independent of the realization of x (i) local,k . As the remote estimation error covariance now has a one-to-one correspondence with τ
k , we denote the cost associated with the remote estimation error as
We also take energy consumption of the sensors into consideration. If sensor i transmit data, an energy cost c (i) c is incurred for sensor i. Our objective is to find a scheduling policy π = {a (i) k : i = 1, 2, . . . , n; k = 0, 1, 2, . . . } to minimize the expected time-averaged trace of the remote estimation error and the normalized energy cost over all sensors as follows.
To ensure that Problem 1 is feasible, there should exist a policy such that the objective function is bounded. If we relax the problem by dropping the constraint n i=1 a (i) k = n, a necessary condition is given in the following assumption.
The assumption states that the estimation error covariance of each process is bounded if every sensor is allowed to transmit at each time step.
III. STRUCTURAL PROPERTIES OF AN OPTIMAL POLICY
In this section, the main results are presented. We first formulate Problem 1 as a Markov decision process (MDP) with average cost over an infinite horizon. We present an algorithmbased sufficient condition to guarantee the existence of a deterministic stationary optimal policy for the MDP. We show that there exists monotone structures in an optimal stationary policy, which extends the threshold structure of single sensor scheduling to multiple sensor scheduling.
A. MDP Formulation
The form of Problem 1 can be taken as a MDP with an infinite time-averaged cost which consists of a quadruplet (S, A, Pr(·|·, ·), c(·, ·)). Each item is explained as follows.
1) The state space S contains all possible states s : (1) by omitting the time index k. This can be done because we are going to discuss the transition between two neighboring time steps, the time index k is not necessary.
2) The action space A contains all allowable scheduling actions, i.e., A :
is the ith element of a, and a [i] = 1 stands for the i-th sensor is scheduled and 0 otherwise.
3) At time k, suppose the state is in s k = s. After taking action a k = a, the state will transits to another state s + in the next time step by following a time-homogeneous transition law as follows.
where
4) The one-stage cost is defined as c(s, a) :
stand for the history up to time k. A policy is a sequence of mapping from the history to a probability distribution of the scheduling actions, i.e., {π k } ∞ k=0 , where Pr(a k |h k ) = π k (h k ). Let Π denote the set of all feasible policies. The goal of an MDP is to minimize the expectation of an time-averaged cost over an infinite horizon as
B. Existence of Deterministic Stationary Policy
The general policy class Π requires the information of the whole history and could be random, which hinders practical scheduling implementations. The deterministic stationary policies of the form
where π = π k for any k ≥ 0, are more desirable, as the scheduling actions are deterministic and the mappings are stationary, i.e., independent of time k. If we able to find a policy π ∈ Π such that
In addition,
Quoting the result from [30, Theorem 3], we can construct a sufficient condition for the boundedness of the time average cost, which guarantees the existence of a deterministic stationary policy.
The setup in [30] is different from the setting in this work. They assume the sensors may send redundant local estimate through multiple channels simultaneously, which is not applicable in this work. If the allowable channel number is one, i.e., m = 1, we can immediately obtains that if
the time average of the sum of the estimation error covariance of all sensors is bounded under an L-triggered policy. We generalize this result for m > 1. The idea is as follows. We can partition the n processes into m groups. In each time step, only one sensor in each group are allowed to transmit packets. Then the boundedness condition turns out to be whether there exists a partition such that the time-averaged cost of each group are bounded. Note that the partition is applied to the unstable processes because the boundedness holds even if the stable processes are never scheduled.
Let n (u) be the number of unstable processes. Given the necessary condition (Assumption 1), the following algorithm gives the least number of channels such that all the processes are stabilizable.
Algorithm 1 Feasibility of Multiple Sensor Scheduling
1: Initialize the group number G = 1 and put one process in the 1-st group 2: for i = 2 : n (u) do 3:
if Group j satisfies (7) with process i then
5:
Put process i in group j and break 6: end if
end for 8: if process i has not been put in any group then 9: G = G + 1 and put process i in the G-th group 10: end if 11: end for 12: Output G
The following theorem characterizes a sufficient condition for existence of a deterministic stationary optimal policy for the MDP formulation.
Proof: If the output of Algorithm 1 is less than m, we can partition the n processes into m groups, i.e., {N 1 , . . . , N m }. In each group N j , there exists an L j such that an L jtriggered policy leads to bounded average estimation error. In addition, time-averaged communication costs are always bounded. Therefore, there exists a policy that (5) holds, which shows the optimality of a deterministic stationary policy.
In previous works [19] , [20] on scheduling of multiple linear dynamic processes, a perfect channel is assumed. Our problem, however, considers a lossy channel. As a result, the number of the feasible consecutive packet loss cannot be restricted to be finite as it was done in [20] . Therefore, proving the existence of a deterministic stationary policy is challenging. Furthermore, our result holds when there are stable processes. This extends the results of [20] , which only considered unstable processes and cannot be extended to stable processes.
C. Structure of an Optimal Policy
One can directly obtain the an optimal policy through relative value iteration or policy iteration for (6) . This, however, cannot provide more insights of the structure of the problem. One can observe that the one-stage cost c(s, a) and the state transition law possesses certain monotone structure, which, leads to optimality of monotone policies.
Theorem 2 There exists an optimal stationary scheduling policy π ⋆ with a monotone structure. In particular, if
with τ (j) = τ ′(j) for j = i and the i-th component of π ⋆ (τ ) is one, then the i-th component of π ⋆ (τ ′ ) is also one.
This result shows that, if it is optimal to schedule sensor i at state s, it is also optimal to schedule sensor i at state s ′ , where
The benefits of finding the monotone structure of the optimal policy are two-fold. Firstly, the structure policy facilitates online implementation. After obtaining the boundary of an optimal scheduling policy, only the boundary state is needed to be stored for implementation of the policy. This reduces the space required for online implementation. Secondly, by leveraging the monotone structure, we can reduce computation overhead of solving (6) compared with brute force numerical schemes such as relative value iteration or policy iteration. Following the idea in [31] , the standard relative iteration can be revised as follows. The original relative value iteration iterates between the following two updates
where s o ∈ S is a fixed state. For each k, we can associate an optimal policy policy by letting
for each state s. In the revised version, before we compute (8), instead of minimizing for all state s ∈ S, we first check whether there exists s ′ ≤ s (in an elementwise sense) and a ∈ A such that π ⋆ k (s ′ ) = a, and then let
for the state s, if such s ′ and a exists. If such s ′ and a fails to exists, we do the original update (8) for s and calculate π ⋆ k+1 (s) via (9) . This revision removes the brute-force search over A in (9) by leveraging the monotone structure. Since there exists an optimal policy with such a monotone structure, the revised algorithm converges to the same policy as the original one. Similar revision can also be done for policy iteration. Details can be found in [31] .
The scheduling problem is complex by its nature. When n is large, storing the switching boundaries in n-dimensions is still intense. Moreover, although searching space of the relative value iteration and policy iteration has been reduced, the computation complexity is still exponential in n. In the next section, we present an index-based heuristics for the scheduling policy to reduce computation overhead and to simplify the scheduling decisions.
IV. INDEX-BASED HEURISTICS
To obtain the optimal solution of the MDP, one needs to resort to the dynamic-programming-based numerical algorithm. Suppose that each process are approximated by N states. There are N n states in total, which grows exponential as the number of states increases. Meanwhile, the action space is m i=0 n i . The large state space and action space makes the brute force numerical methods formidable.
We provide an index-type heuristics based on the Whittle's index [21] to solve the scheduling problem. As mentioned in Whittle's seminal paper, several conditions are needed to ensure that the index policy can be constructed, which are known as indexability. The indexability requires case-bycase analysis. Moreover, computation of the indices raises a significant challenge in the general problem. Researchers use ad hoc approaches to tackle each specific problem. We show that the index of the sensor scheduling in this model can be written in a closed-form, which makes the index easy to compute and facilitates online implementation.
A. Overview of the Index policy
We initiate analysis by relaxing the hard constraint of actions in Problem 1
We transform Problem 1 as an unconstrained one by incorporating relaxed constraint in the objective functional with an extra penalty for transmission w, i.e.,
This problem has a separable structure can be further decoupled into n independent scheduling problems
for each i. By using the MDP argument in the last section, we have n independent MDP (S i , A i , Pr(·|·, ·),
c a (i) + wa (i) , and the optimal policy for each i can be characterized by the following Bellman optimality equation
An optimal policy determines whether a (i) = 1 or a (i) = 0 for each state τ (i) and varies for different w's. For each given state τ (i) , there exists a w i (τ (i) ) such that both a (i) = 1 and a (i) = 0 minimizes the term inside the bracket in the right hand side of (10) . We can thus interpret w i (τ (i) ) as the importance of τ (i) . Whittle refers these w i (τ (i) )'s as index. Whittle's original index policy runs as follows. Suppose for each i, the corresponding process is indexable (more details later). In each time, we first sort the index of each sensor according to their current state τ (i) and then schedule the m sensors with largest indices.
B. Derivation of the Index policy
The key component of adopting the index policy is computing Whittle's index. In a general setup, this is computationally intense as the index w i (τ (i) ) is coupled in the Bellman optimality equation and we need to solve the equation for each state. In our problem, however, it turns out that we can obtain a closed-form expression of w i (τ (i) ) which tremendously reduces computation overhead. Before we proceed to the computation, we clarify that our problem indeed meet the assumption made by Whittle.
The applicability of the Whittle's index policy requires that each process is indexable. Denote U (i) (w) := {t : µ ⋆ i (t) = 1, w i = w} as the set of states where the optimal action is transmission when the extra penalty is w i .
Definition 1 A bandit is indexable if U i (w) monotonically decreases from the whole state space S i to the empty set as the extra cost w i increases from −∞ to +∞.
The sensor scheduling problem is indeed indexable, which is based on the optimality of threshold policies and monotonicity of the threshold with respect to w i . 
Lemma 2 1) There exists a constant θ
achieves the minimization in (10) with w = w i .
2) The thresholds satisfy θ
We conclude from Lemma 2 that the indexable condition indeed holds. As a threshold policy is optimal, we can obtain U i (w i ) = {t : t ≥ θ ⋆ i (w i )}. From the monotonicity of the threshold, we can further obtain
Moreover, since w i = −∞ and w i = +∞ lead to U i (w i ) = S i and U i (w i ) = ∅, we verify that the processes are indexable.
Before we proceed to the closed-form expression for the Whittle's index, we need the following lemma to compute the averaged estimation error under a threshold policy.
Lemma 3 The time-averaged communication rate under a threshold policy with threshold τ
(i) is lim T →∞ 1 T + 1 E T k=0 a (i) k = 1 λ i τ (i) + 1 .
The time-averaged estimation error J (i)
e (τ (i) ) under the same threshold policy is
where S P (i) and S Qi are the solutions to
and
With these quantities, we can provide a closed-form expression for the Whittle's index.
Theorem 3 The Whittle's index as a function of the time elapsed since the last successful transmission from sensor i is
) is the expected time-averaged estimation error of sensor i under a threshold policy with threshold τ (i) .
Proof: By its definition, the Whittle's index w i (τ (i) ) should be such that the expected costs of being passive (no transmission) and be active (transmission) are equal under a threshold policy with threshold τ (i) , i.e.,
which yields
Under the threshold policy with threshold τ (i) , the relative value functions V i (·) should satisfy, for 0 ≤ t < τ 
where the average cost under the threshold policy is the summation of the estimation errors and communication costs, i.e.,
and, since transmission and no transmission should have same costs,
Plug (13)- (14) in (12), we can obtain the expression for w i (τ (i) ) stated in the theorem. The Whittle's index is derived in a closed form. Compared with numerical iterations of value iteration or policy iteration, the computation overhead of the index-based method is negligible. It is worth noting that, apart from the extra penalty determined by the Whittle's index, every transmission will cause an energy cost c (i) c . Therefore, the Whittle's index can be negative. We revise the Whittle's index policy as follows. In each time step, we first pick m sensors whose Whittle's indices are the top m. Then we only schedule those sensors if their Whittle's indices are positive.
Weber and Weiss [32] proved that, if some conditions holds 1 , the Whittle's index policy is asymptotically optimal. We know that the cost of the original MDP is upper bounded by the average cost under a time-averaged constraint on its actions. The time-averaged constrained MDP is a relaxation of the original MDP, in which only m out of n sensors are scheduled in each time step. Moreover, the optimal performance of the original MDP is lower bounded by the Whittle's index policy, i.e., C W ≤ C ⋆ ≤ C relax , where C W stands for the time-averaged cost under the Whittle's index policy, C ⋆ stands for the minimal cost for the original MDP and C relax stands for the minimal cost under the relaxed MDP. Webber and Weiss showed that C W is asymptotically the same as C relax as m and n goes to infinity with fixed m/n. Because C W asymptotically reaches C relax , it also asymptotically reaches C ⋆ . In our numerical examples, the performance of the Whittle's index policy outperforms other two celebrated heuristics.
V. NUMERICAL EXAMPLE In this section, we present numerical examples to illustrate the theoretical results. The first example is provided to show the optimality of monotone policies (Theorem 2). The second example is provided to show the performance of the Whittle's index policy.
We first consider the case when n = 2. There are two processes and their parameters are as follows:
1 The authors claims that examples violating these conditions are extremely rare and the suboptimality is expected to be minuscule. Moreover, the packet arrival rate of the two channels are λ 1 = 0.8 and λ 2 = 0.9, respectively. We consider two scenarios, which accounts for transmission costs being zero or transmission costs being greater than zero. For the positive costs, we let c = 10. We use the relative value iteration to compute an optimal policy. The monotonicity structure of the optimal policy is shown in Fig. 2 . Sub-figure (a) shows an optimal policy when c are small. When n > 2, the monotone structure is hard to depict. We give a case for n = 3 and m = 2. The LTI processes dynamics are as follows: 2) Schedule one sensor: schedule sensor 1, schedule 2, schedule sensor 3; 3) Schedule two sensors: schedule sensor 1 and 2, schedule sensor 1 and 3, schedule sensor 2 and 3. Theses action can be categorized as three classes: sensor 1 is scheduled, sensor 2 is scheduled, sensor 3 is scheduled. By following the same procedure when n = 2, we obtain an optimal policy. We plot optimal actions on each state according to the category they are in, which are shown in Fig. 3 . In this figure, the region of scheduling each sensor are shown in each sub-figure. We can observe that there exists a switching surface between scheduling a particular sensor and no scheduling this sensor. As there are extra communication costs, we can see that it is optimal to schedule no sensors when τ (i) are small. Lastly, we present the performance of Whittle's index policy. For comparison purpose, we also simulate scheduling of two other celebrated heuristics, maximum-error-first policy and maximum-delay first policy. In the maximum-errorfirst policy, we choose the m sensors whose expected errors
are the m-largest at time k. In the maximumdelay-first policy, we choose the m sensors whose delays τ
k are the m-largest. Since there are transmission costs, the Whittle's index may not be positive. We consider two types of Whittle's index policy, the original one and the revised one we discussed in the end of the last section. We randomamly generate 40 first-order LTI systems:
with system gains A's drawn from a standard normal distribution, observation gains C's drawn from uniform distribution on the closed interval [1, 10] , and the state disturbance covariances E[w In each scenario, we run Monte Carlo simulations of the scheduling process of the four scheduling heuristics over a time-horizon with length 1000 for 100 times. We compute the averaged total costs of each heuristics, which consists of the averaged estimation error and the averaged transmission costs. The performance of each heuristics is shown in Fig. 4 , where "MaxError" refers to the maximum-error-first policy, 'MaxDelay" refers to the maximum-delay-first policy, and "Index" and "cIndex" refers to the original Whittle's index policy and revised Whittles' index policy, respectively. We observe that the two Whittle's index policies outperform the other two heuristics. Moreover, the revised policy in most cases performs better than the original one as the costs of transmission are also considered. 
VI. CONCLUSION
We formulated the multiple sensor scheduling problem as a Markov decision process (MDP) with average cost over an infinite horizon. An algorithm (Algorithm 1) was proposed to check the existence of a deterministic stationary optimal policy. We haven the optimality of monotone policies. The monotone structure reduced the computation effort of finding an optimal policy and facilitated online implementation. We leveraged the structure of the problem to prove that each process is index in the sense of Whittle's. We adopted Whittle's index to construct an index heuristics with closed-form expressions, which tremendously saved computation effort and facilitated online implementation. Numerical examples showed the empirical performance of the proposed index policy outperforms other two common heuristics.
The current setup assumes the channel condition is invariant and known beforehand. It would be a challenging problem to consider the case when the channel condition follows a time-varying model and the parameters are unknown. In that case, learning based method such as Q-learning can be used. Another future direction involves a distributed design. In this work, the centralized scheduling is considered. If some information exchange among the sensors is applicable, the scheduling policy can be done in a distributed manner. , a) given s ∈ S, condition (5) also holds. Lastly, as the state space is discrete, condition (6) also holds. As the six conditions are satisfied, the result holds.
B. Proof of Theorem 2
Before we proceed to the proof, we make two definitions. For every process i, we can define a partial order ≤ i on the states s. The same convention of partial order is defined for the actions a.
The monotonicity for every process i can be perceived as monotonicity of the optimal action on the state space. This can be guaranteed if the following four conditions hold. where V (s) is again any monotonically increasing function. Conditions (1) and (2) address the monotonicity of c(s, a) and Pr(s + |s, a), while conditions (3) and (4) If the above four conditions are satisfied, the quantity inside the minimization of the Bellman optimality equation c(s, a) + β s+ Pr(s + |s, a)V (s + ) is monotone and submodular in s and a, which shows that there exists a monotone policy being an optimal policy for any finite-horizon MDP. By again using the vanishing discount approach [33, Theorem 5.5.4 ], the monotonicity is propagated to the time-averaged MDP. The proof of Lemma 1 has already verified the applicability of such an argument. The remaining task is to verify the four conditions. Conditions (1) and (3) 
