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Abstract
The Dirichlet problem for a class of stochastic partial differential equations is studied in
Sobolev spaces. The existence and uniqueness result is proved under certain compatibil-
ity conditions that ensure the finiteness of Lp(Ω × (0, T ),W 2,p(G))-norms of solutions.
The Ho¨lder continuity of solutions and their derivatives is also obtained by embedding.
Keywords: stochastic partial differential equations, Dirichlet problem, Lp estimates,
compatibility conditions, unbounded domains
1. Introduction
Given a domain G ⊂ Rn and a sequence of independent Wiener processes wk, let us
consider the following stochastic partial differential equation (SPDE)
du = (aijuxixj + b
iuxi + cu+ f) dt+ (σ
ikuxi + ν
ku+ gk) dwkt (1.1)
with (t, x, ω) ∈ (0, T ]×G× Ω, where the leading coefficients aij(t, x, ω) and σik(t, x, ω)
satisfy the strong parabolicity condition: there are positive numbers κ and K such that
κ|ξ|2 + σikσjkξiξj ≤ 2aijξiξj ≤ K|ξ|2 for all ξ ∈ Rn and (t, x, ω). (1.2)
Einstein summation convention is used in this paper with i, j = 1, . . . , n and k = 1, 2, . . . .
Such equations arise in many applications such as nonlinear filtering, statistical physics,
and so on (see Da Prato & Zabczyk [3] and references therein). The countable sum of
stochastic integrals in (1.1) lets it include equations driven by cylindrical white noise
(cf. Walsh [27], Krylov [15]).
The main goal of this paper is to obtain the solvability of parabolic SPDEs in the
space Lp(Ω × (0, T ),W 2,p(G)) with natural structural conditions, where W 2,p(G) is a
standard Sobolev space with p ≥ 2. To explain our interest in this problem, let us
recall some well-known results from SPDE theory in this aspect. Under the framework
of Hilbert spaces Hm(G) = Wm,2(G), Krylov & Rozovsky [20] proved the existence and
uniqueness of weak solutions for a large class of parabolic SPDEs, and then they proved
the smoothness of solutions when G = Rn. So far, the theory for the Cauchy prob-
lem is rather complete and satisfactory: a comprehensive Lp-theory of parabolic SPDEs
in the whole space was developed by Krylov [14] in Bessel potential spaces Hs,p(Rn)
(equivalent to W s,p(Rn) when s is a natural number), and a solvability theory in Ho¨lder
classes was constructed by Mikulevicius [24], Du & Liu [6]. As far as general domains
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G are concerned, one of the greatest difficulties is how to handle the “bad” behaviour of
derivatives of solutions near the boundary. Indeed, unless certain compatibility condi-
tions are fulfilled, the derivatives of the solutions may blow up near the boundary even
in the one-dimensional case. As an example, let us take a look at the following finding
from Krylov [16, Theorem 5.3].
Lemma 1.1 (Krylov [16]). There exists a λ0 > 0 such that if λ ∈ (0, λ0) and the function
u with u(t, 0) = 0 for all t and u(0, ·) ∈ C∞0 (0,∞) satisfies the equation
du = uxx dt+
√
2− λux dWt on (0,∞)2,
then there exists a dense subset S ⊂ (0,∞) such that for all s ∈ S and α > e− 12λ , it holds
almost surely (a.s.) that limx↓0 x
−αu(s, x) =∞; consequently, lim supx↓0 |ux(s, x)| =∞.
Flandoli [7] proved the existence and uniqueness of solutions of parabolic SPDEs in
the Hilbert space H2m+1(G) under a long series of compatibility conditions (see Theorem
4.1 there). Brzeniak [2] solved the equations in the Besov space B1p,2(G) (whose elements
have first-order weak derivatives) requiring σ to be sufficiently small. Both of them used
semigroup method, and the leading coefficients of their equations were deterministic.
Applying PDE techniques, Krylov [12] developed a Wm,2-theory of linear SPDEs in
general smooth domains, where the equations could have random coefficients; instead of
the compatibility conditions, he introduced Sobolev spaces with weights to control the
blow-up of derivatives of solutions near the boundary. This idea was adopted to develop
a weighted Lp-theory for parabolic SPDEs in general domains, see Krylov [12], Krylov
& Lototsky [19], Kim [10, 11] among others. For more aspects of regularity theory for
quasilinear SPDEs in domains, we refer to Denis et al. [5], Zhang [28], Van Neerven
et al. [26, 25], Debussche et al. [4], Gerencse´r [8] and the references therein.
By relaxing the requirement on derivatives of solutions, the weighted Lp-theory of
SPDEs is successful in dealing with equations under very general assumptions on the
coefficients. Nevertheless, it is still interesting enough to ask under which circumstances
the solutions of SPDEs lie in the normal Sobolev spaces, especially the space W 2,p
in which the solutions found are called strong solutions in classical PDE theory (cf.
Lieberman [22]). This question seems not to be answered by the weighted Lp-theory of
SPDEs. To find natural conditions, let us start with two examples as follows, which show
that, if there is no restriction on the boundary values of coefficient σ, the second-order
derivatives need not be square integrable.
Example 1.2. Let u(t, x) with t ∈ (0,∞) and x ∈ G = (0, 1) be a solution of the
equation:
du(t, x) = (uxx(t, x) + f(t)) dt+ σ(x)ux(t, x) dWt,
u(0, x) = u(t, 0) = u(t, 1) = 0,
where W is a one-dimensional Wiener process, σ ∈ C2(G¯) with supG |σ| < 2, and
f ∈ L2(0,∞) are not identically zero. From L2-theory of SPDEs (cf. Krylov & Rozovsky
[20]), the equation has a unique (nonzero) solution u ∈ L2(Ω×(0,∞), H10 (G)). However,
if σ(0)σ(1) 6= 0, we can see that uxx /∈ L2(Ω × (0, T ) × G) for any T > 0. Indeed, if
uxx ∈ L2(Ω×(0, T )×G) for some T > 0, then by embedding ux is continuous on [0, T ]×G¯,
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and according to the boundary condition, we have σ(0)ux(t, 0) = σ(1)ux(t, 1) = 0.
Therefore, v := ux ∈ H10 (G) satisfies (in the sense of distribution)
dv = vxxdt+ (σvx + σxv) dWt, v(0, x) = v(t, 0) = v(t, 1) = 0,
which implies ux = v = 0, and furthermore, u = 0 by the boundary condition, yielding
a contradiction. Thus, u /∈ L2(Ω× (0, T ), H2(G)) as long as σ(0)σ(1) 6= 0.
Example 1.3. With σ ∈ (−2, 2)\{0}, T > 0 and G = (0, 1) the following equation
du = (uxx + x/σ) dt + (σux − t) dWt, u(0, x) = u(t, 0) = u(t, 1) = 0
has a unique solution u ∈ L2(Ω × (0, T ), H10(G)) from L2-theory of SPDEs. Suppose
uxx ∈ L2(Ω × (0, T ), L2(G)). Then by a similar argument as in the previous example,
we have that v = ux ∈ H1(G) satisfies
dv = (vxx + 1/σ) dt+ σvx dWt, v(0, x) = 0, v(t, 0) = v(t, 1) = t/σ.
Solving this equation we have ux(t, x) = v(t, x) = t/σ, which is impossible given u(t, 0) =
u(t, 1) = 0. Therefore, u /∈ L2(Ω× (0, T ), H2(G)).
From the above, certain compatibility condition on the coefficient σ must be involved
to ensure the second-order derivatives of solutions lie in Lp(Ω × (0, T ),W 2,p(G)). This
issue was first addressed by Flandoli [7], where p = 2 and the coefficients of equations
depended only on x. For p > 2 there seems be no result in the literature. In this note
we propose the following condition.
Assumption 1.4. The vectors σ·k = (σ1k, . . . , σnk) restricted on ∂G are tangent to ∂G,
namely,
n(x) · σ·k(t, x, ω) = 0, k = 1, 2, . . . (1.3)
for all x ∈ ∂G and all (t, ω), where n(x) is a unit normal vector of ∂G at x.
When considering zero boundary conditions, this assumption is quite necessary for
our goal according to our examples, and technically, it gives the least condition on σ to
ensure that σikuxi vanishes on the boundary for all u ∈ W 2,p(G) ∩W 1,p0 (G) and all k.
Meanwhile, the free term g must equal zero on the boundary consequently, otherwise the
second-order derivatives of solutions of Eq. (1.1) may still blow up near the boundary,
as was illustrated in Krylov [12, Example 1.2].
Assumption 1.4 and the boundary value restriction of g are all we need additionally
to achieve our goal. Indeed, the main result of this paper, Theorem 2.5 below, yields
that, under Assumption 1.4 along with other standard conditions on the coefficients and
on the domain, SPDE (1.1) with zero initial-boundary condition has a unique solution
u in the space Lp(Ω× (0, T ),P,W 2,p(G)) for any given f ∈ Lp(Ω× (0, T ),P, Lp(G)) and
g ∈ Lp(Ω× (0, T ),P,W 1,p0 (G; ℓ2)), where P is the predictable σ-field. The requirement
on the boundary value of g is attracted into the space. By embedding the solution and
its derivatives are globally Ho¨lder continuous as long as p > n + 2.
It is worth noting that Assumption 1.4 has local impact on the regularity of solutions;
in other words, if (1.3) is satisfied only on a portion of ∂G, then the solutions possess
W 2,p-regularity and continuity near this portion. This property is elaborated in Theorem
2.7 in the next section.
This paper is organized as follows. In the next section the main results are stated after
introducing some notation and assumptions. Section 3 is devoted to the proof of Theorem
2.5, consisting of four subsections: in Subsection 3.1 we obtain the existence, uniqueness
and estimates of the solution of a model equation in the half space; in Subsection 3.2
we derive a priori estimates for general equations in C2 domains; the existence and
uniqueness of solutions in the general case is proved in Subsection 3.3 with the help of
the method of continuity and the Banach fixed-point theorem; and in Subsection 3.4
we prove the continuity of solutions and their derivatives. Theorem 2.7 is proved in the
final section.
2. Notation and main results
Let (Ω,F ,Ft,P) be a complete filtered probability space carrying a sequence of
independent Wiener process wk, and P the predictable σ-field generated by Ft. Let Rn
be an n-dimensional Euclidean space of points x = (x1, . . . , xn), and
R
n
+ = {x = (x1, x′) : x1 > 0, x′ = (x2, . . . , xn) ∈ Rn−1}.
Denote Bρ(x) = {y ∈ Rn : |x− y| < ρ} and Bρ = Bρ(0). Let G be a domain in Rn. The
following definition is taken from Krylov [17, Page 165].
Definition 2.1. We write G ∈ C2 if there are positive constants K0 and ρ0 such that
for each z ∈ ∂G there exists a one-to-one map ψ from Bρ0(z) to a domain Uz ⊂ Rn such
that
1. ψ(z) = 0 and Uz+ := ψ(Bρ0(z) ∩G) ⊂ Rn+,
2. ψ(Bρ0(z) ∩ ∂G) = Uz ∩ {y ∈ Rn : y1 = 0},
3. ψ ∈ C2(B¯ρ0(z)), ψ−1 ∈ C2(U¯z), and ‖ψ‖C2 + ‖ψ−1‖C2 ≤ K0.
We say that the diffeomorphism ψ flattens the boundary near z.
Fix real numbers T > 0 and p ≥ 2 in this paper.
For m ≥ 0 we let Wm,p(G) and W 1,p0 (G) be the usual Sobolev spaces (cf. Adams
& Fournier [1]), and Wm,p(G; ℓ2) and W 1,p0 (G; ℓ
2) the corresponding spaces of ℓ2-valued
functions. Denote
Wm,p◦ (G) =W
m,p(G) ∩W 1,p0 (G), m ≥ 1,
and W 0,p◦ (·) = W 0,p(·) = Lp(·). Denote by Wm,ploc (G) the space of all functions u such
that u ∈ Wm,p(G′) for any G′ ⊂ G with dist(G′, ∂G) > 0.
For random functions, we define
W
m,p(G, τ) = Lp(Ω× (0, τ),P,Wm,p(G)), Wm,p(G) = Wm,p(G, T ),
W
m,p
◦ (G, τ) = L
p(Ω× (0, τ),P,Wm,p◦ (G)), Wm,p◦ (G) = Wm,p◦ (G, T ),
and analogously, Wm,p(G, τ ; ℓ2), Wm,p(G; ℓ2), Wm,p◦ (G; ℓ
2),Wm,ploc (G), etc. Denote L
p(·) =
W
0,p(·) = W0,p◦ (·).
The understanding of solutions of SPDEs is implied in the following definition of a
functional space for solutions (cf. Krylov [15]).
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Definition 2.2. For a positive integer m, by Wm,p◦ (G) we denote the space of all func-
tions u ∈Wm,p◦ (G) such that
u(0, ·) ∈ Lp(Ω,F0,Wm−2/p,p◦ (G))
and for some uD ∈Wm−2,p(G) and uS ∈Wm−1,p◦ (G; ℓ2), the equation du = uD dt+ukS dwkt
holds in the sense of distributions, namely, for all φ ∈ C∞0 (G),
(u(t, ·), φ) = (u(0, ·), φ) +
∫ t
0
(uD(s, ·), φ) ds+
∫ t
0
(ukS(s, ·), φ) dwks
for all t ≤ T with probability 1.
Now we consider the following semilinear equation
du = (aijuxixj + f(t, x, u)) dt+ (σ
ikuxi + g
k(t, x, u)) dwkt (2.1)
with the initial-boundary condition
{ u(t, x) = 0, x ∈ ∂G, t ≥ 0;
u(0, x) = u0(x), x ∈ G. (2.2)
The following conditions on the given data are quite standard (cf. Krylov [15]).
Assumption 2.3. The functions aij = aji and σik are real valued and P × B(G)-
measurable and satisfy the strong parabolicity condition (1.2), and there are a number
L > 0 and a continuous and increasing function ̟(·) with ̟(0) = 0 such that
|aij(t, x)− aij(t, y)| ≤ ̟(|x− y|), ‖σi·(t, x)− σi·(t, y)‖ℓ2 ≤ L|x− y|,
for all (t, ω), all x, y ∈ G¯, and all i, j = 1, . . . , n.
Assumption 2.4. (a) For any u ∈ W 2,p◦ (G), the functions f(·, ·, u) and g(·, ·, u) are
predictable as functions taking values in Lp(G) and W 1,p◦ (G; ℓ
2), respectively.
(b) f(·, ·, 0) ∈ Lp(G) and g(·, ·, 0) ∈W1,p◦ (G; ℓ2).
(c) For any ε > 0, there is a Kε ≥ 0 such that for any u, v ∈ W 2,p◦ (G), t, ω, we have
‖f(t, ·, u)− f(t, ·, v)‖Lp(G) + ‖g(t, ·, u)− g(t, ·, v)‖W 1,p(G;ℓ2)
≤ ε‖u− v‖W 2,p(G) +Kε‖u− v‖Lp(G).
The main result of this paper is the following theorem.
Theorem 2.5. Let G ∈ C2 and Assumptions 1.4, 2.3 and 2.4 be satisfied. Then we have
that
(i) for any u0(·) ∈ Lp(Ω,F0,W 2−2/p,p◦ (G)) Dirichlet problem (2.1)–(2.2) admits a
unique solution u ∈ W2,p◦ (G);
(ii) the solution satisfies the estimate
‖u‖p
W2,p(G) ≤ C
(‖f(·, ·, 0)‖p
Lp(G) + ‖g(·, ·, 0)‖pW1,p(G;ℓ2) + E‖u0‖pW 2−2/p,p(G)
)
, (2.3)
where the constant C depends only on κ,K, n, p, T,K0, ρ0, L, and the functions ̟(·) and
Kε;
(iii) when p > max{2, (n+2)/2}, u ∈ Lp(Ω, Cα/2,α([0, T ]×G¯)) for any α ∈ (0, 2p−n−2
2p
),
and when p > n+ 2, ux ∈ Lp(Ω, Cβ/2,β([0, T ]× G¯)) for any β ∈ (0, p−n−22p ).
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The Ho¨lder space Cα/2,α([0, T ]× G¯) is defined in the standard way (cf. Krylov [13]),
which contains all continuous functions u : [0, T ]× G¯→ R such that
‖u‖Cα/2,α([0,T ]×G¯) = sup
[0,T ]×G¯
|u|+ sup
(t,x)6=(s,y)
|u(t, x)− u(s, y)|
|t− s|α/2 + |x− y|α <∞.
In the literature the domain G was usually assumed to be bounded (unless it is the
whole space or a half space), but here it can be unbounded, and a detailed argument
will be presented in our proof to address unbounded domains (see Subsection 3.2 below).
Moreover, the above theorem still holds true if the terminal time T is replaced by any
stopping time τ ≤ T as in Krylov [15], Kim [10]. A simple way to do this is to zero
extend the functions f and g after time τ until T and solve the problem in the time
period [0, T ].
By interpolation it is easily checked that the linear equation (1.1) fits the assumptions
of Theorem (2.5) provided that f ∈ Lp(G) and g ∈W1,p◦ (G; ℓ2) along with the following
condition.
Assumption 2.6. The functions bi, c, νk are real valued and P × B(G)-measurable,
and |bi|, |c|, ‖ν‖ℓ2 , ‖νx‖ℓ2 are uniformly bounded on [0, T ]× G¯× Ω.
Even if the compatibility condition (1.3) is satisfied only on a portion of ∂G, it is
still possible to obtain local regularity of solutions near this portion. The main issue
here is that the solution may not lie in W2,p◦ (G) or even not exist. Fortunately, when
G is bounded (or a half space) and the equation is linear, the Dirichlet problem can
be solved in the weighted Sobolev space H2p,θ(G) by means of the main results in Kim
[11]; the space H2p,θ(G) that W2,p◦ (G) can be embedded to was introduced by Krylov &
Lototsky [19], Lototsky [23], based on delicately selected weights. With this observation,
we formulate the local regularity result into the following theorem by assuming the
existence of solutions without thorough verification of conditions, and for simplicity but
without loss of essence, we consider the linear equation (1.1).
Theorem 2.7. Let Γ be an open subset of ∂G and (1.3) satisfied at each point x ∈ Γ.
Let Assumptions 2.3 and 2.6 be satisfied and |aijx | dominated by the constant L. Suppose
that u ∈ Lp(G) ∩ W2,ploc(G) with u(0, ·) ∈ Lp(Ω,F0,W 2−2/p,p◦ (G)) satisfies Eq. (1.1)
with u|∂G = 0 for given f ∈ Lp(G) and g ∈ W1,p(G) with g|Γ = 0. Then for any
bounded domain G′ ⊂ G with dist(G′, ∂G\Γ) > 0, we have u ∈ W2,p(G′). Moreover,
u ∈ Lp(Ω, Cα/2,α([0, T ]× G¯′)) for any α ∈ (0, 2p−n−2
2p
) when p > max{2, (n+ 2)/2}, and
ux ∈ Lp(Ω, Cβ/2,β([0, T ]× G¯′)) for any β ∈ (0, p−n−22p ) when p > n + 2.
In the above theorem the assumption that the solution lies in Lp(G) ∩W2,ploc(G) is
not restrictive: on the one hand, a function in the space H2p,θ(G) naturally belongs to
W
2,p
loc(G); on the other hand, the property u ∈ Lp(G) can be derived from the other
assumptions of the theorem with the help of Itoˆ’s formula, at least when G is bounded.
Requiring aij(t, ·) ∈ C0,1(G) allows us to write the equation into the divergence form
that helps us prove u ∈ W1,p(G′) as an important intermediate step. We remark that
u ∈ H2p,θ(G) does not always imply u ∈W1,p(G) (cf. Kim [10]).
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3. Proof of Theorem 2.5
3.1. Model equations in a half space
Let G = Rn+ in this subsection. In the first step we consider the equations on
[0, T ]× Rn+ with coefficients independent of x.
Proposition 3.1. Let aij = aij(t) and σik = σik(t) be predictable processes and satisfy
(1.2). Assume that
σ1· = (σ11, σ12, . . . ) ≡ 0, ∀(t, ω) ∈ [0, T ]× Ω.
Consider the Dirichlet problem
{
du = (aijuxixj + f) dt+ (σ
ikuxi + g
k) dwkt ,
u|t=0 = 0, u|x1=0 = 0.
(3.1)
Then, (i) for f ∈ Lp(Rn+) and g ∈ W1,p◦ (Rn+; ℓ2), (3.1) has a unique solution u ∈
W2,p◦ (Rn+), and
‖u‖W2,p(Rn
+
) ≤ C
(‖f‖Lp(Rn
+
) + ‖g‖W1,p(Rn
+
;ℓ2)
)
; (3.2)
(ii) if g ∈ Lp(Rn+; ℓ2) and f = f 0 + ciFxi with f 0, F ∈ Lp(Rn+) and ci ∈ L∞(G), then
(3.1) has a unique solution u ∈ W1,p◦ (Rn+), and
‖u‖W1,p(Rn
+
) ≤ C
(‖(f 0, F )‖Lp(Rn
+
) + ‖g‖Lp(Rn
+
;ℓ2)
)
; (3.3)
where the constant C depends only on κ,K, n, p, T , and additionally on ‖ci‖L∞ for (ii).
Proof. The proofs of (i) and (ii) are quite similar, so we only present the proof of (i) in
details. Consider the following equation
duˆ = K∆uˆ dt+ (σikuˆxi + g
k) dwkt on (0, T ]× Rn+ (3.4)
with zero initial-boundary condition. Obviously, this equation is also strongly parabolic.
Define the odd continuation of g, i.e.,
g(x1, x′) := −g(−x1, x′), ∀x1 < 0, x′ ∈ Rn−1. (3.5)
As g ∈W1,p◦ (Rn+; ℓ2), the continued function g belongs to W1,p◦ (Rn; ℓ2). By Theorem 5.1
in Krylov [15], there exists a unique solution uˆ ∈ W2,p◦ (Rn) of (3.4) considered in the
whole Rn with zero initial condition. From the uniqueness, uˆ(t, x) = uˆ(t, x1, x′) is odd
with respect to x1, so uˆ(t, x) = 0 for x1 = 0, which means that uˆ restricted in Rn+ satisfies
(3.4) with zero initial-boundary condition, and uˆ ∈ W2,p◦ (Rn+). Also from Theorem 5.1
in Krylov [15], we have the following estimate
‖uˆ‖W2,p(Rn
+
) ≤ C‖g‖W1,p(Rn
+
;ℓ2), (3.6)
where the constant C depends only on κ,K, n, p and T .
Define a stochastic process ξt = (0, ξ
2
t , . . . , ξ
n
t ) with
ξit =
∫ t
0
σik(s) dwks , i = 2, . . . , n.
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It is easily seen that for each x ∈ Rn+ the process x± ξt always stays in Rn+. Moreover,
for any given f˜ ∈ Lp(Rn+), the random translation f˜(t, x − ξt) as a function of (t, x, ω)
also lies in Lp(Rn+), and
‖f˜(ω)‖Lp((0,T )×Rn
+
) = ‖f˜(·, · − ξ·(ω), ω)‖Lp((0,T )×Rn
+
).
Consider the following random partial differential equation (PDE)
∂tv =
(
aij − 1
2
σikσjk
)
vxixj + f˜(t, x− ξt), on (0, T ]× Rn+,
v|t=0 = 0, v|x1=0 = 0.
(3.7)
Due to (1.2), this PDE is strongly parabolic. Moreover, f˜(t, x− ξt(ω), ω) as a function
of (t, x) belongs to Lp((0, T )× Rn+) for almost every ω. So by the classical PDE theory
(cf. Lieberman [22, Theorem 7.32]), problem (3.7) has a unique strong solution
v(·, ·, ω) ∈ Lp((0, T ),W 2,p◦ (Rn+))× C([0, T ], Lp(Rn+))
for almost every ω, and v(·, ·, ω) satisfies the estimates
‖v(·, ·, ω)‖pLp((0,T ),W 2,p(Rn+)) ≤ C‖f˜(·, ·, ω)‖
p
Lp((0,T )×Rn
+
),
where the constant C depends only on κ,K, n, p and T , but not on ω. Thus, one has
v ∈ W2,p◦ (Rn+), and taking mathematical expectation on the above estimate yields
‖v‖p
W2,p(Rn
+
) ≤ C‖f˜‖pLp(Rn+). (3.8)
Now applying the Itoˆ-Wentzell formula obtained in Krylov [18] to u˜(t, x) := v(t, x+ ξt),
one can check that u˜ ∈ W2,p◦ (Rn+), and it solves the problem
du˜ = (aiju˜xixj + f˜) dt+ σ
iku˜xi dw
k
t , u˜|t=0 = 0, u˜|x1=0 = 0, (3.9)
and satisfies the estimate
‖u˜‖W2,p(Rn
+
) = ‖v‖W2,p(Rn
+
) ≤ C‖f˜‖Lp(Rn+). (3.10)
On the other hand, we remark that u˜ ∈ W2,p◦ (Rn+) is a solution to (3.9) if and only if
v(t, x) = u˜(t, x − ξt) is the solution to (3.7); as the latter has a unique solution, the
solution of (3.9) is also unique.
Define u = uˆ+ u˜ ∈ W2,p◦ (Rn+). It follows from equations (3.4) and (3.9) that
du = [aijuxixj + (Kδ
ij − aij)uˆxixj + f˜ ] dt+ (σikuxi + gk) dwkt ,
where δij is the Kronecker delta. With
f˜ = f − (Kδij − aij)uˆxixj , (3.11)
it is seen that u is a solution to problem (3.1), so the existence part is proved. Moreover,
from estimates (3.6) and (3.10), the obtained u satisfies
‖u‖W2,p(Rn
+
) ≤ ‖uˆ+ u˜‖W2,p(Rn
+
)
≤ C(‖g‖W1,p(Rn
+
;ℓ2) + ‖f − (Kδij − aij)uˆxixj‖Lp(Rn+)
)
≤ C(‖f‖Lp(Rn
+
) + ‖g‖W1,p(Rn
+
;ℓ2) + ‖uˆxx‖Lp(Rn+)
)
≤ C(‖f‖Lp(Rn
+
) + ‖g‖W1,p(Rn
+
;ℓ2)
)
,
(3.12)
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where C = C(κ,K, n, p, T ).
To prove the uniqueness, we let u∗ ∈ W2,p◦ (Rn+) be any solution of (3.1), uˆ be the
solution of (3.4) determined by g. Then u∗ − uˆ satisfies (3.9) with f˜ given by (3.11),
so by uniqueness (for problem (3.9)) we have u∗ − uˆ = u˜, which means u = u∗. The
uniqueness part is also proved, and the estimate (3.2) follows from (3.12) immediately.
The proof is complete.
3.2. A priori estimates
In the following result we obtain a priori estimates for linear equations in general
domains. We adapt the technique of straightening (the boundary) and partitioning
(the domain) from PDE theory (cf. Gilbarg & Trudinger [9], Krylov [17]). The new
difficulties here are due to the compatibility conditions and the (possible) unbounded
domains. Recall that u ∈ W2,p◦ (G) implies u(t, ·) = 0 on the boundary ∂G.
Proposition 3.2. Let G ∈ C2 and Assumptions 1.4 and 2.3 be satisfied. Suppose that
u ∈ W2,p◦ (G) with u(0, ·) = 0 satisfies the equation
du = (aijuxixj + f) dt+ (σ
ikuxi + g
k) dwkt (3.13)
for some f ∈ Lp(G) and g ∈W1,p◦ (G). Then we have
‖u‖W2,p(G) ≤ C
(‖f‖Lp(G) + ‖g‖W1,p(G;ℓ2)), (3.14)
where the constant C depends only on κ,K, n, p, T,K0, ρ0, L, and the functions ̟(·).
Proof. Fix a z ∈ ∂G and take the objects associated with z from Definition 2.1. For a
function h defined in Bρ0(z) ∩G, we introduce
h˜(y) = h ◦ ψ−1(y) = h(ψ−1(y)) ∀ y ∈ Uz+.
Obviously, h(x) = h˜ ◦ ψ(x). In what follows, we keep the relation
y = ψ(x) for x ∈ Bρ0(z) ∩G,
which implies that h(x) = h˜(y).
For the sake of convenience, we denote hi = ∂ih in this subsection to be the
partial derivative of a function u with respect to the i-th spatial variable. Then for
h ∈ W 2,p(Bρ0(z) ∩G) we have
hi(x) = ψ
r
i (x)h˜r(y),
hij(x) = ψ
r
i (x)ψ
s
j (x)h˜rs(y) + ψ
r
ij(x)h˜r(y).
The following result is taken from Lemma 8.3.4 in Krylov [17].
Lemma 3.3. h ∈ W k,p(Bρ0(z)∩G) if and only if h˜ ∈ W k,p(Uz+) for k = 0, 1, 2. Moreover,
C−1‖h‖W k,p(Bρ0 (z)∩G) ≤ ‖h˜‖W k,p(Uz+) ≤ C‖h‖W k,p(Bρ0 (z)∩G)
with C = C(n, p,K0).
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Let η ∈ C∞0 (Rn) such that η(x) = 1 for |x| ≤ ρ0/2 and η(x) = 0 for |x| ≥ 3ρ0/4.
With y = ψ(x) (only for x ∈ Bρ0(z) ∩G) we define
ηz(x) = η(x− z), η˜z(y) = ηz(x),
a˜rs(t, y) = aij(t, x)ψri (x)ψ
s
j (x)η˜
z(y) +Kδrs[1 − η˜(y)],
σ˜rk(t, y) = σik(t, x)ψri (x)η˜(y).
Formally speaking, a˜rs(t, y) and σ˜rk(t, y) are not defined for y /∈ U¯z , but we may set
η˜z(y) = 0 for those y and the corresponding terms to be zero, then a˜rs(t, y) and σ˜rk(t, y)
are well-defined for all y ∈ Rn+. From Lemma 8.3.6 in Krylov [17], we have
Lemma 3.4. (i) For any y, y1, y2 ∈ Rn+ and (t, ω) ∈ [0, T ]× Ω,
|a˜rs(t, y)|+ ‖σ˜r·(t, y)‖ℓ2 ≤ K˜(n,K,K0),
|a˜rs(t, y1)− a˜rs(t, y2)| ≤ ˜̟ (|y1 − y2|),
‖σ˜r·(t, y1)− σ˜r·(t, y2)‖ℓ2 ≤ L˜(n,K,K0, L),
where ˜̟ (·) is a modulus of continuity determined only by ̟(·), n,K and K0.
(ii) There is a constant κ˜ = κ˜(n, κ,K0) > 0 such that
(2a˜rs(t, y)− σ˜rk(t, y)σ˜sk(t, y))ξiξj ≥ κ˜|ξ|2
for all ξ = (ξ1, . . . , ξn) ∈ Rn and all (t, y) ∈ [0, T ]× Rn+.
Let ρ ∈ (0, ρ0∧1] be a constant to be specified later, and take a nonnegative function
ζ ∈ C∞0 (Rn) such that ζ(x) = 1 for |x| ≤ ρ/4 and ζ(x) = 0 for |x| ≥ ρ/2. Set
ζz(x) = ζ(x− z) and ζ˜z(y) = ζz(x) = ζz(ψ−1(y)). (3.15)
It is easily checked that ρ|ζx|+ ρ2|ζxx| ≤ C(n).
Let u ∈ W2,p◦ (G) be a solution to Eq. (3.13) with u(0, ·) = 0. Define
u˜z(t, y) =
{
ζ˜z(y)u(t, x) for y ∈ U¯z+,
0 elsewhere.
(3.16)
A direct computation gives that the function u˜z ∈ W2,p◦ (Rn+), whose support lies in
ψ(Bρ/2(z)) ∩ U¯z+, satisfies the following equation
du˜z(t, y) = (a˜rs(t, 0)u˜zrs(t, y) + fˆ
z(t, y)) dt+ (σ˜rk(t, 0)u˜zr(t, y) + gˆ
z,k(t, y)) dwkt
u˜z|t=0 = 0, u˜z|y1=0 = 0,
(3.17)
where
fˆ z(t, y) = [a˜rs(t, y)− a˜rs(t, 0)]u˜zrs(t, y) + ζ˜z(y)f(t, x)− a˜rs(t, y)ζ˜zrs(y)u˜(t, y)
− a˜rs(t, y)ζ˜zs (y)u˜r(t, y) + aij(t, x)ψrij(x)ζ˜z(y)u˜r(t, y),
gˆz,k(t, y) = [σ˜rk(t, y)− σ˜rk(t, 0)]u˜zr(t, y) + ζ˜z(y)gk(t, x)− σ˜rk(t, y)ζ˜zr (y)u˜z(t, y). (3.18)
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To apply Proposition 3.2 to Eq. (3.17), we need to verify the following conditions:
σ˜1·(t, 0, y′) = 0 ∀ y′ ∈ Rn+, (3.19)
fˆ z ∈ Lp(Rn+) and gˆz ∈W1,p◦ (Rn+). (3.20)
To check (3.19), we notice that, from Definition 2.1, the equation of the surface
Bρ0(z) ∩ ∂G is ψ1(x) = 0, so ∂ψ1(x) is a normal vector of ∂G at x ∈ Bρ0(z) ∩ ∂G.
Thanks to Assumption 1.4, one has that for x ∈ Bρ0(z) ∩ ∂G,
0 = ∂ψ1(x) · σ·k(t, x) = σrk(t, x)∂rψ1(x) = σ˜1k(t, ψ(x)). (3.21)
Also notice that σ˜1k(t, ·) = 0 outside U¯z+. So (3.19) is valid.
To check (3.20), one can use Lemmas 3.3 and 3.4 to obtain that fˆ z ∈ Lp(Rn+),
gˆz ∈W1,p(Rn+), and
‖fˆ z‖Lp(Rn
+
) ≤ C ˜̟ (ρ)‖u˜zyy‖Lp(Rn+) + C
{‖ζ˜zf˜‖Lp(Rn
+
) + ‖(ζ˜zyyu˜, ζ˜zy u˜y, ζ˜zu˜y)‖Lp(Rn+)
}
≤ C ˜̟ (ρ)‖uzxx‖Lp(G) + C
{‖ζzf‖Lp(G) + ‖(ζzxxu, ζzxu, ζzu, ζzxux, ζzux)‖Lp(G)}
≤ C ˜̟ (ρ)‖uxx‖Lp(Bρ/2(z)∩G) + C
{‖f‖Lp(Bρ/2(z)∩G) + ρ−2‖u‖W1,p(Bρ/2(z)∩G)},
‖gˆz‖W1,p(Rn
+
;ℓ2) ≤ CL˜ρ‖u˜zyy‖Lp(Rn+) + C
{‖ζ˜zg˜‖W1,p(Rn
+
;ℓ2) + ‖ζ˜zy u˜‖W1,p(Rn+)
}
≤ CL˜ρ‖uxx‖Lp(Bρ/2(z)∩G) + C
{‖g‖W1,p(Bρ/2(z)∩G;ℓ2) + ρ−2‖u‖W1,p(Bρ/2(z)∩G)}
with C = C(K, n, p,K0, ρ0, L) independent of ρ, where ˜̟ (·) and L˜ are taken from Lemma
3.4. It remains to check gˆz ∈W1,p◦ (Rn+). This immediately follows from some basic facts
in real analysis:
Lemma 3.5. Let h and ϕ be functions defined Rn+. Then we have
(a) if h ∈ W 1,p◦ (Rn+) and ϕ ∈ C0,1(R¯n+), then ϕh ∈ W 1,p◦ (Rn+);
(b) if h ∈ W 1,p(Rn+) and ϕ ∈ C0,10 (R¯n+) , then ϕh ∈ W 1,p◦ (Rn+);
(c) if h ∈ W 2,p◦ (Rn+), then hxi ∈ W 1,p◦ (Rn+) for i = 2, . . . , n,
where C0,1(R¯n+) is the space of all uniformly Lipschitz continuous functions defined on
R¯
n
+, and its subset C
0,1
0 (R¯
n
+) collects those functions that vanish on the boundary {x1 =
0}.
Now we use the above lemma to verify gˆz ∈ W1,p◦ (Rn+). By the assertion (a), it
is easily seen the last two terms in the expression (3.18) of gˆz belong to W1,p◦ (R
n
+; ℓ
2).
Assumption 2.3 and the condition σ˜1·(t, 0, y′) = 0 checked above imply that σ˜1·(t, ·) ∈
C0,10 (R¯
n
+; ℓ
2) uniformly with respect to (t, ω), which along with u˜zy1 ∈ W1,p(Rn+) yields
[σ˜1· − σ˜1·(·, 0)]u˜z1 ∈ W1,p◦ (Rn+; ℓ2) by means of the assertion (b). Moreover, because
u˜z ∈ W2,p◦ (Rn+; ℓ2) and σ˜i·(t, ·) ∈ C0,1(R¯n+; ℓ2), it follows from the assertion (c) that
[σ˜i· − σ˜i·(·, 0)]u˜zi ∈W1,p◦ (Rn+; ℓ2) for i = 2, . . . , n. Therefore, we have gˆz ∈W1,p◦ (Rn+).
The facts (3.19) and (3.20) along with Lemma 3.4 ensure us to apply Proposition 3.2
to Eq. (3.17) to get the estimate
‖u‖W2,p(Bρ/4(z)∩G) ≤ ‖uz‖W2,p(Bρ/2(z)∩G) ≤ C‖u˜z‖W2,p(Rn+)
≤ C(‖fˆ z‖Lp(Rn
+
) + ‖gˆz‖W1,p(Rn
+
;ℓ2)
)
≤ C( ˜̟ (ρ) + L˜ρ)‖uxx‖Lp(Bρ/2(z)∩G) + Cρ−2‖u‖W1,p(Bρ/2(z)∩G)
+ C
{‖f‖Lp(Bρ/2(z)∩G) + ‖g‖W1,p(Bρ/2(z)∩G;ℓ2)},
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where C = C(κ,K, n, p, T,K0, ρ0, L). By interpolation, we have
‖ux‖Lp(Bρ/2(z)∩G) ≤ C(n)‖uxx‖1/2Lp(Bρ/2(z)∩G)‖u‖
1/2
Lp(Bρ/2(z)∩G)
≤ ρ3‖uxx‖1/2Lp(Bρ/2(z)∩G) + C(n)ρ
−3‖u‖1/2
Lp(Bρ/2(z)∩G)
.
Combining the last two inequalities, we obtain
‖u‖W2,p(Bρ/4(z)∩G) ≤ C( ˜̟ (ρ) + L˜ρ)‖uxx‖Lp(Bρ/2(z)∩G) + Cρ−5‖u‖Lp(Bρ/2(z)∩G)
+ C
{‖f‖Lp(Bρ/2(z)∩G) + ‖g‖W1,p(Bρ/2(z)∩G;ℓ2)}. (3.22)
Now we define the narrow area near the boundary ∂G:
Gr = {x ∈ G : there is an x¯ ∈ ∂G such that |x− x¯| < r}.
Lemma 3.6. There exist countable points z1, z2, · · · ∈ ∂G satisfying the following prop-
erties:
1. |zi − zj | ≥ ρ/8 for i 6= j, and the whole ∂G is covered by ∪iBρ/8(zi);
2. any x ∈ Gρ/8 lies in at least one Bρ/4(zi);
3. any x ∈ Gρ/2 is covered by at most N(n) balls from {Bρ/2(zi)}, where N(n) is the
greatest number of such points in B1 that any two of them are over 1/4 apart.
Now we postpone the proof of this lemma to this end of this subsection and move
on the proof of Proposition 3.2. From this lemma it follows that
‖u‖W2,p(Gρ/8) ≤
∑
i
‖u‖Lp(Bρ/2(zi)∩G) ≤
∑
i
‖u‖W2,p(Bρ/4(zi)∩G)
≤ N(n)‖u‖W2,p(Gρ/2) ≤ N(n)‖u‖W2,p(G),
which along with the estimate (3.22) yields that
‖u‖W2,p(Gρ/8) ≤ C( ˜̟ (ρ) + L˜ρ)‖uxx‖Lp(G) + C
{
ρ−5‖u‖Lp(G) + ‖f‖Lp(G) + ‖g‖W1,p(G;ℓ2)
}
(3.23)
with C = C(κ,K, n, p, T,K0, ρ0, L).
To obtain the estimate in Gρ/8 := G\Gρ/8, we write ζ¯(x) = ζ(4x) and define a cut-
off function ζ0 = ζ¯ ∗ 1Gρ/8 . For a solution u ∈ W2,p◦ (G) of Eq. (3.13), the function
u0 = ζ0u ∈ W2,p◦ (Rn), whose support lies in G¯, satisfies the following equation
du0 = (aiju0xixj + f
0) dt+ (σiku0xi + g
0,k) dwkt , u
0(0, ·) = 0,
on (0, T ]× Rn, where
f 0 = ζ0f − aij(ζ0)xixju− aij(ζ0)xiuxj , g0,k = ζ0gk − σik(ζ0)xiu0.
Thanks to the Lp-theory of SPDEs in the whole space (cf. Theorem 5.1 in Krylov [15]),
we have the estimate
‖u‖W2,p(Gρ/8) ≤ ‖u0‖W2,p(Rn) ≤ C
(‖f 0‖Lp(Rn) + ‖g0‖W1,p(Rn;ℓ2))
≤ C(ρ−2‖u‖W1,p(G) + ‖f 0‖Lp(Rn) + ‖g0‖W1,p(Rn;ℓ2))
≤ Cρ‖uxx‖Lp(G) + C
(
ρ−5‖u‖Lp(G) + ‖f‖Lp(G) + ‖g‖W1,p(G;ℓ2)
)
,
(3.24)
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where C = C(κ,K, n, p, T, L,̟).
Combining the estimates (3.23) and (3.24), we can choose a small number ρ =
ρ(κ,K, n, p, T, L,̟) ∈ (0, ρ0 ∧ 1] such that
‖u‖W2,p(G) ≤ 1
2
‖uxx‖Lp(G) + C
(‖u‖Lp(G) + ‖f‖Lp(G) + ‖g‖W1,p(G;ℓ2)),
which yields
‖u‖W2,p(G) ≤ C
(‖u‖Lp(G) + ‖f‖Lp(G) + ‖g‖W1,p(G;ℓ2)). (3.25)
It remains to estimate ‖u‖Lp(G). Applying Itoˆ’s formula to e−λt|u(t, x)|p and inte-
grating on G× [0, s]× Ω, we have
e−λTE‖u(T, ·)‖pLp(G) + λE
∫ T
0
e−λt‖u(t, ·)‖pLp(G) dt
= pE
∫ T
0
∫
G
e−λt|u(t, x)|p−2u(t, x)[aij(t, x)uxixj(t, x) + f(t, x)] dxdt
+
1
2
p(p− 1)E
∫ T
0
∫
G
e−λt|u(t, x)|p−2‖σi·(t, x)uxi(t, x) + g(t, x)‖2ℓ2 dxdt
≤ εE
∫ T
0
‖uxx(t, ·)‖pLp(G) dt+ C(ε, p,K, T )E
∫ T
0
e−λt‖u(t, ·)‖pLp(G) dt
+ C(p, T )
(‖f‖p
Lp(G) + ‖g‖pLp(G;ℓ2)
)
.
(3.26)
Letting λ = 1 + C(ε, p,K, T ), one can get that
‖u‖p
Lp(G) ≤ εC(p,K, T )‖uxx‖pLp(G) + C(ε, p,K, T )
(‖f‖p
Lp(G) + ‖g‖pLp(G;ℓ2)
)
. (3.27)
Selecting ε > 0 sufficiently small, the above estimate along with (3.25) yields the desired
estimate (3.14), so the proof of Proposition 3.2 is complete.
With non-homogeneous initial value condition, we have the following result.
Corollary 3.7. Let G ∈ C2 and Assumptions 1.4 and 2.3 be satisfied. Suppose that for
any f ∈ Lp(G) and g ∈W1,p◦ (G) there exists a unique solution in W2,p◦ (G) to Eq. (3.13)
with zero initial-boundary condition. Then for any given f ∈ Lp(G), g ∈W1,p◦ (G), and
u0(·) ∈ Lp(Ω,F0,W 2−2/p,p◦ (G)),
Eq. (3.13) with the initial-boundary condition (2.2) also admits a unique solution u ∈
W2,p◦ (G), and this solution satisfies
‖u‖p
W2,p(G) ≤ C
(‖f‖p
Lp(G) + ‖g‖pW1,p(G;ℓ2) + E‖u(0, ·)‖pW 2−2/p,p(G)
)
, (3.28)
where the constant C depends only on κ,K, n, p, T,K0, ρ0, L, and the functions ̟(·).
Proof. From Theorem IV.9.1 in Ladyzhenskaya et al. [21], the heat equation
∂tV = ∆V on (0, T ]×G; V (t, ·)|∂G = 0; V (0, ·) = u(0, ·) on G
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has a unique strong solution V (·, ·, ω) ∈ Lp((0, T ),W 2,p◦ (G)) for each ω, and
‖V ‖ ≤ C(n, p,K0, ρ0, T )E‖u(0, ·)‖pW 2−2/p,p(G). (3.29)
On the other hand, from the assumptions the following equation
dU = [aijUxixj + f + (a
ij − δij)Vxixj ] dt+ (σikUxi + gk + σikVxi) dwkt ,
U |∂G = U(0, ·) = 0
(3.30)
has a unique solution U ∈ W2,p◦ (G), and from Proposition 3.2 we have
‖U‖p
W2,p(G) ≤ C(‖f + (aij − δij)Vxixj‖pLp(G) + ‖g + σi·Vxi‖pW1,p(G;ℓ2))
≤ C(‖f‖p
Lp(G) + ‖g‖pW1,p(G;ℓ2) + ‖V ‖pW2,p(G)
)
≤ C(‖f‖p
Lp(G) + ‖g‖pW1,p(G;ℓ2) + E‖u(0, ·)‖pW 2−2/p,p(G)
)
.
Obviously, the function u = U+V ∈ W2,p◦ (G) solves Eq. (3.13) with condition (2.2), and
(3.28) immediately follows from the above estimates for U and V . The uniqueness also
holds true, otherwise we can construct different solutions of (3.30) from different solu-
tions of Eq. (3.13) with (2.2) (with the help of V ), which contradicts to the assumptions.
The proof is complete.
Proof of Lemma 3.6. For convenience, we say {z1, z2, . . . } is a proper ρ/8-covering set
of E ⊂ Rn if zi ∈ E, |zi − zj | ≥ ρ/8 for i 6= j, and E is covered by ∪iBρ/8(zi).
If G is bounded, then ∂G is a compact subset in Rn, so there are finite points
{z1, . . . , zN} ⊂ ∂G such that ∂G ⊂ ∪iBρ/8(zi), but it is not necessary that |zi−zj | ≥ ρ/8
for any i 6= j. Now we adjust the choice of points zi as follows: in the i-th step, we
check whether Bρ/8(zi) ⊂ ∪j 6=iBρ/8(zj): if yes, then remove this zi from the set; if no,
then Ei := ∂G \∪j 6=i Bρ/8(zj) is nonempty and covered by Bρ/8(zi), so we can pick one
point z′i ∈ Ei or two z′i, z′′i ∈ Ei with |z′i − z′′i | ≥ ρ/8 such that Ei is covered by Bρ/8(z′i)
or Bρ/8(z
′
i)∪Bρ/8(z′′i ), and replace zi by z′i or the pair (z′i, z′′i ). After N steps one obtains
a finite proper ρ/8-covering set of ∂G.
If G is unbounded, we fix a large number R > 0 and denote Γk = ∂G ∩ BkR(0).
Repeating the argument as above one can find a sequence of finite sets A1, A2, . . . in-
ductively such that A1 is a finite proper ρ/8-covering set of Γ1, and Ak with k ≥ 2 is a
finite proper ρ/8-covering set of Γk\Dk−1, where Dk−1 = ∪{Bρ/8(z) : z ∈ ∪k−1i=1A1}. It is
easily seen that A := ∪∞i=1Ai is a finite proper ρ/8-covering set of ∂G.
Next we prove that the set A has the second property. For x ∈ Gρ/8 there is an x¯ ∈ ∂G
such that |x−x¯| < ρ/8. Meanwhile, there is a point z ∈ A such that x¯ ∈ Bρ/8(z). Hence,
|x − z| ≤ |x − x¯| + |x¯ − z| ≤ ρ/4, which means x ∈ Bρ/4(z). Finally, for x ∈ Gρ/2 the
ball Bρ/2(x) contains at most N(n) points from the set A according to the definition of
N(n), which implies the last property. The proof is complete.
3.3. Existence and uniqueness
We start from the solvability of stochastic heat equations. In view of Corollary 3.7,
we can just focus on the homogeneous Dirichlet boundary value problem.
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Lemma 3.8. Let G ∈ C2. Then for given f ∈ Lp(G) and g ∈W1,p◦ (G), the equation
du = (∆u+ f) dt+ gk dwkt on (0, T ]×G (3.31)
with zero initial-boundary condition has a unique solution u ∈ W2,p◦ (G).
Proof. The uniqueness follows from the estimate (3.14). For the existence we adopt an
approximation strategy from the proof of Theorem 2.9 in Kim [11]. It is well-known that
C∞0 (G) is a dense subset ofW
1,p
◦ (G). We can approximate g = (g
1, g2, . . . ) ∈W1,p◦ (G; ℓ2)
with functions having only finite nonzero entries, bounded on [0, T ]×G×Ω along with
each derivative of any order, and vanishing near ∂G and the infinity (cf. Theorem 3.17
in Adams & Fournier [1]). In this case it is known that
V (t, x) =
∫ t
0
gk(t, x) dwks
is infinitely differentiable in x and vanishes near ∂G and the infinity. So we conclude
that V ∈ W2,p◦ (G). Again, from PDE theory, the equation
∂tU = ∆U + f +∆V, U |∂G = 0, U(0, ·) = 0
has a solution U in W2,p◦ (G). The solution of (3.31) is then given by u = U + V ∈
W2,p◦ (G). The case of general g can be obtained by approximation by the help of the
estimate (3.14). The proof is complete.
With the solvability of stochastic heat equation (3.31) and the a priori estimate (3.14)
in hand, the existence and uniqueness of solutions to the general linear equation (3.13)
immediately follows from the standard method of continuity (cf. Gilbarg & Trudinger
[9, Theorem 5.2]). Bearing in mind Corollary 3.7, we have the following result.
Corollary 3.9. Let G ∈ C2 and Assumptions 1.4 and 2.3. Then for any given f ∈
L
p(G), g ∈ W1,p◦ (G) and u0(·) ∈ Lp(Ω,F0,W 2−2/p,p◦ (G)), Eq. (3.13) with the initial-
boundary condition (2.2) has a unique solution u ∈ W2,p◦ (G).
Proof of Theorem 2.5 (i) and (ii). The argument is similar to the proof of Theorem 6.4
in Krylov [15]. From Assumption 2.4, we know that for any v ∈W2,p◦ (G),
f(·, ·, v) ∈ Lp(G), g(·, ·, v) ∈W1,p◦ (G; ℓ2).
So by Corollary 3.9, the equation
du = (aijuxixj + f(t, x, v)) dt+ (σ
ikuxi + g
k(t, x, v)) dwkt
with condition (2.2) has a unique solution u ∈ W2,p◦ (G).
Define a mapping T v = u. Replacing the terminal time T into any τ ≤ T , it follows
from the estimate (3.14) and Assumption 2.4 that for v1, v2 ∈W2,p◦ (G),
‖T v1 − T v2‖p
W2,p(G,τ) ≤ C(‖f(·, ·, v1)− f(·, ·, v2)‖pLp(G,τ) + ‖g(·, ·, v1)− g(·, ·, v2)‖pW1,p(G,τ ;ℓ2))
≤ Cεp‖v1 − v2‖p
W2,p(G,τ) + CK
p
ε
∫ τ
0
‖v1(s)− v2(s)‖p
Lp(G,s)ds.
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From the computation (3.26) (with s instead of T ) and Assumption 2.4, we can see that
E‖T v1(s)− T v2(s)‖pLp(G) ≤ C‖v1 − v2‖pW2,p(G,s)
with C independent of s. Combining the last two inequalities and letting Cεp = 1/4
and , we have
‖T v1 − T v2‖p
W2,p(G,τ) ≤
1
4
‖v1 − v2‖p
W2,p(G,τ) + C
∫ τ
0
‖v1 − v2‖p
W2,p(G,s)ds,
Then by induction we can compute that for positive integer m,
‖T mv1 − T mv2‖p
W2,p(G) ≤ ‖v1 − v2‖pW2,p(G)
m∑
k=0
(
α
k
)
4k−m
k!
(CT )k
≤ 2−m‖v1 − v2‖p
W2,p(G)maxk≥0
(4CT )k
k!
.
Choose m sufficiently large so that T m is a contraction in W2,p◦ (G). Then there is a
unique u ∈W2,p◦ (G) such that T mu = u, and from Corollary 3.9 we have u ∈ W2,p◦ (G).
Now we derive the estimate (2.3). From Corollary 3.9 and Assumption 2.4 (with a
proper choice of ε), we can obtain that
‖u‖p
W2,p(G) ≤ C
(‖u‖p
Lp(G) + ‖f(·, ·, 0)‖pLp(G) + ‖g(·, ·, 0)‖pW1,p(G;ℓ2) + E‖u0‖pW 2−2/p,p(G)
)
.
The term ‖u‖p
Lp(G) can be eliminated just as we got rid of the same one in (3.25). The
assertions (i) and (ii) of Theorem 2.5 are proved.
In the proof of Theorem 2.7 we will need the following result concerning the existence
and uniqueness of W 1,p-solutions of SPDEs of divergence form. We keep the formula-
tion as the most compact form that can be applied comfortably, and leave the general
extension to readers.
Proposition 3.10. Let Assumptions 1.4 and 2.3 be satisfied with G = Rn+, and let
ci ∈ L∞(Rn+). Then for any f 0, F ∈ Lp(Rn+) and g ∈ Lp(G; ℓ2), the equation
du = [(aijuxi)xj + f
0 + ciFxi ] dt+ (σ
ikuxi + g
k) dwkt ,
u|∂G = 0, u|t=0 = 0
has a unique solution u ∈ W1,p◦ (Rn+), and
‖u‖W1,p(Rn
+
) ≤ C(‖(f 0, F )‖Lp(Rn+) + ‖g‖Lp(Rn+;ℓ2)); (3.32)
where the constant C depends only on κ,K, n, p, T, L,̟(·) and ‖ci‖L∞ .
Proof. As above the existence and uniqueness of solutions follows from the (a priori)
estimate (3.32) by using the method of continuity and the Banach fixed-point theorem.
The proof of (3.32) is similar to but much easier than the derivation of estimate (3.14)
because one needn’t straighten the boundary but just do the computation on the original
equation, while the auxiliary estimate for model equations is provided by Proposition
3.2 (ii). We suppress the details here to avoid unnecessary repeating.
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3.4. Embedding for W2,p◦ (G)
Let us define the following norm for the space W2,p◦ (G) (recall Definition 2.2):
‖u‖W2,p
◦
(G) = ‖uxx‖Lp(G) + ‖uD‖Lp(G) + ‖uS‖W1,p(G;ℓ2) + (E‖u0‖pW 2−2/p,p(G))1/p.
Following the proof of Theorem 3.7 in Krylov [15], one can prove that W2,p◦ (G) is a
Banach space with the above norm.
The assertion (iii) of Theorem 2.5 is a direct consequence of the following lemma.
Lemma 3.11. Let G ∈ C2 and p > 2. Then for u ∈ W2,p◦ (G) we have
(a) if α0 :=
2p−n−2
2p
> 0, then for any α ∈ (0, α0),
E‖u‖p
Cα/2,α([0,T ]×G¯)
≤ C(n, p, α,K0, ρ0, T )‖u‖p
W
2,p
◦
(G)
;
(b) if β0 :=
p−n−2
2p
> 0, then for any β ∈ (0, β0),
E‖ux‖pCβ/2,β([0,T ]×G¯) ≤ C(n, p, β,K0, ρ0, T )‖u‖
p
W
2,p
◦
(G)
.
Proof. When G = Rn this lemma is a simple consequence of Theorem 7.2 in Krylov [15]
by means of Sobolev embedding.
For G = Rn+ it suffices to show that the odd extension of u (see (3.5)) lies inW2,p◦ (Rn).
Indeed, we set f = uD −∆u ∈ Lp(Rn+) and g = uS ∈W1,p◦ (Rn+; ℓ2), then
du = (∆u+ f) dt+ gk dwkt . (3.33)
We continue u0, f and g to be odd functions of x
1, and solve the above equation with
initial data u0 in the whole space R
n. By our solvability results, the solution of the
extended equation is the odd continuation of u and belongs to W2,p◦ (Rn).
Finally, we consider the case of general G ∈ C2. For u ∈ W2,p◦ (G), and define u˜z,
u˜zD and u˜
z
S in the spirit of (3.16) for any z ∈ ∂G. Evidently, u˜z ∈ W2,p◦ (Rn+) with
du˜z = u˜zD dt + u˜
z,k
S dw
k
t . Bearing in mind the assertion for R
n
+, a direct computation
shows that
E‖u‖p
Cα/2,α([0,T ]×(B¯ρ0/4(z)∩G¯))
≤ E‖ζzu‖p
Cα/2,α([0,T ]×(B¯ρ0/2(z)∩G¯))
≤ C(n, p, α,K0, ρ0)E‖u˜z‖pCα/2,α([0,T ]×R¯n
+
)
≤ C(n, p, α,K0, ρ0, T )‖u˜z‖p
W
2,p
◦
(Rn
+
)
≤ C(n, p, α,K0, ρ0, T )‖u‖p
W
2,p
◦ (G)
,
E‖ux‖pCβ/2,β([0,T ]×(B¯ρ0/4(z)∩G¯)) ≤ E‖(ζ
zu)x‖pCβ/2,β([0,T ]×(B¯ρ0/2(z)∩G¯))
≤ C(n, p, β,K0, ρ0)E‖∂u˜z‖pCβ/2,β([0,T ]×R¯n
+
)
≤ C(n, p, β,K0, ρ0)‖u˜z‖p
W
2,p
◦
(Rn
+
)
≤ C(n, p, β,K0, ρ0)‖u‖p
W
2,p
◦
(G)
.
For z ∈ Gρ0/4 = G\Gρ0/4 the estimate is much simpler:
E‖u‖p
Cα/2,α([0,T ]×B¯ρ0/8(z))
≤ E‖ηzu‖p
Cα/2,α([0,T ]×Rn)
≤ C‖ηzu‖p
W
2,p
◦
(Rn)
≤ C‖u‖p
W
2,p
◦
(G)
,
E‖ux‖pCβ/2,β([0,T ]×B¯ρ0/8(z)) ≤ E‖(η
zu)x‖pCβ/2,β([0,T ]×Rn) ≤ C‖ηzu‖
p
W
2,p
◦
(Rn)
≤ C‖u‖p
W
2,p
◦
(G)
,
where ηz ∈ C∞0 (Rn) such that ηz(x) = 1 for |x − z| ≤ ρ0/8 and ηz(x) = 0 for |x− z| ≥
ρ0/4. Therefore, we have bounded the Ho¨ler norms in any B¯ρ0/8(z) ∩ G¯ with z ∈ G¯.
The desired global estimate follows from the localization property of Ho¨ler norms (cf.
Theorem 4.1.1 in Krylov [13]). The lemma is proved.
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4. Proof of Theorem 2.7
The interior regularity of the solution is implied in the assumption u ∈ W2,ploc(G).
To prove the regularity near Γ′ := Γ ∩ ∂G′, it suffices to do this in a neighbourhood
of any point z ∈ Γ′ because G′ is bounded (and Γ′ is bounded too). In other words,
we need prove that u ∈ W2,p(Bε(z) ∩ G), where ε > 0 is a number much smaller than
dist(G′, ∂G\Γ) and ρ0 (recall Definition 2.1). In the spirit of the method of straight-
ening boundary as in the proof of Proposition 3.2, the desired result can be converted
equivalently to the following lemma.
Lemma 4.1. The conclusion of Theorem 2.7 holds true for G = Rn+, Γ = ∂R
n
+ ∩B2ε(0)
and G′ = Bε(0).
Proof. In view of Corollary 3.7 one can assume that u(0, ·) = 0. Take a function ζ ∈
C∞0 (R
n) such that ζ(x) = 1 for |x| ≤ 3ε/2 and ζ(x) = 0 for |x| ≥ 2ε. Then v = ζu
satisfies the following equation
dv = [(aijvxi)xj + f
0 + ciFxi] dt + (σ
ikvxi + g˜
k) dwkt ,
where
ci = biζ − 2aijζxj − aijxjζ, F = u
f 0 = ζf + (cζ − aijζxixj − aijxjζxi)u,
g˜k = ζgk + (νkζ − σikζxi)u.
From Proposition 3.10 one has ζu = v ∈ W1,p◦ (Rn+) and
‖u‖W1,p(B3ε/2) ≤ C(‖u‖Lp(Rn+) + ‖f‖Lp(Rn+) + ‖g‖Lp(Rn+;ℓ2)).
Now we let ζ˜ ∈ C∞0 (Rn) such that ζ˜(x) = 1 for |x| ≤ ε and ζ˜(x) = 0 for |x| ≥ 3ε/2.
Then v˜ = ζ˜u satisfies
dv˜ = (aij v˜ + f˜) dt+ (σikv˜ + g˜k) dwkt ,
where g˜ is defined above and
f˜ = ζ˜f + (bζ˜ − aij ζ˜xj)ux + (cζ˜ − aij ζ˜xixj )u.
Since u ∈ W1,p(B3ε/2 ∩ Rn+) and u = 0 on B3ε/2 ∩ ∂Rn+, one has f˜ ∈ Lp(Rn+) and
g˜ ∈W1,p◦ (Rn+). Then from Theorem 2.5 one obtains ζ˜u = v˜ ∈ W2,p◦ (Rn+). The continuity
property of ζ˜u and its derivatives follows from Lemma 3.11. The proof is complete.
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