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Abstract
The low-temperature properties of certain quantummagnets can be described in terms of a Bose–
Einstein condensation (BEC) ofmagnetic quasiparticles (triplons). Somemean-ﬁeld approaches
(MFA) to describe these systems, based on the standard grand canonical ensemble, do not take the
anomalous density into account and leads to an internal inconsistency, as it has been shown by
Hohenberg andMartin, andmay therefore produce unphysical results.Moreover, an explicit breaking
of theU(1) symmetry as observed, for example, in TlCuCl3makes the application ofMFAmore
complicated. In the present work, we develop a self-consistentMFA approach, similar to theHartree–
Fock–Bogolyubov approximation in the notion of representative statistical ensembles, including the
effect of a weakly brokenU(1) symmetry.We apply our results on experimental data of the quantum
magnet TlCuCl3 and show thatmagnetization curves and the energy dispersion can bewell described
within this approximation assuming that the BEC scenario is still valid.We predict that the shift of the
critical temperatureTc due to a ﬁnite exchange anisotropy is rather substantial evenwhen the
anisotropy parameter γ is small, e.g.,D »T 10%c ofTc inH= 6 T and for g » 4 meV.
1. Introduction
Spontaneous symmetry breaking (SSB) plays an important role in particle and condensedmatter physics. In the
standardmodel of particle physics SSB of gauge symmetries is responsible for generatingmasses for several
particles and separating the electromagnetic andweak forces [1]. In condensedmatter physics SSB lies in the
origin of effects such as Bose–Einstein condensation (BEC), superconductivity, ferromagnetism etc. In terms of
microscopical ﬁeld-theoreticalmodels SSB corresponds to the case when theHamiltonian of the system is
invariant under a given transformation, while its ground state is not. Particularly, BEC is related to theU(1)
symmetry of theHamiltonian as y y a( ) ( )r r ei for theﬁeld operator y ( )r , withα being a real number.
Moreover, strictly speaking, SSB is a sufﬁcient condition for the occurrence of BEC [2]. In solids, certain
symmetry breaking phase transitions can indeed be interpreted as a BECof bosonic quasiparticles. This is
possible if the underlyingHamiltonian describing the physics of these quasiparticles can bemapped onto that of
a systemof real interacting bosons, and vice versa. This strategy has been employed for the ﬁrst time to describe
the properties of superﬂuid heliumwithin a latticemodel,mapping it to the problemof a (virtual) spin 1/2
ferromagnet with anisotropic exchange coupling in an externalmagnetic ﬁeld. The appearance of a transverse
spin ordering is then considered to be amanifestation of off-diagonal long-range order associatedwith the BEC
of the real interacting particles [3]. In the systems to be discussed here, the peculiar properties of certain
antiferromagnets have also been successfully described in terms of a BEC, namely that of interacting bosonic
triplon quasiparticles. In 1999Oosawa et al [4] performedmagnetizationmeasurements to investigate the
critical behavior of theﬁeld-inducedmagnetic ordering in the quantum antiferromagnetic TlCuCl3. Changing
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the externalmagnetic ﬁeld in the range of ~Hext 5÷7T they observed an unexpected inﬂection of the
magnetization curve, i.e. ( )M T H, , when Hext exceeds a critical value, >Hext Hc.
In fact, as it is seen from ﬁgure 3 of [4], for >H 5.3ext T there is a critical temperatureTc(Hext) belowwhich
themagnetization of the antiferromagnet starts to increase. Later on due to theworks byRüegg [5], Yamada [6]
andNikuni [7], who obtained similar results as in [4], the following interpretation of this phenomenon has been
established:
(i) In some compounds such asKCuCl3 or TlCuCl3 twoCu
2++ ions are antiferromagnetially coupled to form a
dimer in a crystalline network: the dimer ground state is a spin singlet (S= 0), separated by an energy gap
from theﬁrst excited triplet statewith S=1.
(ii) At a critical external magnetic ﬁeld, the energy of one of the Zeeman split triplet components intersects the
ground state singlet and the gap between these two statemay be closed.
(iii) The appropriate quasiparticles, in the following called triplons, undergo BEC below a critical
temperature, T Tc.
(iv) The whole density of triplons, ρ and the density of condensed triplons, r0, deﬁnes the MP and M⊥
magnetizations per Cu atom.Namely, r~M and r~M^ 0 .
(v) The density of triplons is directly controlled by the appliedmagnetic ﬁeldwhich acts as a chemical potential.
(iv) The thermodynamic characteristics as well as the magnetization may be calculated with a simple effective
Hamiltonian of dilute gas of hard core bosons
å åe m= - +
¢
+ ¢- ¢( ) ( )† † †H a a U a a a a
1
2
, 1k
k
k k
k k q
q k q k q k k
, ,
where ek is the kinetic energy determined by the dispersion around the lowest excitation,μ is the chemical
potential given by
m m= -( ) ( )g H H , 2cB ext
and ( )†a ak k are creation (annihilation) operators for a triplonwithmomentum k . In the low-temperature
limit where the excited triplons lie near the bandminimum,Uqmay be approximated as a constantU
corresponding to a hard-core small-radius triplon–triplon interaction potential [8]. The value ofU can be
determined fromaﬁt to the experimental data.
These and other effects with triplon condensation5 have been recently observed in other quantummagnets
and have been reviewed in [10].
Nowwenote that, besides of SSB, there is onemore necessary condition for the existence of a condensate. It
concerns the spectrumof collective excitations Ek and is related to theGoldstone theorem. This condition reads
~ -

∣ ∣ ( )E c k klim , 3k
k k
0
0
where k0 is amicroscopically occupied single state and c is the sound velocity. The condition (3) alongwith
stability conditions, ( )Re E 0k , ( )Im E 0k means that the collective excitation of the BEC state should be
gapless as was observed by Rüegg et al [5] by neutron scatteringmeasurements within their experimental
resolution. Thus one arrives at the preliminary conclusion that experiments onmagnetization and excitation
energymade onTlCuCl3may bewell described in terms of BECof triplons [5–10]. It is conceivable, however,
that this concept fails as soon as the bosonic quasiparticles in the underlying solid do not obey the requirements
for an exactmapping onto a systemof interacting bosons, for instance, if the system is not strictly rotationally
invariant. In fact, electron spin resonance (ESR) [11] and inelastic neutron scattering (INS) [12] experiments on
quantumantiferromagnets show an anisotropy of the spectrumofmagnetic excitations whichmeans that the
correspondingO(3) (or equivalently U(1) symmetry in terms of bosons) in the plane perpendicular to the
magnetic ﬁeld is broken. The degree of explicit U(1) symmetry breaking is negligibly small for somematerials
(e.g.D ~U 0.7mK for BaCuSi2O6) and rather large for others (e.g.D ~U 0.28K for TlCuCl3)6. Clearly,
uniaxially symmetry breakingmay be caused in real quantummagnets by the effective spin–spin interactions
induced by spin–orbit coupling or dipole–dipole interactions.
The presence of anisotropies violating rotational symmetry in realmagneticmaterialsmaymodify the
physics, especially in the vicinity of the quantum critical points [13]. Particularly, because of explicit breaking of
U(1) symmetry the BEC—scenario does notwork, and hence there is noGoldstonemode because the energy
5
The difference betweenmagnons and triplons and their possible condensation is discussed in [9].
6
See table 1 in [10].
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spectrum acquires a gap.Moreover, in the ESRmeasurements [11] a direct singlet–triplet transition has been
observedwhichmeans that the gap cannot be completely closedwith the Zeeman effect. Thismixing of the
singlet and triplet states suggests that onemust include an additional term into theHamiltonian such as
åg¢ = ¢ -( ) ( )†H a ai 4
k
k kDM
or
åg¢ = +- -( ) ( )† †H a a a a2 . 5k k k k kEA
The anisotropicHamiltonians (4) and (5) are called in the literatureDzyaloshinsky–Moriya (DM) and exchange
anisotropy (EA) interactions, respectively. Note that although γ and g¢ can be very small, these terms cannot be
considered perturbatively in the BEC—scenario especially in the region ~H Hcext , ~T Tc, so one has to
diagonalize theHamiltonian as a whole.
The effect of small U(1)-symmetry breakingwithinmean-ﬁeld approximation has been studied by
Dell’Amore et al [14] and Sirker et al [15]. The authors of [14] operated on a semi-classical level and estimated
the gap due to the anisotropy.
Sirker et al [15] investigated theﬁeld-inducedmagnetic ordering transitions in TlCuCl3 taking into account¢HDM as well as ¢HEA within the framework ofHartree–Fock–Popov (HFP) approximation, which has been used
to describe thermodynamic properties of quantummagnets in terms of BEC—like physics withU(1) symmetry.
Making an attempt to describe experimentalmagnetization curves ( )M T H, withinHFP aproximation they
came to the following conclusions:
(i) The EA (5) yields a small shift in condensed fraction but fails to accurately describe experimental data.
(ii) The DM anisotropy (4) has a dramatic effect even for g¢ ~ -10 3 meV and smears out the phase transition
into a crossover, i.e. there is no critical temperature abovewhich the condensed fraction vanishes. However,
it can explain only the experimantal data on ( )M T H, for H b, but fails to accurately reproduce the data on
^H (1, 0, 2¯).
(iii) The problem of an unphysical jump in theoretical magnetization curves may be solved by taking into
accountDManisotropy term and renormalization of the coupling constant.
Thus a complete theoretical description of experimentalmagnetization data of TlCuCl3, together with the
phase diagram, i.e.Tc(H), is stillmissing [10], and amore sophisticated analysis beyond theHFP approximation
is required for a better agreementwith the experimental data. In the present work, we propose an alternative
mean-ﬁeld variational approachwhich gives a better description of themagnetization data onTlCuCl3
including the EA by using only threeﬁtting parameters.
Bearing inmind thatU(1) symmetry is weakly broken, i.e. γ in equation (5) is rather small, we exploite the
phrases condensed phase or condensed density just for the simplicity. Clearly, strictly speaking, BECmay occur
onlywhen γ is exactly zero.
To beginwith, we have recently shown [16, 17], in agreement with [7, 15] that the jump in the calculated
magnetization data atTc is an artifact of theHFP approximation, whereas the application of amore accurate
approximation, e.g. Hartee–Fock–Bogolyubov (HFB), can solve this problem.
Another artifact of theHFP approximation is that it predits a discontinuty in the heat capacity, whichwas
also noted byDodds et al [18]who applied this approximation to Ba3Cr2O8, whereU(1) symmetry breaking is
negligible.
In the present workwe shall develop theHFB approximation taking into account the EA term ¢HEA. It is well
known that themain difference betweenHFP andHFB approximation lies in consideration of the anomalous
density-σ, which is completely neglected in theHFP but taken into account in theHFB approximation. In our
constructionwe assume that our formalismmust coincide with that of Sirker et al [15] in the particular case
whenσ is set to zero.Wewill show that in the systemwith aweakly explicitly brokenU(1) symmetry the
anomalous densityσmay survive even at >T Tc in contrast to the case with the SSB.
The usage of theHFB approximation even for the systemwithU(1) symmetry has its own problem,which is
called in the literature theHohenberg–Martin dilemma [19]. Its content is the following: the theory, based on the
standard grand canonical ensemblewith SSB is internally inconsistent. Depending on theway of calculations,
one obtains either a physical gap in the spectrumof collective excitations, or local conservation laws, together
with general thermodynamic relations, become invalid. Recall that the excitation spectrum, according to the
3
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Hugenholtz–Pines theoremmust be gapless [20]whereas the average of quantumﬂuctuation should be zero:
á ñ = á ñ =†a a 0k k . The solution of this dilemmawas proposed by Yukalov andKleinert [21], who suggested to
introduce additional Lagrangemultipliers7. Assuming that our theorymust coincide in general with theHFB
approximation of [21], when g  0, we shall extend thismethod to the case of aweak anisotropy.
This paper is organized as follows. In section 2we revise theHohenberg–Martin dilemmawhich reveals the
ambiguity of the determination of the chemical potential in the SSB phase. In section 3wewill show that this
ambiguity remains to exist in the explicitlyU(1) symmetry broken phase and showhow itmay be overcome. In
section 4we apply ourmethod to TlCuCl3 and show that it gives a good theoretical description ofmagnetization
curves. The section 5 summarizes our results.
Belowwe adopt the units ºk 1B for the Boltzmann constant,  º 1 for the Planck constant, and ºV 1 for
the unit cell volume. In these units the energies aremeasured inKelvin, themassm is expressed inK−1, the
magnetic susceptibilityχ for themagnetic ﬁeldsmeasured in Tesla has the units of K T–2, while themomentum
and speciﬁc heatCv are dimensionless. Particularly, the Bohrmagneton is m = =e m c2 0.671 668B 0 K T–1,
wherem0 is the free electronmass, and e is the fundamental charge.
2.Hohenberg–Martin dilemma
We start with theHamiltonian
ò y m y y y g y y y y= - + + +[ ( )( ˆ ) ( ) ( ( ) ( )) ( ( ) ( ) ( ) ( ))] ( )† † † †H r K Ur r r r r r r rd 2 2 , 63 2
where y ( )r is the Bosonic ﬁeld operator,U is the interaction strength and Kˆ is the kinetic energy operator which
deﬁnes the bare triplon dispersion ek inmomentum space. The integration is performed over the unit cell of the
crystal with the correspondingmomenta deﬁned in theﬁrst Brillouin zone. The parameterμ characterizes an
additional direct contribution to the triplon energy due to the external ﬁeld Hext,
m m= - D ( )g H 7B ext st
and can be interpreted as a chemical potential of the = -S 1z triplons. In equations (2) and (7) g is the electron
Landé factor andDst is the spin gap separating the singlet ground state from the lowest-energy triplet excitations,
mD = g Hcst B , whereHc is the critical ﬁeldwhen the triplons start to form.
We assume that the EA is described by the last term in (6)where the parameter g characterizes its strength. It
is clear that this term violates U(1) symmetry, y y j( ) ( )r rei explicitly, so strictly speaking therewould be
neither aGoldstonemode nor a Bose condensation [23]. Nevertheless assuming g gº ˜ U 1 is very small,
onemaymake a Bogolyubov shift in theﬁeld operator as
y f y= + ~( ) ( ) ( ) ( )r r r , 80
where for the uniform case f ( )r0 is a real number. Note that when g = 0 and theU(1) symmetry is
spontaneously broken, f ( )r0 and y ( )r are related to the density of condensed and uncondensed particles
respectively. Following such an interpretationwe assume the orthogonality of the functions f ( )r0 and y˜( )r , i.e.
ò y f =˜ ( ) ( ) ( )r r rd 0 93 0
and for the simplicity call the constant r f=0 02 the density of condensed particles [23]. Similarly the quantity
òr y y= á ñ( ) ˜ ( ) ˜ ( )†V r r r1 d1 3 , will be addressed as the density of uncondensed particles, so that the total number
of particles
ò y y= á ñ( ) ( ) ( )†N r r rd 10
deﬁnes the density of triplons per unit cell r r r= = +N V 0 1.
The totalmagnetization per site is associatedwith the number of triplons as m=M g NB and the transverse
one is m r=M^ g 2B 0 [10]. Belowwe assume that there is a critical temperature deﬁned as r =( )T 0c0 , so that,r =( )T T 0c0 and r r=( )T Tc 1. Clearly due to the anisotropy the energy spectrumhas a gap in both
phases.
Nowwe apply the standard technique used in theHFB formalism [17] and start with the Fourier
transformation for quantumﬂuctuations
7
A similar version ofmean-ﬁeld approaches (MFA) has been developed for disordered Bose systems and successfully applied to study the
properties of Tl -x1 KxCuCl3 quantummagnets [22].
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åy =˜ ( ) ( )ar e . 11
k
k
kri
The summation bymomentum,which should not include =k 0 states,may be replaced bymomentum
integration as it is outlined in the appendix A.
After using (8) and (11) theHamiltonian (6) is presented as the sumof ﬁve terms
å=
=
( )H H , 12
n
n
0
4
labeled according to their order with respect to ak and
†ak . The zero-order termdoes not containﬁeld operators
of uncondensed triplons
mf gf f= - + + ( )H U
2
. 130 0
2
0
2
0
4
The linear term is
å r g m r d= - + +{ ( ) } ( )†H a U h.c. , 14
k
k k1 0 0 ,0
the quadratic term is
å åe m r g r= - + + + +- -( ) ( ) ( ) ( )† † †H U a a U a a a a2 2 , 15kk k k k k k k k2 0 0
where g g= U , and the third and forth order terms are given by
å
å
r= +
=
- -
+ -
[ ]
( )
† † †
† †
H U a a a a a a
H
U
a a a a
,
2
. 16
k p
p p k k k p k p
k p q
k p q k p q
3 0
,
4
, ,
TodiagonalizeHweuse following prescription, based on theWick theorem:
r s
 á ñ + á ñ
 á ñ + á ñ + á ñ - - ( )
† † †
† † † † † † † †
a a a a a a a a a
a a a a a a a a a a a a a a a a
2 ,
4 2 , 17
k p q k p q k p q
k p q m k m p q q m k p k p q m 1
2 2
where dá ñ =†a a nk p k p k, , d sá ñ = -a ak p k p k, with nk and sk being related to the normal r( )1 , and anomalous s( )
densities as
å år = = á ñ ( )†n a a , 18
k
k
k
k k1
å ås s= = á ñ + á ñ- -( ) ( )† †a a a a12 . 19k k k k k k k
Herewe underline that themain difference between theHFP andHFB approximations concerns the anomalous
density: neglectingσ as well as á ña ak p in (17) one arrives at theHFP approximation, which can also be obtained
in variational perturbation theory [24]. However, the normal, r1, and anomalous averages,σ, are equally
important and neither of them can be neglectedwithoutmaking the theory not self-consistent [25–27].
Although r1 andσ are functions of temperature and externalmagnetic ﬁeld, we omit their explicit dependence
in the formulas to avoid confusion.
This approximation simpliﬁes theHamiltonian (12) as follows
= + + ( )H H H H , 200 lin bilin
mr gr r r s= - + + - +( ) ( )H U U
2 2
2 , 210 0 0
2
1
2 2
år g m r r s= - + + + +{ [ ] } ( )†H a U U U2 h.c. , 22
k
klin 0 0 1
å åe m r g r s= - + + + + +- -( ) ( ) ( ) ( )† † †H U a a U a a a a2 2 . 23kk k k k k k k kbilin
0
From (22), requiring =H 0lin [28]we obtain the following equation forμ
m r r s g= + + + [ ] ( )U 2 . 240 1
It can be shown [29] that theminimization of the thermodynamic potentialΩwith respect to r0, i.e. using the
equation r¶W ¶ = 00 leads to the same equation as (24).
TheHamiltonian (20) can be easily diagonalized by implementing a Bogolyubov transformation.We refer
the reader to the appendix B for details and present here only themain results of this procedure, valid both for
T Tc and >T Tc cases.
5
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(a) The quasiparticle dispersion
e e= + +( )( ) ( )E X X . 25k k k1 2
(b)Main equations
m r g r s= - + + + +[ ] ( )X U 2 , 261 0
m r g r s= - + - - -[ ] ( )X U 2 . 272 0
(c) Normal and anomalous self energies
r m s r gS = = + + S = + + = -( ) [ ] ( ) ( )U X X U X X2 2 , 2. 28n 1 2 an 0 1 2
(d)Normal and anomalous densities
år e= + + -⎧⎨⎩
⎫⎬⎭
[ ( ) ] ( )
V
W X X
E
1 2 1
2
, 29k k
kk
1
1 2
ås = - ( )X X
V
W
E2
, 30k
kk
2 1
where = = +( ) ( )W E f Ecoth 2 2 1 2k k kB , = -b( ) ( )f x 1 e 1B x .
Nowwe are ready to illustrate theHonenberg–Marting dilemmawhich applies to the SSB phase, when g = 0
and T Tc.
SSB case. In this phasewe have theHugenholtz–Pines theorem [20]:
mS - S = ( ). 31n an
From equations (28) one obtains
mS - S = + ( )X . 32n an 2
Clearly, this theorem is satisﬁedwhen =X 02 . Note that this condition leads automatically to the gapless energy
dispersion:
e e= + = +=∣ ( ) ( ) ( )E X ck O k . 33k X k k0 1 32
On the other handwemay set in (26) =X 02 and g = 0 to obtain
m r r s r r s= - - = + -[ ] [ ] ( )U U2 2 . 340 1 0
Comparing both chemical potentials given in (24), for g =˜ 0, and (34)with each other onemaymake the
following conclusions:
• The chemical potentials are the same inHFP approximationwhen s = 0. So, there is noHohenberg–Martin
dilemma in this approximation and hence, the usage of the requirement =H 0lin by Sirker et al [15] is
justiﬁed.
• However, whenσ is taken into account i.e. when one is dealingwith theHFB approximation, they are
different.
In otherwords, in the SSB phase, the conditions =H 0lin and mS - S =n an are consistent in theHFP but not
in theHFB approximations.
Thus the chemical potential deﬁned by theHugenholtz–Pines theorem to yield a gapless spectrum, does not
coincidewith the chemical potential found from theminimization of the thermodynamic potential with respect
to the condensate density i.e. from rW =d d 00 . This discrepancy is a general feature of all nonself-consistent
approximations, due towhich they cannot properly be called gapless. If one neglects the condition rW =d d 00
then the systembecomes unstable. Thus, one has the unpleasant alternative: either the systemwith SSB phase is
gapless but unstable or seemingly stable but has a gap in the spectrum. This is the essence of theHohenberg–
Martin dilemma. A possible solution to this problemhas been proposed by Yukalov andKleinert [21] recently.
Breiﬂy, they proposed to introduce two chemical potentials, m0 and m1 such that, m0may be chosen to satisfy the
stability condition m m r rW =( )d , , d 00 1 0 0 while m1 to satisfy the requirement of gapless of the spectrum.
6
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3.HFB approximation for explicitly brokenU(1)phase
Following [21]we introduce two Lagrangemultipliers, say m0 and m1. It should be stressed that, themethod of
Lagrangemultipliers, used here, is a technicalmethod allowing us to simplify calculations. In fact, the number of
the introducedmultipliers is connectedwith the concrete properties of the employed approach. Thus, in the
Bogoliubov theory one deals with two independent ﬁeld variables, namely the condensate wave function f0 and
the operator of uncondensed particles y (see equation (8)). This is why, it is convenient to introduce two
Lagrangemultipliers that quarantee the validity of the two conditionsmentioned above. One could askwhether
we could limit ourselves by introducing a sole Lagrangemultiplier. The answer is straightforward: yes, we could,
but the calculational procedure should then be changed. For example, one of such successful, but rather
complicatedmethodswas proposed byGavoret and andNozières long years ago [30].
So, using (24) and (34)wedeﬁne
m r r s= + +[ ] ( )U 2 , 350 1 0
m r r s= + -[ ] ( )U 2 , 361 1 0
for the SSB case. Thewhole physical chemical potential,μ, which is related to the free energy as
m= - ¶W ¶( )N V is given by
m m r m r r= +( ) ( ), 370 0 1 1
so that m= - ¶W ¶( )N V0 0 and m= - ¶W ¶( )N V1 1 . Clearly, in the normal phase r = 00 and, hence, m m= 1.
Nowwemay come back to develop a theory for amore general case withﬁnite EA, assuming that itmust
coincidewith the Yukalov–KleinertHFB approximation in the particular case when g = 0. In other words the
SSB casewill be our benchmark.
Following the Yukalov–Kleinert prescription onemay rewrite equations (24) and (26) as follows8:
m r r s g= + + + [ )] ( )U 2 , 380 1 0
m r g r s= - + + + +[ ] ( )X U 2 , 391 1 0
m r g r s= - + - - -[ ] ( )X U 2 . 402 1 0
The equations (25), (29) and (30) remain formally unchanged.
3.1. Condensed phaseTTc
Bearing inmind that r r r= +0 1, r r= ( )X X,1 1 1 2 , s s= ( )X X,1 2 given by (29) and (30), one notes that the
systemof equations (38)–(40) is underdetermined. In fact, with a givenμ in (37)wehave three equationswith
respect to four unknown quantities:X1,X2, m0 and r0. In the ordinaryHFB approximationwith g = 0 this
problem is solved bymeans of theHugenholtz–Pines theoremnamely by setting =X 02 by hand and
introducing an additional equation as
mS - S = ( ). 41n an 1
However, when the anisotropy is included, theHugenholtz–Pines theoremno longer holds, and hencewe have
no right to use (41) directly. On the other hand g is assumed to be a small parameter of the system. Sowe
naturally assume that, when theU(1) symmetry is slightly broken explicitly, theHugenholtz–Pines theoremmay
be violated up to terms linear in g . Thus, by taking into account only a linear correction in γwe assume
m gS - S = + g ( )c2 , 42n an 1
that is in the SSB phase, when g = 0, the theoremwill still be exact.
In (42) gc is a coefﬁcent in the expansion ofS - Sn an in powers of γwhich can beﬁxed e.g. byﬁtting the gap
in the energy spectrumobserved experimentally at smallmomentum transfer. In other wordswe propose an
additional equation (42) to have the complete systemof four equations (28), (29), (39) and (40)with respect to
four quantities:X1,X2, r1 and r0. Now inverting (40) and using (28)whereμ is replaced by m1we obtain
m g= S - S - = g ( )X c2 . 43n2 an 1
Inserting this in (40) gives
m r r s g= + - - + g[ ( )] ( )U c2 1 2 , 441 0 1
wherewe omitted higher terms of the order g( )O 2 . From (44) and (39) one deﬁnesX1 as
r s g= + + + g[ ( )] ( )X U c2 1 , 451 0
(we remind here that g g= U ).
8
See appendix B.
7
New J. Phys. 19 (2017) 113002 AKhudoyberdiev et al
The excitation energy has a gap due to g
e e g g= + + =g g( )( ) ∣ ( )E X c E X c2 , 2 . 46k k k k k1 0 1
Tomake a comparisionwith theHFP aproximationwith anisotropy, as developed by Sirker et al [15], we note
that, in their approximation, the requirement =H 0lin directly leads to g=X 22 and m gS - S = + 211 12 ,
which is consistent with present approach.
In contrast to cold atomic gases, the total number of particles in the present triplon problem is an unknown
quantity while the chemical potential serves as an input parameter. So, excluding r0 from equations (44) and
(45)wehave
m s r gD º = + - + + g( ) ( ) ( )X U c
2
2 2 3 , 471
1
1 1
or introducing the dimensionless variable m= DZ 1 1 and using (28), (29)we obtain
s r gr= + - + + g ( ) ( )Z U c1 2 2 3 , 48c1 0
år r r r r
eº = = + D + D -  ⎧⎨⎩
⎫⎬⎭( )
( ) ( ) ( )Z Z W
E
1 1
2
, 49
c c
k k
kk
1 1
1
0 0
1 2
ås s sr rº = =
D - D  ( ) ( ) ( )Z Z W
E
, 50
c c
k
kk
0
2 1
0
where r m= U2c0 1 , m m= -( )g H Hc1 B ext , e e= + D + D( )( )E 2 2k k k1 2 , and gD = gc2 .
The strategy of the numerical calculations in the T Tc phase is as follows: starting with input parametersT,
Hext,U, g and gc , as well as the parameters of the bare dispersion (A.4) one solves the nonlinear algebraic
equation (48), where r ( )Z and s ( )Z are given by (49), (50), with respect toZ, and then by using this solution,
say,Z0 in the following equation
r r s g= - - + g( ) ( ) ( )Z Z c2 1 51c0 0 0 0
determines the density of condensed particles. The number of total particlesmay be found from
r r r= + ( )Z0 1 0 where r ( )Z1 0 is evaluated by equation (49).
3.2. The critical temperature and triplon density
Clearly the total number of triplons r=N V and among them the number of condensed ones r=N V0 0
depend on the externalmagnetic ﬁeld, Hext and the temperatureT. For a given >H Hcext theremay be a critical
point, =T Tc where the condensed particles vanish. Lets formally deﬁne this temperature as a critical
temperatureTc, where r =( )T T 0c0 and the value of the density at this point, r r=( )Tc c as a critical density.
To determine these quantities we use the approximation developed in the previous section.
Thus nearTc the equation (44) can be rewritten as
m r s g m = - - + = - Dg( ) [ ( )] ( )T T U c g H2 1 2 52c c c1 B ext st
and hence,
r m s g r s g= - D + + + º + + +g g ( ) ( ) ( )g H
U
c c
2
1 2
2
1 2
2
. 53c
c
c
cB ext st 0
The energy dispersion of phonons becomes
e e g=  = + + g( ) ( )( ) ( )E E T T X c2 , 54kc k c k c k1
where Xc1, by using (45), is given as
s g= = + + g ∣ [ ( )] ( )X X U c2 1 . 55c T T c1 1 c
Inserting these expressions into (29), (30) and using (53) oneﬁnds the critical temperature by solving the
following nonlinear algebraic equations with respect toTc and sc
å e s g m s g+ + + = - D + + +g g ( ) [ ( ( ))] ( ) ( )f E
E
U c
g H
U
c
a1 2
2
1 2
2
, 56k
c
k
c k c
c
k
B B ext st
ås s g= - + ( ) ( ) ( )U f E
E
b, 56c c
k
c
k
c
k
B
where = -( ) ( ( ) )f E E T1 exp 1kc kc cB . Having solved these equations the critical densitymay be evaluated by
using (53), where rc0 is the critical density at g = 0, i.e. r r g m= = =( ) U0 2c c0 1 .
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Anatural question here arises: does the anomalous densityσ survive at T Tc? To answer this questionwe
ﬁrst consider the limiting simpler casewith g = 0.
SSB phase: g = 0.
When g = 0, equation (56b) becomes
ås s s= - º -( ) ( )U f E
E
A , 57c c
k
c
k
c c c
k
B
where
å= ( ) ( )A U f E
E
. 58c
k
c
k
c
k
B
Since >U 0 the only solution of (57) is trivial:
s =g=∣ ( )0 59c 0
and hence from (53) and (56a) onemay obtain the familiar equation [17]:
år m m= = - =
- D
e ( )U
g H
U2
1
e 1 2
, 60c T
k
0 B ext st
k c
0
to calculate the critical temperature T0c of the system in the isotropic case.
Explicitly broken symmetry phase: g ¹ 0.
Now equation (56a) has a formal solution for sc
s g= - +
 ( )A
A1
, 61c
c
c
whereAc is given in (58). SinceAc isﬁnite, it is seen that for a systemwith EA g ¹ 0, the anomalous density is also
ﬁnite even at =T Tc in contrast to the SSB case. Note that, in general,σ is negative as stated byGrifﬁn [31]. For
numerical evaluations it is convenient to search sc and rc as s gs= - Uc x and r r r=c x c0where now rx and sx
will be real numbers the order of 0.5..2. Therefore onemay conclude that s = 0c if g = 0 and s ¹ 0c otherwise.
Actually, as wewill show in the next section s∣ ∣c is rather small.
The equations (56a) and (60)may be used to estimate the shift of critical temperature due to the EA
D º - ( )T
T
T T
T
, 62c
c
c c
c
0
0
0
where g= =( )T T 0c c0 is the critical temperature for the g = 0 case deﬁned by equation (60).
3.3. Normal phase >T Tc
In the normal phase, r = 00 , r r=1 , m m=1 and >T Tc, the energy dispersion has a gap even for g = 0 and
the equations (44), (45) are no longer valid. However themain equations (26)with r = 00
m r s g= - + + +[ ˜ ] ( )X U a2 , 631
m r s g= - + - -[ ˜ ] ( )X U b2 , 632
make sense, whereμ is deﬁned in (7). The normal and anomalous self energies are
m rS = + + =( ) ( )X X U2 2 64n 1 2
and
s gS = - = + ( ) ( ) ( )X X U2 . 65an 1 2
Clearly, theHugenholtz–Pines theorem is not valid
r s g mS - S = - + ¹( ) ( )U U2 66n an
even for the g = 0 case. Similarly to the previous subsection it can be shown that s > ¹( )T T 0c being deﬁned
as
s g= - +
 ( )A
A1
, 67
where
å= ( ) ( )A U f E
E
, 68
k
kk
B
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with
e e e m s g= + + = - - + ( )( ) ( ) ( ) ( )E X X U . 69k k k k1 2 eff0 2 2 2
The density of triplons is
år r e m= = -( ) ( ) ( )
E
f E , 70
k
k
k
k
1
eff
0
B
wherewe used (29) and introduced the effective chemical potential m m r= - U2eff0 .
Thus, we have to solve the systemof two algebraic nonlinear equationswith respect to rx and sx
år r
e r- - - =( ) ( )
E
A a
1
2 1 0, 71x
c
k
k
x
k
0
s - + = ( )
A
A
b
1
0, 71x
deﬁned as r r r= x c0 and s s g= - x . In equation (71a) r m= U2c0 , e m r g s= - - - -[ ( )] ( )E 1 1k k x x2 2 2
withμ is given in equation (7). Onemay see that the presence of anisotropy leads to a state with r = 00 buts ¹ 0, which is in contrast to the case with g = 0 in theHFB approximation, where s =( )T T 0c .Wewill
discuss this point in next section.
4. Results and discussions
Among all quantummagnets, the compoundTlCuCl3 is well known for its rather largeU(1) symmetry breaking
[10]. Therefore it is a good example to apply the present approach. Experimental data onmagnetization curves
( )M T H, as well as on the phase boundaryT(H) for TlCuCl3 have been reported in [4, 6, 32] in the range of 5 T
 Hext 8T, 2KT< 7K. As it was pointed out in the introduction, the previous theoretical description of
these data,mostly based on theHFP approximation, is good only for the H b case when aDManisotropy is
included [15].Moreover, in general, this approximation leads to an unphysical jump in themagnetization near
the transition point. It has been shown that this artifact cannot be improved neither by using amore realistic
dispersion relation [33]nor by taking into account an EA [15].We have recently agrued that this artifact is a
characteristic feature of theHFP approximation caused by neglecting the anomalous densityσ [17]. However, in
[17]wedid notmake an attempt to compare our results with the experiments since anisotropy effects were not
taken into account. In the previous sections of this paper we have developed aMFAwhere the anomalous density
aswell as the EA term (5) are included. In this sectionwe shall use this approach for a theoretical description of
themagnetic properties of TlCuCl3.
First we argue that for the bare dispersion ek given in [33] (see appendix A) is themost preferable one. In fact,
by choosing quadratic or relativistic [34] bare dispersions one usually performs integration bymomentum in the
whole space = -¥ ¥( )k k k, , ...x y z , while the choice of the realistic dispersion [33] implies an integration in
theﬁrst Brilloine zone.
Having ﬁxed the dispersion relationwe are left with only three parameters γ, gc andU. As for the g-factor, we
may use available experimental data where the g-factor is reported as g=2.23 for ^( ¯)H 1, 0, 2ext and g=2.06
for Hext b. To optimize these free parameters we used the experimental phase diagram andmagnetization
curves from [6]. The result of the corresponding ﬁts are γ= 0.045K, =gc 1.67 andU= 367.5K.
Inﬁgures 1(a) and (b)we show a comparision between the experimental data and the resulting ﬁts to
these data.
The phase boundary ( )T Hc ext , displayed inﬁgure 1(a), is intersting by itself, since it contains information
about the critical exponentf, deﬁned as ~ - f( )T H Hc cext ormore precisely as m= ´ f( )T Uconstc , where
the constant andf areﬁtting parameters. Note that for the case of a homogeneous ideal gas with the quadratic
dispersion f = 2 3. Fromﬁgure 1(a)wehave found that =const 47.4 K and f = 0.53 (solid line) and
=const 63.2 K and f = 0.62 (dashed line) for the g = 0.045 K and g = 0 cases respectively. Thismeans that
the inclusion of aﬁnite EA reduces the exponentf, and one does not need to expect f = 2 3 as it has been
debated in the literature [33–35]. In fact, the presence of the interparticle interaction as well as using amore
realistic dispersion than a simple quadratic one, leads to a shift of the critical temperature, especially at high
temperatures >T 2 K [36]. Here we note that, if we restrict toﬁtf in the range of  T0 1.5 K (not drawn in
ﬁgure 1(a)) the solid line inﬁgure 1(a)may also bewellﬁtted by f » 2 3.
Inﬁgure 1(b) themagnetization curves for various Hext are presented in comparisonwith the experimental
data from [6] for ^ ( ¯)H 1, 0, 2ext . It is seen that, by taking into account the EAone can obtain an excellent
agreementwith the experimental data. This result is in quite contrast to the results from Sirker et al [15] that
were based on theHFP approximation alone.
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The optimized parameters γ andU are universal for both ^H (1, 0, 2¯) and H b cases. Themain difference
is only in the g-factors. Using in the above equations g=2.06we also obtain the totalmagnetization for H b,
which is plotted inﬁgure 2(a) in comparisonwith the experimental data taken from [7] andwith a
corresponding calculaions based on theHFP approximations [15]. It is seen that by neglecting the anomalous
densityσ (dashed line) or the EA, γ, (dotted line) onemay reproduce the experimentalmagnetization only at
high temperatures, >T Tc, while the inclusion of both,σ and γmakes it possible to obtain a signiﬁcantly better
theoretical description (solid line) for T Tc also. From theﬁgure 2(a) onemay conclude that the effect of the
EA is rather large in the BEC—like phase and is almost negligible in the normal phase.
Another important characteristics of quantummagnets is that themagnetically ordered state supports a
staggeredmagnetization M^ transverse to theﬁeld direction, leading to a canted antiferromagnetic state until the
systembecomes eventually fully polarized as the external ﬁeld increases. In the BEC—scenario the number of
triplons corresponds to the totalmagnetizationMz along theﬁeld direction, while the number of condensed
particles is proportional to the square of the ordered transverse component:
m r=^ ( )M N g 2 , 72f B 0
whereNf is a normalization factor [7]. In our present approximation M^ may be calculated directly from
equations (48)–(51) and (72). The results are presented inﬁgure 2(b), wherewe have used the same input
parameters as inﬁgure 1 and chosen the scaling factorNf=6.5 to reproduce the experimental data [37]. As it is
seen from the ﬁgure the present approachwith EAdescribes well the experimental data for T Tc. A
comparison of the dotted curvewith the solid line inﬁgure 2(b) shows that the EA enhances the staggered
magnetization.
Figure 1.Phase diagramnormalized by the g-factor (a) and low-temperaturemagnetization curves (b) for TlCuCl3. The experimental
data are taken from [6]. The input parameters are g = 0.045 K, gc = 1.67,U=367.52 K, g=2.23 andD = 7.54st K for ourHFB
approximation.
Figure 2.The totalmagnetization (a) and square of the transversemagnetization (b) in different approximations for H b. The solid
and dashed lines are forHFB andHFP apppoximations with the exchange anisotropy and the same input parameters, respectively.
The dashed line in (a) is reproduced from [15] and the experimental data are taken from [7, 37]. The dotted line represents aHFB
approximationwithout anisotropy, i.e. g = 0, andU= 367.5 K.
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In the vicinity of the critical point the staggeredmagnetization scales as ~ - b^ ( )M T Tc , ( T Tc) deﬁning
the critical exponentβ. Approximating the curves inﬁgure 2(b) as
= ´ - b^ ( ) ( )M T Tconst 1 , 73c
wehave found b = 0.47 in the present approximation, which is close to the predictionsmade inQuantum
MonteCarlo simulations [38]: b = 1 2QMC . The other curves inﬁgure 2(b) lead to b = 0.15 and b = 0.39 for
HFP andHFBwith g = 0 cases, respectively.
In the present workwe have been dealing onlywith the EA,which gives a sharp phase transitionwith
r =( )T T 0c0 . Comparing ourmagnetization curves for the totalmagnetizationwith the experimental data
(see ﬁgures 1(b) and 2(a))wemay conclude that including aﬁnite EA is sufﬁcient. However, as it has been shown
by Sirker et al the inclusion of aDManisotropy insteadmay lead to a crossover [15], so that  ¹^ ( )M T T 0cDM .
Indeed, from the fact that experimental data on the tranversemagnetization show  ¹^ ( )M T T 0cexp , (see
ﬁgure 2(b)with data from ﬁgure 3 in [37]) onemay conclude that a certainDManisotropy is clearly present.
Moreover, densitymatrix renormalization group calculations [39] show that even a tinyDM interaction can
modify some aspects of the physics, especially the staggeredmagnetization, rather dramatically.We shall
develop aHFB approximation including both exchange andDManisotropies in a subsequent publication and
do not discuss it here any further.
From ﬁgure 1(a)we can state that the EA term ¢HEA given in (5) leads to an increase of the critical temperature
at a givenmagnetic ﬁeld. To study this issue inmore detail we present inﬁgure 3(a) the shift of the critical
temperature due to the anisotropyDT Tc0 versus γ for various values of Hext.We see that
• DTc increases with the increase of γ.
• For amoderate value of gamma g ~ 0.04 K the shift is nearly 10% at =H 7ext T.
• With increasing themagnetic ﬁeld, the upward shift in the critical temperature decreases.
A similar dependence of the shift on γ and Hext has been predicted byDell’Amore et al [14].
There is another effect due to the explicit U(1)-symmetry breaking. In real systems the presence of an
anisotropymodiﬁes the energy dispersion of themagnetic excitations. Experimentally, the excitation spectrum
of TlCuCl3was investigated by Rüegg et al [5] using INSmeasurements. In the frame of Bogolyubovmean ﬁeld
theory this spectrum coincides with spectrumof quasiparticles (called as bogolons)which can be calculated
from equation (46) in the present approximation. The energy dispersion of the low-lyingmagnetic excitations
measured for Hext= 14T at temperaturesT=50mK andT=1.5 K are presented inﬁgure 3(b), where the
solid line is obtained in theHFB approximation (46) using our optimized parameters. It can be seen that the
agreementwith the experiment is satisfactory, especially at smallmomentum transfer. Clearly in the BECphase
without anisotropy the energy dispersion is linear at smallmomentum, i.e. g = ~ ( )E H T ck, , 0k 0 ext , (with c
is the sound velocity), while the presence of an anisotropy causes a gap gD = ¹ ( )E E H T, , 0k 0 ext which can
be calculated directly from equation (46). The average sound velocity at smallmomentumdeﬁned as
= ¶ ¶ ( )∣c E k k 0 is given by g = =( )c X m0 21 at T Tc and g ¹ = +( ) ( )c k X X m X X0 21 2 1 2 at any
temperature, wherem is the effectivemass [33] and X X,1 2 are given by equation (26). Figure 3(c) illustrates the
fact that, being zero at g = 0, the gap in the quasiparticle spectrum increases with γ. In the present approach,
DE= Ek 0 (Hext= 14 T,T=1.5 K, γ= 0.045 K)= 0.7 K which is the detection limit of [5].
Figure 3. (a)The shift of the critical temperature, g g g- = =( ( ) ( )) ( )T T T0 0c c c due to the anisotropy; (b) quasiparticle spectrum
(solid line) (46) inHFB approximationwith the optimized parametrs forH=14 T at T 1.5 K. INS data forT=50 mK (circles)
andT= 1.5 K (squares) taken from [5] are shown for comparision. (c)The collective excitation gap =Ek 0 in equation (46) in the BEC
phase versus γ atT= 1.5 K.
12
New J. Phys. 19 (2017) 113002 AKhudoyberdiev et al
Apossiblemodiﬁcation of the spin gap separating the singlet ground state from the lowest-energy triplet
excitationDst due the anisotropy, is not considered here, andwe used the experimental valueD = 7.55st K [33]
(see appendix A).
Finally we discuss the role of the anomalous density whose absolute value is the density of pair correlated
particles. This pair correlations are, actually, responsible for the existence of superﬂuidity [23].We present in
ﬁgure 4(a) the density of condensed particles r0 (solid line) and the absolute value of the anomalous density s∣ ∣
(dashed line) versus the reduced temperature9. It is seen that s∣ ∣ is comparable with r0 at all temperatures.
Another interesting fact, which is demonstrated inﬁgure 4(b) is that the anomalous density surives, although on
a small level, even above the critical temperature where it vanishes asypmtotically. For example,
s s= = »( ) ( )t t0 1 100. Note that without EA s g = =( )∣0 0T Tc . A similar phase with r = 00 and s ¹ 0
has been reported byCooper et al [40]within a lowest-order auxiliaryﬁeld formalism. In fact, this approach
predicts the existence of two critical temperatures, oneTc, where r = 00 , s ¹ 0 and another one *T , where
r = 00 , s = 0, with * >T Tc. This exotic state in the region *< <T T Tc has not been experimentally observed
yet, but it is predidicted to exhibit amodiﬁed dispersion relation. The question about the observing such phase
still remains open.
5. Conclusion
Assuming that the low temperature properties of quantummagnets with aweakU(1) symmetry breaking can be
described in a BEC—like scenario, we proposed a newMFAbased approachwithin theHartree–Fock–
Bogolyubov approximation, which takes into account an anomalous densityσ and EA. This approach not only
reproduces experimental data such as the critical temperature and themagnetization in a satisfactory way, but
also removes certain inconsistencies and drawbacksmet in the previousHFP approaches [15]. Remarkably, this
may be reached by optimizing only three parameters: the parameter of the EA γ, the parameter of breaking of the
Hugenholtz–Pines relation gc and the interparticle interactionU.We have found g = 0.045 K = 0.0038meV,
=gc 1.67 andU= 367.5 K valid for both the H b and ^( ¯)H 1, 0, 2 directions.
The present approach also gives a fair theoretical description of the staggeredmagnetization data for T Tc
and predicts a plausible value for the critical exponentβ. However, to improve the theoretical description of the
experimental data on staggeredmagnetization the inclusion ofDManisotropy also seems to be nessesary.We
have estimated the anisotropy-induced shift of the critical temperature, and show that it is substantial. Finally,
we predict that the anomalous density is comparable to the condensded one, and survives at temperatures
exceedingTcwhere the condensate fraction is zero.
The present approach has its intrinsic limits, however. It cannot describe the systembelow the critical
magnetic ﬁeld because there are no triplons at <H Hc1.Moreover, it seems to fail towork at highﬁeld regime,
where itmay predict instability [16] instead of the saturation of themagnetization due to the fully polarization of
the spins. Inmore general, it is relevant to explore how far the analogy of a systemof triplons to a BECof real
particles reaches in principle. Open questions include the possibility to observemacroscopic quantum
phenomena such as superﬂuidity or Josephson effects [41]. Therefore, a possible future extension of the present
Figure 4. (a)The condensed (solid line) and the absolute value of anomalous densities (dashed line) inHFB approximation at
=H 7ext T; (b) the behavior of s∣ ( )∣t near the critical temperaturewith (solid line) andwithout (dashed line) exchange anisotropy.
9
Actually, s < 0 in the whole region of temperatures.
13
New J. Phys. 19 (2017) 113002 AKhudoyberdiev et al
approach in the spirit of a bond operator formalism [42] or amicroscopicmodel as proposed by Fischer et al [43]
would be desirable.
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AppendixA
The summation bymomentumsmay be explicitly written as
ò
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The isotropic bare dispersionmay be presented as e = - - -( ) [ ]k J k a k a k a3 cos cos cosx y z where a is the
size of the unit cell (belowwe set a = 1), while the anisotropic onemay bewritten as [33]
e = -D + + -
= + + + +
- ( ˜) ˜
˜ ( ) ( ) ( ) ( ) ( )
J a a
a J k J k k J k k k
,
cos cos 2 2 cos 2 cos 2 . A.2
k k
a x a c x z abc x z y
st
2 2
2
0
In practical calculationswith this realistic dispersion onemaymake a shift as - k k k0 , so that
e e-  == =( )∣ ( )∣k k k 0k k k0 00 , p= { }k 0, 0, 20 and introducing p=q kx x , p=q ky y , p=q k 4z z we can
rewrite the summation as
ò ò òå e e= -( ( ))∣ ( ( )) ( )f k q q q f q12 d d d , A.3x y zk aniz 1
1
0
1
0
1
where e = -D + +J Ja2q qst 2 , and
p p p p p p= + - - -( ) ( ) ( ) ( ) ( )a J q J q q J q q qcos cos 2 4 2 cos 2 cos 2 . A.4q a x a c x z abc x z y2
The condition e = =( )q 0 0q ﬁxesDst asD = + + -( )J J J J J2 2a a c abcst 2 2 . In the present workwe used the
following values of parameters [33]: J= 63.7K, = -J 2.5a K, = -J 18.35a c2 K and =J 5.28abc K, so that
D = 7.55st K.
Appendix B
In the notion of representative ensemble [23] the grandHamiltonian including the EA term can bewritten as:
ò
m m
y y y y g y y y y
= - - - L
= + + +{ }
ˆ ˆ ˆ ˆ
ˆ ( ) ˆ ( ) ( ( ) ( )) ( ( ) ( ) ( ) ( )) ( )† † † †
H H N N
H K
U
rr r r r r r r r
,
2 2
d , B.1
0 0 1 1
2 3
where ò f=ˆ ∣ ∣N rd0 0 2 3 , òy y=  ˆ ( ) ( )†N rr r d1 3 , so that m m m= -N N N0 0 1 1, òy y=ˆ †N rd3 is the total number
of particles. The Lagrangemultiplier
ò ly l yL = +~ ~ˆ [ ( ) ( )] ( )† † rr r d B.23
is a so called linear killer, such thatλ is chosen from the constraint for the conservation of quantumnumbers,
yá ñ = ( )r 0. The quantum ﬂuctuation y ( )r is related to the ﬁeld operator as y f y= + ( ) ( )r r0 , whichmakes
possible to rewrite the grandHamiltonian as follows:
= + + + + ( )H H H H H H , B.30 1 2 3 4
where
ò r m g r= - + +⎜ ⎟⎛⎝ ⎞⎠ ( )H r Ud 2 B.40 3 0 0 0
14
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with r f=0 02
ò f g r y y= + +~ ~( )( ( ) ( )) ( )†H r U r rd , B.51 3 0 0
ò y m r y y y g r= - + + + +~ ~ ~ ~{ }( )[ ˆ ] ( ) ( ( ) ( ))( ) ( )† †H r K U Ur r r rd 2 12 , B.62 3 1 0 2 2 0
òf y y y y= +~ ~ ~ ~( ) ( )( ( ) ( )) ( )† †H U r r r r rd , B.73 0 3
ò y y= ~ ~( ( ) ( )) ( )†H U r r r2 d . B.84 3 2
Performing a Fourier transformation y y= å ¹ ( ) ( )ar rk k k0 and assuming that f ( )r0 does not depend on r we
may rewrite the above equations as follows:
r m g r= - + +⎜ ⎟⎛⎝
⎞
⎠ ( )H
U
2
, B.90 0 0 0
år r g= + +( ) ( ) ( )†H U a a , B.10
k
k k1 0 0
å e m r r g= - + + + +- -{ } ( )( ) ( )† † †H U a a a a a a U2 12 , B.11kk k k k k k k2 1 0 0
år= ++ -( ) ( )†H U a a a h.c. , B.12
k p
k k p p3 0
,
å= + - ( )† †H U a a a a
2
. B.13
k q p
k p p q k q4
, ,
The third and fourth order termsmay be further simpliﬁed by using the approximation given in equation (17)
as:
år r s
r s r s
= + +
= + + - +- -
( ) ( )
{ ( ) ( )} ( )
†
† † †
H U a a
H
U
a a a a a a
2 ,
2
4 2 . B.14
k
k k
k k k k k k
3 0 1
4 1 1
2 2
Now the grandHamiltonian is the sumof classical, Hclass, linear Hlin and Hbilin terms as:
å
å å
r m r g r r s
r r g r s
e m r r g s
= + +
=- + + - +
= + + + +
= - + + + + +- -


( )
( ) ( )
( ) ( ) ( ) ( )
†
† † †
H H H H
H
U U
H U a a
H U a a
U
a a a a
,
2 2
2 ,
2 ,
2
2
, B.15k
k
k k
k
k k
k
k k k k
class lin bilin
class 0 0 0 0
2
1
2 2
lin 0 0 1
bilin 1
0
where g g= U and r r r= +0 1. In the formalism of representative ensemble [23] the linear term is neglected
by an appropriate choice ofλ, for example, by choosing l r r g r s= + + +( )U 20 0 1 in equation (B.2). Them0 can be found byminimization of the free energy with respect to r0. To diagonalize the bilinear termwe
introduce the normalSn and anomalousSan self energies as
r r g sS = S = + +( ) ( )U U2 , , B.16n an 0
such that Hbilin is rewritten as
å åw= + S +- -( ) ( )† † †H a a a a a a2 , B.17kk k k k k k k kbilin
an
where
w e m= - + S ( ). B.18k k n1
The next step is the Bogolyubov transformation
= + = +- - ( )† † †a u b v b a u b v b, B.19k k k k k k k k k k
to diagonalize Hbilin. The operators bk and
†bk can be interpreted as annihilation and creation operators of
phononswith following properties:
d= á ñ = á ñ =- -[ ] ( )† † †b b b b b b, , 0, B.20k p k p k k k k,
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á ñ = = -b( ) ( )
†b b f E
1
e 1
, B.21k Ek k B k
where b º T1 . To determine the phonon dispersion Ekwe insert (B.19) into (B.17) and require that the
coefﬁcient of the term +- -† †b b b bk k k k vanishes, i.e.:
w + S + =( ) ( )u v u v
2
0. B.22k k k k k
an 2 2
Nowusing the condition - =u v 1k k2 2 and presenting u v,k k as
w w= + = - ( )u E
E
v
E
E2
,
2
B.23k k
k
k k
k
k k
2 2
yields
w w- = -S = -S + = ( )E u v
E
u v
E
,
2
, B.24k k
k
k
k
k k k k
2 2
an
an 2 2
that is
w w e e= + S - S º + +( )( ) ( )( ) ( )E X X B.25k k k k k2 an an 1 2
with
m m= S + S - = S - S - ( )X X, . B.26n n1 an 1 2 an 1
Now Hbilin is simpliﬁed as
å å w= + -( ) ( )†H E b b E1
2
B.27k k k
k
k k
k
bilin
and the totalHamiltonian is given by
å år m r g r r s w= + = - + + - + + + -( ) ( ) ( )†H H H U U E b b E
2 2
2
1
2
, B.28k k k
k
k k
k
class bilin 0 0 0 0
2
1
2 2
whichmay be used to deﬁne the energy of the system.
Note that by requiring in (B.25) =X 02 , onemay directly obtain from equation (B.26) theHugenholtz–
Pines theorem aswell as the gapless dispersion in SSB phase. Themain equations (39) and (40) are derived by
inserting (B.26) into (B.16). The normal and anomalous densitiesmay be obtained by using equation (B.19) in
equations (18) and (19) leading to the expressions (29) and (30) respectively, whereX1 andX2 are given in (B.26)
and (B.16).
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