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1. INTRODUCTION 
A function K is said to be a Fourier kernel if for an arbitrary function f 
belonging to some appropriate class, we have a pair of reciprocal formulas, 
F(x) = I’” k(xt)f(t) dt, 
0 
(1.1) 
f(x) = lo= k(xt)F(t) dt. 
F(r), defined by (l.l), is the k-transform of f(x). Let 
(l-2) 
k,(x) = Joz k(u) du. (1.3) 
It is well known that if k,(x) satisfies the condition 
I Ot r*k,(ux) k,(bx) dx = min(a, b), 0 (1.4) 
for every pair of nonnegative numbers a and b, then k(x) is a Fourier kernel. 
Furthermore, in this case, (1.1) defines a unitary transformation in L*(O, 00). 
If f and g are square integrable, their transforms F and G, respectively, are 
defined in the L2 mean, and Parseval’s relation holds. 
f-F(x) G(x) dx = I=f(t)g.(t) dt. 
‘0 0 
(1.5) 
The formula (lS), however, may be valid even when f and g are not square 
integrable. There are a number of theorems proved by Edmonds [2; 31 
concerning the validity of (1.5) when k(x) is the Fourier sine or the Fourier 
cosine kernel and the integral (1.1) defining F or G (or both) converges only 
in the Cauchy sense. Even for these transforms, the situation is by no means 
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simple. Edmonds has given examples to show that (1.5) may fail even when f 
and g satisfy apparently very stringent conditions. 
Macaulay-Owen [9] and quite recently Ridenhour [IO] have given some 
results in this direction for the Hankel transform, but, to the best of our 
knowledge, there are no comparable results for the integral transforms with 
more general Fourier kernels. It appears that if we do not consider convergence 
in the mean, the validity of the Parseval relation depends not only on the 
functions f and g, but also to a large extent on the smoothness properties of 
the kernel. Nevertheless, there is one case when we can assert that the Parseval 
relation holds without imposing heavy restrictions on the kernel, and that is 
when f and g both are monotone. The following theorem for the Fourier 
cosine (sine) transform is due to Edmonds [2]. 
THEOREM. Let f and g be nonincreasing functions in (0, CO), tending to 0 
us x + co, and such that fg belongs to L(0, 0~)). Then, 
/-F(x) G(x) dx = l”f(t)g(t) dt. 
-0 0 
We extend this result to the class of integral transforms whose kernel 
satisfies some simple conditions in addition to (1.4). Related integrability 
theorems are discussed in [ll and 121. 
2. NOTATION 
The functions f, g and the kernel K are real. F(x) and G(x) denote the 
K-transform off(x) and g(x), respectively. 
The functions k,(x) and K,(x) are related to the transformation kernel 
K(x); K,(x) is defined by (1.3) and 
h2(x) = 1‘: u-lb,(u) du. (2-l) 
We shall use the following conditions C, and C, 
C r . K(x) and K,(x) are uniformly bounded in 0 < x < co; 
C, . (a) K(x) = 0(x”), x -+ 0, a > 0; 
C, . (b) K(x) = K(0) + O(p), x + 0, K(0) # 0, a > 0 and K,(x) is 
uniformly bounded in 0 < x < co; 
Cs . (c) x-%,(x) is monotone in (0, 6) for some 8 > 0 and &(x) is 
uniformly bounded in 0 < x < co. 
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The conditions C,(a), C,(b), and C,(c) are alternative. By the statement, 
“k(x) satisfies any one of the conditions C, ” we shall mean that k(x) satisfies 
any one of the three conditions C,(a), C,(b), and C,(c). 
The convergence of an integral in the Cauchy sense is indicated by an 
arrow [13, p. 91. M with or without suffix is a constant. In Lemma 2 AZ(e) 
is a number depending on .$ alone. The symbol “0” is used in the following 
sense; 4 = O(#), # > 0 if I+ 1 < &I+ for some constant Al. 
X(s) = 9R(k, S) is the Mellin transform of k, 
%R(k, s) = jy x8--‘k(x) ds. (2.2) 
3. MAIN RESULTS 
THEOREM 3.1. If 
(i) f(t), g(t) are nonincreasing functions in (0, co), tending to zero as 
t + 00 and f (t)g(t) EL(O, 00); and 
(ii) k(t) satisjes (1.4), C, and any one of the conditions C, , then, 
l+mF(x) G(x) dx = lo f (t) g(t) dt. 
-0 0 
(3.1) 
The proof depends on the following three Lemmas. The first one is due to 
Edmonds [2, p. 181. 
LEMMA 1. If f (t) and g(t) satisfy the condition (i) of Theorem 3.1, then, 
jrnjrn min(t, U) df (t) dg(u) = fin f (t) g(t) dt. 
0 0 ‘0 
(3.2) 
LEMMA 2. If 
(i) h(t) is nonincreasing in (0, oo), tends to zero as t -+ co and 
h(t) EL(0, 1); and 
(ii) k(t) satisfies the condition C, , 
then H(x), the k-transform of h(t), is defined for all x > 0. 
Furthermore, if 
H(x, 6, A) = - s,” x-‘k,(xt) dh(t), (3.3) 
then 1 H(x, 6, A)1 < M(t) for 0 < 4 < x and H(x, 6, A) -+ II(x) uni$ormly in 
x~~asS+OandA-+oo. 
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Proof. Let x > 0. Since hi(t) is bounded in 0 < t < co and h(t) 4 0 as 
t -+ 00, we have, 
jN’ h(t) k(xt) dt = h(N) I”” k(xt) dt, N<N”<N’, 
N 
= h(N) x”{kl(xN”) - kJxN)}, 
= x-lo(l), N-+ co, 
uniformly in x. Hence H(x) is defined. Moreover, sr h(t) k(xt) dt converges 
uniformly for x > 5 > 0. We note that for 0 < 6 < 1 < A, 
<MI,jlIh(t)ldt+h(l)/ jIA’k(xt)d+ 1 <d’<d, 6 
= O(1) + x-iO(1). (3.4) 
Integrating (3.3) by parts, 
H(x, 6, A) = ~-~{k,(xS) h(6) - k,(xd) h(d)} + j” k(xt) h(t) dt, 
8 
= 0(6h(6)} + O{~-~h(d)} + j” k(xt) h(t) dt. 
(3.5) 
.s 
Since %(a) -+ 0 as 6 + 0 and h(d) + 0 as A + co, the conclusion follows 
from (3.4) and (3.5). 
LEMMA 3. If k(t) satisjes the condition Cl and any one of the conditions C2 , 
then for some M > 0, 
IS 
X 
x-2kI(xt) k&u) dx 
I 
< M min(u, t), (3.6) 
c 
unz~ormly for all 5, X such that 0 < 6 < X < co. 
Proof. We may assume that 0 < u < t. 
LX x-2k,(xt) k,(m) dx = jfl’u + j-i x-2kI(xt) k&z) dx 
= I1 + I2 . (3.7) 
We may also assume that 6 < u-l < X. The other two cases when either 
6 > u-l or when X < u-l follow easily from this one. 
I 12 I < M, jlru r2 dx, 
= O(u). (3.8) 
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Now suppose that C,(a) holds so that K,(x) = O(ti+l) as x -+ 0. 
1 I1 1 < jy 1 k,(xt)l 1 K,(xu)l A-2 dx, 
= 0 (r:‘” (xu)“+l x-2 dx) , 
= O(u). 
If C,(b) holds, then 
(3.9) 
k(x) - k(O) cos x = 0(x6), x --t 0, /3 = min(or, 2), 
so that 
k,(x) - k(0) sin x = O(xB+l), x+0. 
I1 = jliu k,(xt) x-*{k,(xu) - k(O) sin x24} ds 
E 
+ k(O) ,:* k,(d) a---* sin NU dx 
= I3 + Ia . 
Since x-l sin x is positive and decreasing in (0, l), 
I4 = k(0) in If”’ x-%,(xt) (m)-l sin .xu dx 
r 
E’ 
= k(0) 4-l sin 524 x-%&t) dx, 4 < E’ < u-1, 
‘C 
= d?(O) (&4)-l sin@) jcI ’ Y-lk,(y) dy, 
= O(u). 
Finally, suppose that C,(c) holds. Sinse x-%,(x) is monotone in (0, S), it is no 
restriction to assume that k,(x) does not change sign in this interval. We may 
even suppose that k,(x) is nonnegative in (0, 6). Obviously, if 6 < 1, 
s 
l/U 
r2 ( k&t)\ 1 k,(xu)l dx = O(u). (3.10) 
a/u 
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-lk,(6) jc; x-lkl(xt) dx, 
x-2kl(xt) k&u) dx = (3.11) 
f 
.$u)-’ k,(&) s:’ x-lh(xt) dx, 
for SOme & , f2 in (5, a/ u according as x-lk,(x) is nondecreasing or non- > 
increasing in (0, 6). Since k(x) and therefore x-lk,(x) is bounded in (0, oo), 
from (3.10) and (3.1 I), it follows that 
I1 = O(u). 
Proof of Theorem 3.1. We note that f (t) and g(t) both satisfy the condi- 
tion (i) of Lemma 2. Let 
F(x, 6, A) = - fcA x-lh(xt) df(t), 
and define G(x, S, A) similarly. If 0 < f < X < co, 
S:F(x, S, A) G(x, S, d) dx = jfX dx jsA x-lk,(xt) df(t) laA xlkl(xu) dg(u), 
By Lemma 1 and Lemma 3, the right side converges absolutely for all 
6, A > 0. By Lemma 2, F(x, S, A) and G(x, S, A) converge uniformly in 
4 < x < X to F(x) and G(x), respectively, as 8 --t 0 and d -+ co. Hence, 
S:F(x) G(x) dx = ~m~om df(t) dg(u) If’ x-2k,(xa) k,(xt) dx. 
By the dominated convergence theorem, as 6 + 0 and X+ co, 
1-T F(x) G(x) dx = lmj-om df(t) d&4 jam x--2kdxt) k&4 ok 
Finally, by (1.4) and Lemma 1, 
f+T F(x) G(x) dx= pompom id4 4 df(t) d&4, 
= mj(t)g(t) dt. 
s 0 
This completes the proof. 
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The fourier kernels (2/7~)l/~ sin x and (2/7r)‘12 cos x satisfy the condition 
(ii) of Theorem 3.1. In these two cases, we obtain Edmond’s result. It is 
interesting to note that the sine kernel satisfies the condition C,(a), and the 
cosine kernel satisfies the condition C,(b) as well as C,(c). However, neither 
of these last two conditions implies the other. C,(b) implies that K(X) - K(0) 
satisfies a one-sided Lipschitz condition of some positive order at x = 0. If 
k(x) does not satisfy this condition but is monotone in (0,s) for some 6 > 0, 
it cannot satisfy C,(b) but it certainly satisfies C,(c) provided that K*(x) is 
bounded. 
The condition C, limits the class of admissible kernels considerably. In 
general, relaxing this condition will involve imposing stronger conditions 
on f(x) and g(x). The following simple examples verify this. If K(X) is a 
Fourier kernel, then so is A.x+-~)/*&$). We may use this fact to verify that the 
kernels in these examples are in fact Fourier kernels. 
EXAMPLE 1. Let 
k(x) = (2ny ,-1/r cos(x1/*); 
k(x) is unbounded at x = 0. If f(x) = X-V, 2 < v < 1, and if g(x) 4 0 in 
(0, CO) is bounded and belongs to L(0, co), then f(x), g(x) satisfy the condi- 
tion (i) of Theorem 3.1, but (3.1) d oes not hold because F(x) is not defined. 
EXAMPLE 2. Let 
k(x) = (2-)-1/Z &I4 sin(xr/*); 
K(X) is bounded but K,(X) is not. Iff(x) = X-“, 0 < Y < &, andg(x) is defined 
as in the example above, then these functions satisfy the condition (i) of 
Theorem 3.1, but the relation (3.1) does not hold since F(x) is not defined. 
There are a number of Fourier kernels for which Theorem 3.1 is valid. 
In particular, we can easily show that the Hankel transform kernel xl/“JV(x) 
satisfies the conditions for the validity of (3.1). However, we shall prove this 
in a slightly different manner in the next section. 
4. CONDITIONS ON m(k, s) 
Lemma 2 implies that if K(X) satisfies C, , 1Dz(K, s) converges for 0 < s < 1. 
If s is complex, s = u + it, then %N(K, S) is an analytic function of s in the 
strip 0 < u < 1 [13, p. 471 and (1.4) is equivalent to 
rn(K, s) !m(k, 1 - S) = 1, O<a<l. (4.1) 
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The above condition can be verified easily. For this reason, quite often, a 
Fourier kernel is defined by its Mellin transform [6, 7, 81. We note that if 
K(x) satisfies C,(a) in addition to C, , its Mellin transform converges in 
--01 < a < 1. This, together with (4.1), shows that in this case !JJl(K, s) 
is an analytic function of s in the strip --01 < a < 1 + Q, provided that it has 
no zeroes in --01 < u < 0. Similarly, if K(x) satisfies C, and C,(b) and its 
Mellin transform does not vanish in --01 < u < 0, by considering the Mellin 
transform of k(x) - K(O) cos x, we see that !Dl(k, s) is analytic in the strip 
-/3 < u < 1 + p, p = min(2, LU), except for a simple pole at s = 0. If we 
further assume that for t > 1, that is, for t positive and sufficiently large, 
YJl(k, u + it) = At”-1~2e~(t10gt-t){l + (a/t) + 0(1/P)), (4.2) 
and LDz(K, u - it) is the complex conjugate of YJl(K, u + it), then m(K, s) 
belongs to the Hardy-Tit&marsh class of functions k’ [7, p. 1411. In the 
following theorem we assume that ‘9X(& s) belongs to this class. 
THEOREM 4.1. Let f(t) and g(t) satisfy the condition (i) of Theorem 3.1. If 
(i) X(s) = !lJl(K, s) satisjes (4.1); 
(ii) X(S) is utialytic in the strip u, < u < up where aI < 0, u2 > 1, 
except perhaps for a simple pole at s = 0, 
(iii) Z@ = X(S), 
s = u + it, t> 1, 0, < u < 02 , (4.3) 
then the Parseval relation (3.1) holds. 
Proof. The conditions (ii), (iii) and (iv) imply that X(s) belongs to k’ 
so that by a known result [7, Lemma 91, K(x) is bounded. Also, by [7; 13, 
p. 2321 K(x) can be written as 
k(x) = a1 cos x + a2 sin x + a,x-l sin x 
+ a,x-2(sin x - x cos x) + k*(x), 
(4.4) 
where a, , a2 , a3, a, are constants and k*(x) is absolutely integrable. The last 
assertion is contained in the proof of Lemma 9 in [7]. Hence, k,(x) is bounded. 
This proves that k(x) satisfies C, . 
As x -+ 0, k(x) = k(0) + O(+), where 0 < OL < -ur and k(0) is the 
residue of X(s) at s = 0. This result also is contained implicitly in the work 
THE PARSEVAL RELATION 641 
of Hardy and Titchmarsh [7]. However, a direct proof can be given as 
follows. 
k(x) = (277i)-1 jclr x-.X(s) ds, O<c<l, 
= (27s~1 j-1-+: P%(S) ds + k(O), u1 < --01 < 0, 
= (27r-1 P j-1 X--L~s?-(-a + it) dt + k(0). 
(45) 
Hence, for 0 < x < 1, 
2x-“{k(x) - k(0)) = j-’ + j:s + jzm PtX(--ar + it) dt, 
-cc 
= 11 + 12 + 1s . 
It is enough to prove that the right side is bounded. Obviously, Jz = O(1). 
By using the asymptotic expansion for the r-function, (4.3) can be written 
as (4.2), so that, 
J3=A jm t-~-‘l/2’g(tlo6t-t-tlog~) dt + 0 
= 14 ; O(l). 
(5 
m t-a-(3/2) dt 
2 
Let 
$qt) = t log t - t - t log X, t g? 2. 
By the second mean value theorem, 
J4 = A2-41/2) 2<T<co, 
#‘(t) = log t - log x is monotone for t > 2 and $‘(t) > log 2 - log x > log 2. 
Hence by [7, Lemma 11, 
1 J4 j < A22-a[log 21-l. 
This proves that J3 is bounded. Similarly we can prove that J1 is bounded. 
Next we prove that if k(0) # 0 then k,( x is ) b ounded. Since k(x) satisfies 
C, , integrating (2.2) by parts we get, 
!lJl{rlk,(x), s} = (1 - s)-l X(s), O<a<l, 
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so that 
x-%,(x) = (2&)-l j-“+‘= (1 - s)-1 ,x(s) AT-S & 
e-l@2 
By (4.2), this integral converges absolutely for 0 < c < 4 and uniformly in x 
for 1 <x<N, N> 1. Hence, 
l= ‘L-~@J) du = (234-l j-1 (1 - s)-~ X(S) (x1-s - 1) ds, O<c<$. 
We shift the line of integration to c = 1 + ‘y1, where 0 < cu, < min(a, - 1, 4). 
Thus, 
j-Z U-%&J) du = (27r-1 jm (a1 + zI)-~ S-(1 + ~yr + it) (x-=+- 1) dt - R. 
1 --m 
(4.6) 
R is the residue of +(s) = (1 - s)-~ S(S) (xi-8 - 1) at s = 1. In (4.9, R(O), 
stands for the residue of .X(S) at s = 0. If K(0) $1 0, X(S) has a pole at s = 0 
and so by (4.1), X(1) = 0. Therefore, +(s) is regular at s = 1 and R = 0. 
Again by (4.2), 
J-1 I(% + it)-” X(1 + 4 + it)/ dt = 0 (Jrn (1 + 1 t I)-” 1 t la1+(*‘2) dt) , 
-03 
= O(1). 
Hence, by applying the dominated convergence theorem to (4.69, we obtain, 
Jew U-%(U) du = - (2~)~~ Irn (011 + if)-” X( 1 + aI + it) dt. 
1 -03 
This not only proves that K2(x) is bounded but also, that K,(x) tends to a limit 
as x + co. We have thus proved that if X(S) satisfies the conditions (i)-(iv), 
then K(x) satisfies C, and either C,(a) or C,(b). The conclusion now follows 
from Theorem 3.1. 
As an application, consider the Hankel transform kernel. Let 
K(x) = X’“J”(X), v>--4. 
BY [4, Eq. (11, P. 3261, 
F((v/2) + (s/2) + (l/4)) 
x(s) = 2s--(1’2) F((v/2) - (S/2) + (3/4)) ’ 
= 2s-(1’2) r((1,;;y:5/2fi Jl(s), 
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where 
P(s) = 
T((sP) + (Q) + (l/4)) W/2) - (42)) 
W2) W/2) + (3/4) - (s/2)) * 
For Y = -+, 4(s) = 1 so we may assume Y > -h. To obtain the asymptotic 
behavior of #(s), we assume the complex s-plane cut along the negative real 
axis. If t > 0, --s = e+s and as t -+ CO, ( s 1 -+ co. By [5, p. 1381, 
q(s/q + (VP) + (114)) 
W2) 
and 
--_ (s/2)(v/2)+(1/4) (1 + ((V/2) + (l/4)) ((V/2) - (3/4)) s-i + O(s-2)) 
r(w) + (3/4) - (s/2)) 
= ez?r((y/2)+(1/4))(s/2)-(u/2)-(1/4) (1 + ((v/2) + ( 1/4))2 S-l + O(S2)}. 
Thus, 
4(s) = &((v/2)+(l/4)){l + &(,Z - 4) ~1 + O(+)}, s = CT + it, t-+co. 
This proves that X(s) satisfies the condition (iv) of Theorem 4.1. The rest 
of the conditions are easy to verify and we have the following result. 
COROLLARY. Let v > -4. Iff(t), g(t) satisfy the conditions of Theorem 3.1 
andF(x), G(x), respectiwely, are their Hankel transforms of order V, then (3.1) 
holds. 
5. UNSYMMETRICAL FOURIER KERNELS 
If we have a pair of reciprocal formulas with different kernels, 
F(x) = j-w k(xt) f (t) dt, 
0 
(5-l) 
f(x) = Jom k’(‘(xt) F(t) dt, (5.2) 
then k(x) and d(x) are called unsymmetrical Fourier kernels. In this case, (1.4) 
is replaced by 
s m x-~~,(ux) @x) dx = min(a, b), (5.3) 0 
and Theorem 3.1 takes the following form. 
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THEOREM 5.1. If 
(i) f(t), g(t) satisfr rhe condition (i) of Theorem 3.1, 
(ii) k(t) and t(t) satisfy (5.3), and each satisfies C,‘und the same condi- 
tion c, , 
then the Parseval relation holds in the folbn&g sense, 
j?&)G&)dx = j-mf(t)g(t)dt 
-0 0 
(5.4) 
the subscripts k and L denote the k- and e-transform, respectively. 
The proof is similar to that of Theorem 3.1. 
Let Z(s) = ‘%X(/, s) and let X(s) and 9(s) both satisfy the conditions of 
Theorem 4.1 except for the following: (i) is replaced by X(s) a(1 - s) = 1 
and in (ii) S(s), Z(s) both are analytic in q < u < o, . Then k(x), l(x) both 
satisfy C, and C,(a) and (5.4) holds. In the case of unsymmetrical Fourier 
kernels, Z(s) has a pole at s = 0 does not imply that X(1) = 0 so that k*(x) 
need not be bounded. If, however, we make the additional assumption that 
X(1) = 0 when X(s) does have a pole at s = 0, then k(x) and t(x) both 
satisfy C,(b) and (5.4) holds. 
As an example of the unsymmetrical Fourier kernels for which the Parseval 
relation holds, we consider the Bateman transformation kernels [7, p. 1201 
with the Mellin transforms 
~((~12) + 4 
Ws) = 2s-1 qv + 1 - (s/2)) 
r((312) - ($12)) 
q1 - (s/2)) ’ v > 0, 
and 
r(v + W) + (42)) W/2) + WN 
=w) = 2” qv + (l/2) - (s/2)) r(1 + (s/2)) * 
The kernels k(x) and e(x) are given by 
k(x) = (l/2) #/*) iX {xjy2(x/2)}, v > 0, 
and 
t(x) = -7N2)XJy(X/2) Y&/2), v > 0. (5.6) 
We can easily verify that X(s) and S?(s) are analytic in -2~ < u < 3; they 
take conjugate values at conjugate points and X(s) 9( 1 - s) = 1. By using 
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the asymptotic behavior of the ratio of r functions as in the case of the Hankel 
transform kernel in Section 4, we can show that X(s) and L?(s) both satisfy 
(4.3). Hence for the transforms defined by the kernels (5.5) and (5.6), the 
Parseval relation (5.4) holds. 
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