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1 問題設定
•Rd 上の 2 つの非自明な閉凸錐 X , Y に対し, X , Y 間の最小角
∠min(X ,Y) を次のように定義する (図 1):













∥x − y∥2. (NCP)
•応用: 線形常微分方程式の理論 (Obert, 1991), 順序データの正準相
関分析 (Tenenhaus, 1988), 画像分類 (Sogi et al., 2018), 凸錐の幾何
(Goldberg and Shaked-Monderer, 2014; Seeger and Sossa, 2016b), etc.
• 1 次の最適性条件を満たす解の列挙は指数個の一般化固有値問題を解
く必要あり (Seeger and Sossa, 2016a,b; Orlitzky, 2020).
• (NCP)に対する交互射影法の効率のよい計算と収束性 (Tanaka, 2020).
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図 1: X , Y 間の最小角
2 凸緩和: 多面錐の場合
•X , Y が多面錐の場合を考える.
•具体的には, ∥x1∥ = · · · = ∥xm∥ = ∥y1∥ = · · · = ∥yn∥ = 1 を満た
すX := (x1, . . . , xm) ∈ Rd×m, Y := (y1, . . . , yn) ∈ Rd×n を用いて
X := {Xξ : ξ ∈ Rm+}, Y := {Y η : η ∈ Rn+} と書けるものとする.
定理 1. (NCP) の実行可能領域をその凸包で置き換えた凸緩和問題は
次の問題と等価:
minimize ∥x − y∥2
subject to x = Xξ, ξ ∈ Rm+, 1⊤ξ ≥ 1,
y = Y η,η ∈ Rn+, 1⊤η ≥ 1.
(QP)
定理 2. (x̂ , ŷ)を (QP)の最適解としたとき, (x̂/∥x̂∥, ŷ/∥ŷ∥)は (NCP)
の実行可能解で, ∥x̂∥−1∥ŷ∥−1 近似解.
3 分枝限定法: 単体的な多面錐の場合
•前節で考えた多面錐の場合で, 特に m = n = d であるときを考える.
• (QP)を利用して (NCP)を大域的に解くための分枝限定法をアルゴリ
ズム 1 に示す.
•単体上での凹関数の大域的最小化のための分枝限定法 (Horst and Tuy,
1996) に基づく.
アルゴリズム 1 (NCP) を大域的に解くための分枝限定法
1: 根ノードでの計算: (X 0,Y0) := (X ,Y)に対応する (QP)を解き, ω∗
の下界
¯
ω(X 0,Y0), (NCP) の実行可能解 (x0, y0), ω∗ の上界 ω̄0 を
求め, N 0 := {(X 0,Y0)}, k := 0 とする.
2: for k := 0, 1, . . . do
3: if N k = ∅ do
4: 最適値として ω̄k を, 最適解として (xk, yk)を出力して終了.
5: end if
6: 分枝操作: (X k,Yk) ∈ N k を選び, X k , Yk の少なくとも一
方を !i X ki ,
!
j Ykj と分割し, N k+1/2 := N k \ {(X k,Yk)} ∪!
i ,j{(X ki ,Y
k
j )} と更新.





j ), (NCP) の実行可能解 (xki j , yki j ), ω∗ の上界
ω̄(X ki ,Y
k
j ) を求め, 暫定最適解 (xk, yk), 暫定最適値 ω̄k を更新.
8: 限定操作: N k+1 := {(X ,Y) ∈ N k+1/2 :
¯




定理 3. アルゴリズム 1が無限列 {X k}, {Yk}を生成するとき,生成さ
れた任意のフィルターが悉皆的であるとする. このとき, {ω̄k} は ω∗
に収束する.
•無限列 {X k} の無限部分列 {X kl} について, 任意の l = 1, 2, . . . に対




•実用的には許容誤差 ϵ > 0 を用いた限定操作N k+1 := {(X ,Y) ∈
N k+1/2 :
¯
ω(X ,Y) ≤ ω̄k − ϵ} を行なう. これにより, 有限回の計算で
ϵ 近似解を出力するアルゴリズムとできる.
4 一般の閉凸錐の場合への拡張
•アルゴリズム 1 を一般の閉凸錐 X , Y に適用できるように拡張する.
•方針: X , Y とは別に補助的な単体的錐 X̃ , Ỹ を用意する.
•具体的には, (x∗, y∗) を (NCP) の大域的最適解の 1 つとしたとき,
∥x1∥ = · · · = ∥xd∥ = ∥y1∥ = · · · = ∥yd∥ = 1 を満たすX :=
(x1, . . . , xd) ∈ Rd×d , Y := (y1, . . . , yd) ∈ Rd×d を用いて書ける
X̃ := {Xξ : ξ ∈ Rd+} ∋ x∗, Ỹ := {Y η : η ∈ Rd+} ∋ y∗ をとる.
• (QP) と同様の凸緩和として次の問題を考える:
minimize ∥x − y∥2
subject to x ∈ X , x = Xξ, ξ ∈ Rd+, 1⊤ξ ≥ 1,
y ∈ Y, y = Y η,η ∈ Rd+, 1⊤η ≥ 1.
(QCP)
これは X̃ ∩ Sd−1, Ỹ ∩ Sd−1 をそれらの凸包で置き換えた凸緩和問題
と等価.
•アルゴリズム 1において, (QP)の代わりに (QCP)を解き, X , Y の代
わりに X̃ , Ỹ を分割すれば, X , Y が一般の閉凸錐であるような (NCP)
に対するアルゴリズムとでき, 同様の収束解析が成り立つ.
• (QCP) は錐最適化問題なので頻繁には解きたくない. X̃ ⊆ X , Ỹ ⊆ Y
を検出できれば(QCP) における制約 x ∈ X , y ∈ Y が冗長になるが,
その効率のよい検出方法は自明でない.
