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Abstract
In this paper an extended CPR decomposition theorem for Finsler symmetric spaces of
semi-negative curvature in the context of reductive structures is proven. This decomposition
theorem is applied to give a geometric description of the complexification of some infinite
dimensional homogeneous spaces.
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1 Introduction
In recent years, the geometrical study of operator algebras and their homogeneous
spaces has become a central topic in the study of infinite dimensional geometry.
It is a source of examples and counterexamples, and the operator algebra tech-
niques (Banach algebras and C∗ algebras, with their distinguished tools) are being
used for obtaining results on abstracts infinite dimensional manifolds by studying
their groups of automorphism, isometries, and their associated fiber bundles and
G-bundles. See the recent book [3] by D. Beltita for a full account of these objects
and a comprehensive list of references.
In particular, what we are interested in here, is the extension of certain results on
the geometric description of complexifications of homogeneous spaces of Banach-Lie
groups studied by Beltita and Gale´ in [1] and also the decompositions of the acting
groups by means of a series of chained reductive structures.
In Section 2 the reader can find the basic facts about Finsler symmetric spaces;
these are spaces of the form G/U endowed with a Finsler structure, where G is a
Banach-Lie group and U is the fixed point set of an involution σ on G. A criteria
that ensures that the spaces G/U have semi-negative curvature is recalled from the
work of Neeb [11].
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In Section 3 we recall the definition of reductive structures, which can be interpreted
as connection forms E on homogeneous spaces of the form GA/GB . Examples in the
context of operator algebras are given: conditional expectations, their restrictions to
Schatten ideals and projections to corners of operator algebras. The Corach-Porta-
Recht splitting theorem by Conde and Larotonda [5] is used to prove an extended
CPR-splitting theorem in the context of several reductive structures.
In Section 4 the CPR splitting theorem is used to give a geometric description of ho-
mogeneous spaces of the form GA/GB as associated principal bundles over UA/UB .
Under additional hypothesis about the holomorphic character of GA and the invo-
lution σ on GA it is possible to interpret GA/GB as the complexification of UA/UB .
Under these additional assumptions GA/GB is identified with the tangent bundle of
UA/UB and it is shown that this identification has nice functorial properties related
to the connection form E. Finally, we use the three examples of connection forms
introduced in Section 3, to give a geometrical description of the complexifications of
flag manifolds, coadjoint orbits in Schatten ideals and Stiefel manifolds respectively.
2 Finsler symmetric spaces
A connected Banach-Lie group G with an involutive automorphism σ is called a
symmetric Lie group. Let g be the Banach-Lie algebra of G, and let U = {g ∈ G :
σ(g) = g} be the subgroup of fixed points of σ. Then the Banach-Lie algebra u of
U is a closed and complemented subspace of g; a complement is given by the closed
subspace
p = {X ∈ g : σ∗1X = −X},
where for a smooth map between manifolds f : X → Y we use the notation f∗ :
T (X) → T (Y ) for the tangent map and f∗x : Tx(X) → Tf(x)(Y ) for the tangent
map at x ∈ X.
The Lie algebra u is the eigenspace of σ∗1 corresponding to the eigenvalue +1 and
p is the eigenspace corresponding to the eigenvalue −1. Since u is complemented
U is a Banach-Lie subgroup of G, and the quotient space M = G/U has a Banach
manifold structure. We denote by q : G → M , g 7→ gU the quotient map which is
a submersion, and by Exp : g→ G the exponential map of G. We use the notation
eX := Exp(X) for X ∈ g.
We also define G+ := {gσ(g)−1 : g ∈ G} which is a submanifold of G and note that
there is a differential isomorphism φ : G/U → G+, gU 7→ gσ(g)−1. See Section 5 in
Chapter XIII of [8]. We use the notation σ(g)−1 := g∗ for g ∈ G.
Let Lg and Rg stand for the left and right translation diffeomorphisms on G. For
h ∈ G, let µh :M →M , µh(q(g)) = q(hg) = q(Lhg). Then
(µh)∗q(g)q∗g = q∗hg(Lh)∗g.
The map q∗1 : p → ToM is an isomorphism so that a generic vector in Tq(g)M
will be denoted by (µg)∗oq∗1X with X ∈ p. We use Ih to denote the interior
2
automorphisms of G given by Ih(g) = hgh
−1, and Adh to denote the differential
(Ih)∗1, which is an element of B(g), the bounded linear maps that act on g. We note
that σ(Iue
tX ) = Iue
−tX for every X ∈ p and u ∈ U , so that σ∗1AduX = −AduX
and p is AdU -invariant. Since σ is a group automorphism, σ∗1 is an automorphism
of Lie algebras and the following inclusions hold:
[u, u] ⊆ u, [u, p] ⊆ p, [p, p] ⊆ u.
In particular, p is adu-invariant.
A way of giving M the structure of a Finsler manifold is establishing the following
norm on the tangent space Tq(g)(M) for each g ∈ G
‖(µg)∗oq∗1X‖q(g) := ‖X‖p
where ‖·‖p is any AdU -invariant norm p compatible with any norm of To(M) given by
a local chart. To make the dependence of M with its underlying Banach-Lie group,
involution and Finsler structure clear we shall write M = G/U = Sym(G,σ, ‖ · ‖p)
and we shall call M a Finsler symmetric space.
We say that M = G/U has semi-negative curvature if for all p ∈ M the operator
between Banach spaces (expp)∗x : Tp(M) ≃ Tx(Tp(M)) → Texpp(x)(M) is expansive
and surjective.
What follows is a criteria for semi-negative curvature for Finsler symmetric spaces
due to K.-H. Neeb, [11, Prop. 3.15 and Th. 2.2]:
Theorem 2.1. Let M = G/U = Sym(G,σ, ‖ · ‖p) be a Finsler symmetric space.
Then the following conditions are equivalent:
1. M has semi-negative curvature.
2. The operator −(adX)
2|p is dissipative for all X ∈ p.
3. The operator 1 + (adX)
2|p is expansive and invertible for all X ∈ p.
4. The operator X ∈ p, sinhadXadX |p is expansive and invertible for all X ∈ p.
Example 2.2. If A is a unital C∗-algebra, G is the group of invertible elements of A
endowed with the manifold structure given by the norm and σ : G→ G, g 7→ (g−1)∗,
then U = {g ∈ G : σ(g) = g} is the group of unitary operators of A. In this case
p = As the set of self-adjoint elements of A and the uniform norm on As which we
denote by ‖·‖ is AdU -invariant because it is unitarily invariant. We can identify the
manifold G/U with the manifold of positive invertible elements G+. It was proven
in [6] that the manifold M = G/U = Sym(G,σ, ‖ · ‖) has semi-negative curvature.
Example 2.3. Let A = B(H) stand for the set of bounded linear operators on a
separable complex Hilbert space H, with the uniform norm denoted by ‖ · ‖. Let Ap
be the ideal of p-Schatten operators with p-norm ‖·‖p. Let Gp stand for the group of
invertible operators in the unitized ideal, that is Gp = {g ∈ A
× : g − 1 ∈ Ap}, then
Gp is a Banach-Lie group (one of the so-called classical Banach-Lie groups [7]), and
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Ap identifies with its Banach-Lie algebra. Consider the involutive automorphism
σ : Gp → Gp given by g 7→ (g
∗)−1. Let Up ⊆ Gp stand for the unitary subgroup of
fixed points of σ. In this case p is the set of self-adjoint operators in Ap and the
norm ‖ · ‖p on p is AdUp-invariant. We can identify the manifold Gp/Up with the
manifold of positive invertible operators in Gp. It was proven in Section 5 of [5]
that the manifold Mp = Gp/UP = Sym(Gp, σ, ‖ · ‖p) is simply connected and has
semi-negative curvature.
3 Splitting of Finsler symmetric spaces
We recall some facts about the fundamental group of M and polar decompositions
[11, Th. 3.14 and Th. 5.1]
Theorem 3.1. Let M = G/U = (G,σ, , ‖ · ‖p) be a Finsler symmetric space of
semi-negative curvature, then
1. The exponential map q ◦Exp : p→M is a covering of Banach manifolds and
Γ = {X ∈ p : q(eX) = q(1)}
is a discrete and additive subgroup of p∩Z(g), with Γ ≃ π1(M) and M ≃ p/Γ.
Z(g) denotes the center of the Banach-Lie algebra g. If X,Y ∈ p and q(eX) =
q(eY ), then X − Y ∈ Γ.
2. The polar map
m : p× U → G, (X,u) 7→ eXu
is a surjective covering whose fibers are given by the sets {(X −Z, eZu) : Z ∈
Γ }, u ∈ U , X ∈ p. If M is simply connected the map m is a diffeomorphism.
In the context of C∗-algebras (Example 2.2), since G/U is simply connected and has
semi-negative curvature we get the usual polar decomposition of invertible elements
as a product of a positive invertible element and a unitary.
Corollary 3.2. In the context of the previous theorem G+A = e
p. Note that given
h ∈ G+A there is a g ∈ GA such that h = gσ(g)
−1. Using the polar decomposition
in GA there are X ∈ p and u ∈ U such that g = e
Xu. Then h = eXuσ(eXu)−1 =
eXuu−1eX = e2X ∈ ep. We note also that eX = e
1
2
Xσ(e
1
2
X)−1 ∈ G+A for every
X ∈ p.
The following decomposition theorem in the context of Finsler symmetric spaces of
semi-negative curvature was proven by Conde and Larotonda in [5].
Theorem 3.3. Corach-Porta-Recht decomposition (CPR)
Let M = G/U = (G,σ, , ‖ · ‖p) be a simply connected Finsler symmetric space of
semi-negative curvature. Let p ∈ B(p) be an idempotent, p2 = p. Let s := Ran(p),
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s′ := Ran(1 − p) = Ker(p), so that p = s ⊕ s′. If ad2s(s) ⊆ s, ad
2
s(s
′) ⊆ s′ and
‖p‖ = 1, then the maps
Φ : U × s′ × s→ G, (u,X, Y ) 7→ ueXeY
Ψ : s′ × s→ G+, (X,Y ) 7→ eY e2XeY
are diffeomorphisms.
The following two definitions are from Beltita and Gale´ [2].
Definition 3.4. A reductive structure is a triple (GA, GB ;E) where GA is a
real or complex connected Banach-Lie group with Banach-Lie algebra gA, GB is a
connected Banach-Lie subgroup of GA with Banach-Lie algebra gB, and E : gA →
gA is a R-linear continuous transformation which satisfies the following properties:
E ◦ E = E; RanE = gB, and for every g ∈ GB the diagram
gA
Adg

E // gB
Adg

gA
E // gB
commutes.
Definition 3.5. A morphism of reductive structures from (GA, GB ;E) to
(G˜A, G˜B ; E˜) is a homomorphism of Banach-Lie groups α : GA → G˜A such that
α(GB) ⊆ G˜B and such that the diagram
gA
α∗1

E // gB
α∗1

g˜A
E˜ // g˜B
commutes.
For example, a family of automorphisms of any reductive structure (GA, GB ;E) is
given by αg : x 7→ gxg
−1, GA → GA, (g ∈ GB).
Now we introduce involutions in reductive structures:
Definition 3.6. If (GA, GB ;E) is a reductive structure and σ is an involutive
morphism of reductive structures we call (GA, GB ;E, σ) a reductive structure
with involution. If (GA, GB ;E, σ) and (G˜A, G˜B ; E˜, σ˜) are reductive structures
with involution and α is a morphism of reductive structures from (GA, GB ;E) to
(G˜A, G˜B ; E˜) such that α ◦ σ = σ˜ ◦ α then we call α a morphism of reductive
structures with involution from (GA, GB ;E, σ) to (G˜A, G˜B ; E˜, σ˜).
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Example 3.7. Conditional expectations in C∗-algebras
Let A and B be two unital C∗-algebras, such that B is a subalgebra of A and let
E : A → B be a conditional expectation. This means that E is a linear projection
on A with RanE = B, E(1A) = 1B(= 1A) and norm 1. By Tomiyama’s theorem
[15] the following holds
E(b1ab2) = b1E(a)b2 for all a ∈ A; b1, b2 ∈ B
E(a∗) = E(a)∗ for all a ∈ A.
Let GΛ for Λ ∈ {A,B} be the Banach-Lie group of invertible operators in Λ endowed
with the topology given by the uniform norm. Then the Banach-Lie algebra of GΛ
is gΛ = Λ. Since in this case we have Adg(a) = gag
−1 for each g ∈ GA and a ∈ A,
the expectation E satisfies the conditions of Def. 3.4, so that (GA, GB ;E) is a
reductive structure. In fact, this is a classical example that was the motivation of
that definition in the paper [2].
If (GA, GB ;E) is a reductive structure that is derived from an inclusion of C
∗-
algebras and a conditional expectation as above then σ : GA → GA, a 7→ (a
−1)∗
defines an involutive morphism of reductive structures since σ∗1 : A→ A, a 7→ −a
∗
and
E(σ∗1(a)) = E(−a
∗) = −E(a)∗ = σ∗1(E(a)),
therefore (GA, GB ;E, σ) is a reductive structure with involution.
If for two triples (A,B;E), (A˜, B˜; E˜) there is a bounded homomorphism φ : A→ A˜
which satisfies φ ◦ E = E˜ ◦ φ then α := φ|GA defines a morphism of reductive
structures with involution from (GA, GB ;E, σ) to (G˜A, G˜B ; E˜, σ˜).
Example 3.8. We use the notation of Example 2.3. Let B ⊆ A = B(H) be a
C∗-subalgebra, and let E : A → B be a conditional expectation with range A such
that E sends trace-class operators to trace-class operators and E is compatible with
the trace, that is Tr(E(x)) = Tr(x) for any trace-class operator x ∈ A. Let p ≥ 1,
Bp = B ∩Ap,
GA,p = {g ∈ A
× : g − 1 ∈ Ap} and GB,p = {g ∈ A
× : g − 1 ∈ Bp}.
Then gA,p := Ap and gB,p = Bp are the Banach-Lie algebras of GA,p and GB,p
respectively. It was proven in Section 5 of [5] that Ep = EAp : Ap → Bp and
that ‖Ep‖ = 1. It easy to see that (GA,p, GB,p;Ep, σ) is a reductive structure with
involution.
Example 3.9. Corners
Let H be a Hilbert space, n ≥ 1 and pi, i = 1, . . . , n+1 be pairwise orthogonal non-
zero projections with range Hi and
∑n−1
i=1 pi = 1. Let GA be the group of invertible
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elements of B(H) and let
GB =




g1 0 . . . 0 0
0 g2 . . . 0 0
...
...
. . .
...
...
0 0 . . . gn 0
0 0 . . . 0 1


: gi invertible in B(Hi) for i = 1, . . . , n


;
where we write operators in B(H) = B(H1⊕ . . .⊕Hn+1) as (n+1)×(n+1) matrices
with the corresponding operator entries.
In this case gA = B(H) and
gB =




X1 0 . . . 0 0
0 X2 . . . 0 0
...
...
. . .
...
...
0 0 . . . Xn 0
0 0 . . . 0 0


: Xi in B(Hi) for i = 1, . . . , n


.
If we consider the map E : gA → gB, X 7→
∑n
i=1 piXpi and σ = (·)
∗−1 it is
easily verified that (GA, GB ;E, σ) is a reductive structure with involution. Note
that ‖E‖ = 1.
Definition 3.10. If (GA, σ) is a symmetric Banach-Lie group we say that a con-
nected subgroup GB ⊆ GA is involutive if σ(GB) = GB.
Remark 3.11. If GB ⊆ GA is an involutive Banach-Lie subgroup with Banach-Lie
algebra gB ⊆ gA and gA = p ⊕ u is the eigenspace decomposition of σ∗1, we can
write gB = pB ⊕ uB, where pB := p ∩ gB and uB := u ∩ gB.
Proposition 3.12. Given a Finsler symmetric space
MA = GA/UA = Sym(GA, σ, ‖ · ‖p)
of semi-negative curvature, if GB is an involutive subgroup, then
MB = GB/UB = Sym(GB , σ|GB , ‖ · ‖pB )
is a Finsler symmetric space of semi-negative curvature. Also, the inclusion ΓB ⊆
ΓA ∩ pB holds. In particular, if MA is simply connected then MB is also simply
connected.
Proof. We can restrict the AdUA-invariant norm of MA = GA/UA to pB to give
MB = GB/UB a AdUB -invariant norm. Since for each X ∈ p the operator −(adX)
2|p
is dissipative and −(adX)
2|p(pB) ⊆ pB for all X ∈ pB , we conclude that the
operator −(adX)
2|pB is dissipative for all X ∈ pB . Therefore MB = GB/UB =
Sym(GB , σ|GB , ‖ · ‖pB ) has semi-negative curvature.
If X ∈ ΓB then qB ◦ExpB(X) = oB so that ExpA(X) = ExpB(X) ∈ UB ⊆ UA and
qA ◦ExpA = oA. We conclude that ΓB ⊆ ΓA ∩ pB .
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Remark 3.13. If (GA, GB ;E) is a reductive structure, since Adg ◦ E = E ◦ Adg
for each g ∈ GB we see that Adg(KerE) ⊆ KerE for every g ∈ GB. If σ is an
involutive automorphism of reductive structures and gA = u⊕p is the decomposition
into eigenspaces of σ∗1 then AdUA(p) ⊆ p and AdUA(u) ⊆ u, so that the actions
Ad : UB → B(pE) and Ad : UB → B(uE) are well defined, where we denote pE :=
KerE ∩ p and uE := KerE ∩ u.
Theorem 3.14. Extended CPR splitting
If for n ≥ 2 we have the following inclusions of connected Banach-Lie groups, the
following maps between its Banach-Lie algebras
G1 ⊆ G2 ⊆ · · · ⊆ Gn
g1
E2←− g2
E3←− . . .
En←−− gn
and a morphism σ : Gn → Gn such that:
• (Gn, Gn−1;En, σ),(Gn−1, Gn−2;En, σ|Gn−1),. . . , (G2, G1;E2, σ|G2) are reduc-
tive structures with involution.
• Mn = Gn/Un = Sym(Gn, σ, ‖ · ‖) is a simply connected Finsler symmetric
space of semi-negative curvature.
• ‖Ek pk‖ = 1 for k = 2, . . . , n, where the norm is the norm of the previous item
restricted to pk := p ∩ gk.
Then the maps
Φn : Un × pEn × · · · × pE2 × p1 → Gn
(un,Xn, . . . ,X2, Y1) 7→ une
Xn . . . eX2eY1
Ψn : pEn × · · · × pE2 × p1 → G
+
n
(Xn, . . . ,X2, Y1) 7→ e
Y1eX2 . . . eXn−1e2XneXn−1 . . . eX2eY1
are diffeomorphisms, where pEk := KerEk ∩ pk for k = 2, . . . , n.
Proof. Note that Prop. 3.12 implies thatMk := Gk/Uk are simply connected Finsler
symmetric spaces of semi-negative curvature for k = 2, . . . , n. We prove the state-
ment about the map Φ for the case n = 2 and then prove the statement for n > 2
by induction.
Since E2 ◦σ∗1 = σ∗1 ◦E2, E2(p2) ⊆ p2, we can consider p := E2 p2 : p2 → p2. We see
that ‖p‖ = 1 and Ker(p) = Ran(1− p) = pE2 . Also, since E
2
2 = E2 and Ran(E2) =
g1, Ran(p) = p1. The condition ad
2
p1
(p1) ⊆ p1 of the statement of the CPR splitting
3.3 is trivial. Also note that for every g ∈ G1 and for every X ∈ g2, Adg(E2(X)) =
E2(Adg(X)). If Y ∈ g1 and we differentiate AdetY (E2(X)) = E2(AdetY (X)) at
t = 0 we get adY (E2(X)) = E2(adY (X)) and therefore adg1(KerE2) ⊆ KerE2.
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Since ad2p2(p2) ⊆ p2 we conclude that ad
2
p1
(pE2) ⊆ pE2 . The CPR splitting (Th.
3.3) implies the existence of a diffeomorphism
Φ2 : U2 × pE2 × p1 → G2
(u2,X2, Y1) 7→ u2e
X2eY1 .
Assume now that n > 2 and that the theorem is true for k = n − 1 and k = 2.
We prove that Φn is surjective. If gn ∈ Gn then the splitting theorem applied to
the reductive structure (Gn, Gn−1;En) implies the existence of un ∈ Un, Xn ∈ pEn
and Yn−1 such that gn = une
XneYn−1 . Since eYn−1 ∈ Gn−1 applying the splitting
theorem in the case k = n − 1 we get un−1 ∈ Un−1, Xn−1 ∈ pEn−1 ,. . . , X2 ∈ pE2
and Y1 ∈ p1 such that e
Yn−1 = un−1e
Xn−1 . . . eX2eY1 . Then
gn = une
XneYn−1 = une
Xnun−1e
Xn−1 . . . eX2eY1 = unun−1e
Ad
u
−1
n−1
Xn
eXn−1 . . . eX2eY1
is in the image of Φn because Adu−1n−1
Xn ∈ pEn .
We prove that Φn is injective. Assume that
une
XneXn−1 . . . eX2eY1 = u′ne
X′neX
′
n−1 . . . eX
′
2eY
′
1 .
Since eXn−1 . . . eX2eY1 ∈ Gn−1 there are un−1 ∈ Un−1 and Yn−1 ∈ pn−1 such that
un−1e
Yn−1 = eXn−1 . . . eX2eY1 .
Also there are u′n−1 ∈ Un−1 and Y
′
n−1 ∈ pn−1 such that
u′n−1e
Y ′n−1 = eX
′
n−1 . . . eX
′
2eY
′
1 .
Then
unun−1e
Ad−1un−1XneYn−1 = u′nu
′
n−1e
Ad
u′
−1
n−1
X′n
eY
′
n−1
and because of the uniqueness of the splitting theorem for k = 2 we conclude that
unun−1 = u
′
nu
′
n−1
Adu−1n−1
Xn = Adu′−1n−1
X ′n (1)
Yn−1 = Y
′
n−1.
Since un−1e
Yn−1 = eXn−1 . . . eX2eY1 and u′n−1e
Y ′n−1 = eX
′
n−1 . . . eX
′
2eY
′
1
u−1n−1e
Xn−1 . . . eX2eY1 = eYn−1 = eY
′
n−1 = u′
−1
n−1e
X′n−1 . . . eX
′
2eY
′
1
the uniqueness of the splitting theorem for k = n − 1 implies that un−1 = u
′
n−1,
Xn−1 = X
′
n−1,. . . , X2 = X
′
2 and Y1 = Y
′
1 . The equalities in (1) say that un = u
′
n
and Xn = X
′
n also hold.
We prove that Ψn is bijective based on the fact that Φn is bijective. If pn ∈ G
+
A
then pn = gng
∗
n for some gn ∈ Gn. Because Φn is surjective there are un ∈ Un,
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Xn ∈ pEn ,. . . , X2 ∈ pE2 and Y1 ∈ p1 such that g
∗
n = une
Xn . . . eX2eY1 . Then pn =
gng
∗
n = e
Y1eX2 . . . e2Xn . . . eX2eY1 and we conclude that Ψn is surjective. To see that
Ψn is injective let assume that e
Y1eX2 . . . e2Xn . . . eX2eY1 = eY
′
1eX
′
2 . . . e2X
′
n . . . eX
′
2eY
′
1 .
If gn := e
Y1eX2 . . . eXn and g′n := e
Y ′1eX
′
2 . . . eX
′
n then gng
∗
n = g
′
ng
′∗
n and therefore
there is an un ∈ Un such that gnun = g
′
n. Then une
Xn . . . eX2eY1 = eX
′
n . . . eX
′
2eY
′
1
and we conclude that (Xn, . . . ,X2, Y1) = (X
′
n, . . . ,X
′
2, Y
′
1).
We prove that Φn is a diffeomorphism by induction. The CPR splitting states that
Φ2 is a diffeomorphism. Assume that n > 2 and that Φn−1 is a diffeomorphism.
If gn ∈ Gn then gn = un(gn)e
Xn(gn)eYn−1(gn), where (un,Xn, Yn−1) : Gn → Un ×
pEn ×pn−1 is smooth because the inverse of the CPR splitting is smooth in the case
n = 2. If we denote f(gn) := e
Y n−1(gn) then f is a smooth map and
f(gn) = un−1(f(gn))e
Xn−1(f(gn)) . . . eX2(f(gn))eY1(f(gn))
where
(un−1,Xn−1, . . . ,X2, Y1) : Gn−1 → Un−1 × pEn−1 × · · · × pE2 × p1
is a smooth map. Since
gn = un(gn)e
Xn(gn)un−1(f(gn))e
Xn−1(f(gn)) . . . eX2(f(gn))eY1(f(gn)) =
un(gn)un−1(f(gn))e
Ad
u
−1
n−1
(f(gn))
Xn(gn)
eXn−1(f(gn)) . . . eX2(f(gn))eY1(f(gn))
we get that Φ−1n : Gn → Un × pEn × · · · × pE2 × p1
gn 7→ (un(gn)un−1(f(gn)), Adu−1n−1(f(gn))
Xn(gn), . . . ,X2(f(gn)), Y1(f(gn)))
is smooth.
We prove next that Ψ−1 = (Xn, . . . ,X2, Y1) is smooth. Let gn ∈ Gn, then if
pn = g
∗
ngn,
pn = e
(Y 1(pn))e(X2(pn)) . . . e(Xn−1(pn))e(2Xn(pn))e(Xn−1(pn)) . . . e(X2(pn))e(Y 1(pn)).
Since gn = un(gn)e
Xn(gn) . . . eX2(gn)eY1(gn) where Φ−1 = (un,Xn, . . . ,X2, Y1), we get
pn := g
∗
ngn = e
Y1(gn)eX2(gn) . . . eXn−1(gn)e2Xn(gn)eXn−1(gn) . . . eX2(gn)eY1(gn)
so that
(Xn, . . . ,X2, Y1) = (Xn, . . . ,X2, Y1) ◦ π
where π : Gn → G
+
n , gn → g
∗
ngn. Since π is a submersion we conclude that Ψ
−1 =
(Xn, . . . ,X2, Y 1) is smooth.
Remark 3.15. We note that in the context of the previous theorem, if Fk,j :=
Ej+1 ◦ · · · ◦Ek, then (Gk, Gj ;Fk,j) is a reductive structure and ‖Fk,j pk‖ = 1.
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Remark 3.16. The splitting theorem of Porta and Recht [14] asserts that if we have
a unital inclusion of C∗-algebras B ⊆ A and a conditional expectation E : A → B
then the map
Φ : UA × pE × pB → GA
(u,X, Y ) 7→ ueXeY
is a diffeomorphism, where pE are the self-adjoint elements of KerE and pB are
the self-adjoint elements of B.
Theorem 3.14 in the case n = 2 is a formulation of the CPR splitting (Theorem
3.3) in the context of reductive structures. The Porta-Recht splitting theorem is a
special case of the previous theorem if we consider (GA, GB ;E, σ) derived from the
triple (A,B;E) as in Example 3.7 and verify that the conditions of the theorem are
satisfied because of what was stated in Example 2.2. The CPR theorem covers the
case where the inclusion of algebras and the map E are not unital, as in Example
3.9 of reductive structures. It also covers the case where the symmetric space and
reductive structure are derived from unitized ideals of operators as in Example 2.3
and Example 3.8, see [5].
The CPR theorem in the context of several reductive structures (Theorem 3.14) cov-
ers for example the case of multiple unital inclusions of C∗-algebras and conditional
expectations between them
A1 ⊆ A2 ⊆ · · · ⊆ An
A1
E2←− A2
E3←− . . .
En←−− An.
4 Complexifications of homogeneous spaces
Proposition 4.5 to Remark 4.13 here are extensions of Section 5 of [1], from the
context of C∗-algebras to the context of Finsler symmetric spaces of semi-negative
curvature with reductive structures.
Definition 4.1. Let X be a Banach manifold. A complexification of X is a
complex Banach manifold Y endowed with an anti-holomorphic involutive diffeo-
morphism σ such that the fixed point submanifold Y0 = {y ∈ Y : σ(y) = y} is a
strong deformation retract of Y and is diffeomorphic to X.
Example 4.2. Let M = G/U = Sym(G,σ, ‖ · ‖) be a simply connected Finsler
symmetric space of semi-negative curvature. Theorem 3.1 guaranties that U is a
strong deformation retract of G. If G is a complex analytic group and σ is anti-
holomorphic, then G is a complexification of U . In the context of C∗-algebras the
group of invertible elements G is a complexification of the group of unitary elements
U with σ = (·)−1∗. Note that U is not a complex analytic manifold.
Definition 4.3. Let (GA, σ) be a symmetric Banach-Lie group with involutive sub-
group GB . We define σG : GA/GB → GA/GB, uGB 7→ σ(u)GB and λ : UA/UB →֒
GA/GB , uUB 7→ uGB.
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We now give a criteria which implies that UA/UB is diffeomorphic to the fixed point
set of the involution σG.
Proposition 4.4. If MA = GA/UA = Sym(GA, σ, ‖ · ‖) is a Finsler symmetric
space of semi-negative curvature, GB is an involutive subgroup of GA, and Γ ⊆ pB,
then G+A ∩GB = G
+
B.
Proof. Since G+B ⊆ G
+
A∩GB always holds, it is enough to prove that G
+
A∩GB ⊆ G
+
B .
By Cor. 3.2 G+A = e
p and G+B = e
pB . If g ∈ G+A∩GB then there is anX ∈ p such that
g = eX . Since GB is an involutive subgroup GB/UB has semi-negative curvature
and using the polar decomposition of Th. 3.1 in GB guaranties the existence of
u ∈ UB and Y ∈ pB such that g = ue
Y . Then, Theorem 3.1 applied to GA tells us
that for certain Z ∈ Γ, u = eZ and Y = X − Z. Since Γ ⊆ gB we conclude that
X ∈ gB and therefore g ∈ G
+
B .
Proposition 4.5. If G+B = G
+
A ∩GB, then λ(UA/UB) = {s ∈ GA/GB : σG(s) = s}.
Proof. The inclusion ⊆ is obvious. Given s = uGB such that σG(s) = s, u
−1σ(u) ∈
GB . Since u
−1σ(u) ∈ G+A the hypothesis G
+
B = G
+
A ∩ GB implies that u
−1σ(u) ∈
G+B , and therefore there exists w ∈ GB such that u
−1σ(u) = ww∗. Then uw =
σ(u)w∗−1 = σ(u)σ(w) = σ(uw), so that uw ∈ UA and s = uGB = uwGB =
λ(uwUB).
We give a geometric description of the complexification GA/GB of UA/UB in the
context of reductive structures. This can be seen as an infinite dimensional version
of Mostow fibration, see [9, 10] and Section 3 of [4].
Remark 4.6. Since the actions Ad : UB → B(pE) and Ad : UB → B(uE) are
well defined we get the homogeneous vector bundles UA ×UB pE → UA/UB and
UA×UB uE → UA/UB , [(u,X)] 7→ uUB, where the actions of UB on UA×UB pE and
UA ×UB uE are given by v · (u,X) = (uv
−1, AdvX).
Theorem 4.7. Let MA = GA/UA = Sym(GA, σ, ‖·‖) be a simply connected Finsler
symmetric space of semi-negative curvature and (GA, GB ;E, σ) a reductive structure
with involution such that ‖E p‖ = 1. Consider Ψ
E
0 : UA × pE → GA, (u,X) 7→ ue
X
and κ : (u,X) 7→ [(u,X)] the quotient map. Then there is a unique real analytic,
UA-equivariant diffeomorphism Ψ
E : UA ×UB pE → GA/GB such that the diagram
UA × pE
κ

ΨE0 // GA
q

UA ×UB pE
ΨE // GA/GB
commutes.
Therefore the homogeneous space GA/GB has the structure of an UA-equivariant
fiber bundle over UA/UB with the projection given by the composition
GA/GB
(ΨE)−1
// UA ×UB pE
Ξ // UA/UB
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ueXGB 7→ [(u,X)] 7→ uUB for u ∈ UA and X ∈ pE
and typical fiber pE .
Proof. To prove that ΨE is well defined we show that for u ∈ UA, v ∈ UB and
X ∈ pE
q(ΨE0 (u,X)) = ue
XGB = uv
−1eAdvXvGB = uv
−1eAdvXGB
= q(ΨE0 (uv
−1, AdvX)) = q(Ψ
E
0 (v · (u,X)))
The uniqueness of ΨE is a consequence of the surjectivity of κ.
Theorem 3.14 for the case n = 2 implies the existence of a diffeomorphism
Φ : UA × pE × pB → GA
(u,X, Y ) 7→ ueXeY .
If gGB ∈ GA/GB there is (u,X, Y ) ∈ UA × pE × pB such that g = ue
XeY and we
get gGB = ue
XeYGB = ue
XGB , proving the surjectivity of Φ.
To see that ΨE is also injective assume that u1e
X1GB = u2e
X2GB . Then there is
a b ∈ GB such that u1e
X1b = u2e
X2 . Since GB is an involutive connected sub-
group of GA and GA/UA has semi-negative curvature, Proposition 3.12 states that
GB/UB has also semi-negative curvature and we can apply the polar decomposition
(Proposition 3.1) in GB : there are unique v ∈ UB and Y ∈ pB such that b = ve
Y .
Then
(u1v)e
Ad
v−1X1eY = u1e
X1veY = u1e
X1b = u2e
X2
and applying (Φ)−1 to this equality we get (u1v,Adv−1X1, Y ) = (u2,X2, 0), which
implies that v−1 · (u1,X1) = (u2,X2).
Finally, we prove that ΨE is an analytic diffeomorphism. Since κ is a submersion
and ΨE ◦ κ (= q ◦ ΨE0 ) is a real analytic map Ψ
E is real analytic. Since the
map Φ−1 : g 7→ (u(g),X(g), Y (g)) is analytic, the map σ : g 7→ [(u(g),X(g))],
GA → UA ×UB pE is also analytic. Since q is a submersion and σ = (Ψ
E)−1 ◦ q we
see that (ΨE)−1 is analytic.
Corollary 4.8. If we analyse the diagram of the previous theorem in the tangent
spaces using the following identifications T(1,0)(UA× pE) ≃ uA× pE, T[(1,0)](UA×UB
pE) ≃ uE × pE and To(GA/GB) ≃ KerE then
(ΦE0 )∗(1,0) : uA × pE → gA, (Y,Z) 7→ Y + Z
κ∗(1,0) : uA × pE → uE × pE , (Y,Z) 7→ ((1 − E)Y,Z)
q∗1 : gA 7→ KerE, W 7→ (1− E)W
and therefore
(ΦE)∗[(1,0)] : uE×pE → KerE, ((1−E)Y,Z) 7→ (1−E)(Y +Z) = (1−E)Y +Z.
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We conclude that
(ΦE)∗[(1,0)] : uE × pE → KerE, (X,Z) 7→ X + Z
is an isomorphism.
Corollary 4.9. If we assume the conditions of the previous theorem, the fixed point
set of of the involution σG on GA/GB ≃ UA ×UB pE is diffeomorphic to UA/UB
and UA/UB is a strong deformation retract of GA/GB . If GA is a complex analytic
group and σ is anti-holomorphic then GA/GB is a complexification of UA/UB.
If we define τG : UA×UB pE → UA×UB pE, [(u,X)] 7→ [(u,−X)], then the following
diagram
UA ×UB pE
ΨE

τG // UA ×UB pE
ΨE

GA/GB
σG // GA/GB
commutes.
Proof. Note that Γ = {0} so that Prop. 4.4 implies G+B = GB ∩G
+
A and Prop. 4.5
states that UA/UB is diffeomorphic to the set of fixed points on σG.
Alternatively, the diagram tells us that the set of fixed points of the involution σG
is ΨE({[(u,X)] ∈ UA×UB pE : τG([(u,X)]) = [(u,X)]}) = Ψ
E({[(u, 0)] : u ∈ UA}) =
{uGB : u ∈ UA} = λ(UA/UB).
If we define F : (UA ×UB pE) × [0, 1] → UA ×UB pE , ([(u,X)], t) 7→ [(u, tX)] we
see that {[(u, 0)] : u ∈ UA} is a strong deformation retract of UA ×UB pE and
{[(u, 0)] : u ∈ UA} is diffeomorphic to UA/UB .
If σ is anti-holomorphic then σG is anti-holomorphic (see [12]) and it follows from
Definition 4.1 that GA/GB is a complexification of UA/UB .
Theorem 4.10. If we assume that the conditions of Theorem 4.7 are satisfied then
there is a UA-equivariant diffeomorphic vector bundle map from the associated vector
bundle UA ×UB uE → UA/UB to the tangent bundle T (UA/UB)→ UA/UB given by
αE : UA ×UB uE → T (UA/UB), [(u,X)] 7→ (µu)∗oq∗1X, where the action of UA on
T (UA/UB) is given by u · − = (µu)∗− for every u ∈ UA.
Proof. Let α : UA × UA/UB → UA/UB be given by (u, vUB) 7→ uvUB , then ∂2α :
UA × T (UA/UB) → T (UA/UB), (u, V ) 7→ (µu)∗V . Since E ◦ σ∗1 = σ∗1 ◦ E E(u) ⊆
u, and since E(gA) = gB we get the decomposition u = uB ⊕ uE . Then uE ≃
To(UA/UB), X 7→ q∗1X and restricting ∂2α to UA × To(UA/UB) we get a map
αE0 : UA × uE → T (UA/UB), (u,X) 7→ (µu)∗oq∗1X.
We assert that there is a unique UA-equivariant diffeomorphism α
E : UA×UB uE →
T (UA/UB) such that α
E ◦ κ = αE0 , where κ is the quotient map (u,X) 7→ [(u,X)].
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To prove that αE is well defined we see that for every u ∈ UA, v ∈ UB and X ∈ uE
αE0 (v · (u,X)) = α
E
0 (uv
−1, AdvX) = (µuv−1)∗oq∗1AdvX
= (µuv−1)∗oq∗1(Iv)∗1X = (µuv−1qIv)∗1X
= (µuµv−1qLvRv−1)∗1X = (µuqLv−1LvRv−1)∗1X
= (µuqRv−1)∗1X = (µuq)∗1 = (µu)∗oq∗1X = α
E
0 (u,X)
The uniqueness of αE is a consequence of the surjectivity of κ. αE is surjective
because (µu)∗o : To(UA/UB) → Tq(u)(UA/UB) is bijective for every u ∈ UA. To see
that αE is injective assume that (µu1)∗oq∗1X1 = (µu2)∗oq∗1X2. Then q(u1) = q(u2)
and therefore there is a v ∈ UB such that u1v = u2. Then
(µu1)∗oq∗1X1 = (µu2)∗oq∗1X2 = (µu1vq)∗1X2 = (µu1µvq)∗1X2
= (µu1µvqRv−1)∗1X2 = (µu1qLvRv−1)∗1X2
= (µu1qIv)∗1X2 = (µu1)∗oq∗1AdvX2
so that AdvX2 = X1 and we conclude that v · (u2,X2) = (u1,X1).
Lemma 4.11. If σ is a anti-holomorphic involutive automorphism of a complex
Banach-Lie group GA then iu = p.
Proof. If X ∈ u, σ∗1X = X and σ∗1(iX) = −iσ∗1X = −iX so that iX ∈ p. The
other inclusion is proved in a similar way.
Example 4.12. If GA is the group of invertible elements of a C
∗-algebra A then
the previous lemma applies and we get p = As the set of self-adjoint elements of A
and u = ip = iAs = Aas the set of skew-adjoint elements of A.
Remark 4.13. Assume the conditions of Theorem 4.7 are satisfied and that GA is
a complex analytic group, u = ip, and E is C-linear. Since Adg(iX) = iAd(X) for
every g ∈ GA and X ∈ gA we conclude that Θ : UA ×UB pE → UA ×UB uE, given by
[(u,X)] 7→ [(u, iX)] is well defined. Theorem 4.7 and Theorem 4.10 imply that the
composition
GA/GB
(ΨE)−1
−−−−−→ UA ×UB pE
Θ
−→ UA ×UB uE
αE
−−→ T (UA/UB)
is a UA-equivariant diffeomorphism between the complexification GA/GB and the
tangent bundle T (UA/UB) of the homogeneous space UA/UB. Under the above iden-
tification the involution σG is the map V 7→ −V , T (UA/UB)→ T (UA/UB).
The isomorphism in the last remark gives the tangent bundle of UA/UB a complex
manifold structure which depends on the map E.
The following proposition shows that the diffeomorphism between GA/GB and
T (UA/UB) respects the natural morphisms that can be defined between homoge-
neous spaces of the form GA/GB and tangent bundles of homogeneous spaces given
by T (UA/UB).
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Proposition 4.14. Let (GA, GB ;E;σ) and (G˜A, G˜B ; E˜; σ˜) be reductive structures
with involution that satisfy the conditions of the previous remark and let α : GA →
G˜A be a holomorphic morphism of reductive structures with involution. If we define
αG : GA/GB → GA/GB , gGB 7→ α(g)G˜B and αU : UA/UB → UA/UB, uUB 7→
α(u)U˜B then the diagram
GA/GB
αG

UA ×UB uE
∼oo ∼ // T (UA/UB)
αU∗

G˜A/G˜B U˜A ×U˜B u˜E
∼oo ∼ // T (U˜A/U˜B)
commutes, where the horizontal arrows correspond to the morphisms of Rem. 4.13.
Proof. Since α ◦ σ = σ˜ ◦ α, α(UB) ⊆ U˜B and αU is well defined. Since α∗1 ◦ σ∗1 =
σ˜∗1 ◦ α∗1, α∗1(u) ⊆ u˜. Also E ◦ α∗1 = α∗1 ◦ E implies α∗1(KerE) ⊆ KerE˜ so that
α∗1(uE) ⊆ u˜E. Given u ∈ UA and X ∈ uE , α(u) ∈ U˜A and α∗1X ∈ u˜E and we have
the following diagram
ueiXGB
❴
αG

[(u,X)]✤oo ✤ // (µu)∗oq∗1X
❴
αU∗

α(u)eiα∗1(X)G˜B [(α(u), α∗1(X))]
✤oo ✤ // (µ˜α(u))∗oq˜∗1α∗1X
It is enough to verify that the values in the vertical arrows correspond to the stated
morphisms. αG(ue
iXGB) = α(u)e
α∗1(iX)G˜B = α(u)e
iα∗1(X)G˜B since α∗1(iX) =
iα∗1(X) because α is holomorphic. Since αU ◦ µu = µ˜α(u) ◦ αU and q˜ ◦ α = αU ◦ q
we get αU∗q(u)(µu)∗oq∗1X = (µ˜α(u))∗oαU∗oq∗1X = (µ˜α(u))∗oq˜∗1α∗1X.
There are two basic examples of homogeneous spaces UA/UB in the infinite dimen-
sional context, the flag manifolds and the Stiefel manifolds. Coadjoint orbits are
examples of flag manifolds.
Example 4.15. Flag manifolds
Let H be a Hilbert space and let pi, i = 1, . . . , n be pairwise orthogonal projections
in B(H) each with range Hi such that
∑n
i=1 pi = 1. If we consider the action of the
unitary group UA of B(H) on the set of n-tuples of pairwise orthogonal projections
with sum 1 given by u·(q1, . . . , qn) = (uq1u
∗, . . . , uqnu
∗) then the orbit of (p1, . . . , pn)
can be considered as an infinite dimensional version of a flag manifold. This orbit
is isomorphic to UA/UB where
UB =




u1 0 . . . 0
0 u2 . . . 0
...
...
. . .
...
0 0 . . . un

 : ui unitary in B(Hi) for i = 1, . . . , n


;
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and we write the operators in B(H) = B(H1 ⊕ · · · ⊕ Hn) as n × n-matrices with
corresponding operator entries. If we consider the group GA of invertible operators
in B(H) with the usual involution σ, the involutive subgroup
GB =




g1 0 . . . 0
0 g2 . . . 0
...
...
. . .
...
0 0 . . . gn

 : gi invertible in B(Hi) for i = 1, . . . , n


;
and the conditional expectation E : gA → gB, X 7→
∑n
i=1 piXpi then we are in the
context of Example 3.7 and Th. 4.7, Th. 4.10 and Rem. 4.13 give a geometric
description of the complexification of the flag manifold.
Other examples of flag manifolds in the infinite dimensional context are coadjoint
orbits in operator ideals, which now can be described geometrically.
Example 4.16. Coadjoint orbits
In the setting of Example 3.8 let 1 ≤ p < ∞ and q such that 1/p + 1/q = 1. The
Banach-Lie algebra of the Banach-Lie group GA,p is gA,p = Ap, the ideal of p-
Schatten operators (A∞ is the ideal of compact operators). The Banach-Lie algebra
of the real Banach-Lie group UA,p is uA,p, the skew-adjoint p-Schatten operators.
The trace provides strong duality pairings g∗A,p ≃ gA,q and u
∗
A,p ≃ uA,q.
We denote by Ad∗ : GA,p 7→ B(gA,p), Ad
∗
g(X) = (Adg−1)
∗(X) = gXg−1 for g ∈ GA,p
and X ∈ g∗A,p ≃ gA,q, the coadjoint action of GA,p and by Ad
∗ : UA,p 7→ B(uA,p),
Ad∗u(X) = (Adu−1)
∗(X) = uXu−1 for u ∈ UA,p and X ∈ u
∗
A,p ≃ uA,q, the coadjoint
action of UA,p.
For a fixed X ∈ uA,q ⊆ gA,q let OG(X) = {Ad
∗
g(X) : g ∈ GA,p} be the coadjoint orbit
of X under the action of GA,p and OU (X) = {Ad
∗
u(X) : g ∈ UA,p} be the coadjoint
orbit of X under the action of UA,p. Since X is a compact skew-adjoint operator it
is diagonalizable, i.e. there is a finite or countable sequence of pairwise orthogonal
projections (pi)
N
i=1 with N ∈ N ∪ {∞} such that
∑N
i=1 pi = 1 and X =
∑N
i=1 λipi,
where λi 6= λj for i 6= j and (λi)
N
i=1 ⊆ iR. The map E : Y 7→
∑N
i=1 piY pi is
a conditional expectation from A onto the C∗-subalgebra B = {Y ∈ A : piY =
Y pi for all i ≥ 1}. This conditional expectation sends trace-class operators to trace-
class operators and preserves the trace, so the conditions on E in Example 3.8 are
satisfied. The coadjoint isotropy group of X for the action of GA,p is {g ∈ GA,p :
gXg−1 = X} = GB,p and the coadjoint isotropy group of X for the action of UA,p
is {u ∈ UA,p : uXu
−1 = X} = UB,p. This follows from the fact that an operator
commutes with a diagonalizable operator if and only if it leaves all the eigenspaces
of the diagonalizable operator invariant. Thus, making the identifications OG(X) ≃
GA,p/GB,p and OU (X) ≃ UA,p/UB,p, Th. 4.7, Th. 4.10 and Rem. 4.13 give a
geometric description of the complexification of the flag manifold; there is a UA,p-
equivariant diffeomorphic fiber bundle map between OG(X) and T (OU (X)) covering
the identity map of OU (X).
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For further reading on the coadjoint orbits in the infinite dimensional setting, see
Section 7 in [13].
Likewise, it is now possible to give a geometric description of the complexification
of the Stiefel manifolds.
Example 4.17. Stiefel manifolds
Let H be a Hilbert space and let pi, i = 1, 2 be pairwise orthogonal projections in
B(H) each with range Hi such that p1 + p2 = 1. If we consider the action of the
unitary group UA of B(H) on the set of partial isometries given by by u · v = uv
then the orbit of p1 can be considered as an infinite dimensional version of a Stiefel
manifold. This orbit is isomorphic to UA/UB where
UB =




1 0
0 u

 : u is unitary in B(H2)

 .
and we write the operator in B(H) = B(H1⊕H2) as 2×2-matrices with corresponding
operator entries. If we consider the group GA of invertible operators in B(H) with
the usual involution σ, the involutive subgroup
GB =




1 0
0 g

 : g is invertible in B(H2)

 .
and the map E : gA → gB, X 7→ (1 − p)X(1 − p) then we are in the context of
Example 3.9 and Th. 4.7, Th. 4.10 and Rem. 4.13 give a geometric description of
the complexification of the Stiefel manifold.
Remark 4.18. The case of the flag manifold with two projections is the infinite
dimensional Grassmannian. The case of the Grassmannian where the decomposition
of H is H = Cη ⊕ (Cη)⊥ for a non-zero vector η ∈ H is the projective space P(H).
The special case of the Stiefel manifold where the decomposition of H is H = Cη ⊕
(Cη)⊥ for a non-zero vector η ∈ H is the unit sphere in the Hilbert space H.
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