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The inclusive dijet production double differential cross section as a function of the dijet invariant 
mass and of the largest absolute rapidity of the two jets with the largest transverse momentum 
in an event is measured in pp collisions at y/s = 1.96 TeV using 0.7 fb_1 of integrated luminosity 
collected with the D0 detector at the Fermilab Tevatron Collider. The measurement is performed 
in six rapidity regions up to a maximum rapidity of 2.4. Next-to-leading order perturbative QCD 
predictions are found to be in agreement with the data.
PACS num bers: 13.87.Ce, 12.38.Qk
The dom inant process contributing  to  the to ta l inelas­
tic cross section in pp  collisions a t y/s =  1.96 TeV is the 
production of hadronic jets. A m easurem ent of the dijet 
production cross section as a function of the dijet invari­
an t m ass (M jj ) can be used to  test the predictions of 
pertu rbative  quantum  chrom odynam ics (QCD), to  con­
stra in  parton  d istribu tion  functions (PD Fs) of the pro­
ton, and to  look for signatures of physics not predicted by 
the stan d ard  model. This type of m easurem ent is sensi­
tive to  quark  compositeness, to  ex tra  spatial dimensions, 
and to  undiscovered heavy particles th a t decay into two
quarks [8-1 5 ]. The d istribu tion  presented in this paper is 
particu larly  sensitive to  the PD F of gluons a t high proton 
m om entum  fraction, a region in which the gluon d istribu­
tion is weakly constrained. Previous m easurem ents of the 
dijet invariant mass dependent cross section in this en­
ergy regime restricted  the rap id ity  of the  je ts  to  |y| <  1.0 
[16-1 8 ] where y =  0 .5 ln [(E  +  p L) / ( E  — p L)], E  is the 
energy of the je t, and p L is the  com ponent of m om entum  
along the direction of the  proton beam.
In this L etter, we present a m easurem ent of the dou­
ble differential dijet production cross section as a func­
4tion of the dijet invariant m ass and the variable |y |max, 
for 0 <  |y |max <  2.4. The dijet invariant m ass is com­
pu ted  from the four m om enta of the  two je ts  w ith largest 
transverse m om entum  (j >t ) w ith respect to  the beam  di­
rection. B oth  je ts  are required to  have p t  > 40 GeV. 
The variable |y |max is defined as |y |max =  m ax (|y i|, \y2\) 
where y\  and y2 are the  rapidities of the two je ts  w ith 
the largest p t - The cross section results are corrected for 
instrum ental effects and presented a t the particle level, 
which includes energy from stable particles, the underly­
ing event, muons, and neutrinos, as defined in Ref. [19].
This m easurem ent uses approxim ately 0.7 fb_1 of in­
teg ra ted  lum inosity collected w ith the DO detector [20] 
a t the Ferm ilab Tevatron Collider in pp  collisions at 
a/s = 1 .9 6  TeV during 2004-2005. O utgoing partons cre­
ated  in the scattering process hadronize to  produce je ts  of 
particles th a t are detected  in the  finely segm ented liquid- 
argon and uran ium  calorim eters which cover m ost of the 
solid angle. The central calorim eter (CC) covers the 
pseudorapidity  region \q\ up to  1.1 (r/ =  — ln[tan(0/2)] 
where 0 is the angle w ith respect to  the  p ro ton  beam  di­
rection) and the two end calorim eters (EC) extend the 
coverage up to  \r/\ <  4.2. The in tercryostat region (ICR) 
between the CC and EC  contains scintillator-based de­
tectors to  improve the energy sam pling in th is region. 
Je ts  are reconstructed  by clustering energy deposited 
in the calorim eter towers using an iterative seed-based 
cone je t algorithm  including m idpoints [21] w ith cone ra ­
dius 1Z = (A y ) 2 +  (A (p)2 =  0.7, where 4> is the az­
im uthal angle. The p t  of each je t is calculated using 
only calorim eter inform ation and the location of the pp 
collision. The m easurem ent is perform ed in six rap id ity  
regions: 0 <  |y |max <  0.4, 0.4 <  |y |max <  0.8, 0.8 < 
\y\max <  1-2, 1.2 <  |y |max <  1.6, 1.6 <  |y |max <  2.0, and 
2.0 <  |y |max <  2.4.
Events are required to  satisfy je t p t  or dijet invariant 
m ass dependent trigger requirem ents w ith m inim um  dijet 
invariant m ass thresholds. Trigger efficiencies are stu d ­
ied by com paring observables in d a ta  sets collected w ith 
higher trigger thresholds to  those collected using lower 
trigger thresholds in regions where the lower threshold 
trigger is 100% efficient. The trigger w ith the lowest 
threshold is determ ined to  be 100% efficient in the region 
of in terest by com paring it w ith  sam ple of independently  
triggered m uon events. For | y | m a X <  1-6, single je t trig ­
gers are used, while dijet invariant mass triggers are used 
for \y |maX >  1-6. The m easurem ent is only done in the 
kinem atic regions where the trigger efficiency is >  99%.
Events m ust satisfy d a ta  and je t quality  requirem ents. 
The position of the  pp  in teraction  is reconstructed  using a 
tracking system  consisting of silicon m icrostrip  detectors 
and scintillating fibers located inside a solenoidal mag­
netic field of approxim ately 2 T. The position of this 
p rim ary  vertex along the beam  line is required to  be 
w ithin 50 cm of the detector center. This requirem ent 
is m 93% efficient. R equirem ents based on calorim eter
shower shapes are used to  remove the rem aining back­
ground due to  electrons, photons, and detector noise th a t 
mimic jets. The sample selection efficiency is >  99% (>  
97.5% for 0.8 <  | y | m a X <  1-6). In order to  suppress 
cosmic ray  events, the  requirem ents $ t /P t 3'x <  0.7 f°r 
P t  <  100 GeV of the  highest p x  je t and I f r / p™ax < 0 . 5  
otherwise are applied, where is the transverse compo­
nent of the vector sum  of the  m om enta in all calorim eter 
cells and p™ax is the transverse m om entum  of the  je t 
w ith the m axim um  p t . After all these requirem ents, the 
background is reduced to  less th an  0.1% in our sample.
T h e m easured en ergy o f each je t  form ed from  calorim e­
ter en ergy depositions is not the sam e as the actu al en­
ergy  o f the particles w hich enter the calorim eter and 
shower. T h e je t  four-m om entum  is corrected, on average, 
to  account for the en ergy response o f the calorim eters, the 
en ergy showering in and out o f the cone, additional en­
ergy  from  previous beam  crossings, and m ultiple proton- 
antiproton  interactions in the sam e event. T h e absolute 
je t  en ergy calib ration  correction  is determ ined from  the 
m issing tran sverse en ergy m easured in 7  +  je t  events 
for the region \y\ <  0.4, w hile the rap id ity  dependence 
is derived from  dijet events using a sim ilar d a ta  driven 
m ethod. A ddition ally, since th is d ijet sam ple has a large 
fraction  o f gluon in itiated  jets, corrections o f the order 
o f (2-4)%  are m ade due to  the difference in response be­
tw een quark and gluon in itiated  je ts  as estim ated  using 
sim ulated je ts  produced w ith  the PYTHIA event genera­
tor [22] th a t have been passed through a GEANT-based 
detector sim ulation [23]. T h e to ta l je t  en ergy correction  
varies betw een 50% and 20% for a je t  p t  o f 50 to  400 G e V  
and adjusts the m easured je t  en ergy to  the en ergy o f all 
stab le particles th a t entered the calorim eter excep t for 
m uons and neutrinos, w hich are accoun ted for in the fi­
nal differential cross section.
Bin sizes in M j j  are chosen to  be about twice the mass 
resolution and to  correspond to  an efficiency and purity  
of about 50% as determ ined using a param eterized de­
tecto r model. The efficiency is defined as the ra tio  of 
M onte Carlo (MC) events generated and reconstructed 
to  those generated in a M j j  bin, and pu rity  is defined as 
the ra tio  of MC events generated and reconstructed  in a 
M j j  bin to  all events reconstructed  in th a t bin. The de­
tecto r model used is a fast sim ulation of the DO detector 
based on param eterizations including energy and posi­
tion resolutions obtained either from the d a ta  or from 
a detailed sim ulation of the DO detector using GEANT. 
This detector model uses events generated by PYTHIA 
(using the settings of Tune QW  [24] and M STW 2OO8LO 
PD Fs [25]) th a t have been re weighted to  m atch m ea­
sured dijet invariant m ass and rap id ity  d istributions in 
data . This reweighting assumes a sm ooth underlying dis­
tribu tion , which does not include resonances. After this 
tuning, o ther spectra  fundam ental to  this m easurem ent, 
such as the je t p t  d istributions, show good agreem ent be­
tween the d a ta  and sim ulation. Because the underlying
5dijet cross sections are steeply falling, the m easured di­
je t invariant m ass d istribu tions are system atically  shifted 
to  higher invariant m ass values due to  je t p T resolution. 
The je t p T resolution is m easured in d a ta  using momen­
tu m  conservation in the transverse plane for events w ith 
exactly two je ts, and is found to  be approxim ately 13% 
(7%) a t p T «  50 (400) GeV in the CC and EC, and 16% 
(11%) a t p T «  50 (400) GeV in the ICR. The bin-to-bin 
m igrations due to  experim ental resolution are determ ined 
using the param etrized detector model. To minimize mi­
grations between M jj  bins due to  resolution effects, we 
use the sim ulation to  ob tain  a rescaling function in M JJ 
th a t optim izes the correlation between the reconstructed  
and tru e  values. The to ta l experim ental corrections to  
the d a ta  are less th an  ±2%  across the whole dijet in­
variant m ass range for |y |max <  0.8, vary from 0.5% at 
M jj  =  0.4 TeV to  22% a t 1.2 TeV for 0.8 <  |y|max <  1.6, 
and from 1% a t M j j  =  0.4 TeV to  11% a t 1.3 TeV for 
1.6 <  |y|max <  2.4.
We com pute the doubly differential dijet cross section 
as a function of dijet invariant mass and |y |max corrected 
for all selection efficiencies and m igrations due to  reso­
lution, and for the  energies of m inim um  ionizing muons 
and non-interacting neutrinos associated w ith the je t as 
determ ined from our detector sim ulation. The result is 
p lo tted  in all six rap id ity  regions in Fig. 1 and tabu la ted  
in Tables I th rough VI. The quoted central value of M jj  
in each bin is the location where the differential cross 
section has the  same value as the bin average [26].
The system atic uncertainties on the cross section are 
dom inated by the uncertainties in the je t energy calibra­
tion, which range from 6% to  22% in the CC, 8% to  30% 
in the ICR, and 15% to  45% in the EC region. The second 
largest system atic uncertain ty  comes from the p T reso­
lution uncertainty, which ranges between 2% and 10% 
in all regions. The lum inosity determ ination has an un­
certa in ty  of 6.1%, which is com pletely correlated across 
all bins. The system atic uncertainties on the je t identi­
fication efficiency corrections, corrections due to  misver- 
texing and angular resolutions, and MC reweighting are 
calculated using the param eterized model of the  detector 
and affect the m easured cross section by less th an  2% in 
all regions.
The d a ta  are com pared to  the next-to-leading order 
(NLO) prediction com puted using fastNLO [27] based 
on NLOJET++ [28, 29] for M STW 2008N L0 PD Fs w ith 
a s (M z ) =  0.120. The NLO prediction is corrected for 
hadronization and underlying event effects using correc­
tions which range between -1 0 %  and +23%  depending 
on the m ass in all rap id ity  regions. The correction fac­
tors are obtained by tu rn ing  these effects on and off in­
dividually in PYTHIA. The uncerta in ty  due to  the non- 
pertu rbative  corrections is estim ated  as 50% of the  in­
dividual corrections, w ith the uncertain ty  determ ined 
by adding the individual contributions in quadrature. 
The renorm alization and factorization scales are set to
MR =  Mf  =  p t  =  (p t  1 +  p t 2) /  2 where p t  1 and pT2 are 
the p T of the two highest p T je ts. The effect of varying 
these scales sim ultaneously from m =  p T/2  to  m =  2pT 
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FIG. 1: (color online) The dijet production cross section as a 
function of invariant mass in intervals of |y |max compared to 
NLO predictions that include non-perturbative corrections. 
The uncertainties shown are statistical only.
The experim ental uncertainties are sim ilar in size to  
bo th  the P D F and the scale uncertainties, suggesting 
th a t the  m easurem ent will constrain  theoretical m od­
els. We are quoting PD F uncertainties correspond­
ing to  a 90% C.L. The to ta l uncertainties are smaller 
th an  those of earlier m easurem ents a t th is same center- 
of-mass energy [18]. In addition to  com paring the 
D0 m easurem ent to  the  theoretical predictions using 
M STW 2008NLO PD Fs, we also com pare to  the theoreti­
cal predictions using CTEQ 6.6 PD Fs [30]. The difference 
in the  cross section due to  the choice of PD Fs is (40-60)% 
a t the  highest mass. A lthough the central value for the 
M STW 2008NLO PD Fs are favored, it is im portan t to  
note th a t their determ ination  included a m easurem ent of 
the D0 inclusive je t production cross section [31] which is 
based on the same d a tase t as the present m easurem ent. 
In addition, these PD Fs exclude Tevatron d a ta  taken be­
fore 2000, while the CTEQ 6.6 PD Fs include th a t d a ta  
and do not include Tevatron d a ta  taken after 2000.
In sum m ary, we have presented a new m easurem ent of 
the dijet production cross section as a function of the di-
6£  2.2 
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FIG. 2: (color online) Ratio of data over theoretical expectation using MSTW2008NLO PDFs in all six |y|max bins. The 
measurement systematic uncertainty is shown as a shaded band. There is an additional fully correlated uncertainty of 6.1% 
due to the integrated luminosity determination which is not shown in the plots. The legend for all six plots shown is spread out 













Theory Non-perturbative corrections 
Cross Section Hadron- Underlying Total 
pb/TeV iza.tion event
0.150-0.175 0.162 2.74x 10b +7.3,--6.6 1.9 2.74x 10b 0.917 1.180 1.082
0.175-0.200 0.187 1.22x 10B +7.3,--6.6 2.6 1.22x 10B 0.930 1.147 1.066
0.200-0.225 0.212 6.00X104 +7.3,--6.6 1.4 5.93X104 0.939 1.125 1.056
0.225-0.250 0.237 3.02X104 +7.3,--6.6 1.8 3.10X104 0.945 1.110 1.049
0.250-0.300 0.272 1.32X104 +7.3,--6.6 1.3 1.36X104 0.950 1.095 1.041
0.300-0.350 0.323 4.69x10s +7.5,--6.8 1.6 4.85x10s 0.955 1.083 1.035
0.350-0.400 0.373 1.90x10s +7.3, -6.7 1.3 1.96x10s 0.959 1.075 1.030
0.400-0.450 0.423 8.48X102 +7.4,--6.8 1.4 8.60X102 0.961 1.069 1.027
0.450-0.500 0.473 3.93X102 +7.6,--7.1 1.7 4.01X102 0.963 1.065 1.025
0.500-0.560 0.528 1.84X102 +7.9,--7.4 2.1 1.85X102 0.965 1.058 1.022
0.560-0.620 0.588 7.93X101 +8.3,--8.0 3.1 8.17X101 0.967 1.054 1.019
0.620-0.690 0.652 3.50X101 +9.1,--8.8 4.2 3.53X101 0.966 1.056 1.020
0.690-0.770 0.727 1.23X101 +10.4,--10.0 6.5 1.37X101 0.967 1.054 1.019
0.770-0.860 0.811 4.83x10° +12.1,--11.7 9.8 4.77x10° 0.968 1.052 1.018
0.860-0.950 0.901 1.69x10° +14.3,--13.7 15.8 1.52x10° 0.968 1.050 1.017
0.950-1.050 0.995 4.95X10-1 +16.7,--15.8 31.6 4.49x 10_1 0.969 1.049 1.016
1.050-1.300 1.144 4.56x 10~2 +22.1,--20.0 57.7 5.83x 10-2 0.970 1.047 1.015
TABLE I: Dijet double differential cross section, d2a/dMd|y|max, for < 0.4, compared to theoretical predictions with
non-perturbative corrections. There is an additional fully correlated uncertainty of 6.1% due to the integrated luminosity 
determination which is not shown in the table.













Theory Non-perturbative corrections 
Cross Section Hadron- Underlying Total 
pb/TeV ization event
0.150--0.175 0.162 1.08x 10ü +7.4 ,- 7.4 1.3 1.07xl0ü 0.946 1.127 1.066
0.175--0.200 0.187 4.67X105 +7.5 ,- 7.4 1.6 4.73X105 0.951 1.109 1.055
0.200--0.225 0.212 2.24X105 +7.5 ,- 7.5 1.1 2.29X105 0.955 1.094 1.045
0.225--0.250 0.237 1.14X105 +7.6 ,- 7.5 1.2 1.19X105 0.958 1.084 1.040
0.250- 0.300 0.272 4.91X104 +7.9 ,- 7.8 1.1 5.14X104 0.960 1.077 1.034
0.300- 0.350 0.323 1.74X104 +7.6 ,- 7.6 1.2 1.81X104 0.961 1.072 1.030
0.350--0.400 0.373 6.77x10s +7.9 ,- 7.7 1.1 7.15x10s 0.963 1.067 1.028
0.400--0.450 0.423 2.89x10s +8.0 ,- 7.9 1.2 3.07x10s 0.964 1.064 1.025
0.450- 0.500 0.473 1.28x10s +8.3 ,- 8.2 1.3 1.40x10s 0.964 1.061 1.023
0.500--0.560 0.528 5.97X102 +8.7 ,- 8.6 1.4 6.25X102 0.965 1.058 1.021
0.560--0.620 0.589 2.50X102 +9.4 ,- 9.2 1.9 2.68X102 0.966 1.056 1.020
0.620--0.690 0.652 1.04X102 +10.3,- 10.1 2.5 l . l lx lO 2 0.966 1.054 1.018
0.690- 0.770 0.726 3.78X101 +11.7,- 11.3 3.8 4.12X101 0.967 1.052 1.017
0.770--0.860 0.811 1.38X101 +13.5,- 13.0 5.7 1.35X101 0.967 1.050 1.016
0.860- 0.950 0.901 4.20x10° +15.7, - 14.9 10.7 4.08x10° 0.968 1.047 1.014
0.950- 1.050 0.994 9 .90x10^ +18.4,- 17.0 20.4 1.13x10° 0.969 1.045 1.012
1.050--1.300 1.142 6.08x 10~2 +23.5,—20.9 50.0 1.36X10-1 0.969 1.045 1.012
TABLE II: Dijet double differential cross section, d2a /d M d |y |max, for 0.4 < |y |max < 0.8, compared to theoretical predictions 
with non-perturbative corrections. There is an additional fully correlated uncertainty of 6.1% due to the integrated luminosity 
determination which is not shown in the table.
Mass Central Measured Systematic Statistical Theory Non-perturbative corrections
range value Cross Section uncertainty uncertainty Cross Section Hadron- Underlying Total
TeV TeV pb/TeV % % pb/TeV ization event
0.250-0.300 0.272 1.21xlOb +10.3,-10.0 1.1 1.34x 10b 0.949 1.126 1.069
0.300-0.350 0.323 4.18X104 +9.7,-9.5 1.3 4.63X104 0.953 1.111 1.059
0.350-0.400 0.373 1.63X104 +9.4,-9.1 1.7 1.80X104 0.956 1.100 1.052
0.400-0.450 0.423 6.86x10s +9.3 ,-9 .0 1.4 7.55x10s 0.958 1.092 1.046
0.450- 0.500 0.473 3.10x10s +9.3 ,-9 .0 1.9 3.38x10s 0.960 1.083 1.041
0.500-0.600 0.544 1.07x10s +9.6 ,-9 .3 1.2 1.17x10s 0.963 1.076 1.035
0.600-0.700 0.644 2.57X102 +10.6,-10.4 1.8 2.83X102 0.964 1.070 1.031
0.700-0.830 0.756 5.95X101 +12.7,-12.6 2.5 6.30X101 0.965 1.065 1.028
0.830-0.960 0.886 1.08X101 +16.4,-16.0 5.4 l.lO xlO 1 0.966 1.062 1.026
0.960-1.080 1.012 2.10x10° +20.6,-19.7 12.5 1.95x10° 0.967 1.058 1.023
1.080-1.400 1.186 1.43X10-1 +28.5,-24.5 28.9 1.50X10-1 0.969 1.053 1.020
TABLE III: Dijet double differential cross section, d2a /d M d |y |max, for 0.8 < |y|max < 1.2, compared to theoretical predictions 
with non-perturbative corrections. There is an additional fully correlated uncertainty of 6.1% due to the integrated luminosity 
determination which is not shown in the table.
Mass Central Measured Systematic Statistical Theory Non-perturbative corrections
range value Cross Section uncertainty uncertainty Cross Section Hadron- Underlying Total
TeV TeV pb/TeV % % pb/TeV ization event
0.300-0.350 0.323 1 .00x l0b + 10.7 ,-10 .4 1.2 1.19xlOb 0.949 1.143 1.085
0.350-0.400 0.373 3.79X104 +10.4,-10.1 1.3 4.60X104 0.951 1.133 1.077
0.400-0.450 0.423 1.61X104 +10.4,-9.9 1.7 1.91X104 0.952 1.125 1.071
0.450-0.500 0.473 7.11x10s +10.7,-10.0 2.3 8.60x10s 0.954 1.116 1.065
0.500-0.600 0.544 2.54x10s +11.3,-10.4 1.6 2.97x10s 0.955 1.109 1.059
0.600-0.700 0.644 5.94X102 +12.3,-11.7 1.3 7.16X102 0.956 1.103 1.055
0.700-0.800 0.744 1.58X102 +14.1,-13.4 2.1 1.84X102 0.957 1.098 1.051
0.800-0.960 0.866 3.16X101 +17.8,-16.8 2.9 3.57X101 0.958 1.095 1.048
0.960-1.080 1.012 5.08x10° +22.7,-21.4 8.0 4.78x10° 0.958 1.091 1.045
1.080-1.400 1.186 4.77x 10-1 + 29.5 ,-27 .9 15.8 3 .6 7 x l0 -1 0.959 1.084 1.040
TABLE IV: Dijet double differential cross section, d2a /d M d |y |max, for 1.2 < |y |max < 1.6, compared to theoretical predictions 
with non-perturbative corrections. There is an additional fully correlated uncertainty of 6.1% due to the integrated luminosity 
determination which is not shown in the table.
previous m easurem ents, w ith system atic uncertainties th a t are significantly smaller. In general, the d a ta  are de-
8Mass Central Measured Systematic Statistical Theory Non-perturbative corrections
range value Cross Section uncertainty uncertainty Cross Section Hadron- Underlying Total
TeV TeV pb/TeV % % pb/TeV ization event
0.450-0.500 0.473 2.01X104 +12.0-13.5 2.2 2.27X104 0.940 1.151 1.083
0.500-0.600 0.544 6.88X103 +13.8,-14.6 2.3 7.82x10s 0.940 1.141 1.073
0.600-0.700 0.644 1.58x10s +16.3,-17.3 3.2 1.87x10s 0.941 1.132 1.065
0.700-0.800 0.744 4.10X102 +19.9,-18.7 2.3 4.74X102 0.941 1.125 1.058
0.800-0.920 0.852 9.30X101 +21.1,-17.0 2.8 l.lO xlO 2 0.941 1.119 1.054
0.920-1.040 0.972 1.93X101 +27.1,-20.3 4.9 2.16X101 0.941 1.112 1.047
1.040-1.160 1.092 3.15x10° +32.5,-24.3 11.2 3.68x10° 0.942 1.104 1.040
1.160-1.500 1.266 1.92X1Q-1 +36.3,-33.4 25.1 2.34x 10-1 0.942 1.100 1.037
TABLE V: Dijet double differential cross section, d2a /d M d |y |max, for 1.6 < |y |max < 2.0, compared to theoretical predictions 
with non-perturbative corrections. There is an additional fully correlated uncertainty of 6.1% due to the integrated luminosity 
determination which is not shown in the table.
Mass Central Measured Systematic Statistical Theory Non-perturbative corrections
range value Cross Section uncertainty uncertainty Cross Section Hadron- Underlying Total
TeV TeV pb/TeV % % pb/TeV ization event
0.450-0.500 0.473 4.95X104 +16.1,-13.7 2.1 6.08X104 0.928 1.229 1.141
0.500-0.600 0.544 1.81X104 +16.2,-14.1 2.1 2.15X104 0.925 1.222 1.130
0.600-0.700 0.644 4.36x10s +16.5,-15.2 2.5 5.21x10s 0.923 1.216 1.122
0.700-0.800 0.744 1.02x10s +17.4,-17.0 2.1 1.31x10s 0.920 1.211 1.115
0.800-0.920 0.852 2.37X102 +20.0,-19.9 2.4 2.998x 102 0.919 1.208 1.110
0.920-1.040 0.972 4.43X101 +24.8,-23.9 3.5 5.66X101 0.917 1.203 1.103
1.040-1.160 1.091 7.25x10° +33.0,-28.0 7.3 9.86x10° 0.915 1.198 1.095
1.160-1.500 1.263 4.12X1Q-1 +46.1,-33.8 16.5 6.09x 10-1 0.913 1.195 1.092
TABLE VI: Dijet double differential cross section, d2a /d M d |y |max, for 2.0 < |y |max < 2.4, compared to theoretical predictions 
with non-perturbative corrections. There is an additional fully correlated uncertainty of 6.1% due to the integrated luminosity 
determination which is not shown in the table.
scribed by NLO QCD predictions using MSTW 2008NLO 
or CTEQ 6.6 PD Fs in all rap id ity  regions, though the cen­
tra l value of the  CTEQ 6.6 PD Fs differs from the d a ta  for 
high dijet m ass a t larger rapidities.
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