We consider the problem of dynamically apportioning resources among a set of options in a worst-case online framework. The model we investigate is a generalization of the well studied online learning model. In particular, we allow the learner to see as additional information how high the risk of each option is. This assumption is natural in many applications like horse-race betting, where gamblers know odds for all options before placing bets. We apply Vovk's Aggregating Algorithm to this problem and give a tight performance bound. The results support our intuition that it is safe to bet more on low-risk options. Surprisingly, the loss bound of the algorithm does not depend on the values of relatively small risks.
Introduction
Consider the following scenario for horse-race betting. A learner can take advice from N expert gamblers who are highly successful in horse-race betting. In every race, the experts give advice on how to bet money and the learner somehow combines their advice and decides his own way to apportion the wager. His goal is to allocate each race's wager in such a way that his total winnings for the season will be reasonably close to what he would have won had he bet everything with the luckiest of the experts.
Such online allocation problems are usually formalized as a repeated prediction game between the learner and the environment as described below. At each trial t = 1, 2, . . . T , the learner (an algorithm A) predicts with a probability distribution v t = (v 1,t , . . . , v N,t ) over the set {1, . . . , N} of experts and the environment determines experts' losses l t = (l 1,t , . . . , l N,t ). In this trial, learner A suffers a loss given by the dot product v t · l t = N i=1 v i,t l i,t . The dot product loss can be interpreted as the loss when the learner consigns the fractions v i,t of the wager to experts i and lets them actually make decisions against the environment on behalf of the learner. Let L A,T = T t=1 v t · l t denote the total loss of learner A and L i,T = T t=1 l i,t denote the total loss of expert i. The goal of the learner is to make its total loss L A,T not much larger than the loss min i L i,T of the best expert. This problem has been extensively studied [1] , [2] , [6] , [7] , [9] in This model will be referred to as the classical model of online allocation.
In this paper, we consider a more general setting in the following two ways. Firstly, we allow the learner to see experts' decisions to make its own decisions about how to apportion the wager among the underlying options, rather than among the experts. Note that in the classical model, the learner is only allowed to interact with experts who actually make decisions against the environment, whereas the interactions between experts and the environment are hidden and summarized as just the loss vectors l t . Secondly, we do not require experts' losses to be uniformly bounded and allow the learner to see information about the risks of the options before making its decisions. We define the risk information to be upper and lower bounds of the costs of the options. These assumptions are natural in many applications such as horse-race betting, where the learner knows odds for all horses (options) before placing bets. Clearly, odds provide information about the maximum return for each option.
To be more specific, we assume that there are K options to be bet in every trial and the environment determines costs for the options, by which the losses for the learner and the experts are defined. At each trial t, the following happens. [2] , where β ∈ (0, 1) is a parameter.
To this new model, we apply Vovk's Aggregating Algorithm, which is a very general strategy for deriving algorithms for various online prediction games [9] . Unfortunately, however, it seems to be hard to analyze the performance of the Aggregating Algorithm in the general case where the risk is not fixed. So we assume a fixed but nonuniform set of risk levels from which the actual risks of the options are chosen. More precisely, we let a j,t = 0 and b j,t = b π t ( j) , where π t is a permutation on the options {1, . . . , K} and b
Intuitively, this models the situation where risks are labeled with qualitative values such as "high", "middle", "low" and so on.
In this setting, we give the predictions p t of the Aggregating Algorithm in a closed form. Interestingly, the predictions are obtained by applying a nonlinear transformation to the Hedge prediction. The transformation supports our intuition that it is safe to bet more on low-risk options. Furthermore we give a loss bound of the Aggregating Algorithm in terms of the risk-level vector b. Although the bound we obtain has a very complicated form, it cannot be essentially improved by the optimality of the Aggregating Algorithm. We also discuss some interesting behaviors of the bound. In particular, the loss bound of the Aggregating Algorithm does not depend on the risk levels that are lower than some threshold value. It contrasts with the fact that the predictions strongly depend on low risks. Finally, we give an evidence that the performance gap between the Hedge Algorithm and the Aggregating Algorithm would be maximized when the risk is uniform. If it is true, then, since the Hedge prediction can be computed without knowing the risk levels, the risk information may not essentially help to improve the performance of algorithms.
The rest of the paper is organized as follows. In Sect. 2, we review some of the previous work in the classical model and compare them with our results. In Sect. 3, we formally define a prediction game for which the Aggregating Algorithm works optimally and give its performance bound in a generic form. In Sect. 4, we reformulate our problem as a game described in Sect. 3 and give the prediction of the Aggregating Algorithm in a closed form. In Sect. 5, we show a loss bound of the Aggregating Algorithm for our game in terms of the risk levels. We also show some interesting behaviors of the bound. In Sect. 6, we discuss a close relationship between the Hedge and the Aggregating predictions.
Previous Work
In this section, we quickly review some of the previous work on the classical model of online allocation. For simplicity, we assume that a = 0 and b = 1.
Freund and Schapire propose a simple but nearly optimal strategy for the learner called the Hedge Algorithm [2] (which is a reformulation of the Weighted Majority Algorithm of Littlestone and Warmuth [7] ), which predicts with v i,t proportional to β t−1 s=1 l i,s , where β ∈ (0, 1) is a parameter called the learning rate. They show that the Hedge Algorithm has the following loss bound
Vovk's Aggregating Algorithm (AA, for short) produces more sophisticated predictions [9] and gives a slightly better bound
where
One may want to evaluate the performance of the algorithm in the form of the regret
which is the total loss of the learner relative to the total loss suffered by the best expert. Cesa-Bianchi and Lugosi [1] give the following regret bound for the Hedge Algorithm
with an appropriate choice of
(For this choice, the horizon T of the game needs to be known in advance). Kalai and Vempala [6] propose a family of algorithms based on Hannan's "Follow the Perturbed Leader" approach [3] and show that its regret bounds are of the same form as (3) with an additional small constant factor [5] . For all these results, the experts' losses are assumed to be uniformly bounded to [0, 1]. Now we give the meaning of our results. Vovk [9] also considers the new model with the uniform risk, i.e., a j,t = 0 and b j,t = 1, and shows that the performance of the Aggregating Algorithm is again given by (2) but now the leading factor is
which is monotonically increasing in the number of options K. So, if K < N, this gives an even better bound. Our work extends this to the case where b j,t = b π t ( j) for some permutation π t over the options {1, . . . , K} and a fixed but arbitrary risk-level vector b = (b 1 , . . . , b K ). The loss bound we give is of the same form as (2) but now the leading factor is a complicated function of b as well as of β.
Aggregating Algorithm
The Aggregating Algorithm is a very general strategy that works for various games. In this section, we describe the algorithm with its performance bound in a generic form. Vovk shows that under some mild assumptions, the bound cannot be essentially improved and thus the Aggregating Algorithm is optimal [9] . First we describe a game that involves the learner, N experts, and the environment. A game is specified by a triple (Γ, Ω, λ), where Γ is a fixed prediction space, Ω is a fixed outcome space, and λ : Ω × Γ → [0, ∞] is a fixed loss function. At each trial t = 1, 2, . . ., the following happens.
1. Each expert i makes a prediction γ i,t ∈ Γ. 2. The learner, who is allowed to see all γ i,t , makes his own prediction γ t ∈ Γ. 3. The environment chooses some outcome ω t ∈ Ω. 4. Each expert i suffers loss λ(ω t , γ i,t ) and the learner suffers loss λ(ω t , γ t ).
Next we give the assumptions about the game, under which the Aggregating Algorithm is not only well-defined but also optimal.
Assumption 1:
We assume that the game (Γ, Ω, λ) satisfies the following conditions.
• Γ is a compact topological space.
• For each ω, the function γ → λ(ω, γ) is continuous.
• There exists γ such that, for all ω, λ(ω, γ) < ∞.
• There exists no γ such that, for all ω, λ(ω, γ) = 0.
It is known that lots of games considered in the literature satisfy the assumptions. We define a simple probability distribution in Γ to be a function Q that assigns to each element γ of its finite domain dom Q ⊆ Γ a positive weight Q(γ) so that γ Q(γ) = 1 (γ ranging over dom Q). Let β ∈ (0, 1). A pseudoprediction (with respect to Q) is a function from Ω to the set of real numbers given by
We will omit the superscript Q when it is clear from context. Let
Lemma 1 ([9] ): Under Assumption 1, there exists a function Σ β called a substitution function that maps a pseudoprediction to a prediction in Γ such that for any simple distribution Q and any ω ∈ Ω,
where γ = Σ β (g Q ). Moreover, the following minimax prediction is a substitution function:
Algorithm AA(β) begin v 1 = (1/N, . . . , 1/N); for t = 1 to T do begin receive experts' predictions (γ 1,t , . . . , γ N,t );
observe an outcome ω t and suffer loss λ(ω t , γ t );
; end end Fig. 1 Aggregating Algorithm. Now we show how the Aggregating Algorithm behaves. It maintains a weight v i,t for each expert i so that v t = (v 1,t , . . . , v N,t ) is a probability vector. When the experts make predictions γ i,t , we consider a simple distribution Q t defined by Q t (γ) = i:γ i,t =γ v i,t . Then, the Aggregating Algorithm predicts with γ t = Σ β (g Q t ) with some substitution function Σ β . When an outcome ω t is given, the weights are updated according to v i,t+1 = v i,t β λ(ω t ,γ i,t ) /Z, where Z is for normalization. We give a pseudocode in Fig. 1 .
The loss bound of the Aggregating Algorithm is represented by c(β).
Theorem 2 ([9]
): Assume the assumptions given in Assumption 1. Then, for any horizon T of the game and for any outcome sequence ω 1 , . . . , ω T ,
Moreover, for any pair (c, a) with c < c(β) and a
The Aggregating Algorithm for Our Game
Recall that in each trial the learner is given risk information b j,t = b π t ( j) for each option, where π t is a permutation on the options {1, . . . , K} and b 1 ≤ · · · ≤ b K are fixed risk levels. We first give a simple observation that, without loss of generality, we may assume b j,t = b j for all 1 ≤ j ≤ K. In other words, we can restrict π t to the identity permutation. Below we justify this by showing a reduction from the general case to the restricted case. When given the risk information b j,t = b π t ( j) for some permutation π t , we let τ t be its inverse permutation, i.e., τ t = π −1 t and rename each option j by τ t ( j). Equivalently, we sort the options in the increasing order of b j,t . Note that, under this renaming, the jth option has the risk of b π t (τ t ( j)) = b j . Accordingly, we assume that we had received the predictions x t = (x τ t (1),t , . . . , x τ t (K),t ) from the experts and we would receive the costs y t = (y τ t (1),t , . . . , y τ t (K),t ) for the options. Now we can compute a prediction p t = (p 1,t , . . . , p K,t ) based on x t , assuming that b j,t = b j . Then we resort it in the original order and actually predict with p t = (p π t (1),t , . . . , p π t (K),t ). The above reduction is justified by the facts that p t ·y t = p t ·y t and x t · y t = x t · y t . Now it is easy to see that the following game (Γ, Ω, λ) corresponds to our online allocation problem: The prediction space Γ is the K-dimensional probability simplex, the outcome space is
and the loss function is given by
It is easy to verify that the assumptions in Assumption 1 are satisfied for this game. So the Aggregating Algorithm and the loss bound given in Theorem 2 apply. Vovk analyzes only the case where
, 1) and shows that c(β) is given by (4).
First we claim that it suffices to consider (5) for Q concentrated on the extreme points e j ( j = 1, . . . , K) of the simplex Γ, where the m-th component of e j is 1 if m = j and 0 otherwise.
Lemma 3:
Let Q be any simple distribution and the weighted average with respect to Q be denoted byp. That is,p
Let Q be a simple distribution that assigns to each e j the weight Q (e j ) =p j . Then, for any y ∈ Ω,
P: Note that each x = (x 1 , . . . , x K ) ∈ dom Q is a probability vector. Since the function ζ → β ζ is convex, Jensen's inequality implies
which completes the lemma.
Now we give a prediction p t of the learner of a closed form. Let g t be the pseudoprediction defined at trial t in the Aggregating Algorithm. That is,
where x i,t is the suggested prediction from expert i. By Lemma 3, we have another pseudoprediction 
Theorem 4:
The vector p t given by
attains the infimum of arg inf p sup y λ(y, p)/g t (y).
P: Since g t (y) is concave, it suffices to consider only for y that are extreme points of the outcome space [0,
Using the inequality
Note that for any p ∈ Γ, it must hold that max j∈{1,...,N} p j
, because otherwise we would have p ∈ Γ such that
for all 1 ≤ j ≤ K, which implies N j=1 p j < 1, a contradiction. Therefore, our choice of
attains the infimum.
The Loss Bound
Next we estimate the value of c(β). Since c(β) depends on the risk-level vector b as well, we write it as c(β, b) to explicitly specify b. By virtue of Lemma 3 we can only consider a distribution Q on the extreme points. Let q = (q 1 , . . . , q K ) be the probability vector induced by Q, i.e., q j = Q(e j ). From the proof above, it follows that
In other words, we need to solve the following optimization problem:
subject to j q j = 1 and q j ≥ 0 for all j. If the risk-level vector is uniform, i.e., b = 1 K , then the minimizer is always in the interior of the domain, and so we can easily solve this and get (4) . Since the objective function and the domain are both convex, it is well known that q is an optimal point if and only if the following Kursh-Kuhn-Tucker (KKT) conditions are satisfied:
for some t and s j for j = 1, . . . , K. Note that the first condition (10) is derived from ∇ q L(q, t, s) = 0 where L is the Lagrangian function. Solving q that satisfies these conditions, we get c(β, b) which is given in the next theorem.
and
We call z * satisfying (17) the threshold index.
P: Let q be a solution that satisfies the KKT conditions. By conditions (12) and (13), if q j > 0 then s j = 0. So, conditions (10) and (14) imply that
Plugging (18) into condition (11), we get
which is negative. So, we have that
Since the function (1−β ζ )/ζ is monotonically decreasing and we assume b 1 ≤ · · · ≤ b K , it follows that there exists z * ∈ {1, . . . , K} such that q j = 0 for all j < z * and q j > 0 for all j ≥ z * . Equivalently, z * must satisfy It is straightforward to confirm that z * = arg min z s(z) actually satisfies the above inequalities. Now all the KKT conditions are satisfied. Plugging (18) with (21) into (9) we get the theorem.
Here we observe some interesting properties of c(β, b). . Intuitively, the curves show that the algorithm performs better when faced with options of various risks than when faced with options of the same risk.
Risk Information May Not Help Much
Recall that the prediction of the Aggregating Algorithm is given by
is the Hedge prediction that does not use the risk information. First, we observe that the prediction p j,t is shifted to large values when the corresponding risk b j is small. This supports our intuition that it is safe to bet more on low-risk options. Figure 4 illustrates the shift caused by non-uniform risk.
Nevertheless, we show in the next theorem that the Hedge predictionp j,t approximates p j,t by a factor that is close to one as b j tends to zero. This would mean that the performance gap between the Hedge Algorithm and the Aggregating Algorithm is maximized when b is uniform. If it is true, then the Hedge Algorithm performs nearly as well as the Aggregating Algorithm without the knowledge of risk information.
Theorem 6:
Letp t and p t be the Hedge and the AA predictions, respectively. Then for any 1 ≤ j ≤ N,
P: Using the inequalities
we have the second inequality of the theorem. This together with the fact that shows the first inequality.
Note that since c(β, b) is monotonically increasing and b j ln(1/β)/(1−β b j ) is monotonically decreasing with respect to b j , the smaller b j is, the betterp j,t approximates p j,t . So we conjecture that, among b ∈ (0, 1] K , the gap of the losses of the both algorithms would be maximized among when b = 1 K .
Concluding Remarks
We generalize the online allocation model so that the learner is allowed to see the risk information about the options. We apply the Aggregating Algorithm and give a tight loss bound. Although the results we give are only for a restricted case where the risk is given by a fixed risk-level vector, the model can be effectively applied to such tasks as the online shortest path problem [8] : When given a network, the learner tries to choose a routing path in every trial in an attempt to minimize the total expected time delay. In this case, each path corresponds to an option and the number of nodes in the path can be regarded as its risk. (The more nodes it has, the more time is expected to take for sending a packet through that path). It is shown that the Hedge Algorithm combined with the technique of the path kernel efficiently solves this problem. So if the conjecture mentioned in the previous section is true, then the algorithm has a refined loss bound. Moreover, we recently show that a slight modification of our method can be applied to online auctions [4] . Future work includes finding more applications as well as extending the model so that we can treat options with arbitrary risks. We can view our results as a starting point to investigate the role of non-uniform risks in prediction problems. For example, it is interesting to generalize the portfolio game
