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Quantum simulation has wide applications in quantum chemistry and physics. Recently, scientists
have begun exploring the use of randomized methods for accelerating quantum simulation. Among
them, a simple and powerful technique, called qDRIFT, is known to generate random product
formulas for which the average quantum channel approximates the ideal evolution. This work
provides a comprehensive analysis of a single realization of the random product formula produced
by qDRIFT. The main results prove that a typical realization of the randomized product formula
approximates the ideal unitary evolution up to a small diamond-norm error. The gate complexity
is independent of the number of terms in the Hamiltonian, but it depends on the system size and
the sum of the interaction strengths in the Hamiltonian. Remarkably, the same random evolution
starting from an arbitrary, but fixed, input state yields a much shorter circuit suitable for that
input state. If the observable is also fixed, the same random evolution provides an even shorter
product formula. The proofs depend on concentration inequalities for vector and matrix martingales.
Numerical experiments verify the theoretical predictions.
I. INTRODUCTION
Simulating complex quantum systems is one of the most promising applications for quantum computers.
This task has many applications, such as developing new pharmaceuticals, catalysts, and materials
[5, 15, 25], as well as solving linear algebra problems [3, 18, 32]. Finding the most efficient quantum
simulation algorithm has been a prospering research field for decades; for example, see [22, 34]. Recently,
there have been unprecedented advances in Hamiltonian simulation techniques both in theory and in
practice [6, 7, 9, 10, 21, 23, 28]. Among these techniques, product formulas [34], which are also known as
Trotterization or splitting methods, have undergone a renaissance [11]. These techniques are simple and
intuitive, yet they are very competitive, even when compared with more sophisticated methods [11]. The
purpose of this paper is to advance our understanding of randomized methods for constructing product
formulas.
Consider a quantum many-body Hamiltonian with L terms: H =
∑L
k=1 hk. A product formula with
N gates is a sequence of N consecutive short-time evolutions by individual terms, chosen to approximate
the ideal quantum evolution U :
U = e−itH ≈ e−itNhk(N) · · · e−it1hk(1) , (1)
where t1, . . . , tN are the short time intervals and k(1), . . . , k(N) identify which term from the Hamiltonian
is applied at each step. A general technique for constructing a short-time evolution is the Lie–Suzuki–
Trotter formula [33]. The first-order Suzuki approximation takes the form
U ≈ ( exp (−i(tL/N)hL) · · · exp (−i(tL/N)h1) )N/L.
To approximate the target unitary U up to accuracy , a total gate countN = O(Lλ2t2/) is sufficient [11,
Section 3]. Here, t is the simulation time, L is the number of terms, and λ =
∑
k ‖hk‖ summarizes
the interaction strengths within H. The unadorned norm ‖·‖ is the spectral norm. More intricate
product expansions, such as high-order Suzuki formulas, can yield gate complexities of order N =
O(L(λt)1+o(1)/o(1)). An explicit dependence on the number L of terms in the Hamiltonian seems
unavoidable in general, given how these formulas are constructed and analyzed.
Recently, researchers started using randomization to improve the performance of product formulas
[8, 10, 27]. This paper focuses on the qDRIFT algorithm, which was proposed by Campbell in [8].
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2Randomized product formula (qDRIFT)
Inputs: Hamiltonian H =
∑L
k=1 hk, evolution time t, number of steps N
Output: Approximation of the time evolution U = exp(−iHt) with N “simple” evolutions
Procedure:
i. Set λ =
∑
k ‖hk‖ (interaction strength) and define the random (Hermitian) matrix
X =

λ
‖h1‖h1 with prob. p1 =
‖h1‖
λ
...
λ
‖hL‖hL with prob. pL =
‖hL‖
λ
(importance sampling)
ii. Construct N short-time evolutions by importance sampling of Hamiltonian terms:
Vi = exp(−i(t/N)Xi) with Xi i.i.d.∼ X for 1 ≤ i ≤ N (2)
iii Output the unstructured (randomly generated) product formula
V (N) = VN · · ·V1
Figure 1: qDRIFT [8]: An importance sampling procedure for constructing product formulas.
This procedure uses a single, randomly selected, Hamiltonian term to approximate the whole quantum simulation
up to time t/N . Subsequent time steps are approximated in an analogous fashion. The importance sampling
distribution over Hamiltonian terms is designed to provide accurate approximations in expectation: EVi ≈ U1/N .
Arguably, this is the simplest randomized procedure for generating product formulas. It approximates
a target unitary U by a product VN · · ·V1 of random unitaries. Each Vi corresponds to a short-time
evolution based on a single term hK from the Hamiltonian. The index K is selected randomly, according
to an importance sampling distribution (p1, . . . , pL), constructed so that
E [Vi] ≈ exp
(− i(t/N)E [hK/pK ] ) = U1/N .
By independence,
E [VN · · ·V1] = E [VN ] · · ·E [V1] ≈
(
U1/N
)N
= U.
We refer to Figure 1 for a summary of this procedure.
The main technical result in [8] establishes an error bound for the average channel of the randomized
product formula (2). Operationally, Campbell considers a black box that applies a new random product
VN · · ·V1 of unitaries every time it is invoked. The black box forms a completely positive trace-preserving
(CPTP) map given as the average of the possible product formulas V(N)(X) = E[VN · · ·V1XV †1 · · ·V †N ].
The ideal unitary also forms a CPTP map given as U(X) = UXU†. Campbell proves that the channels
V(N) and U are -close in diamond distance, provided that the gate count obeys N ≥ Ω(λ2t2/).
It is surprising that invoking randomness allows for a gate count that is independent of the number L
of terms in the Hamiltonian. This property contrasts sharply with traditional product formulas. Indeed,
for a sufficiently small gate count, VN · · ·V1 may be too short to include every term in the Hamiltonian.
Should not such a product formula deviate substantially from the ideal evolution?
In this work, we study the performance of a random instance of the product formula VN · · ·V1. Mathe-
matically, a random product formula may be viewed as a random walk on the unitary group. We start at
the identity I and take small, random steps Vi in succession. Considering the worst-case behavior over all
possible input states, we confirm that the averaged behavior, obtained in [8], is not at all representative
for typical instances. We can exhibit a Hamiltonian where, for short evolution times, each realization of
the random product formula is maximally distant from the ideal evolution. Even so, the averaged channel
(i.e., Campbell’s black box) approximates the ideal evolution very well (Section IIIA). This behavior is
reminiscent of an unbiased random walk in one dimension: although the average position remains at the
origin, most trajectories end up at a point far from the origin.
Viewed from this perspective, it may seem surprising that concentration around the ideal evolution does
occur as the number of time steps increases. We establish strong concentration bounds for three different
use cases that are visually summarized in Figure 2. Let n denote the number of system constituents, e.g.
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Figure 2: An illustration of the main results proved in this work.
(a): The space of all product formulas with a fixed number N of gates that can be sampled from the randomized
procedure. Some of the product formulas work well for input state ρ1 and measurement observable O1, some
work for ρ2, O2, etc. The intersection of product formulas that work for all input states and observables is much
smaller. Hence, the probability of sampling a product formula that lies in the intersection is smaller. To enlarge
the intersecting region, more gates are required. The quantitative bounds for the probability of sampling a
product formula within the intersection is given in (23).
(b): A pictorial summary of the main results. To sample a product formula that works for all n-qudit input
states and observables with high probability (left), the number of gates is larger than sampling a product formula
that works for a single, yet arbitrary, input state (center). This gate count can be further reduced by restricting
attention to a single, yet arbitrary, observable (right).
qubits. If the gate count N obeys
N ≥ Ω(nt2λ2/2)
then, with high probability, a single realization of the random product formula approximates the ideal
target unitary up to accuracy  in an appropriate norm. For comparison, recall that a high-order Suzuki
formula involves N = O(L(λt)1+o(1)/o(1)) gates. When the simulation time t is bounded and L is very
large, such as in long-range interacting systems or the SYK model [24, 30, 31], a randomly sampled
product formula provides a more efficient simulation than a Suzuki formula.1
In contrast with Lie–Suzuki–Trotter formulas, randomized product formulas are unstructured because
they are drawn from a complicated probability distribution. Nevertheless, by the probabilistic method,
our analysis establishes the existence of product formulas whose gate count N is independent of the
number L of terms in the Hamiltonian and depends only on the system size n.
In practice, we often wish to evolve a fixed input quantum state ρ, which may be arbitrary and
unknown. This change in the problem statement has profound implications for randomized quantum
simulation. With high probability, a random product formula with
N ≥ Ω(t2λ2/2)
terms suffices to achieve an -approximation VN · · ·V1ρV †1 · · ·V †N of the ideal time-evolved state UρU†
with respect to trace distance. This result implies that each input state has a set of product formu-
las that are n times shorter than a “general-purpose” product formula that works for all input states
simultaneously.
If we merely want to estimate the expectation value of a fixed observable with a fixed input state, the
typical gate complexity N can be further improved to
N ≥ Ω(t2λ2/).
1 While a sample from the qDRIFT procedure provides performance guarantee on rather flexible choices of models, there
is a specialized quantum algorithm for simulating the SYK models using much fewer gates [4].
4Although the set of effective product formulas depends on the choice of state and observable, the formulas
are all produced by the same randomized procedure without exploiting any knowledge of the particular
input state or measurement observable. This is an elegant feature of randomized quantum simulation.
Roadmap The rest of this paper is organized as follows. Section II presents the main theoretical
contributions to this work in detail. These are further supported and illustrated by numerical experi-
ments presented in Section IID. Section III contains two instructive examples, as well as a non-technical
illustration of the underlying proof idea. Details and rigorous arguments are provided in the subsequent
Section IV. Finally, Section V establishes asymptotic tightness for time-evolving two simple (commuting)
Hamiltonians.
II. MAIN RESULTS
This section gives rigorous results for the error incurred by a randomly sampled product formula
VN · · ·V1, as compared with the ideal unitary evolution operator U = exp(−iHt). The results depend on
the distance measure and the particular setup, which we discuss separately in the following subsections.
A. Error bound in diamond distance: Worst-case error over all input states and observables
The diamond distance is a standard distance measure for quantum channels. To compare two unitaries
U1 and U2, the diamond distance is equivalent to
dist(U1, U2) = max|ψ〉: state
∥∥∥U1 |ψ〉〈ψ|U†1 − U2 |ψ〉〈ψ|U†2∥∥∥
1
= max
|ψ〉: state
max
O:O†=O,‖O‖≤1
∣∣〈O〉U1|ψ〉 − 〈O〉U2|ψ〉∣∣ ,
where ‖·‖1 is the trace norm and 〈O〉|φ〉 = 〈φ|O |φ〉 is the expectation value of an observable O for the
quantum state |φ〉. Operationally, this means that the expectation value of O evaluated on the output
state would differ at most by the diamond distance between U1, U2 for any input quantum state |ψ〉 and
any observable O with eigenvalues in [−1, 1].
Theorem 1 bounds the gate complexity that suffices to guarantee that the randomly sampled prod-
uct formula VN · · ·V1 is close to the ideal evolution exp(−itH) in this worst-case error metric. The
complementary Theorem 2 gives an error bound for a given number N of gates.
Theorem 1 (qDRIFT: Gate complexity for small diamond distance). Consider an n-qubit Hamiltonian
H =
∑
i hi with λ =
∑
i ‖hi‖. Draw a randomized product formula VN · · ·V1 from (2) with gate count
N ≥ Ω ((n+ log(1/δ))t2λ2/2) . (3)
With probability at least 1− δ, the diamond distance error satisfies
max
|ψ〉: state
max
O:O†=O,‖O‖≤1
∣∣〈O〉VN ···V1|ψ〉 − 〈O〉exp(−itH)|ψ〉∣∣ < .
Theorem 2 (qDRIFT: Error bound in diamond distance). Consider an n-qubit Hamiltonian H =
∑
i hi
with λ =
∑
i ‖hi‖. A randomized product formula VN · · ·V1, drawn from (2), has expected diamond-
distance error
E
[
max
|ψ〉: state
max
O:O†=O,‖O‖≤1
∣∣〈O〉VN ···V1|ψ〉 − 〈O〉exp(−itH)|ψ〉∣∣] <∼
√
nt2λ2
N
.
The symbol <∼ applies in the large-N regime and suppresses constants. The proof sketch is presented
in Section III C, and the detailed proof is given in Section IVA.
For comparison, the error bounds for the average quantum channel, established in [8], imply that
E
[
max
|ψ〉: state
max
O:O†=O,‖O‖≤1
∣∣EV1,...,VN [〈O〉VN ···V1|ψ〉]− 〈O〉exp(−itH)|ψ〉∣∣] <∼ t2λ2N .
As we can see, the error bound of the average over all product formulas is smaller than the error for
an individual random product formula. To understand the discrepancy, it is valuable to think about a
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Figure 3: Illustration of concentration effects for random walks (and their averages) on the unitary group.
The expectation E[VN · · ·V1] of a random product formula is not unitary, but it may be very close to the ideal
evolution. A sampled random product formula VN · · ·V1 is unitary, but its distance from the ideal evolution is
about O(√nt2λ2/N). The average of the random product formulas results in an error of O (t2λ2/N).
randomly sampled product formula as a random walk on the group of 2n×2n unitary matrices. Figure 3
indicates why a single realization of the random walk VN · · ·V1 has much greater error than the average
of the random walks.
In the error bound O(√nt2λ2/N), the square root reflects the statistical nature of the fluctuations
in the random walk around its expectation. The diamond norm requires us to control the behavior of
the random product formula when applied to every 2n-dimensional input state. Remarkably, we only
pay for the logarithm of the dimension, which coincides with the number n of qubits. This feature of
the bound emerges naturally from the proof, which is based on concentration for matrix martingales.
Similar proof techniques could potentially be useful for controlling stochastic errors in other quantum
computing applications.
B. Faster simulation for a fixed input state
In practice, it is common to perform the quantum simulation starting from a particular input state.
The distinction with the previous setting is that the product formula only needs to work for one (arbitrary
and possibly unknown) input state, not for all states simultaneously. The next theorem asserts that much
shorter product formulas suffice in the easier setting.
Theorem 3 (qDRIFT: Gate complexity for fixed input). Consider an n-qubit Hamiltonian H =
∑
i hi
with λ =
∑
i ‖hi‖ and any input quantum state |ψ〉. Draw a randomized product formula VN · · ·V1
from (2) with the number of gates
N ≥ Ω(t2λ2 log(1/δ)/2). (4)
With probability at least 1− δ, the output state VN · · ·V1 |ψ〉 satisfies
max
O:O†=O,‖O‖≤1
∣∣〈O〉VN ···V1|ψ〉 − 〈O〉exp(−itH)|ψ〉∣∣ < ,
where 〈O〉|ψ〉 = 〈ψ|O |ψ〉. This is equivalent to the output state VN · · ·V1 |ψ〉 being -close to the ideal
output state exp(−itH) |ψ〉 in trace distance.
Theorem 3 yields an n-fold improvement over the gate count from Theorem 1. So, for a 100-qubit
system, focusing on a single input state leads to a 100× reduction in gate complexity over a simulation
that works for all input states. The product formulas that work for a fixed input state may vary with
the choice of state, but they are all generated using the same qDRIFT procedure. As a consequence, we
can also construct short product formulas that work for a moderate number of input states by increasing
the gate complexity slightly.
The proof of Theorem 3 is similar in spirit to the proof of Theorem 1. We construct a random walk
from the (fixed) starting state |ψ〉. We show that, with high probability, the output state is close to
the ideal output state U |ψ〉. However, to remove the system size dependence that results from matrix
concentration inequalities, we instead analyze the random walk using a geometric tool, called uniform
smoothness [17]. The details appear in Section IVB.
6C. Even faster simulation for fixed input states and fixed observables
We have seen that restricting attention to a fixed (but arbitrary) input state can yield considerable
gate count improvements for random product formulas. It should not come as a surprise that additional
savings are possible if one restricts attention to predicting a finite collection of outcome observables only
(instead of demanding an accurate approximation for all observables).
In this section, we consider the task of accurately estimating M expectation values 〈Oj〉exp(−itH)|ψj〉
associated with the time evolutions of (potentially distinct) input states |ψj〉. Estimating expectation
values necessitates quantum measurements. In turn, the probabilistic nature of the measurement out-
comes requires multiple samples (and, thus, repetitions of the time evolution procedure) for each pair of
input and observable.
This unavoidable bottleneck motivates the following procedure: We first sample R random product
formulas: V (1)N · · ·V (1)1 , . . . , V (R)N · · ·V (R)1 . For the jth pair of input state |ψj〉 and observable Oj , we
perform R measurement2 repetitions:
repetition 1 : |ψj〉 → V (1)N · · ·V (1)1 |ψj〉 → Measure Oj to get oˆ(1)j .
...
repetition R : |ψj〉 → V (R)N · · ·V (R)1 |ψj〉 → Measure Oj to get oˆ(R)j .
Subsequently, we approximate each target expectation value by the corresponding empirical average:
〈Oj〉exp(−itH)|ψj〉 ≈
1
R
R∑
r=1
oˆ
(r)
j =: oˆj . (5)
Naïvely applying Theorem 3 would require gate count N ≥ Ω(t2λ2/2) and R ≥ log(M)/2 repetitions3
to ensure that all M estimators oˆ1, . . . , oˆM have additive error less than . However, the fact that we are
only measuring a particular set of observables O1, . . . , OM allows us to reduce the gate complexity N to
Ω(t2λ2/).
Theorem 4 (qDRIFT: Gate complexity for fixed inputs and observables). Consider a Hamiltonian
H =
∑
i hi with λ =
∑
i ‖hi‖ and M (arbitrary) input–observable pairs (|ψj〉 , Oj), 1 ≤ j ≤M . Set
N ≥ Ω(t2λ2/) and R ≥ Ω(log(M/δ)/2). (6)
Draw R randomized product formulas of length N according to the qDRIFT procedure (2). Then, with
probability at least 1− δ, the corresponding empirical averages oˆj defined in Eq. (5) obey∣∣oˆj − 〈Oj〉exp(−itH)|ψj〉∣∣ <  for all 1 ≤ j ≤M .
The gate complexity achieved by this result exactly reproduces prior results [8] regarding the con-
centration of the average channel formed by random product formulas. This is not a coincidence, as
Theorem 4 may be viewed as a nontrivial consequence of the existing result. We refer to Section IVC
for a derivation.
This estimation procedure is inspired by [19], and it has a similar flavor. The paper [19] shows
that order log(M) random measurements of a quantum system allow for the accurate estimation of
M (arbitrary) observables. In stark contrast, a deterministic/structured product formula must make
explicit use of the particular input state and measurement observable to guarantee its accuracy. We refer
to Section IIIA for an example that illustrates this discrepancy.
D. Numerical experiments
In this section, we perform numerical experiments for simulating a simple Heisenberg model on a one-
dimensional chain with a randomly sampled product formula. For n qubits, H =
∑n−1
i=1 XiXi+1+YiYi+1+
2 We perform single shot measurement for each repetition rather than estimate the average of the observable Oj . This is
equivalent to measuring in the eigenbasis of Oj to obtain a single eigenvalue.
3 The factor 1/2 in R comes from the statistical noise in Monte Carlo averaging in the measurements. The factor log(M)
in R comes from union bound to ensure that all M estimates are accurate.
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Figure 4: Numerical experiments for simulating 1D Heisenberg model under different gate count N .
In All input states (left), we consider 2 ‖U − VN . . . V1‖, which considers the error over all input states and
observables. In Fixed input state (center), we consider the error in trace distance for the output state of a
random input state. The input state is chosen to be the tensor product of single-qubit Haar-random states. In
Fixed input state & observable (right), we consider the error in the expectation value of an observable for the
output state of a random input product state. The observable is chosen to be the fidelity with the true output
state. The error  for both All input state and Fixed input state are roughly  ∝ 1/√N . The error for Fixed input
state & observable is roughly  ∝ 1/N . The shaded regions are the standard deviation over 50 independent runs.
ZiZi+1 and we view this as a sum of 3(n − 1) simple terms. The interaction strength is λ = 3(n − 1)
and we consider constant time evolution t = 1. The numerical experiments for the error under various
setups using different gate count N is given in Figure 4. First and foremost, we found that the error
is proportional to 1/
√
N when we consider the error over all input states (left) and a fixed input state
(center). If we also fix the observable (right), the error decay rate improves to order 1/N . This is in
accordance with the theoretical predictions presented in the previous sections.
It is also worthwhile to briefly discuss error dependence on system size n. There, we already see
considerable improvements when focusing on fixed input states (center) instead of all possible input
states (left). In accordance with Theorem 3, we can use much shorter gate sequences.
III. INSTRUCTIVE EXAMPLES AND PROOF IDEA
A. Comparison between stochastic averages of product formulas and concrete instances
This section considers an extremely simple Hamiltonian to pinpoint important differences between
averaging random product formulas (that is, Campbell’s black box) and concrete instances of product
formulas. The example Hamiltonian is a 1-local non-interacting Hamiltonian with a Pauli-Z operator
acting on each qubit:
H =
1
n
n∑
k=1
Zk where Zk = I⊗ · · · ⊗ I︸ ︷︷ ︸
(k − 1)-times
⊗ Z ⊗ I⊗ · · · ⊗ I︸ ︷︷ ︸
(n− k)-times
for 1 ≤ k ≤ n (7)
The relevant parameters are L = n (number of terms), λ = 1n
∑n
k=1 ‖Zk‖ = 1 (interaction strength) and
we fix the evolution time to t = pi.
Stochastic averages of random product formulas can accurately approximate the associated unitary
evolution U = exp(−ipiH) after only a few iterations. The following observation is an immediate conse-
quence of Campbell’s main result [8], see also Proposition 1 below.
Corollary 4.1. Fix a target accuracy  and set N = t2λ2/ ≈ 10/. Then, N successive applications of
the qDRIFT single-step average V(X) = 1n
∑
k exp(−i piNZk) ⊗ I(else)X exp(i piNZk) ⊗ I(else) (Campbell’s
black box) approximate the target unitary channel U(X) = UXU† up to accuracy  in diamond distance.
In particular, 12‖V(N)(|ψ〉〈ψ|)− U |ψ〉〈ψ|U†‖1 ≤  for all input states |ψ〉〈ψ|.
This assertion seems remarkably strong. In particular, the sequence length N does not depend on the
number of qubits n. Once n is sufficiently large it becomes impossible for concrete product formulas to
achieve comparable results. The problem is that the sequence length N is too small to address all n
qubits. This necessarily leads to substantial discrepancies between the simulated time evolution VN · · ·V1
and the actual target U , see Figure 5 for an illustration.
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Figure 5: Illustration of the worst-case input for a product formula simulating evolution of a simple Hamiltonian.
The Hamiltonian single-site Hamiltonian H = 1
n
∑n
k=1 Zk produces a time evolution that factorizes into single
qubit unitaries U (left). A product formula with fewer than n/2 single-site terms (right) is too small to address
all qubits; at least n/2 of them must remain untouched. These errors accumulate for a GHZ-state comprised of
these untouched qubits. If n is large, even small evolution times (U = exp(−ipi
n
Z)) can accumulate and lead to
a maximal approximation error (〈GHZ(+),GHZ(−)〉 = 0).
Lemma 1. Assume that n is an even number. It is impossible to accurately approximate the time
evolution U defined in Eq. (7) with fewer than n/2 elementary gates of the form Vi = exp(−i piNZk(i))⊗
I(else). More precisely, for each product formula V = VN · · ·V1, there exists an input state |ψ〉〈ψ| such
that 12‖V |ψ〉〈ψ|V † − U |ψ〉〈ψ|U†‖1 = 1.
Proof. All terms in the Hamiltonian (7) commute. Hence, the associated target evolution factorizes nicely
into tensor products: U = exp(−ipiH) = exp(−ipinZ1) ⊗ · · · ⊗ exp(−ipinZn). Up to a global phase, each
single-qubit unitary affects the computational basis in the following fashion: exp(−ipinZ)|0〉 = |0〉 and
exp(−ipinZ)|1〉 = exp(i 2pin )|1〉. These small phase shifts can add up for states that are in superposition.
Consider the tensor product of a GHZ state on n/2 qubits with the all-zeroes state on the remaining
half: |ψ˜〉 = 1√
2
(|0〉⊗n/2 + |1〉⊗n/2)⊗ |0〉⊗n/2. Then,
U |ψ˜〉 = exp(−i 2pin Z)⊗n|ψ˜〉 = 1√2 (|0〉+ (exp(i 2pin ))
n/2|1〉)⊗ |0〉⊗n/2 = 1√
2
(|0〉⊗n/2 − |1〉⊗n/2)⊗ |0〉⊗n/2
and we can easily check that input and output are orthogonal to each other: 12‖U |ψ˜〉〈ψ˜|U†−|ψ˜〉〈ψ˜|‖1 = 1.
These features do not change if we permute the qubits in the input state |ψ˜〉. Any combination of a
GHZ state on one half of the qubits with computational |0〉-states on the remaining ones obeys the same
orthogonality relation. We can use this freedom to construct a worst-case input |ψ〉 for a fixed product
formula V = VN · · ·V1 comprised of fewer than n/2 single-qubit gates. Simply initialize the (at most)
n/2 qubits on which the product formula acts nontrivially in the computational 0-state and hide the
GHZ component among the remaining qubits. By construction, the product formula V does not affect
this input state at all.This is a worst case, because the target unitary U does rotate the hidden GHZ
component into an orthogonal configuration: ‖U |ψ〉〈ψ|U† − V |ψ〉〈ψ|V †‖1 = ‖U |ψ〉〈ψ|U† − |ψ〉〈ψ|‖1 =
1.
This negative statement highlights that the gate count of (worst case) accurate product formulas
must in general depend on the number of qubits and justifies the appearance of n in Theorem 1. Note,
however, that Lemma 1 is contingent on identifying a worst-case input state for a fixed (and known)
product formula. If the input state is fixed, the situation can change dramatically. For instance, we could
use explicit knowledge of the input to construct a product formula that accurately approximates its time
evolution. Identifying an optimal product formula seems like a daunting task, but randomness can help.
Theorem 3 asserts that a collection of N >∼ pi2/2 randomly selected single-qubit gates approximate
the time evolution (7) of any fixed input state |ψ〉 up to accuracy  in trace distance. While this
gate count is considerably larger than the one put forth in Observation 4.1, it is still independent of
the number of qubits. What is more, this assertion applies with high probability to any fixed input
state. This capitalizes on another advantage of generating unstructured product formulas according to a
randomized procedure: it is extremely difficult to fool a randomized compiling procedure with an already
fixed input.
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Figure 6: An illustration of the probabilistic proof for the commuting Hamiltonian given in Equation (8).
We consider all the 2n computational basis states as the starting state. The probability for one of the starting
state to incur at least an error  is exponentially smaller than the probability for the maximum of the 2n starting
states to incur error > . However the failure probability is exponential suppressed by increasing the gate count
G. Hence one only need to set G = n/2.
B. Instructive concentration argument for a simple Hamiltonian
This section provides intuition for the concentration effects that ultimately imply Theorem 1 by means
of another example Hamiltonian that is composed of (commuting) Pauli-Z terms only:
H =
1
2n
∑
p∈{0,1}n
αpZp where Zp = Z(p1,...,pn) = Z
p1 ⊗ · · · ⊗ Zpn (8)
(with the convention that Z0 = I) and αp ∈ {−1, 1}. That is, the Hamiltonian is a sum of 2n signed
Pauli strings that are comprised of Z and I, as well as a global sign. A high-order Suzuki formula would
require a gate complexity of O(L) = O(2n). In contrast, Theorem 1 yields a gate complexity of O(n/2).
This is an exponential improvement in terms of system size.
The physical intuition is that all the terms in the Hamiltonian act on the same system with n qubits
(a 2n-dimensional Hilbert space), so their actions must overlap with one another. To see this effect more
clearly, let us write down the unitary evolution exp(−iH) in the computational basis |b〉 with multi-index
b = (b1, . . . , bn) ∈ {0, 1}n. Note that all terms in the Hamiltonian (8) are diagonal in the computational
basis. This implies
exp(−iH) |b〉 = exp
−i 1
2n
∑
p∈{0,1}n
αpZp
 |b〉 = exp
−i 1
2n
∑
p∈{0,1}n
cp(b)
 |b〉 := e−iS(b) |b〉 , (9)
where cp(b) = αp 〈b|Zp |b〉 ∈ {−1, 1}. When we select N random terms from the Hamiltonian (with
replacement), the constructed product formula would be
exp
(
−i 1
N
αpNZpN
)
· · · exp
(
−i 1
N
αp1Zp1
)
|b〉 = exp
(
−i 1
N
∑
k
cpk(b)
)
|b〉 := e−iSˆ(b) |b〉 . (10)
By the intuition from central limit theorem (or Hoeffding’s inequality to be rigorous), Sˆ(b) =
1
N
∑
k cpk(b) should concentrate around S(b) = 2
−n∑
p∈{0,1}n cp(b) with standard deviation 1/
√
N
and an exponentially decaying tail. An illustration and some facts can be found in Figure 6. When
N = 1/2, the probability of |Sˆ(b) − S(b)| >  would be at most 1/e. And when N = n/2, the
probability becomes exponentially suppressed to 1/en. By a union bound, |Sˆ(b) − S(b)| ≤  for all 2n
computational basis states |b〉 with probability at least 1 − 2n/en. This demonstrates that a random
product formula can accurately simulate exp(−iH) up to error  with only N = n/2 gates, albeit in
the simplest example (commuting Hamiltonian). The powerful tool of matrix concentration for matrix
martingales allows us to prove the same statement for any (non-commuting) many-body Hamiltonian.
We will return to this example Hamiltonian in Section V to show that this more general analysis
yields an essentially optimal parameter dependence: dimension dependence that is tight: the scaling
N ≥ Ω(nt2λ2/2) in Theorem 1 is unavoidable in general.
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C. Proof idea for Theorem 1 and 2
This section sketches the main ideas and tools required to establish Theorem 1 and Theorem 2. The
other results follow from more elementary arguments that are similar in spirit. Detailed arguments and
rigorous statements are provided in Section IV below.
Consider an n-qubit Hamiltonian H =
∑L
i=1 hi and an evolution time t. The associated unitary
evolution defines a (unitary) channel on n-qubit states:
U(|ψ〉〈ψ|) = U |ψ〉〈ψ|U† where U = exp (−itH) = exp
(
− it
∑L
k=1
hk
)
.
Fix a number of steps N and set λ =
∑L
k=1 ‖hk‖. The task is to accurately approximate the target
unitary U by a product formula, i.e., the composition of N simple unitary evolutions:
V(N)(|ψ〉〈ψ|) = VN ◦ · · · ◦ V1(|ψ〉〈ψ|) = VN · · ·V1|ψ〉〈ψ|V †1 · · ·V †N .
We quantify the difference between V(N) and U in diamond distance. That is, the worst case approxi-
mation error over all possible input states ρ in the presence of an unaffected quantum memory. Let E ,F
be two quantum channels, and let I(|ψ〉〈ψ|) = |ψ〉〈ψ| denote the identity channel on an equally large
ancilla system. The diamond distance between E and F is defined as
1
2‖E − F‖ = 12 max|ψ〉〈ψ| ‖E ⊗ I(|ψ〉〈ψ|)−F ⊗ I(|ψ〉〈ψ|)‖1, (11)
where the maximization ranges over all pure4 input states |ψ〉〈ψ| and ‖ ·‖1 denotes the trace norm. First,
we relate the diamond distance (11) between the channels V(N) and U , which are both unitary, to an
operator norm distance of the associated matrices:
1
2‖V(N) − U‖ = 12 max|ψ〉〈ψ| ‖U(|ψ〉〈ψ|)− V
(N)(|ψ〉〈ψ|)‖1 ≤ ‖VN · · ·V1 − U‖. (Lemma 2) (12)
This relation exploits the fact that stabilization (i.e., tensoring with the identity channel) is not necessary
for computing the diamond distance of two unitary channels [40, Thm. 3.55].
Now, we can deal with the i.i.d. random matrices VN , . . . , V1 in the more familiar operator norm.
Add and subtract the expected product E [VN · · ·V1] = E [VN ] · · ·E [V1] = (EV )N to decompose the
operator-norm difference into two qualitatively different contributions:
‖VN · · ·V1 − U‖ ≤ ‖(EV )N − U‖︸ ︷︷ ︸
deterministic bias
+ ‖VN · · ·V1 − E [VN · · ·V1] ‖︸ ︷︷ ︸
random fluctuation
. (13)
These two contributions can be analyzed separately:
i. Deterministic bias: Most product formulas arise from first decomposing the target unitary into a
sequence of many small steps: U = (U1/N )N , where U1/N = exp (−i(t/N)H) is close to the identity
matrix. This allows for approximating U1/N by another process that is easier to implement. The
random importance sampling model (2) over individual Hamiltonian terms is designed to achieve
this goal. The average approximation error scales inverse quadratically in the number of steps:
‖(EV )− U1/N‖ ≤ t2λ2/N2; see Lemma 3 below. While small, this expected error does constitute
a bias that is present in each of the N approximation steps. It can, and in general will, accumulate
across different time steps:
‖E [VN · · ·V1]− U‖ = ‖(EV )N − (U1/N )N‖ ≤ N‖(EV )− U1/N‖ ≤ t
2λ2
N
. (Lemma 4) (14)
The first inequality is obtained from a telescoping sum. This upper bound diminishes as the number
of steps N increases. For  > 0,
N ≥ 2t
2λ2

ensures ‖(EV )N − U‖ ≤ 
2
. (15)
4 Convexity ensures that the worst-case discrepancy is attained at a pure state |ψ〉〈ψ|. Hence, it is not necessary to consider
mixed states ρ in this definition. We refer to [40] for details.
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ii. Random fluctuation: We also need to control the deviation of a product of i.i.d. unitaries VN · · ·V1
from its expectation E[VN · · ·V1] = (EV )N in operator norm. In order to achieve this goal, we
introduce a random process {Bk : k = 0, . . . , N} that interpolates between the extreme cases we
need to compare:
Bk = (EV )N−kVk · · ·V1 such that B0 = (EV )N and BN = VN · · ·V1.
Note that adjacent elements of this process only differ in a single term: Bk arises from Bk−1
by replacing EV at position k (counted from the right) by a random realization Vk of V . The
discrepancies are small: ‖Vk − (EV )‖ ≤ 2tλ/N , because each realization of V is very close to the
identity matrix. Moreover, the entire process is causal in the sense that the current iterate Bk only
depends on realizations in the past. These desirable properties endow this problem reformulation
with the flavor of a random walk.
More formally, such a process forms a matrix-valued martingale. Powerful tail bounds for matrix-
valued martingales are available in the literature [26, 35]. Adapting these results to the task at
hand yields the bound
Pr
[‖VN · · ·V1 − (EV )N‖ ≥ /2] ≤ 2d exp(− N2
44t2λ2
)
. (Proposition 2) (16)
In words, the product VN · · ·V1 will concentrate around its expectation once N is sufficiently
large. Similar to more conventional random walks on integer lattices, the error is subgaussian with
variance proportional to N · (λ2t2/N2). There is an extra dimensional factor d = 2n that arises
because the martingale is matrix-valued; this is the origin of the factor n in the gate count N . For
error parameters , δ ∈ (0, 1),
N ≥ 44 t
2λ2
2
log(2d/δ) implies ‖VN · · ·V1 − (EV )N‖ ≤ 2 with probability > 1− δ. (17)
Theorem 1 can be derived by combining the previous results. We instantiate the bound (15) for deter-
ministic bias and the bound (17) for random fluctuation and insert them into the problem reformulation
(13). This provides a high probability error bound in the diamond distance when N ≥ Ω(nt2λ2/2).
Theorem 2 is derived using similar ideas. Start with the problem reformulation (13) and use the fact
that the bias bound (15) is deterministic and not affected by taking expectation values. Integrating the
tail bound (16) over  produces a bound on the expected size of random fluctuations:
E‖VN · · ·V1 − (EV )N‖ <∼
√
t2λ2
N
log2(d).
The symbol <∼ suppresses a modest multiplicative constant, and we refer to Section IVA4 for details.
IV. TECHNICAL DETAILS AND PROOFS
A. Proof of Theorem 1 and 2: Approximation error under the worst-possible input
The proofs of Theorem 1 and 2 were sketched in Section III. This section contains the details. In
Section IVA1, we first relate the diamond distance to the operator norm. This allows us to work with
the operator norm, which is mathematically simpler. Then we bound the two error contributions arising
from the deterministic bias (in Section IVA2), as well as random fluctuations (in Section IVA3). Finally,
we combine the two bounds to obtain a convergence guarantee for randomly sampled product formulas.
This is the content of Section IVA4.
1. Conversion from diamond distance into operator norm
The diamond distance is a rather intricate object. Although it can be phrased implicitly as a semidefi-
nite program, analytical formulas are rare and far between. A notable exception is the diamond distance
between two unitary channels, which is completely understood [1, Sec. 5.3]. The first part of the follow-
ing statement is a direct consequence of this characterization. The second part is based on more recent
insights [40, Thm. 3.56]. We provide elementary, self-contained proofs for convenience.
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Lemma 2. Let U(ρ) = UρU† and V(ρ) = V ρV † be unitary channels. Then, 12‖U(|ψ〉〈ψ|)−V(|ψ〉〈ψ|)‖1 ≤
‖(U − V )|ψ〉‖`2 for any pure state |ψ〉. In turn, 12‖U − V‖ ≤ ‖U − V ‖. The latter relation generalizes
to averages of random unitary channels: 12‖U − E[V]‖ ≤ ‖U − E[V ]‖.
Proof. Fix an input |ψ〉 and denote the output state vectors by |u〉 = U |ψ〉 and |v〉 = V |ψ〉, respec-
tively. Normalization ensures that these state vectors obey |〈u, v〉| ≤ 1, as well as ‖|u〉 − |v〉‖`2 =√
2(1− Re(〈u, v〉). Apply the Fuchs–van de Graaf relations [40, Theorem 3.33] to convert the output
trace distance into a (pure) output fidelity:
1
2‖|u〉〈u| − |v〉〈v|‖1 =
√
1− |〈u, v〉|2 =
√
(1 + |〈u, v〉)(1− |〈u, v〉|) ≤ ‖|u〉 − |v〉‖`2 .
The diamond distance bound then is a direct consequence of this relation. Use the fact that stabilization
is not necessary for computing the diamond distance of two unitary channels to conclude
1
2‖U − V‖ = max|ψ〉〈ψ|
1
2‖U(|ψ〉〈ψ|)− V(|ψ〉〈ψ|)‖1 ≤ max|ψ〉 ‖(U − V )|ψ〉‖`2 = ‖U − V ‖.
Here, we have also used the definition of the operator norm. In order to handle expectation values, we
need an additional argument. Let (pk, Vk) be an ensemble of unitaries with weights pk ≥ 0 that obey∑
k pk = 1. Then, Cauchy–Schwarz asserts
|〈ψ|U†E[V ]|ψ〉|2 = |
∑
k
√
pk
√
pk〈ψ|U†Vk|ψ〉|2 ≤ (
∑
k
pk)
∑
k
pk|〈ψ|U†Vk|ψ〉|2 =
∑
k
pk|〈ψ|U†Vk|ψ〉|2,
for any unitary U and state |ψ〉. Combined with Fuchs–van de Graaf, this observation delivers
1
2‖U(|ψ〉〈ψ|)− E[V(|ψ〉〈ψ|)]‖1 ≤
(
1−
∑
k
pk|〈ψ|U†Vk|ψ〉|2
)1/2 ≤ (1− |〈ψ|U†E[V ]|ψ〉|2)1/2
for any pure input state |ψ〉. This is enough to conclude 12‖U |ψ〉〈ψ|U† − E[V |ψ〉〈ψ|V †]‖1 ≤ ‖(U −
E[V ])|ψ〉‖`2 , much as before. We emphasize that this relation is true for any fixed unitary U and any
unitary ensemble (pk, Vk). This flexibility is essential to deduce the diamond distance bound, because
E[V] is not unitary and stabilization must be taken into account:
‖U − E[V]‖ = max|ψ〉〈ψ|
1
2‖U ⊗ I(|ψ〉〈ψ|)− E [V ⊗ I(|ψ〉〈ψ|)] ‖1
= max
|ψ〉〈ψ|
1
2‖(U ⊗ I)|ψ〉〈ψ|(U ⊗ I)† − E
[
(V ⊗ I)|ψ〉〈ψ|(V ⊗ I)†] ‖1
≤ max
|ψ〉
‖(U ⊗ I− E[V ⊗ I])|ψ〉‖`2 = ‖(U − E[V ])⊗ I‖ = ‖U − E[V ]‖.
This is what we needed to show.
2. Controlling the deterministic bias
Next, we establish a bound on the deterministic bias between the averaged channel and the ideal
unitary evolution.
Proposition 1. Consider the i.i.d. unitary product constructed by the qDRIFT protocol (2) for simu-
lating U = exp(−itH). Define the total strength λ = ∑k ‖hk‖ and the evolution time t. Then
‖U − E[VN · · ·V1]‖ ≤ t
2λ2
N
.
Note that Lemma 2 allows for converting this statement into a diamond distance bound for the
associated channels:
1
2‖U − E[VN ◦ · · · ◦ V1]‖ ≤ ‖U − E [VN · · ·V1] ‖ ≤
t2λ2
N
. (18)
This is a slight improvement over the main technical result regarding qDRIFT [8]. Indeed, Campbell
labels the total average qDRIFT channel E = E[VN ◦ · · · ◦ V1], and he establishes that 12‖U − E‖ ≤
(t2λ2/N)e2tλ/N in [8, Eq. (B12)]. Both assertions become very similar in the large N limit, but (18) is
always tighter and the discrepancy can be quite pronounced for small and intermediate values of N .
The proof of Proposition 1 is based on an extension of the numerical bounds |eix − 1| ≤ |x| and
|eix − ix− 1| ≤ x2/2 for all x ∈ R to Hermitian matrices.
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Fact 1. Let X be Hermitian. Then we have the zero-order bound ‖ exp(iX)−I‖ ≤ ‖X‖ and the first-order
bound ‖ exp(iX)− iX − I‖ ≤ 12‖X‖2.
These observations can be converted into accurate operator-norm bounds for the expected error of
individual qDRIFT steps.
Lemma 3. Fix a Hamiltonian H =
∑L
l=1Hl and paramters N, t. Set U
1/N = exp (−i(t/N)H) and
λ =
∑L
l=1 ‖hl‖. Then, the random matrix V defined in (2) obeys
‖V − (EV )‖ ≤ 2tλ
N
(almost surely) and ‖(EV )− U1/N‖ ≤ t
2λ2
N2
Proof. Streamline the notation from Figure 1 by absorbing the scaling factor (t/N) into the random
Hermitian matrix X. In particular, V = exp(−iX), EV = E[exp(−iX)], U1/N = exp(−iE[X]) and
‖X‖ = (tλ)/N almost surely. Observe that
‖V − (EV )‖ ≤ ‖ exp(−iX)− I‖+ ‖I− E[exp(−iX)]‖ ≤ ‖ exp(−iX)− I‖+ E‖I− exp(−iX)‖,
where the last inequality is Jensen’s. Fact 1 and uniform normalization (‖X‖ = (tλ)/N) then imply
‖ exp(−iX) − I‖ ≤ ‖X‖ = (tλ)/N for any instance of the random matrix X. This uniform bound also
covers the expected norm difference and we conclude ‖V − (EV )‖ ≤ 2tλ/N . The (tighter) second claim
can be derived in a similar fashion. A combination of Jensen’s inequality, Fact 1, and normalization
delivers
‖(EV )− U1/N‖ = ‖E [exp(−iX)]− I+ iX] + (I− iE[X]− exp(−iE[X])) ‖
≤ E‖ exp(−iX)− I+ iX‖+ ‖ exp(−iE[X])− I+ iE[X]‖
≤ 12E‖X‖2 + 12‖E[X]‖2 ≤ E‖X‖2 = (tλ/N)2 .
This is the advertised result.
We also need a statement regarding error accumulation over several applications of similar, but not
identical, linear operators. It is a rather intuitive consequence of operator norm sub-multiplicativity and
the triangle inequality. See [33] for related results.
Lemma 4. Let EV and U1/N be matrices with bounded operator norm: ‖EV ‖ ≤ 1 and ‖U1/N‖ ≤ 1.
Then
‖(EV )N − (U1/N )N‖ ≤ N‖(EV )− U1/N‖.
Proof. The triangle inequality and sub-multiplicativity imply
‖A1A2 −B1B2‖ = ‖(A1 −B1)A2 +B1(A2 −B2)‖ ≤ ‖A2‖‖A1 −B1‖+ ‖B1‖‖A2 −B2‖
for any matrix quadruple A1, A2, B1, B2 with compatible dimensions. Use the assumed operator norm
bounds to iteratively apply this relation and deduce the statement:
‖(EV )N − (U1/N )N‖ = ‖(EV )(EV )N−1 − U1/N (U1/N )N−1‖
≤ ‖(EV )− U1/N‖+ ‖(EV )N−1 − (U1/N )N−1‖ ≤ · · · ≤ N‖(EV )− U1/N‖.
This is the stated result.
Proof of Proposition 1. The main result of this section immediately follows from combining Lemma 4
and Lemma 3. Decompose U = exp(−itH) into N steps U1/N = exp(−i(t/N)H) and conclude
‖U − (EV )N‖ = ‖(U1/N )N − (EV )N‖ ≤ N‖U1/N − (EV )‖ ≤ t
2λ2
N
.
This is what we had to show.
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3. Controlling random fluctuations
In the previous subsection we have essentially recapitulated the state of the art regarding qDRIFT:
the algorithm provides an accurate approximation in expectation over all possible random choices (deter-
ministic bias). In this section, things start to get interesting. We want to show that a single realization of
qDRIFT is likely to provide a good approximation, provided that the number of steps N is sufficiently
large. In order to achieve this goal, we need to show that concrete fluctuations around the (accurate)
expected behavior remain small:
VN · · ·V1 ≈ E[VN · · ·V1] = (EV )N with high probability. (19)
In words, we need to show that a product of i.i.d. random matrices concentrates sharply around its
expectation value. This is an interesting and nontrivial problem, even in the (asymptotic) large N -limit.
While sharp concentration bounds for sums of i.i.d. random matrices have been available for more than
a decade now [2, 36], our understanding of concentration for random matrix products is more limited;
see [17] and references therein. There is a lot of math literature on random walks on Lie groups, but the
focus is usually on asymptotic convergence and the machinery is different; see [38] and references therein.
The small-step regime has seen less development, although there are some asymptotic bounds [39].
Fortunately, the qDRIFT construction has several appealing features: the random unitaries VN , . . . , V1
are i.i.d. unit-norm matrices that are close to the identity matrix (‖V −I‖ ≤ tλ/N almost surely) and close
to their expectation (‖V − (EV )‖ ≤ 2tλ/N almost surely). These properties allow us to use the matrix
martingale formalism to derive a strong, nonasymptotic result on the quality of the approximation.
Proposition 2 (qDRIFT: Spectral norm concentration). Consider a Hamiltonian H =
∑L
i=1Hl with
interaction strength λ =
∑L
l=1 ‖hl‖, and fix parameters N, t. Suppose that VN , . . . , V1 are i.i.d. instances
of the random unitary d× d matrix V constructed by the qDRIFT protocol (2). Then
Pr [‖VN · · ·V1 − E[VN · · ·V1]‖ ≥ /2] ≤ 2d exp
(
− N
2
44t2λ2
)
for any  ∈ [0, 4tλ].
In particular, N ≥ (44t2λ2/2) log(2d/δ) implies that ‖VN · · ·V1−E[VN · · ·V1]‖ ≤ /2 with probability at
least 1− δ.
This statement provides a strong tail bound for random fluctuations in the small-error regime  ≤ 4tλ.
As N increases, the probability of incurring (at least) error /2 diminishes exponentially. For  > 4tλ, we
have instead a subexponential tail bound: Pr [‖Vn · · ·V1 − E[VN · · ·V1]‖ ≥ τ ] ≤ 2d exp(−N/6tλ). We
refer to (21) for a unified statement that covers both regimes.
The proof technique deserves some exposition, as it is rather general and may be of independent
interest. For fixed N , we interpolate between both sides of Rel. (19) by means of a random process
{Bk : k = 0, . . . , N}:
Bk = (EV )N−kVk · · ·V1 where B0 = (EV )N and BN = VN · · ·V1.
The increments of this random process are certainly not independent. For instance, Bk depends on the
(random) choice of Vk and all previous choices Vk−1, . . . , V1. This suggests that the random process
{Bk} may resemble a random walk in matrix space. The following observations support this intuition:
1. Causality: Each Bk is completely determined by the information we have collected up to step k.
That is, the (random) choices of Vk, . . . , V1.
2. Status quo: Conditioned on previous choices, the expectation of Bk+1 equals Bk: for 1 ≤ k ≤ N
E [Bk+1|Vk · · ·V1] = (EV )N−(k+1)EVk+1 [Vk+1]Vk · · ·V1 = (EV )N−kVk · · ·V1 = Bk. (20)
This feature underscores similarities to an unbiased random walk. On average, “tomorrow” (Bk+1)
is the same as “today” (Bk).
An (integrable) random process {Bk : 0 ≤ k ≤ N} with these two properties is called a martingale. The
martingale in question is matrix-valued and also bounded :
E‖Bk‖ ≤ ‖EV ‖N−kE‖Vk · · ·V1‖ ≤ 1 for each k = 1, . . . , N .
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This bounded matrix martingale interpolates between B0 = (EV )N , the deterministic expectation value,
and BN = VN · · ·V1, a product of i.i.d. random matrices:
BN −B0 =
N∑
k=1
(Bk −Bk−1) =:
N∑
k=1
Ck.
We have introduced the elements Ck := Bk −Bk−1 of the difference sequence. The martingale condition
(20) suggests that this difference sequence may control the fluctuations within the random process {Bk}.
The following, rather crude, concentration inequality suffices to make this intuition precise.
Fact 2 (Matrix Freedman). Let {Bk : k = 0, . . . , N} be a bounded matrix martingale in Md. Assume
that the associated difference sequence Ck = Bk −Bk−1 obeys ‖Ck‖ ≤ R almost surely. Then
Pr [‖BN −B0‖ ≥ τ ] ≤ 2d exp
( −τ2/2
NR2 +Rτ/3
)
for any τ > 0.
This statement is a consequence of more general and fine-grained matrix martingale bounds, most
notably [35, Corollary 1.3] and also [16, Theorem 11].
Proof of Proposition 2. We have already established that the random process Bk = (EV )N−kVk · · ·V1
forms a bounded matrix martingale that interpolates between B0 = E[VN · · ·V1] = (EV )N and VN =
VN · · ·V1. The elements of the associated difference sequence are
Ck = Bk −Bk−1 = (EV )N−k (Vk − (EVk))Vk−1 · · ·V1 with k = 1, . . . , N.
They are readily bounded. Recall that Vk = exp(−iXl) for some Hermitian matrices Xl = tN λ‖hl‖hl with
index 1 ≤ l ≤ L. Boundedness (‖EV ‖, ‖Vk‖ ≤ 1) and Fact 1 (‖ exp(−iX)− I‖ ≤ ‖X‖ for X Hermitian)
ensure
‖Ck‖ ≤ ‖EV ‖N−k‖Vk − (EVk)‖‖Vk−1 · · ·V1‖ ≤ ‖Vk − (EVk)‖ = ‖Vk − I− E[Vk − I]‖
≤ ‖Vk − I‖+ ‖E[Vk − I]‖ ≤ 2 max
l
‖ exp (−iXl)− I‖ ≤ 2 max
l
‖Xl‖ = 2tλ
N
almost surely. Set R = 2tλ/N , and invoke Fact 2 to conclude that
Pr [‖BN −B0‖ ≥ τ ] ≤ 2d exp
(
− Nτ
2
8(tλ)2 + 4(tλ)τ/3
)
. (21)
The statement follows from bounding the somewhat complicated exponential by either
exp
(−3τ2/(8NR2)) for τ ≤ 2λt or by exp (−3τ2/(8R)) for τ ≥ 2λt. Last, we substitute τ = /2.
In fact, the same proof works for more general small-step random walks on the unitary group:
Proposition 3 (Random walk on unitary group). Let {U1, U2, · · · , UN} ⊂ U(d) independent, random
unitary matrices. Suppose that
N∑
j=1
‖(Uj − EUj)(U†j − EU†j )‖ ≤ σ2 and ‖Uj − EUj‖ ≤ B. (22)
Then the product satisfies a concentration inequality:
P(‖UN · · ·U1 − E[UN · · ·U1]‖ ≥ ) ≤ 2d exp
( −2
σ2 +B/3
)
. (23)
There are several recent independent papers that also use matrix martingale tools to study products
of random matrices that are close to the identity. The work [17] addresses the problem using uniform
smoothness tools. The paper [20] uses the matrix Freedman inequality; their proof is quite similar to
ours. In contrast, we are interested in unitary products, which allows for additional simplifications. For
more background on matrix martingales, see [12, 17, 26, 29, 35].
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4. A bound for expected error
In the previous subsection, we established that a sufficiently long qDRIFT random product formula
concentrates sharply around its expectation. We can translate this statement into a bound on the
expected fluctuation around the true evolution.
Proposition 4 (qDRIFT: Expected diamond norm error). Consider an n-qubit Hamiltonian H =∑L
i=1 hl with total size λ =
∑L
l=1 ‖hl‖. Fix parameters N, t, and assume that N ≥ n. Set U = UXU†
with U = exp (−itH), and suppose that VN , . . . ,V1 ∼ V are i.i.d. realizations of the qDRIFT protocol.
That is, V(X) = V XV †, where V is defined by (2). Then
E
[
1
2‖U − VN ◦ · · · ◦ V1‖
] ≤ t2λ2
N
+ C
ntλ
N
+ C
√
nt2λ2
N
≈ C
√
nt2λ2
N
, (24)
where C > 0 is a (modest) numerical constant. The symbol ≈ denotes an accurate approximation in the
large-N regime.
It is instructive to compare this assertion to the original qDRIFT result [8] and the improvement
in (18):
1
2‖U − E [VN ◦ · · · ◦ V1] ‖ ≤
t2λ2
N
.
Note that the expectation over all possible realizations of all N unitary channels appears inside the
diamond distance. This implies that qDRIFT performs well on average over many random realizations,
provided that the number N of steps exceeds t2λ2/. In contrast, (24) has the expectation outside the
diamond distance.
Our result gives a much stronger conclusion: An individual realization of the randomized qDRIFT
protocol does not deviate much from the target evolution, for any input states and observables, with
very high probability. The price for such an improvement is a larger number of steps that depends on
the system size. For n qubits, the gate complexity N ≥ Cnt2λ2/2 is sufficient to ensure -closeness on
average. The quadratic scaling in the accuracy parameter  is necessary (for large N) because of the
central limit theorem for martingales. The appearance of the number n of qubits is a consequence of
measuring closeness in diamond distance. To obtain
 ≥ E[ 12‖U − VN ◦ · · · ◦ V1‖] = E[ 12 maxρ state ‖Uρ − VN ◦ · · · ◦ V1(ρ)‖1],
we need the random product formula to behave for all possible n-qubit input states ρ simultaneously. If
we restrict our attention to any fixed input state, we can obtain a gate complexity that does not depend
on n. This is the topic of the next section.
Proof of Proposition 4. First, we relate the expected diamond distance to an expected operator norm
distance and split it up into deterministic bias and (expected) fluctuations:
E
[
1
2‖U − VN ◦ · · · ◦ V1‖
] ≤ ∥∥U − (EV )N∥∥+ E∥∥VN · · ·V1 − (EV )N∥∥
The first term is deterministic and controlled by Proposition 1: ‖U−(EV )N‖ ≤ t2λ2/N . The second term
can be bounded by integrating the tail bound in Proposition 2, or rather the tighter bound presented (21);
see [36, Remark 6.5]. Set d = 2n to conclude
E‖VN · · ·V1 − (EV )N‖ =
∫ ∞
0
Pr
[‖VN · · ·V1 − (EV )N‖ ≥ τ] dτ
≤
∫ ∞
0
2× 2n exp
(
− τ
2/2
4λ2t2 + 2λtτ/3
)
dτ
≤ 2C max
{√
nt2λ2
N
,
ntλ
N
}
≤ C
(
ntλ
N
+
√
nt2λ2
N
)
,
where 2C is a constant.
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B. Proof of Theorem 3: Approximation error under a single arbitrary input
Proposition 4 asserts that a single, random realization of the qDRIFT protocol (2) accurately ap-
proximates a unitary target evolution with respect to the diamond norm:
E
[
1
2‖U − VN ◦ · · · ◦ V1‖
]
= E
[
1
2 maxρ state
‖U(ρ)− VN ◦ · · · ◦ VN (ρ)‖1
]
<∼ C
√
nt2λ2
N
.
Here, <∼ denotes an accurate approximation of the true bound in the large N regime. This bound scales
linearly in the (qubit) system size n. The dependence on n should not come as a surprise, since the
diamond norm produces a very stringent worst-case distance measure. As emphasized by the above
reformulation, the approximation must be accurate even when we optimize to find the worst possible
input state ρ.
In Hamiltonian simulation, demanding such a stringent worst-case promise may be excessive. In most
practical applications, the input state ρ is fixed and simple, e.g., a product state. In this more practical
setting, we can obtain a gate complexity N that does not depend on the system size n. The main result
of this section asserts
max
ρ state
E
[
1
2‖U(ρ)− VN ◦ · · · ◦ V1(ρ)‖1
] ≤ C√ t2λ2
N
.
In other words, fixing an arbitrary input state ρ helps a lot. A total number of N = 4 (tλ/)2 steps
ensures that qDRIFT produces an -accurate output state, with respect to trace distance.
The proof is similar in spirit to the argument behind Proposition 4. We construct a vector-valued
martingale that describes the evolution of the state. We control the behavior of this martingale using
the uniform smoothness of the Lq(`2) norm. This argument is inspired by the work [17] on concentration
of random matrix products.
1. Approximation error for a fixed state
In this section, we state and prove our main technical result on the action of the qDRIFT protocal
on a fixed input state.
Proposition 5 (qDRIFT: Action on a fixed state). Consider a Hamiltonian H with total strength λ
and evolution time t. Let V1, . . . ,VN be the i.i.d. random unitary evolution operators constructed by the
qDRIFT protocol (2). For N ≥ (tλ)2,
max
ρ state
E
[
1
2
∥∥U(ρ)− VN ◦ · · · V1(ρ)∥∥1] ≤ 4
√
t2λ2
N
.
Moreover, for  > 0,
max
ρ state
Pr
[
1
2
∥∥U(ρ)− VN ◦ · · · V1(ρ)∥∥1 > ] ≤ exp( −2N32et2λ2
)
.
Proof. First, we reduce the problem to a question about pure states. For any q ≥ 2, Markov’s inequality
implies that
Pr
[
1
2
∥∥U(ρ)− VN ◦ · · · V1(ρ)∥∥1 > ] ≤ −qE[2−q∥∥U(ρ)− VN ◦ · · · V1(ρ)∥∥q1]. (25)
The right-hand side of this equation is a convex function of the state ρ. Thus, the maximum of the
right-hand side over all states is attained at a pure state. As a consequence, we can establish both claims
in the proposition by limiting our attention to an (unknown) pure state ρ = |ψ〉〈ψ| that does not depend
on the random unitaries Vi.
Next, we convert the trace distance of the output states into a Euclidean distance on the state vectors
themselves. The power q ≥ 2 will remain fixed until the last step of the argument. Lemma 2 implies(
E
[
2−q‖U(|ψ〉〈ψ|)− VN ◦ · · · ◦ V1(|ψ〉〈ψ|)‖q1
])1/q ≤ (E‖(VN · · ·V1 − U)|ψ〉‖q`2)1/q
≤ 2 max{∥∥(E [VN · · ·V1]− U) |ψ〉︸ ︷︷ ︸
deterministic bias |ψbias〉
∥∥
`2
,
(
E
∥∥(VN · · ·V1 − E [VN · · ·V1]) |ψ〉︸ ︷︷ ︸
random fluctuation |ψrand〉
∥∥q
`2
)1/q}
. (26)
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The last bound follows from the triangle inequality and the fact (a+ b)q ≤ 2q max{aq, bq} for a, b ≥ 0.
We have split up the difference into two components, a deterministic bias and a random fluctuation.
To control the deterministic bias, we simply apply Proposition 1:
‖(E [VN · · ·V1]− U)|ψ〉‖`2 = ‖((EV )N − U)|ψ〉‖`2 ≤ ‖(EV )N − U‖ ≤
(tλ)2
N
. (27)
We will see that the bias is always negligible in comparison with the fluctuation. To control the second
term, we need the following lemma.
Lemma 5. Let VN , . . . , V1 be i.i.d. unitaries that implement the qDRIFT protocol (2) with parameters
t and λ. Then, for any q ≥ 2,
(
E‖(VN · · ·V1 − E[VN · · ·V1])|ψ〉‖q`2
)1/q ≤ 2√ (q − 1)(tλ)2
N
.
We will establish this lemma below. The basic idea behind the proof is to express the random vector
using a martingale sequence.
Introduce the inequalities from (27) and Lemma 5 into the bound (26). We obtain
(
E
[
2−q‖U(|ψ〉〈ψ|)− VN ◦ · · · ◦ V1(|ψ〉〈ψ|)‖q1
])1/q ≤ 4√ (q − 1)(tλ)2
N
. (28)
We have used the assumption that N ≥ (tλ)2 to see that the second branch of the maximum always
dominates the first.
We may now complete the proof. To obtain the expectation bound, we set q = 2 in (28) and apply
Lyapunov’s inequality. To obtain the probability bound, we combine (25) and (28) to arrive at
Pr
[
1
2
∥∥U(ρ)− VN ◦ · · · V1(ρ)∥∥1 > ] ≤ (16q(tλ)22N
)q/2
.
Select q = (2N)/(16et2λ2) to obtain the stated result. The resulting probability bound is vacuous unless
q ≥ 2.
2. Proof of Lemma 5
In this section, we establish the bound on the size of the fluctuations. The main ingredient in the
argument is a powerful method for exploiting the orthogonality of the martingale difference sequence.
Fact 3 (Subquadratic averages). Let x, y ∈ Cd be two random vectors that obey E [y|x] = 0. Then, for
any q ≥ 2, (
E‖x+ y‖q`2
)2/q ≤ (E‖x‖q`2)2/q + (q − 1) (E‖y‖q`2)2/q .
Fact 3 is a consequence of Bonami’s inequality [14, Cor. 13.1.1] and some standard arguments; see [17,
Sec. 3]. Geometrically, this result expresses the uniform smoothness of the space Lq(`2).
Proof of Lemma 5. Fix a vector |ψ〉, and introduce a sequence of random vectors: |ψk〉 =
∏k
i=1 Vk|ψ〉
for 1 ≤ k ≤ N . As a consequence, (VN · · ·V1 − E[VN · · ·V1])|ψ〉 = |ψN 〉 − E[|ψN 〉]. We can recast this
difference as a sum of two random vectors that are conditionally orthogonal in expectation:
E‖|ψN 〉 − E[|ψN 〉]‖q`2 = E‖(VN − E[VN ])|ψN−1〉+ E[VN ](|ψN−1〉 − E [|ψN−1〉])‖
q
`2
=: E‖y + x‖q`2 .
Indeed, E[y|x] = E[VN − (EVN )]|ψN−1〉 = 0. We can apply Fact 3 to split up the contributions:
(E‖|ψN 〉 − E[|ψN 〉]‖q`2)2/q ≤ (q − 1)(E‖(VN − (EVN ))|ψN−1〉‖
q
`2
)2/q
+ (E‖(EV )(|ψN−1〉 − E [|ψN−1〉])‖q`2)2/q
≤ (q − 1)(E‖VN − E[VN ]‖q)2/q + (E‖|ψN−1〉 − E [|ψN−1〉] ‖q`2)2/q.
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We can now iterate this argument to conclude that
(E‖|ψN 〉 − E[|ψN 〉]‖q`2)2/q ≤ (q − 1)
N∑
k=1
(E‖Vk − E[Vk]‖q)2/q.
Invoke Lemma 3, using the properties of the random unitaries constructed by qDRIFT:
(E‖V − E[V ]‖q)2/q ≤
(
2
tλ
N
)2
.
Combine the last two displays to reach the stated result.
Lemma 5 allows us to control the probability of having a large random fluctuation. We will see that
the probability would decay exponentially, nearly the same as Proposition 2, though without a factor of
dimension d.
C. Proof of Theorem 4: Approximation error under fixed set of input states and observables
This result is derived from (18), which improves on Campbell’s original technical result [8] for the
error in the average channel. An immediate consequence of (18) is the following important statement:
N ≥ 4t2λ2/ implies ‖U − E[VN · · · V1]‖ ≤ /2.
That is, the diamond distance error in the average channel is negligible when the number N of gates
is sufficiently large. Given M arbitrary input–observable pairs (|ψ1〉 , O1), . . . , (|ψM 〉 , OM ), the diamond
distance bound ensures that∣∣∣〈ψj |U†OjU |ψj〉 − E [〈ψj |V †1 · · ·V †NOjVN · · ·V1 |ψj〉]∣∣∣ ≤ /2, for all 1 ≤ j ≤M . (29)
Thus, it suffices to approximate each E
[ 〈ψj |V †1 · · ·V †NOjVN · · ·V1 |ψj〉 ] up to accuracy /2 in order
to get an -approximation of the original target 〈ψj |U†OjU |ψj〉. This can be achieved by executing
the following procedure. We first sample R random product formulas, V (1)N · · ·V (1)1 , . . . , V (R)N · · ·V (R)1
using the qDRIFT procedure. For each input–observable pair (|ψj〉 , Oj), we perform R measurement
repetitions:
repetition 1 : |ψj〉 → V (1)N · · ·V (1)1 |ψj〉 → measure Oj to get oˆ(1)j .
...
repetition R : |ψj〉 → V (R)N · · ·V (R)1 |ψj〉 → measure Oj to get oˆ(R)j .
Single-shot measurements for each repetition are sufficient. It is not necessary to estimate the full
expectation value associated with observable Oj . We then average the R measurement outcomes to
obtain the empirical estimates
oˆj =
1
R
R∑
r=1
oˆ
(r)
j for each j = 1, . . . ,M .
We assume that the observable Oj has eigenvalues bounded between [−1, 1]. Hence, oˆ(r)j ∈ [−1, 1]. By
construction, the expectation value of the individual measurement outcome oˆ(r)j is given by
E[oˆ(r)j ] = E
[
〈ψj |V †1 · · ·V †NOjVN · · ·V1 |ψj〉
]
.
Hoeffding’s inequality tells us that the average of the R outcomes concentrates around the expectation:
P
(∣∣∣oˆj − E [〈ψj |V †1 · · ·V †NOjVN · · ·V1 |ψj〉]∣∣∣ ≥ ) ≤ 2 exp(−R22
)
.
Fixing an error parameter δ ∈ [0, 1] and setting R ≥ 16 log(M/δ)/2 ensures that
P
(∣∣∣oˆj − E [〈ψj |V †1 · · ·V †NOjVN · · ·V1 |ψj〉]∣∣∣ ≥ 2) ≤ δM for each 1 ≤ j ≤M .
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By a union bound over the M pairs of input state and observable, we obtain
P
(
max
1≤j≤M
∣∣∣oˆj − E [〈ψj |V †1 · · ·V †NOjVN · · ·V1 |ψj〉]∣∣∣ ≥ 2
)
≤ δ.
Taking the complement, we learn that, with probability at least 1− δ, each of the M estimates oˆj with
1 ≤ j ≤M will be /2-close to its expected value. In view of (29), we obtain∣∣oˆj − 〈ψj |U†OjU |ψj〉∣∣ <  for all 1 ≤ j ≤M
with probability at least 1− δ. This concludes the proof of Theorem 4.
V. ASYMPTOTIC TIGHTNESS
It is natural to wonder whether the bound (24) is tight for some Hamiltonian, i.e., whether N =
Ω(nλ2t2/2) is also necessary to achieve concentration. More precisely, we want to understand whether
the dependences on system size n = log2(d), evolution time t and interaction strength λ are also necessary
to control the typical deviation of the unitary random walk we considered.
In the context of matrix concentration inequalities, this question has been thoroughly addressed [36].
The answer is affirmative for sums of bounded matrices: concentration inequalities are tight and saturated
for collections of commuting matrices. Although in this work we consider products of random matrices,
we are still using a telescoping sum in the small step regime and expect an analogy.
This observation motivates us to look at artificial Hamiltonians whose associated unitary evolution
saturates the upper bounds put forth in this work. The cases we can handle lie at the two extremes:
either the sum of single-site Pauli Zs or the sum of all 2n many-body Pauli Zs. We will see the presence
of the system size factor n = log2(d) at both extremes, so one may believe the same to hold for the
intermediate q-local cases. However, this factor arises for very different reasons. It arises in the single-
site case, because the operator norm completely factorizes into n constituents (one for each term). For
Hamiltonians that encompass all 2n many-body Zs, it comes from the fact that diagonal entries are nearly
independent, so the union bound we used in Section III B is tight. Independence of entries requires the
presence of all many-body terms, and does not extend to the few-body case.
The multivariate central limit Theorem will be crucial for analyzing both cases, as it greatly simplifies
the analysis in large N limit.
Fact 4 (CLT for the multinomial distribution). The multinomial distribution m = (m1, . . . ,mK) ∼
Mult(N, (1/K, . . . , 1/K)) (roll a fair K-sided dice N times) obeys a central limit theorem (CLT):
1√
N
(m− Em) ∼ N (0,Σ) almost surely as N →∞.
The covariance matrix is Σ = 1K
(
I− 1K J
)
, where J denotes the K ×K matrix of ones.
A. Sum of single site Pauli-Z operators
This example demonstrates the saturation of our martingale bounds for single site Hamiltonians that
factorize completely. To this end, we revisit a variant of the n-qubit example Hamiltonian discussed in
Section IIIA:
H =
n∑
k=1
Zk where Zk = I⊗ · · · ⊗ I︸ ︷︷ ︸
(k − 1)-times
⊗ Z ⊗ I⊗ · · · ⊗ I︸ ︷︷ ︸
(n− k)-times
for 1 ≤ k ≤ n. (30)
Proposition 6. Suppose that we wish to obtain an N -term approximation of the time evolution U =
exp(−itH) associated with the n-qubit Hamiltonian (30) for evolution time t. In the large N limit
(CLT), the qDRIFT approximation (2) incurs an operator norm error that matches the (upper) bound
from Theorem 1 up to a constant factor:
E ‖U − VN · · ·V1‖ ≥
√
2
pi
√
(n− 1)(tλ)
2
N
− 12 (n− 1)
(tλ)2
N
.
We have chosen to state this result directly in terms of operator norm deviation. A conversion into
diamond distance is also possible: 12‖U − V‖ ≥ 12‖U − V ‖ for any pair of unitary channels. This
conversion rule readily follows from the geometric characterization of 12‖U − V‖ provided in Ref. [1].
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Proof of Proposition 6. Each of the n terms in the Hamiltonian (30) has unit operator norm (‖Zk‖ = 1)
and the strength is λ =
∑n
k=1 ‖Zk‖ = n. For fixed N and t, each short-time approximation (2) has
the form Vi = exp
(−i tnN Zk(i)), where each k(i) is an index chosen uniformly from the set {1, . . . , n}
(multinomial distribution). Since all Zks commute, we can rewrite the entire product formula as
VN · · ·V1 = exp
(
−i tλN
N∑
i=1
Zk(i)
)
= exp
(
−i tλN
n∑
k=1
mkZk
)
.
Here, we have introduced the count statistics mk for each site label k – that is the number of times
location k has been selected throughout N independent selection rounds – to rearrange the sum. This
count statistics obeys m¯k = Emk = N/n = N/λ for each 1 ≤ k ≤ n. We can use this observation to
re-express the target unitary U in a compatible fashion:
U = exp
(
−it
n∑
k=1
Zk
)
= exp
(
−i tλN
n∑
k=1
m¯kZk
)
.
Unitary invariance then implies that the operator norm difference between both unitaries becomes
‖VN · · ·V1 − U‖ =
∥∥∥∥∥exp
(
−i tλ√
N
N∑
i=1
1√
N
(mk − m¯k)Zk
)
− I
∥∥∥∥∥ . (31)
This is a promising starting point. The multinomial CLT (Fact 4) ensures that the n centered and
normalized random variables sk = 1√N (mk − m¯k) approach the coefficients of a Gaussian vector s ∈ Rn
with covariance matrix Σ = 1n
(
I− 1nJ
)
. This, in particular implies Esk = 0 and Es2k =
1
n (1 − 1n ) = σ2
for all 1 ≤ k ≤ n. We can capitalize on this observation by simplifying (31) via a second-order Taylor
expansion. Set X = − tλ√
N
∑
k skZk for brevity and apply Fact 1 to obtain
‖VN · · ·V1 − U‖ = ‖exp(iX)− I‖ ≥ ‖iX‖ − ‖exp(iX)− iX − I‖ ≥ ‖X‖ − 12 ‖X‖2 .
This relation is preserved under expectations and we obtain
E ‖VN · · ·V1 − U‖ ≥ tλ√NE
∥∥∥∥∥∑
k
skZk
∥∥∥∥∥− 12 ( tλ√N )2 E
∥∥∥∥∥∑
k
skZk
∥∥∥∥∥
2
.
Let us focus on the leading order term first. The particular structure of the Hamiltonian (30) – each Zk
is the tensor product of a single Pauli-Z matrix at location k with (n − 1) identity matrices – ensures
that the operator norm factorizes nicely. Use ‖X ⊗ I+ I⊗ Y ‖ = ‖X‖+ ‖Y ‖ iteratively to conclude
E
∥∥∥∥∥∑
k
skZk
∥∥∥∥∥ = E
n∑
k=1
‖skZk‖ =
n∑
k=1
|sk| N→∞= n
√
2
pi
1
n
(
1− 1n
)
=
√
2
pi (n− 1),
because the CLT asserts that each |sk| approaches a half-normal random variable with σ2 = 1n (1− 1n ).
To bound the quadratic term, we combine the factorization trick from above with a well-known relation
among `p-norms in Rn:
E
∥∥∥∥∥
n∑
k=1
skZk
∥∥∥∥∥
2
= E
(
n∑
k=1
|sk|
)2
= E ‖s‖2`1 ≤ nE ‖s‖
2
`2
= n
n∑
k=1
Es2k = n2σ2 = (n− 1).
No CLT is required for this argument. Inserting both bounds into Eq. (31) completes the argument.
B. Sum of many-body Pauli-Z operators
Let us revisit the example Hamiltonian from Sec. III B, albeit without additional sign factors. Recall
the multi-indices p = (p1, . . . , pn) ∈ {0, 1}n and set
H =
∑
p∈{0,1}n
Zp =
∑
p∈{0,1}n
Zp1 ⊗ · · · ⊗ Zpn , (32)
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where we use the conventions Z1 = Z and Z0 = I. This Hamiltonian is not local. All constituents
commute and have the same operator norm: ‖Zp‖ = 1 for all p ∈ {0, 1}n. This in turn implies that
the strength parameter λ =
∑
p ‖Zp‖ = 2n equals the Hilbert space dimension. It is also worthwhile to
point out that each term is diagonal in the computational basis |b〉 = |b1, . . . , bn〉 with b = (b1, . . . , bn) ∈
{0, 1}n. Overlaps of the Hamiltonian terms with computational basis states are given by
〈b|Zp|b〉 = (−1)〈b,p〉 = (−1)
∑
i bipi ∈ {±1} . (33)
The following claim highlights that our findings are tight for asymptotically large step sizes N . This
complements the example upper bound derived in Sec. III B, as well as Theorem 1.
Proposition 7. Suppose that we wish to obtain an N -term approximation of the time evolution U =
exp(−itH) associated with the n-qubit Hamiltonian (32) for evolution time t. In the large N limit (CLT)
the qDRIFT approximation (2) incurs an operator norm error that matches the (upper) bound from
Theorem 1 up to a constant factor:
E‖U − VN · · ·V1‖ ≥ 12
√
n
(tλ)2
N
− 2 (n+ 12) (tλ)2N
The conversion rule 12 ‖U − V‖ ≥ 12 ‖U − V ‖ (for unitary channels) once more allows for addressing
the expected diamond distance as well.
Proof of Proposition 7. Each of the 2n terms in the Hamiltonian (32) has unit operator norm (‖Zp‖ = 1
for all p ∈ {0, 1}n) and the strength is λ = ∑p ‖Zp‖ = 2n. For fixed N and t, each short-time
approximation (2) has the form Vi = exp(−i tλN Zp(i)), where p(i) is a string chosen uniformly at random
from all 2n possibilities (multinomial distribution). Since all Zps commute, we can rephrase and simplify
the expected operator norm difference in a fashion analogous to the proof of Proposition 6:
E ‖VN · · ·V1 − U‖ ≥ tλ√NE
∥∥∥∥∥∑
p
spZp
∥∥∥∥∥− 12 ( tλ√N )2 E
∥∥∥∥∥∑
p
spZp
∥∥∥∥∥
2
. (34)
Here, sp = 1√N (mp − m¯p) is the centered and normalized variant of the count statistics mp associated
with bit string p ∈ {0, 1}n – that is the number of times the Hamiltonian term Zp has been selected
throughout N independent selection rounds. The multinomial CLT (Fact 4) asserts that the 2n centered
and normalized random variables sp = 1√N (mp −mp) approach distinct coefficients of a 2n-dimensional
Gaussian vector with covariance matrix Σ = 12n
(
I− 12n J
)
= 12n (I−|1〉〈1|), where |1〉 = 12n
∑
b∈{0,1}n |b〉
(the normalized all-ones vector in R2n). In contrast to before, the individual contributions to this operator
norm don’t factor nicely anymore. Establishing tight bounds requires additional analysis.
Let us focus on the (leading) first-order term for now. All matrix summands in the expression commute
and are diagonal in the computational basis |b〉 with b = (b1, . . . , bn) ∈ {0, 1}n. This ensures that the
operator norm is attained at a computational basis state:∥∥∥∥∥∑
p
Zpsp
∥∥∥∥∥ = maxb∈{0,1}n
∣∣∣∣∣∑
p
sp〈b|Zp|b〉
∣∣∣∣∣ = maxb∈{0,1}n
∣∣∣∣∣∑
p
(−1)〈b,p〉sp
∣∣∣∣∣ ,
where the last equation is due to Rel. (33). This expression is proportional to the largest entry (in
modulus) of the Walsh-Hadamard transform of the 2n-dimensional vector s with entries sp for p ∈ {0, 1}n.
More precisely,
max
b∈{0,1}n
∣∣∣∣∣∑
p
(−1)〈b,p〉sp
∣∣∣∣∣ = 2n/2 ∥∥Had⊗ns∥∥`∞ =: 2n/2 ‖sˆ‖`∞ where Had = 1√2
(
1 1
1 −1
)
.
We emphasize that the Walsh-Hadamard transform is an orthogonal transformation, which also applies
to the limiting covariance matrix of sˆ = Had⊗ns (CLT):
Σˆ = 12nHad
⊗n (I− |1〉〈1|) Had⊗n = 12n (I− |0, . . . , 0〉〈0, . . . , 0|) .
Hence, the CLT asserts that the transformed vector sˆ approaches a standard Gaussian vector with 2n−1
degrees of freedom: sˆ = (0, g2, . . . , g2n)T with gi
i.i.d.∼ N (0, 2−n) (one degree of freedom is erased by the
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normalization constraint
∑
pmp = N of the count statistics). The bound on the expected leading order
contribution now follows from invoking the well-known fact that the expected maximum of K standard
Gaussian random variables with equal variance σ2 is lower-bounded by 0.265
√
log(K)σ2, see e.g. [13,
Proposition 8.1]:
tλ√
N
E
∥∥∥∥∥∑
p
spZp
∥∥∥∥∥ = tλ√N 2n/2E‖sˆ‖`∞ N→∞= tλ√N 2n/2E max2≤i≤2n |gi|
≥0.625 tλ√
N
2n/2
√
log(2n − 1)2−n ≥ 12
√
n
(tλ)2
N
.
Here, we have used the numerical bound 0.625
√
log(2n − 1)/n ≥ 0.5 which is valid for any n ≥ 3 (for
n = 2 the ratio is slightly smaller). This completes the argument for the leading term.
Moving on to the quadratic term in Eq. (34), we employ a similar strategy. Observe
E
∥∥∥∥∥∑
p
Zp
∥∥∥∥∥
2
=E
∥∥∥∥∥∥
∑
p,p′
spsp′ZpZp′
∥∥∥∥∥∥ = E maxb∈{0,1}n
∣∣∣∣∣∣
∑
p,p′
spsp′〈b|ZpZp′ |b〉
∣∣∣∣∣∣
=E max
b∈{0,1}n
∣∣∣∣∣∣
∑
p
(−1)〈b,p〉sp
∑
p′
(−1)〈b,p′〉sp′
∣∣∣∣∣∣ ,
where the last equation follows from combining Eq. (33) with the appealing group structure of the Zp’s:
ZpZp′ = Zp⊕p′ , where ⊕ denotes entry-wise addition modulo 2 (the set of all Zp’s form a maximal stabi-
lizer group). We can now recognize two independent Walsh-Hadamard transforms of the 2n-dimensional
vector s in this expression:
E max
b∈{0,1}n
∣∣∣∣∣∣
∑
p
(−1)〈b,p〉sp
∑
p′
(−1)〈b,p′〉sp′
∣∣∣∣∣∣ = 2nE maxb∈{0,1}n |sˆb|2
We already know from the CLT that the 2n-dimensional Walsh-Hadamard transform of s approaches
a standard Gaussian vector: sˆ = (0, g2, . . . , g2n)T with gi
i.i.d.∼ N (0, 2−n). In the large N limit (CLT),
the r.h.s. of the above display becomes an expected maximum of K = 2n − 1 squares of i.i.d. Gaussian
variables with mean zero and variance σ2 = 2−n. Such expected maxima can be bounded using standard
arguments, see e.g. [37, Lemma 5.1]: Emax1≤i≤K |gi|2 ≤ 4σ2 log(
√
2K) (the constants are chosen based
on simplicity, not tightness). This allows us to conclude
E
∥∥∥∥∥∑
p
Zp
∥∥∥∥∥
2
= 2nE max
b∈{0,1}n
|sˆb|2 N→∞= 2nE max
2≤i≤N
|gi|2 ≤ 2n4σ2 log(
√
2(2n − 1)) ≤ 4(n+ 1/2).
Inserting linear and quadratic bound into Eq. (34) completes the argument.
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