We introduce optimal transport of states on AF-C * -algebras, using a dynamic formulation of the metric in the spirit of Benamou-Brenier. Essential for having energy functionals is an extension of quasi-entropies after Hiai and Petz to the approximately finite-dimensional setting compatible with taking conditional expectations. The metric geometry on states is a limit geometry of an ascending chain of metric geometries on state spaces of the finite-dimensional C * -algebras generating the AF-C * -algebra in question. Using this limit process, we prove equivalence of synthetic lower Ricci bounds and a gradient estimate for unital AF-C * -algebras under ergodicity assumptions. The latter are satisfied for examples arising when quantising noncommutative differential geometries, which we show to have non-negative lower Ricci bounds.
INTRODUCTION
Noncommutative differential geometry after Connes (cf. [17] , [18] ) presently lacks a general notion of curvature (cf. [28] ), even if specialised ones exist for noncommutative tori (cf. [19] , [27] ). Rather than studying curvature directly, we instead propose studying a synthetic notion of lower Ricci curvature bounds. It is given by geodesic convexity of the noncommutative relative entropy w.r.t. a metric on states arising from noncommutative optimal transport.
We argue our approach has three conceptual advantages, trading local information of the curvature tensor for a weaker global property which can be expressed via means of metric geometry. In the classic setting of metric measure spaces, it furthermore retains sufficient information for meaningful geometric analysis. Drawing analogies to said classical case, we hold the advantages to be: i) Lower Ricci bounds neither require a notion of Ricci curvature nor a locally defined notion of differentiability, instead relying on optimal transport of probability measures and relative entropy (cf. [36] , [48] , [49] ). This furthermore suffices to have an appropriate differential calculus and carry out meaningful geometric analysis (cf. [1] , [2] , [3] , [25] ). ii) Optimal transport extended to the discrete setting (cf. [37] , [38] ) allows us to consider lower Ricci bounds for continuous and discrete spaces on equal terms (cf. [26] ). Such equal treatment is expected of all concepts relevant to noncommutative differential geometry. iii) Once optimal transport has been established, as well as using geodesic convexity of the relative entropy as definition of lower Ricci bounds, all fundamental objects make immediate sense in a general noncommutative setting. In particular, states and the noncommutative relative entropy are well-known (cf. [5] , [6] ).
Motivated by this, we introduce a noncommutative analogue of optimal transport for states of an approximately finite-dimensional, or AF-C * -algebra. We use a dynamic formulation of the transport metric in the spirit of Benamou-Brenier (cf. [7] ) considering tangent vectors in the dual of a C * -algebra (e.g. C 0 (R d ) in [24] ). Named quantum optimal transport for its relation to quantum information theory in the finite-dimensional setting (cf. [15] , [12] ), this provides the theoretical framework to define and study synthetic lower Ricci bounds in the noncommutative realm for a large class of C * -algebras. Fundamental results presented in this paper are as follows:
I) The metric geometry of S(A) is the limit of a countable ascending chain of induced metric geometries on each S(A j ) for all j ∈ N. For this, we view a geometry to be characterised by its minimising geodesics. This is proved in Theorem 4.2 and elaborated on in Remark 4.9. II) Theorem 5.2 proves equivalence of Ric ≥ K and a gradient estimate under ergodicity assumptions, in analogy to the classical case. Corollary 5.2 and Remark 5.8 show lower Ricci bounds to be suprema of lower Ricci bounds for Riemannian geometries induced on each S + (A j ) := S(A j ) ∩ GL(A) for all j ∈ N. III) Example 2.6 arises when quantising spectral triples (cf. [13] , [14] ) and Corollary 5.4 shows Ric ≥ 0 if D > 0 holds. This establishes a connection between our efforts and core concepts in noncommutative differential geometry, outlined in Remark 2.12.
We further discuss results in Approach and results below. Moreover, we elaborate on the relation and difference of our work to previous ones in the subsection immediately thereafter.
Approach and results. We outline our approach in formal terms before giving details starting in the following paragraph. In the process, we highlight important results proved in this paper. Throughout this subsection, let A = ∪ j∈N A j be an AF-C * -algebra and τ a faithful trace on A satisfying ∪ j∈N A j ⊂ Dom τ . Stressing once more its purely formal nature, the guiding principle of our approach is to find data D in a class C(A, τ ) dependent on (A, τ ) s.t.
1) there exists restrictions of D to data D j ∈ C(A j , τ |Aj ) for all j ∈ N, 2) the data D j define a continuity equation CE j inducing a class of admissible paths A j , as well as an energy functional E j : A j −→ [0, ∞] for all j ∈ N, 3) we have . . . ⊂ A j ⊂ A j+1 ⊂ . . . and . . . ≤ E j ≤ E j+1 ≤ . . . for all j ∈ N up to normalisation, 4) CE := lim j CE j and E := lim j E j for a reasonable notion of convergence, while CE induces a class of admissible paths A s.t. A = ∪ j∈N A j in a natural topology and A ⊂ Dom E.
For all j ∈ N, we define a dynamic transport metric W j on S(A j ) using A j and E j by the resulting minimisation problem. Similarly, a dynamic transport metric W on S(A) is defined using A and E. We ask our framework to imply the chain of isometric inclusions
given by the canonical inclusions . . . ⊂ S(A j ) ⊂ S(A j+1 ) ⊂ . . . ⊂ S(A) arising from A * j = A j via τ |Aj for all j ∈ N (see Proposition 2.3) . In fact, we additionally obtain an analogous statement for geodesics. This guides our concept of limit geometry.
All transport metrics are formulated dynamically, hence we first consider compatibility conditions of closable C * -derivations ∇ : A −→ B upon restriction to A j for all j ∈ N. B = ∪ j∈N B j is an AF-C * -algebra with faithful trace ω s.t. ∪ j∈N B j ⊂ Dom ω, and furthermore equipped with an Abimodule structure induced by * -homomorphisms φ, ψ : A −→ B. Closable C * -derivations are analogues of classical gradients by their close relationship to C * -Dirichlet forms (cf. [16] ). We consider C * -algebras and their induced noncommutative L 2 -spaces as domain since we formulate the continuity equation with tangent vectors in B * in analogy to the classical case (cf. [24] ).
The compatibility condition for the * -homomorphisms φ and ψ is called locality and given in Definition 2.7. Aside from a unital extension property, its main benefit lies in intertwining conditional expectations defined for each pair A j ⊂ A j+1 and B j ⊂ B j+1 for all j ∈ N. This is crucial for using monotonicity of quasi-entropies w.r.t. conditional expectations when extending to the approximately finite-dimensional case, as well as proving monotonicity of the energy functionals up to normalisation in 1) of Lemma 4.1 upon integration. To consider similar compatibility conditions for ∇, modest additional structure on B is required in Definition 2.9. The standard example is ⊕ n k=1 A. Assuming this additional structure, local stability for closed derivations in Definition 2.10 is the compatibility condition for derivations. We call such C * -derivations quantum gradients. Restricting to quantum gradients ensures compatibility of continuity equations upon increasing the index. This implies monotonicity of sets of admissible paths up to normalisation.
We thus set D to be the tracial AF-C * -algebras (A, τ ) and (B, τ ), local * -homomorphisms φ and ψ, a quantum gradient ∇, as well as yet unmentioned f : (0, ∞) −→ (0, ∞) and θ ∈ (0, 1]. We ask f to be a generating function of an operator mean (cf. [35] ), i.e. operator convex and operator montone. Then D j is given by restricting all data except f and θ, yielding quasi-entropies I f,θ j on A j × A j × B j for all j ∈ N by extending results in [29] . Using monotonicity, their suprema I f,θ is a reasonable extension to A * × A * × B * . Admissible paths are elements of AC([a, b], S(A)) × L 2 ([a, b], B) * by definition, thus pointwise evaluation at I f,θ is well-defined. Integrating defines the energy E f,θ . The limit for admissible paths is pointwise w * -convergence in the first variable and w * -convergence in the second. Using this notion of convergence, E f,θ is an adapted Γ-limit by Lemma 4.4 . This establishes our framework as required. Theorem 3.2 implies an integral representation of E f,θ using division operators, or rather division quadratic forms. If φ and ψ preserve functional calculus reasonably well, Corollary 3.4 extends this further to noncommutative division by a density. This shows naturality of our framework. Finally, 3) in Theorem 4.1 shows this to yield a framework implying the necessary chain of isometric inclusions while 1) in Theorem 4.2 yields the analogous statement for geodesics.
The latter leads to Theorem 5.2, for which we require local functionals with appropriate C 0semigroup. We obtain conditions for existence of finite-energy paths in Theorem 5.1. Example 2.6 and Example 2.8 are example classes of quantum gradients for which Theorem 5.2 applies. In particular, Example 5.3 gives conditions for applying Theorem 5.2 to second quantisation of spectral triples based on growth of eigenvalues of generalised Laplacians.
Relation to previous work. From the works mentioned above, we single out Maas (cf. [37] ) and Mielke (cf. [38] ) establishing Wasserstein distances in the discrete setting. There, means instead of pointwise division with a density are used. This is followed by using operator means in finitedimensional noncommutative optimal transport by Carlen and Maas (cf. [10] , [11] , [12] ) who link noncommutative division to quasi-entropies after Hiai and Petz (cf. [29] ) in [12] . We lift this concept to AF-C * -bimodules in the third section, where it yields the core results allowing monotonicity of the energy up to normalisation. Moreover, the work by Carlen and Maas proved the fruitfulness of a dynamic formulation of noncommutative optimal transport. Finally, our proof of Theorem 5.2 is based on results obtained in [12] for the finite-dimensional setting. We note however that we do not subsume the more intricate finite-dimensional structure presented first in [11] since we focus on the tracial case, even if our work contains special cases. On the other hand, we obtain results in the infinite-dimensional with additional fine-structure and -control of the limit process.
We additionally mention work by Wirth on noncommutative optimal transport (cf. [52] ). It is more general in its choice of underlying C * -algebra and gradient, but equally focused on the tracial case. While it is only defined on noncommutative densities, this suffices for a discussion of lower Ricci bounds. In this, our framework is less general and thus at a disadvantage. One advantage of our approach is the aforementioned fine-structure and -control of the limit process, as well as a general and natural definition for states. In practical terms, this allows us to obtain an equivalence in Theorem 5.2. In [52] , only one direction is shown. We hold however that our principal advantage is our use of noncommutative division, not only linearlising the continuity equation but allowing us to use the theory of quasi-entropies to define and understand energy functionals.
Lastly, we mention the work by Jordan-Kinderlehrer-Otto (cf. [32] ) and Otto (cf. [41] ) establishing a formal infinite-dimensional weak Riemannian structure for the metric geometry given by the L 2 -Wasserstein distance. Assuming f to generate the logarithmic mean and θ = 1, it may be possible to define a weak Riemannian structure for a subset of the limit geometry of S(A) using the approximating sequence (S + (A j )) j∈N equipped with their induced Riemannian geometries.
Structure of the paper. We introduce the central concepts of AF-C * -bimodules and quantum gradients in the second section, alongside our main example classes. In the third section, we discuss the lifting process of quasi-entropies to AF-C * -bimodules. We define admissible paths and energy functionals in the fourth section, and discuss the resulting dynamic transport distance. In the fifth section, we introduce local functionals and their gradient flows in order to discuss applications of our framework. In particular, we show equivalence of lower Ricci bounds and gradient estimates. The sixth section is an appendix containing a technical lemma used in the third subsection.
QUANTUM GRADIENTS
We introduce AF-C * -bimodules and quantum gradients in the first two subsections. This establishes our setting. Means to construct quantum gradients are given in the second subsection, applied to obtain relevant example classes in the third subsection.
2.1 AF-C * -bimodules over AF-C * -algebras. We briefly discuss AF-C * -algebras and introduce AF-C * -bimodules over them. AF-C * -bimodules have conditional expectations compatible with those of the AF-C * -algebra inducing the bimodule action. All results on AF-C * -algebras presented here are known, standard references being [21] and [50] .
We exclusively consider AF-C * -algebras indexed over a countable directed set. All such sets have cofinal subset isomorphic to N, while Theorem 3.1 shows energy functionals to be invariant under change of cofinal subset. We thus index over N without loss of generality to ease notation.
||.||A for an ascending chain
Remark 2.1. Finite-dimensional C * -algebras have form ⊕ N l=1 M n l (C) up to C * -isometry. Given an AF-C * -algebra A, we fix isometric C * -isomorphisms r A := (r Aj : A j −→ ⊕ Nj l=1 M n j,l (C)) j∈N . Proposition 2.1. If A is an AF-C * -algebra, then (1 Aj ) j∈N is a left-and right-approximate identity.
Proof. This follows at once by ∪ j∈N A j ⊂ A densely and 1 A k − 1 Aj = 0 for all j ≤ k in N.
Definition 2.2. Let
A be an AF-C * -algebra and τ a faithful trace on A. The domain of τ is
Remark 2.2. Let (A, τ ) be a tracial AF-C * -algebra and p ∈ [1, ∞) fix but arbitrary. As τ is defined on A 0 , we have A 0 ⊂ L p (A, τ ) by finite-dimensionality and construction of noncommutative L p -spaces (cf. [31] ). The case p = ∞ follows from L ∞ (A j , τ ) = A j for all j ∈ N.
Notation 2.1. For all n ∈ N, let I n ∈ M n (C) denote the unit and tr n the non-normalised trace. We often write I and tr in case n = ∞ holds. Proposition 2.2. Let (A, τ ) be a tracial AF-C * -algebra and fix r A following Remark 2.1. For all j ∈ N, r Aj (1 Aj ) = Nj l=1 I n j,l and τ j := τ |Aj = Nj l=1 C j,l tr n j,l • r Aj is a bounded faithful trace. Proof. Uniqueness of units gives the first claim. For all j ∈ N and 1 ≤ l 0 ≤ N j , we consider the
The restriction of τ to the image of M n j,l 0 (C) under this isometric isomorphism is C j,l0 tr n j,l 0 for a constant C j,l0 ≥ 0 by uniqueness of the normalised trace on full matrix algebras. Definition 2.3. For a trace τ on an AF-C * -algebra A, let ., . τ denote the inner product on L 2 (A, τ ). For all j ∈ N, let ., . j be its restriction to A j . Remark 2.3. For all j ∈ N, ., . j is the inner product defined in the GNS construction using τ j and therefore Nj l=1 C j,l tr n j,l after pullback along r Aj . Proposition 2.3. Let (A, τ ) be a tracial AF-C * -algebra. We identify A j ∼ = A * j using ., . j for all j ∈ N. Then for all j ∈ N, the map
is w * -continuous. We furthermore have res j • inc j = id Aj for all j ∈ N.
Proof. Our claims follow by finite-dimensionality of all (A j , ., . j ) j∈N . Notation 2.2. Given an AF-C * -algebra A, µ ∈ A * and j ∈ N, we often write µ j := µ |Aj . We always write S(A) := {µ ∈ A * | µ ≥ 0 and ||µ|| A * = 1} for the state space of A.
Proof. For all j ∈ N, a state µ on A j is of form x, − j for x ∈ A j positive. We conclude by Proposition 2.1 using lim k∈N inc j (x)(1 A k ) = τ (x) = ||µ|| A * j . We follow [29] to represent conditional expectations as averages of unitary conjugations. Let (A, τ ) be a finite-dimensional tracial C * -algebra, B ⊂ A a C * -subalgebra, and
Definition 2.4. Let (A, τ ) be a finite-dimensional tracial C * -algebra, B ⊂ A a C * -subalgebra, and ν B the Haar probability measure on U(B ′ ). The conditional expectation relative to B is the map
Proof. We have C * (B, 1 A ) = B ⊕ 1 A C in general. Thus linearity and unitality follow by construction. Since E B (y) = y for all y ∈ C * (B, 1 A ) by construction, the trace identity follows from interchanging trace and integral using linearity of τ . The trace identity implies uniqueness. We obtain τ (E B (x)) = τ (x) for all x ∈ A from y = 1 A in the trace identity. Thus unitality implies
Remark 2.4. Our definition is consistent with the general one (cf. [50] ). For all x ∈ A, we have 
Proof. By construction, res kj (x) = π Aj (x) for all x ∈ A k . Thus our claim follows by Remark 2.4.
We define AF-C * -bimodules. An anti-linear isometric involution respecting the direct limit is necessary in order for all AF-C * -bimodules to induce symmetric C * -bimodules (cf. [16] ). Definition 2.6. Let (A, τ ) be a tracial AF-C * -bimodule and consider an anti-linear isometric involution γ : L 2 (A, τ ) −→ L 2 (A, τ ). We say that γ is local if γ(A j ) ⊂ A j for all j ∈ N. 
Definition 2.8. Let (A, τ ) be a tracial AF-C * -algebra. For all j ≤ k in N, let E Aj be the conditional expectation E Aj : A k −→ A j (suppressing k in our notation). Remark 2.5. Given an AF-A-bimodule structure (φ, ψ, γ) on B and j ∈ N, we obtain the induced (or restricted) AF-A j -bimodule structure by setting φ j := φ |Aj , ψ j := ψ |Aj , and γ j := γ |Aj . Example 2.3. Let (A, τ ) be a tracial AF-C * -algebra and γ the canonical extension of adjoining. Using left-and right-multiplication, we obtain the canonical AF-A-bimodule structure on A.
For all x, y ∈ L ∞ (A, τ ) h , setting L x (u) = xu and R y (u) = uy for all u ∈ B yields commuting bounded self-adjoint operators. A joint spectral calculus exists (cf. Theorem 5.23 in [46] ) and we obtain a strongly continuous unital * -representation L ∞ (spec x) ⊗ W * L ∞ (spec y) −→ B(L 2 (B, ω)) determined by (L x ⊗ R y )(f ⊗ g)(u) = f (x)ug(y) on elementary tensors. For all j ∈ N and selfadjoint x, y ∈ A j , (L x ⊗ R y ) |Bj equals the * -representation obtained by the induced AF-A j -bimodule structure on B j .
Basic properties and standard constructions.
We introduce quantum gradients, discuss their basic porperties and give standard constructions. Quantum gradients are analogues of classical gradients in the formulation of a continuity equation, inducing closable symmetric C *derivations (cf. [16] ) tailored to our approximately finite-dimensional setting. 
Proposition 2.7. If ∇ is a quantum gradient, then it is (||.|| τ , ||.|| ω )-and (||.|| A , ||.|| ω )-closable.
Proof. This follows from Dom
Notation 2.4. Given a tracial AF-C * -algebra A and j ∈ N, we always write π Aj : L 2 (A, τ ) −→ A j for the orthogonal projection.
Proof. For all x ∈ A k and u ∈ B j , π Bj (∇(x)), u ω = π Aj (x), (∇ τ ) * (u) τ by local stability. Definition 2.11. Let ∇ be a quantum gradient. For all j ∈ N, we define the j-th induced (or restricted) gradient to be ∇ j := ∇ |Aj . Proposition 2.9. Let ∇ be a quantum gradient. For all j ∈ N, ∇ j is a symmetric A j -bimodule derivation, we have ∇ * j = (∇ τ ) * |Bj , as well as inc j (u)(∇x) = u, ∇ j x j for all x ∈ A j and u ∈ B j .
Proof. The first and last claim follow at once. For the second, note that inclusions A j ⊂ L 2 (A, τ ) and B j ⊂ L 2 (B, ω) are Hilbert space isometries by construction. We have ∇ j = ∇ τ |Aj mapping into B j , thus (∇ τ ) * |Bj ⊂ ∇ * j by local stability and T * S * ⊂ (ST ) * for arbitrary closed unbounded operators. We conclude by finite-dimensionality.
Closable symmetric derivations satisfy a noncommutative chain rule. We discuss this for quantum gradients to fit the usual statements to our needs (cf. [16] for the general case). 
Remark 2.6. By g ∈ C 1 (I), Dg is continuous and ||Dg|| C(I×I) ≤ ||g ′ || C(I) holds.
Proposition 2.10. If x ∈ A is self-adjoint and I ⊂ R is a closed interval with spec x ⊂ I, then ||(L x ⊗ R x )(g)|| B(L 2 (B,ω)) ≤ ||g|| for all g ∈ C(I × I).
Proof. We have ||L x ⊗ R x || ≤ 1 by L x ⊗ R x being a * -representation. 
Proof. We have |g(s)| = |g(s) − g(0)| ≤ ||g ′ || C(I) |s| for all s ∈ I. Hence |g(x)| ≤ ||g ′ || C(I) |x| in the partial order of operators, thus ||g(x)|| A ≤ ||g ′ || C(I) ||x|| A and ||g(x)|| τ ≤ ||g ′ || C(I) ||x|| τ . Both our claims are readily checked on polynomials using the Leibniz rule. By density, we extend to the general case using Proposition 2.10. We discuss fundamental constructions used to obtain examples in Subsection 2.3. We consider quantum gradients induced by one-parameter automorphism groups generated by an unbounded self-adjoint operator on the L 2 -space of a tracial AF-C * -algebra, as well as finite sums and tensor products of arbitrary quantum gradients.
The splitting in Lemma 2.3 is a special case of Theorem 9.8.3 in [22] . We provide a direct argument suitable to our setting. Lemma 2.3. Let (A, τ ) be a tracial AF-C * -algebra, and D a self-adjoint unbounded operator on
For all j ∈ N, we moreover set D j := π Aj Dπ Aj and D ⊥ j := (I − π Aj )D(I − π Aj ). Then for all j ∈ N, we have D = D j ⊕ D ⊥ j and e ±itD = e ±itDj ⊕ e ±itD ⊥ j .
Dπ Aj ) * = 0 by self-adjointness, and D splits as claimed. Let Z S be the Cayley-transform of a self-adjoint unbounded operator S (cf. [46] ). Splitting D, we calculate
) and thus splitting of spectral projections for all j ∈ N. By unbounded spectral calculus, we therefore have e ±itD = e ±itDj ⊕ e ±itD ⊥ j for all j ∈ N. Proof. For all j ∈ N and x ∈ A j , ϕ(t)(x) = e itDj xe −itDj and henceφ(0
is a self-adjoint bounded operator for all t ∈ R, our claim follows by ϕ(t) * (x) = e −itD xe itD for all x ∈ A and t ∈ R.
For tracial AF-C * -algebras (B(1), ω(1)), . . . , (B(n), ω(n)), ⊕ n k=1 B(k) is an AF-C * -algebra by setting (⊕ n k=1 B(k)) j = ⊕ n k=1 B(k) j for all j ∈ N. We additionally equip it with the induced trace ( n k=1 ω(k))(x(1), . . . , x(n)) := n k=1 ω(k)(x(k)) having obvious domain. Definition 2.14. Let (A, τ ) be a tracial AF-C * -algebra, and (φ(k), ψ(k), γ(k)) n k=1 AF-A-bimodule structures with k-th tracial AF-C * -algebra denoted by B(k). We define linear operators ⊕φ(x) := (φ(k)(x)) n k=1 and ⊕ψ(k)(x) := (ψ(x)) n k=1 from A to ⊕ n k=1 B(k), as well as ⊕γ(u) :
for all x ∈ A 0 defines a quantum gradient. Proof. Both claims are readily seen to reduce to the respective claims on each summand. Notation 2.5. We call ⊕∇ the direct sum quantum gradient.
Let (A(1), τ (1)), . . . , (A(k), τ (k)) be tracial AF-C * -algebras. Nuclearity ensures uniqueness of tensor products, and ⊗ n k=1 A(k) is an AF-C * -algebra by setting (⊗ n k=1 A(k)) j = ⊗ n k=1 A(k) j for all j ∈ N. We moreover have the induced trace ⊗ n k=1 τ (k) with obvious domain. Remark 2.10. Let ⊙ be the tensor product of vector spaces without topology. All elements in (⊗ n k=1 A(k)) 0 are finite linear sums of elementary tensors in ⊙ n k=1 A(k) 0 by construction.
.
are quantum gradients, we let T (k)(⊗ n k=1 x(k)) be given by
Observe that the dual of a local * -homomorphism ϕ : A −→ B is defined on all of B 0 by having (ϕ |A k ) * |Bj = (ϕ |Aj ) * for all j ≤ k in N using 2) in Definition 2.7. As suggested by our notation, we calculate (⊗∇ ⊗τ ) * (⊗ n k=1 y(k)) = n k=1 T * (k)(⊗ n k=1 y(k)) for all ⊗ n k=1 y(k) ∈ ⊙ n k=1 B(k) 0 . Together with the cross-norm property, this reduces all conditions to their equivalent on each factor. Notation 2.6. We call ⊗∇ the tensor quantum gradient.
Example classes.
We consider discrete gradients for finite Markov chains following [37] and explain why local stability is not extended to the infinite case. We furthermore discuss quantum gradients induced by dynamical systems of C * -algebras generating hyperfinite type I and type II factors, as well as the construction of an iterative tensor gradient. This yields examples satisfying the assumptions in the fifth subsection.
Example 2.4. Let X be a finite discrete space, K : X × X −→ R an irreducible Markov kernel with steady state π having full support. We define A := C(X ) with τ (F ) := X F (x)π(x) as trace, as well as B := C(X 2 ) using ω(G) := X 2 G(x, y)K(x, y)π(x). The diagonal action yields a local * -homomorphism applied from both left and right, while the discrete gradient given by ∇F (x, y) := F (x) − F (y) for all x, y ∈ X and F ∈ C(X ) is a quantum gradient. Note that J := {pt} while γ is defined as pointwise conjugation.
Remark 2.11. If we extend to X = N, the discrete gradient violates local stability. Let C 0 (X 2 ) = ∪ j A j for an arbitrary ascending chain. If F ∈ A j is non-zero, then F has finite image by finitedimensionality. Thus F has finite support by vanishing at infinity and finite-dimensionality. As
For all x ∈ X , (∇δ x )(x, −) encodes slopes from x to all points. Of course, this is fundamentally non-local information. For finite discrete spaces, J = {pt} forces equality of the local and global. Corollary 2.2 yields quantum gradients for C * -algebras generating hyperfinite type I and type II factors through an extension of one-parameter automorphism groups. The extension from type I to type II 1 is Fermionic second quantisation used in [14] to quantize spectral triples. We use [4] and [39] as references for Clifford C * -algebras and Bogoliubov * -automorphisms. Example 2.5. Let D be a self-adjoint unbounded operator with compact resolvent on a separable Hilbert space H. Let (e j ) j∈N be an orthonormal eigenbasis of D and P j : H −→ e 1 , . . . , e j C the orthogonal projection for all j ∈ J. We obtain a unitary operator U :
we have K(H) = ∪ j∈N A j and view (K(H), tr) as AF-K(H)-bimodule canonically. Using conjugation by U , we view D as diagonal operator to verify the conditions of Lemma 2.3 and apply Corollary 2.2. Notation 2.7. Given a separable complex Hilbert space H and antiunitary involution Γ on H, we always let Cliff(H, Γ) denote the generated Clifford C * -algebra and τ the unique tracial state. Example 2.6. We assume the setting of Example 2.5. Set H j := P j (H) for all j ∈ N to have the Hilbert space direct limit H = ∪ j∈N H j . We obtain antiunitary involutions on H, resp. H j for all j ∈ N by setting Γ(αe n ) := αe n for all n ∈ N, resp. Γ j (αe n ) := αe n for all n ∈ {1, . . . , j}. We have Cliff(H, Γ) = ∪ j∈N Cliff(H j , Γ j ) by construction. By Lemma 3.3 in [4] and the determinant characterisation of quasi-free states (cf. p.228 of [39] ), the quasi-free state given by S := 1 2 I is the unique tracial state. We equip Cliff(H, Γ) with its canonical AF-Cliff(H, Γ)-bimodule structure.
We have [D, Γ] = 0 and [D j , Γ j ] = 0 for all j ∈ N. Thus for all t ≥ 0, e itD induces a Bogoliubov * -automorphism Cliff e itD on Cliff(H, Γ) and e itD induces a Bogoliubov * -automorphism Cliff e itDj on Cliff(H j , Γ j ) for all j ∈ N. Uniqueness of extension implies (Cliff e itD ) | Cliff Hj = Cliff e itDj for all t ≥ 0 and j ∈ N. For all j ∈ N and t ≥ 0, Cliff e itDj is a unitary on L 2 (Cliff(H j , Γ j ), τ j ) since finitedimensionality and the quasi-free property allows reduction to the Hilbert space product (cf. 3.2 of Definition 3.1 in [4] ). Thus Cliff e itD is a unitary on L 2 (Cliff(H, Γ), τ ) for all t ≥ 0 using density and ||τ || = 1. Hence ϕ(t) := Cliff e itD is a strongly-continuous one-parameter group of unitaries, where uniqueness of extension implies the semi-group property while continuity follows by reduction to the Hilbert space product. Stone's theorem yields a self-adjoint unbounded D on L 2 (Cliff(H, Γ), τ ) s.t. ϕ(t) is conjugation by e itD , while (Cliff e itD ) | Cliff Hj = Cliff e itDj for all t ≥ 0 and j ∈ N ensures D to satisfy the conditions in Lemma 2.3. Corollary 2.2 yields a quantum gradient ∇.
Using the notation in [4] , Cliff(H, Γ) is generated by the identity plus all elements B(u) where u ∈ H. An orthonormal basis of L 2 (Cliff(H, Γ), τ ) is given by the identity plus all elements of form √ 2 k B(e n1 ) · . . . · B(e n k ) with n 1 < . . . < n k and k ∈ N. If k ≤ j in N holds, then we obtain a orthonormal basis for L 2 (Cliff(H j , Γ j ), τ j ) instead. We have ϕ(t)(B(u)) = B(e itD u) for all t ≥ 0 and u ∈ H. Writing λ n for the eigenvalue of e n w.r.t. D for all n ∈ N, using the Leibniz rule and linearity of u −→ B(u) shows the eigenvalue of each [51] ) includes a separable Hilbert space H and self-adjoint unbounded operator D with compact resolvent as part of its defining data. It therefore yields the setting of Example 2.5 and Example 2.6. The C * -algebra in the data of a spectral triple induces a deformation semigroup of D yielding a new spectral triple using H (cf. [13] ). While we require fixed D here, we expect to capture the full picture in a future parametrised setting.
Example 2.7. Applying Proposition 2.12 to two realisations of Example 2.5 and Example 2.6, we obtain a tensor quantum gradient. If we use the same Hilbert space H, then the tensor C * -algebra is given by K(H) ⊗ Cliff(H, Γ) and therefore generates a type II ∞ factor.
We give an iterative method to construct examples satisfying the assumptions of results in the fifth section. In particular, the examples are unital and ker ∆ = 1 A C holds. The underlying C *algebra is once more the Clifford algebra of a separable Hilbert. For our construction, we require control of the eigenvalues of tensored Laplacians. We restrict to tensoring gradients from M 2 (C) to itself to avoid a dimensional blow up in the codomain. Lemma 2.4. Let (A, τ ) be a finite-dimensional tracial C * -algebra equipped with the canonical AF-A-bimodule structure and ∇ : A −→ A a quantum gradient with ker ∇ = 1 A C . Let (e(n)) dim A n=1 be an orthonormal eigenbasis of ∇ with η(n) the eigenvalue of e(n) for all 1 ≤ n ≤ dim A, and set
Here, Γ is the canonical antiunitary involution using the standard orthonormal basis of ℓ 2 (C). Using the unique tracial state τ and canonical Abimodule structure on A, B := ⊕ 3 l=1 A is a C * -bimodule constructed using Proposition 2.11. Note that we identify ⊗ N j=1
For all j ≥ 2 and using Lemma 2.8 in each iteration, we likewise obtain C j > 0 and ∇ j :
is well-defined for all x ∈ A 0 and defines a quantum gradient. Since ∆ has orthonormal eigenbasis in A 0 by Remark 2.9, ker ∆ = 1 A C is implied by ker ∆ j = 1 A C for all j ∈ N.
QUASI-ENTROPIES FOR AF-C * -BIMODULES
In the first subsection, we give a natural extension of quasi-entropies induced by generating functions of operator means to finite-dimensional tracial C * -algebras (cf. [29] ). We further extend to AF-C *bimodules in the second subsection. A representation by self-adjoint positive unbounded operators is given in the third subsection.
3.1 Quasi-entropies for finite-dimensional tracial C * -algebras. We consider the natural extension of quasi-entropies on full matrix algebras to finite-dimensional tracial C * -algebras.
In this subsection, let (A, τ ) be a finite-dimensional tracial C * -algebra and f the generating function of an operator mean (see Definition 3.1).
is called generating function of an operator mean or generating function, if it is operator convex and operator monotone.
extending to a continuous function on R 2 which is zero outside of R 2 >0 (cf. [35] ). Notation 3.1. Given a finite-dimensional tracial C * -algebra, we always let L denote left-and R denote right-multiplication.
for all normal x, y ∈ A and all g ∈ C(spec(x) × spec(y)).
We define quasi-entropies for finite-dimensional tracial C * -algebras. In case of full matrix algebras, the terminology in [29] is quasi-entropy type functions rather than quasi-entropies. The latter are a special case for θ = −1 fixed. We nevertheless use quasi-entropies, consistent with [12] . Definition 3.3. Let θ ∈ (0, 1] and A >0 be the strictly positive elements of A. We define the functional I f,θ :
the partial order on A >0 × A >0 induced by pairs of positive elements.
for all x, y > 0 and u ∈ A by conjugating with r A . We show each summand to satisfy the required properties. At its core, this is based on results regarding operator means after Kubo and Ando (cf. [35] ).
For
is a quasi-entropy type function discussed by Hiai and Petz in [29] . Theorem 2.1 in [29] shows each such functional to be jointly convex. Furthermore,
is the inverse of an operator mean. Operator means are increasing in both variables w.r.t. the partial order of self-adjoint operators, thus D X,Y is decreasing w.r.t. the same partial order. Applying θ ∈ (0, 1] in the exponent preserves order on positive operators, hence tr(U * (L X ⊗ R Y )(m f ) θ (U )) is decreasing w.r.t. the partial order on A >0 × A >0 for fixed but arbitrary U .
Proof. This follows at once by Lemma 3.1. Proof. Lemma 3.1 shows joint convexity. Norm-continuity of (x, y, u) −→ D θ x+ε1A,y+ε1A (u), u τ for all ε > 0 implies lower semicontinuity in the w * -topology by standard arguments. 
Proof. Using E B (x), E B (y) ∈ C * (B, 1 A ) and self-adjointness, we decompose
Consider the projection 1 ⊥
A by approximating with polynomials. For all x, y > 0 and u ∈ A, this decomposes 
Proof. The arithmetic operator mean is the maximal symmetric one (cf. Theorem 4.5 in [35] ). Since M θ
x,y defines one, our first claim follows by
3.2 Extending quasi-entropies to AF-C * -bimodules. We extend the results of Subsection 3.1 to obtain quasi-entropies for AF-C * -bimodules induced by generating functions. We collect the relevant properties in Theorem 3.1. Quasi-entropies for AF-C * -bimodules are necessary to define energy functionals in the fourth section.
In this subsection, let (A, τ ) and (B, ω) be tracial AF-C * -algebras, (φ, ψ, γ) an AF-A-bimodule structure on B, f a generating function, and θ ∈ (0, 1]. Notation 3.2. Given tracial AF-C * -algebras (A, τ ), (B, ω) and AF-A-bimodule structure (φ, ψ, γ) on B, we always consider τ j on A j , ω j on B j , and the AF-A j -bimodule structure (φ j , ψ j , γ j ) on B j introduced in Remark 2.5, for all j ∈ N. We always identify according to Proposition 2.3. 
Proof. Definition of ., . j on B as restriction of ., . ω gives our first claim. Using the latter, we have I f,θ j (res kj (x), res kj (y), res kj (u)) = I f,θ k (E Aj (x), E Aj (y), E Bj (w)) by Corollary 2.1. By unitality of φ j and ψ j , Proposition 2.5 holds for E Aj and E Bj as well. We thus obtain 1) I f,θ is jointly convex and lower-semicontinuous in the w * -topology.
2) For all j ≤ k in N,
Proof. Joint convexity of each I f,θ j and w * -continuity of the restriction map show 1), while Lemma 3.4 implies 2) and 3) at once. We obtain 4) and 5) from Lemma 3.3. 
As supremum of an ascending chain of bounded positive quadratic forms, it is a closed densely defined form by Theorem 4.1 in [47] . By definition, Q f,θ µ,η (u) = sup j∈N Q f,θ µj ,ηj (u) and we apply the same theorem once more. Existence of the claimed operator follows by Theorem 10.4.2 in [22] .
. . Q f,θ µ,η by monotonicity, the same holds for the operators associated to the respective quadratic forms. Proof. For all µ, η ∈ A * + , this is part of Theorem 10.4.2 in [22] applied to Q µ,η .
We construct left-and right-multiplication operators, yielding a joint functional calculus representation of each Q µ,η up to limit: for all ε > 0, we consider division by a positive functional pertubed with εI and invert.
Let µ, η ∈ A * + and ε > 0 be fixed but arbitrary. If f (s) = s and θ = 1, then
for all u ∈ B j and j ∈ N since m −1 f (s, t) = s −1 by hypothesis. As in the proof of Lemma 3.5, taking suprema yields a closed positive form with associated operator L −1 µ,ε := Q µ,η . It is independent of η since right-multiplication is ignored. Considering the induced A op -bimodule structure on B op while keeping τ and ω fixed, left-multiplication uses ψ and right-multiplication uses φ. We thus define R −1 η,ε to be the associated operator obtained from f (s) = s using the opposite C * -bimodule structure. Definition 3.9. For all µ, η ∈ A * + and ε > 0, we call L −1 µ,ε be division by µ pertubed with ε and R −1 η,ε division by η pertubed with ε. 
, u j ωj for all j ∈ N and u ∈ L 2 (B, ω) by Lemma 3.3, a kernel element u satisfies 0 = sup j∈N ||u j || ω = ||u|| ω and therefore u = 0 as well. Definition 3.10. For all µ, η ∈ A * + and ε > 0, we call L µ,ε := (L −1 µ,ε ) −1 multiplication by µ pertubed with ε and R η,ε := (R −1 η,ε ) −1 right-multiplication by η pertubed with ε.
Proposition 3.4. For all µ, η ∈ A * + and ε > 0, L µ,ε and R η,ε are strongly commuting self-adjoint positive unbounded operators on L 2 (B, ω). We have lim j L −1 µj ,ε = L −1 µ,ε and lim j R −1 ηj ,ε = R −1 η,ε in the strong operator topology.
Proof. Except for strong commutativity, our claims regarding L µ,ε and R η,ε alone follow at once by Proposition 3.3 and functional calculus. In addition, Corollary 3.2 yields strong resolvent convergence. This is equivalent to strong operator convergence by uniform boundedness (cf. Proposition 10.1.13 in [22] ). To see strong commutativity, observe that multiplication of bounded operators is sequentially jointly continuous in the strong operator topology. Boundedness yields that zero lies in the resolvent set of both L µ,ε and R η,ε . Thus
shows commutativity of resolvents. By Proposition 5.27 in [46] , this equals strong commutativity. Remark 3.9. Let S, T be self-adjoint unbounded operators. If lim S j = S and lim T j = T in strong resolvent sense, then lim(S j ⊗ T j )(g) = (S ⊗ T )(g) strongly for all continuous bounded g on ∪ j∈N spec S j × spec T j ⊂ R × R. For one variable, see Proposition 10.1.9 in [22] . The product property of E T ⊗ E S (cf. Theorem 4.10 in [46] ) extends this to polynomials in two variables and we conclude by density.
We often use Remark 3.9 for S, T > 0 as m −1 f ∈ C b ([ε, ∞) 2 ) for all ε > 0 since m f is bounded from below by the harmonic mean (cf. Theorem 4.5 in [35] ). Definition 3.11. For all µ, η ∈ A * + and ε > 0, we define the (µ, η)-division operator pertubed with ε by setting D µ,η,ε := (L µ,ε ⊗ R η,ε )(m −1 f ). We give the central lemma to show Theorem 3.2, relying on Lemma 6.1 for our proof. 
Proof. Writing D θ µj ,ηj ,ε as limit of polynomials for all j ∈ J and ε > 0, Proposition 3.5 yields (D θ µj ,ηj ,ε ) |Bj = D θ φ(µj )+ε1B j ,ψ(ηj )+ε1B j for all j ∈ N. This shows our first claim by definition of quasi-entropies. Using the opposite order on R >0 , monotonicity and Corollary 3.1 lets us apply Lemma 6.1 to the sequence a j,ε := D θ µj ,ηj ,ε (u j ), u j ω . This shows the second claim.
For all ε > 0 and j ∈ N, monotonicity of operator means and f (1) = 1 for generating functions imply εI = (L εI ⊗ R εI )(m f ) ≤ (L φ(µj )+εI ⊗ R ψ(µj )+εI )(m f ). Proposition 3.5 and injectivity imply D µj ,ηj ,ε = (L φ(µj )+εI ⊗ R ψ(µj )+εI )(m f ) −1 , thus ||D µj ,ηj ,ε || ≤ ε −1 for all j ∈ N. Set π ⊥ Bj := I − π Bj and note u j = u − π ⊥ Bj (u) for all j ∈ N. For fixed but arbitrary ε > 0, rewrite
Monotonicity shows the supremum 3) to be a limit. Hence ||D µj ,ηj ,ε || < ε −1 for all j ∈ N and lim j∈N π ⊥ Bj = 0 in the strong operator topology show lim j∈N D θ µj ,ηj ,ε (u j ), u j ω = lim j∈N D θ µj ,ηj ,ε (u), u ω . Finally, Proposition 3.4 and Remark 3.9 imply lim j∈N D θ µj ,ηj ,ε (u), u ω = D θ µ,η,ε (u), u ω using uniform boundedness. Proof.
We have Q f,θ µ,η (u) = sup j∈N I f,θ j (φ(µ j ), ψ(η j ), u j ) by definition. Applying 1) to 3) in Lemma 3.6 consecutively, the statement follows.
Notation 3.5. We always write L x for left-and R x for right-multiplication by x ∈ L ∞ (B, ω), compatible with our previous notation.
Proof. If x ∈ L ∞ (B, ω), then lim j∈N x j = x in the strong operator topology since sup j∈N ||x j || ∞ = ||x|| ∞ by L ∞ (B, ω) = L 1 (B, ω) * while convergence tested on B 0 is obvious. Uniform boundedness implies strong operator convergence to be equivalent to strong resolvent convergence on L 2 (B, ω). We thus have lim j∈N (φ(p j ) + εI) −1 = (φ(p) + εI) −1 and lim j∈N (ψ(q j ) + εI) −1 = (ψ(q) + εI) −1 in the strong operator topology for all ε > 0. Using Proposition 3.4 and Proposition 3.5, we have D θ φ(p),ψ(q),ε = lim j∈N D θ φ(p)j ,ψ(q)j ,ε = (L φ(p)+εI ⊗ R ψ(q)+εI )(m −θ f ) in the strong operator topology for all ε > 0 by Remark 3.9. We apply Theorem 3.2.
We extend Corollary 3.3 to L 1 (A, τ ) + assuming functional calculus is preserved under the local *homomorphisms. To this end, we use that L p -spaces of a tracial W * -algebra are spaces of unbounded operators on its L 2 -space (cf. [31] ). Notation 3.6. We always write L p for left-and R p for right-application of the self-adjoint unbounded operator p ∈ L 1 (B, ω), compatible with our previous notation. Moreover, L p+εI := L p + εI and R p+ε := R p + εI for all ε ≥ 0. In Lemma 3.7, we use this and the notation in Definition 3.10. Proof. As φ preserves positivity, all claims except strong commutativity follow by hypothesis and construction of L 1 (B, ω) (cf. [31] ). For all n ∈ N, let p n := max{p, n} and q n := max{q, n}. Then φ(p n ) = max{φ(p), n} and ψ(q n ) = max{ψ(q), n} for all n ∈ N. Applying Theorem 10.4.2 in [22] yields lim n∈N φ(p n ) = φ(p) and lim n∈N ψ(q n ) = ψ(q) in strong resolvent sense on L 2 (B, ω). By self-adjointness, we conclude by arguing in analogy to Proposition 3.4 using i instead of zero. This requires Proposition 10.1.9 in [22] . Lemma 3.7. Let φ, ψ preserve functional calculus. For all p, q ∈ L 1 (A, τ ) + and ε > 0, we have L −1 p,ε = (L φ(p) + εI) −1 and R −1 q,ε = (R ψ(q) + εI) −1 . Equivalently, we have L p,ε = L φ(p) + εI and R q,ε = R ψ(q) + εI.
Proof. As above, (L p + εI) −1 = lim n∈N (L max{φ(p),n} + εI) −1 in the strong operator topology by convergence in strong resolvent sense. Together with monotonicity of operator means, we obtain (L p + εI) −1 (u), u ω = inf n∈N sup j∈J (max{φ(p), n} j + εI) −1 (u j ), u j ω . We use Lemma 6.1 for a n,j := (max{φ(p), n} j + εI) −1 (u j ), u j ω to interchange supremum and infimum. We have lim n∈N max{φ(p), n} = φ(p) in the w * -topology becoming norm convergence upon restriction. Since the infimum is a limit, we obtain 2 (B, ω) . The claim for q is proved analogously.
Proof. Lemma 3.7 implies the first claim. Using this, monotone convergence gives the second one.
QUANTUM OPTIMAL TRANSPORT
In the first subsection, we discuss admissible paths and the energy functional associated to a given quantum gradient ∇, generating function f , and θ ∈ (0, 1]. In the second subsection, we explain how each triple (∇, f, θ) defines a minimisation problem yielding a quantum optimal transport distance on states. We furthermore discuss fundamental metric geometric properties and explain the resulting geodesic limit geometry.
Admissible paths and energy functionals.
We discuss admissible paths and energy functionals. In particular, we obtain technical results necessary for our discussion in We require duals of Bochner-L 2 -spaces. Let I ⊂ R be a closed interval and consider the Lebesgue measure. Radon measures have liftings (cf. Theorem 5, Chapter 4 in [30] ) since they are strictly localisable (cf. [42] ). By Theorem 9 in Chapter 7 of [30] and its corollary, L 2 (I, E) * = L 2 (I, E * ) w for all Banach spaces E. Here, L 2 (I, E) is the Bochner-L 2 -space while L 2 (I, E * ) w is the L 2 -space of w * -measurable functions. In the notation of [30] , the former is L 2 E ′ and the latter L 2
Remark 4.1. Let j ∈ N and [g] be an equivalence class of w * -measurable maps from I to A * or B * . Set g j (t) := res j g(t) t-a.e. and consider [g j ] to have w * -continuous inclusions L 2 (I, A * ) w ⊂ L 2 (I, A j ) and L 2 (I, B * ) w ⊂ L 2 (I, B j ).
We discuss admissible paths, in particular mass preservation and their behaviour under pointwise inclusion and restriction up to normalisation. This is necessary for Lemma 4.4. (I, B j+1 ). For all (µ, w) ∈ Adm I j and x ∈ A 0 , we calculate d dt µ(t)(x) = w(t), ∇ j π Aj (x)) ω = w(t), ∇x ω using ∇ * j = (∇ τ ) * |Bj by Proposition 2.9 and (∇ τ ) * (B j ) ⊂ A j . We apply Proposition 4.1 to conclude.
We use Proposition 4.2 to define restriction maps for admissible paths by restricting pointwise and normalising. We additionally define the obvious inclusion map. We do the same for k = ∞, i.e. using Proposition 2.3 to restrict when starting from A and B. 2) For all (µ, w) ∈ Adm
Proposition 4.3. For all j ≤ k in N, we have that inc jk : Adm
and res kj : Adm
Proof. Our claim for inc jk follows at once, while Proposition 4.2 shows our claim for res kj . Proposition 4.4. For all j ∈ N, we have that inc j : Adm
Proof. We know S(A) j ⊂ S(A) by Proposition 2.4 and B j ⊂ B * by Proposition 2.3. This already implies AC(I, S(A j )) × L 2 (I, B j ) ⊂ AC(I, S(A)) × L 2 (I, B * ) w . We argue as in the proof of Proposition 4.3 to conclude.
We discuss the energy functional for all restricted finite-dimensional problems, as well as the total one. Moreoever, we show results to estimate the energy and the useful lemmata mentioned at the beginning of this subsection. :
is the energy we obtain by restricting the given C * -bimodule structure to (φ j , ψ j , γ j ) and considering (∇ j , f, θ).
Proof. By Definition 4.8. We say that (µ n , w n ) n∈N ⊂ Adm [0,1] converges if there exists (µ, w) ∈ Adm [0,1] s.t. µ n −→ µ w * -pointwise t-a.e. and w n −→ w in L 2 ([0, 1] , B * ) w in the w * -topology. We furthermore say that (µ n , w n ) n∈N converges to (µ, w) and write (µ n , w n ) −→ (µ, w) in this case. Proof. Since g(t) := ∇x is an element of L 2 ([0, 1] , B) for all x ∈ A 0 , the continuity equation is satisfied following standard arguments after writing the difference quotient in integral form. Proposition 4.1 shows the mass to be one.
. Using this, we furthermore have (µ n , w n ) −→ (µ, w) in Adm [0,1] implying (µ n , w n ) −→ (µ, w) in the w * -topology.
Proof. The inclusion is clear since ||µ(t)|| = 1 for all t ∈ [0, 1] and µ is w * -continuous. Thus the second claim follows at once by dominated convergence. Definition 4.9. We define the functional E f,θ : Proof. Lower semi-continuity of (µ, w) −→ 1 0 I f,θ j (µ j (t), µ j (t), w j (t))dt in the w * -topology for all j ∈ N suffices. For fixed but arbitrary j ∈ N, this follows if (µ, w) −→
is weakly lower semi-continuous (see Remark 4.1). The integrand is jointly convex by Remark 3.5, hence the functional is. It is defined on a Hilbert space, thus we are left to show sequential lower semicontinuity in the norm topology. Finite-dimensionality of A j and B j imply convergence in norm, yielding a pointwise t-a.e. converging subsequence. Thus lower semi-continuity of E f,θ follows by lower semi-continuity of I f,θ j and Fatou's lemma.
For the converse, note µ(t) j = µ j (t) and w(t) j = w j (t) by construction. Thus w * -lim j µ j (t) = µ(t) in A * and w * -lim j w j (t) = w(t) in B * for a.e. t ∈ [0, 1]. Using 1) in Theorem 3.1 and Fatou's lemma, we have E f,θ (µ, w) ≤ lim inf j 1 2
1 0 I f,θ (µ j (t), µ j (t), w j (t))dt. The latter term equals E f,θ (µ, w) by 2) and 3) in Theorem 3.1.
2) there exists a converging subsequence if 2.1) sup j∈J ξ(τ j , ω j ) < ∞, 2.2) lim inf n∈N E f,θ (µ n , w n ) < ∞.
Proof. By Proposition 4.8, convergence in Adm [0,1] implies w * -convergence. Our first claim thus follows by Lemma 4.2. For our second claim, we use the hypothesis to apply Proposition 4.6 obtaining equicontinuity of (µ n ) n∈N ⊂ AC([0, 1], S(A)). Arzelà-Ascoli for families of paths with values in compact metric spaces (cf. [34] ) allows extraction of a converging subsequence, again denoted by (µ n ) n∈N . Using Proposition 4.6 to bound (w n ) n∈N ⊂ L 2 ([0, 1], B * ) w , we extract a w * -converging subsequence and conclude by Proposition 4.7.
Definition 4.10. For all (µ, w) ∈ Adm [0,1] , we write C(µ, w) for the set
and furthermore define 1) the lower limit E f,θ L (µ, w) := inf C(µ,w) lim inf j∈N E f,θ j (µ j , w j ), 2) the upper limit E f,θ U (µ, w) := inf C(µ,w) lim sup j∈N E f,θ j (µ j , w j ).
Proof. Lemma 4.2 yields the first equality. By lower semi-continuity, E f,θ ≤ E f,θ L . We moreover have
for all x ∈ A j , the last equality following by local stability.
4.2 Quantum optimal transport distances. Assume the setting of Subsection 4.1. We introduce a quantum optimal transport distance associated to (∇, f, θ) and give fundamental properties in Theorem 4.1. We moreover prove such distances to yield length spaces in the sense of metric geometry and discuss their geodesic limit property.
Definition 4.11. We define the quantum optimal transport distance (or metric) associated to
Remark 4.6. By construction, each Adm [a,b] is clearly closed under standard concatenation of paths and the reversal map t −→ b + t(a − b). 
Proof. We prove the first claim. Apply the reversal map for a := 0 and b := 1 to a given admissible path to show symmetry. The triangle inequality follows from closedness of Adm [0,1] under concatenation of paths. For positive definiteness, use A 0 ⊂ A densely and the below argument. Let µ 0 , µ 1 ∈ S(A), (µ, w) ∈ Adm [0, 1] , and x ∈ A j for j ∈ N. We normalise the restriction of (µ, w) as per Proposition 4.2, writing C j := µ 0 (1 Aj ) for all j ∈ N. Proposition 4.6 im-
. By I f,θ (λx, λx, λu) = λI f,θ (x, x, u) for all λ ≥ 0 and Proposition 4.6, we have
x ∈ A j and j ∈ N. By density, positive definiteness and our first claim follow.
The first statement in 2) follows equally. For lower semi-continuity, let w * -lim 
by lim j∈N C j = 1 and lower semi-continuity. The fifth claim follows at once by Lemma 4.3.
We show (S(A), W f,θ ∇ ) to be a length space and geodicity of constant-speed minimisers. Sufficient conditions for being a geodesic space are given in Corollary 4.2. We use [9] as standard reference for metric geometry. We give a standard reparametrisation lemma (cf. [52] ). Proof. The map ϕ −1 (t) := L f,θ (µ, w)( t 0 N f,θ (µ(s), w(s))ds) −1 is strictly increasing on [0, 1] and thus a homeomorphism. We haveφ(t) = L f,θ (µ, w) −1 N f,θ (µ(ϕ(t)), w(ϕ(t))) for all t 0 ∈ (0, 1) since the differential at t ∈ (0, 1) is strictly positive. We set (µ, w) := (µ • ϕ, w • ϕ) to have w(t) =φ(t)w(ϕ(t)) t-a.e, and readily calculate t −→ N f,θ (µ(t), w(t)) to be t-a.e. constant. Jensen's inequality thus implies 2E f,θ (µ, w) = L f,θ (µ, w) 2 = L f,θ (µ, w) 2 ≤ 2E f,θ (µ, w), where we used invariance of L f,θ under reparametrisations for the second identity.
Adm is a class of admissible path in the sense of [9] and L f,θ satisfies conditions 1)-3) of length functionals on p.27 in [9] . Parametrising to [0, 1] and applying Lemma 4.5, we use L f,θ = √ 2E f,θ for constant speed paths to see that 4) on p.27 in [9] is false if and only if the first statement in 2) of Theorem 4.1 is. Thus L f,θ induces a metric d L f,θ equalling W f,θ ∇ by Lemma 4.5. Remark 4.8. By Proposition 2.4.1 in [9] , d L f,θ is the intrinsic distance. Moreover, admissible paths are rectifiable because L f,θ is defined using a Riemann integral. Corollary 4.2. If (µ, w) ∈ Adm [0,1] (µ 0 , µ 1 ) is a minimiser, then w(t) = 0 t-a.e. while (µ, w) is a minimising geodesic. If sup j ξ(τ j , ω j ) < ∞ and W f,θ ∇ (µ, η) < ∞ for all µ, η ∈ S(A), then (S(A), W f,θ ∇ ) is a geodesic space and there exist minimising geodesics. Proof. We have w(t) = 0 by minimality, while (µ, w) is a minimiser by
, then (µ, w) is not minimising. Thus (µ, w) is a geodesic since it has t-a.e. constant speed. For the second claim, note that minimisers exist by Theorem 4.1 and therefore geodesics by our first claim.
We discuss the geodesic limit property in Theorem 4.2, viewing it as the analogue of 3) in Theorem 4.1 on the level of admissible paths. Implicitly, we thus consider geodesics to be the characterising property of a metric geometry. We do not however claim this to be a derived statement, instead using it as definition for a geometrically meaningful limit process. 
1)
We have an ascending chain .
for all s ≤ t in [0, 1]. If furthermore sup j∈N ξ(τ j , ω j ) < ∞ holds, then
Proof. For fixed marginals, the first claim follows for GEO and GEO min by 2) in Lemma 4.1 and 3) in Theorem 4.1. It therefore follows in general. To see our second claim, apply 1) in Lemma 4.1 and use mass preservation under the continuity equation to have E f,θ j (res j (µ, w)) ≤ E f,θ (µ, w) by µ 0 , µ 1 ∈ S(A j ). By minimality, we have equality. This shows the first part of the second statement from which its second part follows by our first claim. The first part of our third claim is a direct consequence of 1) in Lemma 4.1 and lower semi-continuity of the energy functional, while its second part thus follows by 5) in Theorem 4.1.
Remark 4.9. A metric geometry is characterised by geodesics since the latter contain all information concerning the evolution of the system we model. By 1) in Theorem 4.2 and for all j ∈ N, we see the evolutionary information in (S(A j ), W f,θ ∇j ) to be included in those of higher index and the limit. Moreover, 3) in Theorem 4.2 shows a geodesic to be approximated by a family of asymptotically geodesic paths. Quantitative convergence criteria for the latter may prove beneficial for obtaining an explicit computational understanding of the metric geometry.
GRADIENT FLOWS OF LOCAL FUNCTIONALS
We introduce local functionals and gradient flows in the first subsection. These are functionals and gradient flows compatible with the ascending isometric inclusions in 3) of Theorem 4.1. This compatibility is used in the second subsection to show existence of finite-energy paths. We furthermore prove equivalence of lower Ricci bounds and gradient estimates in Theorem 5.2.
5.1
Local functionals and gradient flows. We discuss local functionals and gradient flows. Our main example is the noncommutative relative entropy and generalised heat semigroup e −t∆ with f generating the logarithmic mean and θ = 1 fixed.
In this subsection, let (A, τ ) and (B, ω) be tracial AF-C * -algebras, (φ, ψ, γ) an AF-A-bimodule structure on B, ∇ : A 0 −→ B 0 be a quantum gradient, f a generating function, and θ ∈ (0, 1]. We moreover assume A to be unital with 1 Aj = 1 A for all j ∈ N. Thus B is unital since φ(1 A ) = 1 Bj for all j ∈ N, and sup j∈N ξ(τ j , ω j ) < ∞ holds. Finally, assume ker ∆ = 1 A C or equivalently ker ∆ j = 1 A C for all j ∈ N.
Remark 5.1. Example 2.6 and Example 2.8 satisfy all assumptions in this subsection.
For all µ ∈ A * + , F j (µ j ) = F (µ j ) by definition. Hence "≤" by lower semi-continuity and "≥" since F (µ j ) ≤ F (µ) for all j ∈ N.
Example 5.1. Consider the relative entropy for C * -algebras (cf. p.93-94 in [40] ). For all µ ∈ S(A), let Ent(µ|τ ) be the relative entropy of µ respective τ . Then Ent(µ|τ ) = τ (µ log µ) in finite dimensions and x −→ τ (x log x) is C 2 on S + (A j ) for all j ∈ N. By i) of Proposition 5.23 in [40] , we have lower semi-continuity in the w * -topology. By iv) of the same proposition and for all j ≤ k in N, we have monotonicity as required when restricting to A j ⊕ 1 A and A k ⊕ 1 A . We argue analogous to Lemma 3.2 for the general case. Since 1 ⊥ Aj A j = A j 1 ⊥ Aj = 0 in A k and Ent(x|τ ) = τ (x log x) for all positive x ∈ A k , we represent x log x as the limit of a polynomial sum for all positive x ∈ A j ⊕ 1 A . We thus calculate Ent(µ j |τ j ) ≤ Ent(µ k |τ k ) ≤ Ent(µ|τ ) for all j ≤ k in N.
For all j ∈ N, S + (A j ) := S(A j ) ∩ GL(A) is a smooth manifold. We identify 1 A C = T µ S + (A j ) with im ∇ j for all µ ∈ S + (A j ) by positivity of ∆ and ∆ |Aj := ∆ j = ∇ * j ∇ j for all j ∈ N. This yields a Riemannian metric g j on S + (A j ) for all j ∈ N. Definition 5.3. Let F be local. P : [0, ∞) × A * + −→ A * + is a locally regular gradient flow of F if 1) P (t)(λµ) = λP (t)(µ) for all λ > 0 and (t, µ) ∈ [0, ∞) × A * + , 2) P (t)(µ) |Aj = P (t)(µ |Aj ) for all j ∈ N and (t, µ) ∈ [0, ∞) × A * + , 3) w * -lim t↓0 P (t)(µ) = P (0)(µ) = µ for all µ ∈ A * + , 4) P (t)(S(A j )) ⊂ S + (A j ) for all j ∈ N and t ∈ (0, ∞), 5) P [0,∞)×S+(Aj ) is the gradient flow of (F |S+(Aj ) , g j ) for all j ∈ N.
Proposition 5.2. Let F be local. If P is a locally regular gradient flow of F , then 1) for all j ∈ N, Remark 5.3. Closing x −→ ||∇x|| 2 2 defines a C * -Dirichlet form generated by ∆ (cf. [16] ). Theorem 2.52 on p.205 and Theorem 4.5 on p.229 in [8] imply P (t) := e −t∆ to be Markovian. The latter is equivalent to preserving positivity by ∆(1 A ) = 0. Theorem 2.44 on p.201 in [8] moreover shows strong continuity of P , as well as extension to a strongly continuous positive semigroup on L 1 (A, τ ) and a w * -continuous positive semigroup on L ∞ (A, τ ). We always write P for either extension, noting τ (P (t)(x)y) = τ (xP (t)(y)) for all x ∈ L 1 (A, τ ), y ∈ L ∞ (A, τ ) and t ∈ [0, ∞). and assume A to be finite-dimensional without loss of generality. We use the notation of and results on operator differentiable functions in [43] for the following argument. 
5.2
Existence of finite-energy paths. We show existence of finite-energy paths given a Poincaré-inequality and a smoothing property of the local gradient flow. For the noncommutative L 2 -Wasserstein distance, i.e. Example 5.2, this leads to regularity assumptions on the generalised heat semigroup resulting in ergodicity assumptions on each restriction.
We assume the setting of Subsection 5.1 and moreover ask F : A * + −→ [0, ∞] to be a local functional with its locally regular gradient flow P : [0, ∞) × A * + −→ A * + . Notation 5.1. If w * -lim t→∞ P (t)(µ) exists, then we write P (∞)(µ) := w * -lim t→∞ P (t)(µ)(µ).
Proof. Let t 0 ∈ [0, ∞) be fixed but arbitrary, resp. t 0 = ∞ if P (∞)(µ) exists. By 4) in Theorem 4.1 and 2) in Definition 5.3, it suffices to show W f,θ
Observe that lim j∈N F (µ j ) = F (µ) by Proposition 5.1. We moreover use 1 A ∈ A j for all j ∈ N to have µ j (1 A ) = 1 for all j ∈ N. Hence we assume finite-dimensionality without loss of generality. We set µ(t) := P (t)(µ) and w(t) := wṖ (t)(µ) on [0, t 0 ]. Thus (µ, w) satisfies the continuity equation by construction and is admissible. As wṖ (t)(µ) = grad F (P (t)(µ)) by 5) in Definition 5.3, we obtain
and our claim follows by || grad F (P (t)(µ))|| 2 P (t)(µ) = − d dt F (P (t)(µ)). Proof. Existence of h := h(p) follows by Theorem 9.2 in [53] , while our claim regarding π im∇j (∇h) is implied at once by local stability. Thus let p, q ∈ S(A) ∩ L 2 (A, τ ) have bounded inverse and set p(t) := (1 − t)p 0 + tp 1 for all t ∈ [0, 1]. For all t ∈ [0, 1], p(t) ∈ S(A) ∩ L 2 (A, τ ) and p(t) has bounded inverse. If C > 0 lies between {0} and inf{spec p 0 \ {0} ∪ spec p 1 \ {0}}, then ||p(t) −1 || ≤ C −1 for all t ∈ [0, 1]. Observe that C > 0 is of such form if and only if τ (p k x) ≥ Cτ (x) for all x ∈ A and k ∈ {0, 1}. Hence p j (t) := p(t) j lies in S(A j ) ⊂ A j with bounded inverse, satisfying ||p j (t)|| A ≤ C −1 for all t ∈ [0, 1] and j ∈ N. We calculate the associated tangent field.
We have d dt p(t) = p 1 −p 0 , as well as d dt p j (t) = p 1 j −p 0 j for all j ∈ N. Let h ∈ L 2 s.t. τ ((p 1 −p 0 ) 0 x) = ∇h, ∇x ω for all x ∈ Dom ∇. For all j ∈ N, set µ(t) := p j (t) and w j (t) := π im∇j (∇h). This defines an admissible path. Theorem 4.5 in [35] shows the harmonic mean to be the minimal symmetric one.
||∇h|| ω for all j ∈ N and we conclude by 4) in Theorem 4.1.
Remark 5.4. Proposition 5.3 shows (S + (A j ), g j ) to be complete for all j ∈ N since each restriction ∇ j satisfies a Poincaré inequality due to ker ∇ j = 1 A C for all j ∈ N.
We derive sufficient conditions for satisfying the assumptions of Proposition 5.3 in the setting of Example 5.2. Aside from satisfying the Poincaré-inequality, in practise this amounts to controlling eigenvalue growth against the optimal constants for ||.|| 2 ≤ √ σ j ||.|| 1 in A j for all j ∈ N. Lemma 5.2 however shows it suffices for P to regularise L 1 (A, τ ) to L 2 (A, τ ) if time t > 0 holds. Definition 5.5. We call e −t∆ regular if e −t∆ (p) ∈ L 2 (A, τ ) for all (p, t) ∈ L 1 (A, τ ) × (0, ∞).
Remark 5.5. If e −t∆ is regular, then e −t∆ : L 2 (A, τ ) −→ L ∞ (A, τ ) is a bounded operator obtained by dualisation and ||e −t∆ || L 2 (A,τ ),L ∞ (A,τ ) ≤ ||e −t∆ || L 1 (A,τ ),L 2 (A,τ ) for all t ∈ (0, ∞).
We fix notation in preparation of Proposition 5.4. Let {1 A , e 1 , . . . , e m1 } be an orthonormal eigenbasis of ∆ 1 and set m 0 := 1. For all j ∈ N and denoting A 0 = ∅ in this construction only, we consider an orthogonal decomposition A j = A j−1 ⊕ e mj−1+1 , . . . , e mj C w.r.t. τ j for E j := {e mj−1+1 , . . . , e mj } orthonormal eigenvectors of ∆ j . We obtain an orthonormal eigenbasis
. . E j } is an orthonormal eigenbasis of ∆ j for all j ∈ N. This eigenbasis of ∆ j satisfies E j ∈ A j and E l ⊂ E j ⊥ C for all l < j in N. For all k ∈ N, let λ k be the eigenvalue associated to e k . Finally, set E 0 := {1 A }.
Remark 5.6. For all j ∈ N, consider τ j = ( Nj l=1 C j,l tr n j,l ) • r Aj following Proposition 2.2 and let σ j := inf{C j,1 . . . C j,Nj } −1 . Direct calculation shows ||.|| L 2 (Aj ,τj) ≤ √ σ j ||.|| L 1 (Aj ,τj) for all j ∈ N.
Proposition 5.4. Let ∇ satisfy the Poincaré inequality. For all j ∈ N, we set E 0 := {1 A } and ζ j := inf{λ k | e k ∈ E j \ E j−1 }. If (a j ) j∈N ∈ ℓ 1 (N, C) + s.t. e −ζj σ j ≤ a j for all j ∈ N, then e −t∆ is regular.
Proof. For all µ ∈ A * , we have µ = w * -lim j→∞ j l=1 e k ∈Ej \Ej−1 α k e k . Let p ∈ L 1 (A, τ ) fixed but arbitrary and sup j∈N ||p j || 1 = ||p|| 1 = 1 without loss of generality. For all j ∈ N, we have ||p j || 2 τ = j l=1 e k ∈Ej\Ej−1 |α k | 2 ≤ σ j by Remark 5.6. Thus e k ∈Ej\Ej−1 |α j | 2 ≤ σ j for all j ∈ N and we estimate ||P (1)(p) j || 2 τ = ||P (1)(p j )|| 2 τ ≤ j l=1 e −ζj e k ∈E l |α k | 2 ≤ ∞ j=1 a j < ∞ for all j ∈ N. Hence there exists a w * -converging subsequence in L 2 (A, τ ). Its limit equals P (1)(p) by A 0 ⊂ L 2 (A, τ ) densely since w * -lim P (1)(p) j = P (1)(p) holds.
Example 5.3. Assume the setting of Example 2.6 demanding D > 0 to hold. In particular, the induced quantum gradient satisfies a Poincaré inequality. For all j ∈ N, σ j = 2 j since τ j = 2 −j tr by uniqueness of the tracial state after identifying Cliff(H j , Γ j ) ∼ = ⊗ j k=1 M 2 (C) canonically. Following our discussion in Example 2.6, E j \ E j−1 are all basis elements √ 2 k+1 B(e n1 ) · . . . · B(e n k )B(e j ) s.t. n 1 < . . . < n k < j and k ∈ {1, . . . , j − 1}. We have ζ j ≥ λ 2 j ≥ 0 for all j ∈ N using the characterisation of eigenvalues in Example 2.6. Thus λ j ≥ 0 for all j ∈ N suffices since we are able to rewrite e −ζj 2 j ≤ a j as ζ j ≥ log( 2 j aj ) and set a j := 2 j for all j ∈ N. Example 5.4. We consider the setting and construction in Example 2.8. For all j ∈ N, σ j = 2 2j since τ j equals 2 −2j tr after identification. In the j-th iteration and using the notation of Lemma 2.4, note that K(∆ j ) is finite and our required estimate improves as C j tends to infinity. Since the eigenvalues of eigenvectors in E j \ E j−1 are of form |η(n) + C j η(m)| 2 , we are able to choose C j s.t. e ζj < ε for ε > 0 fixed but arbitrary. Hence a suitable sequence (a j ) j∈N is found if we choose to let . . . < C j < C j+1 < . . . grow appropriately quickly.
Lemma 5.2. Let ∇ satisfy the Poincaré inequality and let P (t) := e −t∆ be regular. Then for all p ∈ L 1 (A, τ ), we have lim t→∞ P (t)(p) = τ (p)1 A ∈ L ∞ (A, τ ) in norm. For all p ∈ L 1 (A, τ ), there furthermore exists t 0 ∈ (0, ∞) s.t. P (t)(p) is invertible for all t ≥ t 0 .
Proof. We immediately have lim t→0 P (t)(p) = τ (p)1 A in L 2 (A, τ ) for all p ∈ L 1 (A, τ ) by the Poincaré inequality using an orthonormal eigenbasis (1 A , e 2 , . . .) of ∆ in our calculation. We moreover let (0, λ 2 , . . .) denote the eigenvalues. Without loss of generality, let e 1 = 1 A and p ∈ L 2 (A, τ ). Write p = ∞ k=1 α k e k . For fixed but arbitrary ε > 0, let n ∈ N s.t. || ∞ k≥n α k e k || τ ≤ ε. Then
|α k ||e −tλ k |e k + sup t∈(0,∞) ||P (t)|| L 2 (A,τ ),L ∞ (A,τ ) · ε for all t ∈ (0, ∞). The left hand side tends to zero as t tends to infinity. Using Remark 5.5, we thus see sup t∈(0,∞) ||P (t)|| L 1 (A,τ ),L 2 (A,τ ) < ∞ to show our claim since ε > 0 was arbitrary. For all q ∈ L 1 (A, τ ), sup t∈(0,∞) ||P (t)(q)|| L 2 (A,τ ) < ∞ by lim t→0 P (t)(q) = τ (q)1 A in L 2 (A, τ ). The uniform boundedness principle hence yields the required estimate. Invertible elements are open in the norm topology and 1 A is invertible, thus the semigroup property implies our second claim.
Remark 5.7. Note Dom Ent(−|τ ) ⊂ L 1 (A, τ ). To see this, observe that Ent(µ|τ ) < ∞ implies existence of a normal extension of µ to L ∞ (A, τ ) (cf. p.93 in [8] ). As the modular automorphism group of a trace is trivial, we apply the noncommutative Radon-Nikodym Theorem (cf. Theorem 5.4 in [44] ) to obtain a self-adjoint positive unbounded operator D µ on L 2 (A, τ ) affiliated with the centre of L ∞ (A, τ ), hence L ∞ (A, τ ), satisfying µ(x) = τ (D µ x) for all x ∈ L ∞ (A, τ ). Since µ(1 A ) < ∞, D µ is τ -measurable and lies in L 1 (A, τ ) by construction (cf. [31] ). Proof. By Example 5.2, we apply Lemma 5.1 to have W f,1 ∇ (p, e −t∆ (p)) < ∞ for all t ∈ (0, ∞) if p has finite relative entropy. Lemma 5.2 and the triangle inequality thus reduce our claim to paths between boundedly invertible elements. This follows at once by Proposition 5.3.
5.
3 K-convexity of local functionals. We consider geodesic K-convexity of local functionals as an important instance of local to global properties of the limit geometry. In particular, we prove equivalence of lower Ricci bounds and gradient estimates in Theorem 5.2 in the setting of Example 5.2. This mirrors the classical setting following Bakry-Émery.
Throughout this subsection, we assume the setting of Subsection 5.1 and existence of finite-energy paths. We discuss existence conditions in the above subsection.
Definition 5.6. Let F : A * + −→ [0, ∞] be a local functional and K ∈ R. In 3) and 4), we moreover let P be the locally regular gradient flow of F . 1) We call F strongly geodesically K-convex, or K-convex, if for all µ 0 , µ 1 ∈ S(A), geodesics (µ, w) ∈ GEO(W f,θ ∇ )(µ 0 , µ 1 ) and t ∈ [0, 1], we have
2) We say that F is locally strongly K-convex, or locally K-convex, if F j is strongly geodesically K-convex in (S(A j ), W f,θ ∇j ) for all j ∈ N.
3) F satisfies an evolution variational inequality for K if we have 1 2
d + dt W f,θ ∇ (P (t)(µ), η) 2 + K 2 W f,θ ∇ (P (t)(µ), η) 2 ≤ F (η) − F (P (t)(µ)) (EVI) for all µ, η ∈ S(A) and t ∈ (0, ∞). 4) F satisfies a local evolution variational inequality for K if for all j ∈ N, we have
for all µ, η ∈ S(A j ) and t ∈ (0, ∞).
Lemma 5.3. Let F be local and P its locally regular gradient flow. Assume that for all j ∈ N, F j satisfies EVI for K if and only if F j is strongly geodesically K-convex in (S(A j ), W f,θ ∇j ). Then 1) to 4) in Definition 5.6 are equivalent.
Proof. By 1) in Theorem 4.2, 1) implies 2) at once. By Proposition 3.1 in [20] , satisfying EVI for K has an integral characterisation. The latter is stable under limits, as P (t)(µ) j = P (t)(µ j ) and lim j∈J F j (µ j ) = F (µ) for all µ ∈ S(A) lets us apply 4) in Theorem 4.1. Thus 3) and 4) are equivalent. By Theorem 3.2 in [20] , 3) implies 1). Finally, 2) and 3) are equivalent by hypothesis.
For the remainder of this subsection, assume the setting of Example 5.2. We therefore have Dom Ent(−|τ ) ⊂ L 1 (A, τ ) by Remark 5.7. Thus EVI reduces to µ, η ∈ L 1 (A, τ ). Furthermore observe Ent(−|τ ) j = Ent(−|τ j ) for all j ∈ N by definition.
Definition 5.7. For all µ ∈ S(A) and x ∈ A 0 , set ||x|| µ := I f,1 (µ, µ, x). Let K ∈ R.
1) If ∇e −t∆ (x)|| p ≤ e −Kt ||∇x|| e −t∆ (p) for all t ∈ [0, ∞), x ∈ A 0 and p ∈ Dom Ent(−|τ ), we say that GE(K, ∞) holds 2) If ||∇ j e −t∆j (x)|| p ≤ e −Kt ||∇ j x|| e −it∆ j (p) for all t ∈ [0, ∞), x ∈ A j , p ∈ Dom Ent(−|τ j ) and j ∈ N, we say that LGE(K, ∞) holds. Proof. For all j ∈ N, ∇ j x = ∇x for all x ∈ A j and Dom F j ⊂ Dom F . In addition, we have P (t)(x) = e −t∆j (x) for all x ∈ A j and j ∈ N by Remark 2.9. Therefore GE(K, ∞) implies LGE(K, ∞). Assume LGE(K, ∞) and let p ∈ Dom F . For all j ∈ N, p j ∈ Dom F j by Proposition 5.1. If x ∈ A 0 , then x ∈ A j for a j ∈ N. We show lim j∈N D µj ,ηj ,ε (u), u ω = D µ,η,ε (u), u ω for all µ, η ∈ S(A) and u ∈ L 2 (A, τ ) in our proof of Lemma 3.6. Thus for all t ∈ [0, ∞), we have ||∇P (t)(x)|| p = lim k∈N ||∇ k e −t∆ k (x)|| p k ≤ lim k∈N e −tK ||∇x|| P (t)(p k ) = e −tK ||∇x|| P (t)(p) using P (t)(x) = ∇ k e −t∆ k (x) for all k ≥ j in N and P (t)(p k ) = P (t)(p) k for all k ∈ N.
We consider the relationship of our setting to [12] . In particular, Theorem 5.2 requires the AF-A-bimodule structure and ∇ to induce differential structures following Definition 4.7 in [12] .
Definition 5.8. Let k ∈ N. In the notation of Definition 4.7 in [12] , set (A, τ ) = (A k , τ k ) and let (B k , ω k ) = (⊕ n∈J B n , ⊕ n∈J τ n ). Set l n = π n • φ and r j = π n • ψ for all n ∈ J . We call ∇ k differential if there exist (V n ) n∈J and σ yielding a differential structure according to Definition 4.7 in [12] s.t. its induced gradient is ∇ k . We say that ∇ is differential if ∇ k is differential for all k ∈ N.
