State of the art music recommender systems mainly rely on either Matrix factorization-based collaborative filtering approaches or deep learning architectures. Deep learning models usually use metadata for content-based filtering or predict the next user interaction by learning from temporal sequences of user actions. Despite advances in deep learning for song recommendation, none has taken advantage of the sequential nature of songs by learning sequence models that are based on content. Aside from the importance of prediction accuracy, other significant aspects are important, such as explainability and solving the cold start problem. In this work, we propose a hybrid deep learning structure, called "SeER", that uses collaborative filtering (CF) and deep learning sequence models on the MIDI content of songs for recommendation in order to provide more accurate personalized recommendations; solve the item cold start problem; and generate a relevant explanation for a song recommendation. Our evaluation experiments show promising results compared to state of the art baseline and hybrid song recommender systems in terms of ranking evaluation.
INTRODUCTION
Recommendation is a prevalent part of our daily lives that has known a tremendous and increasing interest by the Machine Learning research community during the last few decades. Among the fields in which recommendation is most decisive is music. Music streaming platforms are indeed numerous: Spotify [33] , Pandora [28], YouTube Music [42] and many others. However, what makes the success of a platform is its capacity to predict which song the user wants to listen to at the moment given their previous interactions. The most accurate recommender systems rely on complex black box machine learning models that do not explain why they output the predicted recommendation. This lack of transparency and inability to explain the decisions to human users may limit their effectiveness. In fact, one main challenge in recommendation today is designing a recommender system that mitigates the tradeoff between explainability and prediction accuracy [3] . The most widely used techniques today in music recommendation are Matrix factorization (MF)-based collaborative filtering approaches [25] and deep learning architectures [43] . MF is based on similarities between users and items in a latent space obtained by factorizing the rating matrix into user and item latent factor matrices [19] .
For state of the art deep learning recommender systems, there are mainly two approaches. The first approach relies on content based filtering [36] using metadata to recommend. The second approach uses sequence models [24] [8] [16] to predict the next interaction (played song) given the previous interactions [14] [34] [41] . Despite the advances in deep learning for song recommendation and despite the sequential nature of songs that makes them naturally adapted to sequence models, no work has used sequence models with the content of songs for recommendation. Aside from accuracy and explainability, the cold start problem characterizes a significant issue that recommender systems, and especially collaborative filtering recommender systems, usually suffer from [2] . In fact, most recommender systems need an initial history of interactions (ratings, clicks, plays, etc.) to recommend items. In music streaming platforms, new users and songs are constantly added making solving this issue crucial.
In this work, we take advantage of the sequential nature of the songs, the prediction power of MF and the superior capabilities of deep learning sequence models to build a novel hybrid model that provides accurate predictions, solves the item cold start problem and provides a new type of explanation consisting of a personalized 10-second instrumental segment of the song that characterizes the portion that the user is predicted to like the most.
RELATED WORK
Various recommender systems rely on sequence models. However, not all of them use them for recommendation with user identification. In fact, some are session-based CF models [14] [34] [41] that predict the next interaction in a sequence of interactions. Other methods introduce content to session-based recommendation [15] [32] and prove that side information enhances the recommendation quality [43] . Other recommender systems using sequence models took into consideration user identification [40] [39] . These engines model temporal dependencies for both users and movies [40] [39] and generate reviews [39] . The main objective of these models is to predict ratings of users to items using seasonal evolutions of items and user preferences in addition to user and item latent vectors. Alternate models aimed to generate review tips [23] , predict the returning time of users and predict items [17] or produce next item recommendations for a user by proposing a novel Gated Recurrent Unit [8] (GRU) structure [10] . Finally, some recommender systems also use sequence models as a feature representation learning tool [43] . [5] creates a latent representation of items and uses it as input to a CF model with a user embedding to predict ratings. On the other hand, song recommendation received contributions from few hybrid models that often diverge in terms of input data and features created. In fact, music items can be represented by features derived from audio signals, social tags or web content [35] . Among the most noticeable hybrid song recommender systems, [38] learns latent factors of users and items using matrix factorization and sums their product with the product obtained with created user and song features. [6] combines non-negative MF and graph regularization to predict the inclusion of a song in a playlist. [27] learns artist embeddings from biographies and track embeddings from audio spectrograms, then aggregates and multiplies them by user latent factors obtained by weighted MF to predict ratings. Finally, [4] positions the users in a mood space, given their favorite artists, and recommends new artists using similarity measures.
METHODS 3.1 Data Preparation
We needed a dataset that includes both user to item interactions and song content data. Thus, we used two datasets from the Million Song Dataset (MSD) [7] . First, "The Echo Nest Taste Profile Subset" [26] includes 48,373,586 play counts of 1,019,318 users to 384,546 songs collected from The Echo Nest's undisclosed partners. The second dataset is "The Lakh MIDI Dataset". It includes 45,129 unique MIDI files matched to MSD songs [29] [30] . We combined both datasets by taking the intersection in terms of songs. We also filtered out users that interacted with less than 20 unique songs to reduce the sparsity. As a result, we obtained a dataset with 32,180 users, 6,442 songs, of which MIDI files are available, and 941,044 play counts. Our dataset has a sparsity of 99.54%.
Then, we preprocessed our dataset. We started by mapping the play counts to ratings in order to remove the outliers. In fact, play counts of 10 or 3,500 could be considered the same because they both mean that the user highly likes the song. We used the box plot statistics for the mapping as shown in Fig. 1 . Next, we created the input to sequence models by transforming each MIDI file into a multidimensional time series. In fact, MIDI files are polyphonic digital instrumental audios that are usually used to create music. They are constituted of event messages that are consecutive in time [1] . Each message includes a type (can be a note for example), notation (the note played), time (the time it is played) and velocity (how rapidly and forcefully it is played) [37] . These events are distributed over 16 available channels of information, which are independent paths over which messages travel [1] . Each channel can be programmed to play one instrument. Thus, a MIDI file can play up to 16 instruments simultaneously. We first used "MIDICSV" [37] to translate the MIDI files into sheets of the event messages. We only considered the "Note on C" events to focus our interest on the sequences of notes played throughout time. Thus, we extracted the notes that are played within the 16 channels with their velocities. Hence, each transformed multidimensional time series is constituted of a certain number of rows representing the number of "Note on C" events and 32 features representing the notes and velocities played within the 16 channels. The transformation process is summarized in Fig. 2 . After that, we normalized the number of time steps to the median (2,600) in order to be able to train with mini-batches [22] . Given the distribution of the play counts, at least 50% of the songs kept all their notes and 75% of the songs kept at least half of their notes. Finally, in order to avoid duplicates of the same song in the input and ensure memory efficiency, we created a song lookup matrix by flattening each multidimensional time series into a row in the matrix.
SeER
Three main observations inspired the design of our model. First, the sequential nature of songs, particularly represented by MIDI files, can be best modeled using sequential models. Moreover, the hidden state (output) of a sequence model is both learnable and of chosen size, both being basic properties of an embedding matrix. Thus, we opted to assimilate it to a user embedding. Finally, sequence models can propagate instances with varying time steps. Thus, we thought about explaining the recommendations with segments. These observations resulted in "SeER": a Sequence-based Explainable Recommender system of which the structure is presented in Fig. 3 . SeER takes as input the song lookup matrix and a user embedding matrix. For each rating in R of user u to item i, dot products with one hot vectors extract the corresponding latent factor vector U u of the user and the flattened song array S s . The song array is next reshaped to its original shape (2600 time steps x 32 features). The array x s is input to a sequence model and the hidden state of the last layer h <m > is multiplied with the song latent feature vector U u to predict a rating of the user to the item. In order to be consistent with MF, we chose the size of the hidden state to be the same as the number of user latent features. The model is finally trained using Mean Squared Error (MSE) [21] as a loss function by comparing the actual rating r ui to the predicted ratingr ui . Our objective function is defined as follows:
Note that in Fig. 3 , the cell states can be ignored when using Recurrent Neural Networks [24] (RNNs) or GRUs. 
Segment Forward Propagation Explainabiliy
After generating a recommendation to a user, we explain it by presenting a 10-second MIDI segment of the song that should be the most important portion of that song to that user. First, we sample segments of the MIDI file by using a sliding window of one second. To do this, we start by creating absolute time segments that we convert to MIDI times to determine the range of time steps of each segment. In fact, the time in a MIDI file is in pulses and can be converted to absolute time such that time[µs] =
M I DI t ime[pul ses] Division[pul ses/Q R . not e]
T empo[µs/QR. note]. The division is the number of pulses per quarter note and the tempo is a measure of speed [37] . Then, we create a multidimensional time series for each segment by truncating the time series of the recommended song using the obtained MIDI times. Finally, we test each segment's time series along with the user in an explainability model to predict a rating of that user to the segment. Here, the explainability model is the trained SeER but with the multidimensional time series of the segments being input directly to the sequence model layers in order to allow testing with different numbers of time steps. The segment that obtains the highest predicted rating is presented to the user as the explanation to the song recommendation. We called this explainability process "Segment Forward Propagation Explainability" because it relies on forward propagation of segments to explain the prediction. The aforementioned explanation process is presented in Fig. 4 .
In order to illustrate our recommendation and explainability processes, we show an example of top 5 recommendations for user number 1000, a random user in our dataset, in Table 1 . We also built a web application to simulate and demonstrate our recommender system. This web application will be part of a user study that will serve to evaluate our explainability process. Each recommendation is accompanied with a button that plays the 10-second MIDI sample.
EXPERIMENTAL RESULTS

Experimental Setting
We used the same 80/20% train/test split for all the experiments in order to be consistent when comparing between two models or when reproducing an experiment. Due to computational and time constraints, we trained all the models on 20 epochs and evaluated the results in terms of recommendation ranking using Mean Average Precision at cutoff K (MAP@K). Furthermore, in order to ensure statistical significance when comparing between two models, we replicated each experiment 5 times and applied statistical tests.
Hyperparameter Tuning
We fixed the number of sequence model layers to 1 and the batch size to 500 because of memory constraints. Also, we relied on the Adaptive Moment Estimation (Adam) [18] optimizer because it yields a relatively fast convergence and adapts the learning rate for each parameter [13] . Finally, we tuned the number of latent features from 50 to 200 with increments of 50 and the sequence model type by trying RNN, GRU and Long Short-Term Memory [16] (LSTM) networks. We relied on a greedy approach, that consists of varying the hyperparameters one by one independently from each other. We started by initializing the sequence model type to LSTM and tuned the number of latent features. Then, we varied the sequence model type. The results are presented in Table 2 . We obtained the best performance with 150 latent features and GRU.
Research Questions
To evaluate the prediction ability of our model, we made both wide and narrow comparisons. For the wide comparison, we matched The baseline recommender systems we used for comparison are:
• Matrix Factorization [25] : One of the most used collaborative filtering techniques and basis of a large number of recommender systems including ours. We used the same number of latent factors as our model which is 150.
• NeuMF [13] : State of the art collaborative filtering technique that combines Generalized Matrix Factorization [13] (GMF) and Multi-Layer Perceptron [9] (MLP). We replaced its output layer with a dot product and used MSE as a loss function because we are working with ratings. We used three hidden layers for MLP and 150 latent features for all embedding matrices.
• ItemPop [31] : Most popular item recommendation. Used to benchmark the recommendation performance.
We present the results obtained with each model in Table 3 . Our model presents an average MAP@10 of 0.1437 which is higher than all the other methods. It also has the benefit of being explainable. Furthermore, we validated our results with ANOVA [11] and Tukey [12] tests. All the p-values were lower than 0.01 meaning that our model performs significantly better than all the other models.
RQ2
: How does our model compare to SOTA hybrid song recommender systems?
The most related hybrid song recommender system we found is [27] . It applies MF-, Convolutional Neural Network [20] (CNN)-and MLP-based [9] models on play counts, audio spectrograms and artist biographies to generate recommendations. The dataset used is a subset of the MSD that overlaps with ours. So, we compared our model directly to the results in [27] using the same evaluation process. Although comparing two models on overlapping datasets is unconventional, the results can give us an idea about the ranges in which the ranking performances of the two models are. The best performing configuration, MM-LF-LIN [27] , presents an MAP@500 of 0.0036, which is significantly lower (ANOVA p-value < 0.01) than our average performance of 0.1438 as presented in Table 4 .
RQ3:
What is the importance of our use of the content data?
We justify the importance of using the content data in three aspects. First, the content data helped improve the recommendation performance as we already proved in RQ1 that our model performs significantly better than MF. Moreover, the content data allowed us to solve the item cold start problem. In fact, in SeER, the item data comes from both the MIDI data and the ratings. Thus, items with no ratings can be recommended by relying solely on the content. Finally, the sequential nature of our data, in addition to the structure of our model, allowed us to generate 10-second instrumental explanations making recommendation more transparent.
CONCLUSION
We proposed a hybrid song recommender system that uses both ratings and song content to generate personalized recommendations accompanied with short MIDI segments as explanations. We made recommendation more transparent while relying on powerful deep learrning models. We proved that our architecture performs significantly better than both baseline and SOTA hybrid song recommender systems. Moreover, we proved the effectiveness of the way we integrate the content data. Finally, we solved the item cold start problem which is a notorious limitation of Collaborative Filtering techniques. Our approach has limitations such as the slow training time and the user cold start problem. In the future, we plan to conduct a user study that aims to evaluate our new explainability approach.
