The hole probability that the zero set of the time dependent planar Gaussian analytic function
Introduction
In this paper we study large deviations for the zero set Z f C (t) of the time dependent planar Gaussian analytic function (GAF)
where a n (t) are i.i.d. complex valued Ornstein-Uhlenbeck processes. Specifically, a n (t) = e −t/2 B n (e t ) where B n (t) = 1 √ 2 (B n,1 (t) + iB n,2 (t)) is a Brownian motion in C. With probability one, this process defines an analytic function in the entire plane, and at any fixed time t the distribution of Z f C (t) is translation invariant (see Sodin and Tsirelson [6] for references). Sodin and Tsirelson [7] study the large deviation behavior of Z f C at a fixed time, and show that the hole probability decays exponentially in the square of the area of the disk. The overcrowding behavior of Z f C at a fixed time has been studied by Krishnapur [2] who shows that the probability a fixed disk contains N zeros is asymptotic to e −N 2 log N . The study of Gaussian analytic functions as dynamic processes was initiated by Peres and Virág [4] , who considered the closely related time dependent hyperbolic GAF
where a n (t) are defined as above. Peres and Virág showed that |f U (·, t)| can be reconstructed from its zeros, and hence the zero process determined by f U (·, t) is a time homogenous Markov process. Their proof may be easily adapted to show that |f C (·, t)| can be reconstructed from its zero set, and hence Z f C (t) is a time homogenous Markov process as well. For fixed t, the zero set Z f C (t) exhibits strong repulsive forces between nearby zeros, as one can see visually in figure 2. To appreciate the effect of this repulsion, Sodin and Tsirelson compare Z f C (0) to three toy models. The first model is a Poisson process with the same intensity, π −1 dm. The second model is a perturbed lattice model consisting of the points { √ π(k + iℓ) + cζ k,ℓ : k, ℓ ∈ Z} where ζ k,ℓ are independent standard CN(0, 1) random variables.
The third model is a triangular cluster model consisting of the points √ 3π(k + iℓ) + ce 2πim/3 ζ k,ℓ : k, ℓ ∈ Z, m = 0, 1, 2 , where ζ k,ℓ are as before. They prove that the fixed time hole probability that Z f C (0) contains no zeros in the disk of radius r decays as exp(−cr 4 ). This decay rate differentiates Z f C (t) from the Poisson process for which the hole probability decays as exp(−cr 2 ), but not from the perturbed lattice and triangular cluster models. By studying the asymptotic behavior of linear statistics, Sodin and Tsirelson are able to differentiate Z f C (t) from the perturbed lattice model, but not the triangular cluster model. Each of the toy models has a natural extension to a time dependent process which preserves its distribution. The Poisson process can be made into a time dependent process by allowing the points to evolve as independent planar Brownian motions. The perturbed lattice and triangular cluster models may be extended to time dependent processes by replacing the coefficients ζ k,ℓ with independent Ornstein-Uhlenbeck processes. We show that certain large deviation probabilities starkly contrast Z f C (·) from the other three models. Specifically, let H f C (T, R) denote the hole probability that D R = {z ∈ C : |z| ≤ R} contains no zeros of f C (·, t) for all t ∈ [0, T ]. We prove that
We also obtain estimates for the overcrowding probability, the event that D R contains at least N zeros of f U (·, t) for all t ∈ [0, T ]. Denote this event by C f C (T, R, N).
Theorem 3. For fixed R, we have
and lim inf
+o (1))N log N .
For the three toy models, denote by C k (T, R, N) the event that the time dependent k th model (k equals pp, pl or tc) has at least N points in D R for all t ∈ [0, T ]. We have the following results:
For the perturbed lattice model and the triangular cluster model (k = pl or tc):
This paper is organized as follows. In section 2, we state some well known large and small deviation estimates for Ornstein-Uhlenbeck processes, and prove the large deviation estimates for the toy models. In section 3, we prove that |f C (z, t)| can be reconstructed from its zero set, and deduce that Z f C (t) is a time homogenous Markov process. In section 4, we prove Theorem 1, and in section 5 we prove Theorem 3. In section 6, we prove the large deviation estimates for Ornstein-Uhlenbeck processes.
2 Large deviations for toy models
Estimates for Ornstein-Uhlenbeck processes
We begin by stating some well known large and small deviation estimates for Ornstein-Uhlenbeck processes that will be used throughout the paper. For completeness, full proofs of these estimates are given in section 6. These are the only estimates on the coefficients ζ k,ℓ necessary to derive Propositions 2 and 4. However, further properties of Ornstein-Uhlenbeck properties are used (at least superficially) to derive Theorems 1 and 3.
Lemma 5. Let W (t) = e −t/2 B(e t ) where B(t) is a C-valued Brownian motion started from 0.
For all R < R * and T > T * , there exist constants C 1 and C 2 depending only on R * and T * so that For all R > R * ≥ 1 and T > T * , there exist constants C 1 and C 2 depending only on R * and T * so that
Lemma 7. Let D ρ (x) denote the ball of radius ρ centered at x. Then for fixed ρ and all R > R * (ρ) and T > T * (ρ) there exist constants c 1 and c 2 so that
For all R > R * and T > T * there exists a constant C depending only on R * and T * so that
Proof of Proposition 2
We start with the Poisson process. Let ρ(α, R, T ) denote the conditional probability that no points in the Poisson process with intensity α intersect D R during the time interval [0, T ], given that no points lie in D R at time 0. Brownian scaling and the fact that the union of two independent Poisson processes is another Poisson process gives the following:
Moreover, ρ(1,
(B 1 (t) + iB 2 (t)), let us denote by ζ(r) the hitting time of ∂D r . Recall that for r 1 < r 2 < r 3
It follows that
where we write log 2 to denote two iterations of the log function. Now compute
where we have used the reflection principle and Lemma 1.3 in [3] . It follows that for large T we have the estimate P(ζ(log t) < 1| |B(0)| = 1) ≤ e (log T ) 2 . Combining this fact with equation
(19) we find
For B(t) starting at radius r < 1 we can compute the probability that B(t) avoids D 1/ √ T for all t ∈ [0, 1] by considering the probability that the Brownian motion hits D 1 prior to D 1/ √ T and then use (21). This consideration yields
Similar reasoning for r > 1 yields the bound
Now fix N, and let
to denote the number of points in A k at time 0, and similarly #Ã k (0) and (#D r )(0). We compute, using equations (22) and (23) 
Taking N = log T , we have
. Combining this result with (17) it follows that as T → ∞
which proves the claim.
We now consider the perturbed lattice model. To bound P(H pl (T, R)) from above, note that if H pl (T, R) occurs then for each point m + in with max |m|, |n| ≤ ⌊R/4⌋ + 1 we have |ξ m,n (t) − (m, n)| ≥ R/2 for all t ∈ [0, T ]. Applying lemma 6, we see that
(25) and (7) follows. For the lower bound, observe that H 2 (T, R) will occur if the following two conditions are satisfied for all lattice points (m, n):
ii. If max {|m|, |n|} > 2R then for all t ∈ [0, T ] the process (m + in) + ξ m,n (t) lies in the half plane H which is a distance R from the origin, is parallel to one of the coordinate axis and maximizes d((m, n), H c ).
From lemma 6 we see that
From lemma 8 we estimate:
Since the events (i) and (ii) are independent we obtain (8) for k = pl. The proof of the upper bound for the triangular cluster model is completely analogous. The proof of the lower bound is also very similar. Note that H tc (T, R) will occur if the following two conditions are satisfied:
and the vertex of Q lies on the segment connecting √ 3(m, n) to the origin. See figure 3.
Lemma 8 implies that
Moreover, since W x (t) and W y (t) are independent and the distribution of W is radially symmetric we can apply lemma 8 to compute:
Figure 3: Construction used for bounding the hole probability for the triangular cluster model. By restricting one of the points in a triad to an appropriate quarter plane, we can ensure that none of the three points enters D R .
Proof of Proposition 4
We now prove lower bounds for the over-crowding probabilities of the toy models.
Proof of Proposition 4.
We begin with the Poisson process. Observe that:
is a constant independent of R, and gives a lower bound for the conditional probability
from which the result follows. For the perturbed lattice model, the result follows by using lemma 7 to compute the probability that the points corresponding to the N closest lattice points lie in D R for all t ∈ [0, T ]. The computation is analogous for the triangular cluster model, in this case we compute the probability that one point corresponding to each of the N closest centers lies in D R .
Reconstructing |f C (·, t)| from its zero set
This discussion closely parallels the proof given in [4] that the modulus of a hyperbolic Gaussian analytic function (3) can be reconstructed from its zero set. The key lemma is the following Lemma 9. Fix t. Then with probability one we have
Proof. Assume f C (·, t) has no zeros on ∂D r , then by Jensen's formula (see [1] , p. 208) we have
, so that the distribution of g r,t (α) is independent of r, t and α, and Eg r,t (α) = 0. Set
we prove that with probability one L n 3 ,t → 0 as n → ∞. The proof is a straightforward application of Chebyshev's inequality and the Borel-Cantelli lemma. Compute:
where we have used rotational invariance and absolute integrability to obtain the last expression. By lemma 17 in [4] we have the estimate
For small x we have the estimate cos(x) ≤ 1 − (1 − y). Thus for large r we obtain the bound
Applying Chebyshev's inequality to (33), it follows from the Borel Cantelli lemma that L n 3 → 0 a.s. Thus by equation (31):
Exponentiating (34), we obtain (30).
To see that |f C (·, t)| may be reconstructed from its zero set, note that if T (z) = z + ξ, then by computing covariances we see that
So, applying lemma 9 tof , we can recover |f C (ξ, t)| with probability one. Iterating this procedure, we can recover |f C (·, t)| from Z f C (t) on a dense countable subset, and hence recover |F C (·, t)| everywhere by continuity.
4 Hole probability for f C In this section, we compute the probability of the event
Proof of lower bound in Theorem 1
We claim that a hole of radius R will exist for all t ∈ [0, T ] if the following three conditions are satisfied for all such t:
A similar computation is given in [7] . Write f C (z, t) = a 0 (t) + ψ(z, t) and compute
Since we also have
(we used the inequality k! < k e k which follows from Sterling's formula), it follows that if (i),
(ii) and (iii) hold then sup z∈D R |ψ(z, t)| ≤ 1/2 + e (R 2 +log 48R 2 )/2 and hence f C (z, t) contains no
Using lemmas 5 and 6 we have:
Events (i), (ii) and (iii) are independent, therefore
as desired.
Proof of upper bound in Theorem 1
If a hole of radius R exists at time t, Jensen's formula gives
where µ is the uniform probability measure on ∂D R . So for fixed c < 1/2 andc > 1/2 one of the following three events must occur:
Write A(t) to denote the event that A occurs at time t, and B 1 ℓ (t) to denote the event that |a 0 (t)| ≥ e (c+ℓ)R 2 and B 2 ℓ (t) to denote the event that max
denote the event that either B 1 ℓ (t) or B 2 ℓ (t) occurs. Also, define b(t) = max {ℓ : B ℓ (t) is true} and F t = σ {a k (s) ∀k ≥ 0 and 0 ≤ s ≤ t}. The method of proof is similar to the proof of the upper bound given for lemma 6. We observe the function f C (·, t) at a sequence of times 0 = t 0 < t 1 < · · · < t N and bound the probability that either condition A or condition B is satisfied at all t k ≤ T . Specifically, define t k+1 = t k + ∆t k , where ∆t k is defined as follows:
If both A(t k ) and B 0 (t k ) fail then we set N = k, i.e. the observation process is halted. The proof relies on the following Claim 10. For any c > 1/3 and 0 < ǫ < 1 satisfying ∆t A (ǫ) < 1 we may choosec and R * sufficiently large so that there exist p A and p B such that:
and
The proof of this claim is somewhat technical, so we shall first check that it implies the upper bound stated in Theorem 1.
Let p A and p B be chosen as in Claim 10, and consider the the processt n = n−1 k=0 ∆t k , where ∆t k are i.i.d. and have distribution:
SetÑ = min {k : ∆t k = 0}. Equations (40) and (41) imply that ∆t k stochastically dominates ∆t k , so P(tÑ ≥ T ) ≥ P(t N ≥ T ). Using the following lemma
it follows that
so the upper bound in Theorem 1 follows by letting c ↓ 1/3 and ǫ decrease to zero.
To prove lemma 11, we compute
Proof of Claim 10
The following lemmas allow us to bound the conditional probabilities P(A(t k+1 )|F t k ) and P(B ℓ (t k+1 )|F t k ).
Lemma 12. For 0 < δ < 1/6, andz ∈ C with R/2 ≤ |z| ≤ R and R ≥ 1 we have:
Proof. Define ψ = sup z∈z+δD R |ψ(z)|. Observe that for fixed t and ∆t we may write
where
and α k are i.i.d. CN(0, 1) random variables independent of F t . Now,
so
Quoting [7, Claim 1], this probability is bounded above by e −2C 2 (δ)R 4 provided that
Choosing the maximum allowable value for k, we obtain
Lemma 13. If ∆t ≥ e −(1−2c−ǫ)R 2 with ǫ > 0 then
Proof. The proof uses several estimates from [7] , and we use similar notation. Take N = ⌊2πδ −1 ⌋ and z j = κRe 2πij/N where κ = 1 − δ 1/4 and 0 < δ < 1. By lemma 12 we see that if R > R * (δ) then with probability at least 1 − e −C 3 (δ)R 4 we can choose N points ξ 1 , . . . , ξ N with
Let P (z, ξ) be the Poisson kernel for the disk D R with |z| = R and |ξ| < R. Define P j (z) = P (z, ξ j ). Then if µ is the uniform probability measure on ∂D R we have
For the remainder of the proof we condition on the event that max z∈D R |f C (z, t + ∆t)| ≤ ec R 2 , since otherwise A(t + ∆t) must fail. So,
Also, by applying lemma 12 with R replaced by R/2 and |z| = R/4, we know that except on an exceptional set of measure less than e −C 6 (δ)R 4 we haveξ ∈ ∂D R/2 so that |f
An easy computation shows that 1/3 ≤ P (z, ξ) ≤ 3 for |z| = R and |ξ| = R/2, hence
Combining (50) and (52) we obtain
Now from [7, claim 2] we know that
Combining (49), (53) and (54) gives that, except on an exceptional set of probability bounded by e −C 2 (δ)R 4 :
All we must show is that ( * ) exceeds cR 2 for sufficiently small δ > 0 which may be chosen uniformly in R. Observe that ( * ) is increasing in ∆t, so it suffices to restrict to ∆t = e −(1−2c−ǫ)R 2 < 1/2. Using the inequalities 1−e −x > x−x 2 and log(1−x) > −C 8 x for 0 ≤ x ≤ 1/2, we compute:
It is clear that for fixed ǫ ∈ (0, 1 − 2c) and R > R * (ǫ) we may choose δ > 0 small enough (uniformly in R) so that (55) exceeds cR 2 .
Lemma 14. Fix 0 < ǫ < 1 small enough so that ∆t A (ǫ) < 1. Then for R > 1
Proof. Assuming B 0 (t k ) fails, write:
where X ∼ CN(0, 1) is independent of F t k and ∆t = ∆t A (ǫ) < 1. Using the inequalities
and therefore, since (∆t) 2 < ∆t:
The quantity exp
is decreasing for ℓ ≥ 0, it follows that
Lemma 15. Fix 0 < ǫ < 1 so that ∆t A (ǫ) < 1. Then for R > 1 we have
Proof. As before, write
where X ∼ CN(0, 1) is independent of F t k . Assuming B ℓ (t k+1 ) occurs, we deduce:
is decreasing in ℓ for all ℓ ≥ 0, so we obtain:
Lemma 16. Fix 0 < ǫ < 1 so that ∆t A (ǫ) < 1, then ifc > 2 there exists a constant R * > 0 so that for all R > R * :
with α k ∼ CN(0, 1) i.i.d. and independent of F t k . Also, define ψ = max z∈D R |ψ(z)| and observe that:
If B 2 ℓ (t k+1 ) is satisfied and B 0 (t k ) fails then ∆t k = ∆t A (ǫ) < 1, and we have (using the inequalities e −∆t k /2 < 1 − 3∆t k 8 and 1 − e −∆t k < ∆t k ):
From [7, p. 4] we have the estimate:
provided that R ≥ R 0 (α), where R 0 (α) is decreasing in α. Since we resticted toc ≥ 2 we can fix R * > 1 so that (69) may be used to estimate the probability of (68) for all R ≥ R * . For such constants, we have:
It is clear that that if R is sufficiently large, (70) is decreasing in ℓ for ℓ ≥ 0, so evaluating (70) at ℓ = 0 we obtain
Lemma 17. Forc ≥ 2 and 0 < ǫ < 1 such that ∆t A (ǫ) < 1 then there exists a constant R * so that for all R > R * :
Proof. Equation (66) holds as before, but now we assume that
By requiring R * > 1 we deduce q(·) ≥ 1 2 e (c+ℓ)R 2 . Since we have fixedc ≥ 2 we can fix a constant R * so that for all R > R * equation (69) may be used to write
It is easy to check that (74) is decreasing in ℓ for all ℓ ≥ 0, so
Claim 10 now follows from lemmas 13 -17.
5 Over-crowding probability for f U
In this section we compute the probability of the event
Proof of lower bound in Theorem 3
We claim that for sufficiently large N, the disk D R will contain at least N zeros for all t ∈ [0, T ] if the following three conditions are satisfied for all such t:
To see that this is the case, observe that condition (i) implies that for t ∈ [0, T ]:
While (iii) implies that for large N and t ∈ [0, T ]:
Thus, the claim follows by comparing the functions
and f U (z, t) on ∂D R and applying Rouché's theorem. From lemmas 5, 6 and 8 we compute:
Since events (i), (ii) and (iii) are independent, this computation yields the lower bound in Theorem 3.
Proof of upper bound in Theorem 3
The style of proof is identical to that given for the upperbound of Theorem 1. Jensen's formula states that
where µ is the uniform probability measure on ∂D ρ . Evaluating (79) at ρ = √ N , we see that if f U (·, t) has at least N zeros in D R and √ N > R then:
Thus, if C f C (T, R, N) holds, γ ∈ (0, 1/2) and N > N * (γ) it follows that at each t ∈ [0, T ] one of the following conditions must be satisfied:
Write A(t) to denote the event that condition A is satisfied at time t, and B ℓ (t) to denote the event that max z∈∂D √
+ℓ)N log N. Also, define b(t) = max {ℓ : B ℓ (t) is true}. We shall observe the function f U (·, t) at a sequence of times 0 = t 0 < t 1 < · · · < t N , and bound the probability that either condition A or condition B is satisfied at all t k < T . Define t k+1 = t k + ∆t k , where ∆t k is defined as follows:
If both A(t k ) and B 0 (t k ) fail, then we set N = k, i.e. the observation process is halted. We assert the following
, γ) we may choose N * (γ) sufficiently large so that there exists p A and p B such that:
It then follows exactly as before that
The upper bound in Theorem 3 now follows by letting γ ↑ 1/2 and α ↑ 1/3. Claim 18 follows from the following three lemmas:
. The probability that A(t k+1 ) holds is maximized when a 0 (t k ) = 0, so we have
. Hence:
Lemma 20. If γ > α there exists a constant N * so that for all N ≥ N * :
Following the proof of lemma 16, we write
and deduce that if B ℓ (t k+1 ) is satisfied but B 0 (t k ) fails then
Now, using (69) we obtain:
It is clear that for sufficiently large N, the above expression is decreasing in ℓ for ℓ ≥ 0, so evaluating at ℓ = 0 we obtain:
Lemma 21. For N ≥ 2 we have
Proof. Equation (87) holds as before, but now we assume both B 0 (t k ) and B ℓ (t k+1 ) are satisfied so e
+ℓ)N log N . Thus,
6 Proofs of Large deviations for O.U. processes
In this section we give proofs of the large deviation estimates for Ornstein-Uhlenbeck processes.
Proof of lemma 5. Take ∆t = R 2 , and observe that:
Also, for fixed t we may write W (t + ∆t) = e −∆t/2 W (t) + √ 1 − e −∆t X, where X ∼ CN(0, 1) is independent of W (t). Thus,
is increasing in R. Thus,
For the other bound, take ∆t = log(1 + R 2 ) and define
Observe that
whereC is independent of R by Brownian scaling. Hence,
Proof of lemma 6: For the upper bound, take ∆t = log(1 + 1/R 2 ) and define
Now observe that:
where C * is a positive constant and the last inequality follows from Brownian scaling and the inequality √ 1 + x ≤ 1 + x/2. It follows that
For the lower bound, we observe W (t) at times 0 = t 0 < t 1 < · · · < t N and then bound the probability that |W (t k )| ≥ R for all t k ≤ T . Specifically, if we observe W (t) at time t k and |W (t k )| = R k ≥ R, then we set t k+1 = t k + ∆t k where ∆t k = 2 + ⌊2 log(R k /R) + 1⌋. If |W (t k )| < R then we halt the observation process and define N = k. We are interested in bounding P(t N > T ) from above. Observe that if k < N then we may write:
where X k ∼ CN(0, 1) is independent of σ {W (t)|t < t k }. Thus, |W (t k+1 )| ≤ R/e + |X k | and we see that if r ≥ R then P (|W (t k+1 ) | ≥ r|W (t i ) ∀i ≤ k) ≤ P (|X| ≥ r − R/e) ≤ P (|X| ≥ r(1 − 1/e)) = e −r 2 (1−1/e) 2 . 
so that for n ≥ 1 we have P(∆t k+1 ≥ n) ≤ C n+1 * by (101) and (102). Now let ∆t k be i.i.d. geometric random variables satisfying P(∆t k = n) = C n * (1 − C * ) for n = 0, 1, 2, . . . . Definẽ t n = n−1 k=0 ∆t k and setÑ = min k : ∆t k = 0 . It follows that ∆t k stochastically dominates the conditional distribution of ∆t k given ∆t i for all i < k, so P(∆tÑ > T ) ≥ P(t N > T ). Using the following lemma Lemma 22. P(∆tÑ > k + 1|∆tÑ > k) = C * + C * (1 − C * ) it follows that P(t N > T ) ≤ P(∆tÑ > ⌊T ⌋) = (2C * − C 2 * )
⌊T ⌋ ≤ e −C 2 T R 2 .
It remains only to prove Lemma 22. Let φ k be i.i.d. Bernoulli random variables satisfying P(φ k = 1) = C * . Define τ 0 = 0 and τ n = min {k > τ n−1 : φ k = 0}. Observe that we may construct the φ k 's so that ∆t k = τ k+1 − τ k − 1. Then the event ∆tÑ > n corresponds to the event that the φ k process yields more than n 1's before 2 consecutive 0's, and the lemma follows easily.
Proof of lemma 7:
The upperbound follows from lemma 6. We now prove the lower bound. Set ∆t = log(1 + 1/R 2 ) and let 1. A(t) denote the event that W (t + ∆t) ∈ D ρ/2 (R) and W (s) ∈ D ρ (R) for all s ∈ [t, t + ∆t]. 
