We develop the theory of Diophantine approximation for systems of simultaneously small linear forms, which coefficients are drawn from any given analytic non-degenerate manifolds. This setup originates from a problem of Sprindžuk from the 1970s on approximations to several real numbers by conjugate algebraic numbers. Our main result is a Khintchine type theorem, which convergence case is established without usual monotonicity constrains and the divergence case is proved for Hausdorff measures. The result encompasses several previous findings and, within the setup considered, gives the best possible improvement of a recent theorem of Aka, Breuillard, Rosenzweig and Saxcé on extremality.
Introduction
Diophantine approximation on manifolds dates back to a conjecture of Mahler [44] from 1932 stating that for every n ∈ N and ε > 0 for almost every x ∈ R the inequality |P (x)| < H(P ) −n−ε (1) holds for finitely many polynomials P = a n x n +· · ·+a 1 x+a 0 ∈ Z[x] with deg P ≤ n only, where H(P ) = max{|a i | : 0 ≤ i ≤ n} is the height of P . The conjecture was established by Sprindžuk in 1964, who also considered its p-adic and complex analogues [49] .
More generally, given Ψ : [0, +∞) → [0, +∞), let L n (Ψ) denote the set of x ∈ R such that the inequality |P (x)| < Ψ(H(P )) (2) holds for infinitely many P ∈ Z[x], deg P ≤ n. Clearly, Sprindžuk's theorem simply means that L n (h → h −n−ε ) is of Lebesgue measure zero for any n ∈ N and any ε > 0. Decades after Sprindžuk's proof, the following much more precise Khintchine type theorem was obtained as a results of [6] , [8] and [22] :
Theorem A : Let n ∈ N, Ψ : N → [0, +∞) and I ⊂ R be any interval. Then 
Throughout λ m denotes Lebesgue measure over R m . For n = 1 (3) is essentially Khintchine's classical result [41] on rational approximations to real numbers. Again, generalisations of (3) were obtained for complex and p-adic variables, see [28, 31, 32] and references within.
Clearly if a polynomial P takes a small value at x ∈ R, then one of the roots of P , say α, must be close to x. There are various inequalities relating |P (x)| and |x − α|, see for instance [49] and [22] . More generally, given a collection x 1 , . . . , x m of real numbers, if the values |P (x j )| are simultaneously small, then every number x j from the collection is approximated by a root of P , say α j . In the case P is irreducible over Q, α 1 , . . . , α m are conjugate. In this context a generalisation of Mahler's conjecture was established in [21] and reads as follows: for any integers n ≥ m > 1 and any ε > 0 for almost all (x 1 , . . . , x m ) ∈ R m the inequality
|P (x j )| < H(P )
holds only for finitely many P ∈ Z[x] with deg P ≤ n.
One of the goals of this paper is to obtain a complete analogue of Theorem A for the setting of simultaneous approximations given by (4) . Although we shall consider the above problems in the much more general context of Diophantine approximation on manifolds, the result for polynomials is simpler, and we therefore present its full statement right away. To this end, define
and let L n,m (Ψ) be the set of (x 1 , . . . , x m ) ∈ R m such that the inequality max 1≤j≤m |P (x j )| < Ψ(H(P )) (6) has infinitely many solutions P ∈ Z[x] with deg P ≤ n. 
Remark 1. The above theorem is not totally new. Indeed, the case of monotonic Ψ was well investigated. In the case of m = 2 the convergence case of the above result was previously obtained in [24] under the assumption that Ψ is monotonic. The analogue of Theorem 1 for monotonic Ψ, for m = 3 with (x 1 , x 2 , x 3 ) ∈ R × C × Q p was obtained in [25, 26] and for systems with arbitrary number of real, complex and p-adic variables in [29, 30] . The main advances of this paper concern two main directions: establishing the convergence case for non-monotonic Ψ and extending results to non-degenerate manifolds.
Generic systems of small linear forms
In what follows W (m, n; Ψ) will be the set of m × (n + 1) real matrices Y such that the system |Y j a| < Ψ(|a|) (1 ≤ j ≤ m)
holds for infinitely many columns a = (a 0 , . . . , a n ) t ∈ Z n+1 , where Y j denotes the jth row of Y and |a| = max 0≤i≤n |a i |. Taking Y j = (1, x j , . . . , x n j ) transforms (8) into (6) . Thus, (8) provides a natural framework for investigating the problems for polynomials discussed above.
Using a standard pigeonhole argument it is readily shown that for any Y as above there is a C > 0 such that Y ∈ W (m, n; Ψ) for Ψ(h) = Ch . Using the Borel-Cantelli Lemma one can easily show that almost all m × (n + 1) real matrices Y are extremal. The general theory for W (m, n; Ψ) was initiated by Dickinson in [34] who found the Hausdorff dimension of this set. Her result was subsequently improved upon by Hussain and Levesley [38] . A slightly simplified version of their main finding for the case m ≤ n is now given. 
Here I m×(n+1) is the set of m × (n + 1) matrices Y with entries restricted to I = [− 
In should be noted that the monotonicity of Ψ is not needed in the convergence case of Theorem B and was later removed from the divergence case -see [39] .
Remark 2. The framework of Diophantine approximation given by (8) is different from the classical setting of the Khintchine-Groshev theorem, where each inequality is additionally reduced modulo Z. In the latter case the torus geometry simplifies things a lot, see [12, 19, 36] . It is worth mentioning that the framework given by (8) has recently become of interest in applications in electronics, see for example [47, Appendix B] and [45, Appendix B] . Also the theory for manifolds, that will shortly be discussed, plays an important role in backing some breakthrough discoveries on the degrees of freedom of Gaussian Interference Channels using real alignment -see [40, 46] .
The key goal of this paper is to develop the theory where every row Y j within (8) is restricted to a given analytic non-degenerate submanifold M j . Our main result is a Khintchine type theorem, which convergence case is established without usual monotonicity constrains and the divergence case is proved for Hausdorff measures.
The theory for manifolds has been flourishing following the landmark work [42] of Kleinbock and Margulis, who established the extremality of almost all rows/columns lying on any non-degenerate submanifold of R n . In particular, we have a KhintchineGroshev type theory for rows/columns [7, 14, 27, 33] and the theory of extremality for matrices [1, 2, 16, 43] . Relevant to the goals of this paper Aka, Breuillard, Rosenzweig and Saxcé [2] establish that any analytic submanifold of m×(n+1) matrices is extremal is the sense defined just before Theorem B above if and only if it is not contained in any so-called constraining pencil. The manifolds of matrices that we consider in this paper form a subclass of the manifolds considered in [2] . Within this subclass our main result gives the best possible improvement of [2] . Obtaining a Khintchine type result for more general submanifolds of matrices remains an interesting open problem for both convergence and divergence even for monotonic approximation functions Ψ.
Main results
Let m ∈ N and for j = 1, . . . , m let
Further, define
For each (n + 1)-tuple (a 0 , . . . , a n ) ∈ Z n+1 \ {0}, define the map
where F j : U j → R is given by
Thus F (x 1 , . . . , x m ) is the product of the m × (n + 1) matrix
and the column a = (a 0 , . . . , a n ) t . Throughout this paper F = F (f 1 , . . . , f m ) will denote the collection of all the maps F as just defined with the coefficients (a 0 , . . . , a n ) ranging over all non-zero integer points. For a given F ∈ F we will denote its defining integer coefficients by a 0 (F ), . . . , a n (F ), or, when there is no risk of confusion, simply by a 0 , . . . , a n . Finally, given F ∈ F , define the height of F as
The goal of this paper is to investigate the set L(F , Ψ) consisting of point (
holds for infinitely many F ∈ F , where Ψ : N → R + is a given function. The following theorem represents our main result.
, Ψ and L(F , Ψ) be as above. Suppose that for each j = 1, . . . , m the coordinate functions f j,0 , . . . , f j,n of the map f j are analytic and linearly independent over R. Then
Remark 3. Note that taking f j (x j ) = (1, x j , x 2 j , . . . , x n j ) for j = 1, . . . , m gives Theorem 1. Furthermore, it is easy to see that both Theorem A and Corollary C and the divergence case of Theorem B are the special cases of Theorem 2.
The function Ψ that governs the approximations in (12) can be fairly erratic even if it is monotonic. Before understanding the case of general Ψ we shall look into the easier case when Ψ(h) is of the form h −v for some positive parameter v. Apparently, this particular case holds the key to resolving the general case. We shall prove the following result which will get us half-way through to establishing the convergence case of Theorem 2, but is also of independent interest. Note that it allows different approximation 'rates' in each inequality.
. . , f m ) be as above. Suppose that for each j = 1, . . . , d the coordinate functions f j,0 , . . . , f j,n of the map f j are analytic and linearly independent over R. Further, let v 1 , . . . , v m > 0 and v
Then for any constants c 1 , . . . , c m , c
has only finitely many solutions F ∈ F .
Remark 4. Using Minkowski's theorem for systems of linear forms or indeed the standard pigeonhole argument, one can readily show that if (13) does not hold then there is a choice of positive constants c j , c (14) holds for infinitely many F ∈ F on an open subset of (x 1 , . . . , x m ). Thus, (13) is both sufficient and necessary assumption for the conclusion of Theorem 3 to hold.
Remark 5. Using the inhomogeneous transference technique of [18] one can generalise Theorem 3 and indeed Theorem 2 to inhomogeneous approximations. We leave the exploration of this research avenue to an interested reader, but see [3] and [16] for a related content. (14) are omitted. This is due to the fact |F ′ j (x j )| ≪ H(F j ) anyway, where the implied constant in the Vinogradov symbol ≪ can be made absolute on any compact subset of U j . Remark 7. The condition of linear independence that we impose on every (n + 1)-tuple (f j,0 , . . . , f j,n ) of analytic functions is often referred to as non-degeneracy [42] . It is well known that for every j the domain U j of the non-degenerate analytic map f j can be foliated by a continuous family of polynomial curves so that the restriction of f j onto any of these curves is still an analytic non-degenerate map. Then, using such a foliation together with Fubini's theorem reduces the general case of Theorems 2 and 3 to the case of curves, that is the case when every map f j is of a single real variable, say x j . Specifically, this can be done in a fairly straightforward manner by making use of the Fibering Lemma of [10, page 1206 ] (see also Lemma 8 below) . The upshot of this remark is that in the course of establishing Theorems 2 we can assume without loss of generality that every U j is an interval in R, that is
2 Proof of Theorem 3
Preliminaries
Consider the following system of inequalities
where g i,j : U → R are functions of x = (x 1 , . . . , x m ) defined on an open subset U of R m , a 1 , . . . , a k are real variables and θ = (θ 1 , . . . , θ k ) is a fixed k-tuple of positive numbers. We will assume that G(
We will be interested in estimating λ m (B ∩ A(G, θ)) in terms of λ m (B). For this purpose, we will use a general answer to this problem provided in [9] , which in turn is a consequence of the even more general theorem of Kleinbock and Margulis from [42] . Following [9, §5] 
Given x ∈ U and a subspace V of R k with codim V = r, where 1 ≤ r < k, define
where
where the supremum is taken over subspaces V ⊂ R k with 1 ≤ codim V < k.
The following general result appears as Theorem 5.2 in [9] .
be an analytic map and x 0 ∈ U. Then there is a ball B 0 ⊂ U centred at x 0 and constants K 0 , α > 0 such that for any ball B ⊂ B 0 there is δ = δ(B, G) > 0 such that for any k-tuple θ = (θ 1 , . . . , θ k ) of positive numbers
When applying the above theorem, estimating Θ θ (x) becomes the main task. For example, it was shown in [9, Lemmas 5.6 and 5.7] that if g 1 , . . . , g k is a collection of real analytic linearly independent over R functions of one variable and G(x) = (g
for every x 0 . It was subsequently shown in [13, Lemma 2] that the parameterΘ can be further estimated by a simple expression as follows
provided that θ, that is given by (16) , is less than or equal to 1 and the k-tuple θ = (θ 1 , . . . , θ k ) satisfies the following
of positive real numbers with k ′ ≥ 1 we will say that it satisfies property M if there exists an integer ℓ
To end this discussion we now formally state a lemma which is formally established within the proof of Lemma 5.7 in [9] .
. . , g k ) be a k-tuple of real analytic linearly independent over R functions defined on an interval I. Let V be a linear subspace of R k with codim V = r ≤ k − 1. Define
To some extent this lemma was the key to showing (20) and its following generalisation will be used in our subsequent arguments.
. . , g k ) be a k-tuple of real analytic linearly independent over R functions defined on an interval I. Let V be a linear subspace of R k , 0 ≤ s ≤ codim V be an integer and
Proof. There is nothing to prove if dim V = k as in this case s = 0 and G(V, s) = I.
An application of Proposition 1
From now on let k = n + 1, m ≤ n and for j = 1, . . . , m let U j be an interval in R and let f j = (f j,0 , . . . , f j,n ) : U j → R be an (n + 1)-tuple of real analytic functions linearly independent over R. Choose any integers ℓ i ≥ 0 such that
for all x 2 ∈ S 2 (x 1 ). Using Fubini's theorem, one easily checks that the set
has full measure in U 1 × U 2 . By construction, (30) holds for all (x 1 , x 2 ) ∈ S 2 . Carrying on this procedure by induction in an obvious manner for i = 3, . . . , d we will construct a sequence S i of subsets of
Since the set S m has full Lebesgue measure is U = U 1 × · · · × U m , it means that det G(x) = 0 for almost all x ∈ U, thus establishing our first claim within Proposition 2. Next, the fact that S m is of full measure in U implies that S m is dense in U. Then, for any subspace V of R n+1 with dim V ≤ n and any x 0 ∈ U there is a point x ∈ S m arbitrarily close to x 0 such that (31) holds. By (17), we have that
and since x can be taken arbitrarily close to x 0 , we get, by the l.h.s. of (18) , that
Since the right hand side is not dependent on V as long as r is fixed we have that
In view of the r.h.s. of (18), taking the supremum over all V gives (27) and thus proves our second claim within Proposition 2. Finally, by the assumption that θ ≤ 1, for all r ∈ {1, . . . , n} we have
Let ℓ be the number of elements within θ that are ≤ 1. If r ≤ ℓ, by Property M that is satisfied by everyθ j , we can always choose non-negative integers r 1 , . . . , r m with r 1 + · · · + r m = r such that every factor in the product in (32) is ≤ 1. Clearly, amongst all r ≤ ℓ the product in (32) is maximal when r = 1. Thus,
If r > ℓ, then again by Property M, we can always choose non-negative integers r 1 , . . . , r m with r 1 + · · · + r m = r so that every component of θ that is ≤ 1 will be contained in the product within (32) . However, in this case the product will also contain a factor > 1 (if such components are present in θ). Then amongst all r with ℓ < r ≤ n the product in (32) is maximal when r = n. Thus,
Combining (33) and (34) together with (32) gives (28) and completes the proof.
Propositions 1 and 2 put together imply the following effective result.
Proposition 3. For j = 1, . . . , m let U j be an interval in R, and let f j = (f j,0 , . . . , f j,n ) :
be an (n + 1)-tuple of real analytic functions linearly independent over R. Let ℓ i ≥ 0 be integers satisfying (23) and for
be given by (24) . Then for almost every x 0 ∈ U we have that det G(x 0 ) = 0 and there exists a ball B 0 ⊂ U centred at x 0 and constants K 0 , α > 0 such that for any ball B ⊂ B 0 there is a constant δ = δ(B, f 1 , . . . , f m ) > 0 such that for any (n + 1)-tuple θ of positive numbers given by (25) such that eachθ j satisfies Property M we have that
where Θ is given by (27).
Proof of Theorem 3
We will use the following simple and well known statement.
Lemma 3. Let G be a k × k real matrix such that | det G| ≥ C 1 > 0 and every entry of G is bounded above by C 2 > 0. Then, for any column a ∈ R k we have that
Proof. Define the column b = Ga and let a i be the i-th coordinate of a. Let G i be the matrix obtained from G by replacing the i-th column with b. Trivially, we have that
|b| ∞ . Then, by Cramer's rule, we have that
whence the required estimate follows. Now we move onto the proof of Theorem 3. As we noted in Remark 7 without loss of generality we will assume that U 1 , . . . , U m are intervals in R. Also without loss of generality we may assume that all the functions f j,i and their derivatives up to the order n are uniformly bounded on U 1 , . . . , U m . Otherwise we can simply replace each U j with a subinterval U ′ j arbitrarily close in measure to U j which closure is contained in U j and use the standard compactness arguments to enforce the required condition. Thus, we have that
Further, by re-ordering the maps f j if necessary, without loss of generality we can assume that v
Let φ be the largest index such that v ′ φ is strictly bigger than −1. The proof splits into two subcases.
• First consider the case when m + φ ≥ n + 1. Let h = n + 1 − m and G be given by (24) with ℓ 1 = · · · = ℓ h = 1 and ℓ h+1 = · · · = ℓ m = 0. Fix any x ∈ U such that det G(x) = 0. Then, by Lemma 3, for any integer vector a ∈ Z n+1 \ {0} such that (14) is satisfied for the corresponding F we have that
Hence |a|
h } is strictly positive, and the above inequality means that for our fixed x there are only finitely many solutions to (14) . By Proposition 2, det G(x) = 0 for almost all x ∈ U. Thus, for almost every x ∈ U system (14) has only finitely many solutions F ∈ F . This completes the proof in the case m + φ > n + 1.
• Now consider the case when m + φ < n + 1. Let G be given by (24) with ℓ 1 = n + 2 − φ − m, ℓ 2 = · · · = ℓ φ = 1 and ℓ φ+1 = · · · = ℓ m = 0. By Proposition 3, det G(x 0 ) = 0 for almost every point x 0 ∈ U. Hence it suffices to prove Theorem 3 by replacing U with a sufficiently small ball B 0 containing x 0 . Let θ = θ t be given by (25) , whereθ
and C > 1 is a sufficiently large constant. Take any t ∈ N. Then for any x ∈ U such that (14) holds for some F ∈ F with 2 t ≤ H(F ) < 2 t+1 we have that
for all j ∈ {1, . . . , m}. By (36), we also have that |F (i) (x j )| ≤ 2(n + 1)M2 t for any 1 ≤ j ≤ m and 0 ≤ i ≤ n. Thus, by taking
we make sure that x belongs to A(G, θ t ), where the latter is defined in §2.1. Furthermore, if (14) holds for infinitely many F ∈ F , then x ∈ A(G, θ t ) for infinitely many t. By the Borel-Cantelli lemma from probability theory our task of proving Theorem 3 will be finished if we show that for almost every point
for a sufficiently small ball B 0 centred at x 0 .
To verify (38) we shall use Proposition 3. To this end, define
and note that due to (13) we have that ε > 0 while due to the definition of φ we have that
Without loss of generality we can assume that v 1 > ε as otherwise we can make the parameters v i and v ′ i other than v 1 smaller to meet this condition while keeping ε > 0. This is justifiable because such a change of the parameters would only make the sets A(G, θ t ) bigger.
Using (16) or indeed (26) observe that
Further, by (29) and the above definition of θ, we have that
Observe that in view of the conditions imposed on v i and v ′ i eachθ i satisfies property M. Hence, by (28) , we obtain that
By Proposition 3, for almost every point x 0 ∈ U there is a ball B 0 ⊂ U centred at x 0 and a constant α > 0 such that
Since the sum t≥0 2 −εαt/(n+1) converges, (38) follows and the proof is complete.
3 The convergence case
Auxiliary assumptions and auxiliary statements
The main and only goal of this section is to prove that λ d (L(F , Ψ)) = 0 provided that
Note that the convergence sum condition implies that
In view of Remark 7, we will assume that U 1 , . . . , U m are intervals in R and so d = m. Also as discussed in §2.3 we can assume that the constant M defined by (36) is finite.
Recall that the goal is to prove that the set L(F , Ψ) of points (
holds for infinitely many F ∈ F has zero Lebesgue measure.
Since the case when d = 1 is a direct consequence of the main result of [33] , for the rest of the proof we will assume that d ≥ 2. For every k ∈ {0, . . . , n} let
and
Further let L(F k , Ψ) consist of points (x 1 , . . . , x m ) ∈ U such that (12) holds for infinitely many F ∈ F k . It is readily seen that
Thus, it suffices to prove that λ m (L(F k , Ψ)) = 0 for all k. Since changing the order of the coordinate maps of f j does not change the properties of f j , namely analyticity and linear independence, it suffices to consider L(F n , Ψ) only. Next, as a consequence of (36), we have that for every F ∈ F , every 0
where the implicit constant only depends on n and M. Since f j,0 , . . . , f j,n are linearly independent analytic functions, the Wronskian W (f j ) = det(f (k) j,i ) 0≤i,k≤n is not identically zero. Hence, as a non-zero analytic function, W (f j ) is non-zero everywhere except possibly a countable collection of points. Therefore, without loss of generality we can restrict x to lie in a neighborhood of a points (x ′ 1 , . . . , x ′ m ) ∈ U such all the Wronskians W (f j )(x ′ j ) are all non-zero. By continuity, making this neighborhood sufficiently small guarantees that |W (f j )(x j )| is bounded away from zero for all x in the neighborhood and all j. We will assume that this neighborhood is U itself. Thus, for some constant c 0 > 0 we have that
for all j ∈ {1, . . . , m} and x j ∈ U j .
We will need a couple of other additional assumptions that follow a similar line of argument, namely that
where f m+1 (x m+1 ) is any one of f
Conditions (44) and (45) are justified by making use of Proposition 2.
Now we give several lemmas, which are used to obtain upper bounds for the Lebesgue measure of certain sets. In the first one we let c/0 to be +∞ for any 0 < c ≤ +∞.
Lemma 4 (Lemma 2 in [7] ). Let α 0 , . . . , α N −1 , β 1 , . . . , β N ∈ R ∪ {+∞} be such that
is a union of at most N(N + 1)/2 + 1 intervals with lengths at most
The following lemma immediately follows from Lemmas 5 and 6 in [11] . Alternatively, it can be proven by re-using the arguments of [7, §5] . The lemma will make use of the constants M and c 0 , which are defined by (36) and (43)- (45) respectively. Lemma 5. There exist a constant ∆ 0 = ∆ 0 (c 0 , M) > 0 such that for every j ∈ {1, . . . , m}, for any cube C ⊂ U with side-length ≤ ∆ 0 for any F ∈ F such that (41) is satisfied for some point x = (x 1 , . . . , x m ) ∈ C there exists N = (N 1 , . . . , N m ) ∈ {1, . . . , n} m such that inf
where the implied constant depends on c 0 and M only.
Remark 8. Since ∆ 0 in the above lemma is independent of the cube C, the original domain U can be covered with a certain number of cubes C of side-length ≤ ∆ 0 . Then λ m (L(F n , Ψ)) = 0 will follow on showing that λ m (L(F n , Ψ) ∩ C) = 0 for every of these cubes. Henceforth, to avoid introducing new unnecessary notation in what follows we simply identify U with one of these cubes. In other words, without loss of generality, we assume that U itself is a cube of sidelength ≤ ∆ 0 .
We now have the following useful consequence of the previous remark. For every given vector N = (N 1 , . . . , N m ) ∈ {1, . . . , n} m let F N n be the subcollection of F n such that for every j = 1, . . . , m
where the implicit constant is the same as in Lemma 5. By Lemma 5, we have that any F ∈ F n \ N F N n simply does not admit any solutions to (41) . Therefore,
where, naturally, L(F N n , Ψ) is the set of points x ∈ U such that (41) holds for infinitely many F ∈ F N n . Obviously, to achieve our main goal it suffices to prove that
for any fixed N .
The following statement is an immediate consequence of Lemma 4 and (47).
Lemma 6. There is a constant K > 1, depending on c 0 , M, n and λ 1 (U j ) only, such that for any H ∈ N, any 0 ≤ β 1 < α 1 ≤ +∞ and any F ∈ F n (H) the set
is the union of at most K intervals I of length
|I| ≤ Ψ(H) inf
In what follows, the proof of (48) will be split into several cases that arise by imposing various additional assumptions. Proof. Given F ∈ F , let σ(F ) denote the set of x = (x 1 , . . . , x m ) ∈ U such that inequalities (41) are satisfied. Let F ∈ F and a be the corresponding integer vector of the coefficients of F and let x ∈ σ(F ). Take any j ∈ {1, . . . , m} and let
be the same as in (45) . Recall that H(F ) = |a| ∞ and observe that G(x)a is the column of
whenever H(F ) ≥ H 0 , where H 0 is a sufficiently large number depending only on Ψ, c 0 , n and M. Note that in the above argument j ∈ {1, . . . , m} is arbitrary and x ∈ σ(F ) is arbitrary. Hence, using (50) together with Lemma 6 we conclude that the projection of σ(F ) on any axis has measure ≪ Ψ(H)H −1 , where H = H(F ). Therefore,
provided that H is sufficiently large. Then
By the Borel-Cantelli Lemma, the set of x ∈ U which belong to infinitely many of σ(F ) has Lebesgue measure zero. This set is precisely L(F , Ψ). The proof is thus complete.
The case of big derivatives
In this subsection we extend the proof of Proposition 4 to the case when all the derivatives |F ′ j (x j )| are relatively large. The underlying idea of the proof originates from [22] . Proposition 5. Suppose that m < n and (39) is satisfied. Then for almost every (x 1 , . . . , x m ) ∈ U there are only finitely many F ∈ F n simultaneously satisfying (41) and min
Proof. Let ε > 0 be a constant to be chosen later. Given F ∈ F n , for each j = 1 . . . , m let
Suppose that σ j (F ) = ∅ for all j ∈ {1, . . . , m} and let x * j ∈ σ j (F ) be such that |F
Then, by Lemmas 4 and 5,
where H = H(F ). Also let c 1 > 0 be a sufficiently small constant which will be specified later and for each j = 1, . . . , m let
Clearly, for H sufficiently large we have that
provided that H is sufficiently large. Using Taylor's expansion of F j (x j ) at x * j , for any x j ∈σ j (F ) we find that
for sufficiently large H, where the implied constant depends on M and n only.
. . , n − 1 define the following subclass of F n (H)
Let F, T ∈ F n (H, b) and assume thatσ(F ) ∩σ(T ) = ∅. Let x = (x 1 , . . . , x m ) be any point in this intersection. Define R = F − T and assume that R = 0. Thus, for some r = (r 0 , . . . , r m−1 ) ∈ Z m \ {0} we have that
for j = 1, . . . , m. By (53) applied to both F and T , we have that
for all j ∈ {1, . . . , m}. By Lemma 3 and inequalities (44) and (36), we get that
where the implied constant depends only on M, n and c 0 . Hence, there is a sufficiently small choice of c 1 determined by M, n and c 0 only such that for sufficiently large H we have that |r| ∞ < 1. On the other hand, since r ∈ Z m \ {0} we must have that |r| ∞ ≥ 1. This gives a contradiction, which means that we must have that
provided that H is sufficiently large and c 1 > 0 is sufficiently small. Hence
Together with (52) this gives that
which further implies that
Using the Borel-Cantelli lemma now completes the proof.
The case of 'too good' approximations
In this subsection we deal with several instances when one (or two) derivatives |F ′ j (x j )| happen to be too small or Ψ(H) is much smaller than the upper bound we have from (40) . In either case the extra approximation property will enable us to either appeal to Theorem 3 or simply use the Borel-Cantelli lemma.
We begin with the observation that Proposition 5 effectively allows us impose the condition that |F ′ j (x j )| < H(F ) 1 2 for some j. The following statement deals with the case when another derivative also happens to be small. Proposition 6. Let 2 ≤ m < n, 1 ≤ j 1 = j 2 ≤ m be integers and (39) be satisfied. Then, for any δ > 0 for almost every (x 1 , . . . , x m ) ∈ U there are only finitely many F ∈ F n simultaneously satisfying (41),
(55)
Proof. Take any x = (x 1 , . . . , x m ) ∈ U such that (41) and (55) are satisfied for infinitely many F ∈ F n . By (40) and (42), we then have that (14) is satisfied for infinitely many F ∈ F with the following choice of exponents
It is easy to see that condition (13) holds. Then, applying Theorem 3 completes the proof of the proposition. Now we deal with the case of 'small' Ψ. When dealing with this case we will naturally assume that one of the derivatives |F j (x j )| is small, namely, we will assume the inequality opposite to (51), as otherwise we are covered by Proposition 5. Proof. Once again the proof is readily obtained by applying Theorem 3, this time with the following choice of exponents:
where 1 ≤ j 1 ≤ m is fixed but arbitrary. N = (N 1 , . . . , N m ) ∈ {1, . . . , n} m . Then for any 1 ≤ j ≤ m and any 0 ≤ k j < N j for almost all x = (x 1 , . . . , x m ) ∈ U there are only finitely many
Proposition 8. Let
Proof. By (47) and Lemma 4, for any fixed F ∈ F N n the set σ j (F ) of x j ∈ U j satisfying (57) has measure ≪ H(F ) −(n(n+1)+1)/n = H(F ) −n−1−1/n . Since the number of F ∈ F n with H(F ) = H is ≪ H n we get that
Hence, by the Borel-Cantelli Lemma, any x j that belongs to infinitely many of σ j (F ) lies in a subset of U j of Lebesgue measure zero, say S j . Therefore, using Fubili's theorem we conclude that any x = (x 1 , . . . , x m ) ∈ U such that x j lies in S j has λ m -measure zero and the proof is thus complete.
The remaining case
From now on we fix any N = (N 1 , . . . , N m ) ∈ {1, . . . , n} m and let δ be a small positive real number that will be specified later. Given any collection of integers ℓ = {ℓ 0 , ℓ j,i :
to be the set of (x 1 , . . . , x m ) ∈ U such that for infinitely many H ∈ N with
there exists F ∈ F n (H) satisfying (41) and
for all 1 ≤ j ≤ m and 1 ≤ i < N j . In view of Propositions 4-8, to complete the proof of the convergence case of Theorem 2 it remains to show that λ m (L(F N n , Ψ, ℓ)) = 0 in the following instances:
Recall that we agreed that m ≥ 2 as the case m = 1 is done in [33] .
Proposition 9. Suppose that 2 ≤ m < n and (39) is satisfied. Then for any collection of integer parameters ℓ as above subject to (60)- (63) we have that λ m (L(F N n , Ψ, ℓ)) = 0. Proof. Without loss of generality we assume that (61) is satisfied with j 0 = 1 and hence (62) is satisfied for all j (2 ≤ j ≤ m). Fix any ℓ satisfying (60)-(63). Let H ∈ N be such that (58) is satisfied. Given
Then, by Lemma 6, there is a constant K > 1 such that any non-empty σ j (F ) is the union of at most K intervals, say σ j (F, t j ). We have that 1 ≤ t j ≤ K although the actual number of intervals may be less than K. For each of these intervals fix a point
Then, by Lemmas 6,
Further for j = 2, . . . , m we introduce the following auxiliary intervals:
Also defineσ 1 (F, t j ) = σ 1 (F, t j ), and finally, given a t = (t 1 , . . . , t m ) (t j ≤ K), let
as long as each σ j (F, t j ) is defined. Clearly, each set σ(F, t) andσ(F, t) is a rectangle in U. In a nutshell, for a fixed F the collection of all possible sets σ(F, t) as t varies, is simply the decomposition of m j=1 σ j (F ) into rectangles. Our immediate goal is to show thatσ(F, t) is an 'expansion' of σ(F, t).
To this end, note that, by (40) , as H → ∞ we have that
and further gives that
Therefore, using the fact that κ j ∈ σ j (F, t j ) we conclude that
for sufficiently large H.
The above is also trivially true for j = 1. Hence σ(F, t) ⊂σ(F, t) for sufficiently large H.
Finally, note that for sufficiently large H
and therefore, by (64), we get that
provided that H is sufficiently large. We will call σ(F, t) an essential domain ifσ(F, t) ∩σ(F ,t) = ∅ for any other F ∈ F N n (H) and any possiblet. Otherwise we will call σ(F, t) inessential. Note that if σ(F, t) is essential, we allow thatσ(F, t) is intersected by another domainσ(F,t) for the same F and a differentt. However the multiplicity of such intersections in at most the number of possible m-tuples t, that is K m . Therefore, we have that
By (40),
Hence, on imposing the condition that δ < 1/m, we have, by (58), (68) and the assumption n > d, that
RegardingF we have similarly that
Now, sinceσ 1 (F, t 1 ) = σ 1 (F, t 1 ) and x 1 ∈ σ 1 (F, t 1 ), we plainly have that
Finally, we estimate |F 1 (x 1 )| and |F ′ 1 (x 1 )|. At this point we need the following improved estimate for the size of σ 1 (F, t 1 ), which follows from Lemma 4, (41), (47), (58) and (59):
where ℓ N 1 is formally defined to satisfy ℓ N 1 δ = 1 (not necessarily an integer). Since σ 1 (F, t 1 ) ∩ σ 1 (F ,t 1 ) = ∅, there is a point, say y 1 in this intersection. Since σ 1 (F, t 1 ) is an interval, we have that |x 1 − y 1 | ≤ |σ 1 (F, t 1 )|. Hence, using Taylor's formula, we obtain the following estimate:
Similarly, we get that
Now define R = F −F . Since F andF share the same coefficient of a n , namely H, it is cancelled in the difference and we get that
where b = (b 0 , . . . , b n−1 ) ∈ Z n \ {0} and |b| ∞ ≤ 2H. By (69), (70), (71), (73) and (74) we get that
Since, by our assumption, x lies in infinitely many inessential domains, (75)-(77) hold for infinitely many H and some R as above. If x 1 s a root of some R like that, then it must lie in a countable set (this set is made of roots of a countable family of analytic functions). Therefore, x lies in a set of measure zero. Otherwise, we must have infinitely many different R satisfying (75)- (77). In this remaining case we can once again appeal to Theorem 3 with F being replaced by the collection of all the maps R defined above and exponents
Since n becomes smaller by one (due to the cancellation of a n 's), condition (13) will read as follows
and is the only remaining thing to justify the use of Theorem 3. To verify it we use (61) (recall that j 0 = 1):
. Thus, the use of Theorem 3 is justified and we conclude that x lies in a set of measure zero. This completes the proof of Proposition 9 and completes the proof of the convergence case of Theorem 2.
The divergence case
Here we prove the following more general divergence result for Hausdorff measures. In what follows, by a dimension function g we mean a continuous monotonically increasing function defined on (0, +∞) such that lim r→0 + g(r) = 0. Also, H g will denote the gdimensional Hausdorff measure -see [15] and references within for further details.
, Ψ and L(F , Ψ) be as in Theorem 2 and Ψ be monotonic. Suppose that for each j = 1, . . . , m the coordinate functions f j,0 , . . . , f j,n of the map f j are analytic and linearly independent over R. Further let g be any dimension function such thatg(r) := r −d+m g(r) is increasing and r −mg (r) is non-increasing. Then
It is well known that for any Lebesgue measurable set X ⊂ R d and g(r) = r d we have that
, where c d is a fixed positive constant. Hence, as is easily seen, Theorem 4 contains the divergence case of Theorem 2. Furthermore, Theorem 4 is also applicable to the case of convergence within Theorem 2, giving us a non-trivial lower bound on the size of the corresponding null sets. Indeed, applying Theorem 4 with g(r) = r s for some s > 0 gives the following corollary regarding the Hausdorff dimension of L(F , Ψ).
Corollary 1.
Under the same conditions as in Theorem 4, we have that
is the lower order of 1/Ψ at infinity. In particular, if
Remark 9. In the case of one linear form, that is m = 1, the above corollary follows from a result of Dickinson and Dodson [35] . In the case m = 1, n = 2 the corresponding upper bound was found by Baker [4] . More recently Huang [37] proved a more precise version of Baker's result for Hausdorff measures that involves the convergence of a sum as in (78). Also in the case of polynomials, that is when m = 1, d = 1, n ≥ 2 and f(x) = (1, x, . . . , x n ), the lower bound (79) is a result of Baker and Schmidt [5] . Furthermore, in this latter case we also have the corresponding upper as a result of [23] . In the general case, establishing upper bounds complementary to (79) remains a challenging open problem. Part of this problem is to prove the following Conjecture: Under the same conditions as in Theorem 4, one should have that
Ubiquity
In this subsection we discuss the concept of Ubiquity defined in [15] and state a key lemma regarding ubiquitous systems that will be instrumental in the proof of Theorem 4. First, we recall the basic definitions from [15] in a simplified form necessary for the application that we have in mind. In what follows:
• Ω is a closed ball in R m ;
• R := (R α ) α∈J is a family of points R α in Ω (usually referred to as resonant points) indexed by a countable set J;
• β : J → R + : α → β α is a function on J, which attaches a 'weight' β α to resonant points R α ;
• J(t) := {α ∈ J : β α ≤ 2 t } is assumed to be finite for any t ∈ N;
• ρ : R + → R + is a function such that lim r→∞ ρ(r) = 0 referred to as the ubiquity function;
• B(x, r) is a ball in Ω centred at x ∈ Ω of radius r > 0 defined using the supremum norm. Note that, by definition, B(x, r) consists of points in Ω only. 
for all sufficiently large t.
Given a function Φ :
The following lemma follows from Theorems 1 and 2 of [15] (the parameter γ should be taken to be 0 in these theorems) and can also be found as Theorem 1 in [20] .
Lemma 7. Let Φ : R + → R + be a monotonic function and Ω, J, R, β, ρ be as above. Suppose that (R, β) be a locally ubiquitous system in Ω relative to ρ. Letg be a dimension function such that r −mg (r) is non-increasing. Suppose further that
We now establish a specific example of a ubiquitous system that will be used in the proof of Theorem 4.
. . , f m ) be as in Theorem 4 and suppose that (36) is satisfied. Then, for almost every x 0 ∈ U and any fixed 0 < δ 0 ≤ 1 there exists a closed ball Ω ⊂ U centred at x 0 and a constant η > 0 such that (R, β) is locally ubiquitous in Ω relative to ρ, where
Proof. To begin with, observe that for any 0 ≤ j ≤ m, any x j ∈ U j and any 0 ≤ ℓ ≤ n+1 we have that |F
for any F ∈ F , where M is given by (36) . Also, using (36) and the standard pigeonhole argument (see for example [48, §I.1 and §II.1]) one can easily deduce that for any sufficiently large t ∈ N and any (x 1 , . . . , x m ) ∈ U there exists a ∈ Z n+1 \ {0} such that
Given j 0 ∈ {1, . . . , m}, let G be given by (24) with ℓ j 0 = n + 1 − m and ℓ j = 0 for 1 ≤ j ≤ m with j = j 0 . Further let θ be given by (25) , wherẽ
and η > 0 is to be specified later. Note that G and θ as defined above depend on j 0 , t and η. They of course also depend on C, m, n and the maps f j , but these are fixed throughout the proof. Note that for the above choice of θ the corresponding parameter θ defined by (16) k=n+1 is as follows
Further observe thatθ j satisfies Property M for each j ∈ {1, . . . , m} and that, by Proposition 2, the corresponding parameter Θ satisfies
By Proposition 3, there is a set S j 0 of full measure in U such that for every x 0 ∈ S j 0 we have that det G(x 0 ) = 0 and there exists a ball B j 0 (x 0 ) ⊂ U centred at x 0 and constants K j 0 , α j 0 > 0 such that for any ball B ⊂ B j 0 (x 0 ) we have that
for all sufficiently large t, where
with G and θ depending on j 0 , η, t are defined above. Note that if x = (x 1 , . . . , x m ) ∈ B \ A j 0 ,η,t then F ∈ F that corresponds to the solution a of (84) necessarily satisfies the system
Clearly S is a set of full Lebesgue measure in U as the intersection of sets of full measure. Further, for each x 0 ∈ S we define the ball Ω as a closed ball centred at x 0 and contained in m j 0 =1 B j 0 (x 0 ). Then, since any ball B lying inside Ω will automatically lie in every B j 0 (x 0 ), by the above argument, for any x = (x 1 , . . . , x m ) ∈ B \ A η,t F ∈ F that corresponds to the solution a of (84) necessarily satisfies the system (88) for every j 0 ∈ {1, . . . , m}. By (87), there is a fixed choice of η > 0, such that for every ball B ⊂ Ω 
for all sufficiently large t, where B \ A η,t . Since we are using the supremum norm, B is the product of some intervals I j ⊂ U j of equal lengths, that is B = I 1 × · · · × I m . In particular, we have that x j ∈ 1 2 I j . By Taylor's formula, for any γ j ∈ I j we have that
wherex j is between γ j and x j . It is readily seen using (83) and (88) j 0 =j , that for sufficiently large t we have that I j , for sufficiently large t we have that γ j ∈ I j . The collection of all such γ j together with F gives rise to an α = (F, γ 1 , . . . , γ m ) ∈ J such that x = (x 1 , . . . , x m ) ∈ B(R α , ρ(2 t )) ,
where R α = (γ 1 , . . . , γ m ) ∈ B ⊂ Ω and ρ is as defined in the statement. Hence, by (90), we have that B(R α , ρ(2 t )) .
By (89), we immediately conclude (80) with κ 0 = 2 −m−1 for any ball B in Ω and all sufficiently large t. This verifies the ubiquity hypothesis (80).
Finally, it remain to verify the technical assumptions that J is countable and J(t) is finite. Note that any F ∈ F will have only a finite number of zeros inside Ω as Ω is compact and F is analytic. Therefore, since there are only finitely many F ∈ F with H(F ) ≤ 2 t , the set J(t) is finite for any t ∈ N. Finally, J is countable and a countable union of finite sets J(t). This completes the proof of the proposition. F (f 1 , . . . , f m ) be as in Theorem 4. Without loss of generality, while we prove Theorem 4, we can assume that (36) is satisfied. Also, in view of the nature of the conclusion of Theorem 4, it is sufficient to establish (78) with U replaced by an arbitrarily small neighborhood of almost every point x 0 ∈ U. In what follows we shall take x 0 such as in Proposition 10 and we let Ω be as in the proposition. Hence, what we need to prove is that
where Ψ is monotonic. Let δ 0 = ((n + 1)M) −1 , Φ(h) = Ψ(h)/h and J, R, β and ρ be as in Proposition 10. Then, (R, β) is locally ubiquitous in Ω relative to ρ. Since Ψ is decreasing and g is increasing, by Cauchy condensations test, the divergence of the sum in (91) implies that
In view of the definition of ρ and Φ above, this further implies the divergence sum condition of (82). Hence, by Lemma 7, we have that
To conclude (91) it remains to note that Therefore, (12) is satisfied for infinitely many F ∈ F , thus implying that x ∈ L(F , Ψ)∩ Ω. This establishes (93) and completes the proof.
Proof of Theorem 4: the general case
The general case will be reduced to that of §4.2. We will therefore need two auxiliary statements. The first one appears as the Fibering Lemma in [10] :
Remark 7 for the definition), where t j now lies in some intervalŨ j . LetŨ =Ũ 1 ×· · ·×Ũ m andF is defined the same way as F but with each f j replaced byf j,u j . Then, by our induction assumption, we have that Hg(L(F, Ψ)) = Hg(Ũ ) .
Then, using either Fubini's theorem (in the case of lim r→0 + r −mg (r) < ∞) or Lemma 9 (in the case of lim r→0 + r −mg (r) = ∞) completes the proof of Theorem 4 in the general case.
