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Abstract
In this research, methods of reducing a general periodic one-dimensional hopping
model to a one- or two-state model, which keeps the basic properties of the origi-
nal process, are discussed. This reduction also implies that, to some extent, many
processes can be well described by simple two-state or even one-state models.
Keywords: Hopping model; Mean velocity; Mean first passage time; Effective diffu-
sion constant.
I. INTRODUCTION
Many biophysical [1, 2] and biochemical phenomena, especially for the motion of motor
proteins [3–6], can be well described by periodic one-dimensional hopping models. In these
models, the particle jumps along a periodical linear track (e.g., microtubule or filament for
motor proteins kinesin, dynein and myosion [7–9]) from one binding site to next one through
the sequence of N mechanochemical states [10, 11]. The particle in state j can jump forward
to state j + 1 with rate uj, or jump backward to state j − 1 with rate wj. After moving
N sites forward or backward, the particle comes to the same mechanochemical state but
shifted by a step size distance L (for example, L = 8 nm for conventional kinesin[12] and
cytoplasmic dynein [13], and L = 36 nm for mysion V [14]).
In one-dimensional hopping model, the motion of the particle can be described by the
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2standard rate equations of occupation probabilities pj(t) [10, 15, 16]
∂pj(t)
∂t
=uj−1pj−1(t) + wj+1pj+1(t)− [uj + wj]pj(t),
0 ≤ j ≤ N − 1,
(1)
where pj(t) is the probability of finding the particle in state j and at time t, which satisfies
plN+j(t) = pj(t), ulN+j = uj, wlN+j = wj, (2)
in which l is an integer number. At steady state,
uj−1pj−1 + wj+1pj+1 − [uj + wj]pj = 0, 0 ≤ j ≤ N − 1. (3)
It’s solution is
pj =
rj
RN
, 0 ≤ j ≤ N − 1, (4)
where
rj =
1
uj
[
1 +
N−1∑
k=1
j+k∏
i=j+1
wi
ui
]
, RN =
N−1∑
j=0
rj. (5)
This model has been extensively studied [17, 18] and the explicit formulations of mean
velocity VN and (effective) diffusion constant DN had been obtained by B. Derrida [16]:
VN =
L
[
1−
N−1∏
j=0
wi
ui
]
RN
, DN =
L
N
[
LGN + V SN
R2N
− (N + 2)V
2
]
, (6)
where
SN =
N−1∑
j=0
sj
N−1∑
k=0
(k + 1)rk+j+1, GN =
N−1∑
j=0
ujrjsj, sj =
1
uj
[
1 +
N−1∑
k=1
j−k∏
i=j−1
wi+1
ui
]
.
At the same time, in the literature of first passage time problems, the particle is assumed
to jump inside a finite interval [−(M +1), K +1] with absorbing boundaries. If the forward
and backward jump rates in state −M ≤ n ≤ K are Un,Wn, then, the mean first passage
time T n for a particle starting at state n to reach boundaries K + 1 or −(M + 1), satisfies
the following equations
T n =
1
Un + Wn
+
Un
Un + Wn
T n+1 +
Wn
Un + Wn
T n−1, for −M ≤ n ≤ K, (7)
3or equivalently,
Un(T n+1 − T n) + Wn(T n−1 − T n) = −1, for −M ≤ n ≤ K. (8)
Combining with the absorbing boundary conditions, T−(M+1) = T (K+1) = 0, the explicit
solutions of (8) can be obtained [19]
T n =
1 +
∑n−1
k=−M
∏k
j=−M
Wj
Uj
1 +
∑L
k=−M
∏k
j=−M
Wj
Uj
[
L∑
k=−M
1
Uk
+
L∑
k=−M+1
(
1
Uk
k−1∑
i=−M
k−1∏
j=i
Wj+1
Uj
)]
−
[
n−1∑
k=−M
1
Uk
+
n−1∑
k=−M+1
(
1
Uk
k−1∑
i=−M
k−1∏
j=i
Wj+1
Uj
)]
for −M ≤ n ≤ L.
(9)
Therefore, as a special case, the mean first passage time of a particle in one-dimensional
hopping model of period N , to complete one forward or backward mechanochemical cycle is
TN =
RN[
1 +
N−1∏
j=0
wi
ui
] . (10)
Here, TN is equal to T 0 in (9), but replacing Un,Wn with un, wn, and let M = K = N − 1,
u−n = uN−n, w−n = wN−n, for 0 ≤ n ≤ N − 1.
In the next section, based on the explicit formulations of the mean velocity, mean first
passage time and effective diffusion constant as given in (6) (10), we will discuss how to
approximate a N -state model by a simple one-state model, and then in Section III, the
approximation by a two-state model is addressed. The reduction of models with infinite
internal states cases is discussed in Section IV, and finally concluding remarks are provided
in Section V.
II. REDUCED ONE-STATE MODEL
If we are not interested in the intermediate states and details of the one-dimensional
hopping model, and only want to know the basic biophysical and biochemical properties of
the corresponding processes, such as the mean velocity, mean first passage time, or effective
diffusion constant, a N -state model can be approximated by a simple one-state model with
reduced transition rates ur, wr. In fact, in many experiments only these basic properties can
be measured directly.
4To a one-state model with forward and backward transition rates ur, wr, its mean velocity
is (ur−wr)L, and its mean first passage time is 1/(ur+wr): see formulations in (6) and (10).
So, under the assumption that the reduced one-state model has the same mean velocity and
mean first passage time as those of the N -state model, the reduced rates ur, wr satisfy
ur − wr =
[
1−
N−1∏
j=0
wi
ui
]/
RN , ur + wr =
[
1 +
N−1∏
j=0
wi
ui
]/
RN , (11)
which implies
ur = 1/RN , wr =
N−1∏
j=0
wi
ui
/
RN . (12)
In fact, the same formulations have been used by some authors to simplify the complex
models [20, 21], though no detailed discussion has been given. The application of such
simplification indicates this method is valuable, and sometimes essential, to get meaningful
explicit results.
However, it should be careful to use such reduction method. Although the reduced one-
state model has the same mean velocity and mean first passage time as the original one’s, it
cannot be used to get the properties related to high order momentums, such as the effective
diffusion constant DN and randomness 2D/V L. In fact, the effective diffusion constant of
the reduced one-state hopping model is
Dr =
ur + wr
2
L2 = L2
[
1 +
N−1∏
j=0
wi
ui
]/
(2RN), (13)
which can be obtained by the formulation in (6): with N = 1 and u0 = ur, w0 = wr.
Obviously Dr is different from DN .
If we are more interested in the mean velocity and effective diffusion constant than the
mean first passage time, we may approximate a N -state model by a simple one-state model,
which keeps the mean velocity and effective diffusion constant. From formulations in (6)
and (13), the corresponding reduced rates ur, wr can be obtained by the following equations
ur − wr = [1− Γ]/RN ,
ur + wr =
2
N
[
(1− Γ)SN
R3N
+
UN
R2N
− (N + 2)(1− Γ)
2RN
]
,
(14)
5in which Γ =
N−1∏
j=0
wi
ui
. So we have
ur =
1
N
[
(1− Γ)SN
R3N
+
UN
R2N
− (1− Γ)
RN
]
,
wr =
1
N
[
(1− Γ)SN
R3N
+
UN
R2N
− (N + 1)(1− Γ)
RN
]
.
(15)
III. REDUCED TWO-STATE MODEL
In most cases, the reduced one-state model is enough to get the basic properties of the
biophysical and biochemical problems. However, if we want a simple model that can recover
the mean velocity, mean first passage time, and effective diffusion constant of the original
precesses at the same time, at least a two-state model should be employed.
For convenience, let uri, wri(i = 0, 1) be the forward and backward transition rates in state
i of the reduced two-state model, and u := ur0ur1, w := wr0wr1,Σ := ur0 + ur1 + wr0 + wr1.
From the formulations in (6) and (10), or the results in [10, 22, 23], one can verify that
the mean velocity, mean first passage time and effective diffusion constant of the two-state
model are the following
V =(u− w)L/Σ, T = Σ/(u + w),
D =
1
2
[
u + w
Σ
− 2
(
u− w
Σ
)2
1
Σ
]
L2 =
L2
2T
− V
2
Σ
.
(16)
So
u =
L + V T
2TL
Σ =
(L + V T )V 2
(L2 − 2DT )L,
w =
L− V T
2TL
Σ =
(L− V T )V 2
(L2 − 2DT )L,
Σ =
2TV 2
L2 − 2DT .
(17)
If the reduced two-state model has the same mean velocity, mean first passage time and
effective diffusion constant as those of the original N -state model, then, by formulations in
6(6) and (10) , one can easily show
L2 − 2DT =2L
2
N
(
N + 1− Γ
1 + Γ
− (1− Γ)SN
(1 + Γ)R2N
− UN
(1 + Γ)RN
)
,
2TV 2 =
2(1− Γ)2L2
(1 + Γ)RN
,
L + V T =
2L
1 + Γ
L− V T = 2ΓL
1 + Γ
.
(18)
Therefore, Eq. (17) gives
u =
N(1− Γ)2
(N + 1− Γ)R2N − UNRN − (1− Γ)SN
,
w =
N(1− Γ)2Γ
(N + 1− Γ)R2N − UNRN − (1− Γ)SN
,
Σ =
N(1− Γ)2RN
(N + 1− Γ)R2N − UNRN − (1− Γ)SN
.
(19)
Finally, from u = ur0ur1, w = wr0wr1,Σ = ur0 + ur1 + wr0 + wr1, the reduced rate constants
ur0, ur1, wr0, wr1 can be obtained.
Obviously, there usually exist more than one reduced two-state models which has the
same mean velocity, mean first passage time and effective diffusion constant as those of the
original N -state model. To obtain a unique reduced two-state model, it should be required
to keep more properties of the original N -state model, such as the high order momentum of
displacement or first passage time, which depends on the problems that we are interested
in.
IV. REDUCTION OF CONTINUOUS MODELS
The continuous models can be regarded as the limit of the discrete models discussed
above, in which the number N of internal states tends to infinity. To the continuous models,
the probability density ρ(x, t) of finding the particle in position (or state) x and at time t,
is governed by the following Fokker-Planck equation [11, 15, 24]
∂ρ
∂t
=
∂
∂x
(
ρ
ξ
∂Φ
∂x
+ D
∂ρ
∂x
)
, −∞ ≤ x ≤ +∞, (20)
in which ξ is the drag coefficient, and D is the free diffusion constant which satisfies the
Einstein relation Dξ = kBT , here kB is Boltzmann constant and T is absolute temperature.
7Φ is a tilted periodic potential, Φ(x− L) = Φ(x) + FL. At steady state, the mean velocity
can be obtained by the following formulation
V =
d
dt
∫ ∞
−∞
xρ(x, t)dx =
∫ ∞
−∞
x
∂
∂x
(
ρ
ξ
∂Φ
∂x
+ D
∂ρ
∂x
)
dx
=−
∫ ∞
−∞
(
ρ
ξ
∂Φ
∂x
+ D
∂ρ
∂x
)
dx.
(21)
Under the similar assumption that is used in the derivation of formulations in (6), the explicit
expression of V can be obtained [15]
V =
D(1− e−βFL)L∫ L
0
e−βΦ(x)
(∫ x+L
x
eβΦ(y)dy
)
dx
=
D(1− e−βFL)L∫ L
0
eβΦ(x)
(∫ x
x−L e
−βΦ(y)dy
)
dx
, (22)
in which β = 1/kBT .
At the same time, the mean first passage time T (x) of particle starting at location x to
reach boundaries x = L or x = −L is governed by the following differential equation [25]
D
∂2T (x)
∂x2
− 1
ξ
∂Φ(x)
∂x
∂T (x)
∂x
= −1. (23)
Combining with the absorbing boundary conditions, i.e. T (L) = T (−L) = 0, the mean
first passage time T (0) for the particle to complete one forward or backward step, can be
obtained by the following formulation
T (0) =
(∫ L
−L e
βΦ(y)dy
) [∫ L
0
eβΦ(y)
(∫ y
0
e−βΦ(z)dz
)
dy
]
−
(∫ L
0
eβΦ(y)dy
) [∫ L
−L e
βΦ(y)
(∫ y
0
e−βΦ(z)dz
)
dy
]
D
∫ L
−L e
βΦ(y)dy
=
(∫ 0
−L e
βΦ(y)dy
) [∫ L
0
eβΦ(y)
(∫ y
0
e−βΦ(z)dz
)
dy
]
−
(∫ L
0
eβΦ(y)dy
) [∫ 0
−L e
βΦ(y)
(∫ y
0
e−βΦ(z)dz
)
dy
]
D
∫ L
−L e
βΦ(y)dy
.
(24)
−
∫ 0
−L
eβΦ(y)
(∫ y
0
e−βΦ(z)dz
)
dy =
∫ L
0
eβΦ(y)
(∫ L
y
e−βΦ(z)dz
)
dy,
∫ 0
−L
eβΦ(y)dy = eβFL
∫ L
0
eβΦ(y)dy
∫ L
−L
eβΦ(y)dy = (1 + eβFL)
∫ L
0
eβΦ(y)dy.
8So
T (0) =
eβFL
[∫ L
0
eβΦ(y)
(∫ y
0
e−βΦ(z)dz
)
dy
]
+
[∫ L
0
eβΦ(y)
(∫ L
y
e−βΦ(z)dz
)
dy
]
D(1 + eβFL)
=
[∫ L
0
eβΦ(y)
(∫ y
0
e−βΦ(z)dz
)
dy
]
+ e−βFL
[∫ L
0
eβΦ(y)
(∫ L
y
e−βΦ(z)dz
)
dy
]
D(1 + e−βFL)
=
[∫ L
0
eβΦ(y)
(∫ y
0
e−βΦ(z)dz
)
dy
]
+
[∫ L
0
eβΦ(y)
(∫ 0
y−L e
−βΦ(z)dz
)
dy
]
D(1 + e−βFL)
=
∫ L
0
eβΦ(y)
(∫ y
y−L e
−βΦ(z)dz
)
dy
D(1 + e−βFL)
.
(25)
Therefore, if the reduced one-state model, with forward and backward transition rates ur, wr,
has the same mean velocity and mean first passage time as those of the continuous model,
then
ur − wr = V
L
, ur + wr =
1
T (0)
.
So, the reduced rates ur, wr can be obtained as follows
ur =
D∫ L
0
eβΦ(y)
(∫ y
y−L e
−βΦ(z)dz
)
dy
, wr =
De−βFL∫ L
0
eβΦ(y)
(∫ y
y−L e
−βΦ(z)dz
)
dy
. (26)
By formulations in (12) and (26), one can find some relations between the discrete models
(1) (8) and the continuous models (20) (23), and some relations between the transition rates
ui, wi and the potential Φ(x), for more details see [26].
Using the same method which has been employed in the the discussion of the discrete
cases, we also can get a reduced one-state model which has the same mean velocity and
effective diffusive constant Deff as those of the continuous model, or get a reduced two-
state model which preserves all the three physical quantities. Here, the effective diffusion
constant Deff is defined as follows
Deff :=
1
2
lim
t→∞
[
dx2
dt
− d(x¯)
2
dt
]
, (27)
with
xk(t) :=
∫ ∞
−∞
xkρ(x, t)d x k = 1, 2.
The explicit formulation of Deff can be found in [15] or we can just use the limit of DN in
(6) (see [26]).
9V. CONCLUDING REMARKS
In this paper, the methods of how to approximate a N -state model by a simple one-state
or two-state model, which keeps some of the basic properties of the original problems are
presented. These methods can be used to obtain explicit results for some complex biophysical
and biochemical precesses [20, 21]. The discussion in this paper also indicates that, in many
cases, a simple two-state model or even one-state model is enough to describe a complex
process if we are only interested in its basic properties, such as the mean velocity, mean first
passage time and effective diffusion constant. Actually, in many cases, such basic quantities
are the only ones that can be measured directly in the experiments. Recent discussion about
a modified one-dimensional hopping model indicates that, the method in the paper also can
be used to more general hopping models, in which the particle in state i has more than two
choices (states i− 1 and i + 1) to jump out its present state [27].
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