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Abstract—This paper studies the problem of stochastic
dynamic pricing and energy management policy for electric
vehicle (EV) charging service providers. In the presence of
renewable energy integration and energy storage system, EV
charging service providers must deal with multiple uncertainties
— charging demand volatility, inherent intermittency of
renewable energy generation, and wholesale electricity price
fluctuation. The motivation behind our work is to offer guidelines
for charging service providers to determine proper charging
prices and manage electricity to balance the competing objectives
of improving profitability, enhancing customer satisfaction, and
reducing impact on power grid in spite of these uncertainties.
We propose a new metric to assess the impact on power grid
without solving complete power flow equations. To protect service
providers from severe financial losses, a safeguard of profit
is incorporated in the model. Two algorithms — stochastic
dynamic programming (SDP) algorithm and greedy algorithm
(benchmark algorithm) — are applied to derive the pricing
and electricity procurement policy. A Pareto front of the multi-
objective optimization is derived. Simulation results show that
using SDP algorithm can achieve up to 7% profit gain over using
greedy algorithm. Additionally, we observe that the charging
service provider is able to reshape spatial-temporal charging
demands to reduce the impact on power grid via pricing signals.
Index Terms—Electric vehicle, charging station, dynamic
pricing, energy management, renewable energy, energy storage,
multi-objective optimization, stochastic dynamic programming
NOMENCLATURE
K Total number of planning horizons.
N Number of buses in a power network.
M Number of PQ buses in a power network.
sj The j-th charging station.
pkj Charging price of the j-th charging station at
the k-th horizon.
dkj Charging demand of the j-th charging station
at the k-th horizon.
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ck Real time wholesale electricity price at the k-th
horizon.
E Electricity storage capacity.
Ik Remaining electricity in storage at the begin-
ning of the k-th horizon.
Wk Profit at the k-th horizon.
Wmin Threshold for profit safeguard.
Gk Customer satisfaction at the k-th horizon.
Fk Impact on power grid at the k-th horizon.
ok Electricity purchase at the k-th horizon.
uk Renewable energy at the k-th horizon.
ηs Unit storage cost (measured in $/MWh).
ηc Charging efficiency.
ηd Discharging efficiency.
α Shape parameter in customer satisfaction
formula.
ω Shape parameter in customer satisfaction
formula.
φk Total charging demand at the k-th horizon.
Πk Total utility at the k-th horizon.
λ1 Profit weight coefficient.
λ2 Customer satisfaction weight coefficient.
λ3 Impact weight coefficient.
γi,j Price elasticity coefficient.
Pi Active power of the i-th bus.
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2Qi Reactive power of the i-th bus.
vi Voltage magnitude of the i-th bus.
δi Voltage phase of the i-th bus.
Gik Conductance of the ik-th element of the bus
admittance matrix.
Bik Susceptance of the ik-th element of the bus
admittance matrix.
SAci Active power sensitivity of the i-th bus.
SRei Reactive power sensitivity of the i-th bus.
J(Ik, uk) Maximum expected aggregated utility from the
k-th horizon to the k-th horizon.
I. INTRODUCTION
Electric vehicles (EVs) exhibit many advantages over fossil
fuel driven vehicles in terms of operation and maintenance
cost, energy efficiency, and gas emission [1]-[3]. However, the
fear of limited driving distance (range anxiety) is hanging over
EV drivers’ heads like the Sword of Damocles. To alleviate
this range anxiety, the capacity of on-board battery should be
increased and more EV charging stations should be deployed.
Intensive research work has been carried out to study how to
strategically deploy charging stations [4]-[8]. Currently, EV
charging service is primarily provided for free as one of the
employee benefits in some organizations or as a perk to those
owners of some specific EV models (e.g. Tesla). There is a lack
of viable and profitable pricing and energy management model
for public charging stations. Our goal is to offer guidelines for
charging service providers to make informed and insightful
decisions on pricing and electricity procurement by jointly
optimizing multiple objectives under uncertainties.
There is a growing literature aimed at providing guidelines
for economic operation of EV charging stations. In [9]-[10],
the authors studied a dynamic pricing scheme to improve the
revenue of an EV parking deck. However, their model did
not take into account customer satisfaction and the impact
on power grid due to EV charging. In [11]-[14], several
algorithms have been proposed for a power aggregator to
manage EV charging loads and submit bids to electricity
market to provide regulation service (RS). Game theory based
approaches have been used to model the interplay among
multiple EVs or between EVs and power grid in [15]-[18].
Yan et al. presented a multi-tier real time pricing algorithm
for EV charging stations to encourage customers to shift their
charging schedule from peak period to off-peak period [19].
Nevertheless, they did not consider that some customers may
strategically change their charging schedule in response to
pricing signals. In [20], Ban et al. employed multi queues
to model the arrivals and departures of EVs among multiple
charging stations. Pricing signals were used to guide EVs to
different charging stations to satisfy the predefined quality of
service (QoS); but the interactions between EV charging and
power grid was not analysed in their model. A distributed
network cooperative method was proposed to minimize the
charging cost of EVs while guaranteeing that the aggregated
load satisfies safety limits [21]. Their model, however, did
not incorporate renewable energy generation and consider
charging demand volatility.
In our model, we take a comprehensive view of these
interweaving issues pertaining to EV charging pricing and
energy management. Specifically, we formulate our problem
to simultaneously optimize multiple objectives — improving
the profit, enhancing the customer satisfaction, and reducing
the impact on power grid in the light of renewable energy
generation and energy storage. Our model takes into account
multiple uncertainties including charging demand volatility,
inherent intermittency of renewable energy generation, and
real time wholesale electricity price fluctuation. For each
type of uncertainty, an appropriate model is proposed and
incorporated in the overall optimization framework. Finally,
a stochastic dynamic programming (SDP) algorithm is
employed to derive the charging prices and the electricity
procurement from the power grid for each planning horizon.
Besides, SDP algorithm has been used for water reservoir
operation in [22]-[23]. In terms of the electricity retail market,
a game theory based dynamic pricing scheme is studied in [24]
which also takes into account renewable integration and local
storage.
The main contributions of our work are as follows:
• We proposed a multi-objective optimization framework to
solve the problem, and the solutions provide us insights
into how to make a tradeoff among multiple objectives of
the profitability, the customer satisfaction, and impact on
power grid, and offer guidance to set charging prices to
balance the charging demand across the power system.
• We used Newton’s method to derive a fast-computing
metric to assess the impact of EV charging on power
grid, which frees us from solving the complete nonlinear
power flow equations. This metric also can be used to
analyze other electric load’s impact on power grid.
• We derived the active power and reactive power
sensitivities for the load buses in a power system
which can serve as a guideline for EV charging station
placement to alleviate the charging stress on the power
grid.
• In terms of market risk, we introduced a safeguard of
profit for EV charging service providers, which raises a
warning when the profit is likely to reach a dangerous
threshold. This mechanism is beneficial for the charging
service provider to safely manage its capital and avoid
severe financial losses.
The remainder of the paper is organized as follows:
Section II presents the general problem formulation. Section
III introduces charging demand estimation and Section IV
discusses how to assess the impact on power grid from EV
charging. Renewable energy and real time wholesale electricity
price forecast, the safeguard of profit, and SDP algorithm are
3introduced in Section V. Section VI presents simulation results
and discussions. Conclusions are provided in Section VII. A
nomenclature table is also provided as a reference.
II. PROBLEM FORMULATION
In this study, we assume that an EV charging service
provider operates a set of charging stations within a large
region. As a mediator between the wholesale market and
end customers (EVs), the charging service provider procures
electricity from the wholesale market and resells it to EVs.
We also assume that the service provider is able to harvest
renewable energy (i.e. solar or wind power) and save it in
an energy storage system. An overview of the EV charging
service provider’s model is illustrated in Fig. 1.
Figure 1. Business Model of EV Charging Service Provider
A. Profit of Charging Service Provider
In the United States, the Independent System Operator
(ISO) or the Regional Transmission Organization (RTO)
collects supply offers from power plants and demand bids
from load serving entities (LSEs) or market participants,
calculates the day-ahead wholesale prices and real time spot
prices, coordinates and monitors the economic dispatch of
electricity across a vast region [25]-[27]. We assume that
the charging service provider is an LSE, who purchases
electricity from the wholesale real time market and resells it to
EVs. Let S = {s1, s2, · · · , sL} denote the charging stations
operated by the service provider. A day is divided into K
planning horizons. At the start of each horizon, the service
provider will publish new charging prices during this horizon.
Price differentiation is allowed across charging stations. Let
P = {pk1, pk2, · · · , pkL}, k = 1, 2, · · · ,K denote the
charging prices in the k-th horizon, and ok denote electricity
procurement from the wholesale real time market. We use
wholesale real time electricity market prices in our theoretical
analysis. Let C = {c1, c2, · · · , cK} represent wholesale real
time electricity prices. In addition, we assume that the service
provider has an energy storage system with capacity E MWh.
Let Ik denote the electricity in the storage at the beginning of
the k-th horizon, and uk be the renewable energy generation
during the k-th horizon. The profit made in the k-th horizon
is given by
Wk =
L∑
j=1
pkjdkj − ckok−
ηs(Ik + ηcuk + ηcok − 1
ηd
L∑
j=1
dkj + wk),
(1)
where dkj corresponds to the charging demand (electricity
consumption) at the j-th station in the k-th horizon,∑L
j=1 pkjdkj is the total revenue, ckok is the cost of electricity
procurement, and ηs($/MWh) is the unit storage cost, which
includes capital cost and maintenance cost. Besides, ηc (0 <
ηc < 1) and ηd (0 < ηd < 1) are charging efficiency and
discharging efficiency, respectively. And wk is the process
noise of the energy storage system, which has a Gaussian
distribution with zero mean and variance σ2w.
B. Customer Satisfaction
Customer satisfaction helps to build up customer loyalty,
which can reduce the efforts to allocate market budgets
to acquire new customers. Poor customer satisfaction will
discourage people to purchase EVs, affecting the development
of entire EV industry. Customer satisfaction is one of the
objectives in our multi-objective optimization framework.
Several customer satisfaction evaluation methods have been
investigated in [28]-[30]. In this paper, we consider the
market-level customer satisfaction instead of the individual-
level satisfaction. We use a quadratic function to formulate the
overall customer satisfaction of all EVs in a horizon, namely,
Gk = −α
2
φ2k + ωφk, 0 ≤ φk ≤ E (2)
where E is the electricity storage capacity, ω and α are shape
parameters, φk is the aggregated charging demand (electricity
consumption) of all EVs in the k-th horizon which is defined
as,
φk =
L∑
j=1
dkj . (3)
Eq. (2) with different shape parameters is plotted in Fig. 2.
In plotting Fig. 2, we choose the shape parameters α and
ω such that the concave function Gk has a minimum of 0,
which indicates that EV drivers have the least satisfaction,
and a maximum of 1, which indicates that they have the most
satisfaction. Note that Eq. (2) is a non-decreasing function
with a non-increasing first order derivative. This implies that
customer satisfaction will always grow as the total charging
demand φk increases, but the growth rate will decrease
and customer satisfaction tends to get saturated as the total
charging demand approaches the storage capacity E. This
is a standard assumption following the law of diminishing
marginal utility (Gossen’s First Law) in economics [31].
40 20 40 60 80 100 120 140 160 180 2000
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
φk(MWh)
Cu
st
om
er
 s
at
isf
ac
tio
n
 
 
ω=0.01,α=0.00005
ω=0.0075,α=0.000025
ω=0.0067,α=0.0000167
Figure 2. Sample Customer Satisfaction Functions (E = 200)
C. Impact on Power Grid
Large-scale EV charging presents a substantial load to
power networks [32]-[33]. Many studies have shown that
uncoordinated EV charging can affect the normal operation
of power grid in terms of severe power loss, voltage
variation, frequency deviation, and harmonics problems [34]-
[38]. Usually, grid frequency can be well maintained either
by the power generator side using automatic gain control
(AGC) [37] or by the load side using certain demand response
techniques [39]-[40]. In our study here, we only consider the
impact of voltage variation (magnitude and phase). In addition,
we assume that a higher-level entity like an aggregator or
ISO/RTO can take care of network transmission constraint
issues within the power system under its supervision, so the
EV charging service provider does not need to worry about
transmission constraint problem. Let Fk denote the impact of
EV charging on power grid at the k-th horizon.
Fk = f(dk1, dk2, · · · , dkL), (4)
where dkj is the charging demand at the j-th charging station
in the k-th horizon, and f(.) is a function to be discussed in
Section IV. Function f(.) should reflect the basic assumption
that the impact on power grid increases when the charging
demands increase.
D. Multi-objective Optimization Framework
A multi-objective optimization problem arises naturally
from the fact that the charging service provider needs to
balance multiple competing objectives — maximizing profit,
maximizing customer satisfaction, and minimizing the impact
on power grid. For the k-th horizon, we formulate the multi-
objective optimization as follows,
max
Xk
{E(Wk),E(Gk),E(−Fk)}
s.t. Xk ∈ U(Xk),
(5)
where Xk = [pk1, pk2, · · · , pkL, ok]T is the vector of decision
variables, and E(.) represents the expectation operation.
Clearly, there are several approaches to solve multi-
objective optimization problems: weighted sum approach,
adaptive weighted sum approach, -constraint approach, a
priori approach and a posteriori approach [41]-[43], among
others. The weighted sum approach is not suitable for
obtaining the whole Pareto front if the main objective function
is not convex. In this paper, we use an adaptive weighted sum
approach discussed in [43] to derive the Pareto front of Eq.
(5). The main idea of the adaptive weighted sum approach is
that firstly we use the ordinary weighted sum to obtain the
basic shape of Pareto front, and then refine it by recursively
reducing mesh size within the Pareto front. First, we rewrite
the problem as follows,
max
Xk
E(Πk) = E
{
λ1
Wk
Wmaxk
+ λ2
Gk
Gmaxk
− λ3 Fk
Fmaxk
}
s.t. Xk ∈ U(Xk),
(6)
where λ1, λ2, and λ3 are nonnegative coefficients, satisfying
the constraint of λ1 + λ2 + λ3 = 1. Different weight vectors
(λ1, λ2, λ3) generates different convex Pareto optima. The
non-convex part of this Pareto front can be found in the
refinement phase. Additionally, Wmaxk , G
max
k , and F
max
k are
the maximum values of each objective function in the k-th
horizon.
Our ultimate goal is to maximize the aggregated utility
across multiple horizons.
(X∗1, · · · ,X∗K) = argmax
X1,··· ,XK
{
K∑
k=1
E(Πk)
}
,
s.t. Xk ∈ U(Xk), k = 1, 2, · · · ,K.
(7)
To solve this multi-horizon and multi-objective optimization
problem, we face several challenges: (1) How do we accurately
estimate the charging demand dkj at each charging station?
(2) How do we develop an appropriate metric to assess the
impact on power grid defined in Eq. (4)? (3) How should we
incorporate a safeguard of profit to prevent severe financial
losses? (4) How can we solve this complex optimization
problem in an efficient manner? In the following sections, we
will address these challenges in details.
III. CHARGING DEMAND ESTIMATION
In practice, EV drivers will adjust their charging demands
and charging schedules in response to charging prices.
The charging demand function dkj thus should characterize
customers’ response to price fluctuations. In our work, an
online linear regression model [44]-[45] is employed to predict
the charging demand dkj . For each charging station, the
predicted charging demand is defined as

dk1 = γ0,1 − γ1,1pk1 + γ2,1pk2 + · · ·+ γL,1pkL + k1,
dk2 = γ0,2 + γ1,2pk1 − γ2,2pk2 + · · ·+ γL,2pkL + k2,
...
dkL = γ0,L + γ1,Lpk1 + γ2,2pk2 + · · · − γL,LpkL + kL,
(8)
where γ0,j(j = 1, 2, · · · , L) is the intercept of the j-th
linear regression equation, γi,j = γj,i(i 6= j) are the cross-
price elasticity coefficients, reflecting how the change of the
charging price at station j can influence the charging demand
5at station i, and γi,i is the self-price elasticity coefficient,
reflecting how the change of the charging price of station
i can influence its own charging demand. Finally kj(j =
1, 2, · · · , L) is assumed to be an independent Gaussian random
variable with mean 0 and variance σ2kj . The variable kj
captures the unknown random charging demand which cannot
be characterized by the linear terms.
Recursive least square (RLS) algorithm is a common
method applied to estimate the coefficients in Eq. (8) using
historical data [46]-[47]. Let Yj = [γ0,j , γ1,j , · · · , γL,j ]T
denote the vector of price elasticity coefficients related to the
j-th charging station. Applying RLS, we have the following
update equations,
ekj = dkj −PTkYj ,
gkj =
H(k−1)jPk
ν+PTkH(k−1)jPk
,
Hkj = ν
−1H(k−1)j − gkjPTkν−1Pk,
Yj ← Yj + ekjgkj ,
(9)
where ν is the forgetting factor. Besides, H0j is initialized to
be an identity matrix and P0 is initialized to be an all-zero
vector. In addition, the estimate for variance σ2kj is given by

mkj = νm(k−1)j + kj ,
nkj = νn(k−1)j + 1,
¯kj = mkj/nkj ,
ukj = (
mkj−1
mkj
)2 + ( 1mkj )
2,
vkj = mkj(1− ukj),
σ2j ← 1vkj [(νvkj)σ2j +
mkj−1
mkj
(¯kj − kj)2],
(10)
where mkj and nkj are initialized to be 0.
Eq. (8) can characterize the spatial-temporal variation of
charging demand. Different locations may have different
charging demands. Thus, we use different linear regression
equations to model these geographically separated charging
stations. Furthermore, the price elasticity coefficients are
updated continually using RLS algorithm defined in Eq. (9)
and Eq. (10). The forgetting factor ν enables us to capture the
most recent trend in charging demand and forget the outdated
information. Thus, the RLS updating mechanism is able to
track charging demand fluctuation over time.
IV. IMPACT ON POWER GRID FROM EV CHARGING
For power flow analysis, we assume that an N -bus power
network has 1 slack bus, M load buses (PQ buses), and
N − M − 1 voltage-controlled buses (PV buses) [48].
Three phase balance operation and per-unit (p.u.) system
are basic assumptions here. Charging stations are deployed
across different PQ buses. Solving the power flow requires
determining N−1 voltage phases (corresponding to PQ buses
and PV buses) and M voltage magnitude (corresponding to
PQ buses). This is done by solving N + M − 1 nonlinear
power flow equations (N − 1 active power equations and M
reactive power equations). The active and reactive power flow
equations for each bus are given as follows,
Pi = vi
N∑
k=1
vk(Gik cos(δi − δk) +Bik sin(δi − δk)), (11)
Qi = vi
N∑
k=1
vk(Gik sin(δi − δk)−Bik cos(δi − δk)), (12)
where vi and δi are, respectively, voltage magnitude and
phase at the i-th bus; Pi and Qi are real power and reactive
power injections at the i-th bus; Gik and Bik are, respectively,
conductance and susceptance of the ik-th element of the bus
admittance matrix.
An increasing EV charging demand at PQ buses will lead to
network-wide voltage variation (magnitude and phase) if the
network does not provide sufficient active power and reactive
power. We will use voltage variation as a metric to assess
the impact of EV charging on power grid. Applying Newton’s
method, we can calculate the linear approximation of voltage
variation in the following way
[
∆V
∆Φ
]
=
[
∂P
∂V
∂P
∂Φ
∂Q
∂V
∂Q
∂Φ
]−1 [
∆P
∆Q
]
= J−1
[
∆P
∆Q
]
,
(13)
where ∆V and ∆Φ are, respectively, vectors of magnitude
variation and phase variation; ∆P and ∆Q are, respectively,
vectors of increased active power and reactive power due to
EV charging. In addition, ∂P∂V and
∂P
∂Φ are partial derivatives of
active power with respect to voltage magnitudes and phases,
and ∂Q∂V ,
∂Q
∂Φ are partial derivatives of reactive power with
respect to voltage magnitudes and phases. In addition, J−1
is the inverse of Jacobian matrix from power flow equations,
which is given by
J−1 =

b1,1 b1,2 · · · b1,N+M−1
b2,1 b2,2 · · · b2,N+M−1
...
...
bN+M−1,1 bN+M−1,2 · · · bN+M−1,N+M−1
 , (14)
Let the sequence [a1, a2, · · · , aL] denote the bus indexes
of all charging stations in the power network. For instance,
ai(i = 1, 2 · · · , L) means that the i-th charging station is fed
by the ai-th bus in the power network.
Finally, we use the 2-norm voltage variation (magnitude and
phase) to assess the impact of EV charging on power grid,
Fk =
∣∣∣∣∣∣∣∣J−1 [ ∆P∆Q
]∣∣∣∣∣∣∣∣2 . (15)
Moreover, we denote SAci and S
Re
i as the active power
sensitivity and reactive power sensitivity of the i-th PQ bus.
And SAci is defined as follows,
6SAci =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
J−1

0
...
0
1
0
...
0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
2
, (16)
where SAci is the 2-norm voltage variation when the active
power injection of the i-th PQ bus is increased by 1 W.
Thus, 1 W is the i-th entry in the column vector in Eq. (16).
Similarly, SRei is defined as the 2-norm voltage variation when
the reactive power injection of the i-th PQ bus is increased by
1 var. A larger value of SAci or S
Re
i indicates that the PQ
bus has a lower tolerance to load variation and more likely to
disturb the whole network.
V. STOCHASTIC DYNAMIC PROGRAMMING (SDP) FOR
PRICING AND ELECTRICITY PROCUREMENT
At first, this section introduces a safeguard of profit —
a minimum profit warning mechanism. In addition, major
modules in SDP like renewable energy, real time wholesale
electricity price, and system dynamics are discussed. Finally,
we introduce the procedure to use SDP to derive pricing and
electricity procurement policy.
A. A Safeguard of Profit
In practice, service providers make decisions on pricing
and electricity procurement based on the estimated charging
demands. Although Eq. (8) provides a viable way to estimate
the charging demand, uncertainties still exist in actual charging
demands. This subsection aims to develop a safeguard of
profit to remind that the charging service provider should
make a certain amount of profit under severe circumstance
of uncertainties. We incorporate the safeguard as a constraint
in the optimization framework. Wherever the optimal solution
touches this constraint (i.e. this constraint becomes active), a
warning will be raised for the service provider. The constraint
is given as follows,
Prob (Wk < Wmin) < ζ, (17)
where Wk is the profit made in the k-th horizon, Wmin is a
profit threshold, and ζ is a small positive number in the range
of (0, 1). Eq. (17) specifies that the probability that the actual
profit is less than the profit threshold should be less than ζ.
Expanding Wk and rearranging terms in Eq. (17) yields the
following
Prob
(
XTkAXk + B
TXk + E
T
kZk + tk < Wmin
)
< ζ, (18)
where Xk = [pk1, pk1, · · · , pkL, ok]T. Matrix A is given by
A =

−γ1,1 γ1,2 · · · γ1,L 0
γ2,1 −γ2,2 · · · γ2,L 0
...
...
...
...
γL,1 γL,2 · · · −γL,L 0
0 0 · · · 0 0
 , (19)
and vector B is
B =
[
γ0,1 +
ηs
ηd
Γ1, · · · , γ0,L + ηs
ηd
ΓL,−ck − ηsηc
]T
, (20)
where Γj is
Γj = −γj,j +
L∑
i=1,i6=j
γj,i, (21)
and vector E is
Ek =
[
pk1 +
ηs
ηd
, · · · , pkL + ηs
ηd
,−ηs
]T
, (22)
and Zk = [k1, k2, · · · , kL, wk]T, and tk = ηs(Γ0/ηd− Ik−
ηcuk), where Γ0 is
Γ0 =
L∑
i=1
γ0,i. (23)
Besides, we assume that [k1, k2, · · · , kL, wk]T are
independent Gaussian random variables. Thus, ETkZk is also
a Gaussian random variable with mean 0 and variance∑L
j=1(pkj + ηs/ηd)
2σ2kj + η
2
sσ
2
w.
Finally, Eq. (17) can be rewritten as follows,
Prob
(
ETkZk < Wmin −XTkAXk −BTXk − tk
)
= Φ
 Wmin −XTkAXk −BTXk − tk√∑L
j=1(pkj + ηs/ηd)
2σ2kj + η
2
sσ
2
w
 < ζ, (24)
where Φ(.) is the cumulative distribution function (CDF) of a
standard Gaussian random variable.
B. Renewable Energy and Real Time Wholesale Price
Literature abounds on various approaches to forecasting
renewable energy, e.g., physical approach [49]-[50], statistical
approach [51]-[52], and hybrid approach [53]. In this paper,
we use a Markov chain model [54]-[55] which is a statistical
approach, to demonstrate how renewable energy prediction
is incorporated into our optimization model. In fact, other
forecasting approaches can also be used in our model.
Markov chain characterizes the transition from the current
renewable energy uk to the next uk+1. We discretize renewable
energy into D levels, and the transition matrix at the k-th
horizon is given by
Tk =

tk,1,1 tk,1,2 · · · tk,1,D
tk,2,1 tk,2,2 · · · tk,2,D
...
...
tk,D,1 tk,D,2 · · · tk,D,D
 , (25)
where tk,i,j is the transition probability of renewable energy
from level i to level j in the k-th horizon, and
∑D
j=1 tk,i,j = 1.
All transition probabilities can be estimated from historical
data.
Similar to renewable energy, real time wholesale price
forecasting has also been extensively studied through time
series analysis, machine learning, big data, or hybrid approach
in [56]-[57]. Real time price forecasting is a topic beyond the
7technical scope of our paper. Thus, we do not study specific
real time price forecasting approaches in this paper.
C. Stochastic Dynamic Programming
Eq. (7) is a complex multi-variable optimization problem
involving K(L + 1) variables. It may be mathematically
cumbersome and difficult to solve in a brute-force manner.
We observe that the original problem exhibits the properties
of overlapping subproblems and optimal substructure, which
can be solved efficiently using SDP. SDP solves a large-
scale complex problem by partitioning it into a set of
smaller and simpler subproblems [58]-[59]. The solution to
the original problem is constructed by solving and combining
the solutions of subproblems in a forward or backward manner.
In contrast to a brute-force algorithm, SDP can greatly reduce
computation and save storage.
In a wholesale real time electricity market, electricity is sold
on an hourly basis. So our problem should have a finite number
of planning horizons with K = 24. System dynamics are
governed by the evolution of system states, under the influence
of decision variables and random variables. In our case, system
dynamics are expressed by the following equations
Ik+1 = Ik + ηcuk + ηcok − 1
ηd
φk + wk,
uk+1 = h(uk, υk),
(26)
where Ik represents electricity storage at the beginning
of the k-th horizon, uk is renewable energy, ok is the
electricity procurement, ηc is the charging efficiency, ηd is the
discharging efficiency, and φk is the total charging demand.
Besides, wk and υk are independent process noises for the
energy storage system and the renewable energy generation.
The aggregated expected utility from the first horizon to the
K-th horizon is given by
E
{
ΠK+1(IK+1, uK+1) +
K∑
k=1
Πk(Ik, uk)
}
, (27)
where ΠK+1(IK+1, uK+1) is a terminal utility occurred at
the end of this process, and the expectation is taken over
kj(j = 1, · · · , L) defined in Eq. (8), wk, and υk. Therefore,
the maximum aggregated expected utility J(I1, u1) is given
by
J1(I1, u1) = max
X1,··· ,XK
E
{
ΠK+1 +
K∑
k=1
Πk
}
,
s.t.
Prob(Wk < Wmin) < ζ
0 ≤ ok ≤ omax; k = 1, 2, · · · , N
pkj ≥ 0; j = 1, 2, · · · , L
Ik + uk + ok −
∑L
j=1 dkj ≥ 0
Ik + uk + ok −
∑L
j=1 dkj ≤ E
dkj ≥ 0; j = 1, 2, · · · , L.
(28)
Applying SDP we can partition the problem into multiple
small subproblems, which can be calculated recursively as
follows,
Jk(Ik, uk) = max
Xk∈Uk(Xk)
E {Πk + Jk+1(Ik+1, uk+1)}
= max
Xk∈Uk(Xk)
{E{Πk(Ik, uk)}+
E{Jk+1(Ik+1, uk+1)}} .
(29)
Furthermore, we can rewrite each subproblem into a nice
quadratic form by combining like terms as follows,
Jk(Ik, uk) = max
Xk∈Uk(Xk)
{
E{1
2
XTkQXk
+ BTkXk}+ E{rk}
}
,
(30)
where Q, Bk, and rk are given by
Q =

−2γ1,1λ1 − αλ2Γ21 − 2λ3
∑N+M−1
j=1 Θ
2
1,j · · · 2γ1,Lλ1 − αλ2Γ1ΓL − 2λ3
∑N+M−1
j=1 Θ1,jΘL,j 0
2γ2,1λ1 − αλ2Γ2Γ1 − 2λ3
∑N+M−1
j=1 Θ2,jΘ1,j · · · 2γ2,Lλ1 − αλ2Γ2ΓL − 2λ3
∑N+M−1
j=1 Θ2,jΘL,j 0
...
...
2γL,1λ1 − αλ2ΓLΓ1 − 2λ3
∑N+M−1
j=1 ΘL,jΘ1,j · · · −2γL,Lλ1 − αλ2Γ2L − 2λ3
∑N+M−1
j=1 Θ
2
L,j 0
0 · · · 0 0
 , (31)
Bk =

λ1(γ0,1 +
ηs
ηd
Γ1) + λ2
(
ω
∑L
j=1 γ1,j − αΓ0Γ1
)
− 2λ3
∑N+M−1
j=1 Θ0,jΘ1,j
...
λ1(γ0,L +
ηs
ηd
ΓL) + λ2
(
ω
∑L
j=1 γL,j − αΓ0ΓL
)
− 2λ3
∑N+M−1
j=1 Θ0,jΘL,j
−(ck + ηsηc)λ1
 , (32)
8rk =λ1ηs(Γ0/ηd − Ik − ηcuk) + λ2
ωΓ0 − α
2
Γ20 + L∑
j=1
σ2k,j
−
λ3
N+M−1∑
j=1
Θ20,j + λ3
N+M−1∑
j=1
L∑
i=1
b2j,aiσ
2
k,j
+ Euk+1{Jk+1(Ik+1, uk+1)},
(33)
where Θn,j is
Θn,j = −bj,anγn,n +
L∑
i=1,i6=n
bj,aiγi,n, (34)
and an is the bus index of the power network for the n-th
charging station, and
Θ0,j =
L∑
i=1
bj,aiγ0,i. (35)
Finally, Jk+1(Ik+1, uk+1) is the total aggregated utility
starting from the (k+1)-th horizon to the K-th horizon. Fig. 3
illustrates the schematic of the entire optimization framework.
The charging service provider should run the SDP engine at
the beginning of every planning horizon.
VI. SIMULATIONS AND DISCUSSIONS
The simulation coefficients are given in Table I. Tesla’s
home rechargeable Lithium-ion battery system — Powerwall
has a 92.5% round-trip DC efficiency with 100% depth of
discharge [60]. Eos Energy Storage has a battery-based energy
storage with a round-trip efficiency of 75% and a 100% depth
of discharge [61]. In our simulation, we assume the charging
efficiency ηc and discharging efficiency ηd are both 0.9. For
simplicity, we use the day-ahead wholesale electricity price
data from PJM [62] to represent the real time wholesale price
forecasting in the simulations, but other forecasting approaches
can be used. In addition, we assume that the charging service
provider procures electricity at a single locational marginal
price (LMP). We use solar power to represent the renewable
energy source. The solar radiation data is from National
Renewable Energy Laboratory (NREL) [63], and the typical
daily solar radiation is depicted in Fig. 4. Note that solar
radiation begins at 6:00 am and ends at 8:00 pm. Additionally,
we assume that solar cell efficiency is 20%. We use IEEE 57
Bus Test case for the power network in our simulations [64].
A. SDP Algorithm versus Greedy Algorithm
The greedy algorithm aims to optimize the current planning
horizon without considering the future. We use the greedy
algorithm as a benchmark, to which we compare the SDP
algorithm in terms of profitability. The profit percentage gain
of SDP algorithm compared to greedy algorithm is shown
in Fig. 5. The simulation reveals that the SDP algorithm
can achieve up to 7% profit gain compared to the greedy
algorithm. The reason why SDP is able to obtain a higher
Figure 3. Dynamic Pricing and Energy Management Algorithm
profit is that it fully exploits the information of day-ahead
wholesale electricity prices and renewable energy prediction,
and makes decisions to optimize the aggregated utility over
multiple horizons. However, the greedy algorithm lacks a
forward-looking vision, which solely maximizes the utility of
the current horizon. As far as the computational complexity
is concerned, greedy algorithm has a linear time complexity
with O(K), and SDP has a quadratic time complexity with
O(K2), where K is the number of planning horizons. This
is because the greedy algorithm only involves one loop from
horizon 0 to horizon 23. However, the SDP algorithm has two
loops with the outer loop starting from horizon 0 to horizon
23 and the inner loop for backward recursive SDP calculation.
In essence, the SDP algorithm trades complexity for a higher
profit.
B. Aggressive or Conservative Electricity Procurement
Strategy
An electricity storage enables the charging service provider
to store the intermittent renewable energy or excessive
electricity when the wholesale price is low, and sell it to
EVs when the wholesale price is high. In this subsection,
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SIMULATION PARAMETERS
Coefficient Description Unit Value
N Number of horizons - 24
E Energy storage capacity MWh 200
λ1 Weight for profit - 0 to 1
λ2 Weight for customer satisfaction - 0 to 1
λ3 Weight for impact - 0 to 1
ζ Revenue safeguard probability - 0.2
α Shape parameter - 5e-5
ω Shape parameter - 0.01
ηs Unit storage cost $/MWh 0 to 4
ηc Energy storage charging efficiency - 0.9
ηd Energy storage discharging efficiency - 0.9
ρ0 Knee point threshold - 1
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 230
200
400
600
800
1000
1200
Time
So
la
r R
ad
ia
tio
n 
(W
/m
2 )
Figure 4. Typical Daily Solar Radiation
0
1
2
3
4
5
6
7
8
Pr
of
it 
G
ai
n 
(P
erc
en
tag
e)
η
s
 = 0 η
s
 = 0.5 η
s
 = 1.0 η
s
 = 1.5 η
s
 = 2.0 η
s
 = 2.5 η
s
 = 3.0
6.9%
5.3%
3.9%
2.5%
1.5%
0.77% 0.55%
Figure 5. SDP Profit Increase Percentage
we analyse how this “buy low and sell high” strategy will
change when the unit storage cost (ηs = 0 to 4) changes. In
Fig. 6, electricity procurement strategies with different unit
storage costs are depicted in the first four subplots, and the
last subplot shows the real time wholesale electricity prices.
We can make three observations: (1) From 8:00 to 16:00,
the service provider tends to procure less electricity from the
wholesale market because of renewable energy generation at
this period of time, and (2) The service provider tends to
procure more electricity during the low wholesale price period
(from 3:00 to 6:00) and procure less electricity during the high
wholesale price period (from 11:00 to 17:00), and (3) When ηs
is small, the service provider becomes aggressive in electricity
procurement during low price period, and when ηs is large, it
becomes more conservative.
C. Charging Price with Safeguard of Profit
In the simulation, we investigate the interplay between
charging prices and the safeguard of profit. From Fig. 7,
we note that the charging prices increase as the profit
threshold Wmin increases. According to Eq. (24), we must
ensure the probability ζ does not change even if Wmin
increases. In other words, (Wmin − XTkAXk − BTXk −
tk)/(
√∑L
j=1(pkj + ηs/ηd)
2σ2kj + η
2
sσ
2
w) should not change
as Wmin increases. The simulation results show that the
charging service provider ends up raising charging prices to
ensure the probability ζ.
D. Pareto Optima and Knee Points
We need to simultaneously maximize multiple objectives
— profit, customer satisfaction, and the negative of impact
on power grid. Each point in Fig. 8 is a Pareto optimum in
which it is impossible to increase any one individual objective
without decreasing at least one of the other objectives [41].
The Pareto front is obtained by using the linear interpolation
fitting method [65].
Knee points in the Pareto front provide the best tradeoff
among multiple objectives, which yield largest improvement
per unit degradation. Following the metric discussed in [66]-
[67], we define ρ(Yi, S) to represent the least improvement
per unit degradation by replacing any other Pareto optima in
S with Yi. The entries in Yi = [y1i, y2i, y3i]T represent the
profit, the customer satisfaction, and the impact on power grid,
respectively.
ρ(Yi, S) = min
Yj∈S,j 6=i
∑3
k=1 max(0, yki − ykj)∑3
k=1 max(0, ykj − yki)
. (36)
Then we set a threshold ρ0 to select the knee points as follows,
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Figure 11. Profit vs Impact on Power Grid
Sρ0knee = {Yi|ρ(Yi, S) > ρ0;Yi ∈ S}. (37)
We use ρ = 1 in the simulations. The knee points are marked
in red in Fig. 9. We notice that there are several knee regions
among the Pareto optima, which reflect different preference
over the three objectives — profit, customer satisfaction, and
the impact on power grid.
E. Interplays between Profit, Customer Satisfaction, and
Impact on Power Grid
The projection of Pareto optima on the Profit-Customer
plane is plotted in Fig. 10. We observe that customer
satisfaction decreases when profit increases. This is because
the charging service provider raises charging prices to decrease
the total charging demand. The decreased total charging
demand leads to a decreased customer satisfaction. However,
the net effect of raising charging prices is that the service
provider achieves a higher profit. Therefore, the service
provider should strike a balance between the two competing
objectives of profit and customer satisfaction.
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The projection of Pareto optima on the Profit-Impact plane
is plotted in Fig. 11. It turns out that the impact and the profit
are not competing objectives since the impact on power grid
decreases when profit increases. The increased charging prices
cause a decrease in total charging demand, relieving the stress
on power grid. However, the profit is improved even though
the total charging demand decreases.
Fig. 12 shows the projection of Pareto optima on the
Customer-Impact plane. Note that customer satisfaction and
the impact are competing objectives since the impact on
power grid increases as customer satisfaction increases. It is
obvious that customer satisfaction and impact on power grid
are both related to the total charging demand. According to
Eq. (2), customer satisfaction increases when the total charging
demand increases. However, the increased charging demand
will inevitably pose a heavier stress on the power grid.
F. Spatial Charging Demand versus Impact on Power Grid
The relationship between spatial charging demand and
impact on power grid is shown in Fig. 13. Due to limited
space, we only plotted the charging stations with even indices.
We observe that as the impact on power grid (Qk) decreases,
the charging demands of Charging Station #2 (CS#2) and
Charging Station #20 (CS#20) decrease while the charging
demands of other charging stations increase. This is because
the PQ buses feeding CS#2 and CS#20 have larger active
power sensitivity metric SAci than the others. The active
power sensitivity for charging stations with even indices are
[0.80, 0.61, 0.33, 0.17, 0.31, 0.29, 0.22, 0.60, 0.29, 1.33]. Note
that CS#8 has the smallest active power sensitivity 0.17, its
charging demand increases very fast as the impact decreases.
While CS#20 has the largest active power sensitivity 1.33, its
charging demand decreases fast. Thus, the service provider has
to shift the charging demands from the PQ buses with large
SAci to those with small S
Ac
i to reduce the impact on power
grid.
VII. CONCLUSION
This paper proposes a multi-objective optimization frame-
work for EV charging service provider to determine retail
charging prices and appropriate amount of electricity to
purchase from the real time wholesale market. A linear
regression model is employed to estimate EV charging
demands. To cope with multiple uncertainties, SDP algorithm
is applied to simplify the optimization problem. Compared
to greedy algorithm (benchmark), SDP algorithm can make a
higher profit at the cost of increased algorithm complexity.
A lost-cost electricity storage is beneficial for the service
provider to harvest the intermittent renewable energy and exert
the “buy low and sell high” strategy to improve profits. In
addition, the service provider can shift charging demands from
high-sensitive buses to low-sensitive buses to alleviate the
impact on power grid by changing charging prices.
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