We exhibit a family {L n } of finite regular languages such that any 1-way quantum finite automaton (QFA) accepting L n with probability 1 2 + ǫ (for any constant ǫ > 0) must have 2 Ω(n/ log n) states. On the other hand, each language L n can be recognized by a deterministic finite automaton (DFA) of size O(n). This is in immediate contrast to the result of [1] which shows that for some regular languages, 1-way QFAs can be exponentially more space-efficient as compared to DFAs.
Introduction
A 1-way quantum finite automaton (QFA) is a theoretical model for a quantum computer with finite memory. It has a finite set of states Q, which consists of three parts: accepting states, rejecting states and non-halting states. The sets of accepting, rejecting and non-halting states are denoted by Q acc , Q rej and Q non , respectively. One of the states, q 0 , is distinguished as the starting state.
Inputs to a QFA are words over a finite alphabet Σ. We shall also use the symbols '/ c' and '$' that do not belong to Σ to denote the left and the right endmarker, respectively. The set Γ denotes the working alphabet of the QFA, viz., Σ ∪ {/ c, $}. For each symbol σ ∈ Γ, a 1-way QFA has a corresponding unitary transformation U σ on the space C Q . A 1-way QFA is thus defined by describing Q, Q acc , Q rej , Q non , q 0 , Σ and U σ for all σ ∈ Γ. We will often refer to 1-way QFAs as simply QFAs, since we do not consider any other type of QFA in this paper.
At any time, the state of a QFA is a superposition of states in Q. The computation starts in the superposition |q 0 . Then transformations corresponding to the left endmarker '/ c,' the letters of the input word x and the right endmarker '$' are applied to the state of the automaton. A transformation corresponding to a symbol σ ∈ Γ consists of two steps:
1. First, U σ is applied to |ψ , the current state of the automaton, to obtain the new state |ψ ′ . 2. Then, |ψ ′ is measured with respect to the observable E acc ⊕ E rej ⊕ E non , where E acc = span{|q | q ∈ Q acc }, E rej = span{|q | q ∈ Q rej }, E non = span{|q | q ∈ Q non }. The probability of observing E i is equal to the squared norm of the projection of |ψ ′ onto E i . On measurement, the state "collapses" to the projection onto the space observed, i.e., becomes equal to the projection, suitably normalized to a unit superposition.
If we observe E acc (or E rej ), the input is accepted (or rejected). Otherwise, the computation continues, and the next transformation, if any, is applied.
We regard these two steps together as reading the symbol σ.
A QFA M is said to accept (or recognize) a language L with probability 1 2 +ǫ, where ǫ is a positive constant, if it accepts every word in L with probability at least 1 2 + ǫ and rejects every word not in L with probability at least
The size of a finite automaton is defined as the number of states in it, and the "space" used by the automaton refers to the number of bits required to represent an arbitrary automaton state. Recently, Ambainis and Freivalds [1] showed that 1-way QFAs can be very space-efficient. More specifically, they construct 1-way QFAs for a family of of languages such that each 1-way QFA has an exponentially smaller number of states than any 1-way probabilistic finite automaton that accepts the same language. This raises the question as to whether 1-way QFAs are always more space-efficient than their classical counterparts. Ambainis and Freivalds [1] prove an exponential separation between deterministic finite automata (DFAs) and reversible finite automata (RFAs), while leaving the possibility of such a separation between DFAs and QFAs open. We exhibit a family {L n } of finite regular languages such that any 1-way QFA accepting L n with probability 1 2 + ǫ (for any constant ǫ > 0) must have 2 Ω(n/ log n) states. On the other hand, each language L n can be recognized by a DFA of size O(n). This result demonstrates that while in some cases one is able to exploit quantum phenomena to construct highly space-efficient 1-way QFAs, in others, the requirement of unitarity (reversibility) of evolution seriously limits their space-efficiency.
Remark: Any DFA can be simulated reversibly by a 2-way DFA with a constant factor increase in size [3] , so the fact that the QFAs being considered are 1-way is crucial to our lower bound. It should also be noted that 1-way QFAs accept only a strict subset of the class of regular languages [3] , and that we thus seek a family of regular languages accepted by 1-way QFAs that witness the inefficiency of 1-way QFAs as compared to DFAs.
The family of languages {L n } is defined as follows. For n ≥ 1, define L n = {wa | w ∈ {a, b} * , |w| ≤ n}. It is not difficult to see that there is a DFA of size O(n) that recognizes the language L n , for each n. Figure 1 shows such a DFA with 2n + 3 states. We refer the reader to [3, 4, 1] for more background on QFAs in general and present our results about QFAs accepting the language L n next.
Since each L n is a finite language, there is a 1-way RFA, hence a 1-way QFA, that accepts it. It is not difficult to see that any 1-way RFA that accepts the language L n must have at least 2 n states. However, a little more effort is required to show that any 1-way QFA accepting L n must also have a large number of states. To establish this, we show that we can encode n bits into the tensor product of O(log n) superpositions over the states of the QFA with the following property. Given an arbitrary such encoding of n bits, we can retrieve all the encoded bits with probability at least 1 − 1 n . Since such an encoding necessarily requires n qubits, the number of states in the QFA must be at least 2 Ω(n/ log n) . However, this encoding scheme works only if the QFA accepting L n does not halt before seeing the right endmarker unless it has read more than n letters from {a, b}. We call such QFAs restricted QFAs. We show how we can build a family of polynomially larger restricted 1-way QFAs for {L n }, given any family of 1-way QFAs accepting {L n }. The 2 Ω(n/ log n) lower bound for restricted 1-way QFAs thus carries over to general 1-way QFAs. We formalize this argument below.
The lower bound for restricted QFAs
Define an r-restricted 1-way QFA for a language L as a 1-way QFA that recognizes the language with probability 1 2 + ǫ, for some constant ǫ > 0, and which halts before seeing the right endmarker only after reading more than r letters of the input. We first show a lower bound on the size of n-restricted 1-way QFAs that accept L n .
A quantum encoding
Let M be any n-restricted 1-way QFA accepting L n with probability 1 2 + ǫ for some constant ǫ > 0. Let Q be the set of its states, and let Q acc and Q rej be the set of accepting and rejecting states respectively. Also, let U σ be the unitary operator of M corresponding to the symbol σ ∈ {a, b, / c, $}. Let E acc , E rej and E non be defined as in Section 1.
We define a quantum encoding ξ of classical bits by going via an intermediate encoding ξ ′ : {a, b} n → C Q of n-bit strings into unit superpositions over the states of the QFA M . The encoding |ξ ′ x of x ∈ {a, b} n is defined as the state of the automaton M after reading x. Let, for 1 ≤ i ≤ n, and for y ∈ {a, b} n−i , V ′ i (y) = U $ U −1 y , where U y stands for the identity operator if y is the empty word, and for U y n−i U y n−i−1 · · · U y 1 otherwise. It follows from the definition of the automaton M , that for any i ∈ {1, . . . , n}, if we measure
We are now ready to define ξ. The encoding ξ is a map from n-bit sequences to ℓ C Q , where ℓ = c ⌊1 + log n⌋, for a constant c to be specified later. For x ∈ {a, b} n , let |ξ x = ℓ |ξ ′ x . The quantum encoding ξ has the following crucial property: there is an observable E a ⊕ E b ⊕ E ? such that for all x = x 1 · · · x n in {a, b} n , and for all 1 ≤ i ≤ n, there is a unitary operator V i = V i (x i+1 · · · x n ) (i.e., an operator depending on the bits x j , for j > i) such that measuring V i |ξ x with respect to the observable yields E x i with probability at least 1 − η, where η ≤ 1 16n 4 . To show this, we can define the spaces E a , E b and E ? , and the operators V i as follows. Let E a be the space spanned by vectors of the form ℓ j=1 |q j , where more than half of the states q j are accepting states, let E b be the analogous space with a majority of rejecting states, and let E ? be the subspace orthogonal to both E a and E b . For each i, let V i be the operator ℓ V ′ i . Clearly, measuring V i |ξ x with respect to E a ⊕ E b ⊕ E ? is equivalent to the experiment of repeating a measurement of V ′ i |ξ ′ x with respect to E acc ⊕ E rej ⊕ E non ℓ times and checking if more than half the outcomes are "accept," or more than half are "reject," or neither. By the Chernoff bound, the measurement will thus yield E x i with probability at least 1 − η, where η can be made smaller than 1/16n 4 by choosing the constant c to be large enough (c = 16/ǫ 2 suffices).
The decoding procedure
We now show, by giving a decoding procedure that yields the correct answer with high probability, that any quantum encoding of n bits into m qubits satisfying the property of ξ described in Section 2.1 must satisfy m ≥ n. A similar decoding procedure has been used before by Ta-Shma and Vazirani [5] in an information theoretic context.
Given the encoding |ξ x of an arbitrary sequence x = x 1 · · · x n of n bits, the decoding procedure guesses a bit y i for each bit x i , n ≥ i ≥ 1 (in order of decreasing index), by repeatedly applying some unitary transformation to the encoding and observing it with respect to some observable. If we denote the result of the decoding procedure after obtaining bits y j , j > i, by |ψ i (with |ψ n = |ξ x ), the procedure guesses y i as follows:
2. Measure |φ i with respect to the observable E a ⊕ E b ⊕ E ? to get |φ ′ i .
If |φ
, set y i = b else output "fail" and stop.
Set |ψ
It is intuitively easy to understand why this decoding procedure works. The procedure guesses each bit correctly with high probability and, in the process, perturbs the encoded state only slightly. So, the error probability increases only marginally at each successive stage, leading to decoding with a small net probability of error. The extent of the perturbation due to the measurements is given by the following lemma. Let, for n ≥ i ≥ 1, δ i = |ξ x − |ψ i . Then,
, then for every n ≥ i ≥ 1, if the bits x j are guessed correctly for all j > i,
Proof: The proof is by induction on i. The lemma is clearly true for i = n, since |ψ n = |ξ x .
Assume that the lemma holds for i = k, so that
Note that
Now, the state V k |ξ x can be written as u 1 + u 2 , where u 1 ∈ E x k , and u 2 ∈ E ⊥
If the measurement in step 2 of the decoding procedure yields the correct result, then
. We can then write δ 2 k−1 as
which completes the induction step.
Since measuring V i (x i+1 · · · x n ) |ξ x with respect to the observable E a ⊕ E b ⊕ E ? yields the correct bit with error probability at most η, Lemma 1 implies that when guessing y i , the decoding procedure errs with probability at most (δ i + √ η) 2 = (2(n − i) + 1) 2 η, assuming that all the earlier stages succeeded in guessing all x j , j > i, correctly. Thus, the probability of making an error in any of the n stages of the procedure is at most
Holevo's theorem [2] implies that an encoding scheme that permits decoding of this kind must use at least n qubits, and so m ≥ n. Since our encoding maps n-bit sequences into an O(log n)-fold tensor product of C Q , the space of superpositions over the states of M , m = O((log n) log |Q|). Thus, |Q| = 2 Ω(n/ log n) .
Extension to general QFAs
It only remains to show that the lower bound on the size of n-restricted 1-way QFAs obtained above implies a lower bound on the size of general 1-way QFAs accepting L n . We do this by showing that we can convert any QFA to an r-restricted QFA which is only O(r) times as large as the original QFA. It follows that the 2 Ω(n/ log n) lower bound on the number of states of n-restricted 1-way QFAs recognizing L n continues to hold for general 1-way QFAs for L n .
The idea behind the construction of the restricted QFAs is to carry the halting parts of the superposition of the original automaton as distinguished non-halting parts of the state of the new automaton till at least r more letters have been read (or until the right endmarker is encountered) since the halting part was generated, and then mapping them to accepting or rejecting subspaces appropriately.
Lemma 2 Let M be a 1-way QFA with S states recognizing a language L with probability Proof: Let M be a 1-way QFA with Q as the set of states, Q acc as the set of accepting states, Q rej as the set of rejecting states, and q 0 as the starting state. Let M ′ be the automaton with state set
Let Q acc ∪ (Q acc × {0, 1, . . . , r + 1} × {acc}) be its set of accepting states, let Q rej ∪ (Q rej × {0, 1, . . . , r + 1} × {rej}) be the set of rejecting states, and let q 0 be the starting starting state. If, for a state q ∈ Q, there is a transition |q → The rest of the transitions can be defined arbitrarily subject to the condition of unitarity.
It is not difficult to verify that M ′ is an r-restricted 1-way QFA (of size O(rS)) accepting the same language as M , and with the same probability.
Final remarks
Before concluding, we observe that the size O(n) versus size Ω(2 n ) separation between DFAs and 1-way QFAs is the worst possible if we restrict ourselves to languages that can be accepted by 1-way QFAs with probability of correctness that is high enough (at least 0.99). Such languages include all finite regular languages, since these can be accepted by 1-way RFAs. This follows from the result of Ambainis and Freivalds [1] that any language accepted by a QFA with high enough probability can be accepted by a 1-way RFA which is at most exponentially bigger than the minimal DFA accepting the language. However, it is not clear that this is also the largest separation in the case of languages that are accepted by 1-way QFAs with smaller probability of correctness.
