Full waveform inversion for reflection events is limited by its linearised update requirements given by a process equivalent to migration. Unless the background velocity model is reasonably accurate, the resulting gradient can have an inaccurate update direction leading the inversion to converge what we refer to as local minima of the objective function. In our approach, we consider mild lateral variation in the model and, thus, use a gradient given by the oriented time-domain imaging method. Specifically, we apply the oriented time-domain imaging on the data residual to obtain the geometrical features of the velocity perturbation. After updating the model in the time domain, we convert the perturbation from the time domain to depth using the average velocity. Considering density is constant, we can expand the conventional 1D impedance inversion method to two-dimensional or three-dimensional velocity inversion within the process of full waveform inversion. This method is not only capable of inverting for velocity, but it is also capable of retrieving anisotropic parameters relying on linearised representations of the reflection response. To eliminate the crosstalk artifacts between different parameters, we utilise what we consider being an optimal parametrisation for this step. To do so, we extend the prestack time-domain migration image in incident angle dimension to incorporate angular dependence needed by the multiparameter inversion. For simple models, this approach provides an efficient and stable way to do full waveform inversion or modified seismic inversion and makes the anisotropic inversion more practicable. The proposed method still needs kinematically accurate initial models since it only recovers the high-wavenumber part as conventional full waveform inversion method does. Results on synthetic data of isotropic and anisotropic cases illustrate the benefits and limitations of this method.
I N T R O D U C T I O N
Full waveform inversion (FWI) in its inception was meant to utilise all the information in waveforms to reconstruct subsurface models responsible for the distinctive make-up of recorded data. The common practice of implementation of FWI includes a least-squares local optimisation, in which the velocity perturbation is estimated from the data residual to * E-mail: zhendong.zhang@kaust.edu.sa update the background velocity model ). Lailly (1983) and Tarantola (1984) have shown that such perturbations are given by cross-correlating the forwardpropagated source wavefield and the back-propagated data residual. However, the data residual can be cycle-skipping due to the inherent oscillation property of seismic waves. To avoid being trapped into local minima, the conventional FWI method needs a good initial model as an input. Usually, the tomography methods such as wave-equation traveltime tomography and migration velocity analysis can provide a good 166 C 2017 European Association of Geoscientists & Engineers initial model for the conventional FWI method (Luo and Schuster 1991; Liu, Sun and Chang 2010; Weibull et al. 2012; Feng and Schuster 2016) . Alternatively, the global optimisation method (Sen and Stoffa 1991; Datta et al. 2016) , anti-cycle-skipping objective functions (Van Leeuwen and Mulder 2010; Bozdag, Trampert and Tromp 2011; Warner et al. 2014; Wu, Luo and Wu 2014; Metivier et al. 2016) , reflection waveform inversion methods (Xu et al. 2012; Alkhalifah and Wu 2016) and geology information constrained methods (Vigh et al. 2015; Chen et al. 2016 ) are proposed to release requirements for initial models. For a synthetic test, the initial model usually comes from a smoothed version of the true model. Except for the cycle-skipping problem, the conventional FWI method requires many wave-equationbased extrapolations to calculate the perturbations, and possibly the Hessian, and, thus, incurs a huge computational cost.
There are many dimensionality-reduction approaches used to reduce the computational cost of modeling and inversion including source encoding methods (Krebs et al. 2009 ; Ben-Hadj-Ali, Operto and Virieux 2011; Castellanos et al. 2015) , randomised source methods (Moghaddam and Herrmann 2010; van Leeuwen and Herrmann 2013; Wang et al. 2014) . Instead of reducing the extrapolation time in each iteration, for simple models, we could calculate the approximate analytical solution of the gradient based on the newly proposed impedance inversion method (Khaniani, John and Gary 2012; Alkhalifah 2015, 2016; Tang and McMechan 2016) . General seismic inversion methods, including the widely used 1D impedance inversion (Oldenburg, Scheuer and Levy 1983; Russell 1988; Yilmaz 2001; Yuan et al. 2015) , provide a way to calculate velocity perturbations from the image of the data residual using perturbation theory. Under the assumption, the mild lateral velocity variation, the 1D inversion method is also applicable for 2D or 3D inversions. To calculate the image corresponding to velocity perturbations, migration of the data residual is needed. Both wave-equation-and ray-theory-based depth migration methods depend vitally on the migration velocity. Actually, at the beginning of FWI, the velocity model is usually considerably inaccurate, which leads to inaccurate focusing and positioning of reflectors (perturbations). Such inaccuracies for depth-based imaging tend to be larger than those corresponding to time domain imaging methods (Biondi 2006 ). For conventional velocity analysis, time domain processing methods, in which vertical time replaces depth as the vertical axis, are more robust (Alkhalifah 2003; Plessix 2012) . The oriented time-domain imaging method developed by Fomel (2007) is independent of the velocity model and provides a better chance of guaranteeing an accurate representation of the image, especially at the beginning of the inversion process. In other words, the energy of the data is transformed to the migration image without leakage to extended images. This property is crucial for our proposed objective function which evaluates the data misfit in the image domain. Besides, local slopes estimated from prestack reflection data contain all the information of the reflection geometry (Casasanta and Fomel 2011) . Once they are calculated correctly, the seismic velocities, incident angles, and some other wave geometry parameters become data attributes. For multiparameter inversion, incident angles are needed to distinguish the contributions to the waveform from different parameters. An average velocity model is needed to convert the models from time to depth per iteration; it can be approximated better than interval velocity and thus, the proposed method provides more robust processing results than interval-velocity-based method.
Previously the anisotropic parameters are not inverted in FWI; background anisotropic parameters acquired from the scanning method or well-logs are kept fixed during the waveform inversion process even for anisotropic substructures Warner et al. 2013) . Since the aim of FWI is to fit the full information content of observed and predicted data, the simulation engine embedded in the FWI algorithm should honor all of the physics of wave propagation as much as possible ). Multiparameter inversion including velocity, density, attenuation, and anisotropic parameters helps improve the FWI results and is drawing more and more attention in FWI analysis (Plessix and Cao 2011; Prieux et al. 2013; Alkhalifah and Plessix 2014; Métivier et al. 2015; Wu and Alkhalifah 2016; Kamath and Tsvankin 2016) . We propose a new multiparameter inversion method for vertical transverse isotropic (VTI) media based on the pseudo-acoustic wave equation introduced by Alkhalifah (2000) . Our examples reveal the difficulties and additional requirements of multiparameter inversion in VTI media. One of the difficulties in multiparameter FWI is to eliminate the crosstalk artifacts between different parameters. One remedy is to select the optimal parametrisation, which not only can adequately describe the subsurface model but also can be inverted from the observed data (Plessix and Cao 2011; Alkhalifah and Plessix 2014; Oh, Alkhalifah and Min 2015) . When considering the parameters as virtual sources in the model space, we can calculate their radiation patterns, which indicate their contributions to the waveform recorded at the surface. Their contributions depend on scattering angles in the model space or roughly offsets in the data space.
When we back project the data residual in the data domain to parameter perturbations in the model domain, the radiation patterns act like filters. Due to the limited separation of the acquisition geometry, some parameters cannot be retrieved if their unique contributions are not identified in the observed data. The parametrisation analysis indicates which parameter can be retrieved reliably for a certain acquisition configuration. Surface acquisition cannot retrieve all the VTI anisotropic parameters as indicated by their radiation patterns. To be more specific, δ in VTI media cannot be inverted without prior geology information (Feng and Schuster 2016; Xia 2016; Wu and Alkhalifah 2016) . Besides, a long-offset acquisition geometry is needed to retrieve η from the surface recorded data (Pattnaik et al. 2016) . Since far-offset data only recover the low-wavenumber part of the model, the inverted η has lower resolution (Alkhalifah 2016) . Another difficulty is the variable influence of different parameters on the waveform. The hierarchical strategies (Brossier, Operto and Virieux 2009; Prieux et al. 2013; Operto et al. 2013) can retrieve different parameter classes successively and partly mitigate the ill-posedness of FWI. Since incident angles help to distinguish the contributions of different parameters, the extended images in the incident angle dimension are needed. The extended images can be calculated easily because the incident angles are also data attributes. This paper is divided into six sections. After the introduction, we propose a new objective function and derive its gradients for VTI media; as a special case, the gradient for isotropic media is given when there is no anisotropic and no angle dependence. A brief workflow explaining the implementation of our inversion is provided in Section 3. In the fourth section, we first test our monoparameter inversion method on the laterally smooth part of Marmousi model and then test our multiparameter inversion method on the same part of Marmousi II model and a revised Sigeesb2B model. Finally, we discuss the benefits and limitations of this method and present the summary of our work in the last section.
T H E O R Y

Impedance inversion and full waveform inversion
Impedance inversion methods provide a relationship between impedance and image in time domain (Oldenburg et al. 1983; Russell 1988) . Under the assumptions that the density is constant and the lateral velocity variation is negligible, the 1D inversion method can be extended to a 2D or 3D case. After converting the seismic data residual to images, we can combine the full waveform inversion method with the acoustic impedance inversion method and derive an efficient way to calculate the parameter's perturbations. In this section, we use an image domain objective function and derive the corresponding gradients for different parameters.
If we take the full waveform inversion as a least-squares local optimisation problem, then the conventional misfit function is given by the following:
where m represents the model parameters, and here in an acoustic, constant density, case, it is given by the anisotropic parameters and velocities, L denotes the forward modeling operator, and d obs is the observed seismic data. J d denotes the widely used objective function in the data domain. The operator . 2 corresponds to the l 2 norm. Instead of evaluating the data misfit directly, we calculate the misfit after converting the data residual to the time-domain image as follows:
where I(τ, x) is the prestack time migration image of the data residual, τ and x are vertical one-way time and offset, respectively. J I denotes the objective function we used in the image domain. Thanks to the velocity-independent property of the dip-oriented migration method, the images are always focused at the zero time lag and zero subsurface offset. In other words, equations (1) and (2) define the same global minimum because there is no energy leakage. To minimise the new misfit function, gradient-based optimisation methods are needed ). Here, we use the steepest descent method, which is given by the following:
where m denotes the model parameters, which could be velocity, density, and anisotropic parameters according to the assumed approximations of the subsurface model, and α is the step length, which can be calculated using a line search method (Pratt 1999) . The Frechét derivation,
, has an explicit form with the help of the widely used convolutional model (Russell 1988) in conventional impedance inversion method.
The general form of the convolutional model is given by the following:
Here, x denotes offset vector: τ denotes the vertical oneway traveltime. I(τ, x) denotes the image in the time domain, R(τ, x) denotes the reflection coefficient, and s(τ ) denotes the source wavelet used for forward modeling. The symbol " * " denotes a convolution operation in this paper. The parameters, including the velocity, density, and anisotropic parameters, are hidden in the specific form of R(τ, x), which depends on the assumptions made of the subsurface. In the next section, we derive the specific form of equation (3) for vertical transverse isotropic (VTI) media. As a special case, the isotropic form is also given when there is no anisotropic and, thus, no incident angle dependence.
Multi-parameter inversion in vertical transverse isotropic media
For VTI media, the reflection coefficient given by Rüger (1997) is shown below as follows:
where θ denotes the incident angle, which is important to suppress the crosstalk artifacts between different parameters, Z = ρV p0 is the vertical P-wave impedance, and G = ρV s0 denotes the vertical shear modulus, which is assumed to be zero in our pseudo-acoustic approximation. denotes the differences of the corresponding parameters between two layers. Here, we set the density to equal 1. The perturbations δ = δ 2 − δ 1 and = 2 − 1 are the differences in anisotropy between two layers. Subscriptions 1 and 2 indicate the upper and lower layers, respectively.
Using the approximation introduced by Russell (1988) in conventional impedance inversion as follows:
we insert equations (6) and (5) into equation (4) and get the image I VT I P (θ ) with regard to the pseudo-acoustic VTI reflection coefficient and the source wavelet as follows:
For inversion purpose, we apply equation (7) to the whole space domain by setting the differences of parameters equal 0 within one layer. Since we are using reflection waves for inversion, only the upper layers can be updated. To utilise the small perturbation theory, the upper points of δ and are perturbed successively, which are δ 2 − (δ 1 + δδ) and 2 − ( 1 + δ ), respectively. The perturbed images with respect to perturbations of the parameters are given as follows:
× sin 2 θ tan 2 θ * s,
Here, δV p0 , δδ, and δ denote perturbations of V p0 , δ, and , respectively. The potential perturbations exist anywhere in the space except the last layer, which means the last layer cannot be updated. This is consistent with the property of the conventional reflection waveform inversion method. The last layer cannot be updated if there are no reflections from the bottom of the model. Subtracting equation (7) from equation (8) and using Taylor expansion for ln(1 + x) ≈ x, when x is small, we get the relationships between perturbed parameters and the image of data residual, given by the following:
To be consistent, we use the polarity flipped source wavelets to generate the perturbed image. By virtue of the associativity law of convolution and integral over the reflection angles, the gradients with respect to the proposed objective function J I are given by the following:
where I(τ, x, θ) is the extended image along the incident angle axis. The incident angle exposes the varying contributions to the waveform from the parameters, V p0 , δ and , which is used to mitigate the crosstalk artifacts between them in the inversion step. In addition to utilizing the incident angle directly, we also want to choose an optimal parameter set, which has fewer overlaps as a function of incident angle. More details about choosing the optimal parametrisation for our proposed method are shown in the next section. Depth (km) The derivation for monoparameter case is straightforward. Note that equation (5) is a good approximation for the reflection coefficient of vertical-incident P-wave by setting the shear velocity, anisotropic parameters, and incident angle equal zero. Thus, the reduced form of equation (10) is the gradient for the monoparameter inversion such that the vertical P-wave velocity inversion is given by the following:
No incident angle information is needed since we only invert for a monoparameter, vertical P-wave velocity. At last, the steepest descent method could be implemented to minimise the proposed objective function.
Parametrisation
For multiparameter inversion, the coupled effects of the parameters prevent the convergence Alkhalifah and Plessix 2014) . Usually, different parameters have different sensitivities to different scattering angles, which are also called radiation patterns. In this part, we test two sets of parameters based on the previous analysis (i.e., equation (9)) and choose the optimal one based on our inversion purpose and inversion strategy. Figure 1 shows the radiation patterns for the first set, which includes V p0 , δ, and . It is generated from equation (9) after normalisation. It is obvious that V p0 is sensitive to all the scattering angles. On the other hand, δ and have overlapped scattering angles, which means that they have some crosstalk errors if we invert these two parameters simultaneously. This set of parameters is reasonable if we keep δ and fixed and invert V p0 only. However, if we want to invert all three parameters simultaneously, we need to change the parametrisation. By virtue of the chain rule, we represent the VTI media by the following parameters V n , η, and δ.
The relationships between different anisotropic parameters are written as follows: Here, δ is taken as an independent parameter. Then we can get a new formula for the parameter perturbations and the image of the data residual, given by the following:
The gradients for V n , η, and δ are given by the following: The radiation patterns for parameters V n , η, and δ are shown in Fig. 2 . Similar to Fig. 1 , it is generated from equation (15). For this set of parameters, V n is sensitive to all the scattering angles, δ is more sensitive to small scattering angles, and η is more sensitive to large scattering angles. Thus, we choose this set of parameters as the optimal one since we intend to recover all the parameters of the subsurface. The crosstalk effects between δ and η could be eliminated by adding the scattering angle information in the inversion process. To reduce the variable effects of V n and the other two parameters, we invert V n for the first several iterations and then invert these three parameters jointly, which is referred to as the hierarchy method (Brossier et al. 2009; Prieux et al. 2013) and is fully described in our workflow.
Extended oriented time-domain imaging method
The oriented time-domain imaging method developed by Fomel (2007) applies mainly a prestack time migration utilizing velocity information extracted from the local event slopes in the reflection data. Thus, this method is independent of the velocity model, which could help us avoid putting the reflectors (or perturbations) in the wrong position due to the erroneous initial velocity model. This method is applicable for VTI media under the assumption that the moveout is nonhyperbolic. Here, we only share the basic idea behind the oriented time-domain imaging method, and for more details we refer you to Fomel (2007) .
The basic idea of this migration method is to find a mapping relationship between the time-domain image and data attributes. The time-migrated image domain (τ, x) is mappable from the prestack domain (t, h, y) using the following formulas: where h denotes the half-offset, x denotes the midpoint in the image domain, and y denotes the midpoint in the data domain. The event slopes in recorded data, given by p h = ∂t/∂h and p y = ∂t/∂ y, can be estimated using the plane-wave destruction algorithm of Fomel (2002) . Different from the isotropic case, we need to calculate the subsurface incident angle using equation (18) besides the vertical one-way time τ and midpoint x in the image domain for the anisotropic case. Since the incident angle is one of the attributes of the data, the extended images can be easily calculated by sweeping over all the possible subsurface incident angles and reorganise them in the incident angle dimension.
This equation will be used to generate extended images in our proposed multiparameter inversion.
T H E W O R K F L O W F O R T H I S M E T H O D
In summary, the hierarch-inversion strategy used for the multiparameter inversion includes the following steps: (i) establish initial parameter models in time. The initial guesses should be accurate enough to avoid ending up in a local minimum; (ii) select a frequency band to invert within the data; (iii) converting current models from time to depth using average vertical velocity v p0 , calculate the synthetic data by solving the pseudo-acoustic wave equation for VTI media, which was first introduced by Alkhalifah (2000) . v p0 is updated by
in each iteration; v n and δ are inverted parameters per iteration; (iv) evaluate the data residual for each shot and organise them into CMP gathers; (v) migrate the data residual using the oriented time-domain imaging method. Here, we calculate the extended images along the incident-angle axis; (vi) calculate the gradients in the time domain; (vii) update V n for the first several iterations and then parameters δ and η using a multi-point line search method; (viii) repeat steps (iii)-(vii) until the data residual is not decreasing; (xi) repeat steps (ii)-(viii) for the multi-scale approach until the data residual is not decreasing and the frequency range from low to high is covered (i.e., 0-4, 0-6, 0-8 and 0-10 Hz). Normalised data misfit versus iterations for 0−4 Hz. Only V n is inverted in the first eight iterations; thereafter, V n , η, and δ are inverted simultaneously (from the ninth iteration). Anisotropic parameters help reduce the data misfit further, mainly because δ helps fit the amplitudes, although V n and δ have inherent crosstalks. δ can be taken as a "garbage" parameter, which helps fit the data.
For monoparameter inversion, the implementation is more straightforward and simple, we need to solve the pure acoustic wave equation to generate the data in step (iii), and only P-wave velocity is inverted in step (vii). The only significant computational cost in this implementation is generating the observed data by solving the wave equation.
N U M E R I C A L E X A M P L E S
Monoparameter Case
We use the multi-scale method introduced by Bunks et al. (1995) for the inversion and start with a peak frequency of 4 Hz. There is a total of four frequency selection stages used here including 4 Hz, 6 Hz, 8 Hz, and 10 Hz, and each stage includes five iterations. Each simulation has an absorbing boundary condition and is free of direct arrivals. According to the assumptions of our approach, we choose the left, laterally smooth, part of the Marmousi velocity model to test our method. The model size is 400 by 500 grids with a grid interval of 4 m. We consider 50 shots with 100 geophones in each shot uniformly distributed in the horizontal direction. Each shot is a point source with known Ricker wavelet.
The initial velocity shown in Fig. 3(b) is a smoothed version of the true velocity model shown in Fig. 3(a) . The smoothing operator is given by a triangle filtering with a window size of 1/4 of the total grid points in depth and 1/10 of the total grid points in the horizontal direction. Figure 3 inverted velocity model. To make the comparison more intuitive, we plot the velocities versus depth in Fig. 4 . There are no updates for the shallow part because the reflections from the shallow part are removed with the direct wave. For the deeper part, the initial velocity has inaccurate kinematic information, and thus, the inverted one is not good. As limited-bandwidth data are used for inversion, not all the wavenumber components can be recovered. Thus, we also plot the wavenumber filtered true velocity for comparison (Alkhalifah 2016) . The inverted velocity is close to the filtered true velocity in the middle part mainly because the initial velocity contains accurate wavenumber components in that part. However, in the deep part where a large velocity jump exists, the initial velocity is far from the true velocity, and thus, the proposed method cannot provide a good result. Figure 5 illustrates the normalised data residual for the first stage. The other stages share similar decreasing curves since only the peak frequency of the source changes from one stage to another. The data residual decreases as a function of iteration steps, which means that the simulated data fit the observed one better and better per iteration. The computational cost of the time migration method used in our example is negligible comparing with the computational cost of shot-by-shot wavefield extrapolations. The comparison depends on the approach used in the conventional full waveform inversion (FWI) method. If the conventional FWI method is implemented by boundary reconstruction strategy, the proposed method saves about two thirds of the total computational cost per iteration. If the whole wavefield is kept in the memory, then the proposed method saves about half of the total computational cost per iteration. Besides, the proposed method does not require saving or reconstructing the wavefields and, thus, has a small memory cost.
Multiparameter case
We solve the pseudo-acoustic wave equation proposed by Alkhalifah (2000) using the finite-difference method in our multiparameter inversion examples. Both examples share the same size of the model which is 400 by 500 grids with a space sampling of 6.096 m. We consider 50 shots with 100 geophones in each shot uniformly distributed in the horizontal direction. Each shot is a point source with exact source wavelet.
The first example is part of revised Sigsbee2B model. In conformity with our assumptions, we select the horizontal part of the original model and reproduce anisotropic parameters through the velocity model. The inversion starts with a peak frequency of 2 Hz and ends with 5 Hz, totally four stages with an interval of 1 Hz. There are 15 iterations per stage, and only V n is updated at the first eight iterations. The depth of water layer is assumed to be known. Figure 6 shows the initial models used for multiparameter inversion; they are the smoothed version of the true models shown in Figs. 7(a), 7(b), and 7(c), respectively. The inverted V n , η, and δ are shown in Figs. 7(d), 7(e), and 7(f) respectively. There are no updates for the shallow part mainly because the reflections are removed as first arrivals. The updates for η are small compared with V n and δ because of the limited offset to depth ratio. As a quality control factor, we also plot the vertical profiles in Fig. 8 . For V n and δ, most layers can be recovered correctly, but there are some crosstalk artifacts between them. δ might be helpful in fitting the amplitudes even they cannot be recovered correctly. The inverted η has lower resolution than the other two parameters because only large offset data contributes to the inverted η, which is the low wavenumber part. The results are consistent with the previous analysis on radiation patterns. As an important quality control parameter, a curve of normalised data misfit versus iterations for the 1st stage is plotted in Fig. 9 . It shows that the anisotropic parameters help reduce the data misfit further. Although there are inherent crosstalks between V n and δ, δ acts as a "garbage" parameter and helps fit the amplitude, which cannot be done by the velocity itself. The next synthetic example is part of Marmousi II model, and the original model is not anisotropic. We use the following equations = 0.25ρ − 0.3 and δ = 0.125ρ − 0.1 to generate the anisotropic models (Yan and Sava 2009) . We also use the multi-scale method for the inversion and begin with a peak frequency of 2 Hz. There is a total of four frequency selection stages used here with a range of 2 Hz, 3 Hz, 4 Hz, and 5 Hz, and each stage contains 20 iterations. Only the parameter V n is updated in the first 10 iterations in each stage, then V n , η, and δ are inverted simultaneously. The water layer is set to be isotropic, and the velocity is assumed to be already known.
The initial models shown in Fig. 10 are smoothed versions of the true models shown in Figs. 11(a) , 11(b), and 11(c). The smoothing operator is given by a triangle filtering with a window size of 1/10 of the total grid points in depth and 1/10 of the total grid points in the horizontal direction. Figs. 11(d) , 11(e), and 11(f) are inverted velocity, inverted η and inverted δ at 5 Hz, respectively. The updating range of η in Fig. 11 (e) decreases with increasing depth because η contributes more to the far offset data, which matches the previous analysis of parametrisation. To make the comparison more intuitive, we plot the parameters versus depth at x = 1.5 km in Fig. 12 . There are no updates for the shallow part because the reflections are removed with first arrivals. The V n profile shown in Fig. 12(a) can be well recovered since it has an isotropic radiation pattern, thus influencing the full offset range. We only managed to invert the shallow part of η shown in Fig. 12(b) . Since the maximum peak frequency used in the inversion is 5 Hz, the resolution of the inverted parameter δ is not very high. More details of the models are expected to be retrieved if we use higher peak frequencies in the inversion. Besides, there are still some crosstalks between V n and δ as some updates for δ is not correct. These artifacts cannot be removed because there is an overlap between V n and δ as shown in Fig. 2 . Similarly, the normalised data misfit versus iterations of the first stage plotted in Fig. 13 shows that although the remaining data residual is large, anisotropic parameters help fit the data better. To further reduce the trade-offs and, therefore, the data residual, we suggest to use approximate Hessian in the inversion process.
D I S C U S S I O N S
Considering the inaccurate velocities we tend to work with at the beginning of the full waveform inversion (FWI) process, the gradient is usually far from perfect. To be more specific, imperfect initial models not only generate the so-called local minima problem but also provide inaccurate Green's function in the backpropagation step when using the adjoint-state method for FWI. Although the proposed method needs accurate kinematic information to mitigate the local minima problem, its gradient is independent of the models once the data residual is given. An average velocity model is needed for time to depth conversion in order to generate the predicted data. From the prestack and poststack migration practice, the average velocity is more easily estimated than the interval velocity. The proposed approach is based on the assumptions that the density of the medium is constant, and the lateral velocity change is small. Subject to the prestack time-domain migration limitations, the velocity model cannot be too complicated. The cycle-skipping problem is a troublesome problem for local optimisation methods, and to avoid it, we will need a kinematic-accurate initial velocity model. The numerical examples indicate that the performance of this method depends on the accuracy of the initial velocity model to obtain proper residual. The results are stable overall thanks to the time domain implementation. Time-domain-based imaging tends to be less sensitive to inaccurate velocities than depth ones.
The new formula for calculating the velocity perturbation is also derived as a special case when there is no anisotropic and no angle dependence. From the radiation patterns of the anisotropic parameters, we can find the data dependency on different parameters. In the data domain, V n has equal contributions to all scattering angles and, thus, influences all offsets, which allows for a reasonable retrieval of it from the data. On the other hand, δ mainly affects the amplitude of the near-offset data, and thus, it promotes the waveform fitting at short offsets in FWI. Meanwhile, η mainly affects the traveltime of far-offset data. Thus, the updating capability of η reduces with depth in the proposed method. The real value of this approach is in its ability to handle elastic or anisotropy in a more robust matter. The opportunity to divide the update process to an imaging step (mapping the data residual to model space) and a parameter inversion step (using the analytical Frechét derivation to calculate the gradient) allows for better control of the anisotropy update. A featured seismic impedance inversion method has been utilised for years. However, we utilise this at the update stage maintaining the more elaborate (FWI) objective of fitting the modeled data to the observed ones. This approach promises to deliver a practical orthorhombic anisotropy inversion in a less complex setting. For that case, the number of parameters is much larger (double at minimum) but so is the required azimuth coverage in the acquisition to hopefully constrain these parameters.
C O N C L U S I O N S
We propose a new objective function in time image domain based on the fact that the energy of migration image of the data residual should be zero when the predicted data and C 2017 European Association of Geoscientists & Engineers, Geophysical Prospecting, 65, [166] [167] [168] [169] [170] [171] [172] [173] [174] [175] [176] [177] [178] [179] [180] observed data are the same. Thanks to the oriented time domain imaging method, the migration image always focus at zero subsurface offset. Thus, no extended migration images are needed to evaluate the data misfit in the image domain. Besides, using the oriented time-domain migration method allows us to avoid relying on the initial velocity model for the gradient once the data residual is given and thus provides more stable updates. A time to depth conversion is needed to generate the predicted data per iteration. Considering the poor velocity models we tend to start full waveform inversion with, the velocity-free gradient calculation can help improve convergence as its objective has a more convex nature. After time-domain imaging, approximated analytical Frechét derivatives are applied to map the image of data residual to the corresponding perturbations of model parameters. Thus, the proposed method has less computational cost than the adjoint-state method with a cost of an approximated gradient. The proposed method has some assumptions to the subsurface models; however, it should be valid for common layered models in practice.
This method is applicable to vertical transverse isotropic (VTI) media. By extending the oriented time-domain migration image along incident angle axis, we can separate the data dependency on different anisotropic parameters, which helps eliminate the crosstalk artifacts between them. We also analyze different sets of anisotropic parameters based on the proposed method and choose an optimal parametrisation for our proposed VTI anisotropic inversion method, and the numerical examples verify its effectiveness.
