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Abstract
Knowing the band structure of materials is one of the prerequisites to understand their properties.
Therefore, especially in the last decades, angle-resolved photoemission spectroscopy (ARPES) has
become a highly demanded experimental tool to investigate the band structure. However, especially
in thin film materials with a layered structure and several capping layers, access to the electronic
structure by ARPES is limited. Therefore, several alternative methods to obtain the required
information have been suggested. Here, we directly invert the results by cyclotron resonance
experiments to obtain the band structure of a two-dimensional (2D) material. This procedure is
applied to the mercury telluride quantum well with critical thickness which is characterized by a
2D electron gas with linear dispersion relations. The Dirac-like band structure in this material
could be mapped both on the electron and on the hole side of the band diagram. In this material,
purely linear dispersion of the hole-like carriers is in contrast to detectable quadratic corrections
for the electrons.
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I. INTRODUCTION
An electronic band structures provides the relationship between quasiparticle energy and
momentum and it can be understood as the material fingerprint in the reciprocal space.
Filled, half-filled or empty bands provide immediate information about the metallic or insu-
lating properties of a material in question. A standard modern method to obtain the band
structure of solids is provided by ARPES [1]. In ARPES experiments, electrons escape from
the solid after absorbing a photon of well-defined energy. Kinetic energy and momentum
of the electrons are analyzed, which results in the band structure of the material. As the
electron mean free path in solids are typically in the A˚ngstro¨m range, basically only the
sample area close to the surface can be investigated.
The surface of thin film materials is often covered by several additional layers. These are
required technologically, for example, as a buffer-, doping-, or capping-layers. These layers
absorb the photo-emitted electrons, thereby making the investigation of the band struc-
ture by ARPES difficult. To overcome this problem, several alternative methods have been
suggested, like the analysis of the cyclotron mass [2–5] or density of states via capacitance
experiments [6, 7]. In such cases, the experimentalists compare the theoretical calcula-
tions [8, 9] with experimental parameters obtained in the experiment [10–14]. Especially
for metals, the de Haas-van Alphen effect has been proven to provide valuable information
about the Fermi surfaces [5, 15–19]. Recently, new access to the band structure in solids
have been suggested [20], which utilizes nonlinear optical effects. The momentum-dependent
band gap is obtained by analyzing the recombination of the electron-hole pairs generated
by a femtosecond laser pulse.
In this work, we directly invert the data by cyclotron resonance experiments to obtain
the band structure of a two-dimensional (2D) Dirac semi-metal. The quantitative analysis
is performed in 2D HgTe quantum wells combined with the variation of charge density by
the gate voltage.
The access to the dispersion relations E(k) via the cyclotron experiments is based on the
expression connecting the cyclotron resonance Ωc and the details of the band structure at
the Fermi energy EF [15, 21]
Ω−1c =
mc
eB
=
~
2
2pieB
∂A
∂E
∣
∣
∣
E=EF
. (1)
Here B is the magnetic field, A is the area in the reciprocal space enclosed by the contour of
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the constant energy E, and mc = (~
2/2pi)∂A/∂E is the cyclotron mass. (See, e.g. Ref. [22]
for comparison of definitions of the effective mass.) In a 2D case and within a reasonable
approximation, the dispersion relations E(k) may be assumed as rotation-symmetric, which
gives A = pik2. Equation (1) thus can be rewritten as:
Ω−1c =
~kF
eB
1
vF (kF )
=
~
2kF
eB
∂k
∂E
∣
∣
∣
E=EF
, (2)
which represents the 2D band structure in the differential form. Here vF = (∂E/∂k)E=EF /~
is the Fermi-velocity. In the same approximation, the quasi-particle wave vector at the
Fermi energy kF may be calculated from the charge density n2D as kF =
√
2pin2D. We note
here that within the same approximations neither EF nor kF are magnetic field dependent.
Therefore, according to Eq. (2) in the quasi-classical approximation the cyclotron frequency
depends linearly on magnetic field irrespective of the specific form of the dispersion relations.
For the present samples this dependence is demonstrated for B < 1 T in Fig. 6 below.
The remaining experimental problem is to change the position of the Fermi energy or,
equivalently, of the 2D density in a broad range. This can be achieved using a transparent
metallic gate on the top of the sample [23, 24]. An alternative possibility which can also be
applied to mercury telluride is to change the charge density via illumination by visible light
[12, 25–28].
Mercury telluride (HgTe) films with critical thickness d ≈ 6.3− 6.6 nm are characterized
by a 2D band structure with a Dirac cone in the vicinity of the Fermi energy [29–31].
Compared to the closely similar case of graphene [21], in which the Dirac cones are fourfold
degenerate due to spin and valley degeneracy, in HgTe, the cone is only twofold degenerate.
Another important fact is that, contrary to graphene, the Dirac cone in the 2D HgTe is
predicted to be asymmetric with respect to electron and hole sides [32]. This is one more
argument why information about the actual band structure is important.
To obtain an experimental approach to the band structure using Eq. (2), the cyclotron
mass must be measured with simultaneous control of the 2D density. In the present work, this
has been achieved using a continuous-wave terahertz technique with ex-situ gates (Fig. 1).
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FIG. 1: Schematic drawing of the magneto-optical terahertz transmission experiment.
θ is the Faraday rotation angle, η is the ellipticity, tp and tc are the transmission amplitudes in the
parallel and crossed polarizers, respectively. The inset shows the photograph of the sample with
ex-situ gate.
II. EXPERIMENTAL DETAILS
A. Experimental technique and data analysis
Magneto-optical experiments at submillimeter frequencies were performed in a Mach-
Zehnder interferometer [33], which allows measurements of the amplitude and the phase
shift in a geometry with controlled polarization of radiation. Continuous radiation is pro-
duced by backward wave oscillators (BWO). The polarization of the beam is controlled by
wire grid polarizers. The sample is placed in the helium-cooled cryostat with the super-
conducting split-coil magnet with polypropylene windows. The main measurement mode in
the present work is to fix the frequency of the generated radiation and to measure both the
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FIG. 2: Cyclotron resonance in the terahertz range. Three-dimensional (3D) presentation of
the measured transmission at 320 GHz (sample #2) in crossed polarizers geometry and in a broad
range of magnetic fields and gate voltages. In a simple approximation, the crossed transmission is
proportional to the Faraday rotation angle θ.
transmission amplitude and the phase difference of the transmitted signal as a function of
the applied magnetic field and the gate voltage. In each experiment two measurements are
performed: one with the analyzer setting the same as the incident polarization (parallel po-
larizers geometry, tp) and one with the analyzer rotated by 90
◦ (crossed polarizers geometry,
tc).
Magneto-optical transmission experiments in the infrared frequency range 30 cm−1 <
ν < 700 cm−1 have been performed using a Fourier-transform spectrometer equipped with
a superconducting magnet and a He-cooled bolometer.
Figure 2 shows a typical example of the transmission in the crossed polarizers measured
in the broad range of the external magnetic fields and the gate voltages. The experimen-
tal curves are dominated by a resonance-like feature around ±0.4 T, corresponding to a
cyclotron resonance.
As the phase shift of the transmitted signal is measured in the experiment, the sign of
the charge carriers can be obtained. This may be seen from the following arguments. The
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type of the charge carriers determines the sign of the cyclotron resonance via Ωc = eB/mc.
As follows from Eqs. (5, 6), the relative phase ϕ of the transmission in crossed polarizers
depends on the sign of Ωc. In Fig. 2 the real part of tc is shown which changes sign with
the direction of magnetic field and on the transmission from electron to holes ( i.e. positive
vs. negative voltages). Therefore, in this experiment we may directly access both, electron
and hole parts of the band structure.
The polarization rotation θ and the ellipticity η can be considered as intermediate exper-
imental properties and they are obtained from the transmission data as
tan(2θ) = 2ℜ(χ)/(1− |χ|2) , (3)
sin(2η) = 2ℑ(χ)/(1 + |χ|2) (4)
with χ = tc/tp.
To obtain the dynamic conductivity from the measured complex transmission, the pro-
cedure similar to Berreman formalism [34] has been utilized. Within this procedure the
electromagnetic radiation is represented via the 4D vector of transversal components of the
ac electric and magnetic fields. In the next steps the complex transmission is calculated via
the Maxwell equations and the boundary conditions using the 4 × 4 propagation matrices
which connect the electromagnetic fields in different points in space [35].
In earlier experiments [35, 36] a numerical algorithm has been utilized to invert the
transmission expressions. Recently, the analytical formula has been developed for the case
of a thin film on a substrate [28], thus strongly simplifying the procedure. For example, the
final equation for the off-diagonal 2D conductivity may be written as:
σxy =
2
√
εtce
−iaω/c
Z0(t2p + t
2
c)(
√
ε cos β − i sin β) , (5)
where a is the substrate thickness, ε is the dielectric permittivity of the substrate, d is the
film thickness, ω = 2pif is the angular frequency, β =
√
εaω/c, and Z0 ≈ 377 Ω is the
impedance of free space.
B. Sample preparation
Mercury telluride quantum wells have been grown on (013) oriented GaAs substrates
by molecular beam epitaxy [37]. Three samples with thickness close to critical have been
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FIG. 3: Complex-plane presentation of the cyclotron resonance. Complex presentation of
the Faraday rotation, θ, and ellipticity, η, at selected gate voltages demonstrating the transition
from hole-like (a) to electron-like (d) carriers (sample #2, ν = 320 GHz). Symbols - experimental
data, red lines - model fit using Drude conductivity, Eq. (6), and black lines are to guide the eye.
investigated. For the terahertz experiments sample #1 with d = 6.3 nm and sample #2 with
d = 6.6 nm, these have been used in combination with an ex-situ gate. The gate on both
samples has been prepared using a mylar film with d = 6µm as an insulating barrier and a
semi-transparent metallized Ti-film as a gate (R = 600Ω/). In the experiment, the gate
conductivity is seen as a magnetic field-independent and frequency independent contribution
to σxx. No measurable effect of gate on the Hall conductivity has been observed, which agrees
well with low mobility of the carriers in the gate electrode. For the infrared experiments,
sample #3 with d = 6.6 nm without gate has been used.
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III. RESULTS AND DISCUSSION
A. Cyclotron resonance
To obtain such parameters of the charge carriers like density, mobility, and effective
cyclotron mass, the experimental spectra were fitted using the Drude model for the magne-
toelectric conductivity [38–40]:
σxx = σyy =
1− ıωτ
(1− ıωτ)2 + (Ωcτ)2σ0 , (6)
σxy = −σyx = Ωcτ
(1− iωτ)2 + (Ωcτ)2σ0 .
Here, τ is the relaxation time of the charge carriers, σ0 = n2De
2τ/mc is the 2D conductivity,
and B is the external magnetic field perpendicular to the film surface. A few examples of such
fits are shown in Fig. 3(a-d) presenting the Faraday rotation and ellipticity in the complex
plane with magnetic field as a parameter. In Fig. 3(a) with the gate voltage U = −140 V,
the spectra are dominated by a single hole contribution and the curve has a characteristic
tilted ”figure-eight” shape. This shape may be understood in a thin film approximation,
Eq. (5), where θ + iη ≈ tc/tp ≈ tc ∼ σxy. Further on, for ωτ ≫ 1 Eq. (6) may be written as
σxy ∼ Ωc/(Ω2c − ω2 − 2iω/τ) which leads to a resonance at Ωc = ω. Due to the imaginary
term 2iω/τ in the denominator the characteristic form in the complex-plane presentation is
a figure-eight curve with two lobes corresponding to B > 0 and B < 0, respectively (Fig. 3).
The complex-plane presentation is especially advantageous if contributions from different
charge carriers should be visualized.
With increasing gate voltage towards zero, the amplitude of the hole response is gradually
suppressed (Fig. 3(b)). In addition, close to the point of origin a tiny feature is observed
corresponding to an electronic contribution which starts to grow. We attribute a simulta-
neous appearance of the electron and hole contribution to inhomogeneities in the film and
in the insulating layer. For further increasing voltages (Fig. 3(c)), the electronic contribu-
tion becomes gradually larger than the hole response. Finally, for large positive voltages
(Fig. 3(d)), only the electron contribution is detected in the cyclotron resonance spectra.
From fitting the experimental transmission data, the parameters of the charge carriers
are obtained and they are shown in Fig. 4. As expected, the static conductivity (panels
(a,b)) increases approximately linearly with the density of electrons and holes, indicating a
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FIG. 4: Electrodynamic parameters of the charge carriers. The data are obtained from
simultaneous fitting of the magneto-optical spectra using the Drude model in the presence of the
external magnetic field [28, 35]. Left panels - sample # 1 (340 GHz), d = 6.3 nm, right panels -
sample # 2 (320 GHz), d = 6.6 nm. (a,b) - normalized conductivity, (c,d) - mobility, (e,f) - effective
mass. Up triangles - increasing gate voltage, down triangles - decreasing voltage, closed green/blue
triangles - electrons, open red/orange triangles - holes. Blue and green lines are to guide the eye,
red solid lines in (e,f) represent the square root behavior expected for Dirac dispersion.
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FIG. 5: Band structure of the HgTe films with critical thickness. (a,c) - Sample #1, (b,d)
- sample #2. Left panels - 2D presentation. The notations are the same as in Fig. 4. Right panels
- the data is replotted in a 3D form.
rough independence of the mobility on the carriers concentration. The effective cyclotron
mass demonstrates generally complicated behavior, reflecting non-parabolic band structure
of our HgTe samples. Solely, the approximate square root-like curvature for the hole masses
of the sample #2 is a clear indication of the Dirac dispersion of these type of carriers,
similar to graphene [2, 21] and to HgTe with critical thickness [12, 25, 27, 28, 41, 42]. In
addition, we note the enhanced hole mobility in Fig. 4(d). In agreement with the magne-
toresistance experiments this effect is due to screening of the fluctuation potential by hole
valley reservoirs [43, 44].
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B. Band structure
HgTe quantum wells with critical thickness are on the border between normal and inverted
dispersion relations. As a result, they may be characterized by a zero-gap band structure
with linear momentum-energy relations (Dirac cone) [29, 31, 32]. Previously, several exper-
imental techniques have been utilized to confirm this band structure and to investigate the
deviations from linear dispersion. Measurements of cyclotron resonance in these systems are
especially helpful, as they are directly connected with the band structure via Eq. (2).
For linear dispersion relations, E = ~vfk, Eq. (2) predicts [21, 28] that the cyclotron
mass is proportional to the square root of the 2D charge density, which was confirmed
experimentally [12, 25–28]. For HgTe with thickness away from critical, additional quadratic
terms in the dispersion are necessary to explain the cyclotron mass [12, 25, 45]. The results by
cyclotron resonance at low frequencies are in line with the magnetospectroscopy at higher
magnetic fields [41, 42, 46, 47]. These experiments are done in quantum regime and the
transitions between separate Landau levels can be investigated making the effects of the
width fluctuations detectable [46]. In additions, external magnetic fields above B & 1 T
may substantially shift the electronic structure, e.g. leading to transition from normal to
inverted bands [47]. We note that in present experiments the cyclotron resonance appear
below B . 0.5 T. Therefore, in a first approximation the distortions by magnetic fields may
be neglected.
Besides cyclotron experiments, the effective mass can be obtained via the Shubnikov–
de Haas (SdH) effect [2, 5, 17–19]. From the fitting of SdH results the electronic energy
spectrum can be modelled. In addition, for HgTe with thickness close to critical, a spin-
orbit splitting has been detected for hole bands [19]. In present experiments we do not see
such splitting neither in low fields nor in the quantum regime [24], which might be due to
the weakness of the cyclotron signal from the split bands.
Recently a capacitance spectroscopy provided useful insights into the band structure of
HgTe quantum wells [6, 7]. In these experiments a direct access to the density of states is
obtained via precise measurements of the sample capacitance as a function of the magnetic
field and the gate voltage. In case of the HgTe wells with critical thickness [7] a Dirac
dispersion on the electronic part of the spectrum has been observed. At low energies E .
30 meV the deviations from the linear dispersion have been detected and attributed to
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disorder effects.
The concentration dependence of the cyclotron masses in the present samples (Fig. 4)
allows an insight into the band structure as shown in Fig. 5. The 2D presentations in the
left panels are obtained by directly integrating Eq. (2). We recall here that the isotropy
within the 2D plane is assumed. Within the same approximations, the band structure is
rotation-symmetric and, therefore, the 3D surface plot may be generated as shown in the
right panels.
For two samples in Fig. 5, the dispersion of the hole carriers show nearly perfect linear
behavior at low energies. In present experiments we probably do not reach the heavy hole
bands due to large density of states at higher hole energies. Therefore, only linear part of
the spectrum remain visible. In addition, in this regime the holes are highly mobile due to
the mentioned hole valley reservoirs [43, 44] which screen the fluctuation potential.
The inspection of the data in Fig. 5 reveals substantial quadratic curvature of the elec-
tronic dispersion, as demonstrated by the solid lines in Fig. 5(a) for sample #1. This agrees
with the fact that with d = 6.3 nm, this sample is slightly thinner than the critical thickness
dc = 6.6 nm for films on GaAs substrates [41]. As discussed above, deviations from critical
thickness [12, 25] and thickness fluctuations [7] are the most probable reasons to the observed
parabolic corrections. Assuming that the thickness fluctuations are of the order of the lattice
constant (0.65 nm), they would play an important role for film thickness close to critical. It
may be expected that the effect of fluctuations gradually disappears for thicknesses above
20 nm. In that case, 2D samples with linear dispersion still may be available using Cd-doped
HgTe.
C. Infrared magneto-optics
The terahertz analysis described above has been extended to the infrared frequency
range [48]. These experiments have been performed on sample #3 with d = 6.6 nm, which
is closely similar to sample #2. The carrier density was constant in these experiments and
it was estimated from the transmission intensity as n = 7 · 1010 cm−2. As demonstrated in
Fig. 6, in high magnetic fields B > 1 T, the classical cyclotron resonance mode is split into
transitions between single Landau levels. In addition, for magnetic fields above B ∼ 4 T,
two modes with close-by frequencies are observed, which indicates that the initial twofold
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FIG. 6: Far-infrared magneto-optical spectra. Symbols - experimental absorption frequencies
in the infrared transmission experiment. Solid gray lines - magnetic field dependence of the Landau
level energy. Red solid line - calculated position of the absorption frequencies as described in the
text. The inset shows examples of the normalized transmission spectra. The curves are shifted for
clarity.
degeneracy of the Dirac cones is lifted in the high magnetic fields [41]. Characteristic gaps
in the data close to 150 cm−1 and 270 cm−1 are due to phonon absorbtion in GaAs [49]
substrate and HgCdTe buffer layers [50] which absorb the infrared radiation. In addition,
because the HgTe film and the HgCdTe layers are close to each other, the electron gas do
interact with HgCdTe phonons around 150 cm−1. This interaction is seen as an effect of
avoided crossing of cyclotron resonance frequency close to 150 cm−1.
The gray solid lines in Fig. 6 correspond to the field-dependence of the transition energies
between Landau levels [51] with En = sign(n)vF
√
2e~B|n| in the simple model of an undis-
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torted Dirac cone. Fig. 6 demonstrates that the HgTe film with critical thickness may indeed
be reasonably described within this approximation. The red solid line demonstrates the field
positions of the n→ n+ 1 transitions at the Fermi energy. From the fits to the experimental
data, we determine the Fermi velocity as vF = 1.2 · 106cm/s. This agrees well with that
obtained from the slope of dispersion relationship in the similar sample #2 in Fig. 5(b),
vF = 1.1 · 106cm/s. In the present case the absolute values are about 40% higher than in
other cyclotron resonance [27, 41] and in magnetocapacitance [7] experiments. This may
be attributed to parabolic corrections of the band structure which lead to a concentration
dependence of the Fermi velocity.
The existence of parabolic corrections agrees with the dispersion relation for a similar
sample #2 in Fig. 5(b). The estimated electron density for sample #3, n = 7 · 1010 cm−2,
would correspond to kF ≈ 6.6 · 105 cm−1, i.e., the point with visible nonlinear curvature.
Another indication of deviations from ideal Dirac dispersion is the splitting of the absorption
mode in high fields, Fig. 6. Such splitting has been recently observed in magneto-optical
experiments on similar samples [41], and explained on the basis of an effective Dirac model
with nonzero gap. However, we note that simple Dirac picture still provide a reasonable
description of the data in Fig. 6.
IV. CONCLUSIONS
In conclusion, we directly obtained the band structure of a two-dimensional Dirac semi-
metal from the doping dependence of the cyclotron resonance. We observe a linear Dirac-like
dispersion on the hole side of the band structure and detectable quadratic corrections for
the electrons. This procedure to obtain the band structure is especially useful for thin films
where protective layers impede such standard techniques as angular resolved photoemission
spectroscopy (ARPES).
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