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Abstract
We derive a monotonicity formula and classify finite Morse index solutions (positive
or sign-changing, radial or not) to the following triharmonic Lane-Emden equation:
(−∆)3u = |u|p−1u in Rn,
where p is below the Joseph-Lundgren exponent. As a byproduct we also obtain a new
monotonicity formula for the triharmonic maps.
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1 Introduction and Main results
In this paper, we study the finite Morse index solutions of the following triharmonic
Lane-Emden equation
(−∆)3u = |u|p−1u in Rn (1.1)
and give a complete classification of such kind of solutions.
The Lane-Emden equation
−∆u = |u|p−1u in Rn (1.2)
and its parabolic counterpart have played an essential role in the development of meth-
ods of nonlinear PDEs in the last decades. A fundamental result on equation (1.2) is the
celebrated Liouville-type theorem due to Gidas and Spruck [16]: The equation (1.2)
has no positive classical solution if 0 < p < pS , where pS := (n+2)/(n−2) if n ≥ 3
while pS := ∞ if n ≤ 2. Since then there has been an extensive literature on such a
type of equations or systems. In particular, in 2007 the seminar paper [10] by Farina
(see also [11]), the equation (1.2) is revisited for p > n+2n−2 . The author obtained some
classification results and Liouville-type theorems for smooth solutions including stable
solutions, finite Morse index solutions, solutions which are stable outside a compact
∗Supported by NSFC of China and NSERC of Canada
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set, radial solutions and non-negative solutions. The results obtained in [10] were ap-
plied to subcritical, critical and supercritical values of the exponent p. Moreover, the
critical stability exponent pc(n) (Joseph-Lundgren exponent) is determined which is
larger than the classical critical exponent pS = 2∗−1 in Sobolev imbedding theorems.
In some sense, the Joseph-Lundgren exponent pc(n) is a critical threshold for obtaing
the Liouville-type theorems for stable or finite Morse index solutions. The proof of
Farina involves a delicate use of Nash-Moser’s iteration technique, which is a classical
tool for regularity of second order elliptic operators and falls short for higher order
operators.
The biharmonic Lane-Emden equation:
(−∆)2u = |u|p−1u in Rn (1.3)
has also attracted lots of studies in recent years. The classical Gidas-Spruck type result
has been extended ([21], [27]). The radial solutions are classified ([13], [15]). The
classification of stable/finite Morse index solutions was initiated by Cowan-Esposito-
Ghoussoub [4] and Cowan-Ghoussoub [5]. A complete classification was obtained by
Davila-Dupaigne-Wang-Wei in [7]. They give a complete classification of stable and
finite Morse index solutions (whether positive or sign changing), in the full exponent
range. To by-pass the Nash-Moser iterations, a key point used in [7] is the monotonicity
formula for bi-harmonic equations.
On the other hand, very recently the nonlocal Lane-Emden equation
(−∆)su = |u|p−1u in Rn (1.4)
were considered in Davila-Dupaigne-Wei [6] when 0 < s < 1 and Fazly-Wei [18]
when 1 < s < 2. Both [6] and [18] gave a complete classification of finite Morse
index solution of (1.4).
The motivation to study the above equations comes from both physics and geom-
etry. In particular, the critical case is inevitable for studying the conformal geometry
like the prescribed scalar curvature problem. On the other hand, it is well known that
the Liouville-type theorems play a crucial role to get a priori L∞-bounds for solutions
of semilinear elliptic and parabolic problems. In this regard, we refer to the book by
Quittner and Souplet [26].
In this paper we initiate the study of finite Morse index solutions to the triharmonic
Lane-Emden equation (1.1). There are three critical exponents. The first one is the
Serrin’s exponent nn−6 . The second is the Sobolev exponent pS =
n+6
n−6 . The third is
the Joseph-Lundgren exponent which is given by the following formula:
pc(n) =
{
∞ if n ≤ 14,
n+4−2d(n)
n−8−2d(n) if n ≥ 15,
(1.5)
where
d(n) :=
1
6
(
9n2 + 96− 1536 + 1152n
2
d0(n)
− 3
2
d0(n)
)1/2
; (1.6)
d0(n) := −(d1(n) + 36
√
d2(n))
1/3;
2
d1(n) := −94976 + 20736n+ 103104n2− 10368n3 + 1296n5 − 3024n4 − 108n6;
d2(n) : = 6131712− 16644096n2+ 6915840n4− 690432n6− 3039232n
+ 4818944n3− 1936384n5+ 251136n7− 30864n8 − 4320n9
+ 1800n10 − 216n11 + 9n12.
Remark 1.1. In the harmonic case, the Joseph-Lundgren exponent (Joseph-Lundgren
[19]) is given by
pcHarmonic(n) :=
{
∞ if n ≤ 10,
(n−2)2−4n+8√n−1
(n−2)(n−10) if n ≥ 11
(1.7)
while in the bi-harmonic case, the corresponding exponent (Gazzola and Grunau [13])
is
pcBiharmonic(n) :=


∞ if n ≤ 12,
n+2−
√
n2+4−n√n2−8n+32
n−6−
√
n2+4−n√n2−8n+32
if n ≥ 13. (1.8)
In the triharmonic case, pc(n) satisfies a 6-th order polynomial algebraic equation
which in general has no explicit solution. It is interesting that we obtain explicit for-
mula.
Next, we recall several definitions.
Definition 1.1. A solution u of (1.1) is said to be stable if∫
Rn
|∇∆ϕ|2dx ≥ p
∫
Rn
|u|p−1ϕ2dx, for any ϕ ∈ H3(Rn).
Definition 1.2. A solution u of (1.1) is said to be stable outside a compact Θ ⊂ Rnif∫
Rn
|∇∆ϕ|2dx ≥ p
∫
Rn
|u|p−1ϕ2dx, for any ϕ ∈ H3(Rn\Θ).
Definition 1.3. The Morse index of the solution u of (1.1) is defined as the maximal
dimension over all subspaces E of H3(Rn) satisfying∫
Rn
|∇∆ϕ|2dx < p
∫
Rn
|u|p−1ϕ2dx, for any ϕ ∈ E \ {0}.
Hence, a solution is stable if and only if its Morse index is equal to zero. It is
known that if a solution u to (1.1) has finite Morse index, then there exists a compact
set K ⊂ Rn such that∫
Rn
|∇∆ϕ|2dx ≥ p
∫
Rn
|u|p−1ϕ2dx, for any ϕ ∈ H2(Rn \ K).
The first main result of the present paper is the following
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Theorem 1.1. Let u be a stable solution of (1.1). If 1 < p < pc(n), then u ≡ 0.
For finite Morse index solutions we have the following
Theorem 1.2. Let u be a finite Morse index solution of (1.1). Assume that either
(1) 1 < p < n+6n−6 or
(2) n+6n−6 < p < pc(n),
then the solution u ≡ 0.
(3) If p = n+6n−6 , then u has a finite energy, i.e.,∫
Rn
|∇∆u|2 =
∫
Rn
|u|p+1 < +∞.
Remark 1.2. In both Theorems the condition p < pc(n) is optimal. In fact the radial
singular solution is stable for p ≥ pc(n). See [22].
Remark 1.3. While there are many works on second order and fourth order Lane-
Emden equations, there are very few works on 6−th order Lane-Emden equations. We
refer to Farina-Ferreo [12], Lazzo-Schmidt [20], Martinazzi [23] and the references
therein for related results on polyharmonic nonlinear equations.
Theorems 1.1-1.2 are proved by Monotonicity Formula which we introduce in the
next section.
2 Monotonicity formula for triharmonic Lane-Emden
equations
We denote ∂ru = ∇u · xr , r = |x|. Let δi, i = 1, 2, 3, 4 be defined by
δ1 =2n− 24
p− 1 ,
δ2 =n(n− 2)− n 36
p− 1 −
36
p− 1(1 +
36
p− 1),
δ3 =− 24
p− 1(1 +
6
p− 1)(2 +
6
p− 1) + 2n
12
p− 1(1 +
6
p− 1)
− (n+ b)(n+ b− 2)(1 + 12
p− 1),
δ4 =(3 +
6
p− 1)(2 +
6
p− 1)(1 +
6
p− 1)
6
p− 1 − 2n(1 +
6
p− 1)(2 +
6
p− 1)
6
p− 1
+ n(n− 2)(2 + 6
p− 1)
6
p− 1 .
(2.1)
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Next, we will introduce a functional and consider its monotonicity formula. Let
Bλ := {y ∈ Rn : |y − x| < λ}, λ > 0.
We define the functional E(λ, x, u) depending on x ∈ Rn, λ > 0 and u:
E(λ, x, u)
:= λ6
p+1
p−1−n
( ∫
Bλ
1
2
|∇∆u|2 − 1
p+ 1
∫
Bλ
|u|p+1
)
−
∫
∂Bλ
λ6
p+1
p−1−n−5
[ 6
p− 1(
6
p− 1 − 1)(
6
p− 1 − 2)(
6
p− 1 − 3)u
+
24
p− 1(
6
p− 1 − 1)(
6
p− 1 − 2)λ∂ru+
36
p− 1(
6
p− 1 − 1)λ
2∂rru
+
24
p− 1λ
3∂rrru+ λ
4∂rrrru
][ 6
p− 1u+ rλ∂ru
]
+ 2
∫
∂Bλ
λ6
p+1
p−1−n−5
( 6
p− 1(
6
p− 1 − 1)(
6
p− 1 − 2)(
6
p− 1 − 3)u
+
24
p− 1(
6
p− 1 − 1)(
6
p− 1 − 2)λ∂ru+
36
p− 1(
6
p− 1 − 1)λ
2∂rru
+
24
p− 1λ
3∂rrru+ λ
4∂rrrru
)( 6
p− 1u+ rλ∂ru
)
− (δ1 − 6)
∫
∂Bλ
λ6
p+1
p−1−n−5
[ 6
p− 1(
6
p− 1 − 1)(
6
p− 1 − 2)u
+
18
p− 1(
6
p− 1 − 1)λ∂ru+
18
p− 1λ
2∂rru+ λ
3∂rrru
]
[
6
p− 1u+ λ∂ru] + (
6
p− 1 + 2)λ
6 p+1p−1−n−1
∫
∂Bλ
(∆bu)
2
− (24− 6δ1 + δ2)
∫
∂Bλ
λ6
p+1
p−1−n−5
[ 6
p− 1(
6
p− 1 − 1)u
+
14
p− 1λ∂ru+ λ
2∂rru
][ 6
p− 1u+ λ∂ru
]
− (9δ1 − 3δ2 − 36)
∫
∂Bλ
λ6
p+1
p−1−n−5
[ 6
p− 1u+ λ∂ru
]2
+ (δ1 − 8)
∫
∂Bλ
λ6
p+1
p−1−n−5
[ 6
p− 1(
6
p− 1 − 1)u
+
12
p− 1λ∂ru+ λ
2∂rru
]2
+ δ4
∫
∂Bλ
λ6
p+1
p−1−n−5
( 6
p− 1u+ λ∂ru)
)
u
(2.2)
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+ 2δ4
∫
∂Bλ
λ2s
p+1
p−1−n−5u2
+ 2
∫
∂Bλ
λ6
p+1
p−1−n−5(λ2∆u− λ2∂rru− (n− 1)λ∂ru)2
+
1
2
∫
∂Bλ
λ6
p+1
p−1−n−4 d
dλ
(λ2∆u− λ2∂rru− (n− 1)λ∂ru)2
− 4(β − n+ 3)
∫
∂Bλ
λ6
p+1
p−1−n−5
[
λ2|∇u|2 − λ2|∂ru|2
]
− (β − n+ 3)
∫
∂Bλ
λ6
p+1
p−1−n−4 d
dλ
[
λ2|∇u|2 − λ2|∂ru|2
]
− 6
∫
∂Bλ
λ6
p+1
p−1−n−4 d
dλ
[
λ2|∇( 6
p− 1u+ λ∂ru)|
2 − λ2|∂r( 6
p− 1u+ λ∂ru)|
2
]2
+
∫
∂Bλ
λ6
p+1
p−1−n−2 d
dλ
[|∇( 6
p− 1u+ λ∂ru)|
2 − |∂r( 6
p− 1u+ λ∂ru)|
2
]2
,
where δj(j = 1, 2, 3, 4) are defined in (2.1),
The following is the monotonicity formula which will play an important role.
Theorem 2.1. Let u satisfy the equation (1.1). Define uλ(x) = λ 6p−1u(λx), then
dE(λ, x, u)
dλ
=
∫
∂B1
(
2λ5(
d3uλ
dλ3
)2
+ (10δ1 − 2δ2 − 56)λ3
(d2uλ
dλ2
)2
+ (−18δ1 + 6δ2 − 4δ3 + 2δ4 + 72)λ
(duλ
dλ
)2)
+
∫
∂B1
(
4λ3
( d2
dλ2
∇θuλ
)2
+ (8α− 4β + 4n− 28)λ( d
dλ
∇θuλ
)2)
+ 2λ
∫
∂B1
[ d
dλ
divθ(∇θuλ)
]2
+ λ
∫
∂B1
(d∆uλ
dλ
)2
.
(2.3)
We will give the proof of Theorem 2.1 in the next section. Now we would like to
state a consequence of Theorem 2.1.
The functional E(λ, x, u), defined in (2.2), can be divided into two parts: the inte-
gral over the ball Bλ and the terms of integrals on the boundary ∂Bλ. We notice that
in the blow-down analysis process, the boundary terms can be controlled using initial
energy estimates. Then, we may change some coefficients of the boundary terms in
E(λ, x, u), we denote it by Ec(λ, x, u), which may be formulated in the following
way:
Ec(λ, x, u)
:= E(λ, x, u)−
∫
∂B1
( ∑
0≤i,j≤2
ci,jλ
i+j d
iuλ
dλi
djuλ
dλj
)
,
(2.4)
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where ci,j ∈ R are chosen properly which may be different by various cases. Moreover,
we still can obtain the lower bound of dE
c(λ,x,u)
dλ and the lower bound is independent
of ci,j ∈ R. We have the following precise statement
Theorem 2.2. Assume that n+6n−6 < p < pm(n). Then there exist cij such that
Ec(λ, x, u), defined at (2.4), is a nondecreasing function of λ > 0. Furthermore,
dEc(λ, x, u)
dλ
≥ C(n, p)λ6 p+1p−1−6−n
∫
∂Bλ(x0)
( 6
p− 1u+ λ∂ru
)2
, (2.5)
where C(n, p) > 0 is a constant independent of λ, and
pm(n) :=
{
+∞ if n ≤ 30,
5n+30−√15n2−60n+190
5n−30−√15n2−60n+190 if n ≥ 31.
Remark 2.1. In the above theorem, we need the upper bound condition of p, namely
p < pm(n). Let us recall that in the biharmonic case the monotonicity formula holds
for all p > n+4n−4 (see [7]). Since pc(n) < pm(n), the above monotonicity formula holds
for n+6n−6 < p < pc(n) which is used for our blow down analysis. See Theorem 7.1. It
seems that in the triharmonic case, the supercritical condition p > n+6n−6 alone is not
sufficient to make such kind of monotonicity formula (2.6) hold. We refer the readers to
section 7 and [1] for more details.
Remark 2.2. The proof of Theorem 2.2 is quite involved. In the bi-harmonc cases, the
positivity of dEdλ is trivial. Here we have to discuss three cases: n ≤ 20, 21 ≤ n ≤ 30
and n ≥ 31. In each case we have to come up with different combinations of terms.
Remark 2.3. In [1], Simon Blatt also derived a monotonicity formula for triharmonic
Lane-Emden equations under different conditions on p which is much stronger than
our’s here (see below). He then used to prove partial regularity of stationary solutions
and obtain Hausdorff dimension estimates for the singular set of solutions. By unifying
the notations, we see that in [1] (Corollary 3.13), the author gets the monotonicity
under the condition −(n − 20) + 8α(n − 1) ≥ 0. Transfer to our notations, the
monotonicity formula of [1] requires the hypothesis n+6n−6 < p < pm1(n), where
pm1(n) :=
{
+∞ if n ≤ 20,
n+28
n−20 if n ≥ 21.
A direct calculation shows that pm1(n) < pm(n). Therefore, by using our arguments in
the current paper, the second main result Theorem 1.2 of [1] actually can be improved
to n+6n−6 < p < pm(n).
By slightly modifying the proof of Theorem 2.2, we are able to get the monotonicity
formula for the triharmonic map, i.e.,
∆3u = 0.
Indeed, let p → +∞ in (2.2) and denote E∞(λ, x, u) = limp→∞ E(λ, x, u), where
the term 1p+1λ
6 p+1p−1−n
∫
∂Bλ
|uλ|p+1 is understood vanished, then we have
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Corollary 2.1. Assume that 7 ≤ n ≤ 30. Then there exist cij such that Ec∞(λ, x, u),
defined similarly as in (2.4), is a nondecreasing function of λ > 0. Furthermore,
dEc∞(λ, x, u)
dλ
≥ C(n)λ−n
∫
∂Bλ(x0)
(
λ∂ru
)2
, (2.6)
where C(n) > 0 is a constant independent of λ.
Remark 2.4. In [1], Simon Blatt derived a monotonicity formula for extrinsic trihar-
monic maps under the conditions on 6 < n ≤ 20 by which a smoothness result was
obtained (See Theorem 1.1 of [1]). However, by our results here, his Theorem 1.1 can
be improved to 6 < n ≤ 30.
At the end of this section, we say a few words on the powerful applications of
monotonicity formula. It is known that monotonicity formulas are one of the most
important tools for studying geometric problems as well as supercritical equations and
systems. For monotonicity formulas for stationary harmonic maps we refer to Evans
[8] for harmonic maps and Chang-Wang-Yang [9] for biharmonic maps. For the sec-
ond order Lane-Emden equation we refer to Giga-Kohn [14] and Pacard [24]. For
biharmonic and fractional Lane-Emden equations we refer to [6, 7, 18].
3 Monotonicity formula and the proof of Theorem 2.1
Since the derivation of the derivative for the E(λ, x, u) is complicated, we divide it into
several subsections. In subsection 3.1, we derive ddλE(u, λ), where E(u, λ) is defined
in (3.1) below, which in fact is the first term of E(λ, x, u) introduced in (2.2). In
subsection 3.2, we calculate the (higher-order) derivatives ∂j∂rj uλ and ∂
i
∂λiu
λ, i, j =
1, 2, 3, 4. In subsection 3.3, the operator ∆2 and its representation will be given. In
subsection 3.4, we decompose ddλE(u
λ, 1). Finally, combining with the above four
subsections, we can obtain the derivative formula, hence get the proof of Theorem 2.1.
Without loss of generality, suppose that x0 = 0 and denote by Bλ the ball centered
at zero with radius λ. Set
E(u, λ) := λ6
p+1
p−1−n
(∫
Bλ
1
2
|∇∆u|2 − 1
p+ 1
∫
Bλ
|u|p+1
)
. (3.1)
3.1 The derivation of d
dλ
E(u, λ)
Define
v := ∆u, uλ(x) := λ
6
p−1 u(λx), w := ∆v,
vλ(x) := λ
6
p−1+2v(λx), wλ(x) := λ
6
p−1+4w(λx).
(3.2)
Therefore,
∆uλ(x) = vλ(x), ∆vλ(x) = wλ(x). (3.3)
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In addition, differentiating (3.3) with respect to λ we have
∆
duλ
dλ
=
dvλ
dλ
, ∆
dvλ
dλ
=
dwλ
dλ
.
Note that
E(u, λ) = E(uλ, 1) =
∫
B1
1
2
|∇vλ|2 − 1
p+ 1
∫
B1
|uλ|p+1.
Taking derivative of the energy E(uλ, 1) with respect to λ and integrating by part, we
have :
dE(uλ, 1)
dλ
=
∫
B1
∇vλ∇dv
λ
dλ
−
∫
B1
|uλ|p−1uλ du
λ
dλ
=
∫
B1
∇vλ∇dv
λ
dλ
+
∫
B1
∆wλ
duλ
dλ
.
(3.4)
Next, we calculate the term
∫
B1
∇vλ∇dvλdλ :
∫
B1
∇vλ∇dv
λ
dλ
=
∫
∂B1
∂vλ
∂r
dvλ
dλ
−
∫
B1
∆vλ
dvλ
dλ
=
∫
∂B1
∂vλ
∂r
dvλ
dλ
−
∫
B1
wλ∆
duλ
dλ
=
∫
∂B1
∂vλ
∂r
dvλ
dλ
−
∫
∂B1
wλ
∂
∂r
duλ
dλ
+
∫
B1
∇wλ∇du
λ
dλ
=
∫
∂B1
∂vλ
∂r
dvλ
dλ
−
∫
∂B1
wλ
∂
∂r
duλ
dλ
+
∫
∂B1
∂wλ
∂r
duλ
dλ
−
∫
B1
∆wλ
duλ
dλ
.
(3.5)
By (3.4) and (3.5) we obtain that
d
dλ
E(uλ, 1) =
∫
∂B1
∂vλ
∂r
dvλ
dλ
+
∫
∂B1
∂wλ
∂r
duλ
dλ
−
∫
∂B1
wλ
∂
∂r
duλ
dλ
. (3.6)
Recalling (3.2) and differentiating it with respect to λ, we have
duλ(x)
dλ
=
1
λ
( 6
p− 1u
λ(x) + r∂ru
λ(x)
)
,
dvλ(x)
dλ
=
1
λ
(
(
6
p− 1 + 2)v
λ(x) + r∂rv
λ(x)
)
,
dwλ(x)
dλ
=
1
λ
(
(
6
p− 1 + 4)w
λ(x) + r∂rw
λ(x)
)
.
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Differentiating the above equations with respect to λ again we get
λ
d2uλ(x)
dλ2
+
duλ(x)
dλ
=
6
p− 1
duλ(x)
dλ
+ r∂r
duλ
dλ
.
Hence, for x ∈ B1, we have
∂r(u
λ(x)) = λ
duλ
dλ
− 6
p− 1u,
∂r(
duλ(x)
dλ
) = λ
d2uλe (x)
dλ2
+ (1− 6
p− 1)
duλ
dλ
,
∂r(v
λ(x)) = λ
dvλ
dλ
− ( 6
p− 1 + 2)v
λ,
∂r(w
λ(x)) = λ
dwλ
dλ
− ( 6
p− 1 + 4)w
λ.
Plugging these equations into (3.6), we get that
d
dλ
E(uλ, 1) =
∫
∂B1
(
λ
dvλ
dλ
dvλ
dλ
− ( 6
p− 1 + 2)v
λ dv
λ
dλ
)
+
(
λ
dwλ
dλ
uλ
dλ
− ( 6
p− 1 + 4)w
λ du
λ
dλ
)
− (λwλ d2uλ
dλ2
+ (1 − 6
p− 1w
λ du
λ
dλ
)
=
∫
∂B1
[
λ
dvλ
dλ
dvλ
dλ
− ( 6
p− 1 + 2)v
λ dv
λ
dλ
]
︸ ︷︷ ︸
+
[
λ
dwλ
dλ
duλ
dλ
− λwλ d
2uλ
dλ2
]− 5wλ duλ
dλ︸ ︷︷ ︸ .
:= Ed1(u
λ, 1) + Ed2(u
λ, 1)
(3.7)
3.2 The calculations of ∂j
∂rj
uλ and ∂i
∂λi
uλ, i, j = 1, 2, 3, 4
Note
λ
duλ
dλ
=
6
p− 1u
λ + r
∂
∂r
uλ. (3.8)
Differentiating (3.8) once, twice and thrice with respect to λ respectively, we have
λ
d2uλ
dλ2
+
duλ
dλ
=
6
p− 1
duλ
dλ
+ r
∂
∂r
duλ
dλ
, (3.9)
λ
d3uλ
dλ3
+ 2
d2uλ
dλ2
=
6
p− 1
d2uλ
dλ2
+ r
∂
∂r
d2uλ
dλ2
, (3.10)
λ
d4uλ
dλ4
+ 3
d3uλ
dλ3
=
6
p− 1
d3uλ
dλ3
+ r
∂
∂r
d3uλ
dλ3
. (3.11)
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Similarly, differentiating (3.8) once, twice and thrice with respect to r respectively we
have
λ
∂
∂r
duλ
dλ
= (
6
p− 1 + 1)
∂
∂r
uλ + r
∂2
∂r2
uλ, (3.12)
λ
∂2
∂r2
duλ
dλ
= (
6
p− 1 + 2)
∂2
∂r2
uλ + r
∂3
∂r3
uλ, (3.13)
λ
∂3
∂r3
duλ
dλ
= (
6
p− 1 + 3)
∂3
∂r3
uλ + r
∂4
∂r4
uλ. (3.14)
From (3.8), on ∂B1, we have
∂uλ
∂r
= λ
duλ
dλ
− 6
p− 1u
λ.
Next from (3.9), on ∂B1, we derive that
∂
∂r
duλ
dλ
= λ
d2uλ
dλ2
+ (1 − 6
p− 1)
duλ
dλ
.
From (3.12), combining the two equations above, on ∂B1, we get
∂2
∂r2
uλ = λ
∂
∂r
duλ
dλ
− (1 + 6
p− 1)
∂
∂r
uλ
= λ2
d2uλ
dλ2
− λ 12
p− 1
duλ
dλ
+ (1 +
6
p− 1)
6
p− 1u
λ.
(3.15)
Differentiating (3.9) with respect to r, and combine with (3.9) and (3.10), we get that
∂2
∂r2
duλ
dλ
= λ
∂
∂r
d2uλ
dλ2
− 6
p− 1
∂
∂r
duλ
dλ
= λ2
d3uλ
dλ3
+ (2− 12
p− 1)λ
d2uλ
dλ2
− (1− 6
p− 1)
6
p− 1
duλ
dλ
.
(3.16)
From (3.13), on ∂B1, combine with (3.15) and (3.16), we have
∂3
∂r3
uλ =λ
∂2
∂r2
duλ
dλ
− (2 + 6
p− 1)
∂2
∂r2
uλ
=λ3
d3uλ
dλ3
− λ2 18
p− 1
d2uλ
dλ2
+ λ(
18
p− 1 +
108
(p− 1)2 )
duλ
dλ
− (2 + 6
p− 1)(1 +
6
p− 1)
6
p− 1u
λ.
(3.17)
Now differentiating (3.9) once with respect to r, we get
λ
∂2
∂r2
d2uλ
dλ2
= (
6
p− 1 + 1)
∂2
∂r2
duλ
dλ
+ r
∂3
∂r3
duλ
dλ
,
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then on ∂B1, we have
∂3
∂r3
duλ
dλ
= λ
∂2
∂r2
d2uλ
dλ2
− ( 6
p− 1 + 1)
∂2
∂r2
duλ
dλ
. (3.18)
Now differentiating (3.10) twice with respect to r, we get
λ
∂
∂r
d3uλ
dλ3
= (
6
p− 1 − 1)
∂
∂r
d2uλ
dλ2
+ r
∂2
∂r2
d2uλ
dλ2
.
Hence on ∂B1, combining with (3.10) and (3.11) there holds
∂2
∂r2
d2uλ
dλ2
= λ
∂
∂r
d3uλ
dλ3
+ (1− 6
p− 1)
∂
∂r
d2uλ
dλ2
=λ2
d4uλ
dλ4
+ λ(4 − 12
p− 1)
d3uλ
dλ3
+ (1− 6
p− 1)(2−
6
p− 1)
d2uλ
dλ2
.
(3.19)
Now differentiating (3.9) with respect to r, we have
λ
∂
∂r
d2uλ
dλ2
=
6
p− 1
∂
∂r
duλ
dλ
+ r
∂2
∂r2
duλ
dλ
.
From this combined with (3.9) and (3.10), on ∂B1, we have
∂2
∂r2
duλ
dλ
= λ
∂
∂r
d2uλ
dλ2
− 6
p− 1
∂
∂r
duλ
dλ
= λ2
d3uλ
dλ3
+ λ(2 − 12
p− 1)
d2uλ
dλ2
− 6
p− 1(1 −
6
p− 1)
duλ
dλ
.
(3.20)
Now from (3.18), combining with (3.19) and (3.20), we get
∂3
∂r3
duλ
dλ
=λ3
d4uλ
dλ4
+ λ2(3 − 18
p− 1)
d3uλ
dλ3
− λ(1− 6
p− 1)
18
p− 1
d2uλ
dλ2
+ (1− 6
p− 1)(1 +
6
p− 1)
6
p− 1
duλ
dλ
.
(3.21)
From (3.14), on ∂B1, combining with (3.21) yields
∂4
∂r4
uλ =λ
∂3
∂r3
duλ
dλ
− (3 + 6
p− 1)
∂3
∂r3
uλ
=λ4
d4uλ
dλ4
− λ3 24
p− 1
d3uλ
dλ3
+ λ2(2 +
12
p− 1)
18
p− 1
d2uλ
dλ2
− λ(1 + 6
p− 1)(1 +
3
p− 1)
48
p− 1
duλ
dλ
+ (3 +
6
p− 1)(2 +
6
p− 1)(1 +
6
p− 1)
6
p− 1u
λ.
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In summary, we have that
∂3
∂r3
uλ =λ3
d3uλ
dλ3
− λ2 18
p− 1
d2uλ
dλ2
+ λ(
18
p− 1 +
108
(p− 1)2 )
duλ
dλ
− (2 + 6
p− 1)(1 +
6
p− 1)
6
p− 1u
λ
and
∂2
∂r2
uλ = λ2
d2uλ
dλ2
− λ 12
p− 1
duλ
dλ
+ (1 +
6
p− 1)
6
p− 1u
λ
∂uλ
∂r
= λ
duλ
dλ
− 6
p− 1u
λ.
3.3 On the operator ∆2 and its representation
Note that
∆u =∇ · (∇u) = urr + n− 1
r
ur +
1
r2
divθ(∇θu).
Set v := ∆u and w := ∆2u. Then
w =∆v = vrr +
n− 1
r
vr +
1
r2
divθ(∇θv)
=∂rrrru+
2(n− 1)
r
∂rrru+
(n− 1)(n− 3)
r2
∂rru− (n− 1)(n− 3)
r3
∂ru
+ r−4divθ(∇θ(divθ(∇θu))
+ 2r−2divθ(∇θ(urr + n− 3
r
ur))
− 2(n− 4)r−4divθ(∇θu).
On ∂B1, we have
w = ∂rrrru+ 2(n− 1)∂rrru+ (n− 1)(n− 3)∂rru− (n− 1)(n− 3)∂ru︸ ︷︷ ︸
+divθ(∇θ(divθ(∇θu))︸ ︷︷ ︸
+2divθ(∇θ(urr + n− 3
r
ur))︸ ︷︷ ︸
−2(n− 4)divθ(∇θu)︸ ︷︷ ︸
:= I(u) + J(u) +K(u) + L(u).
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By these notations, we can rewrite the term Ed2(uλ, 1) appeared in (3.7) as following
Ed2(u
λ, 1)
=
∫
∂B1
(λ
dwλ
dλ
duλ
dλ
− λwλ d
2uλ
dλ2
)− 5wλ du
λ
dλ
=
∫
∂B1
λ
d
dλ
I(uλ)
duλ
dλ
− λI(uλ)d
2uλ
dλ2
− 5I(uλ)du
λ
dλ︸ ︷︷ ︸
+
∫
∂B1
λ
d
dλ
J(uλ)
duλ
dλ
− λJ(uλ)d
2uλ
dλ2
− 5J(uλ)du
λ
dλ︸ ︷︷ ︸
+
∫
∂B1
λ
d
dλ
K(uλ)
duλ
dλ
− λK(uλ)d
2uλ
dλ2
− 5K(uλ)du
λ
dλ︸ ︷︷ ︸
+
∫
∂B1
λ
d
dλ
L(uλ)
duλ
dλ
− λL(uλ)d
2uλ
dλ2
− 5L(uλ)du
λ
dλ︸ ︷︷ ︸,
(3.22)
correspondingly, we rewrite Ed2(uλ, 1) as
Ed2(u
λ, 1) : = I + J +K + L
: = I1 + I2 + I3 + J1 + J2 + J3 +K1 +K2 +K3 + L1 + L2 + L3,
where I1, I2, I3, J1, J2, J3,K1,K2,K3, L1, L2, L3 successively corresponding to the
12 terms in (3.22). By the conclusions of subsection 2.2, we have
I(uλ) = ∂rrrru
λ + 2(n− 1)∂rrruλ
+ (n− 1)(n− 3)∂rruλ − (n− 1)(n− 3)∂ruλ
= λ4
d4uλ
dλ4
+ λ3
(
2(n− 1)− 24
p− 1)
)d3uλ
dλ3
+ λ2
[ 36
p− 1(1 +
6
p− 1)− (n− 1)
36
p− 1 + (n− 1)(n− 3)
]d2uλ
dλ2
+ λ
[− 24
p− 1(1 +
6
p− 1)(2 +
6
p− 1) + 2(n− 1)
18
p− 1(1 +
6
p− 1)
+ (n− 1)(n− 3)(− 12
p− 1 − 1)
]duλ
dλ
+
[
(1 +
6
p− 1)(2 +
6
p− 1)(3 +
6
p− 1)
6
p− 1
− (n− 1)(1 + 6
p− 1)(2 +
6
p− 1)
12
p− 1
+ (n− 1)(n− 3)( 6
p− 1 + 2)
6
p− 1
]
uλ.
(3.23)
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For convenience, we denote that
I(uλ) = λ4
d4uλ
dλ4
+ λ3δ1
d3uλ
dλ3
+ λ2δ2
d2uλ
dλ2
+ λδ3
duλ
dλ
+ δ4u
λ, (3.24)
where δi are the corresponding coefficients of λi d
iuλ
dλi appeared in (3.23) for i =
1, 2, 3, 4. Now taking the derivative of (3.24) with respect to λ we get
d
dλ
I(uλ) =λ4
d5uλ
dλ5
+ λ3(δ1 + 4)
d4uλ
dλ4
+ λ2(3δ1 + δ2)
d3uλ
dλ3
+ λ(2δ2 + δ3)
d2uλ
dλ2
+ (δ3 + δ4)
duλ
dλ
.
(3.25)
Since
∂rru
λ + (n− 3)∂ruλ
=λ2
d2uλ
dλ2
+ λ(n− 3− 12
p− 1)
duλ
dλ
+
6
p− 1(4 +
6
p− 1 − n)u
λ
:=λ2
d2uλ
dλ2
+ λα
dλ
dλ
+ βuλ.
(3.26)
Hence,
d
dλ
[∂rru
λ + (n− 1)∂ruλ] = λ2 d
3uλ
dλ3
+ λ(α+ 2)
d2uλ
dλ2
+ (α+ β)
duλ
dλ
, (3.27)
here α = n− 3− 12p−1 and β = 6p−1 (4 + 6p−1 − n).
3.4 The computations of I1, I2, I3 and I
We start with
I1 :=
∫
∂B1
λ
d
dλ
I(uλ)
duλ
dλ
=
∫
∂B1
(
λ5
d5uλ
dλ5
+ λ4(4 + δ1)
d4uλ
dλ4
+ λ3(3δ1 + δ2)
d3uλ
dλ3
+ λ2(2δ2 + δ3)
d2uλ
dλ2
+ λ(δ3 + δ4)
duλ
dλ
)duλ
dλ
=
d
dλ
∫
∂B1
[
λ5
d4uλ
dλ4
duλ
dλ
− λ5 d
3uλ
dλ3
d2uλ
dλ2
+ (δ1 − 1)λ4 d
3uλ
dλ3
duλ
dλ
+ (4− δ1 + δ2)λ3 d
2uλ
dλ2
duλ
dλ
+
3δ1 − δ2 + δ3 − 12
2
λ2(
duλ
dλ
)2
]
+
∫
∂B1
[
(12− 3δ1 + δ2 + δ4)λ(du
λ
dλ
)2
+ (δ1 − 4− δ2)λ3(d
2uλ
dλ2
)2 + λ5(
d3uλ
dλ3
)2
]
+
∫
∂B1
(6− δ1)λ4 d
3uλ
dλ3
d2uλ
dλ2
,
(3.28)
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where δi, i = 1, 2, 3, 4, are defined in (3.23) and (3.24). In this computation, we denote
that f = uλ, f ′ := du
λ
dλ and we have used the fact that
λ5f ′′′′′f ′ =
[
λ5f ′′′′f ′ − λ5f ′′′f ′′ − 5λ4f ′′′f ′ + 20λ3f ′′f ′ − 30λ2f ′f ′]′
+ 60λ(f ′)2 − 20λ3(f ′′)2 + λ5(f ′′′)2 + 10λ4f ′′′f ′′,
λ4f ′′′′f ′ =
[
λ4f ′′′f ′ − 4λ3f ′′f ′ + 6λ2f ′f ′]′ − 12λ(f ′)2 + 4λ3(f ′′)2 − λ4f ′′′f ′′,
λ3f ′′′f ′ =
[
λ3f ′′f ′ − 3λ
2
2
f ′f ′
]′
+ 3λ(f ′)2 − λ3(f ′′)2,
and
λ2f ′′f ′ =
[λ2
2
f ′f ′
]′ − λ(f ′)2.
I2 := −λ
∫
∂B1
I(uλe )
d2uλ
dλ2
= −λ
∫
∂B1
(
λ4
d4uλ
dλ4
+ λ3δ1
d3uλe
dλ3
+ λ2δ2
d2uλ
dλ2
+ λδ3
duλ
dλ
+ δ4u
λ
)d2uλ
dλ2
=
d
dλ
∫
∂B1
[− λ5 d3uλ
dλ3
d2uλ
dλ2
− δ4λdu
λ
dλ
uλ
]
+
∫
∂B1
[
λ5(
d3uλ
dλ3
)2 − δ2λ3(d
2uλ
dλ2
)2 + δ4λ(
duλ
dλ
)2
]
+
∫
∂B1
[
(5− δ1)λ4 d
3uλ
dλ3
d2uλ
dλ2
− δ3λ2 d
2uλ
dλ2
duλ
dλ
+ δ4
duλ
dλ
uλ
]
,
(3.29)
here we have used that
−λ5f ′′′′f ′′ = [− λ5f ′′′f ′′]′ + 5λ4f ′′′f ′′ + λ5(f ′′′)2
and
−λf ′′f = [−λf ′f ]′ + f ′f + λ(f ′)2.
Further,
I3 :=− 5
∫
∂B1
I(uλ)
duλ
dλ
=− 5
∫
∂B1
[
λ4
d4uλ
dλ4
+ λ3δ1
d3uλ
dλ3
+ λ2δ2
d2uλ
dλ2
+ λδ3
duλ
dλ
+ δ4u
λ
]duλ
dλ
=
d
dλ
∫
∂B1
[− 5d3uλ
dλ3
duλ
dλ
+ (20− 5δ1)λ3 d
2uλ
dλ2
duλ
dλ
]
+
∫
∂B1
[
(5δ1 − 20)λ3(d
2uλ
dλ2
)2 − 5δ3λ(du
λ
dλ
)2
]
+
∫
∂B1
[
5λ4
d3uλ
dλ3
d2uλ
dλ2
+ (15δ1 − 60− 5δ2)d
2uλ
dλ2
duλ
dλ
− 5δ4du
λ
dλ
uλ
]
,
(3.30)
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here we have use that
−λ4f ′′′′f ′ = [− 5λ4f ′′′f ′ + 20λ3f ′′f ′]′ − 20λ3(f ′′)2 − 60λ2f ′′f ′ + 5λ4f ′′′f ′′
and
−λ3f ′′′f ′ = [− λ3f ′′f ′]′ + 3λ2f ′′f ′ + λ3(f ′′)2.
Summing up I1, I2, I3, we can get the term I.
I :=I1 + I2 + I3
=
d
dλ
∫
∂B1
[
λ5
d4uλe
dλ4
duλe
dλ
− 2λ5 d
3uλe
dλ3
d2uλe
dλ2
+ (δ1 − 6)λ4 d
3uλ
dλ3
duλ
dλ
+ (24− 6δ1 + δ2)λ3 d
2uλ
dλ2
duλ
dλ
+
3δ1 − δ2 + δ3 − 12
2
λ2
duλ
dλ
duλ
dλ
+ (δ1 − 8)λ4(d
2uλ
dλ2
)2 − δ4λdu
λ
dλ
uλ − 2δ4(uλ)2
]
+
∫
∂B1
[
(10δ1 − 2δ2 − 56)λ3(d
2uλ
dλ2
)2
+ (12− 3δ1 + δ2 − 5δ3 + 2δ4)λ(du
λ
dλ
)2
]
+
∫
∂B1
[
(15δ1 − 5δ2 − δ3 − 60)λ2 d
2uλ
dλ2
duλ
dλ
]
+ 2λ5
∫
∂B1
(
d3uλ
dλ3
)2.
(3.31)
Since uλ(x) = λ
6
p−1u(λx), we have the following
λ4
d4uλ
dλ4
= λ
6
p−1
[ 6
p− 1(
6
p− 1 − 1)(
6
p− 1 − 2)(
6
p− 1 − 3)u(λx)
+
24
p− 1(
6
p− 1 − 1)(
6
p− 1 − 2)rλ∂ru(λx)
+
36
p− 1(
6
p− 1 − 1)r
2λ2∂rru(λx)
+
24
p− 1r
3λ3∂rrru(λx) + r
4λ4∂rrrru(λx)
]
,
and
λ3
d3uλ
dλ3
= λ
6
p−1
[ 6
p− 1(
6
p− 1 − 1)(
6
p− 1 − 2)u(λx)
+
18
p− 1(
6
p− 1 − 1)rλ∂ru(λx)
+
18
p− 1r
2λ2∂rru(λx) + r
3λ3∂rrru(λx)
]
,
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λ2
d2uλ
dλ2
= λ
6
p−1
[ 6
p− 1(
6
p− 1 − 1)u(λx) +
12
p− 1rλ∂ru(λx) + r
2λ2∂rru(λx)
]
and
λ
duλ
dλ
= λ
6
p−1
[ 6
p− 1u(λx) + rλ∂ru(λx)
]
.
Hence, by scaling we have
d
dλ
∫
∂B1
λ5
d4uλ
dλ4
duλ
dλ
=
d
dλ
∫
∂Bλ
λ6
p+1
p−1−n−5yb
[ 6
p− 1(
6
p− 1 − 1)(
6
p− 1 − 2)(
6
p− 1 − 3)u
+
24
p− 1(
6
p− 1 − 1)(
6
p− 1 − 2)λ∂ru+
36
p− 1(
6
p− 1 − 1)λ
2∂rru
+
24
p− 1λ
3∂rrru+ λ
4∂rrrru
][ 6
p− 1u+ rλ∂ru
]
,
further,
d
dλ
∫
∂B1
λ5
d3uλ
dλ3
d2uλ
dλ2
=
d
dλ
∫
∂Bλ
λ6
p+1
p−1−n−5
[ 6
p− 1(
6
p− 1 − 1)(
6
p− 1 − 2)u
+
18
p− 1(
6
p− 1 − 1)λ∂ru +
18
p− 1λ
2∂rru+ λ
3∂rrru
]
[ 6
p− 1(
6
p− 1 − 1)u+
12
p− 1λ∂ru+ λ
2∂rru
]
,
d
dλ
∫
∂B1
λ4
d3uλ
dλ3
duλ
dλ
=
d
dλ
∫
∂Bλ
λ6
p+1
p−1−n−5
[ 6
p− 1(
6
p− 1 − 1)(
6
p− 1 − 2)u
+
18
p− 1(
6
p− 1 − 1)λ∂ru+
18
p− 1λ
2∂rru+ λ
3∂rrru
]
[ 6
p− 1u+ λ∂ru
]
.
On the other hand,
d
dλ
∫
∂B1
λ3
d2uλ
dλ2
duλ
dλ
=
d
dλ
∫
∂Bλ
λ6
p+1
p−1−n−5
[ 6
p− 1(
6
p− 1 − 1)u
+
12
p− 1λ∂ru+ λ
2∂rru][
6
p− 1u+ λ∂ru
]
,
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ddλ
∫
∂B1
λ2
duλ
dλ
duλ
dλ
=
d
dλ
∫
∂Bλ
λ6
p+1
p−1−n−5
[ 6
p− 1u+ λ∂ru
]2
,
d
dλ
∫
∂B1
λ4
d2uλ
dλ2
d2uλ
dλ2
=
d
dλ
∫
∂Bλ
λ6
p+1
p−1−n−5
( 6
p− 1(
6
p− 1 − 1)u
+
12
p− 1λ∂ru+ λ
2∂rru
)2
,
d
dλ
∫
∂B1
λ
duλ
dλ
uλ =
d
dλ
∫
∂Bλ
λ6
p+1
p−1−n−5
[ 6
p− 1u) + λ∂ru)
]
u,
and
d
dλ
∫
∂B1
uλ =
d
dλ
∫
∂Bλ
λ6
p+1
p−1−n−5u2.
3.5 The computations of Ji, Ki, Li(i = 1, 2, 3) and J ,K,L
We begin with
J1 :=
∫
∂B1
λ
d
dλ
J(uλ)
duλ
dλ
=
∫
∂B1
λJ(
duλ
dλ
)
duλ
dλ
=λ
∫
∂B1
divθ
(∇θ(divθ(∇θ duλ
dλ
))
)duλ
dλ
=− λ
∫
∂B1
∇θ
(
divθ(∇θ du
λ
dλ
)
)∇θ duλ
dλ
=λ
∫
∂B1
[
divθ(∇θ du
λ
dλ
)
]2
=λ
∫
∂B1
[ d
dλ
divθ(∇θuλ)
]2
.
(3.32)
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Here we have used integrating by part formula on the unit sphere Sn. Next
J2 :=− λ
∫
∂B1
J(uλ)
d2uλ
dλ2
=− λ
∫
∂B1
divθ
(∇θ(divθ(∇θuλ)))d2uλ
dλ2
=λ
∫
∂B1
∇θ(divθ(∇θuλ)∇θ d
2uλ
dλ2
=− λ
∫
∂B1
divθ(∇θuλ) d
2
dλ2
divθ(∇θuλ)
=
d
dλ
∫
∂B1
−λ[divθ(∇θuλ)] d
dλ
[
divθ(∇θuλ)
]
+
∫
∂B1
divθ(∇θuλ) · d
dλ
divθ(∇θuλ)
+ λ
∫
∂B1
[ d
dλ
divθ(∇θuλ)
]2
.
(3.33)
Here we denote that g = divθ(∇θuλ), g′ = ddλdivθ(∇θuλ) and we have used the fact
that
− λgg′′ = [− λgg′]′ + gg′ + λ(g′)2 = [− λgg′ + 1
2
g2
]′
+ λ(g′)2.
Furthermore,
J3 :=− 5
∫
∂B1
J(uλ)
duλ
dλ
=− 5
∫
∂B1
divθ
(∇θ(divθ(∇θu)))duλ
dλ
=5
∫
∂B1
∇θ
(
divθ(∇θu)
)∇θ duλ
dλ
=− 5
∫
∂B1
divθ(∇θu) d
dλ
divθ(∇θu).
(3.34)
20
Therefore, combining with (3.32), (3.33) and (3.34), we get that
J :=J1 + J2 + J3
=2λ
∫
∂B1
[ d
dλ
divθ(∇θuλ)
]2
− 4
∫
∂B1
divθ(∇θu) d
dλ
divθ(∇θu)
+
d
dλ
∫
∂B1
−λ[divθ(∇θuλ)] d
dλ
[
divθ(∇θuλ)
]
= 2λ
∫
∂B1
[ d
dλ
divθ(∇θuλ)
]2
− 2 d
dλ
∫
∂B1
divθ(∇θuλ)divθ(∇θuλ)
+
d
dλ
∫
∂B1
−λ[divθ(∇θuλ)] d
dλ
[
divθ(∇θuλ)
]
.
(3.35)
Hence, we get that
J ≥− 2 d
dλ
∫
∂B1
divθ(∇θu)divθ(∇θu)
+
d
dλ
∫
∂B1
−λ[divθ(∇θuλ)] d
dλ
[
divθ(∇θu)
=− 2 d
dλ
∫
∂B1
[divθ(∇θu)
]2
+
d
dλ
∫
∂B1
−λ d
dλ
[
divθ(∇θu)
]2
.
(3.36)
Note that
d
dλ
∫
∂B1
[
divθ(∇θuλ)
]2
=
d
dλ
∫
∂Bλ
λ6
p+1
p−1−n−5
(
λ2∆u− λ2∂rru− (n− 1)λ∂ru
)2
,
and
d
dλ
∫
∂B1
λ
d
dλ
[
divθ(∇θuλ)
]2
=
d
dλ
∫
∂Bλ
λ6
p+1
p−1−n−4 d
dλ
(
λ2∆u− λ2∂rru− (n− 1)λ∂ru
)2
.
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Next we compute K1,K2,K3 and K.
K1 :=λ
∫
∂B1
d
dλ
K(uλ)
duλ
dλ
=2λ
∫
∂B1
divθ
(∇θ( d
dλ
(urr + (n− 1)ur)
)duλ
dλ
=2λ
∫
∂B1
divθ
(∇θ(λ3 d3uλ
dλ3
+ λ2(α+ 2)
d2uλ
dλ2
+ λ(α+ β)
duλe
dλ
)
)duλ
dλ
=− 2λ
∫
∂B1
∇θ
(
λ3
d3uλ
dλ3
+ λ2(α+ 2)
d2uλ
dλ2
+ λ(α + β)
duλ
dλ
)∇θ duλ
dλ
=
d
dλ
(∫
∂B1
−λ3 d
dλ
( d
dλ
∇θuλ
)2)
+ (2− 2α)λ2
∫
∂B1
(
d
dλ
∇θuλ)
·( d
2
dλ2
∇θuλ) + 2λ3
∫
∂B1
(
d2
dλ2
∇θuλ)2
− (2α+ 2β)λ
∫
∂B1
(
d
dλ
∇θuλ)2.
(3.37)
Here we denote that h = ∇θuλ, h′ = ddλ∇θuλ, and used that
− λ3h′h′′′ = [− λ3
2
d
dλ
(h′)2
]′
+ 3λ2h′h′′ + λ3(h′′)2.
Next,
K2 :=− λ
∫
∂B1
K(uλ)
d2uλ
dλ2
=− 2λ
∫
∂B1
divθ(∇θ
(
λ2
d2uλ
dλ2
+ λα
duλ
dλ
+ βuλ)
)d2uλ
dλ2
=2λ
∫
∂B1
∇θ
(
λ2
d2uλ
dλ2
+ λα
duλ
dλ
+ βuλ
)∇θ d2uλ
dλ2
=
d
dλ
∫
∂B1
[
2βλ∇θuλ d
dλ
∇θuλ − β(∇θuλ)2
]
+ 2λ3
∫
∂B1
(
d2
dλ2
∇θuλ)2 − 2λβ
∫
∂B1
(
d
dλ
∇θuλ)2
+ 2λ2α
∫
∂B1
d
dλ
∇θuλ d
2
dλ2
∇θuλ.
(3.38)
Here we have used that
2λhh′′ = [2λhh′ − h2]′ − 2λ(h′)2.
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Further,
K3 :=− 5
∫
∂B1
K(uλ)
duλ
dλ
=− 10
∫
∂B1
divθ
(∇θ(λ2 d2uλ
dλ2
+ λα
duλ
dλ
+ βuλ)
)duλ
dλ
=10
∫
∂B1
∇θ
(
λ2
d2uλ
dλ2
+ λα
duλ
dλ
+ βuλ
)∇θ duλ
dλ
=
d
dλ
[
5β
∫
∂B1
∇θuλ∇θuλ
]
+ 10λα
∫
∂B1
( d
dλ
∇θuλ
)2
+ 10λ2
∫
∂B1
d
dλ
∇θuλ d
2
dλ2
∇θuλ.
(3.39)
Now combine with (3.37), (3.38) and (3.39), we get that
K :=K1 +K2 +K3
=
d
dλ
∫
∂B1
[ − λ3 d
dλ
(
d
dλ
∇θuλ)2
+ 2βλ∇θuλ d
dλ
∇θuλ + 4β(∇θuλ)2
]
+ 4λ3
∫
∂B1
(
d2
dλ2
∇θuλ)2 + (8α− 4β)λ
∫
∂B1
(
d
dλ
∇θuλ)2
+ 12λ2
∫
∂B1
d
dλ
∇θuλ d
2
dλ2
∇θuλ.
=
d
dλ
∫
∂B1
[− λ3 d
dλ
(
d
dλ
∇θuλ)2 + 6λ2(∇θ du
λ
dλ
)2
+ 2βλ∇θuλ d
dλ
∇θuλ + 4β(∇θuλ)2
]
+
∫
∂B1
4λ3(
d2
dλ2
∇θuλ)2 + (8α− 4β − 12)( d
dλ
∇θuλ)2
(3.40)
Notice that by scaling we have
d
dλ
∫
∂B1
(∇θuλ)2 = d
dλ
∫
∂Bλ
λ6
p+1
p−1−n−5
[
λ2|∇u|2 − λ2|∂ru|2
]
,
d
dλ
∫
∂B1
λ
d
dλ
(∇θuλ)2 = d
dλ
∫
∂Bλ
λ6
p+1
p−1−n−4 d
dλ
[
λ2|∇u|2 − λ2|∂ru|2
]
and
d
dλ
∫
∂B1
λ3
d
dλ
(
d
dλ
∇θuλ)2 = d
dλ
∫
∂Bλ
λ6
p+1
p−1−n−2 d
dλ
[∇( 6
p− 1u+ λ∂ru)
2
− |∂r( 6
p− 1u+ λ∂ru)|
2
]2
.
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Finally, we compute L.
L1 : =
∫
∂B1
λ
d
dλ
L(uλ)
duλ
dλ
= −2(n− 4)λ
∫
∂B1
divθ(∇θ du
λ
dλ
)
duλ
dλ
= 2(n− 4)λ
∫
∂B1
(∇θ du
λ
dλ
)2;
L2 : =
∫
∂B1
−λL(uλ)d
2uλ
dλ2
= 2(n− 4)λ
∫
∂B1
divθ(∇θuλ)d
2uλ
dλ2
= −2(n− 4)
∫
∂B1
λ∇θuλ d
2
dλ2
∇θuλ
= (4− n)
∫
∂B1
d
dλ
[
2λ∇θuλ∇θ du
λ
dλ
− (∇θuλ)2
]
+ 2(n− 4)λ
∫
∂B1
[ d
dλ
∇θuλ
]2
;
L3 : =
∫
∂B1
−5L(uλ)du
λ
dλ
= 10(n− 4)
∫
∂B1
divθ(∇θuλ)du
λ
dλ
= −10(n− 4)
∫
∂B1
∇θuλ∇θ du
λ
dλ
= −5(n− 4) d
dλ
∫
∂B1
[∇θuλ]2.
Hence,
L := L1 + L2 + L3
= −(n− 4) d
dλ
∫
∂B1
[
λ
d
dλ
(∇θuλ)2
]− 4(n− 4) d
dλ
∫
∂B1
[∇θuλ]2
+ 4(n− 4)λ
∫
∂B1
[ d
dλ
∇θuλ
]2
= −(n− 4) d
dλ
∫
∂Bλ
λ6
p+1
p−1−n−4 d
dλ
[
λ2|∇u|2 − λ2|∂ru|2
]
− 4(n− 4) d
dλ
∫
∂Bλ
λ6
p+1
p−1−n−5
[
λ2|∇u|2 − λ2|∂ru|2
]
+ 4(n− 4)λ
∫
∂B1
[ d
dλ
∇θuλ
]2
.
Proof of Theorem 2.1. From the equation (3.7) and combining with the estimates on
I,J ,K,L and the basic integrate by part, we obtain Theorem 2.1. ✷
4 Homogeneous solutions
We first deduce polar coordinate representation for the harmonic, biharmonic and tri-
harmonic operator:
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∆u = (∂rr +
n− 1
r
)u+
1
r2
∆θu,
and
∆2u =(∂rr +
n− 1
r
∂r)
2u+∆θ(∂rr +
n− 1
r
∂r)(r
−2u)
+ ∆θ(r
−2(∂rr +
n− 1
r
∂r)u) + ∆
2
θ(r
−4u).
Therefore,
∆3u = (∂rr +
n− 1
r
∂r)
3u+∆3θ(r
−6u)
+ ∆θ
(
(∂rr +
n− 1
r
∂r)
(
r−2(∂rr +
n− 1
r
∂r)u
)
+ (∂rr +
n− 1
r
∂r)
2(r−2u) + r−2(∂rr +
n− 1
r
∂r)
2u
)
+∆2θ
(
(∂rr +
n− 1
r
∂r)(r
−4u) + r−4(∂rr +
n− 1
r
∂r)u
+ r−2(∂rr +
n− 1
r
∂r)(r
−2u).
Assume that u is homogeneous, that is, u = r−
6
p−1w(θ). By a direct calculation, the
function w satisfy
∆3θw − k2∆2θw + k1∆θw − k0w = |w|p−1w, (4.1)
where
k0 =
6
p− 1(
6
p− 1 + 2)(
6
p− 1 + 4)(n− 2−
6
p− 1)(n− 4−
6
p− 1)(n− 6−
6
p− 1),
k1 =
6
p− 1(
6
p− 1 + 2− n)(
6
p− 1 + 4)(
6
p− 1 + 6− n)
+ (
6
p− 1 + 2)(
6
p− 1 + 4− n)(
6
p− 1 + 4)(
6
p− 1 + 6− n)
+
6
p− 1(
6
p− 1 + 2− n)(
6
p− 1 + 2)(
6
p− 1 + 4− n).
k2 = (
6
p− 1 + 4)(n−
6
p− 1 − 6) +
6
p− 1(n−
6
p− 1 − 2)
+ (k + 2)(n− 6
p− 1 − 4).
Hence, test (4.1) with w(θ), we have∫
Sn−1
|∇θ∆θw|2 + k2|∆θw|2 + k1|∇θw|2 + k0w2 =
∫
Sn−1
|w|p+1. (4.2)
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For any ε > 0, choose any ηε ∈ C∞0 ( ε2 , 2ε ), such that ηε = 1 in (ε, 1ε ) and
r|η′ε(r)| + r2|η′′ε (r)| + r3|η′′′ε (r)| + r4|η′′′′ε (r)|+ r5|η′′′′′ε (r)|+ r6|η′′′′′′ε (r)| ≤ 1000.
Note that
∆(r−
n−6
2 w(θ)ηε(r)) = (∂rr +
n− 1
r
∂r)(r
− n−6
2 ηε(r))w(θ) + r
−n−2
2 ηε(r)w(θ)
and that |∇u|2 = 1r2 |∇θu|2 + u2r, we see that
|∇∆(r− n−62 w(θ)ηε(r))|2
=
1
r2
|∇θ[(∂rr + n− 1
r
∂r)(r
− n−6
2 ηε(r))w(θ) + r
− n−2
2 ηε(r)∆θw]|2
+ | ∂
∂r
[(∂rr +
n− 1
r
∂r)(r−
n−6
2 ηε(r))w(θ) + r
−n−2
2 ηε(r)∆θw]|2
:= I1 + I2.
By a straightforward calculation we have the following estimates∫
Rn
I1 ≤
(∫
Sn−1
|∇θ∆θw|2 + (n− 6)(n+ 2)
2
|∆θ|2 + (n− 6)
2(n+ 2)2
16
|∇θw|2dθ
)
·
(∫ ∞
0
r−1η2ε (r)dr
)
+ C
( ∫
Sn−1
|∇θw|2 + |∆θw|2dθ
)
·
(∫ ∞
0
∑
1≤k+j≤4,k,j≥0
rk+j−1η(k)ε η
(j)
ε dr
)
(4.3)
and∫
Rn
I2 ≤
(∫
Sn−1
(n− 2)2
4
|∆θw|2 + (n− 6)(n− 2)
2(n+ 2)
8
|∇θw|2
+
(n− 6)2(n− 2)2(n+ 2)2
64
w2dθ
)
·
(∫ ∞
0
r−1η2ε(r)dr
)
+ C
(∫
Sn−1
w2(θ) + |∇θw|2
)
·
(∫ ∞
0
∑
1≤k+j≤6,k,j≥0
rk+j−1η(k)ε η
(j)
ε dr
)
.
(4.4)
Here η(k)ε := d
k
drk ηε for k ≥ 1 and η
(0)
ε := ηε. Notice that∫ ∞
0
r−1η2ε(r)dr ≥ | log ε| → +∞, as ε→ 0+,∫ ∞
0
∑
1≤k+j≤6,k,j≥0
rk+j−1η(k)ε η
(j)
ε dr ≤ C,
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where C is independent of the radius R. Recall the stability condition for triharmonic
equation: ∫
Rn
|∇∆φ|2dx ≥ p
∫
Rn
|u|p−1φ2dx.
Let φ = r−
n−6
2 w(θ)ηε(r). Then combining with (4.3) and (4.4) and letting ε→ 0, we
obtain that
p
∫
sn−1
|w|p+1dθ ≤
∫
sn−1
|∇θ∆θw|2 + 3n
2 − 12n− 20
4
|∆θw|2
+
(n− 6)(n+ 2)(3n2 − 12n− 4)
16
|∇θw|2 + (n− 6)
2(n− 2)2(n+ 2)2
64
w2(θ),
this combine with (4.2), we have the following estimate∫
sn−1
(p− 1)|∇θ∆θw|2 + (pk2 − 3n
2 − 12n− 20
4
)|∆θw|2
+ (pk1 − (n− 6)(n+ 2)(3n
2 − 12n− 4)
16
)|∇θw|2
+ (pk0 − (n− 6)
2(n− 2)2(n+ 2)2
64
)w2(θ) ≤ 0.
(4.5)
Since, k = 6p−1 , we have p =
k+6
k . Equivalently, by the coefficient of the above
inequality, we let
c0 : = (k + 6)k0/k − (n− 6)
2(n− 2)2(n+ 2)2
64
,
c1 : = (k + 6)k1 − (n− 6)(n+ 2)(3n
2 − 12n− 4)
16
k,
c2 : = (k + 6)k2 − 3n
2 − 12n− 20
4
k.
(4.6)
We consider the algebraic equation c0, c1, c2 about the variable k, we only need con-
sider positive real roots. Roughly speaking, c0 is a six-order algebraic equation about
k, it has no explicit solution in general. Nonetheless we shall prove
Lemma 4.1. Assume that n+6n−6 < p < pc(n). Then c0, c1, c2 > 0.
Assuming the validity of Lemma 4.1, we derive from (4.5) that w ≡ 0. This gives
Theorem 4.1. Let u ∈ W 3,2loc (Rn \ {0}) be a homogeneous, stable solution of (1.1),
for n+6n−6 < p < pc(n). Assume that |u|p+1 ∈ L1loc(Rn\{0}), then u ≡ 0.
The proof of Lemma 4.1 is quite technical and thus we delay it to the appendix.
5 Energy estimates and Blow down analysis
In the first part of this section, we obtain initial energy estimates on the solutions of
(1.1), which are important when we perform a blow-down analysis in the second part
of this section.
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5.1 Energy estimates
Lemma 5.1. Let u be a stable solution of (1.1), then there exists a positive constant C
such that∫
Rn
|u|p+1η6 +
∫
Rn
|∇∆u|2η6
≤ C
( ∫
Rn
|∆u|2η4|∇η|2 +
∫
Rn
|∇u|2 |∆η
6|2
η6
+
∫
Rn
u2
|∇∆η6|2
η6
+
∫
Rn
|∇u|2η2|∇η|4 +
∫
Rn
|∇2u|2η4|∇η|2
+
∫
Rn
|∇u|2η4|∇2η|2
)
.
(5.1)
Proof. Multiplying the equation (1.1) with uη6, where η is a test function, we get that∫
Rn
|u|p+1η6 =
∫
Rn
−∆3u · uη6 =
∫
Rn
∇∆2u · ∇(uη6) = −
∫
Rn
∆2u∆(uη6)
=
∫
Rn
∇∆u · ∇∆(uη6).
(5.2)
Since ∆(ξη) = η∆ξ + ξ∆η + 2∇ξ∇η, we have
∆(uη6) = η6∆u+ u∆η6 + 12η5∇u∇η,
therefore,
∇∆(uη6)∇∆u =6η5∆u∇η∇∆u + (η)6(∇∆u)2 +∆η6∇u∇∆u
+ u∇∆η6∇∆u+ 60η4(∇η∇∆u)(∇u∇η)
+ 12η5
∑
i,j
∂iju∂iη∂j∆u+ 12η
5
∑
i,j
∂iu∂ijη∂j∆u,
(5.3)
where ∂j(j = 1, ..., n) denote the derivatives with respect to x1, ..., xn respectively. A
similar way can be applied to deal with the following term |∇∆(uη3)|2. On the other
hand, by the stability condition (see Definition 1.1), we have
p
∫
Rn
|u|p+1η6 ≤
∫
Rn
|∇∆(uη3)|2. (5.4)
Combine this with (5.2), (5.3) and (5.4), we have∫
Rn
|∇∆u|2η6
≤ Cε
∫
Rn
(∇∆u)2η6 + C(ε)[ ∫
Rn
|∆u|2η4|∇η|2
+
∫
Rn
|∇u|2( |∆η
6|2
η6
+ η4|∇2η|2)
+
∫
Rn
u2
|∇∆η6|2
η6
+
∫
Rn
|∇u|2η2|∇η|4 +
∫
Rn
|∇2u|2η4|∇η|2],
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we can select ε so small that Cε ≤ 12 . Finally, combine with (5.2) and (5.3), we obtain
the conclusion of this lemma.
Lemma 5.2. Let u be a stable solution of (1.1). Then∫
BR
|u|p+1 +
∫
BR
(∇∆u)2 ≤ CR−6
∫
B2R
u2, (5.5)∫
BR
|u|p+1 +
∫
BR
(∇∆u)2 ≤ CRn−6 p+1p−1 . (5.6)
Proof. We let η = ξm where m > 1 in the estimate (5.1), we have∫
Rn
|∇∆u|2ξ6m +
∫
Rn
|u|p+1ξ6m
≤
∫
Rn
u2g0(ξ) +
∫
Rn
|∇u|2g1(ξ) +
∫
Rn
|∆u|2g2(ξ),
(5.7)
where
g0(ξ) : = ξ
6m−6 ∑
0≤i+j+k+r+s+t≤6
|∇iξ||∇jξ||∇kξ||∇rξ||∇sξ||∇tξ|,
g1(ξ) : = ξ
6m−4 ∑
0≤i+j+k+l≤4
|∇iξ||∇jξ||∇kξ||∇lξ|,
g2(ξ) : = ξ
6m−2 ∑
0≤i+j≤2
|∇iξ||∇jξ|,
(5.8)
where we define ∇0ξ := ξ and notice that gm(ξ) ≥ 0 for m = 0, 1, 2. Now, we claim
that
g21(ξ) ≤ Cg0(ξ)g2(ξ), |∇2g2(ξ)| ≤ Cg1(ξ), g22(ξ) ≤ Cξ6mg1(ξ). (5.9)
This claim can be verified by direct calculations and will be used for the following
estimates. Since |∇u|2 = 12∆(u2)− u∆u, we have∫
Rn
|∇u|2g1(ξ) = 1
2
∫
Rn
∆(u2)g1(ξ) −
∫
Rn
u∆ug1(ξ)
=
1
2
∫
Rn
u2∆g1(ξ)−
∫
Rn
u∆ug1(ξ)
≤ 1
2
∫
Rn
u2∆g1(ξ) + ε
∫
Rn
(∆u)2g2(ξ) +
1
4ε
∫
Rn
u2g0(ξ).
(5.10)
We note the following differential identity
(∆u)2 =
∑
j,k
(ujuk)jk −
∑
j,k
(ujk)
2 − 2∇∆u · ∇u.
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Hence (∆u)2 ≤∑j,k(ujuk)jk − 2∇∆u · ∇u. Therefore we have∫
Rn
(∆u)2g2(ξ) ≤
∫
Rn
∑
j,k
(ujuk)jkg2(ξ)− 2
∫
Rn
∇∆u · ∇g2(ξ)
=
∫
Rn
∑
j,k
ujukg2(ξ)jk − 2
∫
Rn
∇∆u · ∇g2(ξ)
≤ C
∫
Rn
|∇u|2g1(ξ) + δ
∫
Rn
|∇∆u|2ξ6m + C(δ)
∫
Rn
|∇u|2g1(ξ)
≤ C
∫
Rn
|∇u|2g1(ξ) + δ
∫
Rn
|∇∆u|2ξ6m.
(5.11)
Combining with (5.10) and (5.11), by selecting the positive parameter ε small enough,
we can obtain that∫
Rn
|∇u|2g1(ξ) +
∫
Rn
(∆u)2g2(ξ) ≤ C
∫
Rn
u2g0(ξ) + δ
∫
Rn
|∇∆u|2ξ6m.
By combining the above inequalities with (5.7) and selecting the positive parameter δ
small enough, we have that∫
Rn
|∇∆u|2ξ6m +
∫
Rn
|u|p+1ξ6m ≤ C
∫
Rn
u2g0(ξ). (5.12)
This proves (5.5). Further, we let ξ = 1 in BR and ξ = 0 in BC2R, satisfying |∇ξ| ≤ CR ,
we have∫
Rn
|∇∆u|2ξ6m +
∫
Rn
|u|p+1ξ6m ≤ C
∫
Rn
u2g0(ξ) ≤ CR−6
∫
Rn
u2ξ6m−6
≤ CR−6(
∫
Rn
|u|p+1ξ(3m−3)(p+1)) 2p+1Rn(1− 2p+1 ).
(5.13)
By selecting m > 1 and letting m close to 1, we can make sure that (3m−3)(p+1) ≤
6m. It follows that (5.6) holds.
5.2 Blow-down analysis and the proof of Theorem 1.1
The proof of Theorem 1.1. Firstly, we consider 1 < p ≤ n+6n−6 . If p < n+6n−6 , we can let
R→∞ in (5.6) to get u ≡ 0 directly. However, if p = n+6n−6 , this gives∫
Rn
|∇∆u|2 + |u|p+1 < +∞.
Hence
lim
R→+∞
∫
B2R(x)\BR(x)
|∇∆u|2 + |u|p+1 = 0.
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Then by (5.6), and noting that now n = 6 p+1p−1 , we have∫
BR(x)
|∇∆u|2 + |u|p+1 ≤ CR−6
∫
B2R(x)\BR(x)
u2
≤ CR−6(
∫
B2R(x)\BR(x)
|u|p+1) 2p+1Rn(1− 2p+1 ) ≤ C(
∫
B2R(x)\BR(x)
|u|p+1) 2p+1 .
Let R→ +∞, we get that u ≡ 0.
Secondly, we consider the supercritical case, i.e., p > n+6n−6 . We complete the proof
via a few steps.
Step 1. limλ→∞E(u, 0, λ) <∞.
From Theorem 2.2 we know that E is nondecreasing w. r. t. λ, so we only need to
show that E(u, 0, λ) is bounded. Note that
E(u, 0, λ) ≤ 1
λ
∫ 2λ
λ
E(u, 0, t)dt ≤ 1
λ2
∫ 2λ
λ
∫ t+λ
t
E(u, 0, γ)dγdt.
From Lemma 5.2, we have that
1
λ2
∫ 2λ
λ
∫ t+λ
t
γ6
p+1
p−1−n
[ ∫
Bγ
1
2
|∇∆u|2dx− 1
p+ 1
∫
Bγ
|u|p+1dx]dγdt ≤ C,
where C > 0 is independent of γ.
1
λ2
∫ 2λ
λ
∫ t+λ
t
∫
∂Bγ
γ6
p+1
p−1−n−5
[ 6
p− 1(
6
p− 1 − 1)(
6
p− 1 − 2)u
+
18
p− 1(
6
p− 1 − 1)γ∂ru+
18
p− 1γ
2∂rru+ γ
3∂rrru
]
[ 6
p− 1(
6
p− 1 − 1)u+
12
p− 1γ∂ru+ γ
2∂rru
]
≤ C 1
λ2
∫ 2λ
λ
∫ t+λ
t
t6
p+1
p−1−n−5
∫
∂Bγ
[
u2 + γ2(∂ru)
2 + γ4(∂rru)
2 + γ6(∂rrru)
2
]
≤ C 1
λ2
∫ 2λ
λ
t6
p+1
p−1−n−5
∫
B3λ
[
u2 + γ2(∂ru)
2 + γ4(∂rru)
2 + γ6(∂rrru)
2
]
≤ Cλn−6 p+1p−1+6 1
λ2
∫ 2λ
λ
t6
p+1
p−1−n−5dt
≤ C
(5.14)
and
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∣∣∣ 1
λ2
∫ 2λ
λ
∫ t+λ
t
∫
∂Bγ
γ6
p+1
p−1−n−4 d
dγ
(γ2∆u− γ2∂rru− (n− 1)γ∂ru)2
∣∣∣
≤ 1
λ2
∫ 2λ
λ
t6
p+1
p−1−n−5
∫ t+λ
t
∫
∂Bγ
|[2γ2∆u− 2γ2∂rru− (n− 1)γ∂ru][
γ2∆u − γ2∂rru− (n− 1)γ∂ru
]|
≤ 1
λ2
∫ 2λ
λ
t6
p+1
p−1−n−5
∫
B3λ
|[2γ2∆u − 2γ2∂rru− (n− 1)γ∂ru][
γ2∆u − γ2∂rru− (n− 1)γ∂ru
]|
≤ C 1
λ2
∫ 2λ
λ
t6
p+1
p−1−n−5
∫
B3λ
[
γ4(∆u)2 + γ4(∂rru)
2 + γ2∂ru
]
≤ Cλn−6 p+1p−1+6 1
λ2
∫ 2λ
λ
t6
p+1
p−1−n−5dt
≤ C.
(5.15)
The remaining terms can be treated similarly as the estimate (5.14) or (5.15).
Step 2. For any λ > 0, recall the definition
uλ(x) := λ
6
p−1u(λx),
and uλ is also a smooth solution of (1.1) on Rn. By rescaling (5.6), for λ > 0 and balls
Br(x) ⊂ Rn, ∫
Br(x)
|∇∆uλ|2 + |uλ|p+1 ≤ Crn−6 p+1p−1 .
In particular,uλ are uniformly bounded inLp+1loc (Rn) and∇∆uλ are uniformly bounded
in L2loc(Rn). By elliptic estimates, uλ are also uniformly bounded in W
3,2
loc (R
n).
Hence up to a subsequence of λ → +∞, we can assume that uλ → u∞ weakly in
W 3,2loc (R
n) ∩ Lp+1loc (Rn). By Sobolev embedding, uλ → u∞ strongly in W 2,2loc (Rn).
Then for any ball BR(0), by interpolation and noting (5.6), for any q ∈ [1, p + 1) as
λ→ +∞,
‖uλ − u∞‖Lq(BR(0)) ≤ ‖uλ − u∞‖tL1(BR(0))‖uλ − u∞‖1−tLp+1(BR(0)) → 0, (5.16)
where t ∈ (0, 1] satisfies 1q = t + 1−tp+1 . That is, uλ → u∞ in Lqloc(Rn) for any
q ∈ [1, p+ 1). For any function φ ∈ C∞0 (Rn), we have that∫
Rn
∇∆u∞ · ∇∆φ− (u∞)p−1u∞φ = lim
λ→+∞
∫
Rn
∇∆uλ · ∇∆φ− (uλ)p−1u∞φ,
∫
Rn
|∇∆φ|2 − p(u∞)p−1φ2 = lim
λ→+∞
∫
Rn
|∇∆φ|2 − p(uλ)p−1φ2.
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Therefore u∞ ∈W 3,2loc (Rn) ∩ Lp+1loc (Rn) is a stable solution of (1.1) in Rn.
Step 3. The function u∞ is homogeneous. Due to the scaling invariance of the
functional E (i.e., E(u, 0, Rλ) = E(uλ, 0, R) ) and the monotonicity formula, for any
given R2 > R1 > 0, we see that
0 = lim
i→∞
(
E(u, 0, R2λi)− E(u, 0, R1λi)
)
= lim
i→∞
(
E(uλi , 0, R2)− E(uλi , 0, R1)
)
≥C(n, p) lim inf
i→∞
∫
BR2\BR1
r6
p+1
p−1−n−6
( 6
p− 1u
λi + r
∂uλi
∂r
)2
dydx
≥C(n, p)
∫
BR2\BR1
r6
p+1
p−1−n−6
( 6
p− 1u
∞ + r
∂u∞
∂r
)2
dydx.
In the last inequality we have used the weak convergence of the sequence (uλi) to the
function u∞ in W 1,2loc (Rn) as i→∞. This implies that
6
p− 1
u∞
r
+
∂u∞
∂r
= 0 a.e. in Rn.
Integrating in r shows that
u∞(x) = |x|− 6p−1u∞( x|x| ).
That is, u∞ is homogeneous.
Step 4. u∞ = 0. This is a direct consequence of Theorem 4.1. Since this holds for the
limit of any sequence λ→ +∞, by (5.16) we get
lim
λ→+∞
uλ strongly in L2(B4(0)).
Step 5. u = 0. For all λ→ +∞, we see that
lim
λ→+∞
∫
B4(0)
(uλ)2 = 0.
By (5.6),
lim
λ→+∞
∫
B3(0)
|∇∆uλ|2 + |uλ|p+1 ≤ lim
λ→+∞
∫
B4(0)
(uλ)2 = 0. (5.17)
By the elliptic interior L2 estimate, we get that
lim
λ→+∞
∫
B2(0)
∑
k≤3
|∇kuλ|2 = 0.
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In particular, we can choose a sequence λi → +∞ such that∫
B2(0)
∑
k≤3
|∇kuλi |2 ≤ 2−i.
Hence we have∫ 2
1
+∞∑
i=1
∫
∂Br
∑
k≤3
|∇kuλi |2dr ≤
+∞∑
i=1
∫ 2
1
∫
∂Br
∑
k≤3
|∇kuλi |2dr ≤ 1.
That is, the function
H(r) :=
+∞∑
i=1
∫
∂Br
∑
k≤3
|∇kuλi |2 ∈ L1(1, 2).
Then there exists an r0 ∈ (1, 2) such that H(r0) < +∞, by which we get that
lim
i→+∞
‖uλi‖W 3,2(∂Br0 ) = 0.
Combining this with (5.17) and the scaling invariance of E(r), we have
lim
i→+∞
E(λir0, 0, u) = lim
i→+∞
E(r0, 0, u
λi) = 0.
Since λir0 → +∞ and E(r, 0, u) is non-decreasing in r, we get
lim
r→+∞
E(r, 0, u) = 0.
By the smoothness of u, limr→0E(r, 0, u) = 0. Then again by the monotonicity of
E(r, 0, u) and step 4, we obtain that
E(r, 0, u) = 0 for all r > 0.
Therefore, by the monotonicity formula we know that u is homogeneous, then u ≡ 0
by Theorem 4.1. ✷
6 Finite Morse index solutions
In this section, we prove Theorem 1.2. We always assume that u is a smooth classical
solution with finite Morse index.
Lemma 6.1. Let u be a smooth solution (positive or sign changing) of (1.1) with finite
Morse index, then there exist constants C > 0 and R0 such that
|u(x)| ≤ C|x|− 6p−1 , ∀x ∈ BR0(0)c.
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Proof. Since that u is stable outside BR0 . For x ∈ BcR0 , let M(x) = |u(x)|
p−1
6 and
d(x) = |x| −R0. Assume that there exists a sequence of xk ∈ BcR0 such that
M(xk)d(xk) ≥ 2k. (6.1)
Since u is bounded on any compact set of Rn, d(xk)→ +∞.
By the doubling Lemma [25], there exists another sequence yk ∈ BcR0 , such that
M(yk)d(yk) ≥ 2k, M(yk) ≥M(xk);
M(z) ≤ 2M(yk) for any z ∈ BcR0 such that |z − yk| ≤
k
M(yk)
.
Now we define
uk(x) := M(yk)
− 6p−1u(yk +M(yk)−1x), for x ∈ Bk(0).
This and above arguments give that, uk(0) = 1, |uk| ≤ 2
6
p−1 in Bk(0). Further,
Bk/M(yk) ∩ BR0 = ∅, which implies that u is a stable solution in Bk/M(yk)(yk).
Hence, uk is stable in Bk(0).
By elliptic regularity theory, uk are uniformly bounded in C7loc(Bk(0)). Up to a
sequence, uk convergence to u∞ in C6loc(Rn). By the above conditions on uk, we have
|u∞(0)| = 1, |u∞| ≤ 2 6p−1 ; u∞is a smooth stable solution of (1.1) in Rn. (6.2)
By the Liouville theorem for stable solution, we have u∞ ≡ 0, a contradiction with
(6.1).
Corollary 6.1. There exist constants C > 0 and R0 such that for all x ∈ BcR0 ,∑
k≤5
|x| 6p−1+k|∇ku(x)| ≤ C. (6.3)
Proof. For any x0 with |x0| > 3R0, take λ = |x0|2 and define
u(x) = λ
6
p−1u(x0 + λx).
By the previous Lemma, u ≤ C in B1(0). By the elliptic regularity theory we have∑
k≤5
|∇ku(0)| ≤ C.
Scaling back we get the conclusions.
6.1 The proof of Theorem 1.2-(1): 1 < p < n+6
n−6
(Subcritical case)
We need the following Pohozaev identity. A general version can be seen in [27].
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Lemma 6.2. For any function u satisfying (1.1), we have that
(
n− 6
2
− n
p+ 1
)
∫
BR
|u|p+1 =
∫
∂BR
B3(u)dσ,
where
−B3(u) = R
p+ 1
|u|p+1 − 2(−∆)2u∂u
∂n
+ 2u
∂(−∆)2u
∂n
− R
2
|∇∆u|2
− n− 2
2
u
∂∆2u
∂n
+
n− 2
2
∆u
∂∆u
∂n
+ < x · ∇u > ∂∆
2u
∂n
−∆2u∂ < x · ∇u >
∂n
+ < x · ∇∆u > ∂∆u
∂n
.
(6.4)
The proof of Theorem 1.2-(1). By Corollary 6.1, for R > R0 (R0 is defined in
Corollary 6.1), noting that p < n+6n−6 (hence n − 6 p+1p−1 < 0), we have the following
estimate∫
∂BR
|B3(u)|dσ ≤ C
∫
∂BR
R−
12
p−1−5dσ ≤ CRn−6 p+1p−1 → 0 as R→ +∞.
Combining with the Pohazaev identity, letting R→ +∞, we get that
(
n− 6
2
− n
p+ 1
)
∫
Rn
|u|p+1 = 0.
Since n−62 − np+1 < 0, we obtain that u ≡ 0.
6.2 The proof of Theorem 1.2-(3): p = n+6
n−6
(critical case)
Since u is stable outside BR0 , Lemma 5.2 still holds if the support of η is outside BR0 .
Take ϕ ∈ C∞0 (B2R \ B2R0) such that ϕ ≡ 1 in BR \ B3R0 and
∑
k≤5 |x|k|∇ku| ≤
1000. Then by choosing η = ϕm, where m is bigger than 1, we get that∫
BR\B3R0
|∇∆u|2 + |u|p+1 ≤ C.
Letting R→ +∞, we have ∫
Rn
|∇∆u|2 + |u|p+1 < +∞. (6.5)
By the interior elliptic estimates and Holder’s inequality, we have
R−4
∫
B2R\BR
|∇u|2 ≤ C
∫
B3R\BR/2
|∇∆u|2 + C
( ∫
B3R\BR/2
|u|p+1
) 2
p+1
,
R−2
∫
B2R\BR
|∆u|2 ≤ C
∫
B3R\BR/2
|∇∆u|2 + C
( ∫
B3R\BR/2
|u|p+1
) 2
p+1
,
R−6
∫
B2R\BR
u2 ≤ C
∫
B3R\BR/2
|∇∆u|2 + C
( ∫
B3R\BR/2
|u|p+1
) 2
p+1
.
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Therefore, we have that
max
(
R−4
∫
B2R\BR
|∇u|2, R−2
∫
B2R\BR
|∆u|2, R−6
∫
B2R\BR
u2
)
→ 0
as R→ +∞. On the other hand, testing (1.1) with an compact support function η2, we
get∫
Rn
|∇∆u|2η2−|u|p+1η2 = −
∫
Rn
∇∆u·∇∆η2·u+∇∆u∇u∆η2+∇∆u∇(2∇u∇η2).
By selecting η(x) = ξ( xR )
3m
, m > 1 and ξ ∈ C∞0 (B2) and ξ ≡ 1 in B1, and∑
k≤3 |∇ku| ≤ 1000, we get that∣∣∣ ∫
Rn
|∇∆u|2ξ( x
R
)6m − |u|p+1ξ( x
R
)6m
∣∣∣ ≤ C(R−4 ∫
B2R\BR
|∇u|2
+R−2
∫
B2R\BR
|∆u|2 +R−6
∫
B2R\BR
u2
)
.
Now letting R→ +∞, we obtain that∫
Rn
|∇∆u|2 − |u|p+1 = 0.
Combining with (6.5), we get the conclusions.
6.3 The proof of Theorem 1.2-(2): p > n+6
n−6
(supercritical case)
Lemma 6.3. There exists a constant C > 0 such that E(r, 0, u) ≤ C for all r > 3R0.
Proof. From the monotonicity formula, combine the derivative estimates (6.3), we
have the following estimates
E(r, 0, u) ≤Cr4 n+6n−6−n
( ∫
Br
|∇∆u|2 + |u|p+1
)
+
∑
j,k≤4,j+k≤5
r6
p+1
p−1−n−5+j+k
∫
∂Br
|∇ju||∇ku|
≤C.
This constant only depends on the constant in (6.3).
As a consequence, we have the following
Corollary 6.2. ∫
Bc
3R0
( 6p−1u(x) + |x|ur(x))2
|x|n+6−6 n+6n−6
dx < +∞. (6.6)
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As before, we define the blowing down sequence
uλ(x) = λ
6
p−1u(λx).
By Lemma 6.1, uλ are uniformly bounded in C7(Br(0)\B1/r(0)) for any fixed r > 1
and moreover, uλ is stable outside BR0/λ(0). There exists a function u∞ ∈ C6(Rn \
{0}), such that up to a subsequence of λ → +∞, uλ converges to u∞ in C6loc(Rn \
{0}), u∞ is stable solution of (1.1) in Rn \ {0}.
For any r > 1, by the above Corollary 6.6,∫
Br\B1/r
( 6p−1u
∞(x) + |x|u∞r (x))2
|x|n+6−6 n+6n−6
dx
= lim
λ→+∞
∫
Br\B1/r
( 6p−1u
λ(x) + |x|uλr (x))2
|x|n+6−6 n+6n−6
dx
= lim
λ→+∞
∫
Bλr\Bλ/r
( 6p−1u(x) + |x|ur(x))2
|x|n+6−6 n+6n−6
dx
= 0.
Hence, u∞ is homogeneous, and by Theorem 4.1, u∞ ≡ 0 if p < pc(n). Since this
hold for any limit of uλ as λ→ +∞, then we have
lim
|x|→+∞
|x| 6p−1 |u(x)| = 0.
Then as in the proof of Corollary 6.1, we have
lim
|x|→+∞
∑
k≤6
|x| 6p−1+k|∇ku(x)| = 0.
Therefore, for any ε > 0, take an R0 such that for |x| > R0, there holds∑
k≤6
|x| 6p−1+k|∇ku(x)| ≤ ε.
Then for any r ≫ R0, we have
E(r; 0, u) ≤ Cr6 p+1p−1−n
∫
BR(0)
(|∇∆u|2 + |u|p+1)
+ Cεr6
p+1
p−1−n
∫
Br(0)\BR(0)
|x|−6 p+1p−1 + Cεr6 p+1p−1+1−n
∫
∂Br(0)
|x|−6 p+1p−1
≤ C(R0)(r6
p+1
p−1−n + ε).
We obtain that limr→+∞E(r; 0, u) = 0 since 6 p+1p−1 − n < 0 and ε can be arbitrar-
ily small. On the other hand, since u is smooth we have limr→0E(r; 0, u) = 0, thus
E(r; 0, u) = 0 for all r > 0, thus by the monotonicity formula we get that u is homo-
geneous, and then by Theorem 4.1, we know that u ≡ 0.
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7 Proofs of Theorem 2.2
To further investigate the optimal condition to make the monotonicity formula hold,
we find that we have drop the term
∫
∂B1
λ(dv
λ
dλ )
2
. Recall that
vλ = ∆uλ = λ2
d2uλ
dλ2
+ (n− 1− 12
p− 1)λ
duλ
dλ
+
6
p− 1(
6
p− 1 − n+ 2)u
λ +∆θu
λ
:= λ2
d2uλ
dλ2
+ aλ
duλ
dλ
+ buλ +∆θu
λ.
By some integrate by part, we have that
∫
∂B1
λ(
dvλ
dλ
)2 =
∫
∂B1
(
λ5(
d3uλ
dλ3
)2 + (a2 − 2a− 2b− 4)λ3(d
2uλ
dλ2
)2
+ (−a2 + b2 + 2a+ 2b)λ(du
λ
dλ
)2
)
+
∫
∂B1
(
− 2λ3(∇θ d
2uλ
dλ2
)2 + (10− 2b)λ(∇θ du
λ
dλ
)2
)
+
∫
∂B1
λ(∆θ
duλ
dλ
)2
+
d
dλ
( ∫
∂B1
∑
0≤i,j≤2,i+j≤2
c1i,jλ
i+j d
iuλ
dλi
djuλ
dλj
+
∑
0≤s,t≤2,s+t≤2
c2s,tλ
s+t d
suλ
dλs
dtuλ
dλt
)
where cii,j , c2s,t determined by a, b hence by p, n. From Theorem 2.1 we derive that
dEc(λ, x, u)
dλ
=
∫
∂B1
3λ5
(d3uλ
dλ3
)2
+A1λ
3
(d2uλ
dλ2
)2
+A2λ
(duλ
dλ
)2
+
∫
∂B1
(
2λ3(∇θ d
2uλ
dλ2
)2 + (8α− 4β − 2b+ 4n− 18)λ(∇θ du
λ
dλ
)2
)
+
∫
∂B1
λ(∆θ
duλ
dλ
)2,
(7.1)
where
A1 : = 10δ1 − 2δ2 − 56 + a2 − 2a− 2b− 4
A2 : = −18δ1 + 6δ2 − 4δ3 + 2δ4 + 72− a2 + b2 + 2a+ 2b,
(7.2)
Let k := 6p−1 , a direct calculation we have that
A1 = −10k2 + (−60 + 10n)k − n2 + 24n− 83,
A2 = 3k
4 + (36− 6n)k3 + (3n2 − 48n+ 150)k2
+ (12n2 − 114n+ 252)k + 9n2 − 72n+ 135,
and
B1 := 8α− 4β − 2b+ 4n− 18 = −6k2 + (−36 + 6n)k + 12n− 42.
Notice that our supercritical condition p > n+6n−6 is equivalent to 0 < k <
n−6
2 .
Firstly, we have the following lemma which yields the sign of A2 and B1.
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Lemma 7.1. If p > n+6n−6 , then A2 > 0 and B1 > 0.
Proof. From (7.2), we derive that
A2 = 3(k + 1)(k + 3)(k − (n− 5))(k − (n− 3)), (7.3)
and the roots of B1 = 0 are
1
2
n− 3− 1
2
√
n2 − 4n+ 8, 1
2
n− 3 + 1
2
√
n2 − 4n+ 8
Recall that p > n+6n−6 is equivalent to 0 < k <
n−6
2 , we get the conclusion.
To show monotonicity formula, we proceed it to prove the following inequality
3λ5(
d3uλ
dλ3
)2 +A1λ
3
(d2uλ
dλ2
)2
+A2λ(
duλ
dλ
)2 (7.4)
≥ ǫλ(du
λ
dλ
)2 +
d
dλ
( ∑
0≤i,j≤2
ci,jλ
i+j d
iuλ
dλi
djuλ
dλj
)
. (7.5)
To deal with the rest of the dimensions, we employ the second idea: we find nonnega-
tive constants d1, d2 and constants c1, c2 such that we have the following Jordan form
decomposition:
3λ5(f ′′′)2 +A1λ3(f ′′)2 +A2λ(f ′)2 = 3λ(λ2f ′′′ + c1λf ′′)2 + d1λ(λf ′′ + c2f ′)2
+ d2λ(f
′)2 +
d
dλ
(
∑
i,j
ei,jλ
i+jf (i)f (j)),
(7.6)
where the unknown constants are to be determined.
Lemma 7.2. Let p > n+6n−6 and A1 satisfy
A1 + 12 > 0, (7.7)
then there exist nonnegative numbers d1, d2, and real numbers c1, c2, ei,j such that the
differential inequality (7.6) holds.
Proof. Since
4λ4f ′′′f ′′ =
d
dλ
(2λ4(f ′′)2)− 8λ3(f ′′)2
and
2λ2f ′′f ′ =
d
dλ
(λ2(f ′)2)− 2λ(f ′)2,
by comparing the coefficients of λ3(f ′′)2 and λ(f ′)2, we have that
d1 = A1 − 3c21 + 12c1, d2 = A2 − (c22 − 2c2)(A1 − 3c21 + 12c1).
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In particular,
max
c1
d1(c1) = A1 + 12 and the critical point is c1 = 2.
Since A2 > 0, we select that c1 = 2, c2 = 0. Hence, in this case, by a direct calculation
we see that d1 = A1 + 12 > 0. Then we get the conclusion.
We conclude from Lemma 7.2 that if A1 + 12 > 0 then (7.4) holds. This implies
that when 7 ≤ n ≤ 20, p > n+6n−6 or n ≥ 21 and
n+ 6
n− 6 < p <
5n+ 30−√15n2 − 60n+ 190
5n− 30−√15n2 − 60n+ 190 (7.8)
then (7.4) holds.
Combine idea from the above with the the following idea, we can get better con-
dition to make the monotonicity formula holds. We start from the differential identity
(7.6). Recall that the derivative term is a ’good’ term since it can be absorbed in the
term Ec(λ, x, u).
We make use of two ideas to prove (7.4). The second idea is straightforward. We
use the positivity of termsA2λ(dudλ)
2 and 3λ5(d
3u
dλ3 )
2 to bound the term A1(d
2u
dλ2 )
2
. Note
3λ(λ2f ′′′ + 2λf ′′)2 +A2λ(f ′)2 ≥ −2
√
3A2(λ
3f ′′′f ′ + 2λ2f ′′f ′)
= 2
√
3A2
(
λ3(f ′′)2 − λ(f ′)2)
)
+ 2
√
3A2
d
dλ
(
λ3f ′′f ′ − 1
2
λ2(f ′)2
)
.
We observe that We divide the term A2λ(f ′)2 into two parts, θA2(f ′)2 and (1 −
θ)λ(f ′)2, and then, find the optimal parameter θ. Following this idea, we have
3λ(λ2f ′′′ + 2λf ′′)2 + (A1 + 12)λ3(f ′′)2 +A2λ(f ′)2
≥ (A1 + 12 + 2
√
3αA2)λ
3(f ′′)2 +
(
(1− α)A2 − 2
√
3αA2
)
λ(f ′)2
+ 2
√
3αA2
d
dλ
(
λ3f ′′f ′ − 1
2
λ2(f ′)2
)
,
(7.9)
hence, we have the desired monotonicity formula once the following two inequalities
hold:
A1 + 12 + 2
√
3αA2 ≥ 0, (1− α)A2 − 2
√
3αA2 > 0. (7.10)
The second inequality of (7.10) gives the range of α, that is
12α
(α− 1)2 < min0≤k≤ n−6
2
A2. (7.11)
Obviously, the first inequality of (7.10) holds if A1+12 ≥ 0. So we just need to check
the following inequality:
A1 + 12 > −
√
12αA2 where
8α
(α− 1)2 < min0≤k≤ n−6
2
A2. (7.12)
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We discuss the remaining dimensions as follows:
When n = 21,
min
0≤k≤ n−6
2
|n=14
A2 = A2(k = 0) = 2592,
thus from (7.11) we get that α ≤ 0.9342, then (A1 + 12)2 − 12α |α=0.9342 A2 < 0 if
−0.5941782055 < k < 4.483334837. On the other hand, A1 + 12 < 0 implies that
0 < k < 0.05352432355. Hence, (7.12) holds.
The case of 21 ≤ n ≤ 30 can be dealt with similarly. We omit the details here.
Let
pm(n) :=
{
+∞ if n ≤ 30,
5n+30−√15n2−60n+190
5n−30−√15n2−60n+190 if n ≥ 31.
Combining all the lemmas of this section, we obtain the following theorem.
Theorem 7.1. For n+6n−6 < p < pm(n), then there exists a C(n, p) > 0 such that
d
dλ
Ec(λ, x, u) ≥ C(n, p)
∫
∂B1
λ(
duλ
dλ
)2.
Proof of Theorem 2.2. Let d(n) be defined at (1.6)(See also the appendix). By Lemma
8.3 of the appendix, we know that d(n) <
√
n for n ≥ 15. Hence, we have the
following inequalities
n− 8
2
− d(n) > n− 8
2
−√n (7.13)
and
n− 8
2
−√n ≥ 1
2
n− 3− 1
10
√
15n2 − 60n+ 190 for n ≥ 14. (7.14)
Hence we derive that when n ≥ 15
n+ 4− 2d(n)
n− 8− 2d(n) <
5n+ 30−√15n2 − 60n+ 190
5n− 30−√15n2 − 60n+ 190 .
Therefore, pc(n) < pm(n). Theorem 2.2 is thus proved. ✷
8 Appendix: Proof of Lemma 4.1
In this appendix, we prove the technical lemma 4.1.
Recall the definition of c0, c1 and c2 in (4.6). Let
k :=
n− 8
2
+ a.
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Then c0 can be rewritten in terms of a:
c0 =− a6 + (8 + 3
4
n2)a4 − (16 + 3
16
n4)a2
+
3
16
n5 − 15
16
n4 − 3
2
n3 +
33
4
n2 + 3n− 9.
Further, we let t := a2, we get a three-order algebraic equation as following:
c0 =− t3 + (8 + 3
4
n2)t2 − (16 + 3
16
n4)t
+
3
16
n5 − 15
16
n4 − 3
2
n3 +
33
4
n2 + 3n− 9.
(8.1)
By the two crucial transformation above, we reduce a six-order algebraic equation to
a third order algebraic equation. Now we can get the explicit solution of the above
equation (8.1) which has two imaginary roots and one real root. We denote the real
root as d(n). Let
d1(n) := −94976 + 20736n+ 103104n2− 10368n3 + 1296n5 − 3024n4 − 108n6,
d2(n) : = 6131712− 16644096n2+ 6915840n4− 690432n6− 3039232n
+ 4818944n3− 1936384n5+ 251136n7− 30864n8 − 4320n9
+ 1800n10 − 216n11 + 9n12
and
d0(n) := −(d1(n) + 36
√
d2(n))
1/3. (8.2)
Notice that
d2(n) :=(9n
8 − 216n7 + 1872n6 − 6048n5 − 16032n4 + 206208n3
− 848640n2 − 189952n+ 383232)(n− 2)2(n+ 2)2 > 0 if n ≥ 12,
hence
√
d2(n) is well defined whenever n ≥ 12. Define
d(n) :=
1
6
(
9n2 + 96− 1536 + 1152n
2
d0(n)
− 3
2
d0(n)
)1/2
. (8.3)
By the proof of Lemma 8.3 below, we will see that d(n) is well-defined, i.e., 9n2+96 >
1536+1152n2
d0(n)
+ 32d0(n).
Let r1, r2 denote the two real roots of c0 which can be computed as
r1 :=
n− 8
2
− d(n), r2 := n− 8
2
+ d(n). (8.4)
Therefore, we see that c0 > 0 whenever r1 < k < r2. Since the roots r1 and r2 depend
on d0(n), we must have a fine estimate on d0(n).
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Lemma 8.1. The d0(n) has the following properties:
(1)
d0(n) :=
256(3n2 + 4)
(36
√
d2(n)− d1(n))1/3
. (8.5)
(2) For n ≥ 15, then
d
dn
d0(n) < 0, 128 < d0(n) < 187.
Proof. The proof of (1) comes from the following identity which can be checked di-
rectly:
d21(n)− 362d22(n) = 2563(3n2 + 4)3. (8.6)
Now we start to prove the conclusion (2) of the Lemma. From (8.6) we see that
d0(n) > 0. Thus we only need to show that ddnd
3
0(n) < 0. In fact,
d
dn
d30(n) = −
d
dn
d1(n)−
18 ddnd2(n)√
d2(n)
, (8.7)
since
− d
dn
d1(n) = 648n
5−6480n4+12096n3+31104n2−206208n−20736> 0 if n ≥ 8,
and furthermore(
− d
dn
d1(n)
)2
· d2(n)− 182
( d
dn
d2(n)
)2
=− 293534171136n15+ 4109478395904n14− 9001714581504n13
− 168292924784640n12+ 1233104438034432n11− 3119550711201792n10
− 6748415824232448n9+ 21348066225291264n8− 1783991975804928n7
+ 9835612546793472n6+ 34945090870837248n5− 114643053771227136n4
+ 19014404334944256n3− 110880250103070720n2− 14427791579676672n
− 356241767399424
=− 10871635968(3n3− 18n2 + 84n+ 8))(n4 − 8n3 − 40n2 + 480n+ 16)
· (n− 2)2(n+ 2)2(3n2 + 4)2 < 0 if n ≥ 3.
Thus, combining the above two equations, we get that
− d
dn
d1(n) ·
√
d2(n) < 18
d
dn
d2(n).
Hence, if we combine this with (8.7), we have that
d
dn
d30(n) = −
d
dn
d1(n)−
18 ddnd2(n)√
d2(n)
< 0.
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Therefore, ddnd0(n) < 0 for n ≥ 15. Notice that d0(n) |n=15≃ 186.0929 < 187 and a
straightforward calculation shows that
lim
n→+∞
d0(n) = 128.
By the monotonicity of d0(n) for n ≥ 15, we derive that d0(n) ∈ (128, 187) for
n ≥ 15.
By straightforward calculation we have the following asymptotic properties.
Lemma 8.2.
lim
n→+∞
d(n)√
n
= 1, lim
n→+∞
(d(n)−√n) = 0,
lim
n→+∞
√
n(d(n) −√n) = −1
2
.
By Lemma 8.2 above, we known that d(n) behaves as
√
n − 12 1√n if n large. Al-
though limn→+∞ d(n)√n = 1, the limit behavior gives no information on the size relation
between d(n) and
√
n. Therefore, we need the following more delicate analysis.
Lemma 8.3. When n ≥ 15, we have
d(n) <
√
n.
Proof. We prove the following inequality: For n ≥ 15,
9n2 − 36n+ 96 < 1536 + 1152n
2
d0(n)
+
3
2
d0(n) < 9n
2 + 96. (8.8)
The second inequality of (8.8) is equivalent to the following
x2 − (6n2 + 64)x+ 768n2 + 1024 < 0. (8.9)
Here x ∈ (128, 187) since d0(n) ∈ (128, 187). Next, we show that (8.9) holds. The
roots of the equation corresponding to the above inequality are
x1(n) = 3n
2 + 32− 3n
√
n2 − 64, x2(n) = 3n2 + 32 + 3n
√
n2 − 64.
For n ≥ 15, we have that x2(n) ≥ x2(15) ≥ 1276 > d0(n). Next we will show that
d0(n) > x1(n), which implies that (8.9) holds, hence the second inequality of (8.8)
holds. Since n2 − 64 > (n− 3)2 for n ≥ 15, we have that
0 < x1(n) =3n
2 + 32− 3n
√
n2 − 64 = 768n
2 + 1024
3n2 + 32 + 3n
√
n2 − 64
<
768n2 + 1024
3n2 + 32 + 3n(n− 3) =
768n2 + 1024
6n2 − 9n+ 32 .
To compare x1(n) with d0(n), let us compare x31(n) with d30(n). First, we know that
45
− d1(n)(6n2 − 9n+ 32)3 − (768n2 + 1024)3
= 23328n12 − 384912n11 + 2443608n10− 8266860n9− 276048n8+ 76177584n7
− 915397632n6+ 1095581376n5− 4004833536n4+ 1592960256n3
− 2731991040n2− 3305373696n+ 2038431744> 0 if n ≥ 10.
(8.10)
It follows that
(
− d1(n)(6n2 − 9n+ 32)3 − (768n2 + 1024)3
)2
− 362d2(n)(6n2 − 9n+ 32)6
= 1358954496
(
116640n17− 606528n16 + 1195560n15+ 16771860n14
− 104564844n13+ 682366923n12− 1464330096n11+ 5142941100n10
− 6506609472n9+ 15562840464n8− 11332244736n7+ 21360207936n6
− 5590593536n5+ 10574331904n4+ 4294279168n3− 2878341120n2
+ 3791650816n− 3221225472
)
= 1358954496(4320n11− 22464n10 + 27000n9 + 711036n8 − 4003812n7
+ 22548513n6− 38373440n5+ 96546304n4− 66202112n3+ 68272128n2
+ 59244544n− 50331648))(3n2+ 4)3 > 0 if n ≥ 1.
(8.11)
Then combining with (8.10) and (8.11), we get that
−d1(n)(6n2 − 9n+ 32)3 − (768n2 + 1024)3 > 36
√
d2(n)(6n
2 − 9n+ 32)3.
Hence,
− d1(n)− 36
√
d2(n) >
(768n2 + 1024)3
(6n2 − 9n+ 32)3 ,
that is d30(n) > x31(n), which yields that d0(n) > x1(n). Combining with d0(n) <
x2(n) when n ≥ 15, we obtain that (8.9). Hence, we get the second inequality of (8.8).
A similar technique can be applied to the first inequality of (8.8), which is equiva-
lent to the following inequality:
x2 − (6n2 − 24n+ 64)x+ 768n2 + 1024 > 0, (8.12)
where x ∈ (128, 187) since d0(n) ∈ (128, 187). The roots of the equation correspond-
ing to the above inequality are
r1(n) = 3n
2 − 12n+ 32−
√
9n4 − 72n3 − 432n2 − 768n;
r2(n) = 3n
2 − 12n+ 32 +
√
9n4 − 72n3 − 432n2 − 768n.
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Notice that 9n4 − 72n3 − 432n2 − 768n > 0 if n ≥ 13. We next shows that d0(n) <
r1(n) < r2(n), hence we get (8.12). For r1(n), notice that
9n4 − 72n3 − 432n2 − 768n < 9n4 − 72n3 − 432n2 + 2304n+ 9216
= (3n2 − 12n− 96)2,
it follows that
r1(n) =
768n2 + 1024
3n2 − 12n+ 32 +√9n4 − 72n3 − 432n2 − 768n
>
768n2 + 1024
3n2 − 12n+ 32 + 3n2 − 12n− 96 =
384n2 + 512
3n2 − 12n− 32 := r10(n).
Notice that 3n2 − 12n− 32 = 3(n+ 4)(n− 8) > 0 if n ≥ 9.
Firstly we observe that
− d1(n)(3n2 − 12n− 32)3 − (384n2 + 512)3
= 2916n12 − 69984n11 + 548208n10 − 699840n9− 12052800n8+ 54991872n7
− 7831296n6− 691006464n5− 299151360n4+ 4048994304n3+ 3403284480n2
− 2821718016n− 3246391296> 0 if n ≥ 11,
(8.13)
and that(
− d1(n)(3n2 − 12n− 32)3 − (384n2 + 512)3
)2
− 362d2(n)(3n2 − 12n− 32)6
= 5435817984
(
− 729n16 + 14580n15 − 36936n14 − 631152n13 + 3184272n12
+ 6849792n11− 15453504n10− 49876992n9− 32256000n8− 28111872n7
+ 268692480n6+ 613150720n5+ 898416640n4+ 1187315712n3+ 983040000n2
+ 616562688n+ 369098752
)
= −5435817984(27n10− 540n9 + 1260n8 + 25536n7 − 123120n6− 352960n5
+ 1058048n4+ 3124224n3− 2383872n2 − 9633792n− 5767168)(3n2 + 4)3
< 0 if n ≥ 14.
(8.14)
Combining with (8.13) and (8.14), we have that
−d1(n)(3n2 − 12n− 32)3 − (384n2 + 512)3 < 36
√
d2(n)(3n
2 − 12n− 32)3,
hence
−d1(n)− 36
√
d2(n) <
(384n2 + 512)3
(3n2 − 12n− 32)3 ,
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that is, d30(n) < r310(n), thus d0(n) < r10(n) < r1(n) < r2(n). Therefore, (8.12)
holds. This is, the first inequality of (8.8) holds.
Summing up, recall that (8.3), d(n) is well defined and in particular, d(n) < √n
for n ≥ 15. These are direct consequences of (8.8).
Next, we will show that, under the case n+6n−6 < p < pc(n), we have c0 >
0, c1 > 0, c2 > 0 simultaneously. Notice that n+6n−6 < p < pc(n) equivalent to
min{0, r1(n)} < k < n−62 . And r1(n) is exactly the root of c0 = 0, hence c0 > 0
directly. The condition min{0, r1(n)} < k < n−62 is not very applicable, in view of
the estimates in Lemma 8.3 and Lemma 8.2 above, we can evaluate c1, c1 under the
interval n−82 −
√
n < k < n−82 +
√
n. In the two lemmas below, we will follow this
idea.
Lemma 8.4. Under the condition n−82 −
√
n < k < n−82 +
√
n, for n ≥ 36, we have
c1 > 0.
Proof. Combining with (4.6), we have
c1 = 3k
5 + (54− 6n)k4 + (3n2 − 84n+ 372)k3 + (30n2 − 408n+ 1224)k2
+ (
159
2
n2 − 810n+ 1917− 3
16
n4 +
3
2
n3)k + 48n2 − 480n+ 1152.
Set k = n−82 + a(n)
√
n, where −1 ≤ a(n) ≤ 1. For the simplicity, we denote a(n)
by a. Thus,
c1 = 12 + (
9
8
− 3
4
a2)n4 + (−3
2
a3 +
3
2
a)n
7
2 + (−39
4
+
3
2
a4 + 3a2)n3
+ (3a5 − 3
2
a)n
5
2 + (−6a4 + 6a2 + 3)n2 + (−12a3 − 18a)n 32
+ (24a2 +
141
2
)n− 3an 12 .
For the case 0 ≤ a ≤ 1, since 3a5 − 32a ≥ − 310 54 , we get from the above identity that
c1 ≥ 12 + 3
8
n4 − 39
4
n3 − 3
10
5
4
n
5
2 − 3n2 − 30n 32 + 141
2
n− 3n 12
=
3
8
t8 − 39
4
t6 − 3
10
5
4
− 3t4 − 30t3 + 141
2
t2 − 3t+ 12 (n = t2)
≥ 0 if n = t2 ≥ 26.8(t ≥ 5.168).
For the case −1 ≤ a ≤ 0, since 32 (a− a3) ≥ −
√
3
3 , we have
c1 ≥ 12 + 3
8
n4 −
√
3
3
n
7
2 − 39
4
n3 − 3
2
n
5
2 − 3n2 − 30n 32 + 141
2
n
=
3
8
t8 −
√
3
3
t7 − 39
4
t6 − 3
2
t5 − 3t4 − 30t3 + 141
2
+ 12
≥ 0 if n = t2 ≥ 35.98(t ≥ 5.999).
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Lemma 8.5. Under the condition n−82 −
√
n < k < n−82 +
√
n, for n ≥ 12, we have
c2 > 0.
Proof. We set k = n−82 +a(n)
√
n, hence by the assumption we have−1 ≤ a(n) ≤ 1.
For simplicity, we denote a for a(n). From (4.6), we have
c2 := −3k2 + (−36 + 3n)k2 + (−135 + 27n− 3
4
n2)k + 36n− 192. (8.15)
Plugging k = n−82 + a
√
n in the above expression we get that
c2 = −36 + (9
2
− 3
2
a2)n2 + (−3a3 + 3a)n 32 − 39
2
n+ 9an
1
2 .
If 0 ≤ a ≤ 1, we have
c2 ≥ −36 + 3n2 − 3n 32 − 39
2
n
= 3t4 − 3t3 − 39
2
t2 − 36 (n = t2)
≥ 0 if n = t2 ≥ 10.9025(t ≥ 3.3019).
If −1 ≤ a ≤ 0, we have
c2a ≥ −36 + 3n2 − 3n 32 − 39
2
n− 9n 12
= 3t4 − 3t3 − 39
2
t2 − 9t− 36 (n = t2)
≥ 0 if n = t2 ≥ 11.8259(t ≥ 3.4388).
(8.16)
Next, we state a lemma via the numerical analysis of the above arguments.
Lemma 8.6. Consider the supercritical case p > n+6n−6 , i.e., 0 < k <
n−6
2 . We have
the following facts.
(1) If 0 < k < n−62 and n ≤ 14, then c0, c1, c2 > 0;
(2) If 15 ≤ n ≤ 50 and r1 < k < n−62 , then c0, c1, c2 > 0.
Notice that k > min{r1 := n−82 −d(n), 0} is equivalent to p < pc(n). Combining
Lemmas 8.4-8.6 we obtain the proof of Lemma 4.1.
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