Our purpose is to bring to the attention of the optical community our recent work on the numerical evaluation of zero-order Hankel transforms; such techniques have direct application in optical diffraction theory and in optical beam propagation. The two algorithms we discuss (Filon-Simpson and Filon-trapezoidal) are reasonably fast and very accurate; furthermore, the errors incurred are essentially independent of the magnitude of the independent variable. Both algorithms are then compared with the recent (fast-Fourier-transform-based Hankel transform algorithm developed by Magni, Cerullo, and Silvestri (MCS algorithm) [J. Opt. Soc. Am. A 9, 2031 (1992)] and are shown to be superior. The basic assumption of these algorithms is that the term in the integrand multiplying the Bessel function is relatively smooth compared with the oscillations of the Bessel function. This condition is violated when the inverse Hankel transform has to be computed, and the Filon scheme requires a very large number of quadrature points to achieve even moderate accuracy. To overcome this deficiency, we employ the sampling expansion (Whittaker's cardinal function) to evaluate numerically the inverse Hankel transform.
INTRODUCTION
Zero-order Hankel transforms are of common occurrence in diffraction optics and in beam propagation. Only rarely can the integrations be carried out analytically; numerical approaches are generally required. A survey of some of the older numerical algorithms for evaluating the zero-order Hankel transform are outlined in Ref. 1 . The popularization of the fast Fourier transform (FFT) in the late 1960's spawned the obvious idea of using it to numerically evaluate finite-range Fourier integrals. 2, 3 As pointed out in Ref. 1 , using the FFT in such a fashion leads only to a rectangular-rule quadrature scheme (not even a trapezoidal quadrature scheme). Nevertheless, the FFT has served a very valuable purpose provided that one does not require much accuracy. Siegman 4 was evidently the first to apply FFT concepts to the evaluation of zero-order Hankel transforms. By using an exponential transform of the dependent and independent variables, he cast the Hankel transform into a one-dimensional crosscorrelation integral, which is then evaluated by use of the FFT. Following this work, some investigators [5] [6] [7] [8] developed other algorithms for evaluating the zero-order Hankel transform. Murphy and Gallagher 5 provide a valuable survey of such studies, in addition to their own algorithm. Very recently Magni et al. 9 have produced yet another FFT-type of algorithm, which we will comment on in Section 4. A different problem arises in diffraction by fractal objects, such as the random Sierpinski carpet. 10 Here, because of the self-replicating issues, reasonably high numerical accuracy [error ϳO (10 Ϫ6 )] is required. The purpose of this paper is to bring to the attention of the optics community two recent numerical algorithms, based on Filon quadrature philosophy, for evaluating zero-order Hankel transforms. 11, 12 Both algorithms are reasonably fast and very accurate; they are outlined in Section 2. See also Ref. 13 for the first-order Hankel transform.
In actual practice, we do not evaluate the infinite-range Hankel transform H͑r ͒ ϭ ͵ 0 ϱ h͑ p ͒J 0 ͑ rp͒pdp.
(1.1)
We replace the infinite limit by a finite limit,
as we can always find a value b that approximates infinity for a particular h( p); here a у 0. (1.3) in that exp(ixp) is periodic and translationally invariant on the real line, whereas J 0 (rp) is an almost periodic, decaying function. Nevertheless, Filon's approach can be carried through, as we will show. We wish to stress that this paper is a methodology paper, and we hope that it will be of use to others in optics. Some direct optical applications will be discussed in separate publications.
FILON-SIMPSON AND FILON-TRAPEZOIDAL HANKEL TRANSFORM ALGORITHMS
Although we must refer to Refs. 11 and 12 for the full details of both algorithms, we briefly sketch the essentials of them here.
The first algorithm is the Filon-Simpson. 11 The function h( p) is assumed to be approximated by a quadratic over the quadrature points p 2kϩ2 , p 2kϩ1 , and p 2k (which are a subset of the integration interval ͓a, b͔, 
which is effectively a double panel of three quadrature points: p 2kϩ2 , p 2kϩ1 , and p 2k , where 
We can show that [where h( p 2kϩ2 ) ϭ h 2kϩ2 , etc.]
where
The functions $ 0 (x) and $ 1 (x 1 , x 2 ) are defined by
The evaluation of these integrals is discussed in Appendix A of Ref. 11. Equation (2.6) is the basic expression for the Filon-Simpson Hankel algorithm. As with Filon's original approach to Fourier integrals, the error incurred in Eq. (2.6) is proportional to the derivatives of h( p) itself rather than to the whole integrand, and hence the errors are relatively independent of r.
In some situations, we do not require such great accuracy for the Hankel transforms but need to maintain a given accuracy, more or less uniformly, independent of the magnitude of r. In Ref. 12, a second algorithm, termed the Filon trapezoidal, was developed to answer this need. We now sketch the algorithm and refer to Ref. 12 for details. Consider two points p k and p kϩ1 , which are a subset of ͓a, b͔. Now h( p) is approximated as a straight line between p k and p kϩ1 :
where 12) and integrate by parts, using Eq. (2.4). Consequently,
Now consider the integral
where $ 0 is given by Eq. (2.8). To evaluate over ͓a, b͔, we again let b ϭ a ϩ N␦ so that
(2.14)
Note that this expression does not contain $ 1 (x 1 , x 2 ); this is both a blessing and a curse. It is a blessing because its absence in Eq. (2.14) speeds up the computation;it is a curse because accuracy is lost. As with the Filon-Simpson algorithm, the error incurred in Eq. (2.14) is proportional to the derivatives of h( p) itself rather than to the whole integrand; hence the errors are relatively independent of r. Both Eqs. (2.6) and (2.14) are valid for r Ͼ 0. For r ϭ 0,
which can be evaluated separately by standard quadrature schemes.
We should re-emphasize that the Filon-trapezoidal algorithm is not meant to be a direct competitor of the Filon-Simpson algorithm with respect to accuracy. Rather its main use is to maintain a given, but moderate, accuracy more or less uniformly independent of the magnitude of r, where speed of execution is of importance.
A reviewer has raised the question as to the usefulness of Gauss quadrature (see Ref. 1 and references therein) for the evaluation of these oscillatory integrals. When r is not too large (say, r Ͻ 8), the Bessel function has not oscillated appreciably and Gauss quadrature is effective because the entire integrand of Eq. (1.2) can be approximated as a polynomial of fairly high degree. Gauss quadrature using N points is exact for polynomial integrands of degree (2N Ϫ 1). However, when r becomes large, the Bessel function oscillates appreciably and the integrand is poorly approximated as a polynomial. Consequently, Gauss quadrature is not very effective when r is large (but then none of the standard quadrature schemes are).
NUMERICAL EXAMPLES
As illustrative examples that possess exact solutions, let us consider one from optical diffraction theory and one from beam-propagation theory.
The pair
arises in optical diffraction theory, 16 where h( p) is the optical transfer function of an aberration-free optical system with a circular aperture and H(r) is the corresponding point-spread function.
Calculations with the Filon-Simpson algorithm were carried out for N ϭ 100 and N ϭ 200 with r ϭ 1(1)100. The maximum and minimum errors over this range are max error ϭ 5.485 ϫ 10 Ϫ7 ͑ at r ϭ 2 ͒, min error ϭ Ϫ1.227 ϫ 10 Ϫ8 ͑ at r ϭ 64͒
for N ϭ 100, and max error ϭ 9.554 ϫ 10 Ϫ8 ͑ at r ϭ 2 ͒ min error ϭ Ϫ2.092 ϫ 10 Ϫ9 ͑ at r ϭ 76͒
for N ϭ 200. In addition, we calculated the average value of the absolute error,
over a block of 10 values (i.e., M ϭ 1, 10, 20, ...). The results are summarized in Table 1 . Two points to make about the table are that (1) there is essentially an order of magnitude difference in the averaged error between N ϭ 100 and N ϭ 200 and (2) the averaged error is reasonably constant irrespective of r. In both cases, the largest errors occur when r is reasonably small. Now consider the corresponding Filon-trapezoidal scheme, but now it is for N ϭ 100, 200, and 300 again for r ϭ 1(1)100. The maximum and the minimum errors are
for N ϭ 300. As with the Filon-Simpson algorithm, the maximum error is relatively small. We also carried out computations of the averaged absolute error, and they seem to behave somewhat like those in Table 1 . Unlike the Filon-Simpson algorithm, increasing the number of quadrature points does not decrease the error significantly. After all, the local curvature of h( p) has been neglected, and we cannot expect to gain accuracy without this vital information, irrespective of the number of quadrature points. As our second numerical example, consider
Here is real and positive. Note that h( p) is bell shaped about p ϭ 0 and tends to mimic a Gaussian; in fact,
The corresponding expression for H(r) is 17 H͑r ͒ ϭ 2
As a representative value, we choose to illustrate the computations for ϭ 3/2. As with the other numerical example, the largest error is for small r. Tables 2 and 3 show the averaged absolute errors for the respective algorithms; they need no detailed comment. Other values of exhibited roughly the same behavior. In these two numerical examples, we indulged in overkill by using N ϭ 100 and 200 when in fact we could have employed N ϭ 25 to secure reasonable accuracy [i.e., errors of O(10 Ϫ4 ) to O(10 Ϫ5 )] with the resulting speedup of computations, especially for beam propagation. Some aspects of beam propagation using both Gaussian beams and superGaussian beams will be discussed in a separate publication that is in preparation.
COMPARISON OF FILON-SIMPSON AND FILON-TRAPEZOIDAL ALGORITHMS WITH THE MAGNI-CERULLO-SILVESTRI ALGORITHM
As noted in Section 1, Magni, Cerullo, and Silvestri (MCS) 9 have recently developed a FFT-based zero-order Hankel transform, which we will term the MCS algorithm. They compared their algorithm with that of Siegman 4 for the function (in our notation) On the basis of numerical evidence they conclude that their algorithm is superior to that of Siegman (also an FFT-based algorithm) in accuracy; this is a conclusion with which we concur. Now for the comparison of our algorithms with theirs. Our independent variable r is related to their independent variable y by r ϭ ͑ 2N f ͒y, (4.3) where N f is the Fresnel number. Although 0 р y Ͻ ϱ, they confine their attention to 0 р y р 1 and N f ϭ 10, 200. Thus the maximum values that they encounter are r ϭ 20 (ϳ62.83), and r ϭ 400 (ϳ1256.6). From our viewpoint, the MCS algorithm does not perform particularly well, either in accuracy or in speed of execution (measured in function evaluations), compared with our algorithms. The function h( p) ϭ p 2 is quadratic in p and thus should yield an exact solution (irrespective of the magnitude of r) by virtue of satisfying Eq. (2.1) if we employ the Filon-Simpson quadrature. The only error induced in the Filon-Simpson algorithm is in the numerical evaluation of $ 0 and $ 1 . It is not our intention to produce a large amount of numerics for the comparison; suffice it to say that where r ϭ 25, the error is only 9.94 ϫ 10 Ϫ8 for N ϭ 60 and 2.00 ϫ 10 Ϫ8 for N ϭ 100. In fact, the errors are O (10 Ϫ8 ) for all values of r that we calculated. Even at the maximum of the r values (i.e., r ϭ 400), the error is 1 ϫ 10
Ϫ10
. It would be of some interest to see how the MCS algorithm performs on functions such as in Eq. (3.1).
Now for the Filon-trapezoidal algorithm. Clearly, we cannot expect such accuracy, but in calculations that we need not reproduce, we easily achieved errors of O (10 Ϫ6 ) for N ϭ 100; the details are omitted.
An integrand similar to Eq. (4.1) appears in the diffraction theory of random Sierpinski carpets, 10 namely,
where ⌬ is related to the fractal nature of the carpet and is generally not an integer. This integrand is now under investigation.
INVERSION ISSUES
In many problems, especially beam propagation, it is necessary to calculate h( p), given H(r),
Now because h( p) is relatively smooth with respect to the Bessel-function oscillations (basic assumption of the two algorithms discussed in Section 2), then H(r) is generally an oscillating function of diminishing magnitude as r is made to increase. We consider two different approaches to evaluating Eq. (5.1).
In the first approach, a ''brute force'' one, we directly attack Eq. (5.1). The upper limit of infinity can be replaced by a finite limit, call it b , which depends on the particular H(r) in question. Since H(r) is an oscillating function, then a very large number of quadrature points are needed to evaluate h( p) to even moderate accuracy. To show how serious the situation can be, consider the functions given in Eqs. (3.4) and (3.6) with ϭ 3/2. After some initial numerical experimentation, we found that b ϭ 120 was sufficient for our particular example. The results of evaluating h( p), given H(r), are best presented in the form of graphs rather than in tables. Figures 1-3 show the inversion (by use of Filon-Simpson) for Nϭ 200, 400, and 800 quadrature points (solid curves) and the exact function (dashed curves). Note that N ϭ 200 is virtually useless; even N ϭ 800 still shows a noticeable discrepancy! Given these depressing computational efforts, we turn to the second (and preferable) approach. The fact that h( p) ϵ 0 for p Ͼ b allows us to employ the sampled Fourier-Bessel expansion 18 :
for 0 р p р b. Here the ␣ n are the positive zeros of J 0 , i.e.,
The ␣ n are easily calculated from the asymptotic series, 19, 20 provided that n у 3. The first three ␣ n are not accurately calculated from the asymptotic series, but accurate values of ␣ 1 , ␣ 2 , and ␣ 3 are available in We again employ Eqs. (3.4) and (3.6) for numerical calculations, using the sampling expansion. Numerical results are shown in Table 4 for N ϭ 50 and 30 along with the absolute error and are self-explanatory. Needless to say that the sampling expansion approach is superior to the direct quadrature approach when the integrand is oscillating as rapidly as the Bessel function.
We must realize that there is a hidden assumption in using the sampling expansion, namely, that b is known exactly. If b is not known exactly, then numerical errors are going to occur. This situation is bound to happen in beam propagation because H(r) is numerically evaluated, and it is very hard to determine b exactly. To this end, we now see what happens when b is somewhat smaller or larger than the exact numerical value. Table 5 contains the numerical results when b is greater than the exact value (i.e., b ϭ 1.1); however, the absolute errors are still small. When b is smaller than the exact value (i.e., b ϭ 0.9), the numerical results in Table 6 are decidedly in error as p approaches unity. When p is small, the error is small; but for p Ͼ 0.85, the absolute errors increase very rapidly and the resultant answers are virtually useless.
Our conclusion based on this (and other examples) is that the approximate b must be larger than the exact b for useful numerical results. If the approximate b is smaller than the exact b, then the sampling expansion inversion of the Hankel transform leads to very large errors.
SUMMARY
In view of the density of equations, it seems desirable to summarize our findings. First, we gave an overview of the algorithms for the numerical evaluation of zero-order Hankel transforms (work previously derived elsewhere), using Filon quadrature philosophy. In this approach, the integrand is separated into the product of the function being integrated and the Bessel-function kernel. The basic assumption is that the function being integrated is slowly varying compared with the Bessel-function oscillations. Two versions of the algorithm are discussed: FilonSimpson and Filon-trapezoidal. The former is much more accurate than the latter.
The error incurred in both versions of the algorithm depends mainly on the behavior of the smooth portion of the integrand with only a weak dependence on the oscillating Bessel function. Thus, for all practical purposes, the error is relatively independent of the magnitude of the independent variable, and hence the algorithms can be employed to obtain high accuracy for large values of the independent variable without having to use asymptotic methods.
As expected, the trapezoidal version is less accurate than the Filon-Simpson version, but it is quicker. Furthermore, the trapezoidal version tends to saturate in that increasing materially the number of quadrature points does not yield significantly greater accuracy.
Both versions of the algorithm are compared with the FFT-based MCS algorithm for evaluating zero-order Hankel transforms. The Filon approach is shown to be more accurate and requires far fewer quadrature points.
Finally, the Filon approach is used to invert the Hankel transform where now the function to be integrated is itself oscillatory (violating the basic assumption of the algorithm). Numerical results show the scheme to yield poor accuracy while requiring a very large number of quadrature points. To circumvent this difficulty, we use the sampling expansion. Only a moderate number of terms in the series yields accuracy sufficient for physical problems.
As noted in the introduction, this paper is concerned with methodology. Optical applications will be discussed separately.
