Chen-Sung CHANG•õa), Member SUMMARY This paper presents a methodology for performing on-line voltage risk identification (VRI) in power supply networks using hyperrectangular composite neural networks (HRCNNs) and synchronized phasor measurements.
Introduction
In recent years, voltage collapse has led to power outages in several major power supply networks in various countries around the world [1] . Generally, network collapse is the result not of a major contingency event, e.g. the loss of a key transmission line or generator, but rather of a sudden, unplanned increase in the load level, sometimes accompanied by inadequate reactive power support at critical network buses [2] . Accordingly, significant research efforts have been directed toward developing a thorough understanding of voltage risk phenomena. In general, these research efforts have focused primarily on the steady-state aspects of voltage risk. Many researchers have proposed assessing voltage risk in terms of the proximity of the current operating point of a power system to the voltage collapse point [1]- [4] . However, a major disadvantage of many of the approaches proposed is that they require a significant computational effort and are therefore impractical for online implementation. However, in practice, power network control centers require the ability to obtain on-line estimates of the current voltage risk so that they can detect warning signs of imminent voltage collapse in advance and can then take appropriate preventative steps. The advent of systems capable of carrying out synchronized phasor measurements now makes it feasible to meet this requirement [5] . By integrating phasor measurement units (PMUs) with commercial global positioning systems, phasor measurements can be synchronized to an accuracy of within 1ms, time-tagged and then conveyed to a central location, enabling the state of a system to be tracked in real time. Furthermore, the devel opment of neural networks [6] , [7] provides power system control centers with the means to process the system state data on-line and to generate virtually instantaneous evaluations of the voltage risk.
Although neural networks have many appealing properties for their application to on-line voltage risk assessment, they nevertheless suffer three main drawbacks. First, systemtic methods for establishing, appropriate neural network topologies are not currently available. Second, before the neural network can be applied in practice, it must first be adequately trained using a representative data set, and this is generally a highly labor intensive and time-consuming process. Third, and perhaps most importantly, the knowledge applied by the network in processing the input data and generating the corresponding outputs is rigidly encoded within the values of the neural nodes' synaptic weights, i.e. the network cannot justify its response in terms of explicit rules or logical reasoning processes. Many attempts have been made to overcome the final problem. For example, Goodman et al, considered the problem of extracting rules relating to a set of discrete feature variables [8] , while Gallant developed a neural network expert system matrix-controlled inference engine with similar features to those found in conventional expert systems [9] . Although adopting somewhat different approaches, both methods were designed to extract crisp rules.
In power supply networks, voltage risk identification (VRI) is generally formulated as a classification problem. In general, classification problems can be solved either exclusively or non-exclusively. In the former approach, a set of objects is partitioned crisply such that each object belongs to one class and to one class only. By contrast, in non-exclusive or overlapping classification techniques, an object can be assigned to one or more classes. Fuzzy classification is a particular form of non-exclusive classification in which each pattern is assigned a certain degree of belongingness (i.e. membership) to every class within a partition. In other words, the decision boundaries demarcating the various classes are vague.Therefore, when developing fuzzy classification systems, a major concern is the construction of appropriate fuzzy classifiers. Generally speaking, these classifiers are constructed using some form of knowledgebased approach. Typically, such approaches commence by establishing a fuzzy partition of the pattern space and then developing appropriate fuzzy rules for each fuzzy subspace . The classification ability of fuzzy systems based on fuzzy rules is largely dependent upon the number of partitions within each feature. However, in most fuzzy classification systems, the fuzzy rules are too crude for engineering purposes, and therefore they have to be fine-tuned before they can be applied in practice. Therefore, a more appealing, albeit somewhat complicated, method has been proposed for extracting fuzzy rules directly from numerical data. In [10] and [11] , the authors proposed techniques for extracting fuzzy rules corresponding to specific fuzzy regions as a means of solving classification problems. In [10] , each class was represented by a set of hyperrectangles, and overlaps among hyperrectangles belonging to the same class were allowed, but overlaps among hyperrectangles belonging to different classes were prohibited. The scheme presented in [11] proposed two different types of hyperrectangle, namely activation hyperrectangles and inhibition hyperrectangles. In [12] , the authors presented a method for extracting crisp classification rules directly from numerical data by applying a hyperrectangular composite neural network (HRCNN) trained by a supervised decision-directed learning (SDDL) algorithm.
The current study proposes a reasonable membership to fuzzily crisp rules extracted by a trained HRCNN from a set of dynamic system data. A two-layer fuzzy hyperrectangular composite neural network (FHRCNN) is then proposed to implement a fuzzy classification system for VRI applications based on the fuzzy rules. The remainder of this paper is organized as follows. Section 2 describes the fuzzy rule extraction procedure and presents the architecture of the FHRCNN. Section 3 describes the dynamic data acquisition process performed using synchronized PMUs. Section 4 develops the concept of value-at-risk (VaR) of the voltage. Section 5 evaluates the performance of the proposed methodology via its application to the Taiwan Power Provider System (Tai-Power System) under various operating conditions. Finally, Section 6 summarizes the major contributions of the current study and provides some brief concluding remarks.
Fuzzy Rule Extraction via FHRCNNs
The construction of a rule-based system inevitably involves the process of acquiring if-then rules, irrespective of whether the system consists of crisp rules or fuzzy rules [13] . The most straightforward means of obtaining these rules is simply to ask human experts. However, the difficulties involved in establishing an all-embracing set of rules based on the information received from such experts are well known [14] , [15] . Therefore, neural networks have been proposed as a means of extracting crisp rules directly from the dynamic data of the system of interest. In such networks, a neural node with hyperrectangular neural-type junctions can be described using the following set of equations:
where Furthermore, from Eqs. (1)- (5), it can be shown that the classification knowledge can be described in the form of the following production rule:
Note that the n antecedent conditions in each if-then rule (i.e. each hyperrectangle) are combined by the minimum operator in Eq. (3) while the J if-then rules (i.e. the J hyperrectangles) are combined by the maximum operator in Eq. (1).
The aim of the crispy classification approach described above is to estimate an exact boundary inside, which patterns of the same class lie. However, it is inappropriate to apply crispy classification rules to manipulate data which are essentially fuzzy rather than precise in nature. Consequently, the current study develops a specific-to-purpose membership function to transform the crisp classification rules extracted by the HRCNN into their fuzzy equivalents. In contrast to crisp classification rules, fuzzy classification rules regard the decision boundary between two different classes as grey rather than black and white. Patterns falling within this grey region are assigned a partial membership value representing the degree to which they belong to each class. In this sense, fuzzy classification schemes replicate the qualitative aspects of human recognition.
In conventional fuzzy rule partitions, the membership functions are generally assumed to be triangular, trapezoidal or bell-shaped. However, no systematic methods are currently available for choosing appropriate membership functions, and as a result, the processes of establishing an appropriate number of divisions of the inputs and developing suitable membership functions are usually performed using either trial-and-error tuning approaches or backpropagation algorithms. Since correlations invariably exist among the different input variables, it is inappropriate to simply assign the fuzzy rule partitions on a variable-by-variable basis. A far better approach is to define arbitrarily-shaped fuzzy regions, as shown in Fig. 1 . Accordingly, in developing the current FHRCNN, the present study applies aggregations approximate arbitrary fuzzy rule partitions.
In the proposed methodology, the crispy if-then rules extracted using the HRCNN are fuzzified using a specificto-purpose fuzzy membership function. In theory, the membership function for the j-th hyperrectangle, 0<=m(x)<=1, should measure the degree to which any input pattern x falls within the hyperrectangle.
In this membership function, as mj(x) approaches 1, the pattern is contained more fully within the hyperrectangle.
In addition, the measurement should reflect the degree of importance of the input feature on a dimension-by-dimension basis. A suitable membership where is the volume of the j-th hyperrectangle, Fig. 1 Typical arbitrarily-shaped fuzzy rule partitions.
and s is a sensitivity parameter regulating the rate at which the membership values decreases as the distance between x and the j-th hyperrectangle reduces.
The connection between the j-th hidden node of the FHRCNN and the output node represents the fraction of the positive examples which fall within the j-th hyperrectangle. Suppose that Jk fuzzy rules are extracted for class k, where 1<k<K.
The individual fuzzy rules can be combined using a defuzzifier of the form given in Eq. (11) in order to compute the final membership value of the input pattern. The pattern is then assigned to the class to which it has the highest membership value.
where the value m(k)(x) indicates the degree to which input pattern x belongs to class k. Figure 2 presents an illustration of a two-layer FHRCNN, and a fuzzified version of an HRCNN was proposed to implement a fuzzy system utilizing such a defuzzifier [16] . The FHRCNN shown in Fig. 2 enables an input pattern (x) to be mapped to a single class (k). However, in practice, this FHRCNN can be integrated with K-1 other identical FHRCNNs to enable the mapping of any input pattern to all of the classes within the classification problem (see Fig. 3 ). The output of this integrated network has the form Fig. 2 Symbolic representation of two-layer FHRCNN.
Fig networks, the sinusoidal functions in question relate to AC voltages or currents. For convenience when calculating the power in AC circuits using phasor data, the phasor magnitude is set equal to the rms value of the sinusoidal waveform.
In general, a sinusoidal quantity can be defined as follows:
However, a phasor can only represent a single-frequency sinusoidal function, and therefore the phasor representation can not be directly applied for dynamic data acquisition purposes. However, the general concept of phasors can nevertheless be used to represent data corresponding to more complex signals. For example, assume that sample data xk is obtained from signal x(t) over one complete period of the waveform (with N samples taken each period). The conesponding phasor can be expressed as where the sampling frequency is NƒÖ. Then, defining ƒÓ as the sampling angle 2ƒÎ/N, the phasor can be re-written as B. Phasor Measurement Unit (PMU) The state of a power system can be expressed in terms of phasors representing the voltage or current at various buses in the generating network. However, if several phasors are to be measured, it is essential that they be measured using a common reference. Accordingly, phasor measurement units (PMUs) triggered by synchronization signals received from GPS satellite systems have been developed and are now commercially available. Figure 4 presents a functional block diagram of a typical PMU. In such units, the GPS receiver provides a 1 pulse-per-second (pps) signal accompanied by a time tag detailing the year, day, hour, minute and second. Note that the time may be either the local time or a UTC (Universal Time Coordinated) time [18].
Voltage VaR
Risk management is a major topic of debate in the nine project management domains generally considered in academic and business communities, and has been successfully applied to various aspects of business and industrial management [19] . Value at Risk (VaR) is arguably the most important quantifiable indicator used in risk management , and has emerged as the most widely applied benchmark for risk management purposes in business and industrial circles [20] . VaR provides the means to master risk in decisionmaking and general management domains [21] . The issue of risk is of fundamental concern to Power Provider Enterprises (PPEs) charged with the responsibity for ensuring the continuous supply of power in sufficient volume to support the requirements of the national economy and the general population [22] . Consequently, PPEs require risk analysis methods capable of supporting the on-line evaluation of the voltage risk. Therefore, this section of the paper develops the concept of the voltage VaR as a means of ascertaining the instantaneous security of the power supply.
In the proposed approach, the VaR is used to evaluate the proximity of the current operating point of the power system to the point of voltage collapse. In establishing a voltage security index, one possible approach is to use the minimum singular value of the power flow Jacobian matrix mode, as proposed and verified by Tiranuchit and Thomas in [2] . In the current paper, the minimum singular value, Sn, is used to provide an indication of the voltage VaR.
A. Jacobian Matrix Model
Consider the following well-known linear power flow equation:
where P and Q are the active and reactive powers, respectively, 9 and V are the node phase angle and voltage magnitudes, respectively, and J is the Jacobian matrix model with the form where Ln is the right-most column in matrix L , then from Eq. (24) where Rn is the right-most column in matrix R.
In general, the analysis presented above can be summarized as follows: and mij. According to the learning characteristics of the hybrid algorithm used to train the FHRCNN, then the training parameters are summarized in Table 1 . Upon completion of the training process, the FHRCNN had extracted a total of 33 fuzzy rules, represented as hyperrectangles (i.e. hidden nodes) in the input vector space. Table 2 summarize the number of extracted fuzzy rules per risk level and the most representative rule for each risk level for each of the 30 monitored buses, respectively. Applying these fuzzy rules to the 300 testing samples, the correct classification rate of the trained FHRCNN was found to be greater than 97%. Table 3 shows the lower and upper bounds of hyperrectangles (IF-TNEN rules) for various risk levels. A look of Table 3 reveals the range of voltage phasor for each risk levels is suitable to practical systems. In [6] and [7] , a multi-layer traditional feedforward artificial neural network (ANN) trained using a backpropagation (BP) algorithm was applied to monitor voltage risk. For comparison purposes, the current study applied the same BP algorithm to train a three-layer neural network (BPN) using the same 2000 training patterns as those used to train the current FHRCNN and then evaluated the classification performance of the trained BPN using the same 300 testing patterns. 
