Abstract. For Schrödinger operators with nonnegative single-well potentials ratios of eigenvalues are extremal only in the case of zero potential. To prove this, we investigate some monotonicity properties of Prüfer-type variables.
Introduction
Consider the Schrödinger operator . Moreover, if q(x) is nonnegative, λ n ≥ n 2 (as it is seen later, for example, from (2.7) and Lemma 2.1).
Ashbaugh and Benguria in [2] proved the bound
for nonnegative potentials. They also examined the ratio of two arbitrary eigenvalues, and found
where x denotes the smallest integer greater than or equal to x. To show that this estimate is optimal, they constructed multiple-well examples which came arbitrarily near to attain the bound. They formulated the conjecture that if the potential is nonnegative and convex, then
m 2 , n ≥ m, holds. In this paper we prove more. Namely, we only need that the potential q ≥ 0 be single-well. This means that there is a point a ∈ [0, π] such that q is decreasing in [0, a] and increasing in [a, π] (see in [1] ). Our proof relies on some monotonicity properties of the Prüfer-type variables ϕ and r from (2.3)-(2.4).
The main statement
Denote by y(x, z) the unique solution of the initial value problem
and let us introduce Prüfer-type variables:
where r(x, z) > 0, and we denote by prime the derivative with respect to x (and by dot the derivative with respect to z). Define further
An easy computation shows that for these variables the following equations hold:
Remark. These formulae hold in the usual sense at the continuity points of q and in both half-sided senses at the jumps of q:
, and analogously for r.
It is obvious that y = 0 iff sin ϕ = 0, hence z 2 is an eigenvalue iff ϕ(π, z) is a multiple of π. Denote by z n the square root of λ n .
Proof. See equation (2.7) in Ashbaugh and Benguria [2] .
Our idea is to show that (under certain conditions) ψ(x, z) is a monotone increasing function in z, since this will imply (1.4).
This theorem implies various results for different boundary conditions. For example, we mention the following corollary.
Corollary 2.3. Consider equation (1.1) with the Dirichlet-Neumann boundary conditions
(2.9) y(0) = y (π) = 0.
If the potential q is nonnegative and decreasing, then for the m-th and n-th eigenvalues with
and if for two different m and n equality holds, then
The proof will be given in Section 3.
The main statement of this paper reads as follows:
Theorem 2.4. Consider equation (1.1) with the Dirichlet boundary conditions
If the potential q is nonnegative and single-well, then for the m-th and n-th eigenvalues with
and if for two different m and n equality holds, then q = 0 in (0, π).
The proof will be given in Section 4.
3. The proof of Theorem 2.2
2 )y, y is convex, positive and increasing, so y > 0, and by that, .7)). The function ϕ ± (x, z) is continuous at the continuity points of q(x), and (since q(x) is monotone decreasing) cannot jump downward. Thus if somewhere ϕ ± (x, z) is negative or zero, there exists a point x 2 ∈ (0,x] where ϕ − (x 2 , z) = 0 and ϕ ± (x, z) > 0 for x < x 2 . Choose an arbitrary point
We show that this is not possible. Indeed, choose x 3 arbitrarily from
by the monotonicity of q. Now z cot ϕ(x, z) is continuous and bounded in [
is bounded from below, and hence
with K independent of x 3 . If we let x 3 approach x 2 , this implies that
In the following formulae we sometimes write ϕ(x) instead of ϕ(x, z).
Lemma 3.2.
Proof. Differentiate equation (2.7) with respect to z: Usingφ(0) = 0, we get (3.4).
This is a linear differential equation in x →φ(x, z). Multiplying both sides by
Remark. From (2.8) we can rewrite (3.4):
From equation (3.7) it is obvious that ϕ(x, z) is strictly monotone increasing in z.
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From now on, we define the potential to be zero on (x 0 , ∞) and extend the definition of ϕ, r and ψ accordingly. Then ϕ(x, z) → ∞ if z is fixed and x → ∞.
Proof. This is a simple corollary of ϕ < tan ϕ if 0 < ϕ <
, and equality holds iff q = 0 in the corresponding open interval.
Proof.
and π 2 , so, by the preceding lemma, the first term is positive, except when q = 0. The second term is the same as in the right-hand side of (3.9) as we can easily see from (2.8).
The other part of the lemma can be proved in the same way:
.
, and equality holds iff q = 0 in the corresponding open interval. Proof. Since the logarithmic function is strictly increasing, it is enough to prove (3.13) log r
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The monotonicity of log r 2 , (hence of r) follows from the sign of its derivative, q z sin 2ϕ. By substituting u = ϕ(x):
Note that sin 2u < 0 for kπ + π 2 < u < (k + 1)π, while the denominator is always positive, as we have seen in Lemma 3.1. Hence if we replace q by its minimum, q(ϕ −1 ((k + 1)π)), the value of the fraction will increase:
The other part of the integral can be handled in an analogous way except that this time sin 2u > 0 on the interval in question and we replace q by its maximum: (3.14) In a similar manner we can computeψ(x, 3 2 ) belonging to q(π − x), which approximately equals 0.0306, so the sum is also negative.
