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Abstract
Micro and nanomechanical systems play an important role in modern science and technology.
They are indispensable for precision sensing, navigation and communication. Over the past
decade, the rapid advances in nano-fabrication and measurement science have enabled quantum
control of mechanical devices by integrating them to optical and microwave cavities, in the
growing field of quantum optomechanics. However, experiments in quantum optomechanics at
room temperature still face significant challenges. Perhaps the most demanding condition to
perform experiments of this nature is reducing noise level due to coupling of the device to its
environment through mechanical vibrations, phonons. In this thesis, we engineer micromechani-
cal devices that confine mechanical excitations, decoupling them from their environment. The
engineered design of these resonators combines a built-in suspended phononic low pass filter
with a trampoline design made of top quality SiC single crystal. Results with quality factors
Q ∼ 4× 108 show the efficiency of these resonators. This is the largest Q for a system of its
kind with such a large mesoscopic mode size ∼ 0.5 mm2 and resonance frequency f ∼ 220 kHz.
The ultra-high Q mechanical resonators we developed can be used for quantum optomechanics
experiments at room temperature.
Similar to electrons, phonons propagate through material and are characterized by their
dispersion relation. By engineering the properties of the material it is possible to confine and
guide phonons through phononic channels. The importance of guided phonons relies on the fact
that guided signals are the back-bone of all communication systems. The existing platforms for
mechanical channels rely on the inclusion of phononic crystals for phonon confinement. However,
phononic crystals base their functionality on acoustic interference, limiting its scalability. In this
thesis, we designed, fabricated and characterized the basic components for a phononic circuitry
platform based on highly stressed Si3N4 membranes on Si. These phononic waveguides share
a similar mathematical framework with to photonic waveguides. Our phononic waveguides
are single mode for a range of frequencies. In this region, the guided mode experiences low
dissipation. We also show that there is a cut-off frequency at which the excitations cannot
propagate, completely analogous to the photonic case. This phononic “wires” could in principle
be used as the fundamental element for mechanics based communication networks.
In the last chapter of this thesis, we propose a magnetomechanical system, where the
mechanical system couples through the momentum to an electromagnetic field. By coupling the
momentum to an electromagnetic field, it is possible to perform non-demolition measurement
protocols that allow us to measure directly the position of the oscillator. By enhancing the
coupling between the mechanics and the electromagnetic field we predict that the ground state
of the two systems get entangled. We designed a system that can achieve coupling rates as
large as a significant fraction of the mechanical resonance frequency. With such extremely large
coupling rates, it is possible to explore the ultra strong coupling regime (USC). The USC has
not previously been observed in mechanical systems.
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Chapter 1
Introduction
1.1 Electronics and Photonics:
The Origin of Technology on a Chip
During the past half a century, the accelerated progress of technology influenced and shaped
modern society. It is undeniable that communications have changed the way we live our
lives. In the era of communication, the human race is more interwined than ever before. This
incredible technological advance has been possible thanks to the development of mainly two
fields, electronics and optics.
The invention of the transistor revolutionized the way to compute [4]. Transistors offered an
alternative to bulky and fragile vacuum tubes. The transistor not only performed better and
was more robust than its predecessor, it also consumed a millionth of the energy required by
the vacuum tube. Moreover, the transistor is based on the semiconductor properties of silicon,
making it scalable. The demand for smaller and more efficient incorporation of transistors
created the drive for the growth of the semiconductor industry. Micro and nano-fabrication
techniques were developed specifically for the miniaturization of dense semiconductor chips.
Nowadays, the available computational power is extraordinary. Personal computers have built-in
processors with up to ∼ 2× 1010 transistors in a 2× 2 cm2 chip area.
The rapid increase of information processing also increased the demand for information
transfer. The transfer of information is crucial for all sort of applications, ranging from
medicine [5], commerce, entertainment, transportation [6] and defense [7]. The invention of the
optical fiber supplied a reliable communication channel [6, 8–10]. Perhaps the most important
characteristic of a fiber is that it can transmit information in a single-mode of propagation. The
single-mode fibers allow the communication to be immune to crosstalk and interference, require
low power consumption an have low transmission loss. In 1973, Bell Laboratories developed a
chemical method to produce ultra-transparent glass. This method triggered the mass production
of optical fiber. The construction of an optical fiber network began and nowadays the optical
1
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fiber is the internet’s nervous system.
The demand for faster data transfer in compact architercture generated the need to miniature
optical components. With the already existing micro and nano-fabrication technology and the
robust silicon platform, the integration of optical components on chip led to the development
of micro-photonic [11]. Leading research seeks to combine and integrate multiple degrees of
freedom in one common single chip [12,13].
1.2 Phononics: State of The Art
Phononics is the emerging field that seeks to control and manipulate the particles responsible
for acoustic vibrations, phonons. Phonons, are grouped in two main categories, optical (high
frequency) and acoustic (low frequency). Acoustic phonons are the main heat carriers but also
give rise to sound waves. In solids, phonons couple to almost every single degree of freedom,
such as electrons [14], photons [15] or spins [16]. The coupling between phonons and other
degrees of freedom has attracted renovated interest on phononic transduction [17–19].
In a similar way to the development of electronics and photonics, the existing demand for
the generation of communications networks and computers in environments with high radiation
doses has generated the drive for the development of circuits based on mechanical systems.
High quality materials such as silicon carbide (SiC) or silicon nitride (Si3N4) exhibit minimum
damage when exposed to high radiations doses [20–22]. These characteristics make these
material suitable candidates for the building blocks of mechanical-based circuitry. Moreover,
these materials are compatible with the current micro and nano-fabrication technology once
developed for semiconductors. This represents an advantage for future integration of hybrid
systems that combine electronics, photonics and phononics.
The idea of a mechanical computer goes back more than one hundred and seventy years
ago, when Charles Babbage conceived the concept of a mechanical “Difference Engine” [23].
According to Roukes, mechanical computation can be carried out in two distinct forms [24]. The
first one, based on mechanical parts where the physical state such as position of a mechanical
object forms the basis of multistate logic, as it was the Babbage’s “Difference Engine”. The
second computation mechanism is based upon acoustic “waves” – i.e. the vibrational modes of
mechanical elements. Modern advances in micro and nano-fabrication technology have allowed
the development of electromechanical gates [25–27], reprogrammable mechanical gates [28, 29],
or mechanical Fredkin’s logic gates [30], all of them contribution towards the realization of
calculations based on vibrational modes of mechanical elements. One of the fundamental
requirements of a phononic network is the capability of routing phonons through different
channels, either through a membrane [31], based on impedance mismatch [32], slow goroup
velocity [33] or isolated with phononic crystals [34]. The optimal performance of a phonon-based
network require modest energy losses during its operation. These losses are characterized by
the quality factor.
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Micro- and nano-mechanical systems have become very attractive for their integration into
optomechanical systems. Optomechanics provides extremely sensitive experimental tools to
manipulate and control the state of motion of mechanical systems. Optomechanics experiments
are promising candidates for testing macroscopic quantum physics.
optical cavity
microwave cavity
optical waveguide
simulation
other
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Figure 1.1: Current state-of-the-art research on mechanical quality factors. The systems include
opto- and electro-mechanical electromechanical cavities and waveguides at room temperature
(red), at a few kelvin (blue) and at millikelvin temperatures (blue). The stars represent the
bare resonators with A the result obtained in this thesis in Ch.3, B [35], C [36], D [37],E [38]
and F [39]. The number labels correspond to the original figure and the references can be found
in Ref. [40]. This plot is taken from Ref. [40] and has been adapted with minor changes with
the author’s permission.
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Experiments where the optomechanical systems reach the quantum regime have been carried
on exclusively at cryogenic temperatures. Quantum optomechanics experiments at room
temperature currently represent a technological challenge. The main reason is the technical
difficulty that represents the isolation of the mechanical element from its environment. For
room temperature quantum optomechanics experiments, the figure of merit is the so called
f ×Q > 6.1× 1012 Hz product [41]. Which indicates that the coherence time of the mechanical
element needs to be longer than the exchange rate with its noisy environment. In order to
satisfy this condition, there are two options, higher frequencies or higher Q factors. The interest
on macroscopic quantum physics experiments require as a default, higher Q factors.
One of the most successful approaches in recent years towards the enhancement of the
mechanical Q factors is the integration of highly stressed silicon nitride resonators. Since the
first few applications [42], silicon nitride has gained popularity in the quantum optomechanics
community. Silicon nitride membranes keep expanding their applications, they have been isolated
from its environment with phononic shields [43], used as microwave-to-optical converter [44],
integrated into arrays [45], integrated with superconducting microwave circuits [46] and cooled
down to ground state [47].
The motivation to achieve larger Q factors have pushed alternative techniques to be included
into the silicon nitride resonators technology. Soft clamping acoustic modes on membranes [38,39],
the fabrication of extreme aspect ratio trampoline resonators [36, 48] and the development
of elastic strain engineering techniques [37], are just a few examples of the state-of-the-art
architectures towards the development of mechanical resonator with ultra-low dissipation.
In Fig. 1.1 we show the current state-of-the-art on integrated cavity optomechanics, elec-
tromechanics and waveguides experiments [40] 1. In the figure we observe the f ×Q product for
a wide range of optomechanical systems. Labelled with letters, we included the f ×Q product
of bare resonators that we consider relevant for our work. The letters correspond to references
A Ch.3, B [35], C [36], D [37],E [38] and F [39]. The number labels correspond to the original
figure and the references can be found in Ref. [40]
1.3 Overview
In this thesis we discuss our conception and construction of what we consider the most fun-
damental elements of a network and computer. In Ch. 2 we introduce the fundamentals of
mechanical systems, the mathematical foundations and address the sources of dissipation. In
Ch. 3 we develop a SiC mechanical system with ultra-low dissipation. The coherence time of
these resonators reaches over 10 seconds. These devices can in principle be used as phononic
memories or for quantum optomechanics experiments at room temperature. In Ch. 4, we design
and fabricate the fundamentals of phononic circuits and computers, the “phononic wire”. These
phononic waveguides exhibit low dissipation and are single mode for a frequency bandwidth.
1This plot is taken from Ref [40] and has been adapted with minor changes with the author’s permission.
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The phononic waveguides are based on impedance mismatch of silicon nitride highly stressed
membranes on silicon. Finally, in Ch. 5 we propose a magnetomechanical system capable of
exploring the nature of mechanical systems in the quantum regime. This proposed system
can be used for technological applications that require high precision measurements of the
mechanical position of a resonator. By coupling the magnetomechanical system through the
canonical momentum, it is possible to read out the state of motion of the mechanical system
without affecting its position. Moreover, our magnetomechanical system is capable of reaching
regimes that have not been explored in mechanical systems, such as the ultra strong coupling
regime.
Chapter 2
Theoretical background
2.1 Micro-mechanical Resonators
Resonators are perhaps one of the simplest and more useful concepts in physics. To understand
very complicated systems, physicists often tend to approximate them to a resonator-like system.
Applications of resonators are crucial in the operation of communication systems, time standards,
geo localization and computers [49–51], just to mention some examples. In this thesis we will
be referring to mainly three kinds of resonators, mechanical, electrical and optical.
Modern technology has allowed us to develop micro mechanical resonators with very long
coherence times, performance that years ago just optical resonators were able to achieve. This
generates a large drive for the development of technology based on mechanical systems [52–55].
Moreover, the recent development of micro and nano-fabrication techniques has allowed the
research on mechanical systems to reach fundamental levels of precision. Exploring mechanical
systems at the quantum level provides an extraordinary instrument for high precision sensing.
The observation of quantum effects in mesoscopic mechanical systems has greatly led by the
experimental techniques developed in the field of quantum optomechanics [56,57].
In this chapter, we discuss the fundamentals of micro- and nano-mechanical systems. We
introduce the main sources of dissipation that limit the performance of mechanical systems.
Finally, we describe the basic experimental tools often used in optomechanics.
2.1.1 Resonators
Resonators of all kind share essentially the same mathematical description, independently of
their nature, optical, electrical or mechanical, see Fig. 2.1. In this chapter we discuss their
mathematical descriptions and their characteristics. Let’ s consider a mechanical resonator,
formed by a block with mass m, attached to a spring with spring constant k0. The position
of the center of mass z(t) oscillates around its equilibrium position with resonance frequency
ωm =
√
k0/m . In the presence of damping Γm and an external driving force Fext(z, t), the
6
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Figure 2.1: Examples of different resonators with their respective resonance frequencies. (a)
Optical resonator with wavelength λ and speed of light c. (b) Electrical resonator with inductance
L and capacitance C . (c) Mechanical resonator with mass m and spring constant k0.
equation of motion at an arbitrary equilibrium position z = 0 is [58]
m
[
z¨(t) + Γmz˙(t) + ω
2
mz(t)
]
= Fext(t). (2.1)
The simplest case, in the absence of force Fext(z, t) = 0. The general solution to the equation of
motion (2.1) is
z(t) =
Z0
2
eαt, α =
−Γm ±
√
Γ2m − 4ω2m
2
, (2.2)
where Z0 the initial amplitude of the oscillation.
The general solution exhibits three regimes, underdamping Γm < 2ωm, overdamping Γm >
2ωm and critical damping Γm = 2ωm. Most of the study in this thesis is done in the limit of
underdamping. We will focus in this case unless otherwise stated. The solution for the case of a
very underdamped oscillator is then
z(t) ≈ Z0e−Γmt/2 cos(ωmt+ ϕ), (2.3)
where ϕ is the phase (Fig. 2.2(a)). The total energy stored in the mechanical resonator is part
kinetic K = 1
2m
p2 and part potential T = 1
2
k0z
2, U = K + T , with p the canonical momentum.
The average total energy over a cycle is then
〈U〉 = 1
2
mωmZ
2
0e
−Γmt, (2.4)
and its decay over a cycle is given by
d〈U〉
dt
= −Γm〈U〉, (2.5)
so that the energy in the resonator decays exponentially.
The amplitude of the oscillation follows the exponential envelope curve Z0e
−γmt/2, shown in
Fig. 2.2(a) for an example of ωm/Γm = 100. The ratio ωm/Γm appears very often in the rest of
the discussion, the Quality factor Q given by the ratio
Q =
ωm
Γm
. (2.6)
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The quality factor is a dimensionless quantity that gives a notion of how fast the energy in the
resonator decays compared to the oscillation frequency. As an example, we illustrate in Fig. 2.2
(a) the amplitude of the oscillation as a function of time (blue). One way to understand the Q
factor is, it counts how many cycles it takes to the amplitude to reach e−pi ∼4.3% of its original
amplitude, see Fig. 2.2(b).
Figure 2.2: Examples of the relations and meaning of Q factor. (a) Amplitude of oscillation
z(t) = e−Γmt/2 cos(ωmt) for a resonator with quality factor Q = 100, as a function of the
number of oscillations. (b) Amplitude of oscillation reaching 0.043Z0 after Q = 100 number
of oscillations. (c) Power spectrum of a mechanical resonator with Q = 100. The frequency
ω and bandwidth Γm are normalized to ωm. (d) Example of the energy decay in a ringdown
measurement for a resonator with resonance frequency f = 220 kHz and Q = 1.74× 106.
In this same example, let’s now consider the case in the presence of a driving force Fext(t) 6= 0.
To analyse the mechanical response, we Fourier transform Eq. (2.1), obtaining that
z˜(ω) = χm(ω)F˜ (ω), (2.7)
where O˜(ω) is the Fourier transform of the operator O(t). The mechanical response to a force
F˜ (ω) is given by the mechanical susceptibility
χm(ω) =
1
m(ω2m − ω2 − iωΓm)
. (2.8)
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It is clear that the amplitude of the oscillation is enhanced when the resonance condition is
satisfied ω = ωm.
The resonance frequency of a resonator can be directly measured from the power spectrum
shown in Fig. 2.2(c). Additionally, by measuring the linewidth (full width at half maximum
Γm) of the peak power at the resonance frequency, it is also possible to directly measure the
Q factor. The linewidth Γm also defines the damping rate associated to the envelope of the
exponential decay of the energy. In some cases, when the Q factor is extremely high, the direct
experimental measurement of Γm cannot be resolved. In those cases, an alternative measurement
called ringdown is required. A ringdown measurement consists of measuring the power spectral
density at zero span, centred at ω = ωm and measuring the normalized energy decay. Then it is
possible to find a linear fit in logarithmic scale to the energy decay as is shown in Fig. 2.2(d),
where we show an example of a ringdown measurement of a mechanical resonator with resonance
frequency ωm = 2pi × 220 kHz and Q = 1.74× 106 of a manuscript in preparation.
2.1.2 1D Mechanical Resonators: Strings
Beams are one of the most fundamental mechanical resonator structures. They areapproximated
as resonators with one dimensional extended mass distribution. The deflection of beams is
described by Euler–Bernoulli beam theory. In Fig. 2.3(a) a doubly clamped beam with constant
cross-section area A = wh has length Lx, width w and thickness h. Restoring force on linear
beams is described by Hooke’s law, due not to a spring but the elastic properties of the
material [59].
In the one dimensional case, the beam fixed boundary conditions define an eigenmode
problem. This eigenmode problem has analytic solutions for the displacement field un(x, t)
(along z) with out-of-plane deflection of the mode n. A deflected beam experiences an elastic
restoring force due its deformation, dominated by the Young’s modulus of the material. If
the beam has internal stress, this introduces an extra term in the restoring force. In modern
research, doubly clamped beams with intrinsic tensile stress are becoming more common [60,61].
If the internal stress dominates the dynamics of the resonator, it is commonly known as a
string. In Fig. 2.3(b) we show an SEM image of a string with w = 5 µm, h =80 nm and
Lx = 1000 µm, made of Si3N4 (false color yellow) on Si substrate that we fabricated at the
AIBN-ANFF cleanroom facility at The University of Queensland.
The general differential equation that describes the transverse motion of a beam is given by
ρA
∂2un(x, t)
∂t2
+
Eh2
12
∂4un(x, t)
∂x4
− σ∂
2un(x, t)
∂x2
= 0, (2.9)
where E is the Young’s modulus of the material, ρ is the density of the material.
The first term of Eq. (2.9) force actuating on the beam, the second term represents the
restoring force produced by the rigidity of the material. The third term represents the restoring
force given by the pre-stressed material. The solution to this differential equation has been
extensively described [59,62,63]. Here we present a general description to find the solutions and
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Figure 2.3: (a) Doubly clamped beam (brown) of length Lx, width w and thickness h on
substrate (green). (b) SEM of a Si3N4 string resonator (false color yellow) on Si substrate. This
string resonator w = 5 µm h =80 nm and Lx = 1000 µm was fabricated in the cleanroom of
the ANFF-Q. (c) Analytical (red) and numerical (blue) results for the fundamental modeshape
of a string resonator. (d) First derivative of the modeshape of a string resonator. (e) Second
derivative squared of the fundamental modeshape of a string resonator
extract the properties of mechanical systems. A very well known method to find a solution for
the differential equation (2.9) is proposing an ansatz solution with separable variables [62].
The general solution assumes that the variables are separable, temporally and spatially
independent. The displacement field is a superposition of normal modes
un(x, t) =
∞∑
n=1
φn(x) cos(ωmt), (2.10)
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where ωm is the mechanical resonance frequency and φn(x) the modal displacement function
for each discrete mode n. The beam has an oscillatory behaviour and the boundary conditions
impose that the edges have a smooth end. A general solution for the modal shape is φn(x) =
an cos(βnx) + bn sin(βnx) + cn cosh(βnx) + dn sinh(βnx), with an, bn, cn and dn coefficients.
Imposing the boundary conditions φn(0) = φn(L) = ∂φn(0)/∂x = ∂
2φn(L)/∂x
2 = 0, we obtain
the dispersion relationship
ωn = k
2
x
√
EIy
ρA
√
1 +
σA
EIyβ2n
, (2.11)
where kx =
npi
Lx
is the wavenumber.
The beam has geometrical orthogonal modeshape solutions φn(x) for the n-th mode
φn(x) = sin(kxx) +
kx
βE
(
e−kxx − cos(kxx)
)
, (2.12)
with βE =
√
σA
EIy
, the flexural wavenumber.
The total displacement field is then given by the modeshape
un(x, t) =
φnx(x) cos(ωnt) 0 ≤ x ≤ L/2(−1)n+1φnx(L− x) cos(ωnt) L/2 ≤ x ≤ L . (2.13)
The normalized fundamental mode shape φ1(x) of a string with internal stress of σ =1.5 GPa
is presented in Fig. 2.3(c). The analytical solution (thick red) is compared to a numerical
calculation (dashed blue) extracted from FEM simulations. Obtaining the analytical solution
for a doubly clamped beam provides us with insights of its geometric properties. The geometric
properties of a resonator play an important role on how it interacts with its surroundings. The
first derivative for example, stores elastic energy. We calculate the first derivative dφn(x)/dx
and show the analytical (red) and numerical (blue) results in Fig. 2.3(d). Other geometrical
term that influences the performance of a resonator is the bending. The bending is related to
the curvature (d2φn(x)/dx
2)2, which we lot in Fig. 2.3(e). We expand on this topic later on this
chapter, in Sec. 2.2, which looks into how modifying the geometric parameters of the resonator
for enhancing its performance.
Beams, or in general resonators of extended mass, have effective definitions for their physical
quantities, equivalent to those defined for resonators in Sec. 2.1.1. For example, as the entire
mass of a doubly clamped beam is no longer displacing, the effective mass is an stationary
parameter which is re-defined as
meff,n = ρA
∫ Lx
0
φn(x)
2dx, (2.14)
which has an upper bound of m and can only be reached when φn(x) is a constant. The effective
mass naturally defines the effective stiffness keff,n = ω
2
nmeff,n. The kinetic energy on the other
hand, is a dynamic parameter, it is given by
K =
1
2
Aρ
∫ Lx
0
(
∂u
∂t
)2
dx, (2.15)
CHAPTER 2. THEORETICAL BACKGROUND 12
while the potential energy is split into two terms. The potential energy has a contribution
corresponding to the bending of the beam
Tb =
1
8
EA
∫ Lx
0
(
∂u
∂x
)4
dx. (2.16)
The second term corresponds to the energy stored in the elongation
Tl =
1
2
σA
∫ Lx
0
(
∂u
∂x
)2
dx. (2.17)
The total potential energy is then T = Tb + Tl. For highly stressed systems, the proportion of
elastic energy is distributed as Tl  Tb.
2.1.3 2D Mechanical Resonators: Membranes
Let’s now consider the case where the distribution of mass of the resonator is two dimensional.
In this case, a very thin elastic element extends Lx along x and Ly along y with fixed boundaries.
Similarly to the one dimensional case, the transversal mode u(x, y, t) has to satisfy the two
dimensional boundary conditions for an oscillator system. Considering Newton’s law for a plate
(with no stress), the wave equation for a plate is given by [64]
Dp∇4u(x, y, t)− ρ ∂
2
∂t2
u(x, y, t) = 0, (2.18)
where Dp = Eh
3/12(1− ν2) is the rigidity of the material.
In the presence of intrinsic stress, the restoring force of Eq. (2.18) is no longer exclusive
of the rigidity of the material. Eq. (2.18) then requires an additional term that considers the
restoring force from the stress,
Dp∇4u(x, y, t)− σ∇2u(x, y, t) + ρ ∂
2
∂t2
u(x, y, t) = 0. (2.19)
In the limit where the tensile stress dominates the dynamics, the two dimensional system is
known as a membrane.
Similar to the case of the string, it is possible to propose a solution for the membrane
deflection with separation of variables. This solution contains a geometric φnx,ny(x, y) and a
temporal oscillatory term eiωt,
u(x, y, t) = φnx,ny(x, y)e
iωt. (2.20)
The geometric part φnx,ny(x, y) represents the modeshape of the membrane. From the one
dimensional case, we found the solutions for the modeshape with the boundary conditions
imposed for a doubly clamped beam. Here we propose that the solution can be spatially variable
separated. In that way we can solve independently, and find the following independent solutions
φnx(x) = sin(βnxx) +
βnx
βE
(
e−βnxx − cos(βnxx)
)
,
φny(y) = sin(βnyy) +
βny
βE
(
e−βnyy − cos(βnyy)
)
,
(2.21)
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Figure 2.4: Modeshapes φnx,ny(x, y) of membranes of area A = Lx × Ly for the combined
eigenmodes with values nx = 1, 2, 3 and ny = 1, 2, 3. The displacement is out of plane (along z)
and it is represented by the color bar with maximum 1 and minimum value -1.
for each one of the oscillations along x and y. The complete geometric solutions are given by
φnx,ny(x, y) =

φnx(x)φny(y) 0 ≤ x ≤ Lx/2 & 0 ≤ y ≤ Ly/2
(−1)nx+1φnx(Lx − x)φny(y) Lx/2 ≤ x ≤ Lx & 0 ≤ y ≤ Ly/2
(−1)ny+1φnx(x)φny(Ly − y) 0 ≤ x ≤ Lx/2 & Ly/2 ≤ y ≤ Ly
(−1)nx+nyφnx(Lx − x)φny(Ly − y) Lx/2 ≤ x ≤ Lx & Ly/2 ≤ y ≤ Ly
.
(2.22)
The solution to the modeshapes for the membrane provides of all the elements to define the
physical parameters relevant for the dynamics of this 2D resonator. In Fig. 2.4 we show nine
different modeshapes φnx,ny(x, y) for the combined values nx = 1, 2, 3 and ny = 1, 2, 3.
The total elastic energy in a membrane is given by U = T +K, where the potential energy
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is
T =
1
2
σh
∫ Lx
0
∫ Ly
0
[(
∂u
∂x
)2
+
(
∂u
∂y
)2]
dx dy, (2.23)
and the kinetic energy
K =
1
2
ρh
∫ Lx
0
∫ Ly
0
(
∂u
∂t
)2
dx dy. (2.24)
Membrane resonators, are used in a wide range of experiments [65–68]. In Ch. 4 of this
thesis, we expand the usage of membrane resonators towards a platform for guiding mechanical
waves with highly stressed Si3N4 membranes.
2.2 Damping Mechanisms
Every mechanical experiences damping, causing energy losses. For most applications employing
resonators, low power consumption or coherence require to minimize damping. For mechanical
resonators, one parameter that characterizes the energy dissipation is the quality factor Q,
described in Eq. (2.25). As the energy loss is additive, the losses of a mechanical system are
related to the quality factor described in Sec. 2.1.1. In terms of energy, an alternative definition
of Q is as follows
Q = 2pi
U
∆U
(2.25)
where U represents the total energy stored in the system and ∆U the energy lost per cycle of
oscillation.
In this section, we discuss the different energy dissipation mechanisms in micro and nano
mechanical systems. We discuss those that we consider the most relevant parameters for the
applications through this thesis.
The mechanical damping mechanisms are grouped into three main categories medium,
clamping and intrinsic. The medium damping refers to the damping caused by a fluid surrounding
the mechanical system. In our case, the surrounding medium is the air or vacuum. In the
presence of air, the largest source of damping occurs through molecular collisions that damp
the motion of the mechanical system. The clamping losses are produced by the radiation of
acoustic energy from anchoring points of a resonator into the substrate. Finally, the internal
damping refers to any damping that occurs intrinsically in the material due to deformation,
in our case those relevant sources of damping are surface, material (volume), Akhiezer and
thermoelastic damping (TED). Each one of the different damping mechanisms contributes to
the total damping. The resulting total Q factor is limited by the largest source of dissipation
Q−1 = Q−1gas +Q
−1
clamping +Q
−1
surface +Q
−1
volume +Q
−1
Akhiezer +Q
−1
TED +Q
−1
other, (2.26)
where Qi = 2piUi/∆Ui for i the different mechanisms of losses.
Each one of the damping mechanisms contributes at different magnitudes, generating different
damping regimes. In this thesis, we describe the conditions where each one of the damping
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mechanisms dominates. In chapter 3 we address each one of the different damping mechanisms
to reduce them individually to finally obtain an ultra-high Q mechanical resonator.
2.2.1 Gas Damping
In the presence of air, the dominant damping factor in many mechanical microsystems is the
medium damping, in this case gas. The gas damping has two regimes, fluidic and ballistic. The
transition between these two regimes is characterized by the ambient pressure, and is defined by
Knudsen’s number [69,70].
In the fluidic regime, which corresponds to high pressure. The dimension of the resonators is
larger than the mean free path length of the gas molecules. In this case, the air can be modelled
as a viscous fluid, and causes large energy loss in micromechanical systems. We are not greatly
interested in this regime as we will be operating in high vacuum.
At low pressures, where a molecule in a rarefied gas has a mean free path larger than the
dimensions of the resonator we reach the ballistic regime. In this regime, the resonator collides
with air molecules. and the air molecules recoil from that collision, taking away momentum
from the resonator and damping its motion. The damping rate is pressure P dependent and
can be easily estimated by
Γair = 4
√
2
pi
√
Mgas
RT
P
ρh
, (2.27)
where Mgas is the molar mass of the gas, h the thickness of the resonator and R the gas constant.
Mechanical resonators exhibit significant gas damping at pressures as high as P ∼ 103 mbar. It
is clear that we require high vacuum to neglect the effect of the gas damping [71].
In the rest of the thesis, we operate in this regime, operating at high vacuum conditions
P ∼ 10−7 mbar, reducing the effects of air damping. Once in high vacuum conditions, the most
common source of losses is clamping. We discuss the clamping losses mechanisms in the next
section.
2.2.2 Clamping Losses
During an oscillation cycle, mechanical resonators suffer from deformations such as elongation,
bending or torsion. Deformation of the material induces periodic shear forces at the clamping
points. The elastic fields, stress ς(ω) = ς0 sin(ωt) and strain ε(ω) = ε0 sin(ωt), generate an
acoustic wave that propagates through the substrate losing the energy.
In the limit where each one of the clamping points is smaller than the acoustic wavelength
w, h λacou, the clamping points behave as a point source of oscillating strain and stress fields
radiating acoustic energy. Due to clamping, the phonon modes of the resonator overlap with
the phonon modes of the substrate [72], tunnelling from the resonator onto the substrate and
propagate to infinity. The overlap of the phonon modes of the resonator and the substrate can
be reduced by creating an acoustic impedance mismatch. The clamping losses are strongly
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dependent of the geometry. As a general rule, large aspects ratios Lx  h will produce larger
Qclamp. For the two dimensional case, there is a good approximation for the clamping losses based
on the impedance mismatch ratio for a square membrane of area L2x and a thick substrate [69]
Qclamp ≈ 3
2
√
ρs
ρr
(
Es
σ
)3/2 n2xn2y
(n2x + n
2
y)
3/2
Lx
h
, (2.28)
where ρs is the density of the substrate and ρr is the density of the membrane, Lx is the length
of one of the sides of the squared membrane and h is the thickness of the membrane.
Clamping losses are strongly dependent on the geometry of the anchoring points. The
modification of these will modify the overlap of the phonon modes between the resonator and
the substrate. The phonon modes allowed in the substrate can be engineered by modifying the
geometry of the substrate. In Ch. 3, we expand on the approach we carried out for increasing
the Qclamp by modifying the substrate of our resonators. We also show that for highly stressed
string-like resonators, the clamping quality factor exhibits dependence on the thickness of the
resonator as Qclamp ∝ Lx/h.
2.2.3 Intrinsic Damping
The internal energy loss is the result of a wide variety of physical mechanisms. In micro
mechanical resonators, the relevant factors affecting intrinsic dissipation are strongly related to
the material. On one hand, volume and surface dissipation are related to friction of the internal
and surface structure of the resonator’s material. On the other hand, at the quantum level,
energy dissipation arises due to phonon scattering (Akhiezer) and transport (TED). The total
intrinsic Qint of the mechanical resonator is then
Q−1int = Q
−1
volume +Q
−1
surface +Q
−1
TED +Q
−1
Ak. (2.29)
Here we describe these intrinsic energy loss mechanisms and the techniques we use for their
mitigation.
Volume Damping
Energy dissipation for a bulk (volume) loss mechanism is related to the internal friction in
the material. The internal friction in the material can be caused by dislocations in a crystal
material or displacement of grains in amorphous materials.
In vibrating materials, the oscillating elastic fields, stress ς(ω) = ς0 sin(ωt) and strain
ε(ω) = ε0 sin(ωt) are generated by the periodic deformation of the resonator. According to
Zener’s theory [73], the acoustic’s field response to an induced stress due to deformation depends
on the response time of the material τς . The lag between the stress and strain fields causes part
of the two fields to be in phase and another fraction of them to be out of phase. The two fields
can be written as
ς(ω) = ς0 sin(ωt), ε(ω) = ε0 sin(ωt+ δ), (2.30)
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where δ is the lag between the two fields. The volumetric elastic energy stored in the fields is
given by
Uelastic =
∮
ς(ωt)dε(ωt) =
∮
ς(ωt)
(
dε(ωt)
dt
)
dt, (2.31)
when in phase, the energy stored is conserved. When the strain lags behind the applied stress,
the fields are out-of-phase (δ 6= 0) and the energy is dissipated. To calculate the fraction of
energy stored and the energy dissipated, we expand Eq.(2.30) and obtain
ς(ωt) = ε0E1 sin(ωt) + ε0E2 cos(ωt), (2.32)
where E = (ς0/ε0) cos(δ) is the real part and Ed = (ς0/ε0) sin(δ) the imaginary part of the
complex Young’s modulus Ec = E + iEd.
By integrating (2.31) and separating into the in-phase and out-of-phase terms, we obtain
that
Uvolume =
1
2
Eε20, ∆Uvolume = piEdε
2
0. (2.33)
This equation allows us to easily calculate the quality factor associated to the volumetric part
of the material
Qvolume = 2pi
Uvolume
∆Uvolume
=
E
Ed
= tan(δ)−1. (2.34)
The loss tangent η′ = tan(δ) for materials such as Si3N4 or SiC is tan(δ) ∼ 10−5 [74], being the
quality factor associated to the internal friction in these materials Qvolume ≈ 105.
Surface Damping
Recent experiments in micromechanical systems have shown that additional intrinsic quality
factor can be strongly affected by the presence of surface losses [75, 76]. Surface loss can be
associated to defects or contamination on the surface. Impurities present on the surface of
materials are typically carried during the fabrication process or during the deposition of the
material. In materials such as silicon or silicon nitride, a native layer of oxide is formed from
the interaction with air. These oxide layers generate additional sources of dissipation of the
quality factor [77]. Intrinsic quality factors are typically limited by surface dissipation. For
single crystal materials with high tolerance to harsh environments, such as silicon carbide or
diamond, the surface dissipation is smaller compared to the surface dissipation in silicon or
silicon nitride [21,78]. In particular, SiC is inert to most chemicals at room temperature and
single SiC is highly resilient to atmospheric conditions and forms a negligible amount of oxide
on the surface [21]. In silicon nitride membranes, the dominant source of intrinsic dissipation
follows
Qsurface(h) = βh, (2.35)
where β = 6× 1010 m−1 and h is the thickness of the material [76]. It has been predicted that
due to the surface limited intrinsic Qint ≈ Qsurface stressed Si3N4 membranes cannot reach the
minimum limit for quantum optomechanics limit f ×Q > 6× 1012 Hz at room temperature [41],
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independently of the size of the membrane [76]. However, recent experiments have shown
that the effects of surface losses on Si3N4 can be dramatically suppressed by the geometrical
configuration of the mechanical systems [36–39,48,79].
Thermoelastic Damping
During an oscillation cycle, the bending of the material generates a gradient field of temperature.
This gradient field temperature is known as the thermoelastic effect. The overall effect causes
the temperature of the volume compressed to increase and decreases on the volume stretched.
The gradient of temperature produces at the quantum level an irreversible transport of phonons.
This phonon transport is seen as heat flow which is irreversible and the mechanical energy
is irreversibly lost. The thermoelastic damping for a doubly clamped beam has been derived
analytically [80] based on Zener’s theory.
Figure 2.5: Thermoelastic limit for a string with length Lx = 1000 µm and width w = 5 µm as a
function of the thickness h. The thermoelastic limit is calculated at T = 300 K, for two different
materials, Si3N4 (red) and SiC (black). The calculations are done for non-stressed materials.
The resonance frequencies are thickness dependent, as an example f = 3.1 kHz for 300 nm thick
SiC beam and f = 2.4 kHz for 300 nm thick Si3N4 beam. The parameters used were coefficient
of linear expansion αSiC = 3 × 10−6 K−1 and αSiN = 3 × 10−6 K−1. Specific heat per unit
volume cSiNv =3×106 J/(K m3) and cSiCv =3×106 J/(K m3). Young modulus ESiN = 200 GPa,
ESiC = 400 GPa [81]. Thermal conductivity κSiN = 3 W/(m K) κSiC = 70 W/(m K) [82].
The thermoelastic limit for the quality factor of a resonator is given by
QTED =
cν
Eα2T
(
6
ζ2
− 6
ζ3
sinh ζ + sin ζ
cosh ζ + cos ζ
)−1
, (2.36)
CHAPTER 2. THEORETICAL BACKGROUND 19
where ζ = h
√
ωmρc
2κ
, α is the coefficient of linear expansion, cv is specific heat per unit volume,
c is specific heat per unit mass, and κ is thermal conductivity. With the derivation of QTED,
we can determine the thermoelastic limit for doubly clamped beams of different materials. In
particular, we are interested in SiC and Si3N4.
In Fig. 2.5, we calculate the thermoelastic limit for a string Lx = 1000 µm long for different
materials. The first one Si3N4 and the second one SiC. These beams are w = 5 µm, wide and
the temperature is T = 300 K. We show two curves for QTED as a function of the thickness h
for different materials Si3N4 and SiC. These plots show a similar trend but clearly thermoelastic
limit for a SiC string is higher than the limit for Si3N4.
One important point is that for all the different damping mechanisms, (anchor loss, sur-
face loss, bulk friction or TED), the total energy dissipation can be significantly reduced by
appropriate design of the resonator and its surroundings. In this thesis we address each one
of the individual loss mechanisms by using the appropriate material, and the right geometry
design. The materials selected in this thesis are: SiC for the fabrication of ultra quality factor
resonators (Ch. 3) and Si3N4 for the fabrication of phononic waveguides (Ch. 4)
Akhiezer Effect
The last energy loss mechanism is the Akhiezer effect (AKE). This arises from the quantum
mechanical phonon scattering and appears as the fundamental upper limit to the Q× f product
for resonators. In this thesis, we will not detail this limit as most of the work presented here is
done with SiC This material has the largest reachable limit for the Q×f based on the Gru¨neisen
parameter [83].
2.3 Dissipation Dilution Factor
One of the most common techniques used for the enhancement of the quality factor in a resonator
is the introduction of internal stress. In resonators with a large static tensile stress, the major
part of the potential energy is stored in the work against this static tensile force. The additional
stress induced by dynamic elongation of the string during vibration is tiny compared to the
large static stress. Therefore, dynamic elongation can be dismissed as long as the resonator is
driven in the linear regime. However, the contribution of the dynamic elongation starts to play a
significant role once the resonator is driven to geometrical nonlinearity at very large amplitudes.
This nonlinear regime is typically reached when the displacement amplitude becomes larger
than the resonator thickness. By increasing the total elastic energy stored in the resonator this
technique, known as dissipation dilution [84], increases the ratio of energy stored vs energy
dissipated per oscillation. Achieving with this an enhancement of the quality factor by diluting
the dissipation. Dissipation dilution has been extensively discussed in modern literature [69, 85]
and implemented in recent experiments [36–39,48,79].
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For string resonators under high tensile stress, the diluted quality factor Qσ is expressed as
Qσ ≈ (2λ+ 2pi2λ2)−1Qint, (2.37)
where λ = (h/L)
√
E/12σ [69]. Here we define the dissipation dilution factor in general as D
Qσ = D(u)×Qint, (2.38)
where the term Qσ represents the diluted quality factor of a resonator. The term Qint represents
the intrinsic quality factor described in section 2.2.3.
It is possible to quantify D by comparing the elastic energy stored in the elongation Tl
defined in Eq. (2.17) and the elastic energy stored in the bending Tb defined in Eq. (2.16).
By engineering the geometry of the resonator, it is possible to obtain Tl  Tb. For stressed
resonators, the dissipation dilution factor can be approximated as [38,39,69]
D(u) ≈ 1 + 12σ
h2E
D1(u), (2.39)
where the purely geometric term is
D1(u) =
∫ Lx
0
(
∂u(x)
∂x
)2
dx∫ Lx
0
(
∂2u(x)
∂x2
)2
dx
. (2.40)
The term in the numerator represents the deformation due to elongation and in the denominator
the deformation due to bending. By modifying the geometry of the resonator, it is possible to
modify the eigenmodes of vibration and therefore the modeshape and its derivatives.
The dissipation dilution factor mathcalD is a very useful parameter to characterize the
enhancement of the diluted quality factor Qσ given by the resonator’s design. However, most
of the geometrical shapes of resonators have no analytic expression for their modeshapes and
displacement fields u(x, y). To address this issues, we develop a method to implement numerical
calculations extracted from FEM with COMSOL and compare them with those resonator shapes
that have analytical expressions, such as a string resonator from Eq. 2.12. Once the method is
calibrated, we can implement it to determine numerically the dissipation dilution factor for an
arbitrary modeshape.
The fundamental modeshape of a string resonator has an analytic expression. This analytical
expression is given in Eq. (2.12). From this equation, we can derive those relevant terms for the
calculation of the distribution of elastic energy in the string. For example, the first derivative
and the second derivative of the string modeshape. For simplicity, we just consider half of the
string (0 ≤ x ≤ Lx). As we are interested in the ratio of energy distributed along the string,
analysing half of the beam is equivalent to analyse the whole string. We calculate the first and
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second modeshape derivatives
dφ1(x)
dx
=
βnx
(
βnx sin(βnxx)− βE(σ)e−xβE(σ)
)
βE(σ)
+ βnx cos(βnxx),
d2φ1(x)
dx2
=
βnx
(
βE(σ)
2e−xβE(σ) + β2nx cos(βnxx)
)
βE(σ)
− β2nx sin(βnxx).
(2.41)
From the definition for elastic energy stored in the elongation of the beam Eq. (2.17) and
the bending of the beam Eq. (2.16), we can derive analytical expressions for the ratio of the
distribution of elastic energy. The potential elastic energy is given by T = Tb + Tl, where the
elongation term dominates Tl  Tb. Meanwhile, the energy lost in one cycle is mainly given by
bending
∆U =
1
8
EdA
∫ Lx
0
(
∂u
∂x
)4
dx, (2.42)
where Ed is the imaginary part of Young’s modulus, associated to damping. The elastic term
corresponds is dominated by the elongation
U =
1
2
σh
∫ Lx
0
(
∂u
∂x
)2
dx. (2.43)
The diluted Qσ that we derive is then given by
Qσ = 2pi
U
∆U
, (2.44)
In a stressed system, the losses due to tension become negligible. We calculate the diluted
quality factor as a function of stress Qσ(σ) from Eq. 2.44 shown in black in Fig. 2.6. In red with
points, we show the numerical calculation extracted from COMSOL for the same expression.
The numerical calculation for the diluted quality factor Qσ(σ) shows a very close fit to the
analytical results.
At high stress, the difference between the numerical and the analytical Q(σ) shown in
Fig. 2.6 are associated to the boundary conditions. In our analytical calculation, the doubly
clamped beam has no substrate to be clamped to. In the numerical simulation, we included a
silicon substrate as is shown in Fig. 2.1.2. The effect of the stress on the substrate results in a
deviation from the ideal, analytical modeshape as part of the tension is also distributed through
the substrate. By having verified that our numerical method produces trustworthy results, we
can apply the same numerical calculation to a resonator with an arbitrary shape. In the next
section, we discuss the application of this method to an arbitrary modeshape to enhance D1(u),
this method is called soft clamping [38]. In Ch. 3 we use this method to characterize the limits
of ultra-high Q mechanical resonators.
2.3.1 Soft Clamping
Most of the internal losses that occur in the resonator are produced due to the bending of
the material. Bending can produce bulk, surface or thermoelastic dissipation. By modifying
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Figure 2.6: Diluted quality factor of a string resonator as a function of the stress Qσ(σ). In
black, the analytical results from Eq. (2.44). In red, the numerical calculation extracted from
FEM simulations with COMSOL. The parameters used for these calculations were width of the
string w = 5 µm, length of the string Lx = 1 mm. Thickness if the beam h =300 nm, material
SiC with E =400 GPa and density ρ =3210 kg/m3 an the limit of Ed = E.
the geometry of the resonator it is possible to modify the modeshape of vibration and reduce
its overall bending. This technique is called soft clamping, which in principle consists of a
gradual reduction of the impedance mismatch between the resonator and the substrate. The first
intuitive way to think about a soft clamped structure is by the incorporation the resonator as a
defect of a phononic crystal structure. Phononic crystals are widely used in the optomechanics
community due to the additional advantages of incorporating a phononic band-gap [38,86,87]
. Phononic crystals are effective when the dimensions of the resonator approaches to the
dimensions of the phononic crystal lattice [88,89]. In some other cases, a different soft clamping
can be implemented by engineering the geometry of the resonator. Soft clamping is effective
when the mechanical losses are dominated by the internal mechanism instead of clamping.
Soft clamping engineering has been implemented in recent experiments demonstrating its
efficiency [39]. In this section, for didactic purposes we show how the soft clamping can be used
to enhance the Q of a string resonator by modifying its geometry. In Ch. 3 we fully integrate
the technique to estimate the Q factor for trampoline resonators.
The geometric modification we discuss here is the rounding of the anchoring points of the
string. In Fig. 2.7 we show the modeshape of a string resonator and its derivatives for different
radius of curvature Rx of the clamping points. In blue, the string with straight clamping Rx = 0
CHAPTER 2. THEORETICAL BACKGROUND 23
0.0
0.2
0.4
0.6
0.8
1.0
0
1
2
3
4
(a)
(b)
(c)
0 0.05 0.10 0.15
0
2
4
6
8
(d)
0.0 0.1 0.2 0.3 0.4 0.5
106
103
100
10-3
0.0 0.1 0.2 0.3 0.4 0.5
Figure 2.7: Modeshape of the fundamental mode of a doubly clamped beam with rounded edges.
The radius of curvature of the edge is Rx. (a) Fundamental normalized modeshape φ(x/Lx) for
different radius of curvature of the edge. (b) First derivative of the fundamental modeshape of a
doubly clamped beam for different radius of curvature on the edges Rx. (c) Geometrical bending
[∂2φx(x/Lx)/∂x
2]2 of a doubly clamped beam with different radius of curvature of the clamping
points. Notice that the bending from the boundary decreases two orders of magnitude. (d)
Normalized geometric term of the dilution factor D1(u)/D1(u0). The value D1(u0) corresponds
to the dilution factor of the rigid clamping Rx = 0.
and analytic solution discussed in Sec. 2.3. The curves with Rx > 0 are calculated numerically
with COMSOL.
To compare the enhancement of a resonator with rounded anchoring points Rx > 0, we
calculate the term D1(u)/D1(u0), where u0 represents the modeshape of the doubly clamped
beam with straight anchoring points (Rx = 0), see Fig. 2.7(d). The plot shows that the radius
of curvature prevents some of the bending happening near the clamping points. By integrating
the bending, as in Eq. (2.40), we calculate the overall bending and the enhancement of the
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diluted Qσ, which will be enhanced. In Ch. 3 we expand the application of soft clamping to a
trampoline resonator design.
2.4 Detection of Mechanical Motion
The motion of mechanical systems can be detected by several means. The most common are
electrical and optical. In this section, we describe the method we use to measure the mechanical
motion. In particular, we detect optically. Measurement schemes such as homo- and hetero-dyne
are broadly used in quantum optics and optomechanics [90,91]. In this thesis, we use optical
heterodyne to detect the motion of mechanical systems.
2.4.1 Heterodyne Detection
Heterodyne detection relies on the interference of a signal field with a coherent field called local
oscillator (LO). The signal and the LO are linearly mixed in a beamsplitter. Then a non-linear
mixing process of the two output modes occurs in the photodetector. The photodetector is
sensitive to the photon flux, which outputs the difference between the two photocurrents from
each diode. This photocurrent carries the information of the statistics of the signal field at
a frequency that our electronics can process. In this description we consider the fields to be
classical and describe the heterodyne scheme based on Ref. [92].
Consider an optical field with frequency ωs called signal. The signal annihilation operator is
aˆs = α+ δaˆ, where α is a coherent part of the signal field and δaˆ is the fluctuation of the signal.
Similarly, a local oscillator field with frequency ωLO. The annihilation operator of the local
oscillator is bˆLO = βLO + δbˆLOe
−i(∆ωt−ϕ), where βLO is the coherent part of the local oscillator
and it is a real constant value. The term δbˆLO is the fluctuation of the local oscillator field. The
frequency offset of the local oscillator from the signal is ∆ω = ωs − ωLO and the initial phase
difference ϕ. The output modes of the beamsplitter aˆ± are linear combination of the two input
modes
aˆ± =
1√
2
[(
βLO e
−i(∆ωt−ϕ) ± α)± (δbˆLO e−i(∆ωt−ϕ) ± δaˆ)] . (2.45)
In Fig. 2.8, we represent the input signal aˆ and LO bˆLO fields into the beamsplitter, and
the output fields aˆ±. The photocurrent on each one of the photodiodes is proportional to
the number of incoming photons j± ∝ 〈aˆ†±aˆ±〉. The difference between these photocurrents
δj = j+− j− is the output of the balanced detector sent into the spectrum analyser (SA), which
in the linearized regime is
δj ∝ αβLO
(
ei(∆ωt−ϕ) + e−i(∆ωt−ϕ)
)
+βLO
(
δaˆei(∆ωt−ϕ) + δaˆ†e−i(∆ωt−ϕ)
)
+α
(
δbˆ†LOe
−i(∆ωt−ϕ) + δbˆLOei(∆ωt−ϕ)
)
.
(2.46)
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Figure 2.8: (a) Diagram of a beam splitter. Input modes signal aˆ and local oscillator bˆLO.
Output mixed modes aˆ± reaching the photodiodes and generating the photocurrents jˆ±. The
detector takes the difference δj and sends it to the spectrum analyser (SA). (b) Diagram of the
experimental heterodyne detection system. The signal and LO fields enter the beam splitter and
are mixed with the local oscillator. The two beams are sent into a photoreceiver that subtracts
the signals.
The noise entering the local oscillator can be reduced by increasing the ratio βLO/α. Typically
βLO/α→ 100, making the last term of Eq. (2.46) negligible. The photocurrent on the balanced
detector is then
δj ∝ 2αβLO cos(ϕ−∆ωt) + βLOδzˆ(ϕ−∆ωt), (2.47)
where the quadrature fluctuation at angle ϕ is δzˆ(ϕ) = δaˆe−iϕ + δaˆ†eiϕ.
Phase Modulation
If the signal field is reflected from an element that modulates the phase at frequency ωm as it is
represented in Fig. 2.8(b), the signal field has phase modulation ∆ϕ. The phase modulated
field can be described as
α = α0e
i∆ϕ cos(ωmt). (2.48)
In the limit of ∆ϕ small, the modulated field can be expanded and finally obtain
α ≈
(
1 +
i∆ϕ
2
(eiωmt + e−iωmt)
)
, (2.49)
which can be understood as the sum of three fields at frequencies 0,±ωm. The phase modulation
of the signal field is mixed with the local oscillator field and appears in the spectrum as two
sidebands around the beat note ∆ω. We calculate the quadrature of the modulated field as
zˆ(t) = α0
(
2 cos(ϕ) + (∆ϕ†e−iϕ + ∆ϕeiϕ) cos(ωm)t)
)
. (2.50)
Which is related to the power spectral density Szz(ω), which is given by [69]
〈zˆ(t)〉 =
∫ ∞
−∞
Szz(ω)dω. (2.51)
We want the quadrature in the frequency domain to calculate the power spectral density as as a
function of frequency. By Fourier transforming Eq.(2.50) we get
z˜(ω) = 2piα0
(
2 cos(ϕ)δ(ω) +
1
2
[
∆ϕ†e−iϕ + ∆ϕeiϕ
]
[δ(ω + ωm) + δ(ω − ωm)]
)
. (2.52)
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Finally, we obtain that the power spectral density for the heterodyne signal that has phase
modulated at frequency ωm is
Szz(ω) = (piα0)
2
[
2(δ2(ω + ∆ω)δ2(ω −∆ω)) + |∆ϕ|2H] , (2.53)
where
H = δ2(ω + ωm −∆ω) + δ2(ω − ωm −∆ω) + δ2(ω + ωm + ∆ω) + δ2(ω − ωm + ∆ω). (2.54)
The information about the modulated phase appears as sidebands around the beat note between
the signal and the LO ω + ∆ω.
Chapter 3
Ultra-high Q Mesoscopic Mechanical
Resonators
3.1 Trampoline Resonators
The low mass, large aspect ratio and stability of trampoline resonators make them a very
attractive platform for sensing and optomechanical experiments [93,94]. With the progress of
micro and nano fabrication techniques that integrate highly-stressed materials such as Si3N4,
modern trampoline resonators exhibit extremely low dissipation [36,48]. These silicon nitride
resonators, with extreme aspects ratios are suitable for quantum optomechanics experiments at
room temperature [36, 48]. Silicon nitride is one of the top quality materials for low dissipation
resonators. However, when reaching the intrinsic losses limit, the internal structure of the
material matters. In the case of silicon nitride, it is an amorphous material. If instead of an
amorphous material, the resonators are made from a crystalline material, it is expected the
internal losses to be reduced. We use silicon carbide (SiC) as a material to fabricate mechanical
resonators. The exceptional elastic modulus, hardness and crystalline structure ensures that
SiC based mechanical systems will exhibit minimal plastic losses, making SiC a very valuable
alternative to Si3N4. Additionally, recent research suggest that elastic strain engineering could
enhance the quality factor [37]. In this technique, the limiting factor is the yield strain of the
material. Silicon carbide represents an extraordinary alternative to explore further the elastic
strain engineering approach, as SiC has larger yield strain than silicon nitride. We fabricate a
mechanical resonator from a silicon carbide single crystal.
3.2 Silicon Carbide
When exploring the limits of performance of micro-mechanical resonators, the microscopic
properties of the material become relevant. Silicon nitride is one of the most common materials
for the study of ultra-high Q resonances since the first few applications on optomechanical
27
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systems [95]. For optomechanical purposes Si3N4 is a very versatile material. Perhaps one of the
most relevant properties of silicon nitride is that it can be deposited on silicon with arbitrary
crystalline orientation through Low Pressure Chemical Vapour Deposition (LPCVD). Under
LPCVD, the films of silicon nitride can be as thin as 10 nm and exhibit very high residual
stress (σ ∼ 1 GPa). It of course remains as one of the top level materials in the state of the art
optomechanics research [38,39,43].
Recent investigations lead to the extremely high Q factor achieved by strain engineering [37].
The limit for this technique relies on the yield strength σSiNY ∼ 6 GPa. As this technique has
exhibited such a relevant enhancement of Q, it is natural to think how it may be pushed further.
In that scenario, it is required to search for alternative materials with higher yield strength.
One of the alternative materials with higher yield strength than silicon nitride is for
example graphene σC-2DY ∼ 10 GPa [96]. Graphene is a formidable material due to its physical
properties, however, it wrinkles easily and it is very difficult to integrate in the current micro
and nanofabrication techniques. Another material alternative to Si3N4 is SiC. In comparison
with amorphous or stichiometric Si3N4, SiC is available as a single crystal and its yield strength
is σSiCY ≈ 21 GPa. The exceptional elastic modulus, hardness and crystalline structure ensure
that SiC based mechanical systems will exhibit minimal plastic losses, as we show in Ch.
2, making SiC a very valuable alternative to Si3N4. Compared to graphene, SiC has been
integrated to the current micro and nanofabrication techniques and it is a standard material in
MEMS and semiconductor devices. Finally, diamond introduces itself into this race as a very
strong candidate to lead the performance of mechanical resonators. With a yield strength of
σC-3DY ∼ 35 GPa [97] and a refractive index of nC-3D ∼2.4 it is a material to consider. However,
diamond is very difficult to grow in large scale single crystals and also to etch. Therefore it
is very difficult to integrate into standard Si based fabrication processes. If the integration
of diamond into standard fabrication techniques is successful, diamond will become a very
attractive material platform for optomechanics experiments.
Using commercially available SiC wafers with intrinsic stress σ ∼ 700 MPa, with thickness
up to 400 nm, we design and fabricate robust trampoline resonators with ultra-high Q.
3.3 Trampoline Design
As we described in Ch. 2, the influence of the geometry of the resonator defines the eigenmodes
of vibration. The relevant parameters for the trampoline design are the island in the center, the
anchoring points and the width of the four arms. The four arms of the trampoline are attached
to each one of the corners of a square with length Lx along the x axis and length Ly along the y
axis, as described in Fig. 3.1. In Fig. 3.1(a) we show the design of the trampoline resonator and
top view. As it can be observed in Fig. 3.1(b), the clamping points are rounded inwards. We
determined that the rounding of the clamping points of a resonator increases the total volume
of bent material and at the same time reduces the overall bending. These two effects compete
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being the most important the reduction of the overall bending at the optimum radius. In the
case of the trampoline, we have included those advances in the design while keeping a mesosopic
mode size. The cross section of the clamping to the substrate is larger than the cross section of
the tethers of the trampoline. In Fig. 3.1(c), we show the fundamental mode of vibration of the
trampoline resonator calculated with COMSOL. As it can be observed, the fundamental mode
of vibration has a large out of plane component.
Figure 3.1: (a) Design of the SiC trampoline resonator with length Lx along x and Ly along y.
(b) Zoom of the clamping points of the trampoline resonator showing the radius of curvature R
for the clamp. The straight angle represents the points that are clamped to the substrate. (c)
Fundamental vibrational mode of the trampoline resonator. The displacement of this resonator
is out of plane.
To characterize the mechanical properties of the trampoline resonator, we calculated its
lower frequency modes of vibration using COMSOL. In Fig. 3.2, we show the six first modes of
vibration. We can group the different mechanical modes of the trampoline resonator as out of
plane and rotational modes. In Fig. 3.2(a-c) we show the modes with the largest out of plane
component in the central pad. Notice that the three modes of vibration are symmetric on x
and y.
We calculated the eigenfrequencies for a 3C-SiC resonators, 300 nm thick and internal mean
stress σ = 620 MPa. The frequencies of these modes are ωa = 2pi×288 kHz, ωb = 2pi×902 kHz
and ωc = 2pi×1568 kHz respectively. The three lowest frequency modes of vibration of the
trampoline that do not have an out-of plane component at the center are shown in Fig. 3.2(d-f).
We are not interested in these modes since they cannot be measured with our readout apparatus
and we don’t explore them any further.
One of the main characteristics of our trampoline design is that the clamping moves the
bending away from the boundaries. The physical reason for this is that, as the elastic energy is
proportional to the cross section of the beam, it requires more energy to bend the trampoline
from the clamping points than from the tethers. The moving of the mode away from the
clamping points reduces the bending. Bending near the clamping points induces additional
energy losses from the stress and strain induced in the substrate. By restricting the deformation
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Figure 3.2: Mechanical modes of the trampoline resonator obtained through COMSOL. Top row
shows the modes that have a large transversal displacement. Bottom row shows the modes that
have negligible transversal displacement, but rotational motion. (a) Fundamental mechanical
mode of the trampoline resonator 288 kHz. (b) First excited mode with resonance frequency
ωm = 2pi×902 kHz . (c) Second excited mode of the trampoline resonator with resonance
frequency ωm = 2pi×1568 kHz. (d) Mechanical mode of the trampoline resonator with resonance
frequency ωm = 2pi×721 kHz. (e) Rotational mode of the trampoline mechanical resonator
with resonance frequency ωm = 2pi×792 kHz. (f) Mechanical mode with resonance frequency
ωm = 2pi×1436 kHz.
of the resonator to the resonator itself, most of the elastic energy will be conserved. As we have
described in Ch. 2, it is possible to determine the limit of the value of Q for a resonator with
arbitrary shape by calculating the ratio of energy stored and energy lost per cycle. In the case
of a trampoline resonator, these solutions are not analytical but we can use the method we
developed to calculate the Q for a string from the energy ratio.
Using FEM with COMSOL, we calculate numerically the geometrical properties of the
trampoline resonators. The normalized modeshape φ(x′, y′) is shown in Fig. 3.3(a), where the
normalized coordinates are x′ = x/Lx and y′ = y/Ly. The cut of the plots is taken along the
normalized diagonal A to B represented in the figure. For simplicity, in these calculations we
take just one of the four tethers of the trampoline shaded in blue.
In Fig. 3.3(b) we plot the geometrical term corresponding to the elongation, where the
elastic energy is stored
U =
1
2
σh
∫ Lx
0
∫ Ly
0
[(
∂u
∂x
)2
+
(
∂u
∂y
)2]
dx dy. (3.1)
Remember that the relationship between the displacement field u and the modeshape is
u(x, y, t) = φ(x, y)e−iωt. In Fig. 3.3(c), we plot the geometrical bending. Bending is related
to internal losses mechanisms, such as internal friction, surface damping and thermoelastic
damping.
∆U =
1
8
EdA
∫ Ly
0
∫ Lx
0
(
∂2u
∂x2
+
∂2u
∂y2
)2
dy dx, (3.2)
where Ed is the imaginary part of Young’s modulus, associated to damping. From Fig. 3.3(c),
the bending at the clamping point (black dashed line) is reduced by at least two orders of
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Figure 3.3: Numerical calculations of the fundamental modeshape φ(x′, y′) for a trampoline
resonator. (a) Normalized fundamental modeshape φ(x′, y′) of a trampoline resonator. The
modeshape is taken at a diagonal cut between the points A and B of the scheme represented in the
figure. The origin of the modeshape is at the point A, and the end is at the center of the trampo-
line. (b) First derivative of the modeshape dφ(x
′,y′)
dx′ +
dφ(x′,y′)
dy′ . (c) Normalized geometrical bending
density term. Second derivative squared of the modeshape [d2φ(x, y)/dx2 + d2φ(x, y)/dy2]
2
.
These calculations were performed for the pre-stressed value of 〈σ〉 =620 MPa.
magnitude between the trampoline with R = 0 µm (blue dashed line) and the trampoline with
R = 20 µm (red dashed line). Remembering the definition of the Q = 2piU/∆U factor, it is not
surprising that the diluted Qσ of a trampoline resonator is larger than the Qσ of a string. We
show this in the next section.
3.4 Trampoline Intrinsic Losses
In this section, we estimate the intrinsic losses of the trampoline resonators. Intrinsic dissipation
of micromechanical resonators occurs mostly due to bending through the internal friction,
surface and thermoelastic mechanism (see Ch. 2). Here, we calculate the ratio of elastic energy
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stored and the energy dissipated.
By considering the ratio of energy stored and energy dissipated per cycle (Eq. (2.25)), we
calculate the diluted quality factor Qσ limit for a string with Lx = 1000 µm, width w = 5 µm
and thickness h =300 nm, for SiC resonators with internal stress σ. It is worth reminding that
the elastic energy U ∝ σ × u(σ). The Qσ(σ) is not necessarily linear to σ.
The analytical result for Qσ(σ) is shown in Fig. 3.4 as a continuous blue line with the blue
region below. We also calculated numerically the limit for the Qσ using FEM with COMSOL,
obtaining the blue lines with dots for the same string. For a string with rounded boundaries
with radius R = 5 µm we also calculated numerically the Qσ(σ) shown in Fig. 3.4 in green. For
R = 10 µm it is shown in red, for R = 30 µm the results for Qσ(σ) are shown in orange. Finally,
we calculated numerically the total Qσ(σ) for the trampoline of diagonal length of 1000 µm,
getting Lx = Ly = (1000/
√
2 ) µm. The results for the trampoline are shown in a purple plot,
with the shaded region that shows the enhancement of the trampoline over a single string.
Figure 3.4: Calculations of the Q factor as a function of stress for different geometries of
resonators. In blue (continuous line), the analytically calculated limit for a doubly clamped
beam of SiC, with Lx = 1000 µm long and 300 nm thick. We overlap in blue dots the FEM
numerical calculation obtained with COMSOL for the same doubly clamped beam. In green,
the doubly clamped beam, but with R = 5 µm. In red, R = 10 µm. In orange, results for
the doubly clamped beam with R = 30 µm. In purple, with the shaded region, the limit for a
trampoline resonator with Lx = Ly = 700 µm and R = 20 µm as a function of the stress.
The results shown in Fig. 3.4, suggest that the internal dissipation of a trampoline is smaller
than the internal dissipation of a string. Internal dissipation is the result of a variety of physical
mechanisms, including thermoelastic (TED), material (volume) and surface damping. The
dissipation due to internal mechanisms is expressed in the quality factor Q−1int = Q
−1
TED +Q
−1
volume +
Q−1surface. For thin resonators, the effect of TED is negligible [75], being the dominant sources of
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intrinsic losses the volume and surface damping [76]. However when clamped to a substrate,
the trampoline resonator losses more energy than the string through acoustic radiation into
the substrate, as we described in Ch. 2. At this stage, the mechanical losses of the trampoline
resonator are dominated by clamping losses. In the next section, we discuss the approach to
reduce the clamping losses of a trampoline resonator.
For resonators under high tensile stress, most of the potential elastic energy is stored in
work against the static tensile force, increasing the frequency and diluting the dissipation. In
this regime, the quality factor can be raised above its intrinsic (i.e. unstressed) value, Qint.
This approach is known as dissipation dilution. The diluted quality factor of the fundamental
mode of a stressed string-like resonator is
Qσ ≈ (2λ+ 2pi2λ2)−1Qint, (3.3)
where λ = (h/L)
√
E/12σ [69].
3.5 Trampoline Clamping Losses
In micro- and nano-mechanical resonators, the energy dissipation results from a variety of
mechanisms. When operating in ultra-high vacuum, an important source of energy loss is
produced by the elastic energy that dissipates through the clamping points as acoustic radiation
into the substrate. The quality factor associated to clamping losses is related to the acoustic
impedance mismatch between the resonator and the substrate and follows a relation Qclamp ∝
(ρs/ρr)(L/h). Additional energy loss mechanisms include internal dissipation.
In the last section, we estimated the intrinsic losses and calculated the limits for the Q
factor based on elastic energy stored and energy dissipated per cycle of oscillation. With the
numerical method implemented, we can determine that the maximum Q factor achievable for a
trampoline resonator made out of SiC, with thickness h =300 nm and with Lx = Ly = 700 µm is
Q ∼ 109. However, as our resonators are attached to a substrate, their dissipation is dominated
by clamping losses. The quality factor will then be dominated by Q = Qclamp. In this section,
we determine the magnitude of the clamping losses and the way we approach to reduce them
such that Qclamp is no longer our limiting Q factor.
The clamping losses, as we described in Sec. 2.2.2, are the losses of energy that propagate to
the substrate through the clamping points of the resonator. We estimate the losses as the mean
acoustic power per cycle
∆Uclamping =
〈Pacou〉
ω
, (3.4)
carried by the acoustic wave into the bulk. The acoustic power is given by
Pacou =
∫∫
S
(~jacou · ~n)dS, (3.5)
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where the ~jacou is the acoustic current and S the surface (with normal vector ~n) shown in
Fig. 3.5. We calculate the maximum total elastic energy
Uel =
1
2
σh
∫ Lx
0
∫ Ly
0
[(
∂u
∂x
)2
+
(
∂u
∂y
)2]
dx dy. (3.6)
stored in the resonator. The Qclamp clamping limited is
Qclamp = 2pi
Uel
∆Uclamp
. (3.7)
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Figure 3.5: (a) Qclamp factor for the fundamental mode of a SiC trampoline resonator clamped
to a semi infinite substrate. The calculation was done using SiC with thickness h = 300 nm and
internal stress σ = 620 MPa. The size of the window of the resonator are Lx = Ly = 700 µm.
(b) Quarter of the full domain of the resonator showing the acoustic wave propagating through
the silicon substrate (500 µm thick) and reaching the surface S (with normal vector ~n) which is
the intersection between the substrate and the PML. The vector ~jacou represents the acoustic
current propagating through the substrate. (c) Zoom of the quarter of the mechanical resonator
that shows a larger displacement of the trampoline.
We calculate the numerical Qclamp(h) as a function of the thickness for the fundamental
mode of vibration of the trampoline resonator. In Fig. 3.5(a) we show the fundamental mode of
the trampoline resonator. The red dots are the numerical values for a rigid clamped trampoline.
The blue points represent the numerical values obtained for a geometry which includes 50 µm of
undercut, which is unavoidable during fabrication. As is shown, there is no significant difference
between rigid clamp and undercut for the Qclamp. In the plot we show that Qclamp ∝ Lx/h, as
is expected. The proportional value for the expression Qclamp ∝ Lx/h is fitted numerically. It is
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expected that Qclamp(h) for a trampoline resonator is lower than for a membrane with the same
dimension calculated from Eq. (2.28).
The reasoning behind this claim is that by considering the membrane, the area of stressed
material is larger than the area of the trampoline, therefore, a larger elastic energy is stored.
One could argue that the cross section of the clamping points also increase, but this increases
linearly with the length Lx while the area increases squared L
2
x. This argument is supported by
the fact that membranes typically have higher resonance frequencies than the same length for
doubly clamped beams. We calculated the energy leaking from the resonator into a semi-infinite
substrate. To emulate the semi-infinite substrate, in Comsol, we consider a domain at least
15 times the size of the resonator and a perfectly matched layer (PML) at least 10 times the
length of the resonator, as is shown in Fig. 3.5(b). The PML allows the wave to propagate and
damps it to avoid reflection as can be seen in the figure. We estimate the power crossing the
area S of intersection of the PML and the regular substrate. Fig. 3.5(c) shows a quarter of the
trampoline clamped to the substrate.
3.5.1 Mechanical Low Pass Filter
For a stressed trampoline resonator clamped to an elastic substrate the main source of losses
∆Uclamp is given by the acoustic energy coupling to the substrate. The semi infinite substrate
has several branches of modes that allow the acoustic waves from the resonator to propagate.
In contrast to the electromagnetic waves, acoustic waves cannot propagate in vacuum, they
need a medium. By engineering the substrate it is possible to modify the density of modes and
its phononic dispersion branches. By removing modes on the substrate with frequencies near
the resonance frequency of the trampoline resonator we prevent the phonons from coupling into
the substrate and leaving the resonator. In this section we describe the way we remove the
largest part of the substrate preventing the energy from leaking out from the resonator.
In a similar case to electronics, we can implement a second order low pass filter. In the
mechanical case, we require a nested resonator architecture [35]. Consider a low frequency ΩM
resonator connected in series to a higher frequency ωm  ΩM resonator. The low frequency
resonator is formed by a large block of Si suspended with eight tethers made of the same SiC as
the internal resonator. In Fig. 3.6 we show the modes of vibration of the external resonator.
The mode shown in Fig. 3.6(a) is the fundamental mode and has the largest out of plane
displacement (along z). The fundamental mode is also the only one that couples from vertical
displacements. The hole in the resonator is 700 µm wide. The length of the external tethers is
1500 µm. For a frame of 1300 µm wide, and 500 µm thick, the resonance frequency of the mode
shown in Fig. 3.6(a) is 283 Hz.
The mode shown in Fig. 3.6(b) is a diagonal torsional mode that has diagonal axis of rotation.
It has a resonance frequency of 3300 Hz. The mode shown in Fig. 3.6(c) is a rotational mode
with vertical axis of rotation and it has a resonance frequency of 4100 Hz. Finally the mode in
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Figure 3.6: Vibrational eigenmodes for a resonator made of a large Si frame 1300 µm wide, and
500 µm thick. The hole in the resonator is 700 µm wide. The length of the external tethers
is 1500 µm. (a) Fundamental out-of-plane resonance of the external resonator. (b) Diagonal
torsional mode of vibration. The torsion of this mode is around the dashed line that represents
the rotation axis. The rotation axis is parallel to the diagonal x− y axis. (c) Rotational mode
of vibration ωc = 2pi×4100 Hz along z. (d) Lateral torsional mode of vibration with resonance
frequency ωd = 2pi×6300 Hz. The rotation axis is parallel to the x axis.
Fig. 3.6(d) is another torsional mode with lateral axis of rotation, it has resonance frequency of
6300 Hz. As we can see from the Fig. 3.6, the only mode that has transverse displacement is
mode (a). The modes (b) to (d) require rotational degrees of freedom. Therefore, in the ideal
case our trampoline resonator will not couple to any of these three modes. It is reasonable to
assume that given that the displacement of the trampoline is mostly transversal, we can neglect
the non-transversal modes for the remaining discussion.
Similarly to the electronic analogy, the external mechanical resonator allow us to filter
the high mechanical frequencies which in this case are non desired. To avoid the coupling
from the substrate, the length of the external tethers were chosen to not match any of the
the resonance frequencies of the internal resonator. The mechanical response of the nested
trampoline resonator is modified by the filter, such that F˜ (ω) = H(ωm)χ(ω)z˜(ω), where χ(ω) is
the mechanical susceptibility and the transfer function H(ωm) is
H(ωm) =
Ω4M
(Ω2M − ω2m)2 + Γ2Mω2m
, (3.8)
where ΓM is the damping rate of the outer resonator. In Fig. 3.7 (orange), we show the
susceptibility of the nested resonator for the case ωm = 200× ΩM.
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Figure 3.7: In blue, the transfer function H(ωm/ΩM) of the mechanical low pass filter as a
function of the relative frequency ωm/ΩM. In orange, the mechanical susceptibility χ(ωm/ΩM)
of the nested resonator with resonance frequency ωm shown on the top right. In green, the
total mechanical response of the nested resonator when clamped to the suspended external
resonator. The shaded area corresponds to the region of operation frequency ∼ ωm of our micro
mechanical system. The nested resonator has approximately 50 dB of isolation when mounted
on the external resonator.
To understand the role of the mechanical filter, in Fig. 3.7 we show the transfer function
H(ω) as a function of the relative frequencies between the two resonators ωm/ΩM. The transfer
function shows that for frequencies near ωm ∼ ΩM, the attenuation is minimum. For the
resonant case ωm = ΩM, the function reaches a maximum. At this frequency, the amplitude
of the oscillation of the external resonator is amplified. For higher frequencies ωm > ΩM the
amplitude of the transference is reduced.
Mechanical resonators with mode size near the mm scale and highly stressed materials have
typical frequencies of ωm ∼ 2pi×200 kHz. In contrast a bulky low mechanical frequency external
resonator has ΩM ∼ 2pi×1 kHz. In Fig. 3.7 (orange) we plot the susceptibility of the nested
resonator for ωm = 200ΩM. In blue, we plot the transfer function for ωm/ΩM = 1. In green
we plot the mechanical response of the nested resonator with the mechanical low pass filter
H(ωm)χ(ω)z˜(ω). With these parameters, we get approximately 50 dB isolation of the nested
resonator. In conclusion, our mechanical filter should be able to eliminate clamping losses.
In the next section, we describe the different challenges faced during the fabrication and
how we overcame them. We also show the experimental implementation to characterize these
ultra low dissipation mechanical resonators.
Experimental Implementation
3.6 Fabrication of Trampoline Resonators
The fabrication of the trampoline resonators presented in this section represents the implemen-
tation of a complicated sequence of micro fabrication steps. The development of the process
shown in this chapter and its successful implementation required of months of extensive process
development and extended sessions in the clean room. Some of the process flow presented here
were developed and implemented for the very first time in the Queensland Quantum Optics
Lab (QOL). Some other steps were developed for the very first time even in the ANFF-AIBN
facility of the University of Queensland. At some points the learning curve was very steep, by
pushing the limits of freshly learnt techniques, not always knowing if it would work. Finally,
the characterization of these techniques increases the portfolio of now accessible techniques for
the group for future applications.
3.6.1 Fabrication: Single Crystal SiC
Single crystal SiC is epitaxially grown on a crystalline Si substrate, and thus it is compatible
with standard micro fabrication techniques. The most common polytypes of SiC are hexagonal
(2H, 4H, and 6H-SiC), rhombohedral (15R and 21R-SiC), and cubic (3C-SiC). The polytype
3C-SiC is the only thermodynamically stable, it has a crystalline structure similar to diamond
shown in Fig. 3.8(a).
During the growing process the 3C-SiC crystal aligns to the crystal structure of Si (111)
resulting on a SiC (111) orientation [100, 101]. The crystalline plane (111) represented in
Fig. 3.8(a) as the blue shaded plane forms triangular shape crystals on the SiC film. In
Fig. 3.8(b-d) we show images of the surface of a typical 3C-SiC wafer with thickness ∼400 nm.
The images were taken with amicroscope, where we also measured the average thickness of the
film (Zeta 300 Optical profiler/Film thickness system). The Fig. 3.8(b) was taken from the
center of the wafer. The Fig. 3.8(c) was taken on one of the edges of the wafer and Fig. 3.8(d)
was taken at a small offset from the center. It is possible to observe the similarity in thickness
between the (b) and (d) given by the color. Each one of the Fig. 3.8(b-d) show small triangles
with different colors. During the growth of the SiC, the surface of Si suffers from carbonization
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Figure 3.8: (a) Unitary cell of the 3C-SiC crystal. The plane (111) is represented in blue. (b-d)
Optical microscope images taken with a Zeta 300 Optical profiler/Film thickness system. These
are pictures of the surface of the wafer on SiC. The triangle patterns are generated by voids
formed during the carbonization process of the Si surface resulting in thicker SiC thickness and
therefore a different color [98, 99]. The different colors are given by the different total thickness
of the SiC at that specific point. The colors appear by interference effect of the thin film. (b)
Image taken at the center of a wafer with mean SiC (111) thickness 400 nm on Si(111) 0.5 mm
thick. (c) Image taken at the edge of the wafer, where the density of the triangles is reduced
and the mean thickness has changed with respect to the center. (d) Image taken offset from the
center of the wafer. The size of the triangles is smaller with respect to the center of the wafer
but with higher density, the mean thickness remains similar to the center of the wafer, this can
be observed by the color. (e) In red, sketch of the the stress distribution σ(z) as a function of
the position along z in the 3C-SiC (111) film. the region in green represents the deffective layer
formed in the interface where the stress is compressive σ(z) < 0. In blue, the region of high
quality crystalline SiC, where the stress is tensile σ(z) > 0. (f) Lateral schematic view of the
Si-SiC interface where voids are formed due to carbonization. The difference in the thickness
forms differet colors for the same material. On the side, the schematic of the defective layer
(green) corresponding to near the interface.
forming voids with triangular shapes [98,99]. The difference in color for the triangles is produced
by interference. The difference in the thickness of the SiC while it grows in the void modifies
the optical path of the light from the profiler, see Fig. 3.8(f).
The 3C-SiC with lattice constant aSiC = 0.43596 nm is smaller than the Si lattice constant
aSi = 0.5431 nm. As the SiC grows, the mismatch between the lattices creates a defective layer
of SiC with compressive residual stress σ(z) < 0 near the interface. The stress along the position
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of the film is sketched in Fig. 3.8(e) where the green region represents the defective layer at the
interface. As the film thickness increases, the density of defects reduces and the stress becomes
positive. Once the film thickness reaches ∼50 nm the film grows as a single crystal with an
homogeneous large tensile stress [102]. With the precise measurement of the stress at different
z, the mean stress can be calculated as
〈σ〉 = 1
h
∫ h
0
σ(z)dz. (3.9)
However, it is convenient to refer to the stress as the mean value that can be obtained from the
resonance frequency of the resonators.
In Fig. 3.8(e), the single crystal region is represented as the blue area in Fig. 3.8(f), where
the region with the voids produces the defective layer. The value of the residual stress σmax
is controlled during the growth process and it is tunable within a large range, reaching up to
σ =1.5 GPa [82]. Silicon carbide is one of the most resilient and stable materials for operation
in harsh environments, which is relevant for our future integrated phononics platform with
potential use in high radiation environments.
The implementation of fabrication sequences involving SiC with (111) orientation uncovers
different fabrication challenges that had not been present in the silicon nitride interface using
(100) Si substrate. In this chapter we explain what those challenges are and how we overcame
them.
3.6.2 Fabrication: Photolithography
The fabrication of the trampoline resonators requires the patterning of both sides of the wafer,
the SiC layer and the Si substrate. This approach requires back side alignment of the two
different patterns with precision of no more than few micrometers error. This is one of the
techniques that had not been developed in the QOL Lab and which I fully characterized as part
of the fabrication process. Here I describe the steps for the fabrication starting with the double
sided photolithography.
The process requires two photomasks that were designed considering the dimensions of the
10 cm diameter wafer. One mask and subsequent steps are used to define the etching of SiC
from the top. The second mask is used from the bottom to pattern the silicon substrate. The
second mask is reflected for back side alignment of the features on opposite sides of the wafer.
The masks were patterned using a mask writer (µPG 101 from Heidelberg Instruments).
On the wafer, we start with a thin layer (300 nm) of 3C-SiC (111) epitaxially grown on a
Si (111) wafer 10 cm wide and 0.5 mm thick (Fig. 3.9(a)). Using an e-beam metal evaporator
(Temescal FC/BJD2000 Bell Jar Deposition System), we deposit 150 nm of Al on the SiC layer
(Fig. 3.9(b)). The thin Al film is used as an etch mask to protect our SiC when this is patterned.
We spin coat adhesion promoter (Ti-Prime) to enhance the adhesion between the Al thin film
and the photoresist. We spin coat positive photoresist AZ1518 on our wafer (Fig. 3.9(c)) with
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Figure 3.9: The arrow in the figures represents the orientation of the SiC wafer. (a) Si (111)
wafer with an epitaxially grown thin film 3C-SiC layer (300 nm). (b) E-beam evaporated
aluminum (150 nm) deposited on the SiC thin film. (c) Spin coated positive photoresist. (d)
UV exposure and development of positive photoresist. (e) Front side Al wet etch. (f) RIE etch
of SiC using CF4 and SF6 recipe. (g) Spin coat of front side protective positive photoresist. (h)
Wafer flip and back side aluminium e-beam evaporation (150 nm). (i)Back side spin coat of
positive photoresist. (j) UV exposure and patterning of back side photoresist. (k) Wet etch of
the aluminium back side. (l) Double sided photoresist removal. (m) Back side DRIE of 480 µm
using Al mask. (n) Aluminium wet etch and XeF2 release.
maximum speed of 4000 rpm to achieve a thickness of 2.1 µm. The photoresist requires to be
soft baked for 90 s at 100 oC. The exposure to UV light is performed with a dose of 180 mJ/cm2,
with the pattern for the top mask. The photoresist is developed with AZ 726 (MIF) developer
for 30 s and rinsed exhaustively with deionized water (Fig. 3.9(d)). The effect of the developer
decays dramatically when diluted with a few ml of water, then soaking the wafer in water stops
it completely.
The AZ1518 photoresist is resistant to a wide variety of acids, in particular it is resistant to
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the Al etch mixture. Once the pattern has been defined we etch the aluminium exposed on the
surface (Fig. 3.9(e)). We prepare our own Al etchant solution using the following composition:
H3PO4 - 73 %, HNO3 - 3.1 %, CH3COOH - 3.3 % and H2O - 20.6 %. To etch the Al we soak
the wafer with the patterned photoresist. The etch rate varies significantly from a fresh new
batch to an old solution but it does not affect the resolution of the features etchant.
Once the Al on SiC has been patterned, the pattern is transferred to the SiC layer by Reactive
Ion Etcher (RIE). We etch the SiC (Fig. 3.9(f)) with an RIE system (Oxford Instruments
PlasmaPro 80). We add another layer of photoresist that protects our devices from later
manipulation (Fig. 3.9(g)). With the SiC protected, we flip the wafer and do a second Al
deposition (150 nm) on Si (Fig. 3.9(h)). We spin-coat a positive photoresist (AZ1518) film on
the Al thin film (Fig. 3.9(i)). We use a mask aligner with back side objectives to align front
and back side patterns. Then we repeat the process for development (Fig. 3.9(j)). We etch the
aluminium with the solution we prepared (Fig. 3.9(k)). The 150 nm thick Al film will be used
as etch mask during the Bosch process. Once both sides of the wafer have been patterned we
remove the photoresist using acetone and ultrasound cleaning (Fig. 3.9(l)).
3.6.3 Fabrication: DRIE, Backside Patterning
Silicon as a crystalline material shows an anisotropy on its chemical properties, while planes
with orientation Si (100) are very easily etched with a highly concentrated KOH solution, the
planes of Si (111) plane are very little or not etched. This particular anisotropy becomes an
advantage in some fabrication processes that involve Si (100) orientations as KOH etches very
smoothly along the (111) planes. In particular, using Si3N4 as a mask and pattern can provide
an easy option for fabrication of mechanical resonators on Si3N4. In our particular case of SiC
(111) resonators, this etching property becomes an obstacle for using KOH to etch the Si and
we require an alternative for deeply etching the Si.
Due to the characteristics of the fabrication process and the requirements of the mechanical
system we needed to use Deep Reactive Ion Etching (DRIE) for opening the back side and the
release of the trampolines. The back side patterning is the most challenging step of this process
and required multiple fabrication iterations to finally implement a proper step by step process.
At the University of Queensland, through the ANFF-AIBN cleanroom, we have access to a
Plasma-Therm Versaline DRIE system. This equipment carries out exclusively a single wafer
12 cm diameter. So far, we have carried all the process on 10 cm diameter wafers. I implemented
a coarse compatibility approach, which consist of using a Si wafer of 12 cm diameter and placed
our SiC on Si wafer (10 cm) on it with the SiC facing the carrier wafer. This is a standard
process but the first time implemented for the QOL Lab. To keep it in place I used kapton tape
which works as a high temperature resistant masking tape as it is shown in Fig. 3.12(a).
The etch of the Si on the DRIE system can be done through two main processes, cryogenic
and Bosch Process. The latter being the relevant for us. The Bosch process is an anisotropic
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etching process. It is used to get straight large aspect ratios and straight sidewalls during
etching of silicon. During the Bosch process, two different gases are pulsed SF6, and C4F8. For
etching of Si, a SF6 pulse etches chemically a few micrometers of silicon. Then a C4F8 pulse is
applied, which forms a fluoropolymer protective film on the Si. The next SF6 pulse is assisted
with SF+x ions that are accelerated towards the bottom of the Si. The ion assisted etching
ablates the bottom surface of the fluoropolymer film leaving the Si exposed. The silicon at the
bottom of the trench is exposed and chemically etched with the SF6. The next step is the C4F8
pulse. The silicon side walls remain chemically untouched due to the protective polymer layer.
This sequence is repeated forming a loop. Depending on the size of the features, we would have
a varying range of etch rate, from 0.4 to 0.8 µm/loop.
As the DRIE technique was used for the very first within our Lab members, I exchanged
ideas with people that had used the DRIE techniques before. My first attempts were carried out
using standard recipes for DRIE masking, from regular Az1518 to 40 µm thick resist AZ40XT.
Soon I observed that the extremely deep etching requirements were beyond the experience
of the DRIE users. During the Bosch process, the temperature of the wafer increases, even
though there is a cooling mechanism for the wafer. Due to the extremely deep etch ∼500 µm
every single photo resists was easily burnt as the or etched during the Bosch process. I moved
towards the usage of a metallic mask. Some of the options available were Cr and Al. At the
end, aluminium mask was chosen over chrome because it was easier to wet etch. The wet etch
was done with the same solution I prepared myself described at the end of Sec. 3.6.2. Due to
its large etch selectivity, just 150 nm of aluminium are enough to serve as masking during the
500 µm etch of Si.
(a) (b)
Figure 3.10: SEM of the backside DRIE etch profile with isotropic etch due to low passivation.
(a) Corner of a squared trench etched by DRIE. The mask is aluminium on silicon and the
white edges show the undercut aluminium film which is released from the silicon. (b) Lateral
view of one of the corners of the squared frame showing the large undercut, where straight walls
were expected.
For the fabrication of the devices, it is required to etch 500 µm of Si substrate, for such
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a large depth aluminium is a good mask etch candidate because of its thermal and chemical
properties. The aluminium mask has high thermal conductivity and the Al reacts with fluorine
gases forming AlF3 which is involatile [103]. At all times, we avoided direct contact between
the bare SiC and the Si of the carrier wafer, protecting the SiC with different materials. The
first trials were carried out using photoresist as a protective layer on top of the SiC and directly
sticking it to the Si carrier wafer. During the etch process the temperature that the principal
wafer reached was enough to burn the photoresist layer making it impossible to remove. The
presence of the photoresist reduced the thermal contact between our sample wafer and the
carrier wafer, preventing the cool down of the principal wafer through contact with the carrier.
The high temperature reached by the principal wafer would also prevent the passivation step,
producing an isotropic etch instead of a vertical anisotropic etch.
The second round of trials was carried out depositing an Al film (150 nm) on top of the
SiC, see Fig. 3.9(l). The aluminium film used to protect the silicon carbide film was easy to
remove afterwards through wet etch. The removal of the Al film was very clean. We were able
to etch deeper without burning our samples and in Fig. 3.10 we show the etching profile of Si
with double Al mask. A large undercut below the aluminium film is produced by isotropic etch
during the Bosch process (Fig. 3.10(a)). The large undercut suggests that the etching process
is isotropic, which suggest that the passivation process is not occuring. As we had seen this
effect when the protective layer was photoresist, we concluded that the problem was the thermal
contact between the two wafers. The passivation process is temperature dependant. If the
thermal contact between the principal wafer and the carrier wafer is very poor, the temperature
of the substrate increases during the Bosch process. The C4F8 does not stick to the hot walls
nor forms the fluoropolymer protective film on Si. Leaving the Si exposed produces an isotropic
chemical etch during the next SF6 pulse [103]. In Fig. 3.10(a) we observe a SEM picture of the
back side DRIE etch on Si wafer. The angle formed is a corner of a squared pattern where
deep straight walls were expected. The white line surrounding each one of the frames is a free
standing Al film released due to the isotropic etch. On Fig 3.10(b) we observe a side view of
the released Al film and the large undercut.
The thermal contact between the carrier and the principal wafer is extremely important
for a proper performance of the Bosch process. Even though the aluminium is a good thermal
conductor, the microscopic roughness of the two wafers form a gap that prevents the heat from
flowing from the principal wafer to the carrier wafer, see Fig. 3.11(a). To enhance the thermal
conduction is necessary to create a strong physical contact between the two wafers. We used
a thin layer of fomblin oil and spread it all over Al on SiC layer. Spreading the fomblin oil
between the two wafers fills the gap between them and enhances the heat flow from the top
wafer to the carrier wafer, see Fig. 3.11(b). The aluminium becomes useful once more as it
prevents the oil from creeping into the SiC and also protects the SiC from scratches during the
manipulation.
Once the thermal contact was sorted, the DRIE from Fig. 3.9(m) produced very straight
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Figure 3.11: Representation of the interface between the two wafers. The carrier wafer (bottom)
and principal wafer (top). (a) Dry contact between two wafers, the microscopic roughness
prevents full contact. The top wafer heats as the Bosch process takes place. The flow of heat
is limited due to the dry contact. (b) Wet contact between the two wafers. The oil fills the
gaps between the two wafers and allows the heat to flow easily from the top wafer to the carrier
wafer.
walls and high aspect ratios. In Fig. 3.12(a) we show a wafer during the DRIE process attached
to a carrier wafer with kapton tape. In Fig. 3.12(b) we show an individual chip. Finally in
Fig. 3.12(c) we show a SEM picture of an individual device back side patterned with DRIE.
The etch rate during the DRIE process is very variable from session to session. The etch rate
depends on the distribution of the oil and the size of the features. We need to inspect constantly
the wafer and verify that the wafer has not been punctured through. Constant inspection of the
wafer allows us to stop the DRIE with ∼20 µm of Si left. With the remaining 20 µm thickness
Si supporting our structures, manipulating the wafer is still safe, however the separation of the
individual chips from the wafer is a delicate task. To remove the oil from the interface, we use
O2 plasma. At this stage we observe some residual silicon grass due to over passivation [104],
but it is removed during the following release step.
3.6.4 Fabrication: Release
The release of the SiC trampoline resonators is done by etching the silicon underneath the SiC.
We do this process by using a two step silicon etch, with KOH and then XeF2. KOH easily
removes the silicon grass and the Al protecting the SiC and Si. The interface SiC-Si has a
large concentration of carbonized Si, this is less reactive to XeF2. The low reactivity of the
carbonized silicon on the interface leaves traces on the SiC. The KOH solution, removes the
carbonized interface, leaving the SiC clean, see Fig. 3.9(m).
Once we have removed the aluminium and cleaned the chip we put it on a chip holder made
out of aluminium. We dry the chip on a hotplate for about 15 min at 115oC, and place the
chip inside the XeF2 etching chamber, see Fig. 3.9(n). The XeF2 etch is chemical and isotropic.
The XeF2 releases smoothly the heavy mass of the the resonator and releases the trampoline
resonator.
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Figure 3.12: (a) Back side patterned 100 mm wafer on a 120 mm Si wafer thermally contacted
with oil and attached with kapton tape. (b) Individual chip with 9 devices. (c) Individual
chip with straight etched walls. The SEM shows some silicon “grass” that appears due to over
passivation [104]. The diagonal lines at the bottom of the Si are part of an engineered design
that slows down the etch specifically around the area where the tethers are.
3.7 Experimental Characterization
The measurements of the resonance frequency f and quality factor Q of the different mechanical
resonators were performed using an optical interferometer, the schematic of the experimental
setup is shown in Fig. 3.13. The experimental setup was built by James Bennett [92]. The
details about the experimental setup used to measure the resonance frequency and quality factor
can be found in James’s thesis [92], however I will discuss those details that are relevant to the
work I did.
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3.7.1 Experimental Setup
The experimental setup built by James Bennett had been used for characterization of previous
resonators [82,92,105]. The experimental setup consist of a monolithic vacuum chamber designed
by George Brawley and built in the UQ Physics Workshop. The chamber has two quartz windows
that are used for imaging. The chamber has an electronic feedthrough for the micropositioning
stages and an optical fibre feedthrough sealed with a Teflon plug. The chamber is evacuated
with a roughing pump (XDD1 diaphragm) which reaches 2 mbar as base pressure. Then we
use a molecular turbopump (Edwards EST-75DX) that reaches base pressure P < 10−6 mbar
(Edwards wide range gauge WRG-S).
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Figure 3.13: Experimental setup for optical measurements of the mechanical Q and f of the
mechanical resonators in vacuum. (a) The optical setup consist of a Ti-Saph laser with central
wavelength λ=780 nm. The optical beam is sent into an acousto optical modulator (AOM) and
split into probe and LO. The probe is coupled into a single mode fibre which is wrapped in a
fibre paddle. The probe goes through a beam splitter with one arm to a detector and the other
arm inside the chamber. The probes component that goes inside the chamber is back-reflected
by the surface of the resonator. The reflected beam from the probe is mixed with the LO
beam. The detection (yellow region) is done with a balanced detector connected to a Spectrum
Analyzer where we read the frequency components on the photocurrent. (Some of the optical
components of the illustration were used from the library [106] )
The optics of the experimental measurement shown in Fig. 3.13 works as follows. The laser
(SOLSTIS TiS, M Squared) with central wavelength λ =780.000 nm (Burleigh WA-1000 Multi
Wavelength Meter) was shone into an Acousto Optical Modulator (AOM) which is driven with
a signal generator at ωLO = 2×68.8 MHz. At the output of the AOM, there are two beams,
the local oscillator (LO) and probe beam. The zeroth-order beam is called (probe beam) and
the first order diffracted beam (LO). The beams travel at different angles due to momentum
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conservation and one mirror divides the beams. Each of the beams is individually coupled to a
single mode fibre, then each one is wrapped in fibre paddles to control the polarization.
Figure 3.14: (a) Inside the vacuum chamber, lensed fibre forms a cavity with the surface of
the mechanical resonator. The oscillation of the resonator modulates the phase ∆ϕ(t) of the
reflected light. (b) Picture of the chip inside the chamber and the lensed fibre on top.
The probe is split 50:50, one of the beams going to a detector to monitor the power and
the second beam sent into the vacuum chamber. The beam that goes into the chamber is
coupled to a hemispherical lensed fibre (Nanonics). The lensed fibre with nominal beam spot of
1.5 µm collects light reflected from the surface of the resonator which is placed at a working
distance of 5 µm Fig. 3.14(a). A fraction of the light is retroreflected and collected by the
same lensed fibre. The retroreflected light that goes back into the fibre mixes with the LO on
a second 50:50 beamsplitter. The two optical outputs are sent simultaneously to a balanced
photodetector (New Focus 1807 Balanced Photoreceiver). The frequency components of the
balanced photocurrent are observed in a spectrum analyser (N9010a Agilent). In Fig. 3.14(b)
we show a picture of the chip placed inside the chamber and with the lensed fibre on top.
3.7.2 Ringdown Measurement
We measured the resonance frequency and the Q factor using a standard heterodyne detection
system (for more details see Ch. 2). To perform a measurement, we place the chip inside the
chamber and excite the resonators piezoelectrically. The balanced photodetector takes the
difference between the two signals. In the absence of resonator the photodetector produces
a current with a beat note at f =68 MHz, shown in Fig. 3.15(a) as the central peak. The
light from the probe is directed onto the oscillator and a fraction of it is retro reflected and
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collected by the fibre. The reflected light is summed to the LO signal and sent to the balanced
photodetector which. The oscillation of the resonator induces a phase modulation that is visible
as a side band peak at ωLO = 2pi × 68 MHz + ωm, where ωm is the frequency of the mechanical
mode of the resonator shown in Fig. 3.15(a) as the peak of the mechanical mode. The amplitude
of the vibration is proportional to the photo current. As the amplitude of vibration decays
the height of this peak decreases until it reaches its thermal value. As described in Ch. 2,
the oscillator’s decay rate is given by the decay time or the linewidth of its peak in the power
spectrum.
Figure 3.15: (a) Typical power spectral density of a mechanical resonator offset to the LO
frequency 68.8 MHz. The first central peak at 0 MHz is the beat note of the Local Oscillator.
The second peak is the laser lock mode sideband at 20 kHz. The third peak is the mechanical
mode with resonaonce frequency f ∼ 228 kHz. (b) Typical mechanical mode in the power
spectral density that shows the over estimation of the linewidth of the mechanical mode due to
the resolution bandwidth of the spectrum analyser.
For very high Q resonators, the linewidth is smaller than the lowest resolution bandwidth
of our spectrum analyzer (1 Hz). The spectrum analyser overestimates the linewidth of the
mechanical mode. In Fig. 3.15(b), the mechanical mode shows a wide line width. In this case,
it is required to perform a ringdown measurement. In a ringdown measurement, we observe the
exponential decay of the amplitude of the resonator and fit this decay to a curve as it is shown
in Fig. 2.2.
For the experiments, we have used up to approximately 50 µW of light in the probe beam
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during detection. The LO power was chosen to allow approximately 8 dB of clearance between
the electronic noise and the laser shot noise. With these parameters, we avoided saturating the
balanced photodetector.
To do a ringdown measurement, we locate the resonance frequency of the mechanical mode
shown in Fig. 3.15(a). Once we found the resonance frequency, we center the spectrum analyser
(see Fig. 3.15(b)) and set it to zero-span mode. In this mode the output trace is given by the
integral of the power spectrum over a window centred at the resonance frequency, with a width
equal to the resolution bandwidth of the analyser. In zero span mode, the measurement directly
gives the energy contained within that mode of oscillation.
The trampoline resonators directly attached to the substrate can be externally actuated
with a step function piezoelectric displacement about 2 µm along the vertical direction. The
acceleration induces a force that actuates the mode of vibration of the resonator with SNR∼ 40
dB. The zero span mode allow us to scan on time. Once the resonator is excited we observe the
signal until it decays to the noise floor.
3.8 Results
In this section, we discuss the experimental results obtained for the measurements of the
mechanical resonance frequency ωm and the quality factor Q of resonators with different shapes.
We show results for the measurements of Q of string resonators, trampoline resonators and
nested trampoline resonators.
We show that the Q factor of the strings clamped to a Si substrate is limited by the clamping
losses. We also show that by removing the defective SiC layer from the interface, the Qclamp
can be enhanced. We show that nested trampolines reduce the clamping losses and are limited
by internal losses, achieving an ultra-high quality factor Q = 4.3× 108.
3.8.1 Silicon Carbide String Resonators
In these experiments we explore the reproducibility and consistency of the resonance frequency
and quality factor of SiC string resonators. I fully developed the fabrication for all these devices
and it was fully carried out by myself. The measurements were taken while I trained Chao
Meng to do the measurements and he measured most of them while I analysed the data. Chao
Meng has started using these devices for future experiments during his PhD.
The string resonators are the simplest configuration that we used to characterize the
experiment. We fabricated strings with length Lx = 930 µm and width w = 5 µm out of a
single crystal SiC on Si epitaxial film. The 0.5 mm of silicon substrate were etched from the
backside with DRIE. The final release of the resonators was done with a highly concentrated
KOH solution. The resonators were released with KOH to prevent a large undercut that is
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typically produced with XeF2 release. The Fig. 3.16(b) shows a SEM image of a chip with
twelve strings.
Figure 3.16: (a) Experimental measurements of the mechanical resonance frequency ωm and
the mechanical quality factor Q of SiC string resonators. Each point in the plot represents an
individual device. The mean quality factor of all the devices is 〈Q〉 = 7.2× 105 (red) and the
maximum value Qmax = 1.2×106 (green). The mechanical resonance frequency of the resonators
is 〈ωm〉 = 2pi× 233 kHz (red). The gray dashed lines localize the mean resonance frequency and
the mean quality factor. The purple region represents the quality factor limited by clamping
losses in the absence of internal stress (doubly clamped beam). We fit the resonance frequency
numerically to the corresponding stress and determine that the mean stress is 〈σ〉 = 650 MPa.
The area in green represents a region of Q limited by clamping losses but enhanced by the
stress (string). (b) SEM image of a section of a SiC on Si chip where 12 devices are shown. (c)
Individual string made out of SiC on Si. the release was done through back side DRIE etch and
final release with KOH. The length of the string is Lx =930 µm and 5 µm wide. The thickness
of the string resonators is 255 nm.
In Fig. 3.16(c) we show a SEM of an individual device. It displays multiple wide holes on
the silicon substrate and a thin beam in the middle of each one of them. In the figure, it can
be appreciated that the KOH did not produce any significant undercut. The KOH terminated
silicon shows the preferential planes of etch. We see the left side to be undercut free and the
right side in the image to have a small undercut. With this technique we can conclude that the
string is well clamped directly into the substrate and the limiting Q factor should in principle
be Qclamp.
We measure the mechanical quality factor Q and resonance frequency for each one of the
individual resonator with thickness h = 255 nm. In Fig. 3.16(a) we show the experimentally
measured Q factors and resonance frequencies for several string resonators. In purple, we
illustrate the regime achievable without built in tensile stress in the device layer. The clamping
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losses at this point dominate the losses. The increment of stress in the beam produces the
dynamics to transfer from doubly clamped beam to string resonator. We show that the Q factors
of our strings lay in the regime of strings. The stress, as we have discussed in Ch. 2, dilutes the
dissipation, therefore enhancing the quality factor of a resonator. However, the quality factor of
the strings is still limited by the clamping losses Qclamp ∝ Lx/h. From numerical simulations
we fit the mean stress to the experimentally measured resonance frequency ωm and determine
that the mean stress 〈σ〉 = 650 MPa.
It is important to highlight that the mechanical quality factor achieved with these strings
resonators is remarkably large. For such a thick resonator h = 255 nm and such a low stress
〈σ〉 = 650 MPa it is a remarkable result. For string resonators made of Si3N4 able to achieve
such a high Q it is required to insert them in phononic shields [38] and with typical stress of
σ ∼1 GPa. This result supports the idea of enhanced quality factors resonators based on SiC
fabrication.
3.8.2 Silicon Carbide Trampolines Resonators
Our trampoline resonators are fabricated from a highly stressed silicon carbide (3C-SiC) thin
film on a silicon (Si) substrate. The SiC is grown epitaxially on the Si substrate; both SiC
and Si share the same (111) crystalline orientation. The mean stress σ of this SiC thin-film
is thickness dependent. The deposited SiC thin-film exhibits compressive stress (σ < 0) near
the interface (h < h0) and transition to tensile (σ > 0) for thicker films (h > h0), where the
transition thickness is h = h0. We start with a SiC single-crystal thin-film with initial thickness
of 337 nm grown atop a 500 µm thick crystalline silicon substrate, as represented in Fig. 3.9(a-n).
The design of the trampoline features a square inner island of 40 µm side length, suspended
within a (700 µm)2 hollow by four tethers 5 µm wide. Figure 3.17(b) shows an SEM image of
the fabricated trampoline.
Figure 3.17(a) shows a chip divided into four sections, each one thinned to a different
thickness. The change in color evident in Fig. 3.17(a) is produced by the interference effect
of the light on thin films. The final release of the trampolines is done using XeF2 chemical
dry etch of silicon, see Fig. 3.9. We dry etch the silicon until the resonator and tethers are all
completely released, as shown in Fig. 3.17(b). To remove the defect layer we then flip one of the
chips and place it on a carrier substrate, leaving the SiC defect layer from the Si-SiC interface
facing up, completely exposed and accessible to be etched. We use RIE to etch 77 nm of SiC
from the interface, leaving the trampolines with a total thickness of 260 nm. By doing this we
remove the defect-rich layer of the back side of the SiC.
To measure the resonance frequency and quality factor of the mechanical resonators we use
optical heterodyne detection in vacuum (P ∼ 10−6 mbar) as reported previously [2, 82,105,107].
We measure the amplitude of the displacement of the trampoline through the phase modulation
it imprints on the reflected light from the trampoline surface. By measuring the power spectral
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Figure 3.17: (a) Image of the chip sitting on an aluminium holder. The chip has 100 devices.
Each device is on a fully etched silicon window which can be directly observed in the image.
The different colors of the four different chip sections are produced by the different thickness of
the SiC.(b) SEM image of a SiC trampoline resonator. The trampoline is suspended on the fully
back side etched hollow of 0.5 mm thickness of silicon substrate. (c) Ringdown measurement of
the fundamental mode of vibration of the trampoline resonator with mechanical quality factor
Q = 1.74 × 106. Inset: modeshape of the fundamental mode of vibration of the trampoline
resonator obtained from FEM simulations.
density we determine the resonance frequency ωm = 2pi × f of the fundamental mode of the
resonator. To measure the quality factor Q, we perform a ringdown measurement by applying
an impulse to the trampoline. The amplitude of the oscillation decays as ∝ e−γt/2 [69],
where we measure the energy decay rate γ = Q/f using a spectrum analyser in zero-span
mode. In Fig. 3.17(d) we show an example of a ringdown measurement with γ ≈ 1/(8.23 s),
which corresponds to a Q ≈ 1.74 × 106, obtained with a back-side-etched resonator. Using
numerical simulations with Comsol, we calculate the modeshape and resonance frequency of the
fundamental mode of vibration of the resonator, which is shown of the inset of Fig. 3.17(d).
To explore the effects of the thickness of the SiC on the performance of the trampoline
resonators we measure their quality factor and resonance frequency for the fundamental mode
of oscillation of each trampoline. We plot the ωm/2pi and Q for each device in Fig. 3.18. The
blue figures represent devices thinned from the front-side; the devices with the original thickness
h =337 nm (circles), h =293 nm (squares), h =221 nm (rhombuses), h =140 nm (triangles
up) and h =75 nm (triangles down). The red triangles represent the devices thinned from the
back-side (etched 77 nm), with total thickness h =260 nm. In these last ones, the back-side etch
removed most of the defect-rich layer of SiC formed near the Si-SiC interface. From Fig. 3.18
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Figure 3.18: Measured resonance frequency and quality factor of the fundamental mode of
various single crystal SiC trampoline resonators. Each data point represents an individual
device. The shapes in blue represent devices that were etched from the front-side. Different
shapes represent different thickness, circle h =337 nm, square h =293 nm, rhombus h =221 nm,
triangle up h =140 nm and triangle down h =75 nm. The hollow triangles in red represent the
devices that were back-side etched with total thickness h =260 nm.
we show that those devices etched from the back-side exhibit an overall higher Q than those
etched from the front-side.
In highly stressed resonators, the resonance frequency ωm(σ) is dominated by internal stress.
We calculate ωm(σ)/2pi numerically for a trampoline resonator and compare it with the analytical
expression for a string of length Ls =
√
2 L obtaining similar results. We use this relation
to calculate the thickness dependent internal stress σ(h) through the measured resonance
frequency for each film thickness. In Fig. 3.19(b) we show (black squares) the measured mean
stress σ(h) for different thickness of SiC when etching from the front side. According to the
supplier, the mean stress of SiC 337 nm thick is σ(337 nm) ∼680 MPa, which is represented
with a dashed line in Fig. 3.19(b). We expect the mean stress to increase as the thickness
increase and reach an asymptotic value σmax following a growth model [3]. We fit the equation
σ(h) = σmax(1− e−((h−h0)/c1)c2 ) and determine the thickness h0 = 68 nm at which the internal
mean stress of the SiC film transition from compressive (σ < 0) to tensile stress (σ > 0). We
obtain that the maximum asymptotic stress is σmax = 805 MPa, reaching this value exclusively
when all the material under compressive stress has been removed. We fit two additional
parameters that determine the growth rate of the stressed film (c1, c2) = (56.19, 0.5354) to
obtain the red curve shown in Fig. 3.19(a).
The variation of stress depending on the thickness allows us to reach multiple regimes
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Figure 3.19: (a) Measured resonance frequency and quality factor of the fundamental mode
of various single crystal SiC trampoline resonators. Each data point represents an individual
device. The shapes in blue represent devices that were etched from the front-side. Different
shapes represent different thickness, circle h =337 nm, square h =293 nm, rhombus h =221 nm,
triangle up h =140 nm and triangle down h =75 nm. The hollow triangles in red represent
the devices that were back-side etched with total thickness h =260 nm. (b) Measured mean
internal stress of the SiC trampolines for different thickness of the film. The squares represent
the experimental measurements and the red is the growth model fit [3], the uncertainties are
smaller than the square size. The green dashed line is the stress measured by the supplier
σ0 = 680 MPa. (c) Mean Q factor of trampoline resonators as a function of the SiC thickness.
The blue line represents the clamping losses dominated region. The red line is the diluted
quality factor Qσ for a SiC trampoline resonator with uniform stress σ = 680 MPa. The green
line represents the expected Qσ for trampoline resonators when thinned from the back-side.
The black dots represent the experimentally measured mean Q depending on the thickness of
the film and the fit is the Qσ calculated with the mean stress σ(h) depending on the thickness.
The red triangle is the mean Qσ for back side etched resonators.
where different damping mechanism are dominant. To determine these regimes we calculate
the clamping losses dominated regime and the internal losses dominated regime. We use FEM
simulations to calculate the quality factor for clamping losses Qclamp(h) = K(ρs/ρr)(L/h), as
shown (blue line) in Fig. 3.19(c), where K=105.5, ρs = 2.65 g/cm
3 is the density of the substrate,
ρr = 3.21 g/cm
3 the density of the SiC resonator, L = 700 µm the lateral length and h is
the resonator’s thickness. In Fig. 3.17(c) we plot the experimental mean quality factor (black
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circles) of the fundamental mode of the trampolines for different thickness of the SiC. In these
experiments, the thickness of the film affects the mean stress, but also affects the effect of volume
and surface losses. We calculate the internal quality factor Q−1int = Q
−1
volume +Q
−1
surface, considering
these effects [75,76]. According to the literature, the surface losses follow Qsurface = βh, where
we obtained for SiC β = (100± 46)× 1010 m−1. The volumetric part of the losses mechanisms
Qvolume is the responsible of the friction among crystal dislocations in the bulk SiC. Our results
show that removing the defect-rich layer would in fact enhance Qvolume. We obtained that for
the trampolines that were etched from the front-side Qvolume = 2.0± 0.2× 103. However, the
material quality factor for back-side etched resonators is QBSvolume = 6.0± 0.3× 103. To model the
diluted Qσ shown in Fig. 3.17(c) (black dashed line) we use Eq. (3.3) with the mean stress being
thickness dependent σ(h). Our theoretical model agrees with the experimental data shown in
Fig. 3.17(c) (black circles). We also calculate the expected diluted quality factor for trampoline
resonators with uniform internal mean stress σ = 680 MPa, this is shown in Fig 3.19(c) as a
red line. For thin front-side etched resonators, and therefore reduced mean stress, the diluted
quality factor Qσ(h) decreases dramatically and eventually is no longer valid, Qσ → Qint. The
black dashed line in Fig. 3.17(c) shows that for thicker resonators, the experimental data for the
diluted Q approaches to the case of uniform stress. To explore the capabilities of the technique,
in Fig. 3.19(c) we show, a green dashed line, the calculated expected Qσ(h) for SiC trampoline
resonators thinned exclusively from back-side.
3.8.3 Silicon Carbide Nested Trampoline Resonators
Finally, we show the results for the nested trampoline resonators. The fabrication of these
resonators was developed along with Dr. Victor Valenzuela. We worked together in the
development of the fabrication, characterization of the techniques and the characterization of
the devices.
The nested trampoline resonators were fabricated on SiC on Si wafer. These resonators need
to be released in a different way than the others that we have discussed previously. The first
main difference is that these resonators are way more fragile than the previous ones. Due to the
presence of the hanging mass, a careless manipulation can break them. The final release of these
resonators has to be dry chemical etch of silicon, we use XeF2. Even though the release is dry
and gentle, still several of the chips were broken during final release. In Fig. 3.20(a) we show an
early stage of the XeF2 etch. The suspended resonator is still attached to the substrate through
the tethers but also through the silicon that slowly is etched away with XeF2. In Fig. 3.20(c) we
show a more advanced stage of the silicon etch, with a resonator almost released. In Fig. 3.20(b),
we show a suspended resonator with two broken tethers during the manipulation of the chip.
(d) Zoom of one of the corners of the collapsed resonator, where it is possible to appreciate one
of the two tethers holding the suspended resonator. Along the silicon carbide tether is possible
to see remains of material attached. At first, we though this could be contamination of our
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samples during the fabrication. The inspection and determination of the nature of the attached
material took days of work. Finally we concluded that the material remaining is the carbonized
silicon produced in the Si-SiC interface during the growth of the SiC film.
Figure 3.20: Suspended trampoline resonator with four tethers during the process of dry silicon
etch with XeF2. (a) Early stage of the dry etch of silicon for final release of the trampolines. (b)
Advanced stage of the dry etch of silicon for the final release of the trampoline. (c) Trampoline
with two tethers broken during manipulation. (d) Zoom of the collapsed resonator.
In Fig. 3.21(a) we show an SEM of a trampoline resonator released exclusively with XeF2,
the carbonized silicon remains attached to the trampoline. To remove the remaining carbonized
silicon we split the release step into two stages. First, while the suspended resonator is still
attached to the substrate, we use KOH wet etch of silicon. This etch is carried out for a short
period of time and just enough to remove the residual carbonized silicon. After the wet etch
with KOH, we rinse the chip very carefully and soak it in acetone and IPA with fresh batches.
Finally, we dry the sample with a critical point drier (Leica EM CPD300). The second stage,
we use dry etch with XeF2, until the two resonators are released. In Fig. 3.21(b) we show a
released trampoline resonator where the silicon was first etched with KOH and then with XeF2.
Compared to Fig. 3.21(a), the process to remove the carbonized silicon seems very effective and
clean.
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Figure 3.21: (a) Trampoline resonator released exclusively through dry etch of silicon with
XeF2. The SiC trampoline has several pieces of material attached to the surface. The material
is carbonized silicon and it damages the performance of the mechanical resonators. (b) Released
trampoline resonator through wet etch of silicon first (KOH) and then with dry etch (XeF2).
The SiC tethers are clean.
The SiC tethers that hold the mass, are 5 µm wide and ∼300 nm thickness. The tethers are
strong enough to hold the mass, however as the SiC is a crystal under high stress, there were
observed several cracks along the SiC film in many of the trials. The reason for the presence of
cracks remains still unknown, as different SiC wafers did not exhibit these sort of cracks. The
challenge of the successful fabrication of these resonators relies in the smooth released done
with the XeF2.
These resonators have very high Q and the first glimpse of this occurred during the SEM
imaging of the finished devices. The electron gun with 15 keV of the electronic microscope
actuates the resonator every time we change the position of the stage or the electron gun. In
Fig. 3.22(a) we observe the image of the external resonator vibrating with low frequency while
the image is acquired. In Fig. 3.22(b) we show a zoom of the edge from Fig. 3.22(a). The image
shows the difference between the fixed frame (well defined) and the external resonator (blurred).
While inspecting the nested resonators, we observed that they were actuated when the
position of the electron gun was changed. In Fig. 3.22(c) we observe the nested resonator that
has been actuated by changing the position of the electron gun. The picture of the nested
trampoline resonator does not seem blurred but exhibits aliasing. The reason for this is that
the frequency of oscillation of the trampoline is much higher than the resonance frequency of
the external resonator.
The image Fig. 3.22(d) was acquired with scan time of 10 seconds and it was captured 71
seconds after the first one (c) without moving the microscope. In Fig. 3.22(d), it is possible to
observe some remaining vibration.
Finally, after all the different challenges during the fabrication of the suspended trampoline
resonators were sorted, we were able to characterize them in the lab. In Fig. 3.23(d) we show
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(a) (b)
(c) (d)
Figure 3.22: SEM images of the vibration of the SiC trampolines. (a) SEM image of the
external resonator vibrating while the image was acqired. (b) Zoom on one of the corners of
the frame and external resonator. The image os the external is blurred because of the low
frequency vibration of the external resonator. The image of the frame is well defined, as it is
fixed during the acquisition of the SEM image. (c) SEM picture of a trampoline resonator. The
trampoline resonator is vibrating while the image is aquired. The high frequency of vibration
of the trampoline produces an aliased image. The scanning time of the image is 10 s. (d)
Consecutive acquired SEM pictire of the same trampoline at (c) in the same position acquired
71 seconds after (c). The scanning time is 10 s.
a photography of the chip that contains four nested trampoline resonators with large mass
external resonators. The large mass is referred to the trampolines that have a large part of Si
substrate attached as shown in the SEM of Fig. 3.23(c). The function of the large mass is to
reduce the resonance frequency and therefore enhance the phononic filter discussed in Sec. 3.5.1.
In Fig. 3.23(b) we show in false color a fully suspended trampoline resonator with small mass.
While actuated, the trampoline resonator suffers a very large displacement. This large
displacement could potentially induce a non-linear effect on the spring constant of the SiC
trampoline. If that occurs, the losses mechanisms for the same mode could be dominated by
non-linear mechanisms. We have not explored any source of non-linear mechanism in this thesis
and we consider that in the first experiments that these resonators will be used for the studied
regime will be purely linear.
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Figure 3.23: (a) Ringdown measurement of an isolated trampoline mechanical resonator. The
measurements show a first low Q mode coupled, potentially non linear response. As the mode
decays, the dominant oscillation is the ultra high-Q mode of Q = (3.77±0.73)×108. (b) Picture
of a chip with four mechanical resonators. (c) Additional ringdown measurement of an isolated
trampoline resonator. (d) Modeshape of the trampoline resonator in the suspended trampoline
resonator. (e) SEM picture with false color of a released isolated mechanical resonator with
small mass. (f) SEM picture of a released isolated mechanical resonator with large mass.
As the trampoline resonator is very well isolated, moving the stage does not actuate it. We
actuate it mechanically with a fiber tip and measure its decay. The trampoline is deflected
by at least one micron, this initial actuation could produce the trampoline to exhibit a non
linear behaviour. The results shown in Fig. 3.23(a) display a ringdown measurement of an
actuated trampoline. The initial ringdown, we believe correspond to this large deflection
inducing non-linear damping mechanisms. The initial damping is dominated by these non-linear
mechanisms with quality factor Q = (1.4± 0.35)× 107. As the oscillator relaxes, the maximum
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displacement reduces and the non-linear terms become negligible. The trampoline enters again
the linear regime and exhibits the corresponding ultra high-Q factor shown Fig. 3.23(a).
The large displacement of the trampoline resonators is not relevant for the successful
implementation of future quantum optomechanics experiments at room temperature. In general
terms, these resonators will not be operating with such a large amplitude. Instead, the planned
experiments are more interested in the extremely small oscillations of the resonator. Therefore,
we are not really interested nor worried in the non-linear component of the damping.
From Fig. 3.24(a) we observe that the signal (blue) is at least 10 dB higher than the noise
floor at -31 dB (pink), for at least 80 seconds. The measurement gives us more than 6 dB
clearance after 80 seconds of constant measurement. The ultra high mechanical quality factor
measured from the ringdown shown in Fig. 3.24(a) is
Q = (3.77± 0.73)× 108. (3.10)
After those 80 seconds, the resonator remained vibrating. We measured another ringdown shown
in Fig. 3.24(c), where we obtain Q > 108 that confirm the behaviour of our resonators. However,
we consider these results as preliminary and we would like to investigate these resonators even
further. These preliminary results suggest that the combination of SiC and a phononic filter
could lead to ultra high-Q mechanical resonators with trampolines as thick as h = 300 nm. In
modern literature, resonators that have shown such a large quality factor are silicon nitride
based and as thick as 20 nm [37] and 44 nm [48].
The nested trampoline resonators that we have introduced in this chapter are devices
with potential applications in quantum optomechanics experiments at room temperature. As
their product f × Q ∼ 1014 Hz, exceeding the condition for coherent manipulation at room
temperature f ×Q > 6× 1012 Hz [41].
At first glance one might not expect to be able to suspend such a large part of silicon
substrate with such thin tethers. Due to the yield strength of silicon carbide, we are able to
fabricate these devices on chip, making them accessible for integration with standard micro
fabrication technology techniques. Finally, we present a beautiful SEM picture of several
trampoline resonators in Fig. 3.24.
Conclusion
In this chapter we have discussed the design and engineering of the mechanical properties
of a single crystal SiC mechanical resonator. The first part of the chapter is oriented to the
careful design of the trampoline resonators. Where we have considered the different damping
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Figure 3.24: SEM of a chip with trampoline resonators.
mechanisms present in micromechanical systems. We describe the different engineered solutions
to reduce each one of the individual damping mechanisms and its integration into a single device
suitable for integration with silicon based technology.
This chapter emphasizes the utilization of SiC over silicon nitride. For its mechanical
properties such as hardness and crystalline structure, SiC is an alternative for ultra low
dissipation mechanical resonators. In this chapter we have also presented a technique that has
allowed us to remove selectively the defective layer of SiC near the interface. This technique
would be very useful for the MEMS community interested in developing highly stressed pure
single crystal SiC devices.
Here we also have discussed the mechanism that along with Dr. Valenzuela, we developed
for the reduction of clamping losses of the trampoline resonators.
We have demonstrated that the trampoline resonators presented in this work, have an ultra
low internal dissipation when the clamping losses are reduced. We have demonstrated the
largest mechanical quality factor for trampoline resonators and for such a thick resonator for
current bibliography.
Chapter 4
Phononic waveguides for
acoustics-based circuitry
4.1 Introduction
The idea of a mechanical computer goes back more than one hundred and seventy years ago,
when Charles Babbage conceived the concept of a mechanical “Difference Engine” [23]. With
the development of semiconductor electronics, interest shifted from mechanical computers to
electronic computers. Modern fabrication techniques have influenced a renovated interest on
mechanical computers. As mechanical computers have the potential to operate with low power
consumption. Additionally, mechanical computers could in principle withstand highly ionizing
radiation environments.
According to Roukes, mechanical computation can be carried out in two distinct forms [24].
The first one, based on mechanical parts where the physical state such as position of a mechanical
object forms the basis of multistate logic, as it was the Babbage’s “Difference Engine”. The
second computation mechanism is based upon acoustic “waves” – i.e. the vibrational modes
of mechanical elements. Modern advances in micro and nano-fabrication technology have
contributed towards the experimental implementation of this second form of calculations.
Over the past decade, demonstrations of electromechanical gates [25–27], reprogrammable
mechanical gates [28, 29], or mechanical Fredkin’s logic gates [30], have given a glimpse of
the potential of mechanical computing. However, the physical constraints of existing gate
architectures impede implementation of cascaded series of logic operations, preventing full scale
mechanical computing. Similar to an electronic network, cascading of logic operations and
communication among mechanical gates require a robust low loss channel to exchange the bits,
i.e. a “phononic wire”.
Similar to electrons in a wire, the propagation of phonons is characterized by their dispersion
relation ω(k), where ω is the angular frequency and k is the wave vector of a phonon. In bulk
solids, there are two kinds of acoustic vibration the transversal and the longitudinal, which form
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two acoustic phonon branches. The acoustic polarization branches are commonly referred to as
longitudinal acoustic (LA), transverse acoustic (TA) and in quasi-two dimensional cases there is
a third branch, out-of-plane acoustic (ZA) [108].
Efficient guiding of phonons along a network require engineering of phononic band structure
and dispersion curves. Large part of the existing methods to confine phonons rely on phononic
crystals [89, 109, 110]. Phononic crystals, with the right choices of materials, crystal lattices,
and topology of inclusions can lead to confined acoustic excitations confined but can propagate
through a phononic channel. However, phononic crystals are efficient because of acoustic
interference. The energy of the excitation extends through the phononic crystal’s lattice.
Another limitation of phonon guiding through phononic crystals is related to the aspect ratio of
the dimension of the unitary cell, limiting it’s scalability.
In this project we present an alternative approach by developing a low-dissipation mechanical
waveguide based on highly stressed thin membranes. Our platform confines and guides phonons
through acoustic impedance mismatch instead of acoustic interference. By using a membrane,
we limit the coupling between different phonon polarizations to purely out-of-plane acoustic
(ZA). We show experimentally that our “phononic wires” are single-mode over a certain range
of frequencies important for low loss mechanical signal transfer. We show that our phononic
waveguides operate as a high-pass filters. We derive a theoretical framework that allows us
to not only describe the dynamics of phonons propagating through the waveguides, but also
to design a whole phononic toolbox, with couplers, beam splitters, resonators and more. This
phononic tool box replicates the one existing in photonics.
4.2 Phononic Membrane Waveguide
Elastic solids are the three dimensional version of a spring. In the linear regime solids follow
Hooke’s law, where the application of a force causes deformation. Elasticity is the most important
property for restoring its shape and volume after a force has been applied.
As we can see, the description of the elastic properties of solids become very complex very
quickly. As an example, these elastic properties are described by three dimensional relations
between stress ςij and strain εkl. The sub-index i, j, k, l represent each one of the three axis of
displacement of the solid. The linear relationships between the stress and the strain tensor is
ςij = Cijklεkl, where 21 of the 81 components of the tensor Cijkl are independent [111]. The
mathematical formulation for acoustics requires coupled partial differential equations, which
most of the times can only be solved numerically.
In this chapter, we describe a quasi-2D platform for acoustic guiding of mechanical signals,
this emerging field has been named phononics. Our approach is based on highly stressed micro-
membranes that allow purely transversal (ZA) modes of propagation. From the theoretical
point of view, this membrane-based phononic system is a very interesting platform, as it can be
described analytically. The analytical description of the platform allows us to predict properties
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of the system and implement them in future applications. The propagation of the transversal
mode for a membrane waveguide in a 2D system could be seen as the equivalent of a 1D
transverse wave propagating through a very long string.
In this study, we analyse a system where the waves propagate through a membrane under
tensile stress. We solve the membrane-plate equation for the propagating wave and derive its
dispersion relation. We derived the wave equations and solutions for the fixed finite boundary
conditions in chapter 2. Here we expand that derivation to a more general description with
travelling waves.
Let’s start with a brief reminder, consider a two dimensional membrane-plate that lays along
the plane xy. The out of plane displacement u(x, y, t) along z has a wave equation (Eq. (2.19))
that we discussed in Ch.2. It is given by
Dp∇4u(x, y, t)− σ∇2u(x, y, t) + ρ ∂
2
∂t2
u(x, y, t) = 0 (4.1)
where u(x, y, t) is given in terms of the modeshape φi,j for the i, j mode. The term Dp represents
the rigidity of the plate, σ is the internal stress and ρ the density of the material. As we
described in Ch. 2, highly stressed and thin plates tend to behave more like a membrane. If
the tensile stress dominates the dynamics, then the elastic force due to rigidity of the material
becomes negligible. The membrane equation simplifies Eq. (4.1) into
σ∇2u(x, y, t)− ρ ∂
2
∂t2
u(x, y, t) = 0. (4.2)
Assuming the solution to the membrane wave equation (4.2) to be variable separable, we
propose a solution of the form
ui,j(x, y, t) =
∑
i,j
u0,i,jφi(x)φj(y)e
−iωt, (4.3)
where u0,i,j is the amplitude of the displacement for the i, j mode, φi(x) the spatial transverse
modeshape along x and φj(y) the spatial modeshape along the propagation direction y. The
solutions obtained in Ch. 2 are eigenvalues of the membrane modes, which are oscillatory
solutions. This stationary solution can be considered as the superposition of two waves. One
of them propagating ei(ωt+kyy) and the other one counter propagating ei(ωt−kyy) along y. In the
limit Ly →∞, we can consider the solution for just one of them, the one travelling along +y is
ui(x, y, t) =
∑
i
u0,iφi(x)e
−iωteikyy, (4.4)
with wave number ky. Consider kx =
nxpi
Lx
as the the wavenumber along x and nx ≤ 1 which
represents the transverse mode order. Substituting Eq. (4.4) in Eq. (4.2) and dividing by
ui,j(x, y, t) we get for i = nx,
ω2nx =
σ
ρ
(
k2y + k
2
x +
kx(k
2
x + β
2
E)
exβE(kx cos(xkx)− βE sin(xkx))− kx
)
, (4.5)
CHAPTER 4. PHONONIC WAVEGUIDES FOR ACOUSTICS-BASED CIRCUITRY 66
where the flexural wavenumber βE =
√
σA
EIy
, A = h × Lx the cross section and the moment
of inertia Iy. The terms kx and ky represent the wavenumber for each one of the axis. The
third term in Eq. (4.5) represents the modeshape correction due to stress. As most of the mode
energy is confined within the membrane, the boundaries have very small contribution to the
propagation of the wave. We quantify the contribution of the boundaries and find that
k2y + k
2
x 
kx(k
2
x + β
2
E)
exβE(kx cos(xkx)− βE sin(xkx))− kx . (4.6)
In non-dispersive media, such as bulk solids, the dispersion relation is linear ωnx ∝ k. For two
dimensional systems, the acoustic propagation presents dispersion. Highly stressed membranes
are a dispersive medium. The dispersion relation for a highly stressed rectangular phononic
waveguide is
ωnx(ky) =
√
σ
ρ
√
k2y +
(
nxpi
Lx
)2
. (4.7)
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Figure 4.1: Dispersion relation for a highly stressed silicon nitride membrane waveguide with
parameters σ = 1 GPa, ρ =3170 kg/m3, E =200 GPa, h =80 nm, Lx = 100 µm. (a) Modes
interference patterns for the propagating wave. From top to bottom, the frequencies are 12,
10, 7 and 4 MHz. (b) The frequencies of (a) show the different family modes supported at
that frequency. Dispersion relations for four family modes with nx = 1 (blue), nx = 2 (yellow),
nx = 3 (green) and nx = 4 (orange).
CHAPTER 4. PHONONIC WAVEGUIDES FOR ACOUSTICS-BASED CIRCUITRY 67
The dispersion relation has discrete branches for nx, they are represented in Fig. 4.1(b) for
nx = 1 (blue), nx = 2 (yellow), nx = 3 (green) and nx = 4 (orange).
In Fig. 4.1(b) we show four acoustic branches corresponding to nx = 1− 4 of the dispersion
relation for a phononic waveguide. The membrane is Lx = 100 µm wide, made of Si3N4, h = 80
nm thick, and with internal stress σ =1 GPa. In 4.1(a), we show the profile of the propagating
wave for different frequency carriers. The profile of the propagating wave is represented as
the out of plane displacement. The examples we show are for a frequency ω = 2pi × 4 MHz,
represented in dashed blue line in Fig. 4.1(b), where a single mode family is excited. For
ω = 2pi × 7 MHz, (yellow in Fig. 4.1(b)), the waveguide supports the propagation of two modes
with different wavelengths and ky vectors. For ω = 2pi×11 MHz, (green in Fig. 4.1(b)) there are
three modes supported and for ω = 2pi × 12 MHz (orange in Fig. 4.1(b)) four supported mode
families. It is worth to point the analytic form of the dispersion relation for a highly stressed
phononic waveguide. This is a very important result for the membrane phononic waveguide
platform and we will be using it for the rest of the chapter and for future development of this
phononic platform. We have shown that this phononic waveguide is a dispersive medium. The
group velocity vg =
dωnx(ky)
dky
and the phase velocity vp =
ωnx(ky)
ky
are given by
vg,n =
√
σ
ρ
√1 + ( nxpi
kyLx
)2 −1 , vp,n = √σ
ρ
√
1 +
(
nxpi
kyLx
)2
, (4.8)
for the phononic waveguides.
4.2.1 Single-Mode Phononic Waveguide
One of the most important results of the dispersion relation (4.7) is the single-mode phononic
waveguide. Single-mode phononic waveguides can revolutionize the transmission of mechanical
signals through extended purely mechanical networks. Low dissipation mechanical transmission
can lead to on-chip mechanical circuitry.
It is important to know the properties of the single mode region. We can calculate the single
mode bandwidth ∆SM analytically
∆SM = ω2(0)− ω1(0) =
√
σ
ρ
(
pi
Lx
)
. (4.9)
Which is identical to the cut-off frequency ωco =
√
σ
ρ
(
pi
Lx
)
. There are no modes allowed below
the single mode region, therefore waves with frequency ω < ωco will not be able to propagate
along the phononic waveguide. The dispersion relation (4.7) has imaginary solutions for waves
with frequency ω < ωco. The waves with frequency ω < ωco exhibit evanescent decay, with the
decay rate Γy(ω) given by
iΓy(ω) =
√
ω2 − σ
ρ
(
nxpi
Lx
)2
. (4.10)
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This is a very important result, as the development of technology in this phononic platform
can lead to classical phononic tunneling, phononic attenuators or phononic filters just to mention
few applications.
Phononic Tunnelling
We have derived the solutions for the dispersion relation below the cut-off frequency. There, the
solution to the ky number is imaginary. A wave with frequency ω < ωco can not propagate, and
its amplitude will decay exponentially. However, the wave fulfil the requirements for tunneling
if there is another allowed region where the phonons can propagate.
A wave with frequency ω < ωco has the shape
ui(x, y, t) =
∑
i
ui0φi(x)e
−iωte−iΓyy, (4.11)
where the decay rate Γy. The combination of waveguides with different widths can provide a
very efficient platform for selective acoustic actuation.
4.3 Evanescent Acoustic Field
The phononic waveguide confines the acoustic vibrations by an impedance mismatch between
the membrane and the bulk substrate. The impedance mismatch is not perfect and will also
allow to have some of the acoustic wave extended outside of the waveguide. Here we describe
the extended acoustic field to be evanescent. The presence of the evanescent acoustic field
opens the possibility of implementing applications inspired in the optical evanescent field from
photonics.
Consider the same membrane waveguide of width Lx and length Ly  Lx clamped at every
end to a substrate of thickness hs  h. The substrate is a different material than the membrane.
As we have shown, the sound propagates at different speeds between bulk v =
√
E
ρ
and stressed
membranes v =
√
σ
ρ
. But also, the speed of sound is different between different bulk materials,
as we clearly see from different Young’s modulus E and density ρ. Acoustic waves that go from
one medium to another experience an impedance mismatch. The impedance mismatch induces
a reflection of the acoustic waves. The impedance mismatch between the two media is finite
and the acoustic energy extends further than the membrane. Just as we described extensively
in Ch. 3, the acoustic waves confined in a mechanical resonator couple into the substrate and
propagate through it. In this chapter, we exploit that energy for some of our future applications.
In Fig. 4.2(a) we present a FEM calculation of the elastic energy density confined in
the phononic waveguide clamped to a substrate. In the top view (Fig.4.2(b)) we show the
calculations for a Si3N4 phononic waveguide clamped to Si substrate. In this case, the membrane
is Lx = 100 µm and with thickness h = 3 µm. The thickness was chosen based on the limits
of the aspect ratio that we could simulate in COMSOL at the time. These calculations are a
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Figure 4.2: FEM calculation of a silicon nitride phononic waveguide on substrate. These
calculations consider a Si3N4 membrane with thickness h = 3 µm mounted on a substrate with
thickness hs = 100h. The waveguide is driven at a frequency ω within the single mode region.
(a) Side-view of a driven phononic waveguide propagating along the y axis. (b) Top view of
a single-mode driven phononic waveguide with acoustic evanescent field extending into the
substrate. (c) Front view of the phononic waveguide.
snapshot of the acoustic field propagating along the waveguide along the y axis. The figure
shows the acoustic interference pattern produced by each the clamping points that act as a
point source of acoustic radiation into the substrate. From Fig. 4.2(c), where we show the front
view of the phononic waveguide, the acoustic field clearly extends beyond the boundaries. The
energy density reduces about ∼60 dB for a distance ∼ Lx/2 into the substrate.
These calculations were very challenging due to the large size of the domain required for
the simulation. For example, the effect of evanescent acoustic field is only observed with a
substrate that is comparable with the wavelength of the acoustic wave. In the calculations, to
prevent reflection of the wave, the perfectly matched layer placed at the end of the waveguide
requires to be at least 5 times the wavelength of the acoustic wave. Each one of these parameters
contributed to the increase of the size of the domain and created a computational challenge
due to the large demand of RAM. These computations, were at the time, the first calculations
performed in the QOL Lab with such a large domains and extreme aspect ratios (h/Ly) ∼ 800.
As we have described, the theory we have developed for phononics exhibits several similarities
to the electromagnetic case in photonics. We use these similarities to derive a formalism for
Phononic CMT (Coupled Mode Theory) in analogy to the optical coupled mode theory used
to describe evanescent coupling of waveguides, resonators and other photonic elements. The
electromagnetic field in the case of photonics and the strain field in the case of phononics are
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the carriers of energy.
For the energy density, we look at the similarities between the electromagnetic and elastic
energies
Uoptics = 120n2 |E|2 , Telastic = 12ςi,jεi,j,
Optical Energy Density Elastic Energy Density,
(4.12)
where n is the refractive index1, 0 the vacuum permittivity, ςij is the stress field and εij the
strain field [111]. These energy densities are represented in a sketch in Fig. 4.3.
z y
x
Photonic Phononic
Figure 4.3: Schematic representation of the optical energy density distribution in a photonic
waveguide consistent of a material with refractive index nw and the refractive index of the
surrounding medium na. Elastic energy distribution in a membrane-based phononic waveguide.
Along the membrane, the speed of sound is
√
σ
ρ
, while along the substrate, the speed of sound
is
√
E
ρ
. The difference in the speed of sound generates an impedance mismatch confining the
elastic energy in the waveguide.
An optical waveguide made of a material with refractive index nw confines an electromagnetic
mode due to total internal reflection if the surrounding medium has a refractive index na < nw.
The light in the waveguide travels at a speed vw = c/nw, while in the substrate va = c/na.
Clearly the light confined travels slower in the waveguide than in the substrate medium vw < va.
In photonics, the electromagnetic mode confined in a waveguide extends beyond the boundary
of the waveguide and decays exponentially [112]. In Fig. 4.3 we represent the optical energy
density for a photonic waveguide with refractive index nw > na. Where the surrounding medium
has refractive index na. In the figure, the optical beam (represented as red pulses for schematic
1n2 = r at optical frequencies.
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purposes only) propagates along the y axis. The energy confined in the waveguide is represented
as the red profile with evanescent field outside of the region of the waveguide. In the Fig. 4.3,
we represent the phononic waveguide analog. There, we show the distribution of the elastic
energy confined within the membrane.
As the wave confined in the phononic waveguide travels at a speed v =
√
σ/ρ , the wave
propagates at v =
√
E/ρ in the substrate. As the intrinsic stress of the membrane σ ∼ 1 GPa
is very small compared to the Young modulus of the substrate E ∼ 100σ, the acoustic wave
travels approximately 15 times faster in bulk Si than in the stressed membrane. Compared
with photonics, this would be equivalent to have a photonic waveguide with nw = 15 in air
with nw ∼ 1, see Fig.4.3. It is expected to have a very well defined and confined acoustic
mode in the phononic waveguide. To show this, consider the phononic waveguide shown in
Fig. 4.2. To visualize the energy density [113], we show in Fig. 4.4(a) the elastic energy density
10 log10 (T /Tmax). Even though, the energy is mostly confined in the waveguide, some of it
extends to the substrate.
4.4 Coupled Parallel Waveguides
This section was derived along with the contributions of Dr. Christopher Baker, who largely
enriched the discussion on phononic CMT.
There is natural question to ask, what is the effect of the presence of a secondary waveguide if
placed in the vicinity of the primary waveguide? The answer to this is, the secondary waveguide
modifies the dynamics of the primary waveguide. In a similar way that a photonic waveguide,
when a second photonic waveguide is added near by, the two modes overlap and it is needed to
use perturbation theory to analyze the overlap [114].
To analyse the coupling between phononic waveguides, let’s start by the simplest case.
Consider a single waveguide where the mode amplitude is a1, such that |a1|2 represents the power
in waveguide 1, as shown in Fig. 4.4(a). The wave a1 propagates along y with wavenumber k1, see
Fig. 4.4(d). The acoustic power propagating along y has normalized value P0 =
∫∫
S ·ydxdy = 1,
where S is the Umov vector. Let’s now consider a secondary waveguide where the mode a2
also propagates along y, see figures 4.4(b,e,f). The acoustic mode a1 in waveguide 1 and a2 in
waveguide 2 couple when the separation between them is small. The equations of motion for
the coupled acoustic waves are
da1
dy
= −ik1a1 + κ21a2
da2
dy
= −ik2a2 + κ12a1.
(4.13)
where κ12 and κ21 are the coupling rates. In the absence of coupling κ12 = κ21 = 0. We consider
first the lossless system, where the total power P0 = |a1|2 + |a2|2 = 1. In this lossless limit, the
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Figure 4.4: (a) Energy density confined in a single mode phononic waveguide. (b) Individual
energy density confined in a single mode phononic waveguide. In yellow, the energy density of
a single waveguide represented in Fig. (f). In pink, the energy density of a single waveguide
represented in Fig. (e). (c) Energy density for the two normal modes of the coupled membranes.
In blue the anti-symmetric normal mode (Fig. (g)) and in green the energy density of the
symmetric normal mode (Fig. (h)). (d-f) Representation of the transversal mode of vibration
for a single mode waveguide. (g) Anti-symmetric normal mode of oscillation of the two coupled
single-mode waveguides. (e) Symmetric normal mode of oscillation of the two coupled single-
mode waveguides.
power is independent of the length propagated. The rate of change of the power is then
dP
dy
=
d|a
1
|
2
dy
+
d|a
2
|
2
dy
= 0, (4.14)
which implies that
κ
12
+ κ
∗
21
= 0. (4.15)
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Figure 4.5: Excitation profile of the normal modes of coupled phononic waveguides. The normal
modes represent the symmetric and assymetric modes of propagation of the coupled phononic
waveguides. The symmetric mode has wavelength λ+ along the direction of propagation, while
the assymetric mode has wavelength λ−. The difference between the symmetric and assymetric
modes represents the coupling as ∆λ = κ
4pi
, for two identical waveguides.
For the two normal modes propagate along y with each wavenumber k±, the solution from
the equations of motion gives
k± =
k1 + k2
2
±
√(
k1 − k2
2
)2
− κ21κ12 . (4.16)
For co-propagating waves κ21κ12 = −|κ12|2 We can interpret the coupling between the waveguides
1 and 2 as follows. If we initially drive the waveguide 1, we observe the typical single mode
and single waveguide propagation pattern shown in Fig. 4.2. With a secondary waveguide
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near by, the modes a1 and a2 are coupled. The energy will go back and forth from 1 to 2 over
completing a cycle over a distance ∆λ. These coupled modes are the symmetric (Fig. 4.4(g))
and anti-symmetric (Fig. 4.4(h)) of the coupled waveguides.
The wave propagating along y propagates as e−ik±y. The energy will hop from waveguide 1
to waveguide 2 after N oscillations, where
N−1 = 2
(
1− k−
k+
)
. (4.17)
The mode shown in Fig. 4.6(a)i, which is the bare described as the sum of the symmetric and
anti-symmetric. The mode Fig. 4.6(a)ii is the substraction of symmetric minus anti-symmetric.
The energy couples into one waveguide and then transfers to the next one, as shown in
Fig. 4.6(c). In Fig. 4.6(d) we see the individual amplitude of oscillation |a1|2 and |a2|2 for
the two different coupled waveguides. As we can see the energy is swapped between the two
waveguides, the distance it takes to make a full cycle is λ12. To determine the wavelength of
oscillation between waveguides we calcualte the difference between the energies of the symmetric
and anti-symmetric modes
∆λ =
1
2pi∆k
, (4.18)
where ∆k = k+ − k−. The engineering of the parameters that affect ∆λ is a powerful tool
for the development of arbitrary ratios phononic beam splitters. In Fig. 4.6(b) we show the
behaviour for ∆λ as a function of the separation between the waveguides.
The general solution for the propagating coupled waves 1 and 2, with the initial conditions
a1(y = 0) and a2(y = 0) are:
a1(y) =
[
a1(0)
[
cos
(
∆k
2
y
)
+ i
(
k2 − k1
∆k
)
sin
(
∆k
2
y
)]
+ a2(0)
(
2κ12
∆k
)
sin
(
∆k
2
y
)]
e−i
k1+k2
2
z
a2(y) =
[
a1(0)
(
2κ21
∆k
)
sin
(
∆k
2
y
)
+ a2(0)
[
cos
(
∆k
2
y
)
+ i
(
k2 − k1
∆k
)
sin
(
∆k
2
y
)]]
e−i
k1+k2
2
z
(4.19)
To simplify this expression, we consider the waveguides to be identical, then κ12 = κ21 = κ.
The initial condition |a1(0)|2 = 1, |a2(0)|2 = 0 and estimate the power in the waveguide 2
P2(y) = |a2|2 and the power in 1 P1(y) = P0 − P2(y), we obtain
P2(y) =
2κ2
∆k2
sin2
(
∆k
2
y
)
, (4.20)
the value is simplified to ∆k2 = 4κ2. We show in Fig. 4.6(e) the analytical solution for |a±|2 and
the power on each one of the phononic waveguides. As it can be seen, the power sloshes back
and forth from waveguide 1 to waveguide 2. The power completes a full cycle after a distance
∆λ. This result shows immediately potential for applications. For example, phononic couplers
with 50-50 split of power or in general wit arbitrary ratio of split power. In Fig. 4.6(d) we plot
|a−(y)| and |a+(y)| for the coupled waveguide shown in Fig. 4.6(c) where we calculated using
FEM software for the propagation of the waves along two phononic waveguides.
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Figure 4.6: (i) Mode 1 of the non-coupled waveguide 1 or the sum of symmetric and andti-
symmetric modes. (ii) Mode 2 of the non-coupled waveguide 2 or the substraction of symmetric
and anti-symmetric modes. (b) Numerically calculated normalized wavelength λ1/Lx = λ2/Lx
as a function of the gap δab. Wavelength of exchange of energy λ12 between waveguide 1 and 2 as
a function of the separation between the two waveguides. (c) FEM calculation of the two coupled
waveguides that exchange energy. (d) Numerically determined amplitude of the oscillation on
the membrane waveguides along the propagation direction. (e) Analytical calculation for the
values |a±|2 and the envelope that represents the power in waveguide 1 P1(y) and P2(y).
We have shown that the rich physics of a membrane phononic waveguide can lead to powerful
technological developments, such as single mode, or coupled waveguides. But there are more
features that can be applied in the phononic platform. We derive the way to calculate the
phononic coupling rate. This powerful tool will allow us to develop a larger set of applications
in the phononics field. For example, ring resonators or beam splitters.
The two waveguides couple because of the overlap of their modes Fig. 4.4(b). As the
membranes couple, the dynamics is given by a superposition of the two eigenmodes. In
Fig. 4.4(d) we show the anti symmetric mode of the coupled waveguides. In Fig. 4.4(e) we show
the symmetric mode of the coupled membranes.
To calculate the coupling rate κ12, it is necessary to use perturbation theory [114]. The
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power propagating along the waveguide is normalized and conserved. The elastic energy density
extends from waveguide 1 to the region of waveguide 2 and induces a strain field in the area of
the waveguide 2. The coupling rate is analogous to the photonic case as
|κ21| = |κ12| = ω
4P
∫
V
(ς1 − ς2)ε2dV, (4.21)
where V is the effective volume of the waveguide. The coupling coefficient can be calculated
precisely numerically in most of the cases. For example using Comsol, we calculated it using
the Join function of the two solutions.
Having developed the theory for phononics, the path is clear towards the implementation of
phononic micro circuits. These circuits will have the great advantage that will be easily read out
compared to bulk phononics. One immediate application is a phononic coupler. Consider an
input power P0 in waveguide 1, as the wave travels reaches a region which is closer to waveguide
2, such that they interact over a length `. If ` = pi
2κ
, the output power is P1 = 0 and P2 = P0.
With ` = pi
4κ
, the output power is P1 = P2 = P0/2. With this phononic toolbox, phononic
interferometer or phononic ring resonators become available. In the next section we discuss
some of the properties of ring resonators.
4.5 Membrane Ring Resonators
As we have described in the previous section, phononics and photonics share a similar theoretical
framework. The mathematical description for photonic ring resonators can be easily transferred
into phononic rings resonators [115]. Here we briefly discuss some of potential applications and
properties of the phononic ring resonators.
One immediate application of acoustic evanescent coupling is the cavity ring phononic
resonator. In the single-mode regime, these rings resonate at those frequencies ω(ky) that
satisfy the condition ky = 2pi/λy = ny/R. The integer value ny represent the total number of
wavelengths that fit into the ring. In Fig. 4.7 we represent the wavelength λy for a resonant case.
In the figure, the ring resonator with radius R has a corresponding perimeter that 2piR = nyλy.
The resonance condition directly provides the resonance frequencies. In the single-mode regime,
the resonance frequencies for the ring are
ω1
(ny
R
)
=
√
σ
ρ
√
n2y
R2
+
(
pi
Lx
)2
, (4.22)
for integer ny. These ring resonators act as a phononic cavity, with free spectral range FSR
given by
FSR =
1
2pi
[
ω1
(
ny + 1
R
)
− ω1
(ny
R
)]
. (4.23)
To show that it is possible to couple ring resonators through evanescent coupling, we perform
FEM simulations with COMSOL. We place a phononic waveguide parallel to the y axis, where
the acoustic wave is confined in the waveguide and propagates towards +y. The wave propagates
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Figure 4.7: Out of plane displacement in a phononic ring resonator in the resonance condition.
The resonant case is satisfied when 2piR = nyλy, with ny an integer number.
with wave vector ~ky, as shown in Fig. 4.8(b), where we show the top-view of the phononic
waveguide and the ring resonator. The propagating wave has frequency ω1(
nx
R
) that corresponds
to the resonance frequency of the ring cavity. The FEM calculations to obtain Fig. 4.8 require
extreme aspect ratios h/Ly ∼ 10000, which are very hard to handle by COMSOL and extremely
computational demanding. As we described in Sec. 4.3, in order to observe the evanescent
coupling it is required for the silicon substrate to generate a domain significantly larger than the
wavelength. The computation also requires extremely fine meshing in areas where the size of
the features were small, for example, the meshing for the gap or the meshing for the membrane.
These calculations required the usage of a computer with 64 GB of RAM. Due to computational
limitations, we considered Lx = 5 µm and the thickness of the membrane h = 300 nm. The gap
between the ring and the waveguide is Lx/10.
The resonance frequency of the ring resonator is ω1(ny/R). However, if the phononic
waveguide is driven with a frequency slightly off-resonance, it is not possible to observe the
enhancement produced by the cavity. To find the precise resonance frequency we sweep the
frequency of the drive ω around ω ≈ ω1(ny/R) and calculate the elastic energy density U(ω)
stored in the resonator as a function of the frequency drive. The energy density stored in the
resonator as a function of the normalized drive is U(ω/ω1) is shown in Fig. 4.8(a). In these
calculations we introduce an imaginary term for the Young’s modulus of the silicon substrate
E = (200+ i20) GPa. In the absence of the imaginary term in the calculations, the quality factor
of this resonator has a very sharp feature hard to determine numerically. If it is true that the Q
factor of the resonator will be given by the magnitude of Q ∼ <[E]/=[E], here we just want to
show that this resonances are equivalent to the photonic case. The frequency split observed in
Fig. 4.8(a) corresponds to the waves propagating clockwise and counter clock wise. The reason
for the splitting to occur is related to the meshing of the domain while performing the FEM
calculations. The sidewalls in the ring exhibit certain roughness given by the mesh size. This
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Figure 4.8: Phononic ring resonator. (a) Normalized energy density stored in the phononic ring
resonator as a function of the drive frequency of the phononic waveguide. The ring resonator
is evanescently coupled to the phononic waveguide and when on resonance the energy density
stored in the resonator increases due to resonant buildup inside the resonator due to constructive
interference. (i) Case far from resonance where the amplitude of the oscillation in the ring
resonator is almost null. (ii) Case near resonance where the amplitude of the oscillation is the
same amplitude on the phononic waveguide. (iii) Resonant case, where the amplitude of the
membrane in the resonator is larger than the amplitude in the phononic waveguide. Each one
of the cases is represented with a coloured point on the plot. (b) Full domain of the calcualted
FEM simulation for the resonant case. The drive is done on the left side and the wave propagates
along the waveguide with wavevector ~ky. The ring is coupled to the phononic waveguide and
stores energy as amplified standing waves.
roughness breaks the degeneracy of the clock wise and anti-clockwise, exhibiting a characteristic
doublet resonance lineshape as observed in wispering gallery mode resonators [116]. The ideal
case is far from achievable from the numerical point of view. With the parameters described
we reached the computational limit of our equipment. The plot shown in Fig. 4.8(a) required
16 hours of calculations with a computer with 64 GB of RAM. The implementation of a solid
ground to perform the calculations was through work I carried on for weeks. At the time, the
experience of the people in the Queensland Quantum Optics Lab (QOL) regarding numerical
calculations was limited to small 3D structures or highly symmetric domains [55, 117–120]. The
main challenge of these calculations was the need to consider such a large domain, producing
extreme aspect ratios and the lack of symmetries.
In Fig. 4.8(a i) we represent the case far from resonance where the amplitude of the oscillation
on the membrane on the ring is almost null. In the case shown in Fig. 4.8(a ii), the amplitude
of the oscillation is enhanced. In this figure, based on the color map, we observe the same
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amplitude than in the phononic waveguide. In the resonant case shown in Fig. 4.8(a iii), the
amplitude if the membrane in the ring is larger than in the waveguide. The Fig. 4.8(a iii) shows
the ring resonator which is evanescently coupled to the phononic waveguide on resonance. The
energy density stored in the resonator increases due to resonant buildup inside the resonator
due to constructive interference.
Phononics Experiment
In the preceding sections, we have described the basic theory for our proposed membrane
phononic platform. In this section we describe the materialization of the conceptual experiment.
A very basic concept of the first experiments in phononics using a highly stressed membrane
waveguide is represented in Fig. 4.9. A rectangular silicon nitride membrane (blue) with
length Ly and width Lx. The AC voltage V (t) capacitively actuates two gold pads (left). The
electrostatic actuation generates an acoustic wave with wave vector ~ky that propagates along
the waveguide. The acoustic wave reaches the right side of the Fig. 4.9 and it is detected
optically through a phase modulation ∆ϕ(t) in a heterodyne detection system, similar to the
one described in Fig. 3.13.
y
xz
+
-
Figure 4.9: Schematic representation of a experimental setup employed to characterize a
phononic membrane waveguide. Two gold pads driven electrically with an oscillating voltage
V (t) generate an acoustic wave with wave vector ~ky. The acoustic wave travels along the
waveguide and is detectected optically.
The implementation of the simple schematic of Fig.4.9 is in reality quite complex and we will
discuss it throughout the rest of this section. For simplicity, the description of the experimental
setup has been divided in four main categories: Fabrication, Vacuum System, Optics and
Electronics.
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4.6 Fabrication
The fabrication of the membrane waveguides has been carried out by myself using some of the
techniques developed for the trampoline resonators described in Ch. 3. Here I will expand on
the those that are significantly different and refer to the techniques described earlier in the cases
where the process is similar. The whole fabrication process and characterization was developed
by myself.
The design for the phononic waveguides requires double-sided patterning. I designed two
masks for the waveguides and defined the top layer as the one that has the released membranes
and the gold electrodes for actuation. We refer as the bottom layer as the one that has the back
side patterning of the waveguides. The photomask for the top layer has the patterns of the
electrodes. This mask is drawn for negative photoresist with standard 3 µm resolution. The
bottom layer is for positive photoresist.
4.6.1 Photolithography
The photolithography for the fabrication of the phononic membrane is fairly straightforward
given the feature sizes 10 µm. The process of the fabrication of the phononic waveguides starts
with the cleaning of a commercial Si3N4 on Si wafer with (100) crystal orientation Fig.4.10(a).
We clean both surfaces of the wafer using successive acetone and IPA ultrasound baths. The 80
nm thin film of Si3N4 is deposited using LPCVD technique, which leaves a residual tensile stress
on the film. One of the standard ways of estimate the residual stress of the film is through
the bowing measurement of the wafer. However, as the wafer is coated from both sides the
wafer does not bow. The stress can in principle be estimated by the manufacturer with the
parameters during the deposition. The reported tensile stress for our wafers is σ ∼ 1 GPa.
Once the wafer is clean, we use an HMDS (hexamethyldisilazane) adhesion promoter which
is deposited on the layer we want to pattern the top electrodes. The HMDS is deposited in
an oven that also dehydrates the wafer. This part is very important as we will be depositing
titanium (Ti) and then gold (Au) directly on the wafer to form the electrostatic actuation pad,
see Fig. 4.9. We use the mask for the top side of the wafer, which is for negative photoresist.
After the adhesion promoter is deposited, we spin coat the wafer with AZ nLOF 2020 negative
photoresist at maximum speed of 3000 rpm. The thickness of the photoresist film is ∼2 µm.
The mask designed for each one of the wafers has the wafer shape, i.e. the circular shape and
the primary flat, so it is easier to align with the mask with the bare wafer, making it easier for
the future alignments. The pattern was exposed with a dose of 225 mJ/cm2 and developed for
50 s then developed, see Fig. 4.10(b). The side-walls for are designed to be narrower at the top
as we can see in Fig. 4.10(b,c).
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Figure 4.10: Fabrication process for membrane based phononic waveguides. The white arrow
indicates the orientation of the top side. (a) Wafer consist of a thin layer (80 nm) of Si3N4 (green)
deposited through LPCVD on both sides of a Si substrate (grey). (b) Negative photoresist AZ
nLOF 2020 (red) patterned with photolithography on the top layer of silicon nitride film. (c)
E-beam evaporation of Ti-Au (yellow) on the top layer and on top of the patterned photoresist.
(d) Lift-off process to remove the negative photoresist and the metal deposited on top of it,
leaving the desired gold pattern. (e) Second metal evaporation, 300 nm thick of aluminium
(blue) masking the gold. Third metal evaporation, aluminium 300 nm thick film on the underside
of the wafer. (f) Double sided spin coat of positive photoresist AZ 1518. (g) On the top layer,
the pattern is not exposed to UV light and on the bottom layer, the pattern exposed is the
waveguide pattern. (h) Al etch of the 300 nm on the secondary side. (i) Dry etch of the bottom
silicon nitride film using RIE. (j) Flip wafer and spread of fomblin oil for contacting with 150
mm diameter carrier wafer. (k) DRIE of ∼480 µm bulk Si. (l) Removal of the two sides of Al
film and final release of Si through anisotropic KOH etch.
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4.6.2 Metal Evaporation
The lift-off process consist in evaporating a thin layer of metal on top of a pattern of photoresist.
We evaporated 10 nm of titanium (Ti) as an adhesion layer followed by evaporation of 50 nm
of gold on the patterned photoresist, see Fig. 4.10(b). The metal is deposited directly on the
surface of the wafer where the photoresist has been removed and on top of the photoresist where
it remained, see Fig. 4.10(c). The photoresist layer has to be thicker than the metallic layer. The
wafer is then soaked in a solvent to remove the resist, which typically can be either acetone or
1-methyl-2-pyrrolidinone (NMP). We used a warm bath (60o C) of NMP and within 5 minutes
the photoresist was removed, leaving just the golden pattern on the wafer, see Fig. 4.10(d).
The next step is a second metal deposition with the e-beam evaporator, we deposit 300 nm
of aluminium on top of the gold for protection. This layer is extremely important, as it works as
a thermal contact and also as a protection layer for the silicon nitride layer. Specially, as silicon
nitride reacts with the gases used for silicon etch during the Bosch process (for a description of
the Bosch process see Sec. 3.6.3). The aluminium layer protects the silicon nitride layer from
physical and chemical damage.
A third metallic deposition is required on the bottom layer. This Al film is the mask for the
DRIE etch, see Fig. 4.10(e). The bottom side of the wafer requires to pattern the Al layer for the
DRIE, we need to protect the top layer while handling and for the Al etch during the patterning
of the bottom. We spun coat the top layer first and then the bottom layer (Fig. 4.10(f)). The
bottom layer is then patterned with back side alignment on an EVG mask aligner. We develop
after the exposure keeping the two layers on the wafer, see Fig. 4.10(g). We etch the aluminium
from the bottom (Fig. 4.10(h)) and then use that same pattern for etching the silicon nitride
with RIE, see Fig. 4.10(i). We remove the resist soaking the wafer in an ultrasound bath and
then rinsing with IPA (Fig. 4.10(j)). The removal of the resist is very important, but if there are
some bits left it is not crucial, we can avoid the O2 plasma cleaning. The patterned aluminium
on nitride on silicon is on the bottom layer and it is ready to be etched with the DRIE.
On the top layer, we have the gold electrodes coated with a layer of Al. The bottom layer
aluminium on gold on nitride on silicon gets now covered with fomblin oil and placed on top of
a 150 mm Al on Si wafer. The usage of oil enhances the thermal contact, we discuss this in Sec.
3.6.3. The 150 mm wafer works as a carrier, the two wafers are stuck with kapton tape sealing
all the edges of the wafer. The silicon nitride gets etched with SF6, the Al layer gives us an
extra protection and sealing the boundaries with tape prevents any gases from getting in.
4.6.3 DRIE
In chapter 3 we described DRIE process in great detail. Here we describe the main differences
between the usage of DRIE for the fabrication of trampoline resonators and the usage for the
fabrication of the phononic waveguides.
It is important to highlight that the fabrication process of the membrane waveguides is
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even more challenging than the process used in the fabrication of the trampolines. Some of the
reasons for this are:
• The thickness of the membrane is (80 nm), it can be easily damaged by the DRIE process.
• Differently to SiC, stoichiometric Si3N4 is chemically reactive to XeF2. It is not possible
to release with XeF2 chemical etch.
• Silicon nitride is also reactive to the gases present in the etching recipe for the Si, such
as sulphur hexafluoride SF6. Poor handling will expose the silicon nitride and it will be
etched.
• The release needs to be done through KOH, the formation of hydrogen bubbles can break
the membrane.
The DRIE process is done trying to etch as deep as possible without reaching the membrane
Fig. 4.10(k). The etch rate in each are depends on the thermal conduction but also on the size
of the trenches. Wider features are etched faster. This part becomes extremely hard as the
narrow windows of the waveguides and the deep etch make it hard to inspect the depth of the
trenches with a DEKTAK profiler or even with conventional optical microscopes. To inspect
and roughly estimate the depth of the trenches we use a Zeta 300 Optical profiler. The depth
of the trenches is not very homogeneous and as in some areas of the wafer you measure a depth
of 450 µm in some others you measure 400 µm. We always try to keep the most conservative
number for this measurements.
The wafer has been pre-designed to have trenches that dice the wafer in individual chips,
making it easier and safer to get each individual chip separated. We remove the kapton tape
and separate the two wafers very carefully, then we clean the surface of the wafer from the
fomblin oil using O2 plasma for about an hour. We inspect the wafer after that and verify
that all the oil is gone, in case there is some oil left, we use O2 plasma for another 15 minutes.
Something to notice here is that acetone removes the fomblin oil, however, we don’t recommend
it as it gets dissolved and penetrates in the Si. We don’t recommend to clean the fomblin oil in
IPA either, as it just spreads it all over and never really effectively removes it.
Final thoughts on DRIE: there is a risk of etching the membrane if the DRIE etches too
deep, but there is a risk of not etching enough and therefore not getting any waveguide if the
DRIE is too short. We will discuss this in the next section where we describe how we balance
the DRIE-KOH etching process for the release.
4.6.4 KOH Release
The final fabrication process of the phononic waveguides is the release of the silicon nitride
suspended membrane. This release is done through anisotropic KOH etch on individual chips.
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The chemical anisotropic KOH etch of silicon follows the preferential crystalline orientation of
planes (100) and (110), see Fig. 4.11(b). The plane (111) of silicon is hardly etched, considered
as the stop plane for silicon etch with KOH [121]. With the DRIE, the bottom of the silicon
is not perfectly etched, leaving traces of grass like silicon [104]. When using a Si (100) wafer,
the silicon grass can be removed and the membrane smoothly terminated by using anisotropic
KOH etch. In Fig. 4.11 (b), the trench created by DRIE is terminated with KOH etch. The
grass is removed and the planes (111) stops the etch direction. The anisotropic KOH etch of Si
is a standard microfabrication technique. However, this was the first time that KOH etch was
included in fabrication processes and characterized in the Queensland Quantum Optics Lab
(QOL).
(c) (d)
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<110>
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<100>
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Figure 4.11: (a) Schematic representation of the profile of the grass produced during the DRIE
of silicon. The silicon nitride layer is shown at the bottom of the schematic (blue) with the
gold pad (yellow). (b) Lateral profile of the silicon substrate after the DRIE+KOH etch. The
silicon nitride membrane with the gold pad is released with the walls smoothly terminated. (c)
False color SEM of the top view of the released Si3N4 layer (lighter blue) after KOH etching.
The gold electrode (yellow) is shown. (d) False colour SEM taken from the underside of the
phononic waveguide. The Si substrate (green) has sharp terminations, typical of a KOH etch
stopping along the (111) planes of Si. In yellow, the gold electrode observed from the bottom of
the chip through the Si3N4 released membrane.
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The KOH anisotropic etch of Si is done through the following chemical reaction
Si + H2O + 2KOH→ K2SiO3 + 2H2, (4.24)
where on the products side H2 is released in form of bubbles. The characterization took several
trials and during it, we encountered some problems with the H2 bubble density or bubble size
that was breaking our membranes. For example, using a standard bath for full wafer etch would
increase the risk of breaking the membranes as we lose the control of the process, simply by
placing the sample inside the bath. We decided to carry out this process at smaller scale and
on a more controlled environment. We etch the remaining Si with KOH releasing the silicon
nitride film (Fig. 4.10(l)), using a small beaker for individual chips we use a standard recipe for
KOH (30%). Weigh 70 g of KOH pellets, dissolve in 190 ml of water, it can be warmed up on
a hot plate to facilitate the dissolution of the KOH. Add 40 ml of IPA. The IPA reduces the
surface tension and prevents the H2 bubbles to stick on the surface reducing the roughness of
the Si surfaces.
In Fig. 4.11(c) we show the top view of the released membrane of Si3N4, with lighter blue.
In yellow the gold electrode. The electrode overlap with the released membrane. The membrane
has been released with straight walls. In Fig. 4.11(d) the bottom view of the released phononic
waveguide. In false colour green, the Si substrate, angled as it is common in the final release
of Si3N4 with KOH. In yellow, the electrode seen from the bottom across the membrane. The
membrane is not seen in the image but is the black area in the micrograph. This process needs
to be looked after, as the waveguides does not open at the same time everywhere. Once the
waveguide starts clearing of Si the process accelerates.
The inspection of the chips is done removing the chip from the KOH solution and then
soaking it gently in a first bath of deionized water, then in a second bath and then in IPA. The
chip is inspected under the microscope while it is still soaked in IPA. Once the waveguide is
fully released then we stop the process. We take the chip in IPA and take it to an automated
critical point dryer (Leica EM CPD300) to avoid collapse of break of the fragile waveguide
membrane due to stiction during drying. The chip is dry and the waveguides finally released.
The next step is to wirebond the chip to the stage in the vacuum chamber.
4.7 Experimental Setup
To measure the performance of the phononic waveguides, there was no setup ready to use. We
needed to build an experimental setup where we were able to electrically drive the waveguides
and optically detect their motion. As part of my PhD, I with the help of others, built the
experimental setup from scratch. From cleaning the optical table, pulling cables...... to test the
vacuum, and mount the optics. The setup is inspired in the experimental setup developed by
Dr. James Bennett during his PhD that we used for characterizing the mechanical resonators
from Ch. 3. The construction of the setup started with the test of the vacuum system, then the
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electronics, where Dr. Rachpon Kalra had major contributions and finally the optics. Later
inputs from Dr. Rachpon Kalra, Dr. Nicolas Mauranyapin and George Brawley have enhanced
the experimental setup.
4.7.1 Vacuum System
As has been described in chapter 2, at atmospheric pressure, the performance of micromechanical
systems is limited by gas damping. As the gas damping is proportional to the pressure, for
the optimum performance of the phononic waveguides it is required to operate in a vacuum
environment.
The vacuum system was mainly mounted and tested by myself. Each individual component
was tested under high vacuum conditions. Dr. Kalra had major contributions and led the
design of the microposioning array shown in Fig. 4.12(c). We could not have moved fast enough
without the amazing technical drawing skills of Chao Meng. Who helped us with the technical
drawings Fig. 4.12(a,b) and ordering pieces from the mechanical workshop.
We used a vacuum chamber designed by George Brawley and built in-house at UQ Physics
Mechanical Workshop. The chamber is made out of a monolithic piece of aluminium and a flat
lid. The chamber is vacuum sealed with a home made rectangular elastomeric O-ring. Using
a soft mount, we mechanically isolate the chamber from the optical table. For imaging, the
vacuum chamber has two quartz windows, one in the monolitic part and another one on the
lid. The chamber has 4 ports for vaccum, optics and electronics. In one of the ports we install
a T valve with a conventional roughing pump (XDD1 diaphragm) plus molecular turbopump
arrangement (Edwards EST-75DX turbopump).
In the second port we installed a vacuum ion pump. To evacuate the chamber we use the
roughing-turbo system and monitor the pressure with a wide range gauge (Edwards WRG-S).
The base pressure of the empty chamber with just the roughing pump is P ∼1.4 mbar. This
pressure is enough to start the turbo pump which typically reaches P ∼ 1× 10−7 mbar. Once
the base pressure of the turbo pump is reached we start the ion pump and seal off and turn off
the turbo and roughing pumps. The ion pump holds the vacuum at P ∼ 3× 10−8 mbar with
the great advantage that it does not introduce mechanical vibrations to the system due to the
abscence of moving parts.
In the third port we installed the electronic feedthroughs for the micropositioning stages
(SmarAct GmbH SLC-24) which are plugged through standard LEMO connectors. The fourth
port is a built in home Klein flange with two electronic feedthroughs for SMA connectors and
one optical feedthrough for optical fibre that is fed into the chamber through a Teflon plug [122].
Inside the chamber, we have three micropositioning stages (SmarAct GmbH SLC-24) Fig. 4.12.
The microfabricated chip is wirebonded to a Printed Circuit Board (PCB). The chip is held
on an aluminium stage that holds the chip and the PCB. The first SmarAct stage controls
the position of the chip and PCB. The second micropositioning stage controls the position of
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the lensed fibre. The fibre is glued to a straight trench along the side of a metallic plate. The
SmarAct is placed on top of a tip and tilt mechanical stage. The tip and tilt stage controls
the angle of the fibre respect to the surface of the chip. The third SmarAct stage controls the
position of one of the electrodes for the capacitive drive. The electrode is soldered to a second
PCB, which is held on the SmarAct stage.
All the elements inside the chamber are vacuum compatible. We tested the base pressure
with all the elements inside, reaching a base pressure of P ∼ 3 × 10−7 mbar with the turbo
pump and P ∼ 5× 10−8 mbar evacuating with the ion pump.
4.7.2 Electronic System
The construction of the electronic system was led by Dr. Rachpon Kalra, who designed the
PCB’s, and joint with Dr. Hafiz Abdullah wirebonded the chip.
Electrostatic Actuation
The actuation of the membrane waveguides is performed through capacitive actuation. The
capacitive actuation is a technique that has been widely applied in MEMS and NEMS research
and technology [55, 118]. The theory to describe the electrostatic actuation is very simple, it is
described directly by pure electrostatics and it can be revisited in [55]. It is important to notice
that at the micro and nano-scale, the electrostatic force is comparable to the elastic restoring
force of the mechanical elements. Given the dimensions of micro mechanical systems, the fringe
effects become very relevant as the structures are very close to each other.
To understand the capacitive actuation, consider a two plate capacitor as is represented
in Fig. 4.13(a). The top electrode of width Lx is fixed and the bottom electrode of width Le
is mobile as it is attached to a SiN membrane represented in blue. The position dependent
capacitance of a two plate capacitor is
C(z) =
A
z0 − z , (4.25)
where A is the overlap area of the two plates,  the permittivity and z is the displacement from
the equilibrium position z0. The general expression for the energy stored in the capacitor is
given by EC(z, t) =
1
2
C(z)V 2(t), with a time dependent voltage V (t). The capacitive force Fcap
is attractive and out of plane (along the z axis), given by
Fcap(z, t) = −dEC
dz
=
1
2
V 2(t)
dC(z)
dz
. (4.26)
As the position of the capacitor is moved out of equilibrium, the material response with
a restoring force given by Fel(z) = −k0z − k1z2 − k3z3, with ki the i-th restoring force term.
In the absence of internal stress, the restoring force is given by the rigidity of the material of
the mechanical element. The elastic response of the material is in general non-linear. In a
membrane waveguide, the presence of internal stress dominates the restoring force. The higher
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Figure 4.12: (a) Front-side view of the experimental setup that holds the smaract positioners
with the three degrees of freedom. On the bottom right (green) the positioner for the top probe
electrode. (b) Top view of the expermintal setup for phononic waveguides measurements. On
the top left (brown), a tip and tilt stage to control the angle of the of the fibre respect the chip.
The technical drawings (a) and (b) were provided by Chao Meng. (c) Picture of the actual
setup inside the vacuum chamber. The chip with the phononic waveguides (blue) is sitting on
the central positioner, in front of a camera. (d) Side view of the chip throught a microscope
camera. On the left , the fibre and its reflection near the phononic waveguide. On the center as
a lighter line, the phononic waveguide. On the right, a wire that connects the electrode (not
visible) to the area for wire bonding.
order elastic terms can be neglected leaving a linear expression for the total force Fel(z) = −k0z
and the total force given by F = Fcap(z, t) + Fel(z).
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Figure 4.13: (a) Diagram of the capacitive actuation of a SiN membrane Lx wide with a
gold electrode Le wide on top. The position dependent capacitive force Fcap(z, t) is attractive
and pulls the membrane out of plane. The force is driven with an alternating voltage V (t).
The elastic restoring force Fel(z) is dominated by the tensile stress of the membrane and the
rigidity of gold. (b) FEM calculation of the maximum static (V (t) = VDC = 10 V) achievable
displacement of a SiN membrane with a gold electrode as a function of the initial gap z0. The
membrane is 80 nm thick and Lx = 10 µm wide, it has σ = 1 GPa of intrinsic stress. The
electrode is centered on the membrane and it is Le =50 µm wide and 50 nm thick.
The out-of-plane deflection z of the membrane with the electrode is represented in Fig.4.13(a).
A DC plus alternating voltage difference V (t) = VDC + VAC is applied to the electrodes,
modulating the capacitive force Fcap. The tensile stress σ =1 GPa of the membrane is the
dominant term in the elastic force Fel. In Fig. 4.13(b) we extract from FEM simulations the
maximum deflection of a stressed membrane as a function of the gap between the electrodes for a
10 V bias. The membrane is driven with a gold electrode on top. The membrane is Lx = 100 µm
wide and 80 nm thick. The electrode is centered on the membrane and it is Le = 50 µm wide
and 50 nm thick. For this calculation we considered the static (V (t) = VDC = 10 V) maximum
deflection.
By looking at Eq. (4.27), it is clear that a straightforward way to enhance the capacitive drive
is using a DC bias, as Fcap ∝ (V (t))2. Consider the voltage having an oscillatory component and
a DC bias VDC , then the total voltage is V (t) = VDC + VAC , where where VAC = V0 cos(ωV t).
The total capacitive force can be approximated as
Fcap(t) ≈ 1
2
εA
(z − z0)2 (V
2
DC + 2VDCV0 cos (ωV t)). (4.27)
The contribution of the DC voltage also shifts the dominant response from 2ωV (no DC) to ωV
(with DC)
So far we have considered that the two electrodes are flat and parallel. In a more realistic
case, the bottom electrode is fabricated on chip, making it flat. The top electrode is a probe tip
making a completely flat surface for the top electrode experimentally challenging especially at
the micro scale. A slight misalignment or the slightest tilt would end up in a modified geometry
and drop of the electrostatic force or shorting the electrodes. Here we look at a more realistic
scenario where we considered a rounded probe tip to be the top electrode.
As it is expected from Eq. (4.27), the capacitive force is linear to the overlap area between
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Figure 4.14: (a-e) Electrostatic potential for a circular electrode and a flat electrode. The flat
electrode is a 50 nm thick and Le wide Au layer. The electrode is on top of a 80nm thick and
Lx wide SiN membrane with σ =1 GPa intrinsic tensile stress. The top electrode is a sphere
with radius R = 5 µm (a), R = 20 µm (b), R = 50 µm (c), R = 100 µm (d) and R = 200 µm
(e). (f) Maximum displacement achieved as a function of the radius of the top electrode. The
gap at 10V bias between the two electrodes is respectively 2 µm and 10 V. Different symbols
represent the specific potential distributions from the collection of plots on the left.
the two electrodes. We are interested in the total deflection as a function of the radius of the
top electrode. In Fig. 4.14(a-e) we present a series of FEM calculations of the electric potential
for a SiN membrane (white line) with tensile stress σ = 1 GPa and a second gold electrode
(golden line) coating the membrane. In Fig. 4.14 (a-e) the electric potential is represented in
the color scale for different radius of curvature for the top electrode, all of them keeping a
2 µm gap between the electrodes. The membrane of width Lx = 100 µm and thickness 80 nm
supports a thin film of gold of width Le = 50 µm and thickness 50 nm. In Fig. 4.14(a) the
radius of curvature of the top electrode is R = 5 µm, in Fig. 4.14(b) R = 20 µm, in Fig. 4.14(c)
R = 50 µm, in Fig. 4.14(d) R = 100 µm, and in Fig. 4.14(e) R = 200 µm.
We calculate the maximum achievable out of plane displacement for a 10 V difference
between the two electrodes as a function of the radius of curvature of the top electrode Fig. 4.14.
The top is a gold electrode, set to +10 V, the bottom electrode on the membrane is the electric
ground. The separation between the electrodes is a gap of 2 µm. From Fig. 4.14(a)-(e) it can
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be observed that for small radii of the top electrode, the fringing effect is more evident. The
efficiency of the capacitive actuation is reduced by the fringing effect. The larger the radii,
the larger the overlap area between the electrodes, increasing Fcap for a given V . We plot the
grouped results in Fig. 4.14(f), where we show the maximum achievable displacement as a
function of the radius of the top electrode.
In the experiment, we fabricate the bottom electrodes as a 50 nm thick gold layer on chip.
The top electrode is a probe tip with radius R =1 mm. The electrosttic actuation is based on
capacitive modulation, where the driving force is
Fcap =
1
2
(
dC(z)
dz
)
V (t)2. (4.28)
If the capacitor response is slow compared to the driving frequency, the effective force driving the
membrane will be reduced. We analyse the response of the capacitive drive for MHz frequency,
we perform a S21 measurement with a network analyser. The results are shown in Fig. 4.15,
where the shaded region represents the frequency range of operation for the phononic waveguides.
It can be observed that the capacitor responds for the MHZ range. The electronics of our
system delivers the signal for the electrostatic actuation.
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Figure 4.15: Measurement S21 from a network analyser to characterize the response of the
capacitive drive for phononic waveguides. The top electrode is a probe tip with a sphere of
radius R=1 mm at the tip and the bottom electrode is a flat Le = 50 µm wide and area A = L
2
e
gold pad.
To drive the phononic waveguides, we approach the top electrode to the electrode on chip.
The two electrodes are connected to a PCB, connected to a feedthrough linking it to the outside
of the chamber. From outside the chamber, we have access to the drive through the feedthrough
with an SMA connector. We actuate the electrodes using a Rigol signal generator that delivers
the alternating VAC . To deliver the DC component VDC , we use a power supply and combine
the signals using a bias-tee.
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4.8 Optical Setup
The optics are the last part of the experimental setup. The optical setup shown in Fig. 4.16 is a
heterodyne detection system (For more details see Sec. 2.4.1. The setup consist of a laser beam
with wavelength λ =780 nm which is shone into an acousto optical modulator (AOM).
The AOM is driven at frequency ωLO = 2pi×77 MHz with a signal generator (SG). The
signal generator delivers 660 mVpp to a 20 dB amplifier, delivering 1 W to the AOM. The first
order diffracted beam, called local oscillator (LO) has a wavelength λLO = 780 nm + ∆λ, where
∆λ = c/77 MHz. The zero-th diffracted order, called probe, remains with λ = 780 nm. The two
beams are split and sent into different optical paths, each one of them is coupled into an optical
fiber.
The probe beam is coupled into an optical fiber beam splitter (BS). The first one of the output
arms is sent into an oscilloscope to monitor the input power. The second arm is introduced
in the vacuum chamber (yellow box in Fig. 4.16) through a teflon plug [122]. In the vacuum
chamber the lensed fiber shines the probe beam on the surface of the silicon nitride membrane
waveguide. The light is back reflected from the surface of the membrane with modulated phase
∆ϕ. The light collected with the same fiber is sent into a second beam splitter (BS) where the
light with modulated phase is mixed with the LO beam.
The photoreceiver takes the difference between the LO beam and the probe beam that has
been reflected from the membrane. In the absence of capacitive drive, the frequency component
of the signal in the photoreceiver is ω = 2pi×∆λ/c = 2pi×77 MHz, which corresponds to the LO
beam. In Fig. 4.17(a) we show the spectrum (red) at the LO frequency off-set. The spectrum is
centred at 77 MHz, the frequency of the LO. The spectrum corresponds to the signal in the
absence of capacitive drive.
Once we actuate the waveguide, the mechanical vibration of the membrane induces a phase
modulation ∆ϕ(ωm). This phase modulation is mixes with the signal from the LO and the
frequency components of the resulting signal appear as sidebands at ω = ωLO +ωm. In Fig. 4.17
(a) we show the spectra off-set, centred at the LO frequency ωLO, in red the LO tone. In blue,
the side band corresponding to the driving frequency ωm = 2pi×3.86 MHz. In green, the side
band corresponding to the driving frequency ωm = 2pi×6.86 MHz.
To monitor in real time the balanced signal from the LO and probe, we use an oscilloscope
where we look at the amplitude of the photocurrent. With this constant motoring we prevent
saturation of the balanced detector but also to measure the gap between the fiber and the
chip within 50 nm resolution. With the spectrum analyser, we center the frequency at the
sideband of the mechanical motion and record at zero span with resolution bandwidth of 10 Hz
the photocurrent I(ω) at the frequency ω = ωLO + ωm.
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Figure 4.16: Schematic of the experimental setup used for the actuation and characterization
of the phononic waveguides. A Ti-Sapphire laser is shone into an acousto optical modulator
(AOM) driven at 77 MHz. The zero-th (probe) order and first (LO) diffraction orders are
separated into two different optical paths. The probe beam is coupled into an optical fiber
with polarization controller (PC) and sent into a beam splitter (BS). One of the output arms
of the beam splitter is sent into the vacuum chamber (yellow box) where a lensed fiber shines
on the surface of a silicon nitride membrane. The back reflected light from the surface of the
membrane has modulated phase ∆ϕ(ωm). This light is collected by the same fiber and sent to
a balanced detector where it is combined with the reference beam LO. The collected signal
produces a photocurrent I(t) displayed on the spectrum analyser. The membrane is actuated
capacitively with a DC voltage and a signal generator (SG) at frequency ωm. The generated
acoustic waves propagate with wave vector ~ky along the y axis. The lensed fiber is mounted on
a piezoelectric positioner and scans along the x axis with velocity vx.
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Figure 4.17: (a) Spectra of the heterodyne detection for the LO beat note signal (red). Signal
of the propagating mechanical wave, for two independent measurements of different frequencies
(blue and green) . In red, the local oscillator tone with ω = 2pi×77 MHZ, offset the same
77 MHz. In blue and green, two different side bands while driving at ω = 2pi×3.86 MHz and
6.86 MHz. (b) Zoom in of the side band corresponding to the frequency of the capacitive drive
ω = 2pi×3.8 MHz. The spectrum shows spurious mixing with 50 Hz noise from the power which
is being addressed. (c) Side band at the frequency drive ω = 2pi × 6.86 MHz.
4.9 Modeshape Imaging
Before imaging the modeshape, we optimize the z position... To image the modeshape of the
vibrating membrane we optimize the z position placing the optical fiber on top of the chip and
scan along z. We find the position at z where we achieve the highest collection of light. This
position is dependent of the working distance of the fiber which is 3 µm and interference effects.
In the absence of drive, the light reflected has no modulation of phase. When combined this
signal with the LO, we observe the beat note ωLO = 77 MHz on the spectrum analyser. In the
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presence of mechanical drive, the light reflected is modulated additionally with the frequency of
the mechanical vibration.
Figure 4.18: Experimentally measured lateral excitation profile of the phononic waveguide for
different drive frequencies. The measurements were taken ∼2 mm away from the position of the
actuation. (a) Lateral modeshape of the propagating wave while driving at ω = 2pi×12.34 MHz.
The experimental measurement (aqua) shows three antinodes. The red line represents the
theoretical fit. (c) Lateral modeshape of the propagating wave while driving at ω = 2pi×6.12 MHz,
within the region of two supported mode families. (c) Lateral excitation profile of the propagating
wave while driving at ω = 2pi×5.12 MHz. This frequency lays within the single mode region.
(d) Lateral excitation profile driving at ω = 2pi×2.3 MHz. Below the cut-off frequency, there
is no mode allowed to propagate. The amplitude of the wave driven at a frequency below the
cut-off decays exponentially as the acoustic field is evanescent. At the position ∼2 mm away
from the drive it is not expected to observe any signal. (e) Analytical dispersion relations for
the experimental parameters of the phononic waveguides. The dispersion relations are asociated
to the acoustic interference pattern produced in the surface of the membrane.
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As the modulated photocurrent is proportional to the amplitude of the displacement of the
oscillator, we can directly measure the amplitude of displacement at a given position. The
spot size of the optical fiber is about 1 µm. The phononic waveguide with Lx ∼ 74 µm and
Ly ∼1.8 cm is clearly not infinite. Because of the waveguide being a highly stressed membrane,
the acoustic waves propagate from y = 0 with low linear dissipation, hitting the boundary at
y = Ly and reflecting back. If the loss rate is low, we observe standing waves. If the driving
frequency is not in resonance with one of the modes of the elongated membrane, the wave can
be considered as part standing and part travelling.
Near resonance, the dynamics of the acoustic wave is very slow. We can measure the
amplitude of the waveguide at a given position. We measure the amplitude of the position
by measuring the photocurrent at ω = ωLO + ωm =, where I(x)|u(x, y = y0)| for different
frequencies of drive. We measure the lateral modeshape of the waveguide while driving at ωm.
We automated the Smaract positioners to scan along the x axis. We scanned at a constant
speed of 1 µm/s with steps of 200 nm. We set the spectrum analyzer at zero span, with central
frequency of the LO plus drive. As we scan, the light collected in the photodetector at this
frequency. We scan the waveguide along the x axis, and measure the photocurrent proportional
to the amplitude of the oscillation as we scan. We measured different modeshapes for different
frequencies of drive and obtained the results shown in Fig. 4.18.
Driving below the cut off frequency results in zero amplitude for all x, we measure no
amplitude as we scan along x. This was completely expected as there are no modes allowed
to propagate at that frequency. Using the same technique, we measure the amplitude of the
oscillation while driving at ω = 2pi×5.12 MHz. The resolution bandwidth was 10 Hz, and we
had very good signal-to-noise ratio. It can be seen in Fig. 4.18(a) a very well defined modeshape,
corresponding to a single mode of propagation. We fit the theoretical prediction with a red
line, with the adjustable parameter being the amplitude. For a higher drive frequency of
ω = 2pi×6.12 MHz, the second mode family is excited and the modeshape starts changing. The
second mode is anti-symmetric. The measured photocurrents shows two antinodes along the
transversal direction, see Fig. 4.18(c).
At higher frequencies, ω = 2pi×12.3 MHz the third mode family is observed. The Fig. 4.18(d)
shows the profile of propagation of the wave.
4.9.1 Phononic Modes Interference
The phononic waveguide allows more than one mode families to propagate through. As we have
seen from the dispersion relation Eq. (4.7) represented in Fig. 4.1, driving with a frequency
higher than the frequency of the single mode region will enable excitation of the second lateral
order mode. Here we show measurements where we observe the presence of just these two mode
families.
The measurements were taken at y ∼2 mm while scanning the optical detection fiber along
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Figure 4.19: (a) Measurements (blue) of the excitation profile scan along x at a position y=1.8
mm driven at ω = 2pi×10.12 MHz. The figures (i) to (iv) are taken with three minutes appart
each. The analytical fit (red) for the interference pattern of the two phononic modes. (b)
Dispersion relation for our phononic waveguide with Lx = 76 µm. The black dashed horizontal
line represent the driving frequency. The two vertical dashed lines, represent the corresponding
wavevector for the first mode (green) and the second mode (purple). (c) Modeshape for the
first phononic mode and its corresponding wavelength λ1. (d) Modeshape of the pure second
mode and its corresponding wavelength λ2. (e) Absolute value of the interference pattern of the
superposition of the first and second mode. The vertical lines (Fig. (a)) represent the position
at which the phase difference between the first and second mode would be for a traveling wave
snapshoted at t = 0.
the transverse direction of the waveguide xover 90 s, at a speed vs = 1 µm/s. Scanning on the
same position of x gave us the results shown in Fig. 4.19(a). Each measurement is separated in
time by 3 min. The sequence of the measurements is as ordered in the micrograph (i)→ (iv).
The blue plot show the experimental measurements taken with a spectrum analyser with zero
span, centred at the frequency ω = ωLO + ωm and resolution bandwidth of 10 Hz. The red lines
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represent the theoretical fit from the modeshape equation (4.4).
By driving at ω = 2pi×10.12 MHz, the two lowest family of modes are excited. In Fig. 4.19(b)
we show the dispersion relation for our experimental parameters of waveguide with Lx = 76 µm
and Ly=1.8 cm. We show with a black dashed line the driving frequency. The dashed line crosses
two family of modes that correspond two the modeshapes shown in Fig. 4.19(c) and 4.19(d).
The code color describes the single-mode family <[u1(x, y, 0)] in green and the corresponding
wavelength λ1. The second mode family is shown in purple in Fig. 4.19(b) and its modeshape
<[u2(x, y, 0)] is represented in Fig 4.19(d), with its corresponding wavelength λ2. The two modes
present in the waveguide propagate at different speeds. In the regime where the waveguide forms
a cavity, the waves reflect back from the boundary at y = Ly. The two different modes satisfy
different conditions. In order to have the two modes resonant, we need nλ1 = mλ2 = Ly, with
n,m integer numbers. In the case where the two modes are not simultaneously in resonance
and locked, the relative phase between the two families of modes drifts.
Our measurements have shown a relative phase drift between mode families. At this stage,
it is not completely clear, the reasons why we observe this phase drift. What we can say is that,
we observe a resonance frequency drift, by unknown reasons so far but they are being addressed.
The resonance frequency drift produces the relative phase between family modes to drift as well.
These relative phase drift has a similar results as scanning at different positions along y of the
waveguide, as shown in Fig. 4.19(e). In Fig. 4.19(e), we show the expected measured mode
interference pattern |<[u1(x, y, 0) + u2(x, y, 0)]| for different relative phase. The relative phase
between mode 1 and mode 2 modifies the amplitude of the asymmetry of the linescan shown in
Fig. 4.19(a). The transversal cuts in Fig. 4.19(e), represent the different relative phases between
mode 1 and two at the time measured in Fig. 4.19(a), where the analytical curves were fit by
one single parameter x. To fit the curves, we used the same amplitude for mode 1 and mode 2.
4.10 Frequency Response
The last results we show in this chapter are related to the frequency response of the phononic
waveguide. We have shown that the phononic waveguide follows the dispersion relation Eq. (4.7),
which predicts the cut-off frequency. In Fig. 4.20(a), we show a clear cut-off frequency at
ω = 2pi×3.6 MHz for a waveguide with Lx = 76 µm wide. We derived the region below the
cut-off (grey in Fig. 4.20) from the dispersion relation Eq. (4.7).
The measurements were taken, by driving the waveguide at different frequencies and mea-
suring its response at each one of them. Using a signal generator and the spectrum analyser in
maxhold mode. The drive is swept while the spectrum analyser measures the signal. We are
working on improving these measurements to perform the same measurement with a network
analyser. The experimental results agree with the theoretical prediction for the region below
the cut off frequency ω < ωcut-off.
The grey area in Fig. 4.20(a) can be represented as a phononic bandgap, where the waves
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Figure 4.20: Independent measurements of the frequency response of the phononic waveguide
as a function of the driving frequency. (a) The grey region shows the phononic bandgap that
corresponds to the frequency below the cut-off. The blue region show the single mode region
and the yellow region shows the region where the second mode is also excited. (b) Zoom of the
frequency amplitude response of the phononic waveguide for a waveguide with Lx = 76 µm.
driven at ω < ωcut-off decay evanescently. The experimental results in Fig. 4.20(a) show that
below the bandgap the mechanical response of the waveguide is negligible. Above the cut-off
frequency, in blue background, the bandwidth that corresponds to the single mode region. The
large peak corresponds to one of the resonances of the phononic waveguide cavity.
The phononic cavity is formed by the fact that the waveguide has a finite length, when the
excitation reaches the boundary it is reflected back. To illustrate this in Fig. 4.21 we show a
schematic for two scenarios. On the Fig. 4.21(a) we show a sketch for the expected mechanical
response of the mechanical waveguides with one of the end free as it is represented in the
sketch. The wave propagates with wave vector ~ky, with free boundary, the wave is not reflected.
The corresponding mechanical response (red) is then continuous, reaching its maximum in the
single-mode region shaded with blue background. In Fig. 4.21(b) we show the case with low
enough dissipation where the phonons propagating with wave vector ~ky reach the boundary
and get reflected with wave vector −~ky. In this case, the mechanical response is no longer a
continuous envelope but a discrete set of peak, where the separation between peaks corresponds
to the phononic free spectral range (FSR). The grey region represents ω < ωcut-off. In blue we
represent the single-mode region and the orange background represents ω beyond the single
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Figure 4.21: Sketch of the expected mechanical response of the phononic waveguides. (a)
Expected mechanical response for a free-end phononic waveguide where the phonons does not
reflect back. The grey region represents ω < ωcut-off. The blue region represent the single mode
region. (b) Expected mechanical response for a low dissipation phononic waveguide. Where the
phonons with wave vector ~ky reach the boundary and are reflected with wave vector −~ky. The
peaks shown represent resonance of the phononic cavity formed and the separation represents
the phononic free spectral range (FSR).
mode region.
We expect to improve our measurements within the next few months to show the expected
mechanical response sketched in Fig. 4.21.
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Conclusion
This chapter has been focused in the development of of a membrane-based phononic waveguide
platform and the characterization of its properties. The chapter can be divided in two main parts,
theory and experiment. The first is dedicated to the theoretical foundations of the phononic
waveguides platform. We derived an analytical expression for the dispersion relation for phonons
propagating in highly stressed waveguides. From these theoretical study, we extracted two very
important results.
The first important result is the existence of a phononic cut-off frequency. Mechanical signals
with frequency carrier below the cut-off frequency cannot propagate through the waveguide.
These waves are evanescently attenuated along the propagation direction. The phononic
waveguide operates as a high pass filter. The second important result is the existence of a
single-mode frequency bandwidth. In the single-mode region, the phonons propagate with low
dissipation and with a very well defined excitation profile.
An additional relevant theoretical result is the calculation of the evanescent acoustic field.
The optical evanescent field is the responsable for the functioning of complex photonic circuitry.
The existence of an acoustic equivalent allows us imagine that the implementation of complex
phononic circuitry is possible. The overlap between waveguides and the derivation of the acoustic
coupling rate opens an extraordinary opportunity for the development of on-chip phononic
circuitry. Some of the applications of the phononic coupling are the coupled parallel waveguides,
an arbitrary phononic beam splitter, phononic ring resonators and basically all the existing
applications of photonics.
In the experimental part, we developed micro fabrication techniques to build the on chip
phononic waveguide. We built an experimental setup that operates at ultra high vacuum
conditions where we are able to manipulate mechanical excitations. We built an optical setup
capable of detecting displacements on the order of ∼10 pm. We demonstrated experimentally
that the membrane-based phononic waveguide works. We also demonstrated the existence of
a single-mode frequency bandwith in the phononic waveguide and the existence of a cut-off
frequency.
In these experiments, we were able to observe the multi-mode interference patterns. These
are first results and we expect to improve the measurements, fabrication and the detection
system. Our rough estimations suggest that an single-mode acoustic wave propagating in the
phononic waveguide can do ∼100 round trips in a ∼2 cm long waveguide. This represent the
basis for phononic circuitry and this number is expected to increase in the coming months.
Chapter 5
Quantum Magnetomechanics
Coupling between electromagnetic and mechanical degrees of freedom is central to a number
of quantum science experiments and enables the development of many quantum technologies.
Mechanical oscillators can act as coherent interfaces between different electromagnetic fields [44,
123] and are a promising tool for the development of future quantum technologies oriented
to communications, memories and metrology. Additionally, due to their relatively large mass,
mechanical systems offer a promising route to perform fundamental tests of quantum physics [124–
126]. A multitude of approaches in both opto- and electro-mechanics have been suggested and
experimentally studied such as suspended mirrors forming an optical cavity with variable cavity
length formed by microtoroids carrying whispering gallery modes [127], LC resonators with
a mobile drum mode capacitor [128], the motion of superfluid [129, 130] and nano-phononic
crystals [131].
The basic coupling in optomechanics and electromechanics is fundamentally similar but
physically different. In both cases a mechanical displacement produces a shift in the resonance
frequency of an electromagnetic resonator. In optomechanics optical resonators are formed by
mobile elements that change the length of the cavity. In electromechanics, capacitors used in
LC circuits are commonly formed by one mobile plate, so the resonance frequency is position
dependent. Since the optomechanical coupling rate is related to the momentum transfer between
the photon and a mechanical oscillator [117], it is usually small, such that reaching beyond the
strong coupling regime is complicated. In recent literature, the term optomechanics is used to
refer to both opto- and electro-mechanical systems [132], we follow this convention along the
rest of the text.
At the quantum level, many experimental control protocols require quantum-coherent
exchange of excitations between the light and mechanical systems [133], which is possible when
the optomechanical interaction is faster than the dissipation of the light and mechanics, known
as strong coupling condition. Significant progress has been made in a variety of architectures
that enables this strong coupling to be observed [134]. Strongly coupled systems have been used
for instance, to cool down the state of motion of mechanical oscillators to their ground state [135]
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and the preparation of entangled states of motion of a macroscopic mechanical oscillator [128].
The magnitude of the coupling rate defines two other main regimes that remain unexplored in
optomechanics. The first one, referred to as ultra-strong coupling regime is accessible when the
coupling rate is considerable fraction of the resonance frequency [136–138]. In optomechanical
systems, the ultra-strong coupling regime has been proposed to exhibit novel physics at the
quantum level [139,140].
Approaches that explore mechanical oscillators coupled to electric circuits through magnetic
interactions have been referred to as magnetomechanics and has been little explored compared
to electromechanics [141]. Quantum magnetomechanics explores different techniques to prepare
and control quantum states of motion of a mechanical oscillator using magnetic interactions.
Several approaches to quantum magnetomechanics have been proposed and include magnetically
levitated mechanical oscillators with the aim of reduce decoherence [142, 143], and coupling
the motion of a mechanical oscillator to a superconducting circuit [144]. The applications of
quantum magnetomechanics can be expanded to systems with intrinsic magnetic properties
such as electric circuits, superconducting qubits [145] or spin qubits [146].
In this chapter we re-examine an electromechanical scheme, dating back as far as 1980 [124]
that utilizes inductive coupling, placing it on a solid theoretical formulation by deriving the
Lagrangian and the associated Hamiltonian. We further explore experimental regimes that
may be achieved using modern fabrication techniques. The magnetomechanical system that we
study is composed of a mechanical oscillator coupled magnetically to an LC resonator as shown
in Fig. 5.1a. In contrast to optomechanics, where the mediating force is due to the radiation
pressure, in our magnetomechanical system the mediating force is the Lorentz force. Using
micro/nano fabricated designs which are experimentally achievable we find that strong and
ultra-strong coupling are attainable.
This chapter is based on the work published during my candidature [1].
5.1 Semi-Classical Picture
To stablish a reference frame, we define a cylindrical coordinate system (r’,z’) with origin at the
center of a cylindrical magnet at its equilibrium position. The small cylindrical magnet has
magnetization M and vector M = Mez′ . The magnet generates a magnetic field Bm(z
′, r′) =
Bzez′ +Brer′ [147]. In Fig. 5.1a we represent a scheme for the magnet’s position of the center
of mass z(t). The equilibrium position is fixed at z′ = 0. The magnet, with effective mass
m, is attached to a spring with constant k0, forming a mechanical oscillator which resonates
at the frequency ωm =
√
k0/m . As we described in Ch. 2, the equation of motion for the
center of mass of the magnet is given by m [z¨(t) + Γmz˙(t) + ω
2
mz(t)] = Fext(t). Where again, Γm
represents the mechanical damping rate and Fext(z, t) is an arbitrary external driving force.
Here we use a planar electric coil with inductance L placed vertically below the magnet
at z′ = u0 and connected to a two plate capacitor C. This combination of capacitor and
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Figure 5.1: a) Simplified scheme of the magnetomechanical system described in cylindrical
coordinates z′ and r′. A cylindrical magnet of mass m and thickness hm attached to a spring of
stiffness k0 forms a mechanical oscillator. The mechanical oscillator is inductively coupled to an
LC resonator. The magnet produces a magnetic field Bm that induces a flux in the inductor L
placed at z′ = u0, which is connected to a capacitor C. The equilibrium position of the center
of mass of the magnet is z′ = u0 and it displaces z(t) around it. b) Coupling rate G(u) [a.u.]
normalized to the maximum, which is proportional to the Faraday flux force on the magnet, as
a function of the separation between the magnet and the coil u. The region where the linear
(green) interaction is presented on both sides and where the dominant interaction is quadratic
(red) is in the center.
inductor creates a cavity with resonance frequency centred at ωe = 1/
√
LC . The equation of
motion for an LC resonator that is driven with an arbitrary external voltage Vext(t) is given
by L [q¨(t) + Γeq˙(t) + ω
2
eq(t)] = Vext(t) where Γe = R/L is the dissipation rate and R is the
resistance of the entire circuit.
The planar inductor follows a geometrical path in three dimensions, which we define via
a vector path S whose transversal area element da = da ez′ is normal to the plane where the
inductor lays. The magnetic flux crossing the area enclosed by the inductor is ΦB =
∫
Bm(u) ·da,
where u = z(t) − u0 represents the relative vertical separation between the magnet and the
coil. Here we treat the Lorentz force FL(t) as the dominant force acting on the magnet
so Fext(t) = FL(t). and the electromotive force (EMF) E(t) as the main source of voltage
Vext(t) = E(t). In section 5.4 we discuss the case where the system is thermally driven.
As the magnet displaces along z′, it fluctuates around an equilibrium position z′ = u0. The
mechanical vertical motion creates an AC magnetic field which couples the LC circuit-mechanical
system, via mutual inductance. The change in position induces then a change in flux generating
an EMF in the electric circuit E(t) = −dΦB
dt
. The displacement is restricted to the z′ axis and it
is parallel to the area component a, using the expression for the time derivative of flux [?], the
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EMF can be re-expressed in terms of the magnetic field
E(t) = −z˙(t)
∮
coil
ez′ · (Bm(u)× dS) . (5.1)
The induced E(t) produces a small current in the LC circuit, and the inductor carrying the
current generates a magnetic field which interacts with the magnetic field of the permanent
magnet exerting a Lorentz force FL(t) between the mechanical oscillator and the LC circuit
FL(t) = −q˙(t)
∮
coil
Bm(u)× dS. (5.2)
The Lorentz force FL(t) = Fz(t)ez′ + Fr(t)er′ has a radial component Fr(t)er′ which points
radially inwards, therefore around a closed loop 〈Fr(t)〉 ≈ 0. The simplified expression for the
Lorentz force is the contribution of the vertical component Fz(t) = −q˙(t)
(∮
coil
Bm(u)× dS
) · ez′ .
The effect of this force acting on the mechanical oscillator produces a modification of the
stiffness of the mechanical spring constant and we denote it as the Lorentz spring constant kL.
By altering the current in the inductor this spring constant can be modified allowing one to
electrically tune the mechanical resonance frequency. From Eq. (5.1) and Eq. (5.2) we define
G(u) =
∮
coil
[Bm(u)× dS] · ez′ , (5.3)
as the magnetomechanical coupling term G ∝M , which couples the mechanical and electrical
interactions through a magnetic interaction.
The magnetomechanical coupling rate G(u) is a function of the relative separation between
the magnet and the coil u = z(t) − u0. In Fig. 5.1b we plot the coupling rate G(u) as a
function of u, which can be freely controlled in an experiment. We set the initial equilibrium
separation u0, with u0/hm ∈ [0, 1] where hm is the thickness of the magnet (Fig. 5.1a). The small
displacement of the magnet around u0, allows us to expand G(u)→ G(u0 + z(t)) as a function
of z, the canonical coordinate of the center of mass mechanical motion. For small displacements
around u0, we define the linear coupling rate G0 = G(u0) and expand G(z) ≈ G0 +Gjzj where
the generalized expression Gj = ∂
jG(z)/∂zj|z′=u0 and j = 1, 2. The choice of u0 will define
two different regions that correspond to different dominant non-linear terms of G(z). The first
region is shown in color green in Fig. 5.1b (bottom), the dominant interaction in this region is
defined by the first order term (j = 1). The second region is illustrated as a red coloured area
in Fig. 5.1b and the dominant non-linear term is the second order one (j = 2). The following
analysis is equivalent for j = 1, 2. For the sake of simplicity, we will focus on the interaction up
to first order (j = 1).
Now we consider that the two oscillators are driven externally, with the force Eq. (5.2) for
the mechanics and the voltage Eq. (5.1) for the electronics. The dynamics of the coupled system
is then described by the set of coupled equations of motion
m [z¨(t) + Γmz˙(t) + ω
2
mz(t)] = −q˙(t)G(z),
L [q¨(t) + Γeq˙(t) + ω
2
eq(t)] = z˙(t)G(z),
(5.4)
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clearly, the magnetomechanical system is coupled through G(z). Keeping in mind that our
goal is to obtain a quantum description of the system, we require the calculation of the lossless
magnetomechanical Lagrangian L from which we can derive the equations of motion Eq. (5.4).
We find that this lossless Lagrangian is
L (z, q, z˙, q˙) =
(m
2
z˙2 − m
2
ω2mz
2
)
+
(
L
2
q˙2 − L
2
ω2eq
2
)
+G(z)zq˙ +
d
dt
[q ϕ(z)] , (5.5)
where the first two terms in Eq. (5.5) describe the two oscillators. The third term in Eq. (5.5)
is the magnetomechanical coupling rate between the motional displacement, and the small
currents q˙. The last term is a total gauge derivative, although the gauge ϕ(z) is a free parameter
and can be arbitrarily chosen, it is common that some specific physical conditions influence the
choice of gauge. The fourth term is easily expanded as ∂t [q ϕ(z)] = qz˙∇ϕ(z) +ϕ(z)q˙, (∂t is the
time derivative operator) leaves the coupled equations of motion (5.4) invariant.
The canonical flux φ and the canonical momentum p are obtained through the equations
∂L
∂q˙
= φ = Lq˙ + z G(z) + ϕ(z),
∂L
∂z˙
= p = mz˙ + q ∇ϕ(z).
(5.6)
As we observe, the canonical momentum p is a gauge dependent quantity, in our very particular
case we chose ϕ(z) = −G0 z, that simplifies the ultimate form of the Hamiltonian plus recover
the external capacitance in the readout circuit Ck = m/G
2
0 due to the coupling rate G0 [124].
Applying the Legendre transformation H (z, q, p, φ) = z˙p + q˙φ − L to Eq. (5.5), one obtains
the canonical momentum and canonical flux of the oscillators
p = mz˙ −G0 q, φ = Lq˙ + z G(z). (5.7)
The canonical momentum p of the coupled system includes the kinetic momentum mz˙ and the
momentum in the field −G0q. The canonical flux φ involves the current Lq˙ and an induction
term G1 z. Therefore, the total classical Hamiltonian is derived from the Lagrangian through
the Legendre transformation and it is given by
H =
(
p2
2m
+ ω2m
mz2
2
)
+
[
φ2
2L
+
(
ω2e +
G20
mL
)
Lq2
2
]
+
(
G0
m
pq +
G1
L
φz2
)
. (5.8)
We have so far found the Hamiltonian (5.8), in order to quantize it, it is required to analyse the
magnetomechanical single photon-phonon interaction. We define the effective linear coupling g0
in terms of the zero point fluctuation of the electric charge qZPF =
√
~/(2Lωe) and mechanical
momentum pZPF =
√
~ωmm/2 such that
~g0
2
≡ G0 qZPFpZPF
m
,
~g1
2
≡ G1 z2ZPF
φZPF
L
, (5.9)
where we also defined the non-linear coupling g1 in terms of the zero point motion zZPF =√
~/(2mωm) and zero point fluctuation of the electrical flux φZPF =
√
~Lωe/2 . Within this
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paper, we mostly study the regime near to resonance in which the single photon-phonon effective
linear coupling is simplified as
g0 =
G0√
Lm
. (5.10)
The linear coupling is commonly characterized using spectroscopic techniques, which we
discuss in section 5.4.2. The geometrical dependence of the linear coupling g0 is described in 5.5.
5.2 Quantum Dynamics
In this section we explore the quantum magnetomechanical Hamiltonian and some potential
applications of a quantum system of this physical characteristics. Following the standard process
in opto- and electro-mechanics [148], we quantize the classical Hamiltonian (5.8) with the
standard commutation relations [qˆ, pˆ] = [zˆ, φˆ] = [zˆ, qˆ] = [pˆ, φˆ] = 0, and [qˆ, φˆ] = [zˆ, pˆ] = i~. The
quantum magnetomechanical Hamiltonian Hˆm is given by
Hˆm =
(
φˆ2
2L
+ (ω2e + g
2
0)
Lqˆ2
2
)
+
(
pˆ2
2m
+ Ωm(φˆ)
2mzˆ
2
2
)
+ g0
√
L
m
pˆqˆ, (5.11)
where the mechanical frequency is modulated by the flux in the LC circuit as
Ω2m(φˆ) = ω
2
m −
2g1√
Lm
φˆ. (5.12)
The Lorentz force exerted between the permanent magnet and the field generated by the current
induces the modulation of the mechanical frequency Ωm. The effect is known as Lorentz spring
constant kL = −2g1
√
m/L as a result of the modification of the total stiffness k = k0 + kL of
the mechanical oscillator.
The magnetomechanical Hamiltonian clearly allows to perform mechanical frequency modu-
lation through the Lorentz force
FˆL = −∂Hˆint
∂zˆ
= 2g1
√
m
L
zˆφˆ. (5.13)
One of the applications of the Lorentz force at the mesoscale is the implementation of its
back action to cool down the mechanical motion of mechanical oscillators [149]. The non-
linear properties of the Hamiltonian in Eq. (5.11) represent a novel introduction for the
non-linear dynamics of mechanical systems [150]. The second order non-linear interaction
(φˆzˆ2) of Eq. (5.15) induces an x-squared type non-linearity allowing to produce mechanical
squeezing [151], mechanical amplification [152], mechanical entanglement [56] or cooling through
mechanical frequency modulation [153].
In the general magnetomechanical interaction, we look at two different regimes of interest
depending on the strength of the coupling rates g0 and g1. Since in general |g0|  |g1|, the
terms involving g21 are usually negligible, we may write the magnetomechanical Hamiltonian as
a sum of linear and non-linear terms, i.e. Hˆm = HˆL + HˆNL, where
HˆL =
φˆ2
2L
+ (ω2e + g
2
0)
Lqˆ2
2
+
pˆ2
2m
+ ω2m
mzˆ2
2
+ g0
√
L
m
pˆqˆ, (5.14)
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and
HˆNL ≈ g1
√
m
L
zˆ2φˆ. (5.15)
With HL alone we recover a scheme proposed for quantum non-demolition measurements and
velocity sensing [124].
In the optomechanics community, the Hamiltonian is typically expressed in the boson
representation. In order to facilitate the comparison between magnetomechanics and optome-
chanics, here we re-express our magnetomechanical Hamiltonian (5.11) in the boson operator
representation
Hˆm = ~ωeaˆ†aˆ+ ~Ωm(φˆ)bˆ†bˆ+ i
~g0
2
(
aˆ† + aˆ
) (
bˆ− bˆ†
)
+
~g20
4ωe
(aˆ+ aˆ†)2 (5.16)
We introduce the boson creation aˆ† (bˆ†) and the annihilation aˆ (bˆ) operators for the electro-
magnetic (acoustic) field. The boson operators are defined by the relations qˆ = qZPF(aˆ+ aˆ
†),
φˆ = iφZPF(aˆ
† − aˆ), zˆ = zZPF(bˆ + bˆ†) and pˆ = ipZPF(bˆ† − bˆ). The boson operators act on the
eigenstates of the electromagnetic (acoustic) field mode |ne〉 (|nm〉) following the standard raising
aˆ†|ne〉 =
√
ne + 1 |ne + 1〉 (bˆ†|nm〉 =
√
nm + 1 |nm + 1〉) and lowering aˆ|ne〉 =
√
ne − 1 |ne − 1〉
(bˆ|nb〉 =
√
nm − 1 |nm − 1〉) relations. The eigenvector basis for the magnetomechanical states
is described by |ne, nm〉 = |ne〉 ⊗ |nm〉.
5.3 Linear Quantum Magnetomechanics
In this section, we focus our study on the linear magnetomechanical Hamiltonian HˆL, where
g0  g1. This raises a dominant linear interaction defined by the charge-momentum coupling
qˆpˆ. In regular optomechanics, the interaction is commonly described by a linearized model with
a bi-linear position-position coupling [41]. In the magnetomechanical linear interaction picture
we explore two different regimes the so- called strong coupling regime and ultra-strong coupling
regime. Charge-momentum coupling remains little explored, and to the best of our knowledge
there are no proposals demonstrating that ultra-strong coupling for mechanical systems can
be achieved in this fashion. We also note that our magnetomechanical system breaks the time
reversal symmetry, see 5.5.3.
5.3.1 Strong Coupling Regime
In the magnetomechanical strong coupling regime the interaction between the mechanics and
the electronics is faster than the decoherence for each individual resonator g−10 < Γ
−1
m ,Γ
−1
e . In
the strong coupling regime g0  ωm, ωe and the term g20/ωe  g0. The elements in (5.14) in
the boson basis with terms proportional to g20/ωe are negligible and the simplified Hamiltonian
in the strong coupling regime is
HˆSC = ~ωeaˆ†aˆ+ ~ωmbˆ†bˆ+ i
~g0
2
(
aˆ† + aˆ
) (
bˆ− bˆ†
)
(5.17)
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which is easily diagonalized as the sum of two normal modes HˆSC = ~ωSC+cˆ†+cˆ+ + ~ωSC−cˆ
†
−cˆ−.
The normal modes cˆ± are a hybridized mode that contains phonon and photon modes. The
energy levels for the hybrid system are
ESC± =
~√
2
(
ω2m + ω
2
e ±
√
4g20ω
2
e + (ω
2
m − ω2e )2
)1/2
(5.18)
The spectrum for the first eight eigenvalues are shown in red dashed lines in Fig. 5.2a as a
function of g0/ωm for values that lay within the strong coupling regime (Γm/ωm < g0/ωm ≤ 0.1),
in blue the values obtained for the general solution discussed in the next section. In this regime
we observe a very typical linear dependence and good agreement between the general and strong
coupling approximation.
The Hamiltonian Eq. (5.16) shows that in the strong coupling regime, the magnetomechanical
linear system allows to perform linear operations available in optomechanics such as state swap
between the mechanics and the electronics, cooling or heating of the mechanical oscillator
through a magnetomechanical protocol, squeezing of the mechanical mode or implementation
of quantum non-demolition protocols. The terms ∝ (aˆ†bˆ− aˆbˆ†) in the Hamiltonian Eq. (5.16)
represent the energy exchange between electronic and mechanical mode, commonly known
as beam splitter interaction and crucial for state transfer protocols. Meanwhile the terms
∝ (aˆbˆ− aˆ†bˆ†) are simultaneous excitations of the mechanical and electromagnetic field, known as
two mode squeezing interaction [154,155]. The magnetomechanical system in the linear regime
reveals a novel interface to implement hybrid mechanical systems with strong interactions.
In section 5.4 we expand the discussion of spectral properties and and suitable measurements
for the strong magnetomechanical coupling regime.
5.3.2 Perturbative Ultra-strong Coupling Regime
The magnetomechanical system offers a new platform for the exploration of regimes beyond
the strong coupling, where relevant phenomena have been described in modern literature [140,
156,157]. The ultra strong coupling regime has been predominantly explored with electronic
circuits [156,158,159]. Our system opens the possibility for mechanical systems to reach this
developing regime.
As has been demonstrated [138], the transition between coupling regimes is smooth as a
function of g0/ωm and can be identified through the spectral properties of the system [138,160],
but it is also common to characterize the transition from the strong coupling regime to ultra-
strong coupling analysing the rotating wave approximation (RWA). In our system we look at the
evolution of the initial state |ψi〉 = |ne, nm〉 = |0, 0〉, which has no initial excitations in either
the electrical or mechanical oscillators under the Hamiltonian (5.14), for the case ωe/ωm = 2,
with an optomechanical coupling initiated at t = 0 and with strength g0/ωm = 0, 0.1, 0.25, 0.5.
We compare the mean total occupation nT (t) ≡ 〈nˆe + nˆm〉(t), under the full linear Hamiltonian
and with the RWA which involves dropping the fast rotating terms in the interaction term
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Figure 5.2: Magnetomechanical energy spectra. In blue lines, the generalized spectrum and
in red dashed lines the approximation for the spectra in the strong coupling regime. a)
Energy spectra of the magnetomechanical system within the strong coupling regime g0/ωm. b)
Energy spectra of the magnetomechanical system in two different perturbative regimes, strong
coupling (orange background 0 ≤ g0/ωm ≤ 0.1) and ultra-strong coupling (green background
0.1 ≤ g0/ωm ≤ 1/
√
2 ). The green line represents the Juddian points that delimit the
perturbative ultra-strong coupling regime. The spectra a) and b) were calculated considering in
resonance a resonant system ωe = ωm.
∼ pˆqˆ ∼ (aˆ†bˆ− aˆbˆ†). For g0 = 0, |ψi〉 is the ground state with no excitations and evolution by
the full dynamics and truncated RWA agree. This is no longer the case when 0.1 ≥ g0/ωm > 0,
as we can see in Fig. 5.3 the evolution of nT (t) > 0 is periodic oscillating between a maximum
value and a periodic minimum close to zero.
In Fig.5.3(b), for g0/ωm > 0.1 the maximum of nT (t) increases and the dynamics becomes
less periodic with minimum only approaching to zero after several oscillation cycles. We can
define the boundary between the strong and ultra-strong coupling regimes at a given value
g0/ωm at which the dynamics starts changing. We observe that for g0/ωm = 0.5, the number of
excitations starts transiting towards the ultra strong coupling regime. The periodicity of nT (t)
in the strong coupling regime starts to break and the amplitude of nT (t) starts to increase. This
boundary is not an exact numerical value but according to our calculations the dynamics starts
to change for g0/ωm ∼ 0.1 which agrees with the typical value considered in the literature. For
g0/ωm = 0.75 the RWA has been completely broken and the system has fully entered into the
USC regime.
The treatment for HˆL in the ultra-strong coupling becomes a more complicated task when
terms in the Hamiltonian are not negligible any more. Here we consider a lossless environment
Γm,e = 0 and find a general diagonalization for HˆL and the construction of the eigenstates of
the magnetomechanical system and spectral properties.
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Figure 5.3: Examining the dependence of the validity of the RWA on the coupling strength
g0/ωm. We consider the linear system with omegae/ωm = 2 and plot the time dependence of
the total occupation nT (t), under the full Hamiltonian increasing coupling strengths g0/ωm =
(0.1, 0.25, 0.5) for the initially unoccupied state |ψi〉 = |ne, nm〉 = |0, 0〉. For g0/ωm = 0 the
evolution under the full Hamiltonian agrees perfectly with with nT (t) = 0. Under the RWA
nT (t) = 0 for all times and all coupling strengths. For 0 < g0/ωm, g0/ωm = 0.075 to 0.15 (a)
the evolution exhibits a periodic oscillation with very small amplitude nT (t) > 0. However,
the full dynamics shows that the total occupation increases substantially for larger coupling
strengths (b). It indicates that the RWA breaks under ultrastrong coupling in our model. In
the USC regime, the dynamics of 〈nˆm + nˆe〉 transits from SC regime with g0/ωm = 0.25 to
an intermediate regime with g0/ωm = 0.5 and finally in the USC regime g0/ωm = 0.75. For
comparing purposes, the plot g0/ωm = 0.15 (from Fig. (a)) has been added to Fig. (b).
5.3.3 Eigenstates of the Magnetomechanical System
To construct the eigenstates of the magnetomechanical system beyond the strong coupling
approximation is needed to diagonalize the Hamiltonian HˆL into its normal modes. The normal
modes are given by HˆNM = UˆHˆLUˆ
† which is diagonal and has normal modes frequencies ω±.
The unitary transformation Uˆ is a two mode squeezing operator Uˆ = exp
{
iβ
(
e−γ pˆφˆ− eγ zˆqˆ
)}
following [?] with complex squeezing parameter is eγ = i Lm ωm
√
ωmωe . The diagonalized
linear lossless Hamiltonian HˆNM is expressed in the normal mode basis as
HˆNM =
ω2−
2
(
Xˆ2− + Pˆ
2
−
)
+
ω2+
2
(
Xˆ2+ + Pˆ
2
+
)
, (5.19)
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where the eigenfrequencies are given by
ω2± =
1
2
(ω2m + ω
2
e + g
2
0)
± 1
4
√
4g20(ω
2
e + g
2
0) + (ω
2
m − ω2e − g20)2 .
(5.20)
The dimensionless quadratures in the normal mode basis for position Xˆ± and momentum
Pˆ± follow the standard commutation relations [Xˆ±, Pˆ±] = i and each one of the quadratures is
defined as
Xˆ+ =
1√
2 qZPF
(
qˆ cosh β + e−γ pˆ sinh β
)
,
Pˆ+ =
1√
2 φZPF
(φˆ cosh β + eγ zˆ sinh β),
Xˆ− =
1√
2 zZPF
(zˆ cosh β + e−γφˆ sinh β),
Pˆ− =
1√
2 pZPF
(pˆ cosh β + eγ qˆ sinh β),
(5.21)
where i tanh (2β) = 2g0ωm
g20+ω
2
e−ω2m .
As a matter of completeness, we introduce the boson creation and annihilation operators for
the ± modes, defined as
aˆ+ =
1√
2
(
Xˆ+ + iPˆ+
)
, aˆ†+ =
1√
2
(
Xˆ+ − iPˆ+
)
,
aˆ− =
1√
2
(
Xˆ− + iPˆ−
)
, aˆ†− =
1√
2
(
Xˆ− − iPˆ−
)
.
(5.22)
With the boson operators Eq. (5.22) defined, it is straightforward to determine the eigenstates
of the magnetomechanical system in the linear regime, which are
|n+, n−〉 = 1√
n+!n−!
(aˆ†+)
n+(aˆ†−)
n− |0, 0〉, (5.23)
with the raising operators aˆ± acting on the vacuum state |0, 0〉. Some of the relevant properties
of the boson operators Eq. (5.22) are the standard commutation relations [aˆ+, aˆ
†
+] = 1 and
[aˆ−, aˆ
†
−] = 1. Similarly the number operator for the bosonic modes are nˆ+ ≡ aˆ†+aˆ+ and
nˆ− ≡ aˆ†−aˆ−, with expectation values n± = 〈nˆ±〉. Once the system has been expressed in the
boson operator representation, it is clear that neglecting the vacuum energy, the system has the
following energy spectrum
En+,n− = ~ω+n+ + ~ω−n−. (5.24)
The energy spectrum Eq. (5.24) as a function of g0/ωm with its first eight eigenvalues
is shown in Fig. 5.2b in continuum blue lines. In red dashed lines its shown the spectrum
Eq. (5.18) which corresponds to the strong coupling regime approximation. It is clear that for
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small values of 0 ≤ g0/ωm ≤ 0.1 the strong coupling spectrum of Fig. 5.2a accurately describes
the energy levels of the system as the red dashed lines mostly overlap the blue lines. A modern
quantitative definition for classification of coupling regimes according to spectral properties [138]
suggest that the so-called ultra strong coupling regime can be separated into perturbative and
non-perturbative ultra strong coupling regime. Where the perturbative ultra strong coupling
regime is defined as the region where g0/ωm ≤ Jn where Jn are the first Juddian points of the
spectra. We calculated the Juddian points for the spectra of the magnetomechanical system
Jn =
1√
n− + n2−
, (5.25)
are shown in 5.2b as black crosses. According to Rossatto et. al. [138], the perturbative
ultra strong coupling regime will be delimited by the first Juddian point for n− = 1. The
magnetomechanical perturbative ultra-strong coupling regime is then defined for coupling within
g0/ωm ≤ 1√2 . The coupling rate g0 can be experimentally measured directly from the electrical
resonance frequency shift ωe → Ωe, with Ωe =
√
ω2e + g
2
0 . If the value of the frequency shift is
negligible, the energy spectrum (5.18) defines the energy levels.
5.3.4 Entangled Ground State
As we defined the diagonalized Hamiltonian in the normal modes basis Eq. (5.19), when
they act on a on an eigenstate |n+, n−〉, we obtain HˆNM|n+, n−〉 = En+,n− |n+, n−〉. We can
transform these eigenstates back to the lab frame using the unitary Uˆ †, and denote them as
|n+, n−〉 ≡ Uˆ †|n+, n−〉. We note that in the lab basis such eigenstates may be entangled. To see
this we look at the expectation values for the standard occupations for the number operators
for the electric and mechanical excitations nˆe = aˆ
†aˆ, nˆm = bˆ†bˆ, in this lab frame. In particular
we compute the sum, 〈nˆm + nˆe〉 ≡ 〈0, 0|nˆe|0, 0〉+ 〈0, 0|nˆm|0, 0〉, (with a Fock truncation of 15),
and in Fig.5.2c we plot this sum as a function of ωe/ωm and γ/ωm.
We see that when γ = 0, i.e. when there is no coupling between the electric and mechanical
systems, the ground state has no excitations. However this is no longer true when |γ| > 0
and ωe 6= ωm. By squeezing the zero-point fluctuations of the magnetomechanical system
the ground state becomes entangled. Ground-state entanglement induces the emergence of
negative energy-density regions in quantum systems [161]. The entanglement present when
〈nˆm + nˆe〉 > 0 represents a signature of the quantum nature of the magnetomechanical system.
This magnetomechanical system presents a novel approach for the generation of negative
energy-density which can be implemented in protocols of quantum energy teleportation [161].
5.4 Nonequilibrium System
So far, we have described the magnetomechanical system in an isolated environment i.e. in the
absence of decoherence. In this section we consider a semi-classical description in the presence
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Figure 5.4: Expectation value of the total excitation number populating the ground state
〈ne + nm〉. The calculation was performed using a truncation of 15 Fock states.
of decoherence channels Γe,Γm 6= 0 and the response of the mechanical system to thermal
excitations. In section 5.4.1 we describe observable properties such as magnetomechanical
damping and magnetomechanical frequency shift.
The simplest dynamics of the magnetomechanical system out of equilibrium arises when we
consider the mechanical system to be in contact with a thermal bath through the decoherence
channel Γm 6= 0. In this case we consider the external driving force Fext(t) no longer dominated
by the Lorentz force FL(t) but by the random thermal Langevin force Fth(t). The mechanical
system is then driven by Fth(t) and as a result it has a randomly time-varying amplitude and
phase. In most experiments, the oscillations of micro scale mechanical systems are analysed as
a noise spectrum in frequency space. Here we describe the stationary spectral properties of the
magnetomechanical system and analyse the influence of the LC circuit on the mechanics.
The fluctuations of the mechanical displacement are a consequence of Brownian motion due
to the fact that the mechanical oscillator is driven by a noisy thermal force. We describe the
system using the Langevin equation ∂Oˆ/∂t = (i/~)[HˆL, Oˆ] + NˆO for an arbitrary observable
Oˆ, where NˆO represents the noise introduced by the interaction of the observable Oˆ with it’s
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environment. We calculate the Langevin equation for the coupled system of observables zˆ, pˆ, qˆ
and φˆ which reads as
˙ˆz =
pˆ
m
+ g0
√
L
m
qˆ
˙ˆp = mω2mzˆ − Γmpˆ− Fˆext(t)
˙ˆq =
φˆ
L
˙ˆ
φ = LΩ2e qˆ − Γeφˆ− g0
√
L
m
pˆ+ Vˆext(t).
(5.26)
It is clear that the noisy elements are introduced in the ”momentum” terms as they are commonly
associated to friction forces. From the experimental point of view, it is easier to measure the
properties of the system in the frequency domain, looking at the stationary case. For the
stationary case its possible to consider that we measure continuously for a finite time τ , in this
situation, the frequency components of the displacement is (and the definition is extended to all
the other operators)
z˜(ω) =
1√
τ
∫ τ
0
zˆ(t)eiωtdt. (5.27)
For the limit τ →∞, the response of the mechanical oscillator to an external drive is z˜(ω) =
χm(ω)F˜ext(ω), where the susceptibility of the mechanics is χm(ω) = (m(ω
2
m − ω2 + iωΓm))−1.
In the regime where g0 > 0, we calculate the expected value of the operators that we obtained
from the Langevin equation and transformed into the frequency domain 〈z˜〉, 〈p˜〉, 〈q˜〉 and 〈φ˜〉.
One obtains a set of coupled equations represented in matrix form as Y = (R + iωI)Y which
has normal mode frequencies,
Ω2± =
1
2
Ξ2 ± 1
2
√
4g20ω
2
m + Ξ
4 − 4ω2mΩ2e , (5.28)
where Ξ2 = ω2m + Ω
2
e + ΓeΓm, the vector Y =
(
〈z˜〉, 〈p˜〉, 〈q˜〉, 〈φ˜〉
)
, and
R =

0 1
m
√
L
m
g0 0
−mω2m −Γm 0 0
0 0 0 1
L
0 −
√
L
m
g0 −LΩ2e −Γe
 . (5.29)
The normal modes frequencies are shown in Fig. 5.6a and 5.6b as red dashed lines. The
coupling g0 is characterized experimentally by the splitting Ω+ − Ω− ≈ g0 in the power spectral
density (PSD) [134]. If the splitting is observable, it is a signature of strong coupling between
the modes. Below we find that strong coupling can be achieved in the linear regime of this
magnetomechanical system.
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5.4.1 Mechanical Susceptibility
In a self contained fashion, the presence of the magnetomechanical coupling g0 > 0 creates a
”circulation” of energy. The mechanical displacement generates a voltage in the LC resonator
while this one generates a magnetic field that exerts a force on the mechanical resonator.
Intuitively, it is clear that the coupling might modify the bare mechanical susceptibility χ(ω).
This modified mechanical susceptibility is now called the effective susceptibility χeff(ω) and is
obtained from the solution for the set of coupled equations Y. We can express χeff(ω) in terms
of the mechanical bare susceptibility plus a magnetomechanical modification Σ(ω) such that
χeff(ω) =
1
m(ω2m − ω2 + iωΓm) + Σ(ω)
, (5.30)
where similarly to optomechanics, Σ(ω) represents the so called self-energy [41]. The modification
of the mechanical susceptibility can be classified into a magnetomechanical induced damping
rate Γmm(ω) = −Im[Σ(ω)]/mω and a magnetomechanical induced frequency shift δωm(ω) =
Re[Σ(ω)]/2mω. Explicitly, these parameters take the form of the magnetomechanical damping
Γmm(ω) = −g20
[
ω2(Γe − Γm) + Γmω2e
Γ2eω
2 + (ω2 − ω2e )2
]
(5.31)
and magnetomechanical induced frequency shift
δωm(ω) =
g20ω
2
[
ω2e − ω2 − ΓeΓm
Γ2eω
2 + (ω2 − ω2e )2
]
. (5.32)
In Fig. 5.5 (a) we show the Γmm magnetomechanical induced damping rate. It is interesting
to observe that over a large range of detuning Γmm > 0. In Fig. 5.5 (b), we show the magne-
tomechanically induced frequency shift δωm(ω). This can be understood as the optomechanical
spring constant δωm.
The control of parameters such as Γmm(ω) and δωm(ω) make it possible to implement
protocols such as cooling or heating of the mechanical oscillator through the LC resonator
within this magnetomechanical approach.
5.4.2 Spectral Properties
Commonly, the properties of the mechanical systems are experimentally characterized by
measuring the power spectral density (PSD) which we define as
Sxx(ω) = 〈|z˜(ω)|2〉 = 〈|χeff(ω)|2F˜th(ω)〉. (5.33)
The PSD has units of m2/Hz and represents the distribution of energy in each frequency compo-
nent of the signal [132]. In the case where the thermal energy drives the mechanical oscillation, it
is possible to relate the variance of the amplitude of the oscillation to the thermal energy stored
in the oscillator by the fluctuation dissipation theorem 〈|z˜(ωm)|2〉 = kB T Γeff(mωm)−1, where
Γeff = Γm +Γmm. The amplitude of the oscillation is then related as
√
Sxx(ω) =
√〈|z˜(ω)|2〉 . In
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Figure 5.5: (a) Induced magnetomechanical damping Γmm. (b) Magnetomechanical frequency
shift δωm. This parameter represents the magnetomehcanical spring constant.
Fig. 5.6a and Fig. 5.6c we plot
√
Sxx(ω/ωm) with values (Γm,Γe, g) = (0.025ωm, 0.05ωm, 0.1ωm).
In Fig. 5.6b and 5.6d the considered values are (Γm,Γe, g) = (0.025ωm, 0.05ωm, 0.3ωm). The
Fig. 5.6c and 5.6d show two plots for z˜(ω) values of ωe, in green ωe = 0.8ωm and orange
ωe = 1.2ωm. Normal mode splitting indicative of strong coupling might be observed with
mechanical oscillators with quality factor as low as Qm = ωm/Γm = 40 for a system with the
characteristics described in the next section.
The solution to the set of coupled equations Y also suggest that the mechanical response is
modified in the presence of an external driving voltage on the circuit V˜ext(ω). In a particular
case, if the LC resonator is thermally driven V˜ext(ω) = V˜th(ω) , this thermal drive can be
measured with the mechanics. The response of the mechanical resonator to an external thermal
voltage depends on a mechanical-voltage susceptibility χV(ω) = χeff(ω)
√
m
L
g0(Γm−iω)
(iΓeω+ω2ω2e )
. The
PSD of the mechanics due to excitation in the electronics is then
SVV(ω) = 〈|χV(ω)|2V˜ext(ω)〉. (5.34)
The mechanical response to an external force and an electric drive is
z˜(ω) = χeff(ω)F˜ext(ω) + χV(ω)V˜ext(ω). (5.35)
The mechanical spectrum of Eq. (5.35) will provide a way to experimentally measure the
response of the mechanical oscillator to external forces applied on itself and external voltages
applied on the LC, as well as its coupling.
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Figure 5.6: (a) Plot of the position displacement
√〈|z|2〉 = √Sxx(ω) [a.u.] considering the
parameters (Γm,Γe, g0) = (0.025, 0.05, 0.1)×ωm as a function of the frequency ω/ωm and ωe/ωm,
where we set m = L = 1. The normal modes frequencies Ω± are shown as red dashed lines
and avoided crossing is observed. For ωe = 0.8ωm (green dashed line) and ωe = 1.2ωm (orange
dashed line) we show the profile in Fig. 5.6c which is normalized to the maximum. b) Plot
of the mechanical response considering the parameters (Γm,Γe, g0) = (0.025, 0.05, 0.3)× ωm as
a function of the frequency ω/ωm and ωe/ωm. The normal modes frequencies Ω± are shown
as red dashed lines and avoided crossing is observed. For ωe = 0.8ωm (green dashed line) and
ωe = 1.2ωm (orange dashed line) we show the profile in Fig. 5.6d, which is normalize to the
maximum.
5.5 Magnetomechanical Device
Up to this point, we have treated the magnetomechanical system in a general fashion. Here we
describe a design feasible to fabricate with currently available photo and e-beam lithography
techniques and materials. Here we describe some technical details regarding its fabrication
and practical implementation. Our model considers the state-of-the-art experimental micro
and nano fabrication techniques. In this particular design we study mostly the influence on
the coupling rate g0 due to the geometry and factors such as the height of the magnet hm,
relative equilibrium vertical distance between the magnet and the coil u0, number of turns of
the inductor/coil N and width w of the wire/separation. The magnetomechanical system is in
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principle able to achieve coupling rates g0 that exceed the values of the mechanical resonance
frequency ωm which is extremely challenging for optomechanical systems.
The successful implementation of our magnetomechanical system (Fig. 5.7c) requires a
two-chip fabrication process, separated in two main steps. The first chip (Fig. 5.7a) consist of a
double clamped mechanical resonator (section 5.5.1). The second chip (Fig. 5.7b) consist of a
spiral coil and a planar capacitor fabricated on a sapphire substrate (section 5.5.2). Each one of
the chips is individually fabricated and later joint flipping the top chip (mechanical resonator)
and adjusting the separation between them. These flipped joint chips form a system similar to
the state-of-the-art 3D cavities recently developed [47,162].
Figure 5.7: (a) Diagram of the fundamental mechanical mode of a double clamped beam made
out of a Si3N4 membrane smoothly etched. The membrane has a cylinder on top that represents
the magnet. b) Plot of the zero point fluctuation zZPF for the fundamental mode as a function
of the thickness/height of the magnet hm.
5.5.1 Mechanical System
In this section we describe the protocol for the microfabrication of the mechanical oscillator
of the magnetomechanical system. The mechanical oscillator could be fabricated as a double
clamped beam 10 µm long and 1 µm wide on a thin film Si3N4 membrane 100 nm thick on
Si substrate. The membrane can be patterned using standard photolithography techniques,
after exposure and development of the positive photoresist the open regions are etched using
Reactive-Ion Etch (RIE) fabrication technology. The finite element model (Comsol) in Fig. 5.7a
shows the fundamental motional mode shape of the loaded double clamped beam made out
of Si3N4. It has been reported, Si3N4 has exceptional mechanical properties under cryogenic
conditions [163], which makes it suitable for future magnetomechanical setups. Mechanical
oscillators made out of Si3N4 membranes have typical values for mechanical quality factor
Qm = ωm/Γm = 10
5.
On top of the patterned beam a second photolithographic step requires spin coating of a
negative photoresist and expose it with the magnet pattern. After the exposure and development
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of the pattern a thin film magnetic material is deposited, similar to the coating process for
cantilever’s AFM magnetized tips. The final step is the gently release of the mechanical oscillator,
which can be done using dry etch in a XeF2 chamber for Si etch. This is an isotropic etch
for Si which will remove the Si under the resonator. The thickness of the magnet hm can be
easily controlled during the deposition of the magnetic film. The cylindrical magnet is then
formed at the center of the double clamped beam through lift-off of the negative resist. It is
important to highlight that the remarkable mechanical properties of Si3N4 membranes remain
largely unchanged when thin films are deposited on it [66] far from the clamping region. The
magnetic flux from the magnet will determine the magnitude of the interaction as the coupling
rate g0 ∝M . It is desirable to have magnetic materials that support high density magnetization
in thin films. A magnetic material with such characteristics and which has been extensively
studied is Co-Fe, with a large number of different alloys. Here we chose a standard one with
density ρ = 7.81g/cm3 and a conservative value for the magnetization µ0|M| = 0.264T. Modern
alloys have reached saturation magnetization up to µ0|M| = 2.4 T [164]. The radius of the
magnet is fixed to rm=0.5 µm and is a suitable size for photo or e-beam lithography, the only
degree of freedom that we explore now is the height of the magnet hm which is represented as
the thickness of the magnetic thin film thickness. Considering the mass of the double clamped
beam and the load of the magnet with its density, we calculate the effective mass m and the
resonance frequency ωm for the fundamental mechanical mode of the mechanical system as a
function of hm, it is shown in Fig. 5.9a. By controlling the thickness of the deposited magnetic
material, we can easily alter both ωm, m also on the coupling rate g0. In Fig. 5.7d we plot
the zero point motion zZPF =
√
~
2mωm
as a function of the magnet thickness hm. The control
and tuning of the mechanical frequency has two different limits. In one limit, films which are
only a few nanometers thick will result in a higher frequency mechanical oscillator, making the
interaction with the LC circuits technically more feasible. On the other hand, thicker films
results in higher magnetic volumes and therefore stronger magnetic interactions.
5.5.2 Electrical Circuit
The electronic component of the magnetomechanical system requires to be fabricated on an
individual chip. Following standard nanofabrication techniques for coils [135, 165,166], the chip
can be fabricated on a sapphire substrate placing the micro/nano fabricated coil depicted in
Fig. 5.7b. Where a first layer of metal is deposited on the surface of the chip. Following a spin
coating of e-beam resist (PMMA) for later exposure and patterning of the central electrode and
the flat part of the spiral inductor, etching the metal through wet etch. A sacrificial layer of
resist is deposited and the exposed to pattern the bridge, following an oxide removal of a few nm
with Ar bombarding on the surface and the successive second layer of metal deposition to build
the metallic bridge. A last step of resist removal either wet or dry needs to be implemented to
remove the sacrificial layer.
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Figure 5.8: a) Representation of the flipped chip approach that places the double clamped beam
resonator above the electronic chip. b) Diagram of the coil on the electronic chip. In blue an
axial plane cut showing the transversal area w × hc of each wire of the coil. The width and
spacing is w and hc is the thickness of the wire.
A schematic representation of a spiral coil is shown in Fig. 5.7b, we also show a transverse
cut to define w as the packing parameter. The packing parameter represents the width of the
wire but also the spacing between each one of the wires that make a single turn. The maximum
resolution of a nanofabrication system will determine the minimum value for w.
5.5.3 Coupled system
The coupled magnetomechanical system requires a double chip packaging. This particular
packaging resembles the on chip 3D-cavity implementations, taking the chip with the mechanical
oscillator and flipping it over the second chip with the LC resonator as the scheme shows in the
Fig. 5.7c.
Considering Eq. (5.3) and the initial separation u0, we can numerically estimate the value
g0 as a function of several parameters, such as the gap between the edge of the magnet T , the
number of turns of the coil N and the packing parameter w that represents the width and
separation between the wires of the coil. The numerical results for the ratio of the coupling
rate and the mechanical frequency g0/ωm as a function of three different parameters are shown
in Fig. 5.9a, 5.9b and 5.9c. In Fig. 5.9b the ratio g0/ωm is presented as a function of the gap
T = u0−hm/2 between the coil and the edge of the magnet, for different thickness of the magnet
hm and with (N ;w)=(2;100 nm). It is observable that the same tendency is followed for different
thickness of the magnetic film. As hm and the magnetic volume increases, the maximum of the
coupling rate achievable increases, but not linearly. Fig. 5.9b shows a region in blue, where
ratios of g0/ωm ≈ 0.1, leads to physics in the ultra-strong coupling regime. The importance
of this result relies on the unexplored regime for mechanical systems. This regime has been
recently observed in superconducting qubits [167]. Fig. 5.9c shows numerical simulations of
g0/ωm as a function of w with parameters (N ;hm;ωm)=(2;200 nm; 2pi × 3.2 MHz). For this
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Figure 5.9: a) Plot of ωm as a function of hm and m of the fundamental mode. b) Determination
of the ratio g0/ωm as a function of T for hm = 10nm, hm = 50nm and hm = 200nm. The
parameters considered here are w =100 and N = 2 of the inductor. In red the thickest magnet
of hm =200 nm. In orange the curve that corresponds to hm =50 nm. In purple, the curve
that corresponds to hm =10 nm. c) Estimation of g0/ωm as a function of w. In these results
hm = 200 nm, with the one, the oscillator has an effective mass m = 9.9 × 10−15 kg and a
mechanical resonant frequency ωm/2pi = 3.2 MHz. The gap considered in this result is T = 10
nm. In blue, the curve corresponding to N=15, in green N =10, in red N =5 and orange
N =2. d) Ratio g0/ωm as a function of N . The numerical values were calculated considering a
cylindrical magnet with hm =200 nm, T = 10 nm and w = 100 nm. All the calculations were
performed considering a magnetization µ0|M | =0.264 T. The blue shaded regions represent the
values that lay in the ultra-strong coupling regime.
calculation we considered a magnet with hm = 200 nm that for the fundamental mode has
associated an effective mass m = 9.9× 10−15 kg and whose mechanical resonant frequency is
ωm/2pi = 3.2MHz. This magnet is separated T = 10 nm from the spiral coil.
We calculate the ratio g0/ωm as a function of w for different values of N . We observe that
N is also an important parameter due to its contribution to the inductance L. The inductance
L of the spiral square inductor was calculated with finite element methods software (Comsol)
and compared with analytical expressions [168]. The two methods yielded similar results and
thus we chose to use the analytical expressions for simplicity and accuracy. The last parameter
discussed in this paper is the enhancement of the coupling rate g0 due to the number of turns
of the nano fabricated coil. In Fig. 5.9d we plot the coupling rate ratio g0/ωm as a function of
N keeping the parameters (T ;hm;ωm)=(10 nm;200 nm; 2pi × 3.2 MHz) fixed while maximising
over w. We observe that at N = 2 the maximum ratio is obtained due to the low inductance
which favours the increase in the coupling. As it was described, the coupling rate g0 ∝ |M|, we
have restricted our calculations to conservative magnetization values and consider that regimes
such as deep-strong coupling can be achieved using modern alloys with larger magnetization.
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Appendix A: Magnetomechanical Break of
Time-Reversal-Symmetry
The magnetomechanical system that we have introduced in this paper provides a diverse variety
of interesting directions to explore quantum features for mechanical systems at the mesoscale.
The linear character of the momentum coupling also represents an interesting framework to
study the breaking of time reversal symmetry in this hybrid electromechanical interface.
In quantum mechanics, time-reversal symmetry is a bijective mapping of the Hilbert space.
This mapping is symmetric if an only if it leaves all the observable probabilities invariant.
As we show below, the magnetomechanical linear Hamiltonian (5.14), is not invariant under
time-reversal. The time reversal symmetry breaking phenomenon is a rare effect, which has
been observed in circuit-QED [169] but to our best knowledge it has not been observed in
mechanical systems.
Following the definition for time-reversal symmetry we analyse HˆL, which is symmetric if
and only if for a time-reversal operator Θˆ, there exist a phase ϑ(zˆ), such that HˆL = ΘˆHˆLΘˆ
−1
is satisfied [169]. The most relevant properties described by Koch et. al. [169] show that the
operator Θˆ acting on an eigenstate of the position |zˆ〉 leaves it invariant, but adding a phase
Θ|zˆ〉 = eiϑ(zˆ)|zˆ〉 and the eigenstates of the position are time reversal symmetric ΘˆzˆΘˆ−1 = zˆ.
Under the same time reversal transformation Θˆ, the momentum is reflected and the gradient of
a phase is added ΘˆpˆΘˆ−1 = −pˆ+∇ϑ(zˆ). The selection of the phase ϑ(zˆ) is determined by the
gauge choice ϕ(z) discussed in Eq. (5.6). We apply the time reversal operator and obtain the
transformed Hamiltonian, which reads as
ΘˆHˆLΘˆ
−1 =
1
2m
(
−pˆ+
√
Lm g0qˆ +∇ϑ(zˆ)
)2
+ ω2m
mzˆ2
2
+
φˆ2
2L
+ ω2e
Lqˆ2
2
. (5.36)
The condition HˆL = ΘˆHˆLΘˆ
−1 to identify this system as time reversal symmetric implies that a
solution is given by ∇ϑ(zˆ) = −2g0
√
Lm qˆ. In the particular case when the coupling is absent
g0 = 0 the solution to this condition is satisfied and the Hamiltonian satisfies the time reversal
symmetry HˆL = ΘˆHˆLΘˆ
−1. In any other case g0 6= 0 the Eq. (5.6) suggest that the gauge choice
is related to an electromagnetic auxiliary field A = ∇ϕ(zˆ) therefore it must satisfy ∇×A = 0,
which in the presence of a magnetic field clearly contradicts B = ∇×A.
Summarising, the magnetomechanical system described in this paper satisfies time reversal
symmetry in the absence of coupling, but breaks it when the linear magnetomechanical coupling
is present. We want to highlight this property for the magnetomechanical system as a an
alternative to explore time reversal symmetry breaking for mechanical systems.
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Conclusion
The magnetomechanical system that we have proposed in this work provides a suitable novel
instrument to explore magnetomechanical dynamics in the strong coupling regime and beyond.
Our study remains valid for a regime where g0/ωm > 1 (deep strong coupling).
We have introduced physical effects such as magnetomechanical damping, or magnetome-
chanical frequency shift that can be further explored and implemented on cooling protocols, state
swap, and electronic readout of the mechanical system. The magnetomechanical system provides
an interface for novel hybrid quantum protocols on the control of mechanical oscillators using
electric circuits. The interaction ∼ pˆqˆ represents an attractive option for the implementation
of novel protocols to perform back action evading measurements on mechanical oscillators via
electronics. We also note that the Hamiltonian breaks time reversal symmetry due to its linear
dependence on the mechanical momentum. We consider that this particular feature could help
to understand some of the physics of symmetries at the mesoscale. We estimated the number of
excitations that populate the ground state and observe that the magnetomechanical system is
intrinsically entangled in the regime of low phonon-photon occupation regime.
Considering the recent rapid progress in experimental techniques and fabrication processes
such as photo and e-beam lithography, we consider that our magnetomechanical system is a
feasibly proposal to be fabricated. We predict that a very large coupling g0 might be potentially
achieved. This large coupling facilitates the implementation of already existing optomechanical
protocols such as manipulation, control or cooling.
Chapter 6
Conclusion
The work presented in this thesis, theoretical and experimental, contributes to the field of
phononics. We have demonstrated that ultra-high mechanical quality factors at room tem-
perature can be reached with SiC mechanical resonators. This result opens the possibility to
perform quantum optomechanics experiments at room temperature. We have also demonstrated
that highly stressed silicon nitride membranes can be used as a platform for confining and
guiding phonons. The platform we have introduced in this work exhibits a huge potential for
the development of single mode phononic circuitry. Which sets a first step towards a purely
mechanical-based computer. We also have proposed how mechanical interactions with magnetic
fields can lead to exotic quantum regimes, such as ultra-strong coupling regime. We have
designed a magnetomechanical system that is feasible to fabricate and integrate on chip.
6.1 Summary
In Ch. 2 we introduce the basic concepts of micromechanical systems and expand on their losses
mechanisms. We derive analytical equations to estimate the limits for the quality factors. Later
we apply these methods to a resonator with arbitrary shape.
In Ch. 3 we present a very detailed theoretical framework for the quality factor of trampoline
resonators. We developed a process flow to fabricate single crystal SiC trampoline micro-
resonators. We characterized the quality factor for these trampoline resonators and explore the
influence of the thickness of the silicon carbide film. We demonstrated that the quality of the
silicon carbide film is improved by removing the silicon carbide closer to the Si-SiC interface.
We fabricated a nested resonator that reduces the clamping losses from the resonator. The
quality factor of the nested trampoline resonators exhibit a remarkably large quality factor.
The quality factor of this resonator is the largest on resonators of its kind. The figures of merit
for these resonators show that they are feasible to perform quantum optomechanics experiments
at room temperature, as their f ×Q ∼ 1014.
In Ch. 4 we introduce the fundamentals of a phononic circuitry platform based on highly
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stressed silicon nitride membranes. We developed a micro fabrication process flow to build
the on-chip phononic waveguide. We built an optical setup capable of detecting displacements
on the order of ∼10 pm. We demonstrated that the phononic waveguides exhibit dispersion,
but more interestingly they are single mode within certain bandwidth. We demonstrated
that the phononic waveguides have a cut-off frequency below the single mode region. For
higher frequencies it is possible to observe multi-mode interference. We theoretically explored
the additional application of this phononic waveguide interface and derived a formalism that
emulates the optical case in photonics. Our rough estimations suggest that an single-mode
acoustic wave propagating in the phononic waveguide can do ∼100 round trips in a ∼2 cm
long waveguide. This represent the basis for phononic circuitry and this number is expected to
increase in the coming months.
In Ch. 5 we have proposed a magnetomechanical system that would allow us to explore the
ultra-strong coupling regime in mechanical systems. In this chapter we design the magnetome-
chanical system feasible to be fabricated with current standard nano-fabrication techniques. The
interaction present in this system ∼ pˆqˆ represents an attractive option for the implementation
of novel protocols to perform back action evading measurements on mechanical oscillators via
electronics.
6.2 Future Research Directions
In this thesis I grouped the different applications of micromechanical systems that can be
integrated on-chip. The first clear path for future research is the expansion on the phononic
waveguides experiment. We want to demonstrate that the phonons propagating through the
waveguides produce evanescent acoustic fields. We want to demonstrate that by engineering the
phononic waveguides it is possible to apply the acoustic evanescent fields to develop additional
phononic components, such as beam splitters or coupled waveguides. This research path would
integrate the ultra low mechanical resonators as active logic elements of the phononic platform.
The development and successful integration of these phononic components is a very promising
path towards the construction of a fully scalable mechanical computer.
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