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Abstract 
We propose a system for audio coding using the modulated complex 
lapped transform (MCLT). In general, it is difficult to encode signals using 
overcomplete representations without avoiding a penalty in rate-distortion 
performance. We show that the penalty can be significantly reduced for 
MCLT-based representations, without the need for iterative methods of 
sparsity reduction. We achieve that via a magnitude-phase polar quantization 
and the use of magnitude and phase prediction. Compared to systems based 
on quantization of orthogonal representations such as the modulated lapped 
transform (MLT), the new system allows for reduced warbling artifacts and 
more precise computation of frequency-domain auditory masking functions. 
1. Introduction 
Most modern audio compression systems use a frequency-domain approach [1]. The 
main reason is that when short audio blocks (say, 20 ms) are mapped to the frequency 
domain, for most blocks a large fraction of the signal energy is concentrated in relatively 
few frequency components, a necessary first step to achieve good compression. The 
mapping from time to frequency domain is usually performed by the modulated lapped 
transform (MLT, also known as the modified discrete cosine transform – MDCT) [1], an 
overlapping orthogonal transform that allows for smooth signal reconstruction even after 
heavy quantization of the transform coefficients, without discontinuities across block 
boundaries (blocking artifacts) [2]. 
One disadvantage of the MLT is that it is not a shift-invariant representation [3], [4], 
that is, if the signal is shifted by a small amount (say 1/8th of a block), the transform 
coefficients will change significantly. In fact, just like with wavelet decompositions, there 
is no overlapping transform or filter bank that can be both shift invariant and orthogonal 
[5]. In particular, consider that the audio signal is composed of a single sinusoid of 
constant frequency and amplitude; then the MLT coefficients vary from block to block. 
Therefore, if they are quantized, the reconstructed audio will be a modulated sinusoid [6]. 
When all harmonic components of a more complex audio signal suffer from these 
modulations, “warbling” artifacts can be heard in the reconstructed signal. 
Such modulation artifacts can be significantly reduced if we replace the MLT by a 
transform that supports a magnitude-phase representation, such as the modulated 
complex lapped transform (MCLT) [3]. However, the MCLT is an overcomplete (or 
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oversampled) transform by a factor of two, because it maps a block with M new real-
valued signal samples into M complex-valued transform coefficients, which can 
significantly hurt compression performance. 
In this paper we discuss strategies for encoding audio signals represented in the MCLT 
domain, and propose an encoder that significantly reduces the rate overhead caused by 
the overcomplete MCLT, without the need for iterative algorithms for sparsity reduction. 
We show that the R/D performance of such MCLT-based encoders can be close to that of 
MLT-based counterparts, while allowing for reduced warbling artifacts and other 
advantages of magnitude-phase representations. In Section 2 we review the definition and 
properties of the MCLT, and in Section 3 we discuss the problem of encoding 
overcomplete coefficients. In Section 4 we present the proposed structure for the encoder 
and discuss some practical results. We conclude by noting that efficient audio encoders 
can be designed with the MCLT as the time-frequency transform. 
2. Overcomplete audio representations and the MCLT 
The MCLT achieves a nearly shift-invariant representation [3], [4], because it supports a 
magnitude-phase decomposition that does not suffer from time-domain aliasing [3]. Thus, 
the MCLT has been successfully applied to problems such as audio noise reduction, 
acoustic echo cancellation, and audio watermarking. However, the price to be paid is that 
the MCLT expands the number of samples by a factor of two, because it maps a block 
with M new real-valued signal samples into M complex-valued transform coefficients. 
Namely, the MCLT of a block of an audio signal x(n) is given by a block of frequency-
domain coefficients X(k), in the form 
 ( ) ( ) ( )C SX k X k jX k= +  (1) 
where k is the frequency index (with k = 0, 1, …, M – 1), 1j −?  and1 
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We see that the set {XC (k)}, the real part of the transform, forms the MLT of the signal. 
Thus, unlike in Fourier transform, there is a simple reconstruction formula from the real 
part only, as well as one from the imaginary part only, since each is an orthogonal 
transform of the signal [3]. The best reconstruction formula is the average of those from 
the real and imaginary parts. Using both for reconstruction removes time-domain aliasing 
[3]. Each of the sets {XC (k)} and {XS (k)} forms a complete orthogonal representation of 
a signal block, and thus the set {X (k)} is overcomplete by a factor of two. 
                                                 
1 Note that the summation extends over 2M samples because M samples are new while the other M samples 
come from overlapping [2]. 
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We can easily convert the real-imaginary representation in (1) to a magnitude-phase 
representation by 
 ( ) ( ) ( )j kX k A k e θ=  (3) 
where ( ) ( ) ( ) ( ) ( ) ( )cos , sinC SX k A k k X k A k kθ θ= =⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦ , and A(k) and θ (k) are the 
magnitude and phase components, respectively. 
We can see one of the main advantages of the magnitude-phase MCLT representation 
in (3): for a constant-amplitude and constant-frequency sinusoid signal, the magnitude 
coefficients will be constant from block to block. Thus, even under coarse quantization of 
the magnitude coefficients, a quantized MCLT representation is likely to lead to less 
warbling artifacts, as we discuss in Section 4. Another advantage is that the magnitude 
spectrum can be used directly for the computation of auditory models in a perceptual 
coder [7], without the need of computing an additional Fourier transform, like in MP3 
encoders [1], or computing pseudo-spectra for the approximation of the magnitude 
spectrum from the real-valued (the MLT) coefficients [6]. 
3. Efficient encoding of MCLT representations 
We discussed above that the MCLT has several advantages over the MLT for audio 
processing. However, for compression applications, an overcomplete representation such 
as the MCLT creates a data expansion problem: since the best reconstruction formula 
uses both the real and imaginary components, an encoder has to send both to a decoder. 
Therefore, we start with twice the data as that in a traditional MLT-based encoder, and 
we have the problem of how to efficiently encode MCLT coefficients without doubling 
(or otherwise significantly increasing) the bit rate. 
Assuming a given quantization threshold, one approach to reduce redundancy in 
having both real and imaginary MCLT coefficients is to try to shrink the number of 
nonzero coefficients via iterative thresholding methods [4], [8]. For image coding, such 
methods are capable of essentially eliminating redundancy in terms of R/D performance, 
when using the also overcomplete dual-tree complex wavelet [9]. There are two main 
disadvantages of those methods, though. First, convergence is slow, so the dozens of 
required iterations are likely to increase encoding time considerably. Second, and most 
important for audio, the method does not guarantee that if XC (k) is nonzero at a particular 
frequency k, then XS (k) will also be nonzero, or vice-versa. Thus, we lose the magnitude 
and phase information and introduce time-domain aliasing artifacts at that frequency. 
Another approach is to predict the imaginary coefficients from the real ones. For a 
given block, if both the previous and next block were available, then the time-domain 
waveform could be reconstructed, and from it XS (k) could be computed exactly. 
However, that would introduce an extra block delay, which is undesirable in many 
applications. Using only the current and previous block, it is possible to approximately 
predict XS (k) from XC (k) [10]. Then the prediction error from the actual values of XS (k) 
can be encoded and transmitted. We can first encode XC (k), and predict XS (k) for the 
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In our experiments, we noticed that for most content random phase errors in MCLT 
coefficients of up to π/8 are nearly imperceptible, even when listening with high-quality 
headphones. Coarser quantization may bring warbling and echo artifacts. Thus, we may 
not need more than 4 bits to quantize the phase of high-magnitude coefficients, and fewer 
bits for lower-magnitude ones. We found that the UPQ shown in Figure 1 led to best 
results. If the magnitude is quantized to zero, then of course no phase information is 
needed; for nonzero magnitude values, the number of bits for phase is assigned as 
indicated in Table 1, which corresponds to the UPQ plot in Figure 1. 
With the UPQ as defined above, the rate-distortion performance is then controlled by a 
single parameter: the scaling factor applied to the MCLT coefficients prior to magnitude-
phase quantization; the higher the scaling factor, the higher the bit rate and fidelity. 
Even with the relatively coarse phase quantization as proposed above, warbling 
artifacts are reduced, when compared to quantization of MLT coefficients. That can be 
verified in Figure 2, where we plot the spectrogram of quantized MLT coefficients versus 
that of quantized magnitude MCLT coefficients, for a piano test signal sampled at 
16 kHz. The quantization step size for the MLT and the scaling factor for the MCLT with 
range for magnitude  XM 0–0.5 0.5–1.5 1.5–2.5 2.5–3.5 3.5–4.5 > 4.5 
# of bits for phase φ 0 2 3 3 4 4 
Table 1. Practical parameter values for UPQ quantization. 
 
 
Figure 2. Spectrogram of quantized coefficients; darker regions indicate 
higher energy. Top: using the MLT and scalar quantization; bottom: 
using the MCLT and UPQ quantization. 
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We can also predict the phase of MCLT coefficients. From the analyses presented in 
[6] for the computation of MLT coefficients for sinusoidal inputs, we conclude that if the 
input signal is a sinusoid at the center frequency of the kth subband, then the phase of two 
consecutive blocks satisfies θ (k,m) = θ (k,m–1) + (k+½)π. Therefore, we can encode just 
the phase difference between θ (k) and the value predicted by that formula, namely 
 ( ) ( ) ( ) ( )1, , , 1 2p k m k m k m kθ θ π− − − +?  (5) 
For most audio signals, components are not exactly sinusoidal, and their frequencies are 
not at the center of the subbands. Thus, prediction efficiency varies from block to block. 
An additional prediction step can be applied to the phase. From (3) we see that if we 
know just |θ (k)| we can reconstruct the real part XC (k), because cos[θ (k)] = cos[–θ (k)]. 
We only need to know the sign of θ (k) to reconstruct XS (k). We mentioned before that 
predicting XS (k) from XC (k) may not be very precise [10], but if the precision is good 
enough to at least get the sign of XS (k) correctly, then we know the sign of θ (k) and thus 
we don’t need to encode it. Therefore, we can aggregate the signs of all encoded phase 
coefficients into a vector and replace them by predicted signs computed from the real-to-
imaginary component prediction. Without prediction, the phase signs would have roughly 
an entropy of one bit per encoded value (because signs are equally likely to be positive or 
negative), but after prediction the entropy can be reduced, as discussed next. 
4. Proposed audio encoder structure 
Based on the results of the previous section, we propose the audio encoding and decoding 
structure shown Figure 4. For each block of the input signal x(n), we first compute its 
MCLT coefficients XC (k, m) and Xs (k, m), and from them we compute the corresponding 
magnitude and phase coefficients A(k, m) and θ (k, m), where m denotes the block index. 
For audio signals sampled at 16 kHz, a block length of M = 512 samples leads to best 
results, whereas for CD-quality audio sampled at 44.1 or 48 kHz, a block size of M = 
2,048 samples works best2. We then quantize the magnitude and phase coefficients using 
the UPQ polar quantizer in Figure 1 (right), producing the corresponding quantized 
values AQ (k, m) and θQ (k, m). Not explicitly indicated in Figure 4 is the scaling factor α, 
by which the MCLT coefficients are multiplied prior to the polar conversion. That 
parameter controls rate/distortion; the higher its value, the higher the fidelity and the bit 
rate. At the decoder, the coefficients are multiplied by 1/ α prior to the inverse MCLT. 
The quantized magnitude and phase coefficients then go through the prediction steps 
described in the previous section. Note that in computing the predictors in (4) and (5) we 
should use the quantized values AQ (k, m) and θQ (k, m), so the decoder can recompute the 
                                                 
2 For CD-quality audio, usually a fixed time-frequency resolution does not produce good reproduction of 
transient sounds. Thus, usually a block-size switching technique is employed, e.g. using M = 2,048 for 
blocks with mostly tonal components, and M = 256 for blocks with mostly transient components. These 
techniques [1] can be directly applied to the proposed encoder, except that we cannot predict the quantized 
coefficients for the first block after size switching. 
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predictors. Note that in (5) the phase prediction is indicated in the original continuous-
valued domain. To map it to a prediction in the UPQ-quantized domain, we observe that 
for every cell in the UPQ diagram in Figure 1, a cell with the same magnitude but with a 
phase equal to the original phase plus an integer multiple of π /2 is also in the diagram.  
The final step is to entropy encode the quantized prediction residuals. In our 
experiments we estimated entropies via data statistics, and in practice these estimates 
should predict reasonably well the actual bit rates if we use adaptive arithmetic encoders 
or adaptive run-length Golomb-Rice (RLGR) encoders [15]. 
 
 
 
Figure 4. Proposed structure for audio encoding with an MCLT-based 
magnitude-phase representation. Top: encoder; bottom: decoder. 
encoded bits
MCLT
( , )CX k m
rect.
to
polar
( , )SX k m
( , )A k m
UPQ( , )k mθ
( , )QA k m
( , )Q k mθ
magnitude and phase
prediction and selection
entropy 
encoding
parameters
( , )E k m ( , )p k m
( )x n
input 
signal
encoded bits
entropy 
decoding
( , )QA k m
( , )Q k mθ
polar
to
rect.
( , )CY k m
( , )SY k m
inverse 
MCLT
( )y n
output 
signal
( , )E k m
( , )p k m
reconstruction 
from prediction
parameters
159
Authorized licensed use limited to: CALIFORNIA INSTITUTE OF TECHNOLOGY. Downloaded on April 16,2010 at 18:50:26 UTC from IEEE Xplore.  Restrictions apply. 
Besides the encoded bits corresponding to the processed MCLT coefficients, 
additional parameters should be encoded and added to the bitstream. Those include the 
scaling factor α, the number of subbands M, the predictor order L, the prediction 
coefficients {br }, and maybe additional parameters that control the entropy coders. 
Unless compression ratios are high enough for artifacts to be very strong, usually the bit 
rate used by the parameters is less than 5% of that used for the processed MCLT 
coefficients. 
We ran several sets of experiments with audio sampled at 16 kHz, at several rate-
distortion points. Our main goal was to determine if the use of MCLT instead of the MLT 
would lead to significant increase in bit rate. Thus, we compared our proposed encoder in 
Figure 4 with encoding only the real coefficients (recall that the MLT is the real part of 
the MCLT), without prediction. We did not make comparisons with full-blown encoders 
such as WMA or AAC [1] because our proposed encoder would have to be enhanced and 
fine-tuned to achieve performance comparable to those. 
In our experiments, we started by turning off the predictors and measuring the entropy, 
for several values of the scale factor α and various test signals. When we turned on 
magnitude prediction only, entropy was reduced between 0.2 to 0.6 bits/sample. As 
expected, the gains were stronger for music signals than for speech, because music 
usually has more strongly tonal components. Then we turned on phase prediction, and 
that led to an additional entropy reduction of 0.1 to 0.3 bits/sample. The overall reduction 
in entropy is on the order of 0.4 to 0.8 bits/sample. That is enough to bring the overall 
entropy quite close to that of encoding the MLT coefficients. At bit rates where small 
distortions are barely audible (around 1.5 to 2.5 bits/sample), the overall quality of the 
MCLT-reconstructed audio was similar to that of the MLT-reconstructed audio; however 
the MCLT-reconstructed signal had significantly less warbling artifacts. 
5. Conclusion 
We presented an approach for efficient audio compression using overcomplete signal 
expansions, in particular the MCLT. Our proposed basic encoding structure uses 
unrestricted polar quantization of the MCLT magnitude and phase. Additionally, we use 
prediction of the quantized magnitude and phase coefficients, based on properties of the 
MCLT and properties of audio signals. Preliminary results show that these predictors can 
reduce the bit rate overhead in encoding an overcomplete representation (the MCLT) to 
the point where the overall rate is comparable to that of encoding an orthogonal 
representation (the MLT). 
There are several advantages of using the MCLT instead of the MLT. First, we can 
achieve better continuity of the magnitude of spectral components across blocks, thus 
reducing warbling artifacts. Second, we can run more precise auditory models directly 
from the MCLT coefficients, without having to compute additional Fourier transforms, as 
in MP3 encoders. The models can also be more precise because for a given block length 
the MCLT has twice the frequency resolution of the discrete Fourier transform [3]. 
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