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Abstract
Consider a random matrix H : Rn −→ Rm. Let D ≥ 2 and let
{Wl}pl=1 be a set of k-dimensional affine subspaces of Rn. We ask
what is the probability that for all 1 ≤ l ≤ p and x, y ∈Wl,
‖x− y‖2 ≤ ‖Hx−Hy‖2 ≤ D‖x− y‖2.
We show that for m = O
(
k + ln plnD
)
and a variety of different classes
of random matrices H, which include the class of Gaussian matrices,
existence is assured and the probability is very high. The estimate
on m is tight in terms of k, p,D.
1 Introduction
The small distance distortion by random linear maps which reduce dimen-
sion as applied to sets in Hilbert space is a well known phenomenon. A
short history begins with the classical result by Johnson and Lindenstrauss
[16] which stated the dimension reduction scheme for a set of n points in
Hilbert space. This was extended by Gordon [12] to a general set and maps
and other results concerning finite dimensional Banach spaces using the
Gaussian Min-Max theorem proved earlier by the author in [10]. Mendel-
son, Pajor and Tomczak-Jaegermann proved in [18] the dimension reduction
scheme using ψ2 random matrices when the range space is Hilbert. As in all
these results, including many others, are true for random linear maps with
very high probability, these have applications in industry and computer sci-
ence [1, 2, 5, 8, 15, 17]. We are therefore concerned with the probability
estimates as well.
However, the theory on large distance distortion is a different matter
and requires different methods in proofs. The paper is concerned with
large controlled distance distortion of preassigned magnitude D by random
linear maps H ∈ L(Rn,Rm) where H is a matrix whose rows satisfy certain
∗Keywords and phrases: Local theory, gaussian processes, high dimensional geometry,
convexity, normed linear spaces, gaussian operators, empirical processes. 2000 Mathe-
matics Subject Classification: 46B09, 46B07
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conditions. To cite one example of large distortion is Theorem 2.8 in [7]
where G = (gj,i)
m
j=1
n
i=1 is a Gaussian matrix with i.i.d. standard Gaussian
entries. We recall another of the main results in [7] which holds for Gaussian
matrices G for large and small distortions:
Theorem 1.1 There is a positive constant c such that the following holds:
Given 0 < ε < ∞ and 1 ≤ k ≤ n and p subspaces {Wl}pl=1 of dimension
at most k in ℓn2 and any m ≥ c
(
(1 + ε−2)k + 1+ε
ε ln(1+ε)
ln p
)
and a Gaussian
m× n matrix G with i.i.d. standard Gaussian entries, there is a number E
such that the probability that for every 1 ≤ l ≤ p and x, y ∈ Wl
E‖x− y‖2 ≤ ‖G(x)−G(y)‖2 ≤ E(1 + ε)‖x− y‖2
is at least 1− 2
p
.
In [7], for small ε, 0 < ε < 1, we also extended this result to the case when
the target is a general Banach space. When the target space was Euclidean,
we showed that the corresponding result holds for ψ2 matrices as well, for
small distortions.
In this paper we are concerned with large distortions, that is 1 ≤ ε.
We show that in this case Theorem 1.1 holds for all random matrices with
independent ψ2 entries which are absolutely continuous and have jointly
bounded density functions. In particular, this class includes Gaussian ma-
trices as well.
We include the case when the rows of the random matrix are independent
vectors which are uniformly distributed on Sn−1.
Note that the results for large distortions contained here and in [7] give us
lower dimensions at the cost of higher distortions. This is a mathematically
intriguing subject, aspects of which were investigated initially by Bourgain
[4] and Johnson and Lindenstrauss [16]. Thus, for example, they showed
we can embed an n-point metric space into a Hilbert space with distortion
O(logn) and the dimension of the Hilbert space can be O(logn). However,
we show here that if we allow for larger distortions, say O(log2 n), then using
ε = logn and k = 1 and p =
(
n
2
)
in Theorem 1.1, our result shows that
we can embed an n-point metric space into O( logn
log logn
)-dimensional Hilbert
space, which improves the O(logn) above, however, with a larger distortion
of O(log2 n).
2 preliminaries
Definition 2.1 Let X be a random variable. We denote
FX =
∞⋃
n=1
{ n∑
i=1
aiXi :
n∑
i=1
a2i = 1
}
2
where Xi ∼ X and independent. For ε > 0 define the ε-concentration of X
Cε(X) = sup
L∈R
P (|X − L| < ε)
and the ε-concentration of FX
Cε(FX) = sup
Y ∈FX
Cε(Y ).
Remark 2.2 Note that if X has a density function bounded by α then
Cε(X) ≤ 2αε.
A result of Ball and Nazarov [3] states:
Theorem 2.3 There is c1 > 0 such that for any random variable X and
ε > 0
Cε(FX) ≤ c1 · Cε(X).
We shall need the following technical lemma later on.
Lemma 2.4 Let X1, . . . , Xm be independent random variables with density
functions which are jointly bounded by α > 0. Then for all λ > 0
Pr
(
m∑
i=1
X2i ≤ λm
)
≤ (6α)m(λ)m2 .
Proof: For m = 1 the lemma is clear. For m ≥ 2, using the Stirling
approximation for the Γ function we obtain for all λ > 0
Pr
(
X21 + ·+X2m ≤ λm
)
=
∫
x2
1
+·+x2m≤λm
fX1(x1) · · ·fXm(xm)dx1 · · · dxm
≤
∫
x2
1
+·+x2m≤λm
αmdx1 · · ·dxm = αmVol(
√
λmBm2 ) = α
mλ
m
2 m
m
2 Vol(Bm2 )
= αmλ
m
2 m
m
2
π
m
2
Γ
(
m
2
+ 1
) ≤ αmλm2 mm2 πm2 em2 +1(m
2
+ 1
)−m
2 ≤ (6α)m(λ)m2 .

Remark 2.5 Taking Xi ∼ N(0, σ2) it is easy to show that Lemma 2.4 is
tight in terms of α,m, λ.
Definition 2.6 Let p ≥ 1. The ψp norm of a random variable X is
‖X‖ψp = inf{C > 0 : E exp
|X|p
Cp
≤ 2}.
3
For a metric space (T, d), an admissible sequence of T is a collection of
subsets {Ts}s≥0 such that for every s ≥ 1 we have |Ts| ≤ 22s and |T0| = 1.
The γp functional is defined by
γp(T, d) = inf{Ts}s≥0
sup
t∈T
∞∑
s=0
2
s
pd(t, Ts)
where the infimum is taken over all admissible sets.
The upper bound in the following result is by Fernique [9] and the lower
bound is by Talagrand [19].
Theorem 2.7 There are positive constants c2, c3 such that whenever {Gt}t∈T
is Gaussian process indexed by a metric space (T, d) for which d2(s, t) =
E|Gs −Gt|2 then
c2γ2(T, d) ≤ E sup
t∈T
|Gt| ≤ c3γ2(T, d).
We shall use Theorem 2.7 in the case where the metric space T is a subset of
the unit sphere of Rn with the Euclidean metric and the Gaussian process
is Gt =
∑n
i=1 tigi where {gi}ni=1 are i.i.d. standard Gaussian variables.
Lemma 2.8 Let f : (T, d) −→ (S, ρ) be a one to one correspondence be-
tween metric spaces with Lipschitz constant β. Then γp(S, ρ) ≤ βγp(T, d)
for all p ≥ 1.
Proof: Since f is a one to one correspondence then {Ts}∞s=0 −→ {f(Ts)}∞s=0
is a one to one correspondence between admissible sequences and therefore
γp(S, ρ) = inf{Ts}
sup
t∈T
∞∑
s=0
2
s
pρ(f(t), f(Ts)) ≤ inf{Ts} supt∈T
∞∑
s=0
2
s
pβd(t, Ts) = βγp(T, d).

For completeness we state the next well known result and its proof is
contained in the appendix.
Proposition 2.9 Let p ≥ 1 and let X be a random variable.
1. If ‖X‖ψp = a then Pr(|X| > t) ≤ 2 exp
(− tp
ap
)
for all t > 0.
2. If Pr(|X| > t) ≤ b exp (− tp
ap
)
for all t ≥ 0 then ‖X‖ψp ≤ (b+ 1)
1
p · a.
3. If E exp(tX) ≤ exp(c2t2) then Pr(|X| > t) ≤ 2 exp
(
− t2
4c2
)
and therefore
‖X‖ψ2 ≤
√
12c.
4. If ‖X‖ψ2 = a and EX = 0 then E exp(tX) ≤ exp(2a2t2). If X is
symmetric then E exp(tX) ≤ exp(a2t2).
5. If {Xi}ni=1 are independent and satisfy EXi = 0 for 1 ≤ i ≤ n, and
max1≤i≤n ‖Xi‖ψ2 = a < ∞ then ‖
∑n
i=1 aiXi‖ψ2 ≤ 4a whenever
∑n
i=1 a
2
i =
1. If X1, . . . , Xn are symmetric then ‖
∑n
i=1 aiXi‖ψ2 ≤
√
12a whenever
4
∑n
i=1 a
2
i = 1.
6. If {Xi}ni=1 are independent and satisfy E exp(tXi) ≤ exp(c2t2) for 1 ≤
i ≤ n, then E exp(t∑ni=1 aiXi) ≤ exp(c2t2) whenever ∑ni=1 a2i = 1.
7. If X is a random variable for which |X| ≤ a then ‖X‖ψp ≤ 4
1
pa.
We shall also need Theorem D from [18].
Theorem 2.10 There exist absolute constants c4, c5, c6 for which the fol-
lowing holds: Let µ be a probability measure on Rn, X1, . . . , Xm be indepen-
dent random vectors distributed according to µ, set S to be a subset of the
unit sphere of L2(µ) and assume that diam(S, ‖ · ‖ψ2) ≤ β. Then for any
θ > 0 and m ≥ 1 satisfying the inequality
c4βγ2(S, ‖ · ‖ψ2) ≤ θ
√
m
we have
Pr
(
sup
f∈S
∣∣∣∣∣ 1m
m∑
i=1
f(Xi)
2 − 1
∣∣∣∣∣ ≤ θ
)
≥ 1− exp
(
− c5
β4
θ2m
)
. (1)
Moreover, if S is symmetric then
E sup
f∈S
∣∣∣∣∣ 1m
m∑
i=1
f(Xi)
2 − 1
∣∣∣∣∣ ≤ c6max
{
β
γ2(S, ‖ · ‖ψ2)√
m
,
γ2(S, ‖ · ‖ψ2)2
m
}
. (2)
Remark 2.11 Note that if β ≤ γ2(S,‖·‖ψ2 )√
m
then (2) is
E sup
f∈S
∣∣∣∣∣ 1m
m∑
i=1
f(Xi)
2 − 1
∣∣∣∣∣ ≤ c6γ2(S, ‖ · ‖ψ2)
2
m
and if β ≥ γ2(S,‖·‖ψ2)√
m
then (2) is
E sup
f∈S
∣∣∣∣∣ 1m
m∑
i=1
f(Xi)
2 − 1
∣∣∣∣∣ ≤ c6βγ2(S, ‖ · ‖ψ2)√m .
3 Large distortion embeddings using random
variables
Definition 3.1 Let X be a random vector in Rn distributed according to a
probability measure µ on Rn.
We say that µ or X are isotropic if E〈X, a〉2 = ‖a‖22 for all a ∈ Rn.
We say that µ or X satisfy a ψ2 condition with constant β if ‖〈X, a〉‖ψ2 ≤
β‖a‖2 for all a ∈ Rn.
We say that µ or X have a concentration property with constant α if
Cε
(〈X, a〉) ≤ αε for all ε ≥ 0 and a ∈ Sn−1.
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Let m,n ∈ N and α, β > 0. Throughout the rest of this section
Γ1, . . . ,Γm will be centered n-dimensional i.i.d. isotropic random vectors
which satisfy a ψ2 condition with constant β and have a concentration
property with constant α, and which are distributed according to µ. We
put Γ to be the matrix whose rows are Γ1 . . . ,Γm.
Note that β ≥ 1 since for any a ∈ Rn
‖a‖2 =
√
E〈Γ1, a〉2 = inf{C > 0 : 1 + E〈Γ1, a〉
2
C2
≤ 2} (3)
≤ inf{C > 0 : E exp 〈Γ1, a〉
2
C2
≤ 2} = ‖〈Γ1, a〉‖ψ2 ≤ β‖a‖2.
In addition, α is bounded from below: Choosing a = e1 we obtain
Cε(〈Γ1, a〉) = Cε(Γ1,1) ≤ αε
E〈Γ1, a〉2 = E|Γ1,1|2 = ‖a‖22 = 1.
Using this and the Chebyshev’s inequality we obtain
Pr(|Γ1,1| ≤ 2) ≤ 2α
Pr(|Γ1,1| ≤ 2) = 1− Pr(|Γ1,1| > 2) ≥ 1− E|Γ1,1|
2
4
=
3
4
which gives α ≥ 3
8
.
We now present two standard examples of random vectors which satisfy
the three condition of definition 3.1
Example: The random vector with i.i.d. standard Gaussian entries is
clearly centered and isotropic and satisfies a ψ2 condition with constant√
8
3
and has a concentration property with constant
√
2
pi
.
Example: The random vector X = n
1
2U where U is uniformly distributed
on Sn−1 is clearly centered and isotropic and has the same distribution
as n
1
2
g
‖g‖2 where g = (g1, . . . , gn) and the gi are i.i.d. standard Gaussian
variables. Since the random vector is rotation invariant we may choose
a = e1. Then, by Lemma 2.2 in [6], for t > 2,
Pr
(
|〈n 12 g‖g‖2 , e1〉| ≥ t
)
= Pr
(
g21 ≥
t2
n
n∑
i=1
g2i
)
≤ exp
(
1− t2 + ln t2
2
)
≤ exp
(
−t
2 − 4
4
)
.
Since exp
(
− t2−4
4
)
≥ 1 for 0 ≤ t ≤ 2 then
Pr
(
|〈n 12 g‖g‖2 , e1〉| ≥ t
)
≤ e exp
(
−t
2
4
)
6
for all t > 0 and by Proposition 2.9 part 2
‖〈n 12 g‖g‖2 , e1〉‖ψ2 ≤ (e+ 1)
1
22 ≤ 4
and therefore X satisfies a ψ2 condition with constant 4.
In order to estimate Cε(〈X, a〉) it is again sufficient to consider a = e1
and, moreover, to consider L = 0 only in the definition of the ε-concentration
of 〈X, a〉. Then for 0 < t < 1, we use Lemma 2.2 in [6] and obtain
Pr
(
|〈n 12 g‖g‖2 , e1〉| ≤ t
)
= Pr
(
g21 ≤
t2
n
n∑
i=1
g2i
)
(4)
≤ exp
(
1− t2 + ln t2
2
)
≤ 2t
and since for t ≥ 1
2
we have 2t ≥ 1 then (4) holds for all t > 0. Hence X
has the concentration property with constant 2.
The following proposition will help us provide many classes of centered
isotropic n-dimensional random vectors which satisfy a ψ2 condition and
have a concentration property.
Proposition 3.2 Let X = (X1, . . . , Xn) be a centered random vector in R
n
distributed according to a probability measure µ on Rn.
1. If the entries of X are uncorrelated then X is isotropic if and only if
EX2i = 1 for all 1 ≤ i ≤ n.
2. If X satisfies a ψ2 condition with constant β then ‖Xi‖ψ2 ≤ β for
1 ≤ i ≤ n. If the entries of X are independent and ‖Xi‖ψ2 ≤ β for
1 ≤ i ≤ n, then X satisfies a ψ2 condition with constant 4β.
3. If X has a concentration property with constant α then Cε(Xi) ≤ αε for
all ε ≥ 0 and 1 ≤ i ≤ n. If the entries of X are i.i.d. then Cε(Xi) ≤ αε
for all ε ≥ 0 and 1 ≤ i ≤ n if and only if {Xi}ni=1 have a density function
which is bounded by α
2
, and in this case, X has a concentration property
with constant c1α.
Proof: 1. Obvious.
2. The first implication is shown by choosing a = ei and the second impli-
cation follows from Proposition 2.9 part 5.
3. The first implication is shown by choosing a = ei.
Assume Cε(Xi) ≤ αε for all ε ≥ 0 and 1 ≤ i ≤ n. Let FX1 be the
distribution function of X1. Then for x > y put t =
x+y
2
and ε = x−y
2
. Then
FX1(x)− FX1(y) = FX1(t+ ε)− FX1(t− ε) = Pr(|X1 − t| ≤ ε)
≤ Cε(X1) ≤ αε = α
2
(x− y).
Hence FX1(x) has Lipschitz constant at most
α
2
. The converse is obvious.
The last claim follows from Theorem 2.3. 
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Proposition 3.2 implies that if {Xi}ni=1 are i.i.d. centered random vari-
ables which satisfy EX2i = 1 and ‖Xi‖ψ2 ≤ β for 1 ≤ i ≤ n, and have a
density function which is bounded by α, then X = (X1, . . . , Xn) is a cen-
tered isotropic n-dimensional random vector which satisfies a ψ2 condition
with constant 4β and has a concentration property with constant 2c1α. This
provides a variety of different classes of random matrices whose rows are in-
dependent centered isotropic n-dimensional random vectors which satisfy a
ψ2 condition and have a concentration property.
We present bounds for E(S). Recall that the Grassman manifold Gm,k
is the collection of all k-dimensional subspaces of Rm equipped with the
metric
ρ(V,W ) = max
v∈V ∩Sm−1
d(v,W ∩ Sm−1)
where V,W are k-dimensional subspaces of Rm and the metric d is Eu-
clidean.
Proposition 3.3 1. Let 1 ≤ k ≤ n and let {Wl}pl=1 be linear subspaces of
dimension at most k in ℓn2 . Fix 0 ≤ r < 1. Put
Sr = {x ∈ Sn−1 : There exists 1 ≤ l ≤ p such that d(x,Wl ∩ Sn−1) ≤ r}.
Then
E(Sr) = Emax
x∈Sr
n∑
i=1
xigi ≤ 3
(√
ln p+
√
k + r(
√
ln p+
√
n− k))
where the gi are i.i.d. N(0, 1) random variables.
2. Let 1 ≤ k ≤ n and 0 < δ < √2 let {Wl}pl=1 be linear subspaces of
dimension at least k in ℓn2 which satisfy ρ(Wi,Wj) ≥ δ for all 1 ≤ i < j ≤ p.
Put S = ∪pl=1Wl ∩ Sn−1. Then
E(S) = Emax
x∈S
n∑
i=1
xigi = Ω
(√
k +
√
ln p
ln 1
δ
)
.
where the gi are i.i.d. N(0, 1) random variables.
Proof: 1. Proven in Proposition 2.5 in [7].
2 will be proven later in Proposition 3.10. 
We now turn to state and prove the main Theorem. Recall that Γ is an
m× n random matrix whose rows are i.i.d., centered, isotropic, satisfy a ψ2
condition with constant β and have a concentration property with constant
α.
Theorem 3.4 There is a positive constant c(α, β) such that the following
holds: Given D ≥ c(α, β) and 1 ≤ k ≤ n and p affine subspaces {Wl}pl=1 of
8
dimension at most k in ℓn2 and any m ≥ 5
(
k + ln p
lnD
)
, there is a number L
such that the probability that for every 1 ≤ l ≤ p and x, y ∈ Wl
L
D
‖x− y‖2 ≤ ‖Γ(x)− Γ(y)‖2 ≤ L‖x− y‖2
is at least 1− 2D−m5 .
Proof: We shall need the following estimate. Since m ≥ 5 (k + ln p
lnD
)
then
ln p ≤ 1
5
m lnD and k ≤ m
5
and therefore
√
ln p +
√
k ≤
√
m lnD. (5)
We may assume {Wl}pl=1 are subspaces of ℓn2 .
Put S = ∪pl=1
(
Wl ∩Sn−1
)
and E2 = Emaxx∈S ‖Γ(x)‖22. Given A < B to
be chosen later, we will provide a lower bound for the probability that
A · E2 ≤ min
x∈S
‖Γ(x)‖22 ≤ max
x∈S
‖Γ(x)‖22 ≤ B · E2.
Since in Sk−1, for every 0 < ε < 1 there is an ε-net N with |N | ≤ (3
ε
)k,
it follows that there is a
√
A
B
-net {xh}h∈∆ of S with |∆| ≤ p ·
(
9B
A
) k
2 .
Any s ∈ Rn may be considered as an element of L2(µ) in the following
manner: s(x) = 〈x, s〉. Since the rows of Γ are isotropic then
‖s‖2L2 =
∫
Rn
|〈x, s〉|2dµ(x) = E〈Γ1, s〉2 = ‖s‖22
which implies that S, considered as a subset of L2(µ), is a subset of the unit
sphere of L2(µ). Moreover, by (3)
diam(S, ‖ · ‖ψ2) ≤ 2β (6)
and the Lipschitz constant of the map I : (S, ‖ · ‖2) −→ (S, ‖ · ‖ψ2) is at
most β and the Lipschitz constant of I−1 is at most 1. Hence by Lemma
2.8
γ2(S, ‖ · ‖2) ≤ γ2(S, ‖ · ‖ψ2) ≤ βγ2(S, ‖ · ‖2). (7)
Note that for any x ∈ Sn−1 we have
E‖Γ(x)‖22 = E
m∑
i=1
〈Γi, x〉2 =
m∑
i=1
‖x‖22 = m.
Hence
m ≤ E2. (8)
9
Put Λ =
{
maxx∈S ‖Γ(x)‖22 ≤ B ·E2
}
. Using conditional probability we
obtain
Pr
(
A · E2 ≤ min
x∈S
‖Γ(x)‖22 ≤ max
x∈S
‖Γ(x)‖22 ≤ B · E2
)
= Pr
(
A · E2 ≤ min
x∈S
‖Γ(x)‖22
∣∣∣Λ) · Pr (Λ)
≥ Pr
(⋂
h∈∆
{
4 ·A ·E2 ≤ ‖Γ(xh)‖22
}∣∣∣Λ
)
Pr(Λ) (9)
= Pr
(⋂
h∈∆
{
4 ·A ·E2 ≤ ‖Γ(xh)‖22
}⋂
Λ
)
≥ 1− Pr
(⋃
h∈∆
{
‖Γ(xh)‖22 < 4 · A ·E2
})
− Pr(Λc).
The proof will be concluded when we show that
1. P r(Λc) ≤ D−m
2. P r
(⋃
h∈∆
{
‖Γ(xh)‖22 < 4 · A · E2
})
≤ D−m5 .
1. The proof of Pr(Λc) ≤ D−m
Using (8) and putting B = 4β2c
− 1
2
5 (lnD)
1
2 + 1 > 1 we obtain
Pr(Λc) = Pr
(
max
s∈S
‖Γ(s)‖22 > B · E2
)
≤ Pr
(
max
s∈S
‖Γ(s)‖22 +m−m > Bm
)
= Pr
(
max
s∈S
n∑
j=1
s(Γi)
2 −m > Bm−m
)
(10)
≤ Pr
(
max
s∈S
∣∣∣∣∣
n∑
j=1
s(Γi)
2 −m
∣∣∣∣∣ > Bm−m
)
= Pr
(
max
s∈S
∣∣∣∣∣ 1m
n∑
j=1
s(Γi)
2 − 1
∣∣∣∣∣ > B − 1
)
.
In order to use (1) to continue (10) we shall need to verify that θ = B−1 =
4β2c
− 1
2
5 (lnD)
1
2 satisfies the condition c4βγ2(S, ‖ · ‖ψ2) ≤ θ
√
m: By (7) it
is sufficient to show that c4β
2γ2(S, ‖ · ‖2) ≤ 4β2c−
1
2
5 (m lnD)
1
2 and using
Theorem 2.7 with Gs =
∑n
i=1 sigi, and Proposition 3.3, noting r = 0, it is
sufficient to prove that 3c4c
−1
2 (
√
k +
√
ln p) ≤ 4c−
1
2
5 (m lnD)
1
2 and using (5)
10
in the same manner we get that if 3c4c
−1
2 ≤ 4c−
1
2
5 then we are done. If c5
does not satisfy this inequality, we can make it smaller without affecting its
role in Theorem 2.10. Now, we use (1) and obtain
Pr(Λc) ≤ exp
(
−c5(B − 1)
2m
(2β)4
)
= D−m. (11)
2. The proof of Pr
( ∪h∈∆ {‖Γ(xh)‖22 < 4 · A · E2}) ≤ D−m5
Case 1: Assume β ≤ γ2(S,‖·‖ψ2 )√
m
. Recalling Remark 2.11 and using (2) with
the rows of Γ as the independent random vectors and S considered as a
subset of the unit sphere of L2(µ) gives
E2 = Emax
s∈S
‖Γ(s)‖22 = Emax
s∈S
m∑
i=1
〈Γi, s〉2 = Emax
s∈S
m∑
i=1
s(Γi)
2
= Emax
s∈S
(
m∑
i=1
s(Γi)
2 −m+m
)
≤ m+mEmax
s∈S
∣∣∣∣∣ 1m
m∑
i=1
s(Γi)
2 − 1
∣∣∣∣∣
≤ m+ c6γ2(S, ‖ · ‖ψ2)2.
Using (7) we obtain
≤ m+ c6β2γ2(S, ‖ · ‖2)2
and Theorem 2.7 with Gs =
∑n
i=1 sigi, combined with the given symmetric
S, gives
≤ m+ c6c−22 β2
(
Emax
s∈S
|
n∑
i=1
sigi|
)2
= m+ c6c
−2
2 β
2
E(S)2
and finally, using Proposition 3.3, noting that r = 0, and (5), we obtain
≤ m+ 9c6c−22 β2(
√
ln p+
√
k)2 ≤ c7β2m lnD.
Combining this with (8) we obtain
m ≤ E2 ≤ c7β2m lnD. (12)
We now estimate Pr
(∪h∈∆{‖Γ(xh)‖22 < 4 ·A · E}). To do this we first
estimate Pr(‖Γ(x)‖22 < λ). Since Γ1, . . . ,Γm are independent and have the
concentration property with constant α then Cε(〈Γi, x〉) ≤ αε for 1 ≤ i ≤ m
and so by Lemma 2.4
Pr(‖Γx‖22 < λm) ≤ (6α)m(λ)
m
2 . (13)
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Using (12), (13) and k ≤ m
5
and ln p ≤ m lnD
5
and putting A =
4β2c
− 1
2
5
(lnD)
1
2+1
D2
=
B
D2
we obtain
Pr
(⋃
h∈∆
{‖Γ(xh)‖22 < 4 · A · E2}
)
≤
∑
h∈∆
Pr
(‖Γ(xh)‖22 < 4 · A · c7 · β2 ·m lnD)
≤ p ·
(
9
B
A
)k
2
· (6 · α)m(4 · A · c7 · β2 · lnD)m2 (14)
= exp
(
ln p+
k
2
ln (9D2) +m ln (6 · α) + m
2
ln
(
4 · A · c7 · β2 · lnD
))
≤ exp
(
ln p+ 2k lnD −m lnD + m
2
ln
(
c8 · α2 · β4 · (lnD) 32
))
= exp

ln p−m lnD

1− 2k
m
−
ln
(
c8 · α2 · β4(lnD) 32
)
2 lnD




≤ exp
(
ln p− 2
5
m lnD
)
≤ exp
(
−m
5
lnD
)
= D−
m
5
where the inequality before last follows from a suitable choice of large
c1(α, β) for which
ln
(
c8 · α2 · β4(lnD) 32
)
2 lnD
≤ 1
5
whenever D ≥ c1(α, β).
Case 2: β ≥ γ2(S,‖·‖ψ2)√
m
. Remark 2.11 implies that (12) becomes
m ≤ E2 ≤ c7β2m
√
lnD.
Then (14) becomes
Pr
(⋃
h∈∆
{‖Γ(xh)‖22 < 4 ·A ·E2}
)
≤ exp
(
ln p−m lnD
(
1− 2k
m
− ln (c8 · α
2 · β4 lnD)
2 lnD
))
≤ exp
(
ln p− 2
5
m lnD
)
≤ exp
(
−m
5
lnD
)
= D−
m
5
where the inequality before last follows from a suitable choice of large
c2(α, β) for which
ln (c8 · α2 · β4 lnD)
2 lnD
≤ 1
5
whenever D ≥ c2(α, β).
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Setting c(α, β) = c1(α, β) when β ≤ γ2(S,‖·‖ψ2 )√m and c(α, β) = c2(α, β)
when β ≥ γ2(S,‖·‖ψ2)√
m
concludes the proof. Note that L = E
√
B. 
Remark 3.5 The constant c(α, β) can be estimated by
c(α, β) ≤ c9
(
α2β4
) 5
2
(
ln(1 + α2β4)
) 15
4
Remark 3.6 The estimate on the dimension in Theorem 3.4 is tight in
terms of k, p,D as was proved in Theorem 1.2 part (iii) in [7].
Remark 3.7 Note that if we wish to take x ∈ Wl and y ∈ Wl′ and still
distort the distance between them by a factor of D at most, then the estimate
for m barely changes because we need only take Vl,l′ = span{W ′l ∪W ′l′} where
W ′l is the unique parallel subspace to Wl. Apply Theorem 3.4 to {Vl,l′}pl,l′=1
and since dim(Vl,l′) ≤ 2k and the number of subspaces is not more than p2,
the estimate on m is larger than the estimate for {Wl}pl=1 by a factor of 2.
The proof of Theorem 3.4 can be modified slightly to prove the following:
Theorem 3.8 There is a positive constant c(α, β) such that the following
holds: Given D ≥ 2 and 1 ≤ k ≤ n and p affine subspaces {Wl}pl=1 of
dimension at most k in ℓn2 and any m ≥ c(α, β)
(
k + ln p
lnD
)
, there is a number
L such that the probability that for every 1 ≤ l ≤ p and x, y ∈ Wl
L
D
‖x− y‖2 ≤ ‖Γ(x)− Γ(y)‖2 ≤ L‖x− y‖2
is at least 1− 2D−m5 .
Remark 3.9 The constant c(α, β) in theorem 3.8 is cα2β4 where c is a
universal constant.
The proof of part 2 of Proposition 3.3 follows from the following propo-
sition.
Proposition 3.10 Let 1 ≤ k ≤ m ≤ n and 0 < δ ≤ √2 and D ≥ 2
and let {Wl}pl=1 be subspaces of dimension at least k in ℓn2 and put S =
∪pl=1(Wl ∩ Sn−1).
If ρ(Wl,Wl′) ≥ δ for all 1 ≤ l < l′ ≤ p, then any linear map F : ℓn2 −→ ℓm2
which distorts the Euclidean norm of the elements of S by factor D at most
satisfies m = Ω
(
k + ln p
ln D
δ
)
. In addition E(S) = Ω
(√
k +
√
ln p
ln 1
δ
)
.
Proof:
For A,B ⊂ Rn denote by daff (A,B) the distance between the affine
subspace spanned by A to the affine subspace spanned by B. If A = {x}
then we write daff(x,B).
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Let D ≥ 2. We may assume k ≤ ln p. For every 1 ≤ i 6= j ≤ p
choose vi,j ∈ Wi ∩Sn−1 such that d(vi,j,Wj ∩Sn−1) = ρ(Wi,Wj) ≥ δ. Then
d(vi,j,Wj) ≥ δ2 . Let Bj = {bj,0 = 0, bj,1, . . . , bj,k} where {bj,1, . . . , bj,k} is an
independent set in Wj . Then
δ
2
≤ d(vi,j,Wj) = daff (vi,j, Bj). (15)
We first prove the lower bound on m. Assume F : ℓn2 −→ ℓm2 is any map
which satisfies F (0) = 0 and such that for every 1 ≤ i 6= j ≤ p
1
D
≤ daff (F (vi,j), F (Bj))
daff (vi,j, Bj)
≤ 1 (16)
1
D
≤ daff (F (vi,j), 0)
daff (vi,j, 0)
=
d(F (vi,j), 0)
d(vi,j, 0)
= ‖F (vi,j)‖2 ≤ 1
and for every 1 ≤ i ≤ p and 1 ≤ l ≤ k
1
D
≤ daff(F (bi,l), F ({bi,0, . . . , bi,l−1}))
daff (bi,l, {bi,0, . . . , bi,l−1}) ≤ 1. (17)
Put Vi = span(F (Bi)). Then by (17) {Vi}pi=1 are k-dimensional sub-
spaces of ℓm2 . Consider Vi as elements of the Grassman manifold Gm,k. Then
by (15) and (16) {Vi}pi=1 satisfy ρ(Vi, Vj) ≥ δ2D for every 1 ≤ i 6= j ≤ p.
Hence the Grassman manifold Gm,k contains p disjoint balls of radius δ4D
and therefore p · µm,k(Bρ
(
V1,
δ
4D
)
) ≤ 1 where µm,k is the normalized Haar
measure on Gm,k. It is well known that there is a universal constant C > 0
such that for every 0 < r < 1
2
µm,k
(
Bρ(W, r)
) ≥ (Cr)m−k.
Hence m ≥ c(k + ln p
ln D
δ
) for some universal constant c > 0. We now observe
that if F : ℓn2 → ℓm2 is linear and for all x ∈ S
1
D
≤ ‖F (x)‖2 ≤ 1
then F satisfies (16) and (17) and therefore m ≥ c(k + ln p
ln D
δ
).
Now, Using Theorem 2.3 part i in [7] with ǫ = 1
2
we obtain a linear map
F : ℓn2 −→ ℓm2 with m = 8E(S)2 and D = 2. Hence 8E(S)2 ≥ c(k + ln pln 1
δ
)
and therefore E(S) ≥ c′(√k +
√
ln p
ln 1
δ
). 
Remark 3.11 Let A = {e1, . . . , en} ⊂ ℓn2 and {Wl}1≤l≤(nk) be the collection
of all subspaces made up of all spans of k-sparse vectors, i.e. the subspaces
are span{ei1 , . . . , eik} where i1 < . . . < ik. We obtain
(
n
k
)
subspaces for
which ρ(Wi,Wj) =
√
2 whenever 1 ≤ i 6= j ≤ (n
k
)
. Hence if 1 ≤ p ≤ (n
k
)
,
taking any p of the
(
n
k
)
subspaces and putting S = ∪pl=1(Wl ∩ Sn−1) gives
E(S) ∼ √k+√ln p and the corresponding lower estimate on the dimension
m in Proposition 3.10 is m ≥ c(k + ln p
lnD
).
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4 Appendix
Proof of Proposition 2.9:
1. Let h > 0. Using the Chebychev inequality we obtain
Pr(|X| > t) = Pr(exp(h|X|p) > exp(htp)) ≤ E exp(h|X|p) exp(−htp).
Let h tend to ‖X‖−pψp from below and use the definition of the ψp norm to
obtain the desired result.
2. Let C > a. Since exp |X|
p
Cp
is positive, then
E exp
|X|p
Cp
=
∫ ∞
0
Pr
(
exp
|X|p
Cp
> t
)
dt
= 1 +
∫ ∞
1
Pr
(
|X| > C(ln t) 1p
)
dt ≤ 1 +
∫ ∞
1
b · exp
(
−C
p ln t
ap
)
dt
= 1 + b
∫ ∞
1
t−
Cp
ap dt = 1 +
b
Cp
ap
− 1 ≤ 2
where the last inequality holds whenever C ≥ (b + 1) 1pa which implies
‖X‖ψp ≤ (b+ 1)
1
p · a.
3. For h > 0,
Pr(X > t) = Pr(exp(hX) > exp(ht))
≤ E exp(hX) exp(−ht) ≤ exp(c2h2 − ht). (18)
Minimizing the expression on h > 0 we obtain 2c2h − t = 0 or h = t
2c2
.
Substituting into (18) we obtain
Pr(X > t) ≤ exp
(
− t
2
4c2
)
.
Similarly
Pr(X < −t) ≤ exp
(
− t
2
4c2
)
hence
Pr(|X| > t) ≤ 2 exp
(
− t
2
4c2
)
and therefore by part 2 we obtain the desired result.
4. Let C > a. Then
2 ≥ E exp X
2
C2
=
∞∑
n=0
EX2n
C2nn!
and therefore EX2n ≤ 2C2nn!. Hence E|X|2n−1 ≤ 2C2n−1n! for n ≥ 2.
Using this and the simple inequalities 2n!
(2n)!
≤ 1
n!
and 2(n+2)!
(2n+3)!
≤ 1
n!
for n ≥ 1
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we obtain that for t ≥ 0
E exp(tX) =
∞∑
n=0
tnEXn
n!
= 1 +
∞∑
n=1
t2nEX2n
(2n)!
+
∞∑
n=2
t2n−1EX2n−1
(2n− 1)!
≤ 1 +
∞∑
n=1
2(C2t2)nn!
(2n)!
+
∞∑
n=2
2C2n−1t2n−1n!
(2n− 1)!
≤ 1 +
∞∑
n=1
(C2t2)n
n!
+ C3t3
∞∑
n=0
2(C2t2)n(n+ 2)!
(2n+ 3)!
(19)
≤ exp(C2t2) + C3t3
∞∑
n=0
(C2t2)n
n!
= (1 + C3t3) exp(C2t2) ≤ exp(2C2t2).
Since ‖ − X‖ψ2 = 1 and E(−X) = 0 then E exp(t(−X)) ≤ exp(2C2t2) for
t ≥ 0 and therefore E exp(tX) ≤ exp(2C2t2) for all t . Since this holds for
all C > a then E exp(tX) ≤ exp(2a2t2).
The proof in the case where the random variables are symmetric is the same
noting that EX2n−1 = 0 for n ≥ 1 and therefore the third summand in (19)
disappears.
5. Using part 4 we obtain that E exp(tXi) ≤ exp(2a2t2) for 1 ≤ i ≤ n.
Since the random variables are independent then
E exp(t
n∑
i=1
aiXi) =
n∏
i=1
E exp(aitXi) ≤
n∏
i=1
exp(2a2a2i t
2) = exp(2a2t2).
Using part 3 we conclude that ‖∑ni=1 aiXi‖ψ2 ≤ 4a. Similarly when the
random variables are symmetric.
6.
E exp(t
n∑
i=1
aiXi) =
n∏
i=1
E exp(aitXi) ≤
n∏
i=1
exp(c2a2i t
2) = exp(c2t2).
7. Since Pr(|X| > t) = 0 for any t ≥ a and since for 0 < t < a and b > 0
we have exp
(− tp
bp
+ a
p
bp
) ≥ 1 then
Pr(|X| > t) ≤ exp
(
ap
bp
)
exp
(
− t
p
bp
)
for all t ≥ 0 and therefore by part 2 ‖X‖ψp ≤ (exp
(
ap
bp
)
+1)
1
p b. Substituting
b = a gives the desired result. 
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