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Distances relatives sur ]0, +∞[
par Ste´phane Junca
IUFM et Universite´ de Nice,
RE´SUME´. Les notions de pourcentages et d’erreurs relatives induisent naturellement sur ]0,+∞[
les me´triques relatives. Nous pre´sentons quelques proprie´te´s de ces me´triques et le roˆle central de la
distance logarithmique.
MOTS-CLE´S : erreur relative, pourcentage, invariance par changement d’e´chelles, me´triques, co-
ordonne´es log-log, logarithme, e´lasticite´, accroissements finis relatifs, fonctions sous-additives, suites
e´quivalentes, fonctions relativement lipschitziennes, fonctions puissances, concavite´.
1 Introduction
L’inte´reˆt de la notion de pre´cision relative est bien connue et tre`s utilise´e en sciences, notamment
par les physiciens, les biologistes, les e´conomistes, les nume´riciens. Elle est aussi tre`s utilise´e dans la
vie de tous les jours. Entre 9 Euros et 10 Euros il y a une diffe´rence, alors qu’entre 1009 et 1010 Euros
tout le monde s’accorde pour dire que, dans la pratique, cela ne change rien. La notation scientifique
utilise´e par nos calculatrices fait aussi re´fe´rence a` la notion de nombre de chiffres significatifs et donc
de pre´cision relative. On pourra se re´fe´rer par exemple a` [2, 7, 8] sur ce sujet.
Une remarque fondamentale sur les pourcentages est qu’ils sont invariants par changement d’e´chelles.
Ceci est tre`s important si l’on veut que les re´sultats nume´riques ne de´pendent pas du choix de l’unite´.
Par exemple, en e´conomie on veut avoir acce´s a` des indicateurs inde´pendants du choix de la monnaie.
Donnons un autre exemple concret. Soient y et x deux variables lie´es. Quel est le rapport entre
le pourcentage d’augmentation de x et le pourcentage de re´duction de y ? Ces questions ont e´te´
introduites par les e´conomistes au XIX e`me sie`cle. Par exemple quel est le lien entre l’augmentation
relative du prix d’un produit et la re´duction relative de la demande. Pour re´pondre a` cette question
les e´conomistes ont introduit la notion fondamentale d’e´lasticite´ [3].
Ainsi le lecteur est invite´ a` parcourir quelques re´sultats mathe´matiques de ce monde ou ”tout
est relatif”. De voir que l’on peut obtenir des me´triques pour formaliser rigoureusement la notion
d’erreur relatives Qu’une de ces me´triques joue un roˆle fondamentale : la me´trique logarithmique.
Cette dernie`re signifiant qu’une erreur relative est l’erreur absolue en coordonne´es logarithmiques.
Qu’il existe un the´ore`me des accroissements finis relatifs. Et que, l’e´lasticite´ est aussi importante dans
ce cadre que la notion de de´rive´e.




on de´finit rigoureusement la notion de distance relative et d’e´cart relatif. Puis on e´nonce quelques
proprie´te´s. Dans la partie 3, on de´montre l’importance des coordonne´es logarithmiques. Dans la partie
4, on e´tudiera le cas d’une me´trique issue du calcul de pourcentages : le taux de re´duction.
Les re´sultats e´nonce´s sont propose´s en exercice. Le lecteur pourra obtenir des preuves dans [6].
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2 Distances et e´carts relatifs
Pour de´finir la notion de distance relative, il faut extraire quelques proprie´te´s remarquables de la
notion usuelle d’erreur relative :
∆x
x
ou` ∆x = y − x.




quand x ' 1.
Deuxie`mement, y 7→ |∆x|
x
est strictement monotone sur ]0, x[ et aussi sur ]x,+∞[. Remarquez
aussi que x 7→ |∆x|
x




est invariante par changement d’e´chelles :






ou` ∆λx = λy − λx = λ∆x.
Formalisons ces proprie´te´s sous forme d’une de´finition :
De´finition 1 (Me´trique relative)
On dit que l’application d :]0,+∞[×]0,+∞[→ R+, est une me´trique relative si :
1. d(x, y) = 0⇔ x = y,
2. d(x, y) = d(y, x), pour tout x, y ∈]0,+∞[,
3. d(x, y) ≤ d(x, z) + d(z, y), pour tout x, y, z ∈]0,+∞[,
4. d(1, 1 + h) ∼ |h| quand h tend vers 0.
5. Pour tout y ∈]0,+∞[, x 7→ d(x, y) est strictement monotone sur les intervalles de ]0,+∞[−{y}.
6. d(λx, λy) = d(y, x), pour tout x, y ∈]0,+∞[,et tout λ > 0,
Les proprie´te´s 1., 2., et 3. de´finisse classiquement une me´trique. Si une me´trique de ]0,+∞[ ve´rifie en
plus la proprie´te´ 6. on dira qu’elle est invariante par changement d’e´chelles. La proprie´te´ 4., qui s’e´crit
aussi lim
h→0
d(1, 1 + h)
|h| = 1, nous redonne la distance euclidienne pre´s de l’unite´. La proprie´te´ 5. permet
de conserver la relation d’ordre usuelle sur ]0,+∞[.
Si d ne ve´rifie pas l’axiome de syme´trie 2. et l’ine´galite´ triangulaire 3. on dira que d n’est qu’un
e´cart relatif.
Donnons quelques exemples importants :
– ex(x, y) :=
|y − x|
x
, ey(x, y) :=
|y − x|
y
, ne sont que des e´carts relatifs.
– τ (x, y) := min






est une me´trique relative.
De plus, si x < y on a x = y(1 − τ ), i.e. le plus petit des e´carts relatifs usuels est le taux de
re´duction de y a` x.
– Le plus grand des e´carts relatifs T (x, y) := max






est un e´cart relatif mais n’est
pas une me´trique relative !
– la distance logarithmique dlog(x, y) := | ln(y)− ln(x)| =
∣∣∣ln (y
x
)∣∣∣ est une me´trique relative.
Il faut remarquer que la notion de limite sur ]0,+∞[ pour les distances relatives est la meˆme que
d’habitude. Il en va de meˆme pour la notion de continuite´. En revanche, l’uniforme continuite´ est une
proprie´te´ me´trique (voir [1]) et non topologique comme le montre le re´sultat suivant.
Proposition 1 (Continuite´ relative uniforme) Soit f une application de ]0,+∞[ dans ]0,+∞[ et
d une me´trique relative sur ]0,+∞[ alors f est uniforme´ment continue sur ]0,+∞[ par rapport a` la
me´trique d si et seulement si pour toutes suites (un)n, (vn)n a` valeurs dans ]0,+∞[ on a :
un ∼ vn ⇒ f(un) ∼ f(vn).
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Ce dernier re´sultat est une conse´quence imme´diate du lemme suivant.
Lemme 1 (Suites e´quivalentes) Soit d une me´trique relative de ]0,+∞[ alors pour toutes suites
(un)n, (vn)n a` valeurs dans ]0,+∞[ on a l’e´quivalence :
un ∼ vn ⇔ lim
n→+∞
d(un, vn) = 0. (1)
Ceci montre l’importance de la notion de suites e´quivalentes pour les distances relatives. Ainsi, la
fonction carre´ est uniforme´ment continue par rapport au me´trique relative ! En revanche la fonction
exponentielle ne l’est pas.
Donnons un premier re´sultat caracte´risant toutes les me´triques relatives.
Proposition 2 (Me´triques relatives et fonctions sous-additives)
Si d est une me´trique relative sur ]0,+∞[ alors il existe une fonction F : R → R+ telle que :
d(x, y) = F (dlog(x, y)), ∀(x, y) ∈]0,+∞[×]0,+∞[. (2)
De plus F ve´rifie les proprie´te´s suivantes.
1. F (t) = 0 ⇔ t = 0,
2. F (t) = F (−t), pour tout t ∈ R,
3. F (s + t) ≤ F (s) + F (t), pour tout s, t ∈ R,
4. F (h) ∼ |h| quand h tend vers 0.
5. F est strictement croissante sur ]0,+∞[.
Re´ciproquement si F : R → R+ ve´rifie les proprie´te´s 1., 2., 3., 4., 5. alors une application de ]0,+∞[2
de´finie par (2) est une me´trique relative sur ]0,+∞[.
En effet, l’invariance par changement d’e´chelle (point 6. de la de´finition 1) nous fournit la fonction F .
Ensuite, il suffit de ve´rifier point par point les proprie´te´s de la de´finition 1.
Si d n’est qu’une me´trique invariante par changement d’e´chelles alors F ne ve´rifiera pas le point
4. Si d n’est qu’un e´cart relatif alors F ne ve´rifiera pas les points 2. et 3.
Ce premier re´sultat donne un premier aperc¸u de l’importance fondamentale de la distance loga-
rithmique.
Donnons quelques exemples et quelques proprie´te´s de ces fonctions F . On notera Fd une telle
fonction associe´e a` d.
– Exemple de fonctions F associe´es a` des me´triques relatives :
Fτ (t) = 1− e−|t|, Fdlog(t) = |t|.
– Exemple de fonctions F associe´es a` des e´carts relatifs :
Fex(t) = |et − 1|, Fey(t) = |1− e−t| = Fex(−t), FT (t) = e|t| − 1.
Enonc¸ons plusieurs proprie´te´s de ce type de fonctions sous-additives.
Lemme 2 Soit F de R dans R+.
– Si F ve´rifie les proprie´te´s 1., 2., 3., 4. de la proposition 2 alors, pour tout t ∈ R,
F (t) ≤ |t|.
Si, de plus, F est additive sur R+ : F (s + t) = F (s) + F (t) pour tout s, t ∈ R+, alors F (t) = |t|
pour tout t ∈ R.
– Si ϕ de R+ dans R+, est concave, strictement croissante, et si F (t) = ϕ(|t|) pour tout t ∈ R,
alors F ve´rifie les proprie´te´s 1., 2., 3., 5. de la proposition 2.
Si de plus ϕ est de´rivable en 0 et ϕ′(0) = 1 alors F ve´rifie aussi 4.
De ce lemme, on peut de´duire facilement que τ est une me´trique relative sur ]0,+∞[. On peut




relative (FPM (t) = 2 tanh(|t|/2)).
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3 La distance logarithmique
La distance logarithmique n’est rien d’autre que l’e´cart absolu en coordonne´es logarithmiques. En
effet si l’on pose X = ln(x) et Y = ln(y), dlog(x, y) = |X − Y |. Son roˆle central pour mesurer les
e´carts relatifs apparaˆıt de´ja` dans la proposition 2. Nous avons aussi le the´ore`me suivant.
The´ore`me 1 (Caracte´risation de la distance logarithmique )
– Pour toutes me´triques relatives d on a
d(x, y) ≤ dlog(x, y), ∀(x, y) ∈]0,+∞[×]0,+∞[. (3)
– La me´trique logarithmique est la seule me´trique relative qui ve´rifie l’e´galite´ triangulaire” :
a < b < c ⇒ d(a, c) = d(a, b) + d(b, c), ∀a, b, c ∈]0,+∞[. (4)
Ce the´ore`me se de´duit aise´ment de la proposition 2 et du lemme 2.
La premie`re proprie´te´ signifie que la distance logarithmique est l’enveloppe des me´triques rela-




l’interpre´tation en terme d’aires de dlog, τ ,T , PM , on pourra se re´ferer a` [6, 7].
Pour nous familiariser avec la distance logarithmique, voici quelques proprie´te´s me´triques surpre-
nantes par rapport a` la me´trique usuelle : (x, y) 7→ |x− y|.
Proposition 3 : Proprie´te´s me´triques de dlog
1. (]0,+∞[,dlog) est complet.
2. Le groupe des isome´tries de (]0,+∞[;dlog) est engendre´ par :
x 7→ λx, λ > 0 et x 7→ 1
x
,
3. Les homothe´ties de rapport α > 0 sont les fonctions f telles que dlog(f(a), f(b)) = αdlog(a, b).
Elles sont toutes de la formes suivantes : x 7→ λx±α, λ > 0.
Pour l’e´tude des accroissements relatifs, on utilisera la notion d’e´lasticite´ introduite par les e´conomistes.
De´finition 2 : Elasticite´ e
Soit f :]0,+∞[→]0,+∞[. Si f est de´rivable en x, on peut lui associer son e´lasticite´ e[f ] au point x
de´finie par :
e[f ](x) := x
f ′(x)
f(x)
= x [ln(f)]′ (x). (5)
On notera aussi |e| [f ] := |e[f ]|.
Remarquez que l’e´lasticite´ est invariante par changements d’e´chelle sur x et f(x) :
e[x 7→ λf(µx)](x) = e[f ](µx), pour tout λ, µ, x > 0.
De plus, elle transforme le produit en somme :
e[f × g] ≡ e[f ] + e[g]. (6)
Donnons quelques exemples classiques d’e´lasticite´ :
– e[x 7→ xα] ≡ α,
les fonctions puissances sont d’ailleurs les seules fonctions d’e´lasticite´ constante.
– e[exp] ≡ id, ou` id est la fonction identite´.
Le re´sultat e´le´mentaire suivant est fondamental pour e´tudier l’accroissement relatif des valeurs
d’une fonction re´gulie`re. D’ailleurs ce re´sultat reste vrai pour toutes les me´triques relatives.
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Lemme 3 : de´rive´e logarithmique
Soit f :]0,+∞[→]0,+∞[. Si f est de´rivable en x alors lim
h→0
dlog(f(x + h), f(x))
dlog(x + h, x)
= |e| [f ](x)
Enonc¸ons une e´galite´ fondamentale.
The´ore`me 2 (E´galite´ des accroissements logarithmiques )
Soient 0 < a < b, f ∈ C0([a, b], ]0,+∞[), de´rivable sur ]a, b[, alors il exitse c ∈]a, b[ tel que :
dlog(f(a), f(b)) = |e| [f ](c)dlog(a, b). (7)
Pour l’obtenir, il suffit de se placer en coordonne´es logarithmiques et d’appliquer le the´ore`me des
accroissements finis usuel. En effet, y = f(x) s’e´crit Y = F (X) avec X = ln(x) et Y = ln(y) et
F = ln ofo exp. Et il ne reste plus qu’a` de´river F comme la compose´e de trois fonctions :
F ′(X) = e[f ](x). (8)
Donc, lorsque l’on repre´sente la courbe de f en coordonne´es log-log, i.e. on repre´sente le graphe
de F , en un point (X,F (X)) du graphe, la pente de la tangente n’est rien d’autre que l’e´lasticite´ de
f au point x.
En appliquant le the´ore`me des accroissements finis usuel a` F on obtient l’e´galite´ des accroissements
finis logarithmiques : il existe c ∈]a, b[ tel que
ln(f(b))− ln(f(a)) = e[f ](c)(ln(b)− ln(a)). (9)
Ainsi, on peut controˆler les e´carts logarithmiques des images en fonction de l’e´lasticite´ de f et des
e´carts logarithmiques des ante´ce´dents. On a un outil puissant pour obtenir des fonctions lipschitziennes
par rapport a` la me´trique logarithmique.
On utilisera la notation suivante pour l’ensemble des fonctions lipschitziennes de rapport L par
rapport a` une me´trique d :





x 7→ xL est le prototype de fonction de L-Lip(dlog). On a d’ailleurs le re´sultat direct suivant :











4 Le taux de re´duction
Le taux de re´duction me´rite un traitement spe´cial car il est tre´s utilise´ dans la vie courante, en
technologie, en sciences, . . . De plus τ est une me´trique relative. On peut montrer qu’il a de nombreuses
proprie´te´s similaires a` dlog. Ainsi τ posse`de les meˆmes isome´tries que dlog. En revanche les seules
homothe´ties de τ sont de rapport 1 ou 0.
L’e´tude de Lip(τ ) me´rite attention. Commenc¸ons par un exemple en donnant les meilleures
constantes de Lipschitz :
x 7→ xα ∈ L-Lip(]0,+∞[, ]0,+∞[; τ ) et L =


|α| si |α| ≥ 1
1 si 0 < |α| ≤ 1
0 si α = 0
Ainsi la fonction racine carre´e qui e´tait une homothe´thie de rapport 1/2 pour dlog est une fonction
lipschitzienne de rapport 1 pour τ .
On peut d’ailleurs ge´ne´raliser ces proprie´te´s des fonctions puissances avec des puissances positives.
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Proposition 5 (Lip(τ ), concavite´, convexite´ et croissance)
1. Si f :]0,+∞[→]0,+∞[ est concave alors f est croissante, f ∈ L-Lip(τ ) et L ≤ 1.
Plus pre´cise´ment, sa constante de Lipschitz optimale est : L := 1− f(0+)
f(+∞)
avec les conventions : f(0+) := lim
x→0





2. Si f ∈ C1(]0,+∞[, ]0,+∞[) est convexe et croissante alors f ∈ Lip(τ ) si et seulement si e[f ]
est borne´e. Dans ce dernier cas, sup
x>0
|e| [f ](x) est sa constante de Lipschitz optimale.
Plus ge´ne´ralement, on peut montrer facilement que :








On peut en de´duire ainsi la proposition suivante :
Proposition 6 (Comportement du type des fonctions puissances en 0 et +∞)
Soit f ∈ C1(]0,+∞[, ]0,+∞[), si f ∈ L-Lip(]0,+∞[, τ ) alors le graphe de x 7→ f(x)/f(1) est compris
entre celui de x 7→ xL, et celui de x 7→ x−L :
f(1)x−L ≤ f(x) ≤ f(1)xL si x ≥ 1
f(1)xL ≤ f(x) ≤ f(1)x−L si x ≤ 1.










, ∀ 0 < x ≤ y, (11)
Re´ciproquement, si f ve´rifie (11) avec L ≥ 1 alors f ∈ L-Lip(]0,+∞[, τ ).
On peut maintenant comparer Lip(τ ) et Lip(dlog).
Proposition 7 (Comparaison des fonctions lipschitziennes pour les me´triques τ et dlog)
La me´trique logarithmique et le taux de re´duction ont les meˆmes fonction lipschitziennes :
Lip(τ ) = Lip(dlog),
et pour tout L ≥ 1,
L-Lip(τ ) = L-Lip(dlog).
Pour 0 < L < 1 on n’a jamais e´galite´. Pour le voir simplement, il suffit de le ve´rifier a` l’aide de la
fonction puissance x 7→ xL.
Les re´sultats pre´ce´dents restent vrais si l’on remplace ]0,+∞[ par [a, b] avec 0 < a < b. On peut
maintenant en de´duire l’ine´galite´ des accroissements finis pour la me´trique τ .
The´ore`me 3 (Ine´galite´ des accroissements des taux de re´ductions )
Soient 0 < a < b, f ∈ C1([a, b], ]0,+∞[), et si son e´lasticite´ est borne´e sur [a, b]alors :
τ (f(a), f(b)) ≤ max (1, E) × τ (a, b) ou` E := sup
a<t<b
|e| [f ](t). (12)
Comme τ ve´rifie le lemme 3 on pourrait espe´rer avoir une e´galite´ des accroissement finis pour τ ou,
au moins une ine´galite´ comme dlog. Il n’en est rien, comme le montre la fonction x 7→ √x, car τ ne
ve´rifie pas l’e´galite´ triangulaire du the´ore`me 1.
Plus ge´ne´ralement, on peut montrer a` l’aide de la proposition 2 que pour toute me´trique relative
on les inclusions suivantes.
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Proposition 8 (Fonctions logarithmiquement et relativement lipschitziennes)
Soit d une me´trique relative sur ]0,+∞[, L > 0 et [L] := min{n ≥ L, n ∈ N} alors
1-Lip(dlog) = 1-Lip(d),
L-Lip(dlog) ⊂ [L] -Lip(d),
Lip(dlog) ⊂ Lip(d).
De plus, si 0 < L < 1, on a aussi
L-Lip(d) ⊂ 1-Lip(dlog).
En effet, la fonction F de la proposition 2, ve´rifie pour tout t > 0 : F (Lt) ≤ [L]F (t).
On ne peut pas espe´rer toujours avoir F (Lt) ≤ LF (t). Par exemple, si F est concave (Fτ ), pour
0 < L < 1, cette ine´galite´ est fausse. Une fois de plus, comme dlog est la seule me´trique relative
ve´rifiant l’e´galite´ triangulaire, elle he´rite aussi de cette proprie´te´.
Le taux d’augmentation T n’est pas une me´trique relative car il ne ve´rifie pas l’ine´galite´ triangu-
laire. En revanche, il est tre`s important en pratique. On peut quand meˆme conside´rer Lip(T ). On a
alors l’e´galite´ et l’inclusion suivantes.
1 -Lip(T ) = 1-Lip(dlog),
Lip(T ) ⊂ Lip(dlog).
La premie`re e´galite´ est e´vidente. Elle implique d’ailleurs que L-Lip(T ) ⊂ 1-Lip(dlog) pour 0 < L < 1.
La deuxie`me inclusion me´rite un peu d’attention. Pour L > 1, il faut remarquer que pour t > 0, s > 0,
FT (t) ≤ LFT (s) ⇔ t ≤ GL(s), avec GL(s) := F−1(LF (s)) = ln(1 + L(exp(s) − 1)). Par un argument
de concavite´ on montre que GL(s) ≤ Ls. Ce qui nous permet de conclure graˆce a` l’inclusion suivante.
L-Lip(T ) ⊂ L-Lip(dlog).
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