We describe a methodology for extrapolating the structural properties of multicomponent fluids from one thermodynamic state to another. These properties generally include features of a system that may be computed from an individual configuration such as radial distribution functions, cluster size distributions, or a polymer's radius of gyration. This approach is based on the principle of using fluctuations in a system's extensive thermodynamic variables, such as energy, to construct an appropriate Taylor series expansion for these structural properties in terms of intensive conjugate variables, such as temperature. Thus, one may extrapolate these properties from one state to another when the series is truncated to some finite order. We demonstrate this extrapolation for simple and coarse-grained fluids in both the canonical and grand canonical ensembles, in terms of both temperatures and the chemical potentials of different components. The results show that this method is able to reasonably approximate structural properties of such fluids over a broad range of conditions. Consequently, this methodology may be employed to increase the computational efficiency of molecular simulations used to measure the structural properties of certain fluid systems, especially those used in high-throughput or data-driven investigations. https://doi
I. INTRODUCTION
The microscopic structure of a fluid is inexorably linked to its observable macroscopic (e.g., thermodynamic and dynamic) properties. [1] [2] [3] Because theory and simulations provide the rigorous link between these disparate length scales, they figure prominently as design tools that enable the control of macroscopic behavior via deliberate manipulation of microscopic fluid structure. This control is particularly useful when designing composite materials, the self-assembly of soft matter systems, stabilization of protein solutions, [4] [5] [6] [7] [8] [9] and catalysis. [10] [11] [12] [13] [14] [15] [16] [17] [18] Here, within the context of simulations, we consider the "structural properties" of a system to be those which may be computed from a single configuration or "snapshot." These microstate properties are generally trivial to obtain from particle-based simulations such as Monte Carlo (MC) or molecular dynamics (MD), 19, 20 if the appropriate interactions between particles are known. Alternatively, various statistical mechanical theories including integral equation theory, 1,3,21 density functional theory, 22 statistical associating fluid theory, 23, 24 and reference interaction site model theory [25] [26] [27] [28] allow these properties to be directly computed. However, such theories are limited to relatively simple systems; thus, molecular simulations are often needed to evaluate realistic systems and serve as a benchmark against which to compare these theories. In most cases, individual molecular simulations pertain to only a single thermodynamic state point, e.g., temperature and chemical potential(s). However, histogram reweighting techniques enable the calculation of thermodynamic properties at similar state points. [29] [30] [31] Underlying this approach is the fundamental concept of a "macrostate" which may be defined as the collection of microstates or configurations, with identical order parameter values; order parameters may be chosen arbitrarily, but the system's joint instantaneous energy and particle number(s) is commonly employed. 31 These variables emerge naturally due to their connection with thermodynamic potentials, such as entropy, in this case. The relative probability of observing a particular set of energy and particle number between two thermodynamic states is formally provided by statistical mechanics. Thus, if a macrostate distribution can be determined at one set of conditions, it can simply be recalculated at another set from the original distribution. One way to construct an initial macrostate distribution is by combining overlapping histograms from several independent, closely spaced simulations which span the conditions of interest. [29] [30] [31] [32] [33] [34] [35] [36] The combined macrostate distribution provides an accurate thermodynamic description over the range of simulated conditions which may be reweighted as needed.
Recently, a methodology has been proposed which revisits the principle [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] of using thermodynamic fluctuations of a system to construct a Taylor series describing its macrostate distribution and other underlying properties. [47] [48] [49] To this end, a flat-histogram Monte Carlo simulation is used to obtain the macrostate probability distribution and the moments of extensive properties across a predefined set of order parameter values at a thermodynamic state point of interest. It is well-known that pairwise fluctuations in a system are related to its thermodynamic derivatives. 37, 50, 51 Thus, a Taylor series describing the macrostate distribution up to arbitrary order may be found by using the appropriate moments, measured over the course of a simulation, which provide the coefficients in this series. These Taylor series allow one to estimate the system's thermodynamic and other underlying properties across a wide range of state points. In contrast to reweighting methods, which require that simulations sufficiently sample intermediate state points within the range of conditions of interest to obtain reliable statistics, this approach does not have to explicitly visit those states. Thus, it allows for the prediction of properties at conditions differing significantly from the original simulation. In other words, the methodology presented is extrapolative rather than interpolative. Although truncating the Taylor series yields inherently approximate predictions, they have been shown to be quantitatively accurate for many fluids even when the series is truncated at relatively low order in the grand-canonical ensemble. [47] [48] [49] This stands somewhat in contrast to the canonical ensemble in which fluctuations in energy, which are required for temperature extrapolation, are often considered inadequate to accurately describe complex systems at significantly different temperatures. 37, 52 This is because the most probable regions of configurational phase tend to quickly become disjoint as temperature changes. This further restricts the degree to which changes due to the alchemical transformations may be expected to be reasonably extrapolated. [52] [53] [54] However, this assessment depends on the complexity of the model being considered and the range of conditions over which one expects to extrapolate.
Here, we build upon this extrapolation methodology, demonstrating that structural properties of simple fluids may be reasonably predicted in a manner similar to their thermodynamic ones. 49, 54 This enables an efficient, simultaneous examination of a fluid's structural and thermodynamic properties across a broad range of state points. This can be particularly advantageous when comparing different metrics for fluid behavior which have both thermodynamic and structural definitions, such as the critical micelle concentration (CMC). [55] [56] [57] [58] [59] [60] The grand canonical ensemble is a convenient ensemble to use when locating first-order fluid phase transitions, since discontinuous changes in particle number(s) manifest at these transitions. While open systems are more amenable to Monte Carlo simulations, molecular dynamics methods are predominantly performed in closed systems where the number of molecules is fixed. However, this structural extrapolation approach can also be implemented in such thermodynamic ensembles. Consequently, the methodology may be used to enhance the computational efficiency of, or at least increase the amount of extractable information from, both MC and MD simulations.
This paper is organized as follows. In Sec. II, we discuss the thermodynamic ensembles that are employed here, followed by a brief review of previous work and the equations necessary to construct the requisite Taylor series of thermodynamic properties in these ensembles. We then explain how this may be adapted to extrapolate structural properties of fluids as well. In Sec. III, we discuss the application of this approach to various structural properties of simple or coarse-grained systems, including the radius of gyration of linear homopolymers (Sec. III A), radial distribution functions (RDFs) for pure and multicomponent square-well fluids (Sec. III B), cluster distributions and the RDF for a pure Lennard-Jones fluid (Sec. III C), and finally the critical micelle concentration of a model self-assembling system (Sec. III D). We conclude in Sec. IV.
II. METHODS

A. The canonical ensemble
First, consider a k-component fluid in the canonical ensemble. In this ensemble, the number of particles of each species, N = (N 1 , . . . , N k ), the system volume, V, and the (inverse) temperature, β ≡ 1/k B T, are fixed. Here, k B is the Boltzmann constant. Often, one is interested in understanding how the properties of a fluid change with respect to β. From the perspective of statistical mechanics, a canonical ensemble-averaged property, X, is given by
where ν is a set of microstates with degeneracy, Ω(ν), and internal energy, U(ν); the sum in the denominator is the canonical partition function, Q( N, V , β). X may then be approximated at some arbitrary inverse temperature if it is known at some reference state, β 0 , using a Taylor series
where δ β ≡ β β 0 . Here, and throughout this paper, we state partial derivatives with respect to thermodynamic variables with the implied understanding that all other independent variables in the ensemble of interest are held constant. Expressions for the derivatives in this expansion can be obtained from fluctuations of extensive properties in the same ensemble. 37, 50, 51 For example,
where U is the internal energy of the system and f X, U denotes the pairwise fluctuation in the canonical ensemble. Higher order derivatives follow from the application of the chain rule; consider that
which enables the calculation of the second-order derivative of X with respect to β. By recursively applying this formula, e.g., allowing X ← (XU) or X ← U as needed, third-order and higher derivatives may be computed. One simply requires the ensemble-averaged moments XU ξ u , where ξ u is some non-negative integer, to compute the Taylor expansion up to order ξ u . These ensemble averages can readily be obtained from traditional MC or appropriately thermostatted MD simulations. 20, 61 In the canonical ensemble, kinetic energy contributions can be neglected since they depend only on the number of independent quadratic degrees of freedom in the system, which are fixed when the number of particles is constant. Thus, the (average) kinetic energy is simply a constant so we may take U as referring exclusively to the potential energy of the system. Slightly more care must be observed in the grand canonical ensemble where the particle number fluctuates, but it is possible to do the same there as well. 48 Consequently, here and throughout this work, we take U as always referring to the potential energy of the system. This is particularly relevant for MD simulations which are commonly performed in the canonical ensemble. For example, by taking X = R 2 g , the (square of the) radius of gyration for a polymer system, the extrapolation approach can predict the collapse transition from only a single, or small number, of either canonical MD or MC simulations (cf. Sec. III A).
B. The grand canonical ensemble
Now consider the k-component mixture in the grandcanonical ensemble, where N i , the number of particles of species i, can fluctuate while its chemical potential, µ i , is fixed. This ensemble has been the focus of previous work, 47-49 so we will only summarize the necessary results here. The grand partition function, Ξ( µ, V , β), is given by
where µ = (µ 1 , µ 2 , . . . , µ k ). Since we have neglected kinetic energy, the canonical partition function, Q( N, V , β), is essentially just the configurational integral and we emphasize that chemical potentials do not contain any implicit contributions from the de Broglie wavelength. 48 In the grand canonical ensemble, there are multiple independent intensive variables, i.e., β and µ. Thus, extrapolation may, in principle, be performed in multiple dimensions simultaneously. For convenience, when simulating multicomponent mixtures, it is often easier to perform a change of variables such that
where ∆µ i ≡ µ i µ 1 , ∆ µ = (∆µ 2 , ∆µ 3 , . . . , ∆µ k ), and
is the isochoric semigrand partition function. 62 Thus, the total particle number, N tot = k i N i , is a scalar order parameter that describes the macrostates of the system. The probability of observing a macrostate is given by
Therefore, if one macrostate probability distribution is known at a fixed set of conditions (µ a 1 , ∆ µ, V , β), then it may be computed at any other µ b 1 via the reweighting expression 62 ln Π(N tot ; µ
where C is a constant related to the grand canonical partition functions at the two states, which may be set to zero in practice. Similar relationships hold in the case where a species-specific order parameter, such as N 1 , is used instead. 49 It is straightforward to compute this distribution using flat-histogram Monte Carlo techniques, [62] [63] [64] and the method used to obtain ln Π(N tot ) does not affect the extrapolation procedure. When performing MC simulations in this work, we use a combination of Wang-Landau and transition matrix Monte Carlo methods to construct this macrostate distribution in the grand canonical ensemble. [47] [48] [49] 65 Knowledge of this macrostate distribution, along with other appropriate isochoric semigrand averages, enables the calculation of the system's thermodynamic properties. 62, 64, 65 This is why previous work focused on extrapolating this distribution and the corresponding moments. In general, we may wish to extrapolate these in any of the intensive variables, φ = β, ∆ µ . Note that we have removed µ 1 from the set of "extrapolation" variables because Eq. (8) provides an exact formula for changing this variable. The multidimensional Taylor polynomial for any function, ψ(N tot ; φ) evaluated at φ 0 , may be expressed as
where the superscript "T" denotes the transpose of the vector and H ψ (N tot ; φ 0 ) represents the symmetric Hessian matrix. This is simply a generalization of Eq. (2). When we take ψ(N tot ; φ 0 ) = ln Π(N tot ; φ 0 ), we may express the necessary derivatives as follows: 47, 49 
where an average property in the isochoric semigrand ensemble is denoted X and a grand canonical ensemble-averaged property is denoted X . Simply averaging a measured quantity over the course of our MC simulations yields X which is defined from statistical mechanics [cf. Eq. (1)],
(11) Note that the grand canonical and isochoric semigrand averages are related by the macrostate distribution
Also note that for single component systems, the isochoric semigrand ensemble is equivalent to the canonical ensemble.
In terms of the chemical potential difference between species i and 1, it can be shown that 49
A second-order expansion requires knowledge of the components of the Hessian matrix, which are given by the following second-order derivatives:
where, following Eq. Once again, it is clear that these derivatives may be evaluated by measuring the moments of extensive properties over the course of a simulation. [47] [48] [49] For instance, in the isochoric semigrand ensemble, we have
and
Similarly, in the grand canonical ensemble,
Furthermore, higher order moments can be used to compute the derivatives of lower order ones if one exploits the chain rule as described in Sec. II A. For example, second-order derivatives of some quantity, X, in the isochoric semigrand ensemble are given by 49
where we have simplified the last expression for illustrative purposes.
C. Measuring the moments
This extrapolation methodology fundamentally relies on the measurement of ensemble-averaged moments of extensive properties, such as U 2 , N 2 1 N 2 U, etc. For bookkeeping purposes, these quantities can be collected in a matrix, Z(N tot ; ξ), whose elements enable one to calculate the coefficients in Eqs. (2) and (9),
where ξ = (ξ 1 , ξ 2 , . . . , ξ k , ξ u , ξ n ) such that all ξ i are nonnegative integers. Here, the exponent γ may take the value of either 0 or 1. In the former instance, only extensive properties are contained within this matrix which enables the subsequent extrapolation of these properties, e.g., N 1 and N 2 , as well as ln Π(N tot ) in the grand canonical ensemble; 49 in the latter case, the matrix contains the structural property of interest and enables its extrapolation. The maximum value of ξ i measured determines the highest order derivative we may evaluate and therefore the order to which extrapolation may be performed. 49 To extrapolate structural properties to a desired order, ξ s , we must collect all moments such that ξ i ≤ ξ s . This matrix is the result of the product of three contributions: (1) the factor Γ γ ; (2) the extensive conjugates of the intensive thermodynamic variables in which we intend to extrapolate (for the grand canonical ensemble, all N i and U; just U in the canonical ensemble); and (3) the order parameter, "O.P." above (in this case, N tot ). The latter two enable one to extrapolate the thermodynamic properties of a system. The factor (or function) Γ, appearing in Eq. (24), defines the current work. Using the equations presented thus far, it is possible to compute all the derivatives required to perform a Taylor series expansion of Γ from the Z(N tot ; ξ) matrix; Eqs. (3) and (4) apply in the canonical ensemble, whereas Eqs. (17)- (23) apply in the isochoric semigrand and grand canonical ensembles, where X = Γ. As long as Γ does not explicitly depend on either β or any ∆µ i , its presence will not change the expressions for the coefficients (derivatives) in its Taylor series expansion [cf. Eqs. (1) and (11), where X = Γ]. For example, Γ = R 2 g is perfectly valid, whereas some function like Γ = 1 + 2 β would not be. While the latter example is contrived, this can be an issue when considering things related to kinetic energy. In this case, extrapolation is still possible but entails additional effort. 48 
III. RESULTS
A. Linear homopolymer
We first consider the ability of this methodology to predict the radius of gyration of an isolated, linear homopolymer in an implicit solvent across a range of temperatures. In this case, the polymer is a fully flexible, force-shifted Lennard-Jones (r c = 4σ) chain with five identical, attractive beads with rigid bonds of length σ. Here bonded neighbors have no interaction energy, while non-bonded pairs interact via
where U LJ (r) is the Lennard-Jones potential,
This model serves as a convenient benchmark since the behavior of these short Lennard-Jones chains is well understood theoretically. 66 We performed canonical metropolis MC simulations using FEASST. 67 A cubic simulation box of length L = 8σ and the following configurational bias moves were utilized: regrowth of the entire chain, regrowth of four beads from a fixed end, and regrowth of two beads, while fixing three beads at one end. These were performed with a relative probability of 1:2:4, respectively. Following a short equilibration period, approximately 10 7 MC trials were performed during which the moments were collected; however, we observed that moments even up to fourth order converged well within 10 6 trials. We emphasize that the same results can be obtained with canonical MD simulations as well, if they are appropriately thermostatted. 20, 61 After each step of the simulation, the gyration tensor of the polymer was computed and subsequently diagonalized. The diagonal elements, denoted as λ 2 1 , λ 2 2 , and λ 2 3 , represent the principal semi-axes of the polymer and their sum yields the square of the radius of gyration, R 2 g = λ 2 1 + λ 2 2 + λ 2 3 . These semi-axes were then sorted according to their magnitude such that λ 2 1 > λ 2 2 > λ 2 3 . By taking Γ = λ 2 i and recording a moments matrix [Eq. (24) ] for each semi-axis, we constructed a Taylor series up to fourth order for each, which allowed us to extrapolate each λ 2 i and compute
We performed simulations at three temperatures, T * = k B T / = 0.70, 0.20, 0.10, and the corresponding extrapolations for both second and fourth orders are given in Fig. 1(a) . Compared to the known behavior of the chain, 66 it is clear that higher order extrapolation produces more accurate predictions than the lower order ones. Nonetheless, even secondorder extrapolations are at least qualitatively accurate over a similar range of temperature differences, δ β, relative to the simulation temperature. Note that the simulation near the collapse temperature (T * ≈ 0.50) produced extrapolations accurate over the broadest temperature range, consistent with the behavior of this extrapolation method near critical points. 47 Following previous work, 49 we may combine the results of these local extrapolations into a single curve [cf. Fig. 1(b) ] by "mixing" predictions from neighboring simulations such that
where β l < β < β r , and β l and β r correspond to the (inverse) simulation temperatures that bound the temperature of interest.
Here we use m = 20, but this may be treated as a variable to be optimized if there exist known constraints that should also be satisfied by the resulting curve. 49 In Fig. 1(b) , the combined curve eventually deviates at low temperature (T * 0.05), sufficiently far from the closest simulated temperature. Although this is clearly erroneous since the radius of gyration is being compared to known results, it is intuitive that the estimate is incorrect there. In fact, if one compares extrapolations of several different orders, one can infer where δ β becomes too large for the Taylor polynomial to be reasonably accurate. As a rule of thumb, we propose this to be a convenient way to cover β-space when the underlying quantity (in this case, R 2 g ) is not known a priori. First, a single simulation is performed and extrapolated. From this, one may estimate at what temperature the next simulation should be performed, and so on. Following, one uses Eq. (27) to combine the results. This is the procedure we followed in this case, which allowed us to accurately capture R 2 g for this polymer over more than two decades of temperature with only three simulations.
B. Square-well fluid mixtures
Next, we consider the structural properties of square-well fluids. For these simple fluids, the interparticle interactions are given by
for two species i and j. The parameters for the two fluids we consider are given in Table I . We will first consider a pure fluid in the canonical and grand canonical ensembles and then a binary mixture in the grand canonical ensemble.
Single component in the canonical ensemble
The single component square-well system we begin with is pure species 2. We performed canonical Metropolis MC simulations 67 using simple translation moves on N = 100 particles contained within a cubic simulation box of length L = 8σ 2,2 (V = 512σ 3 
2,2
). These simulations were run for a duration on the order of 10 8 MC trials, over which the moments matrix was collected.
Extrapolation of g(r) is actually based upon extrapolation of each bin in the unnormalized histogram h(r k ; β 0 ) which records the number of times two particles are observed a distance r k apart. Thus, Γ = h(r k ; β 0 ), and a moments matrix must be collected for each bin centered at r k . This enables the extrapolation of each bin to a target β using a Taylor polynomial of desired order. Here, we report the results of second-order extrapolation. The resulting h(r k ; β) is then divided by N c , the number of configurations collected in the histogram at β 0 , N, the total number of particles in each configuration (in this case, N = 100), and the number of particles that would be in each bin if the fluid were an ideal gas. In general, the radial distribution function of species j around species i in a multicomponent mixture is given by
where δ i,j is the Kronecker delta function. For a pure component system, i = j and we neglect the redundant species subscripts though in Sec. III B 3 we will move beyond this. This is the conventional way in which g(r) is computed from h(r; β), 20 but now we have simply obtained it via extrapolation instead of direct measurement. In other words,
where the partial derivatives of h(r k ; β 0 ) may be evaluated from the relevant moments collected. Note that because the normalization factors are constant in the canonical ensemble, there is essentially no difference between setting Γ = h(r k ; β 0 ) vs. Γ = g(r k ); this will not be the case in the semigrand ensemble which will be explored later in Sec. III B 3. Extrapolated radial distribution functions inherently contain numerical errors because they are approximations. Generally, this manifests as improper normalization, 68 so, as a final step, we scale the extrapolated radial distribution function uniformly across all bins so that it will satisfy mass conservation, 69
This equation is true in the limit that the system is homogeneous and contains no long-range spatial correlations. Following this procedure, we extrapolated the radial distribution function of this pure square-well fluid from T * = k B T / 2,2 = 1.35 to T * = 1.05. The results are reported in Fig. 2 . The critical temperature for this fluid is T * ≈ 1.22, 70, 71 and therefore, the final temperature is subcritical. In fact, the system's density falls within the binodal curves as well, and the system is phase-separated. As a result, the rescaled g(r) fails to converge to unity at r → L/2 = 4σ 2,2 for both extrapolations and direct simulations; regardless, they are consistent with each other. This lack of convergence to unity may be remedied by working in the grand canonical ensemble instead, where we may consider the system in only one phase at a time.
Single component in the grand canonical ensemble
At subcritical temperatures, the macrostate distribution, ln Π(N), contains multiple local maxima, each corresponding to different macroscopic phases. Macrostates bounded by the local minima on each side of maxima are considered to contribute to that phase. 62, 64, 72 Phase coexistence is obtained by using Eq. (8) with equal pressures,
where P α is the pressure of phase α, and the summation is restricted to those macrostates belonging to that phase. By performing this macrostate segmentation, it is possible to consider only those macrostates contributing to an individual phase of interest, which allows one to produce a grand canonical ensemble-averaged radial distribution function for a single phase,
To test this extrapolation approach, we performed grand canonical flat-histogram MC simulations 67 at various temperatures in the same simulation box volume as those in the canonical ensemble. Using up to second-order terms, we reweighted and then extrapolated the macrostate distribution, ln Π(N), from a supercritical state at T * = 1.35 to subcritical temperatures as described in Sec. II B. To make use of Eq. (33), the radial distribution function at each N was extrapolated in a similar manner, and then each was rescaled with Eq. (31) . As a final step, we chose to scale the resulting g(r) again to satisfy Eq. (31) since the macrostate distribution is also approximate and will affect the estimate of g(r) from g(r; N). However, this was done for the sake of simplicity. For an open system, Eq. (31) is not strictly true, rather 69 N
where the moments of N required may be computed from the Z(N tot ; ξ) matrix and the macrostate distribution. Rescaling to satisfy Eq. (34) instead of Eq. (31) as a final step would be a more accurate, albeit involved, approach. Regardless, this does not affect the qualitative comparison between direct simulations and extrapolations as long as they are normalized consistently.
In Fig. 3 , we report the binodal curve and the associated radial distributions functions for the coexisting vapor and liquid phases at representative temperatures. Clearly, the extrapolated predictions match quite well with those obtained from direct simulations at subcritical temperatures, consistent with the corresponding thermodynamic quantities over a similar range of δ β. 47 Although we have chosen to present the results at coexistence, these radial distribution functions may also be computed along isotherms at essentially any desired density, even away from coexistence. At very low density (chemical potential), some care must be taken computationally because g(r), a fundamentally pairwise distribution, is not defined when fewer than two particles are present. We address this further in Sec. III B 3; however, this is rarely of great interest since fluids approach the well-known expression in this limit, 69 lim ρ→0 g(r) = exp − βU(r) .
Binary mixture in the grand canonical ensemble
A similar procedure may be followed to predict the structural properties of fluid mixtures. For many structural metrics, there is no additional complexity involved, other than that Eq. (24) now contains more N ξ i i terms pertaining to additional components. However, in the case of extrapolating the radial distribution functions, an additional bookkeeping step is required due to our choice of N tot as the sampling order parameter.
The issue is that g i,j (r) is strictly defined in the canonical ensemble and, by virtue of its normalization, is an explicit function of individual particle numbers, N 1 and N 2 , not N tot ; therefore, in order to compute g i,j (r) in the first place, one must separately accumulate an unnormalized h i,j (r) for each unique set of (N 1 , N 2 ) observed during the simulation and then divide by factors involving these numbers after the simulation has finished to correctly normalize the distance histogram into the radial distribution function [cf. Eq. (29)]. Similarly, the moments used to extrapolate g i,j (r) will require this independent accumulation. Once the simulation is complete, all instances where N 1 + N 2 = N tot for each value of N tot can be combined to provide the semigrand ensemble-averaged g i,j (r; N tot ) and other necessary moments.
We emphasize that this is a special consequence of the disparity between the definition of the structural metric we are concerned with and our choice for an order parameter, N tot . It is not a complication that arises directly from the extrapolation methodology itself. Algorithm 1 (see the Appendix) summarizes the appropriate steps which enable the collection and normalization of the necessary moments. A further caveat addressed in Algorithm 1 is that neither the sum pertaining to each unnormalized moment nor the counts value by which the sum is divided can include states for which g i,j (r) is undefined. This occurs when one of the normalization factors becomes zero. Specifically, there are two cases when g i,j (r) becomes undefined: (1) when min [N 1 , N 2 ] = 0 for i j and (2) when N i ≤ 1 for i = j. Indeed, all such invalid states must not contribute to the h i,j U ξ u (r; N 1 , N 2 ) matrix so that derivatives (fluctuations) of h i,j (r; N 1 , N 2 ) are subsequently computed self-consistently. Note that this does not affect the collection of the macrostate distribution, ln Π(N tot ), for which N 1 = 0, 1 are valid states.
Once a simulation has been completed at some φ = ( β, ∆µ 2 ), we first reweight the reference macrostate distribution to the desired µ 1 and then perform a second-order extrapolation in φ to reach the final state. Again, we obtain a prediction for each g i,j (r; N tot ) via extrapolation, followed by rescaling to satisfy Eq. (31). Subsequently, Eq. (36) is applied to compute the grand canonical ensemble-averaged radial distribution functions, followed by another rescaling of g α i,j (r) for each phase α,
Using parameters similar to those in the single component case, a simulation 67 of the binary square-well mixture was performed at T * = 1.35, ∆µ 2 / 2,2 = 0 and then extrapolated to other conditions. At the simulation temperature, the binary mixture exists as a single phase 71 but undergoes vapor-liquid phase separation at the lower ones. We extrapolated the high temperature simulation down to T * = 1.10 at various points along the binodal (different ∆µ 2 values) using a second-order Taylor polynomial for the macrostate distribution and a first-order polynomial for g i,j (r; N tot ). For comparison, simulations were performed at T * = 1.10 and ∆µ 2 / 2,2 = [±3, ±2, ±1, 0] which may be combined to reconstruct the phase diagram. 49 Figure 4 illustrates the representative results of this extrapolation, which once again show good agreement between extrapolated predictions and direct simulations.
C. Lennard-Jones fluid
Having only applied the extrapolation method to systems governed by relatively short-ranged interactions thus far, we next turn our attention to a single component LennardJones fluid. For this fluid, the particle interactions are given by Eq. (26) where interactions were truncated at r c = 3σ but were compensated with long-range corrections. 20 The critical temperature for this fluid is approximately T * c = k B T c / ≈ 1.291. 73 To evaluate this extrapolation approach, we carried out grand canonical flat-histogram MC simulations in a cubic box of length L = 9σ across a range of temperatures.
Similar to the radial distribution function, we also extrapolated the cluster size distribution, N(s), collected at each (canonical) macrostate; these canonical distributions are then combined according to Eq. (12) to produce the grand canonical distribution, N(s) . To construct this distribution, a particle is considered to be part of a cluster of size s if it is within a cutoff distance of 1.5σ from at least one of the other s 1 particles belonging to the cluster. This cutoff distance ensures that the separation between two particles is within the well of the pair potential, following traditional clustering criteria. 74 N(s) represents the probability that a randomly chosen sphere resides in a cluster of size s, and it is normalized so that integrating over the entire distribution yields the system's number FIG. 4 . Radial distribution functions, g 1,1 (r), g 1,2 (r), and g 2,2 (r) for the binary square-well mixture at coexistence depicted in red, green, and blue, respectively. 
where P(s) is the probability of observing a cluster of size s when the system's density is fixed at ρ.
In Fig. 5 , we report the phase diagram computed from direct simulations and via extrapolation as well as the radial distribution functions along the coexistence curve. Here, we report the results of second-order extrapolation from T * = 1.20. As in the case of the square-well fluid (Sec. III B 2), we find excellent agreement across the entire range of temperatures investigated, both in terms of the thermodynamic and structural properties. Similarly, the cluster size distribution along the coexistence curve is remarkably accurate (cf. Fig. 6 ) even down to low temperatures. We are able to extrapolate with little to no noticeable error from T * = 1.20, which is subcritical but near the critical point, down to as low as T * = 0.85. This is particularly remarkable since the triple point temperature for this fluid is T * t ≈ 0.70. 74, 75 The most significant deviations of the extrapolated N(s) in the liquid phase are observed at large δ β. These deviations are more noticeable for the less populated clusters. Nonetheless, they are still relatively small and behave as random error, oscillating around the true value of N(s) . Unlike in the liquid phase, the extrapolated N(s) of the vapor phase is indistinguishable from the simulated distribution for most of the tested cluster-size range and at all temperatures. Differences are only noticeable for N(s) < 10 6 which is around the statistical limit for the number of sampled configurations. Observe that the extrapolation approach is able to accurately capture that certain cluster sizes are essentially forbidden at low temperatures-cf. N(s) at T * = 1.20 vs. T * = 0.85 in Fig. 6(a) . Clusters of preferential size are known to be associated with the nucleation of solid-like particles within the fluid as the system approaches the triple point temperature. 74 The fact that signatures of this complex process can be predicted from much higher temperature data with only second-order extrapolation demonstrates the utility of this method.
D. Self-assembling trimer
Finally, we consider the ability of this approach to predict the structure of a self-assembling system. Here we focus on a model trimer system 76, 77 composed of three equally sized, tangent spheres (of diameter σ) arranged in a rigid equilateral triangle. One of the three beads is considered of type "A" and the other two of type "B." All interactions are given by the force-shifted Lennard-Jones [cf. Eq. (25) to self-assemble into micelles, 76 so we employ this extrapolation approach to predict two different metrics for the critical micelle concentration (CMC).
In self-assembling systems, the CMC can be estimated directly from the pressure vs. density curve. 55, 59 Below the CMC, the system may be approximated as an ideal gas of monomers, whereas immediately above the CMC, it can be approximated as an ideal gas of micelles. As a result, the pressure will be a linear function of density but will change its slope as the CMC is crossed. A common approach, which we adopt here, is to take the CMC as the density at which these lines intersect, as shown by the dashed gray lines in Fig. 7(a) . 55, 59 Therefore, by extrapolating ln Π(N) across β, we can create a pressure vs. density curve at each temperature by reweighting with respect to chemical potential and thus calculate the CMC as a function of temperature. We performed grand canonical Wang-Landau simulations 67 with up to 50 trimers in a cubic box of length L = 16σ for 10 8 MC trials. Statistics required for extrapolation were collected after the flatness parameter had been reduced 20 times. Implementation details for the geometric cluster algorithm, rigid cluster moves, and configurational bias employed in this work are further described in Refs. 76 and 77.
As an alternative to this thermodynamic approach, we may compute the CMC from the system's structural properties, namely, its cluster size distribution, N(s). It is easier to measure this in the canonical ensemble rather than in the grand canonical ensemble, so we chose to perform simulations in the former. Two trimers were part of the same cluster if the center of their attractive beads of type "A" were within a distance of 4σ/3 of each other. For a micellizing system, N(s) will exhibit a monomer peak at s = 1 and another peak at the preferred micelle size. The minimum between these peaks can be used as a cutoff to distinguish between premicellar aggregates and micelles. Therefore, another way to estimate the CMC is to integrate the cluster size distribution from s = 0 until the first minimum in N(s). 58 This should only be done at low densities as the concentration of premicellar aggregates can show a significant decrease with respect to density past the CMC. For this trimer system, it has been shown that the concentration of premicellar aggregates only weakly decreases for ρσ 3 < 0.05. 76 We collected the cluster size histogram and the necessary moments during canonical MC simulations using cubic boxes of length L = 20σ (containing 400 particles) and L = 22σ (containing 500 particles) for which similar results were obtained and the latter is presented here. Simulations again lasted on the order of 10 8 MC trials. Following our extrapolation procedure, each bin in the cluster size distribution histogram can be extrapolated across β. The CMC can then be calculated at each temperature from the resulting distributions. Figure 7 (b) shows a representative first-order extrapolation of the cluster size distribution compared to direct simulations. As mentioned in Sec. III A, it is also possible to combine extrapolation results for a given property from different temperatures analogous to Eq. (27) for R 2 g . Figure 7 (c) shows the result of this for both the thermodynamic and structural extrapolation methods. Predictions from the two approaches agree well with those obtained from direct simulations 76 and with each other. The slight deviation that exists between the two metrics is a consequence of their definitions and not from error in the extrapolation method. At high temperatures, the CMC calculated from the pressure curves starts to deviate from the CMC calculated from the cluster size distributions. This is because T * = 0.28 is close to the "critical micelle temperature," above which the equation of state no longer exhibits two different pressure regimes at low densities. 76 
IV. CONCLUSIONS
In summary, we investigated the feasibility of reasonably extrapolating the structural properties of fluids by exploiting fluctuations in extensive properties to construct a Taylor series expansion in both the canonical and grand canonical ensembles. This follows in the same spirit as previous investigations which assessed this approach's ability to Algorithm 1. Computing moments to extrapolate g i,j (r).
1: procedure compute rdf moments(i, j, ξ 1 , ξ 2 , ξ u , h i,j U ξu (r; N 1 , N 2 ), counts(N 1 , N 2 ), V) 2:
for all (N 1 , N 2 ) do 3:
if g i,j (r) is defined for (N 1 , N 2 ) then 4:
for all r do 6:
binv ← 4/3π (r + ∆r/2) 3 − (r − ∆r/2) 3 7:
N id ←binv * (N j δ i,j )/V
8:
A predict thermodynamic properties by extrapolating the fluid's macrostate distribution and underlying moments of extensive properties. [42] [43] [44] [45] [46] [47] [48] [49] Here we find that this approach is also capable of providing a well-informed estimate of structural properties over a broad range of conditions. Although we have limited our investigation to relatively simple fluid models, we were able to obtain accurate extrapolations of structural properties such as the radial and the cluster-size distribution functions germane to complex processes including homogeneous phase separation and nucleation.
Therefore, this extrapolation method may be used to investigate the thermodynamic and structural properties of multicomponent fluids simultaneously. The breadth of conditions over which these extrapolations provide reasonable predictions suggests that this methodology may provide a route to high-throughput screening of coarse-grained fluid behavior. Furthermore, we anticipate that this approach may accelerate the development and validation of coarse-grained models based on, e.g., the potential of mean force which is derived from the radial distribution function.
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APPENDIX: COMPUTING THE MOMENTS OF THE RADIAL DISTRIBUTION FUNCTION
For a binary system, Algorithm 1 describes how to compute the moments matrix, Z(N tot ; ξ) [cf. Eq. (24) ], necessary to extrapolate the radial distribution function for a pair of species, i and j, from the unnormalized histogram of their pairwise distances and energy, h i,j U ξ u (r; N 1 , N 2 ), the number of times each entry in this histogram was measured over the course of the simulation, counts (N 1 , N 2 ) , and the box volume, V.
Recall that we consider undefined behavior to occur when either N i or N id become zero, and thus, they cannot divide into h i,j U ξ u (r; N 1 , N 2 ) as indicated in the algorithm.
