We show that the tail distribution U of the explosion time for a multidimensional diffusion (and more generally, a suitable function U of the Feynman-Kac type involving the explosion time) is a viscosity solution of an associated parabolic partial differential equation (PDE), provided that the dispersion and drift coefficients of the diffusion are continuous. This generalizes a result of Karatzas and Ruf (2013) , who characterize U as a classical solution of a Cauchy problem for the PDE in the one-dimensional case, under the stronger condition of local Hölder continuity on the coefficients. Furthermore, we show that U is dominated by any nonnegative classical supersolution of this Cauchy problem; and that U is the smallest lower-semicontinuous viscosity supersolution of that PDE with an appropriate boundary condition, provided it is a classical solution. We also consider another notion of weak solvability, that of the distributional (sub/super)solution, and show that U is no greater than any nonnegative distributional supersolution of the relevant PDE. Finally, we establish the joint continuity of U in the one-dimensional case.
Notation and Previous Results
Let O be a fixed domain of R n , not necessarily bounded, and b = (b 1 , . . . , b n ) : O → R n and σ = (σ ik ) n×n : O → M(n) two measurable functions. Suppose that for every x ∈ O, the stochastic differential equation
(1.1) dX i (t) = k σ ik (X(t)) dW k (t) + b i (X(t)) dt , i = 1, . . . , n , X(0) = x admits a weak solution (X(·), W (·)), (Ω, F , P), {F (t)} 0≤t<∞ which is unique in the sense of the probability distribution and defined up until the explosion time
Here M(n) is the set of n × n real matrices, W (·) = (W 1 (·), . . . , W n (·)) is n−dimensional Brownian motion, and the state process X(·) = (X 1 (·), . . . , X n (·)) is strongly Markovian as a consequence of the uniqueness in distribution. In (1.1) and throughout this paper, summations extend from 1 to n . We shall denote the distribution of the process X(·) starting at x by P x ; the expectation E Px corresponding to this probability measure by E x ; and by U the tail distribution function of the explosion time S:
[0, ∞) × O ∋ (t, x) −→ U(t, for every compact set K ⊂ O. According to the same arguments as in [2] , [3] or [11, Theorem 5.5.15] , the stochastic differential equation (1.1) admits then a weak solution defined up until the explosion time S, which is unique in the sense of the probability distribution. As a result, the state process X(·) has the strong Markov property. It is then shown in [10] that, in the one-dimensional case and under the above conditions, the function U of (1.2) is jointly continuous; and furthermore, that if σ and b are locally Hölder continuous, then U solves the Cauchy problem for the parabolic partial differential equation
with the initial condition (1.5) u(0, x) = 1,
and is in fact the smallest nonnegative (super)solution of the Cauchy problem (1.4), (1.5) .
Remark: In the one-dimensional case, the Feller test provides necessary and sufficient conditions under which explosion occurs with positive probability, i.e., P x [S < ∞] > 0 ; in this case the Cauchy problem (1.4), (1.5) has (lots of classical) solutions in addition to u ≡ 1 , its trivial solution -of which the function U in (1.2) is the smallest. A host of examples of this situation is provided in Section 6 of [10] . A natural question to ask then, is whether U is still a solution to (1.4) , probably in some weak or generalized sense, when we weaken the Hölder continuity condition on σ and b to continuity only. The answer is affirmative. Moreover, this result can be generalized to multidimensional settings and to functions U given by multidimensional Feynman-Kac-type expressions involving the explosion time, namely (1.6) U (t, x) := E x 1 {S>t} f (X(t)) exp − t 0 k(X(s)) ds .
Here f and k : O → R are measurable functions, such that U (t, x) is well-defined by (1.6) and finite for all (t, x) ∈ (0, ∞) × O ; when f ≡ 1 and k ≡ 0, the function U coincides with the tail distribution U of the explosion time, as defined in (1.2). Remark: A sufficient condition for the right-hand side of (1.6) to be well-defined and finite, is that f be bounded and k be bounded from below (e.g., k ≥ 0) on O.
For ease of notation we introduce the continuous, adapted, strictly positive process
and note the dynamics dY (t) = −k(X(t))Y (t) .
1.1. Preview. Section 2 introduces the definition of viscosity solution and characterizes the function U as a viscosity solution to the Feynman-Kac-type version of (1.4), (1.5), namely
where we have set
Section 3 shows that U is dominated by any nonnegative classical supersolution of the Cauchy problem (1.8), (1.9) ; and that U is the smallest lower-semicontinuous viscosity supersolution of (1.8) that satisfies an appropriate boundary condition, provided it is a classical solution. Section 4 defines yet another kind of weak solution, the distributional (sub/super)solution, and shows that U is no greater than any nonnegative distributional supersolution of (1.8).
Finally, Section 5 establishes the joint continuity of U in the one-dimensional case.
1.2. The Special Case U. In the case of U ≡ U, our results can be summarized as follows.
Theorem 1.1. Assume that the functions a(·) and b(·) are continuous. Then the function (t, x) → U(t, x) of (1.2) is a viscosity solution of the following parabolic equation that satisfies (1.5):
of the Cauchy problem (1.10), (1.5).
Theorem 1.3. Suppose that the functions a(·) and b(·) are continuous; that (1.10) has a classical strict subsolution, namely, a function h ∈ C 1,2 ((0, ∞) × O) satisfying
which is bounded from above but does not attain its supremum; and that the function U satisfies
Then, for any lower-semicontinuous viscosity supersolution v : [0, ∞)×O → R of the equation (1.10) with the property
Corollary 1.4. The assumption (1.12) implies that U is in fact a classical solution to the Cauchy problem (1.10), (1.5) (and vice versa), on the strength of Theorem 1.1. Thus, under the conditions of Theorem 1.3, the function U is the smallest lower-semicontinuous viscosity supersolution of (1.10) that satisfies (1.13). Theorem 1.5. Assume that σ and b are locally bounded and a is locally strictly elliptic. If
Consequently, if the function U belongs to the space W 1,2 loc ((0, ∞)×O) and is a distributional supersolution of (1.10), then it is the smallest nonnegative distributional supersolution of (1.10) that satisfies u(0, ·) ≥ 1 on O.
Viscosity Characterization of U (t, x)
In this section we develop a Feynman-Kac-type result involving the explosion time, which characterizes the function (t, x) → U (t, x) as a viscosity solution of the associated parabolic equation (1.8).
2.1. Definition of Viscosity Solutions. We first recall from [1] the definition of viscosity (sub/super)solutions of a second-order parabolic partial differential equation. Let O be an open subset of R n and (t, x, y, p, q) → F (t, x, y, p, q) a continuous, real-valued mapping defined on (0, ∞) × O × R × R n × S(n) and satisfying the ellipticity condition
Here S(n) is the set of n × n real symmetric matrices. Consider the second-order parabolic partial differential equation
Definition 2.1. We say that a function u : (0, ∞) × O → R is a viscosity supersolution of the equation (2.1), if
the lower-semicontinuous envelope of u, i.e., the largest lower-semicontinuous function dominated pointwise by the function u. Similarly, a function u(t, x) : (0, ∞) × O → R is a viscosity subsolution of (2.1), if
We have denoted by
the upper-semicontinuous envelope of u, i.e., the smallest upper-semicontinuous function that dominates pointwise the function u. We say that u is a viscosity solution of (2.1), if it is both a viscosity supersolution and a viscosity subsolution of this equation.
In our setting we have
and the left-hand sides of (2.2) and (2.3) simplify to ϕ t − L ′ ϕ (t 0 , x 0 ). Since a = σσ T is positive-semidefinite, the function F satisfies the ellipticity condition. We also need F to be a continuous mapping, which means that a ij (·), b i (·) and k(·) must be continuous for all indices i and j. Proof. We first show that U is a viscosity subsolution to (1.8). The proof for the viscosity supersolution property is similar.
According to the definition of viscosity subsolution, if suffices to verify that for any test function ϕ ∈ C 1,2 ((0, ∞) × O), and for any
i.e., such that (t 0 , x 0 ) is a strict maximum of U * − ϕ , we have the inequality
Here U * is the upper-semicontinuous envelope of U as in Definition 2.1. We shall argue this by contradiction, assuming that
Since the function G just introduced in (2.7) is continuous, there exists a neighborhood
We then introduce the constants (2.8)
(recall the condition that k(·) is continuous and thus locally bounded, and note that the strictly positivity of C 1 is a consequence of (2.6)). We observe that lim sup
holds by the definition (2.4) for U * and the continuity of ϕ, hence there exists (t
Let us consider the stopping time
and note that the definition of N δ and t * implies (2.11) ν < S and
which, combined with (2.8) and (2.9), leads to
by the definition (2.8); in the last inequality we used the fact ν < 2δ from (2.11). Now thanks to the assumption ϕ ∈ C 1,2 ((0, ∞) × O), we can apply Itô's change of variable rule to ϕ(t
Multiplying both sides by Y (t) yields
Integrating (2.13) with respect to s over [0, ν] and taking the expectation under P x * , we obtain the contradiction
here the last inequality comes from the assumption G (· , ·) > 0 on N δ . On the other hand, in the equality of (2.14), the expectations of the integrals with respect to dW k (t) have all vanished, due to the uniform boundedness of
, the boundedness of the functions ϕ x i on N δ , and a ij and thus σ ik on B δ (x 0 ). (We have made use here of the following facts:
The eigenvalues e i of a are the nonnegative roots of the characteristic polynomial of a, which is determined by the entries a ij ; since the a ij 's are continuous and hence bounded on B δ (x 0 ), so are the e i 's. Thus the matrix σ, which can be written as QD for some n × n orthonormal matrix Q and diagonal matrix D with diagonal entries √ e i , is also bounded.)
A similar argument shows that U is a viscosity supersolution of (1.8), and completes the proof.
Minimality
For the one-dimensional case, it is shown in [10] that the function U of (1.2) is dominated by every nonnegative classical supersolution of the Cauchy problem (1.10), (1.5). Therefore, whenever the function U is known in advance to be a classical solution of this problem (for instance, when the functions a(·) and b(·) are Hölder continuous), then it is also the smallest nonnegative classical supersolution of the Cauchy problem.
We show in this section that in the more general Feynman-Kac case the result continues to hold, and that U is then also the smallest lower-semicontinuous viscosity supersolution.
Domination by Nonnegative Classical Supersolutions.
Theorem 3.1. Assume that f is continuous and nonnegative on O. Then the function U defined in (1.6) is dominated by every nonnegative, classical supersolution
Proof. It follows from the definition (1.6) and the supersolution property that U (0,
be a sequence of bounded domains in R n such that O m ↑ O and define the stopping times
Then S m ↑ S. Let us fix an integer m ∈ N . For any given (T, x) ∈ (0, ∞) × O m , thanks to the assumption U ∈ C 1,2 ((0, ∞) × O), we also have (2.13) with ϕ replaced by U, and t * by T , and t by t ∧ S m , 0 ≤ t ≤ T . This way we deduce from the supersolution property that ( U t − L ′ U)(·, ·) ≥ 0 holds on (0, ∞) × O, and therefore that the process
This local supermartingale is in fact a true supermartingale, as it is nonnegative. Therefore, optional sampling gives
The last expression converges to E x 1 {S>T } f (X(T ))Y (T ) = U (T, x) as m → ∞ by the monotone convergence theorem, so we conclude U(T, x) ≥ U (T, x) .
3.2. Domination by Lower-Semicontinuous Viscosity Supersolutions. Assumption 3.2. There exists a function h ∈ C 1,2 ((0, ∞) × O) which is bounded from above but does not attain its supremum, and satisfies
in other words, h is a classical strict subsolution of (1.8).
Remark 3.3. Assumption 3.2 holds when there exists an integer i ∈ {1, · · · , n} such that: (i) the set O is bounded in the ith dimension or, more precisely,
(ii) the function a ii (·) is bounded away from 0 , i.e., inf x∈O a ii (x) > 0; and (iii) the functions b i (·) and k(·) are bounded from below on O.
In this case we can set h(t, x) := (x i − ℓ i ) K , and take K to be a positive integer such that
Then (3.2) is indeed satisfied, as we have for all (t, x) ∈ (0, ∞) × O the inequality
Theorem 3.4. Suppose that a(·), b(·) and k(·) are continuous functions, that Assumption 3.2 holds, and that the function of (1.6) satisfies
Then, for any lower-semicontinuous viscosity supersolution v : [0, ∞)×O → R of the equation (1.8) with the property
Corollary 3.5. Under the conditions of Theorem 3.4, the function U is the smallest lowersemicontinuous viscosity supersolution of (1.8) that satisfies (3.4).
This is because the assumption (3.3) implies that U is in fact a classical solution to the Cauchy problem (1.8), (1.9) (and vice versa), on the strength of Theorem 2.2.
Proof of Theorem 3.4:
We shall argue by contradiction, assuming that
holds for some point (t * , x * ) ∈ [0, ∞) × O and some real constant µ > 0 . Notice that v(0, x) ≥ U (0, x) on O by the condition (3.4) with t = 0, hence t * > 0 . Let h be the function as in Assumption 3.2. We choose a positive number
, These claims are proved right below. On their strength, let (t,x) ∈ (0, ∞) × O be a minimizer ofṽ = v−ϕ. Since v is a viscosity supersolution of (1.8), we have (ϕ t −L ′ ϕ)(t,x) ≥ 0 according to (2.2) in Definition 2.1; but this contradicts Claim 3.6. The proof of Theorem 3.4 is now complete. Proof of Claim 3.6: We have
by virtue of Assumption 3.2 and the fact that U is a classical solution to (1.8) (see the reasoning right below Corollary 3.5).
Proof of Claim 3.7:
on the strength of (3.5), we get M < c ′ .
Hence (t 0 , x 0 ) ∈ (0, ∞) × O. The lower-semicontinuity ofṽ implies that
thus M > −∞ andṽ attains its infimum over (0, ∞) × O at (t 0 , x 0 ).
3.2.1. Weakening the Assumptions. In some cases, it is much easier to find an h(t, x) in Assumption 3.2 with a bounded domain O (e.g., the example in Remark 3.3). More specifically, let us assume f ≥ 0 on O. If one can find sequences of sufficiently "good" functions h m 's and of bounded domains O m 's, then the result in Theorem 3.4 still holds without the need of h or of the regularity condition (3.3). In this spirit, let us consider the following conditions: Assumption 3.8. The measurable function f is nonnegative on O, and there exist a sequence of bounded domains O m ↑ O and a sequence of functions h m (t, x) ∈ C 1,2 ((0, ∞) × O m ) such that every h m is bounded from above but does not attain its supremum, satisfies
and we have
for every m ∈ N , with S m ↑ S defined in (3.1).
We claim then that, in Theorem 3.4 the condition (3.3) on U and Assumption 3.2 can be replaced by the above Assumption 3.8.
To see this, we first notice that under these new conditions, the functions a, b, f, k, h m and U m fulfill all the requirements in Theorem 3.4; in particular, the condition (3.4) holds for U m and O m since U m (t, x) ≤ U (t, x) (thanks to f ≥ 0). It follows that v ≥ U m holds on [0, ∞) × O m , for every m ∈ N. We also observe that U m (t, x) ↑ U (t, x) holds on the strength of the monotone convergence theorem (as shown at the end of the proof of Theorem 3.1). Thus taking m → ∞ yields v ≥ U on [0, ∞) × O.
On the Boundary Condition (3.4). Assume the conditions in Theorem 3.4. Thanks to
, the function f is continuous on O, and when t = 0 and x ∈ O, the boundary condition (3.4) simplifies to lim inf
However, with x ∈ ∂O this simplification does not always hold, since U might be discontinuous at (0, x); this is the case when f is discontinuous at x (e.g., f (x) = 1 + sin(1/x) on O = (0, 1) is discontinuous at x = 0).
In general, if f is discontinuous at some x ∈ ∂O, we have lim sup
in other words, the function U is then discontinuous at (0, x). Proposition 3.9. The first inequality in (3.7) holds actually as an equality, that is
i,j f x i x j a ij and −k are bounded from above; and f x i σ ik is bounded on O.
Proof. Let C 0 > 0 be an upper bound of i f x i b i + 1 2 i,j f x i x j a ij and −k on O. Fix (t, ξ) ∈ (0, ∞) × O and let O m ↑ O be a sequence of bounded domains that contain ξ . We start the diffusion process X(·) at ξ and apply Itô's change of variable rule to f (X s ), s ∈ (0, t ∧ S m ) with S m defined in (3.1):
Integrating with respect to s over [0, t ∧ S m ] and taking the expectation under P ξ yields
In the above equality, the expectations of the integrals with respect to dW k (s) have all vanished, due to the boundedness of the functions f x i σ ik on O. Since −k ≤ C 0 , we have Y (t) ≤ exp(C 0 t). Combining with f ≥ 0 and (3.9) gives
with U m defined in (3.6). Recall that U m (t, ξ) ↑ U (t, ξ) as m → ∞ (shown at the end of the proof of Theorem 3.1). Thus
and we conclude that lim sup
In conjunction with the first inequality in (3.7), this leads to (3.8).
The Distributional Solution
In this section we define and study yet another kind of weak solution, the distributional solution. We shall adopt the following definition from [12] . Set 
The continuity of the functions u (m) implies that u ∈ C(Q). In addition, every function u ∈ W 1,2 (Q) possesses generalized (a.k.a. "weak") derivatives u t , u x i and u x i x j on Q, which are unique almost everywhere ([12, Definition 2.
1.2]).
We generalize Definition 4.1 for unbounded domains as follows.
Definition 4.2. Let Q ′ be a domain of R n+1 , not necessarily bounded. Define
loc (Q ′ ), we have u ∈ C(Q) for all bounded domain Q ⊂ Q ′ , hence u ∈ C(Q ′ ) as well. Further, the generalized derivatives u t , u x i and u x i x j can be shown to be well-defined and unique a.e. To see this, take a sequence of bounded domains Q m ⊂ Q ′ such that Q m ↑ Q ′ and use the fact that the generalized derivatives are uniquely defined a.e. on each Q m .
Now we are able to define the distributional (sub/super)solution. Let Q ′ be a domain of R n+1 and F (z, y, p, q) a continuous map from Q ′ × R × R n × S(n) to R satisfying the ellipticity condition:
F (z, y, p, q 1 ) ≤ F (z, y, p, q 2 ) whenever q 1 ≥ q 2 , for all (z, y, p) ∈ Q ′ × R n × S(n) (by analogy with the F in Section 2.1).
Consider a second-order parabolic partial differential equation
is a distributional sub(super)-solution of (4.1) if the generalized derivatives u t , u x i and u x i x j can be chosen such that
holds for some Γ ⊂ Q ′ with meas (Q ′ \ Γ) = 0 . A distributional solution is a function that is both a distributional subsolution and a distributional supersolution.
In our setting, we have Q ′ = (0, ∞) × O and
so the left-hand side of (4.2) simplifies to (u t −L ′ u)(t, x). We see that F satisfies the ellipticity condition since a = σσ T is positive-semidefinite.
Domination by Nonnegative Distributional Supersolutions.
We have the following minimality result for U (t, x).
Theorem 4.4. Assume that σ, b and k are locally bounded and a is locally strictly elliptic on
Consequently, if the function U belongs to the space W 1,2 loc ((0, ∞)×O) and is a distributional supersolution of (1.8), then it is the smallest nonnegative distributional supersolution of (1.8) that satisfies (4.3). Let
The following result is well known.
Lemma 4.5. ([12, Theorem 2.10.1]) Let Q be a bounded domain of R n+1 and u ∈ W 1,2 (Q). For any (s 0 , x 0 ) ∈ Q and any stopping time τ ≤ τ (Q, s 0 ) := inf {t > 0 : (s 0 + t, X(t)) / ∈ Q}, we have
where X(·) is the diffusion of (1.1) starting at X(0) = x 0 .
Applying the above lemma with Q = Q m , s 0 = 1/i and
with S m defined in (3.1), we obtain
Recall that v is continuous (see the explanation right below Definition 4.2), and therefore so is u. Thus u bounded on [0, T ] × O. Moreover, given m, for all t ∈ [0, S m ∧ T ], we have 
by the monotone convergence theorem, as claimed, where f
Remark 4.6. It is shown in [10] that, in the one-dimensional case, U is continuous without additional conditions on the drift and dispersion functions b and σ. In the more general Feynman-Kac context, and whenever the functions U and f are continuous, a, b and k ≥ 0 are locally Hölder continuous, and a is positive-definite, arguments similar to those in Lemma 5.1 and Proposition 5.2 in [10] show that U is actually a classical solution of the Cauchy problem (1.8), (1.9). It then follows from Theorem 3.1 that U is the smallest nonnegative classical (super)solution of this Cauchy problem. The above minimality results have similarities -at least in spirit -to those in Proposition 5.3 of [10] , Problem 3.5.1 of [14] , in Exercise 4.4.7 of [11] , as well as to [4] , [5] and [16] . In the case of O bounded with ∂O piecewise smooth, we have another sufficient condition for U to be a classical solution of (1.8), (1.9) whenever it can be checked directly that U ≡ 0 on (0, ∞) × ∂O : the functions a, b, f and k are bounded and a is continuously differentiable and uniformly elliptic on O. Under these conditions, a classical PDE result (see e.g. 
4.2.
Connections between Distributional and Viscosity Solutions. In the paper [8] , H. Ishii showed that the two kinds of weak solutions of (1.8) we have been discussing are equivalent, under very nice regularity conditions on the coefficients as well as on the weak solution u . We state his results in our setting: .8), it is also a distributional solution of (1.8); whereas (ii) if σ ∈ C 1 (Q) and u is a distributional solution of (1.8), then u is also a viscosity solution of (1.8).
We have shown in Theorem 2.2 that U is a viscosity solution of (1.8). In order to apply Theorem 4.7 to prove that U is also a distributional solution, we need a ij ∈ C 1,1 (Q), b i ∈ C 0,1 (Q), and U to be continuous. The difficulty in our setting comes from the fact that we want to assume the coefficients to be only continuous, and that the continuity of U is not known a priori. However, if all of the conditions in Theorem 4.7 hold, we have shown that U is then a classical solution (see Remark 4.6).
Joint Continuity of U in the One-dimensional Case
When n = 1, the function U(t, x) is shown to be jointly continuous in (t, x) on [0, ∞) × O in [10] . This section generalizes this result for U (t, x) by starting with the continuity in t and then using a "coupling" argument in conjunction with the property (4.4) in [10] . f ′′ a are bounded on O.
Remark 5.2. The tail distribution function U(t, x) with f ≡ 1 and k ≡ 0 is a special case that satisfies Condition (ii).
Proof. Let C 0 > 0 be an upper bound of |f | and |k| on O, then
We first show the continuity of U (t, x) in t.
Lemma 5.3. The function t → U (t, x) is continuous for any given x ∈ O.
Proof. Fix (t, x) ∈ [0, ∞) × O. We first prove the left-continuity. The proof for the rightcontinuity is similar. Assume that t ∈ (0, ∞). For any t ′ ∈ [0, t), we have
i.e., ∆ j , j = 1, 2, 3, denotes the jth expectation in (5.2). It then suffices to show that each ∆ j → 0 as t ′ ↑ t . (Case 1) j = 1:
by the continuity of U. Here in the inequality we used the decreasing property of 1 {S>t} in t .
(Case 2) j = 2:
Notice that
and
where the last inequality follows from the fact that z + 1/z ≥ 2 , ∀ z > 0 , therefore
(Case 3) j = 3: (i) If Condition (i) holds, there exist constants C > 0 and α
it suffices to show that
, then by Hölder's inequality
Let us recall from (1.1) that
therefore Cauchy-Schwarz inequality and Burkholder-Davis-Gundy inequalities give
Remark 5.4. We have a simpler proof for the right-continuity by taking advantage of the right-continuity of 1 {S> · } in conjunction with the continuity and boundedness of the paths of f (X(·)) and Y (·) (see (5.1)). It follows from the dominated convergence theorem that
Now let us go back to the joint continuity. Define the stopping time
by (5.6). Since
by the joint continuity of U, and f is always continuous under either Condition (i) or (ii), we conclude that
Now assume t > 0. For any ε > 0, according to Lemma 5.3, there exists δ ∈ (0, t/2) such that
For any t ′ ∈ (t − δ, t + δ) (thus t ′ > δ), we decompose U (t, x) and U (t ′ , x ′ ) into the following two terms, respectively: U (t, x) = E x ′ 1 {Hx<δ} U (t, x) + E x ′ 1 {Hx≥δ} U (t, x) =: E 1 + E 2 ,
Conclusions and Future Research
We have characterized the function U as a viscosity solution of the parabolic equation (1.8) and shown that, under appropriate conditions, U is dominated by any (i) nonnegative classical supersolution of (1.8), (1.9).
(ii) lower-semicontinuous viscosity supersolution of (1.8), (3.4) , and (iii) nonnegative distributional supersolution of (1.8), (4.3). We have also shown that U is jointly continuous when n = 1. It would be interesting to investigate whether those conditions can be relaxed or even removed, especially for (ii) (see Theorem 3.4), namely, whether U is always the smallest viscosity supersolution of the Cauchy problem (1.8), (1.9) .
It would be also interesting to study whether U is a distributional (super)solution, a requirement which consists of two parts: that the function U belong to the space W Proof. We first show that U(t, x) is a viscosity subsolution to (1.4). The proof for the viscosity supersolution property is similar.
According to the definition of viscosity subsolution, and recalling the joint continuity of U ([10, Proposition 4.3]), if suffices to verify that for any test function ϕ(t, x) ∈ C 1,2 ((0, ∞) × O) and for any (t 0 , x 0 ) ∈ (0, ∞) × O with (A.1) (U − ϕ)(t 0 , x 0 ) = max (t,x)∈(0,∞)×O (U − ϕ)(t, x) = 0 , we have the inequality G(t 0 , x 0 ) ≤ 0 for the function G(t, x) := (ϕ t − Lϕ)(t, x) .
We start the diffusion process X(·) at X(0) = x 0 , consider α > 0 such that [x 0 −α, x 0 +α] ⊂ O, and define T α := inf {t > 0 : |X(t) − x 0 | > α}. Then we have S > T α if T α < ∞ , and S = ∞ if T α = ∞. In either case, the bounded stopping time Finally, since θ m = 1/m (→ 0) for sufficiently large m, the mean value theorem and the continuity in s give lim m→∞ G m (t 0 , x 0 ) = G(t 0 , x 0 ) , as desired. We can show similarly that U is a viscosity supersolution of (1.4), and complete the proof.
Remark A.2. This proof also works in several dimensions, whenever it is known in advance that the function U is continuous.
