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2Université de Lorraine, CNRS, Inria, LORIA F-54000 Nancy, France,
name.surname@inria.fr
Monday 5th November, 2018
Abstract
Early detection of frailty signs is important for the
senior population that prefers to keep living in their
homes instead of moving to a nursing home. Sleep
quality is a good predictor for frailty monitoring.
Thus we are interested in tracking sleep parameters
like sleep wake patterns to predict and detect poten-
tial sleep disturbances of the monitored senior res-
idents. We use an unsupervised inference method
based on actigraphy data generated by ambient mo-
tion sensors scattered around the senior’s apartment.
This enables our monitoring solution to be flexible
and robust to the different types of housings it can
equip while still attaining accuracy of 0.94 for sleep
period estimates.
Index Terms— Inference mechanisms, Unsuper-
vised learning, Senior citizens, Smart homes, Ambi-
ent Assisted Living
1 Introduction
The world population is converging towards 17% be-
ing over 60 years old by 2050[1]. Care-taking of
this senior population is getting more difficult given
the general socio-economic context of the active and
senior demographic. From the World bank database,
the aged dependency ratio which is the ratio of people
older than 64 to the working age population went
from 8.6% in 1960 to 12.9% in 2016[2]. According
to the United States Census Bureau, around 29% of
adults aging 65 or older live alone[3]. The US na-
tional median cost of a semi-private Room in a nurs-
ing home is projected to grow by 243% from 2017
to 2047[4]. This paper takes part in a project which
goal is to develop an ambient health care monitoring
system that minimizes the senior’s involvement and
interaction with it. The solution should then not need
any type of learning or setup to start giving imme-
diate accurate results. We present the algorithm we
use for the Sleeping Activity of Daily Living.
Our method works on environments equipped with
binary motion sensors. These sensors report motion
that happens in their field of view. The sensors we use
report a timestamp for when they detect movement
and another one for when they no longer detect it.
The reported activity data can then be represented
by a boolean time-series. Using this representation
has many advantages. It is easy to work with but
also easy to translate into from more complex rep-
resentations coming from non binary motion sensors
like depth of field cameras for instance.
2 Related work
Formal sleep study in the medical field or Sleep medi-
cine is done through Polysomnography [5] which is
a diagnostic tool in sleep medicine done in Sleep
Labs. However, nowadays, there is a surge of Direct-
to-consumer trackers and devices popularizing and
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bringing perhaps limited but still usefull sleep ana-
lysis tools to the masses[6, 7]. These tools come
in different shapes and forms. Some are wearable
sensors akin to smart watches[8, 9]. Others are smart-
phone applications which come either as companions
for the Wearables or as stand-alones[10]. There is also
more involved solutions like general public ambient
smart-home sensors[11, 12] or whole remote Health-
care Monitoring systems[13, 14].
These applications make use of different mod-
els and methods to track and follow the user’s
sleep schedule. Some are based on heartbeat
monitoring[15, 16] or accelerometers (actigraphy-
based solutions)[17], while others use simpler features
like smartphone events (screen activations[18, 19], au-
dio features[20], app usage[21]. . . ).
There are three different axes that need exploring
to get an overview of these different methods for sleep
monitoring: types of sensors, types of collected data,
and types of algorithms.
These axes are not totally independent from one
another, but they do offer a good framework for set-
ting the context of any given work on this subject.
Following what kind of application is being sought
for, sleep tracking can be done using different types
of sensors. These can be categorized into two main
groups: ambient or wearable. Perhaps the most well-
known ones are of the wearable kind with the big
surge of smart-watches and activity tracker wrist-
bands these past few years[6]. However, we are also
noticing the same happening for the adoption of am-
bient smart-home solutions at least on the end con-
sumer market[11]. Ambient sensors are in the middle
ground between sleep medicine style studies using
Sleep Labs and EEG setups which are aimed at tech-
nically advanced and specialized use cases and wear-
ables which are mainly used outdoors during the day.
Ambient sensor setups offer a lot of possibilities in
terms of data that can be collected. A simple and
straight forward one would be video capture which is
often frowned upon and not desirable for obvious pri-
vacy concerns. In the context of home automation,
motion sensors (PIR sensors) are the most used data
sources for activity tracking indoors[22]. These can
also come packaged with temperature, light, humid-
ity and other types of sensors in general[23]. Other,
perhaps more exotic, sensors allow for capturing 3d
body skeletons and silhouettes[24] or heat signatures
with radio signals[25].
Algorithms for sleep or ADL tracking in general
come in two groups[26]: supervised and unsuper-
vised. Some well-known examples of supervised
methods used for human activity recognition are
Classifiers like Naive Bayes and Random Forest[27],
Hidden Markov Models[28] and Deep Convolutional
Neural Networks[29]. Even though the majority
of activity recognition or more specifically ambient
activity recognition algorithms are supervised, they
are inherently hard to scale given not only to their
need for annotated training data but also due to in-
herent differences in the lifestyles of people. Unsu-
pervised methods are mostly model based inference
algorithms that can work on a small amount of data.
They range from simple rule-based algorithms[18] to
Monte-Carlo Markov Chain setups[19].
We propose an ambient assisted living approach
that minimizes the patient’s involvement with the
monitoring system. We make use of motion sensors
given their simplicity and availability in conjunction
with a model based inference algorithm.
3 Method
3.1 Dataset
We use one of the many publicly available datasets
of the WSU CASAS Project[30] for the experiment-
ation and evaluation of our algorithm. The CASAS
project’s purpose is to serve as a platform for the col-
lection of real world data for research projects related
to smart environments and health monitoring and in-
tervention. The one we used in particular contains
data collected from the home of a volunteer adult.
The home is equipped with motion sensors that re-
port binary ON and OFF data with a timestamp at
each time they sense and stop sensing activity.
which means that we basically have access to a
boolean time-series of sensor activations.
The dataset we use has a total of 219 nights worth
of data spanning from 2010-11-04 to 2011-06-11 with
over 1,713,128 sensor activations reported from the
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sensors placed all around the resident’s house which
floor-plan.
Figure 1 shows reported data from these sensors
centered around midnight and re-sampled on slices
of 10 minutes. As we can see there is an obvious
change of rate in sensor activations when the resid-
ent is asleep at night. This is the main assumption
we make for the elaboration of our algorithm for find-
ing the sleeping periods which we will assume is the
interval where we have different sensor activations (in
most cases fewer).
The input data for the algorithm for each night
inference is centered around midnight and re-sampled
on slices of 10 minutes.
3.2 Algorithm
3.2.1 Model
The main assumption being that the reported sensor
data is strongly correlated with the level of activity in
the apartment. Periods with very few sensor activa-
tions would correlate to calmer activities like Reading
or Relaxing, and even longer periods to Sleeping.
We also assume that the resident is awake at noon
which is most likely the case especially for elder senior
residents in nursing homes for example.
Our method is based on the Bayesian Switch-point
Model[31], sometimes also known by the name of
Bayesian Change Point Analysis: given a sample of
observations from a process of randomly occurring
events over a period of time, we search for a change
in the rate at which events occur. For example an
increase or decrease in the frequency of the observa-
tions.
We name the period of low activity the Sleep
period, and the period of high activity the Wake
period.
Since sensor observations (Mt) are boolean time
series, they are modeled after a Bernoulli law (1) of
parameter Pt: the probability that the sensor would
activate at the slice t. This parameter changes ac-
cording the period the slice t is in: Let Ps be the
probability of observing a sensor activation during
the Sleep period and Pw of observing a sensor activa-
tion during the wake period. Since the goal is to find
Figure 1: Illustration of sensor data centered around
midnight showing a clear change in the rate of sensor
activations.
when the Sleep period starts and ends we introduce
the two variables Ts and Tw that correspond to its
boundaries. This enables us to build a boolean vari-
able St (2) that conveniently reports which period
each time slice t is in.
Mt ∼ B(Pt), Pt =
{
Ps if St = 0




0 if Ts ≤ t < Tw
1 if t < Ts or t ≥ Tw
(2)
3.2.2 Maximum a posteriori estimate
We consider that we have a stronger prior knowledge
of the wake times Tw and sleep duration D = Tw−Ts
than on the sleep time Ts. This way the value of Ts
is not too much constrained towards its prior.
Inferring Ts and Tw is done by computing the max-
imum a posteriori (MAP) estimate P of Ts = ts, Tw =
tw, Ps = ps, Pw = pw with [ts, tw] being the sleeping
period where a sensor get activated with probability
ps and [0, ts[∪]tw, N ] the wake period where a sensor
gets activated with probability pw given the observa-
tions of sensor activations M = {Mt,∀t ∈ [0, N ]}:




P (Ts, Tw, Ps, Pw | M) (3)
with:
P (Ts, Tw, Ps, Pw | M) = P (M | Ts, Tw, Ps, Pw)
× P (Tw)× P (D)
(4)
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P (M | Ts, Tw, Ps, Pw) being the likelihood of Ts =
ts, Tw = tw, Ps = ps, Pw = pw given the observations
M .
We consider that Ps and Pw have a uniform prior
meaning that P (Ps, Pw) cancels out in the maximiz-
ation process and we have:
P (Ts = ts, Tw = tw) =
∑
d
P (Ts, Tw, D = d)
=P (Ts, Tw, D = tw − ts) +
∑
d 6=tw−ts
P (Ts, Tw, D)
=P (Tw = tw)× P (D = tw − ts)
(5)
As for the Tw and D priors we choose a normal
distributions centered around 8:00 AM in the morn-
ing for Tw and 8 hours of sleep for the night duration
and both with a standard deviation of an hour and
30 minutes:
Tw ∼ N (8 : 00 AM, 1h30)
D ∼ N (8 hours, 1h30)
(6)
In practice the Tw and D values are discretized.
Figure 2 is a graphical representation of the model
described above. The slate t = 0, . . . , N−1 represents
the number of time slices that constitutes the data
record spanning from noon of a day d to noon of day
d + 1. The slate R ∈ Rooms represents the number
of sensor timeseries available.
From equation 3 and 4 we have to maximize the
posterior:




P (Mt | Ts, Tw, Ps, Pw)︸ ︷︷ ︸
likelihood L
(7)
In order to maximize the posterior we have to max-



































Pp(Xt = xt) with iid Xt ∼ B(p) (10)
Equation 10 is a Bernoulli maximum likelihood es-
timate (MLE) for the parameter p that accepts a





















That can be solved with an exact computation of
complexity O(N3).
3.2.3 Soft evidence
However we have to take into consideration that some
sensor observations in some rooms don’t give any
information related to our model parameters. For
example observing a lack of movement doesn’t sys-
tematically correlate with a passive activity anymore
since the resident could be active elsewhere. In other
words, our evidence on the observations is no longer
certain when taking into consideration all the differ-
ent sensors scattered in the different rooms. Thus
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we need to introduce soft-evidence in the inference
calculations.
Soft-evidence can be modeled over the observations
M by the following distribution: e(Mt | Xt)[32]. It
isn’t a model parameter but an external process we
hook into the MAP computation to model the uncer-
tainty of the observations. So we get to freely set the
values of e:
e Mt = 0 Mt = 1
Xt = 0 0.3 0.7
Xt = 1 0 1
The new objective function will be the expectation
of the log-posterior:∫
M∼e(X)
log (P (Tw)× P (D)× L) de(X) (12)
i.e.
logP (Tw) + logP (D) +
∫
logL (13)
For a given Ts and Tw, the optimum value of Ps is
the one that maximizes:
∫














The same goes for Pw.
3.3 Method evaluation
We evaluate our algorithm using the sleep annota-
tions present in the dataset. We run the inference for
each night then compute the error over the inferred
values of Ts and Tw:
ex = Tx − T annotatedx
Figure 3: Boxplot of the error on Ts, Tw, and D
which is the distribution of the relative error over all
of the 219 available nights. A box plot of this distri-
bution gives an idea of how much outliers would be
resulted from the algorithm. They are points outside
the range [Q1 − 1.5× IQR,Q3 + 1.5× IQR].
We also evaluate it as a binary classification prob-
lem for each time slice by constructing the vectors
of annotated times S = (St | t ∈ 0..N) and inferred
times Ŝ = (Ŝt | t ∈ 0..N). We can thus compute the
accuracy, precision, recall and F1 scores over all the
nights.
4 Results
The results on the annotated dataset yields a global
accuracy 0.94 with an F1 score of 0.90. The preci-
sion and recall scores are respectively 0.85 and 0.95.
Figure 4 shows a more detailed view for these res-
ults on an histogram over all of the dataset’s nights.
From the accuracy histogram, 80.82% of the evalu-
ated nights have an accuracy over 0.9. 44.74% for
the precision, 89.5% for the recall and 56.16% for the
F1 score.
Figure 3 contains the boxplots of the distributions
of the relative error on Ts, Tw, and the night dura-
tion D rounded on hours. Both medians are centered
around 0 minutes. es whiskers span from -3 hours
and 10 minutes to +2 hours while ew’s span from -1
hour 50 minutes to +2 hours 50 minutes.
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Figure 4: Histogram of the computed accuracy, pre-
cision, recall and F1 scores for each night
5 Discussion
The main contribution of this work is a method for
sleep inference which is computationally inexpensive
and applicable to all kinds of ambient sensor setups as
long as the reported data holds motor activity inform-
ation. This method is already directly usable on any
new or existing installation as is or with minimum
tuning on the Ts and D priors. The use of soft evid-
ence makes it possible to work on data without having
to take into consideration the resident’s whereabouts
and possibly have in the mix sensor data not follow-
ing the sleep-wake model without it impacting too
much the inference results.
The accuracy, precision, recall, and F1 global and
histogram scores show that this method is also in
line with and even slightly better than the expected
results from an unsupervised one[19].
SensibleSleep[19] is also a discrete event based
method for extracting sleep patterns. The paper
uses this method in conjunction with smartphone
events. The inference is based on the Markov Chain
Monte Carlo method[33] that fits the model to the
observed data and outputs the posterior distribution
of the parameters. In contrast, we show that by us-
ing our model, directly computing a closed form solu-
tion yields comparable results while being computa-
tionally inexpensive even on smaller bin sizes (our
method discretizes the day into 10 minute bins in-
stead of 15 minutes for theirs).
Another advantage of this method is the fact that
we do not assume Ps ≤ Pw in the inference algorithm
since it is not necessarily true all the time. For ex-
ample chances are that we observe more movements
in the bedroom during the night than the day either
because of sleep agitation or bathroom visits or sens-
itive sensors. However this explains outlier cases
where the algorithm finds a segment of higher likeli-
hood with more sensor activations than the true sleep
period.
There are also other limits to how reliable this al-
gorithm can be, since as shown on figure 3, the infer-
ence seems inclined into overestimating wake times
and underestimating sleep times.
A possible enhancement to the algorithm can be to
add a learning component on the priors so the more
data gets collected the more they get refined. An-
other one might be a way to compute the confidence
in the inferred sleep periods as a starter for work on
alerts of sleep agitation or deprivation or unusual and
abnormal activity.
However this algorithm in its current state is
already deployed in 16 installations including nurs-
ing homes and private apartments. The wake time
inference is used by the nursing staff as a way to ap-
proximate the time when residents wake up so they
can go help them in their morning routine. From
the inferred sleep period we can also infer nocturnal
activity for potentially fragmented sleep problems or
medical problems related to frequent bathroom visits.
6 Conclusion
We have presented an unsupervised method for sleep
period detection using binary time-series of motor
activity data. This method is quite simple and com-
putationally inexpensive which makes it possible to
integrate into existing medical monitoring devices. It
is also cost-effective as it doesn’t need any special
setup (calibration, learning phase or special sensor
placement) that for example depends on the geo-
metry or the nature of the residency’s different rooms.
The method also supports a dynamically changing
number of sensors. This algorithm is currently being
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used in nursing home rooms and apartments for the
experimentation phase of the project this paper has
originated from.
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