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Abstract
Spike propagation for spatially correlated inputs in layered neural net-
works has been investigated with the use of a semi-analytical dynamical
mean-field approximation (DMA) theory recently proposed by the author [H.
Hasegawa, Phys. Rev. E 67, 041903 (2003)]. Each layer of the network is
assumed to consist of FitzHugh-Nagumo neurons which are coupled by feed-
forward couplings. Applying single spikes to the network with input-time
jitters whose root-mean-square (RMS) value and the spatial correlation are
σI and sI , respectively, we have calculated the RMS value (σOm) and the cor-
relation (sOm) of jitters in output-firing times on each layer m. For all-to-all
feedforward couplings, sOm gradually grows to a fairly large value as spikes
propagate through the layer, even for inputs without the correlation. This
shows that for the correlation to be in the range of observed value of 0.1-0.3,
we have to take into account noises and more realistic feedforward couplings.
Model calculations including local feedforward connections besides all-to-all
feedforward couplings in multilayers subject to white noises, have shown that
in a long multilayer, σOm and sOm converge to fixed-point values which are
determined by model parameters characterizing the multilayer architecture.
Results of DMA calculations are in fairly good agreement with those of direct
simulations although the computational time of the former is much smaller
than that of the latter.
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I. INTRODUCTION
In living brains, information is carried by spikes which propagate from one cortical area
to another area. It has been controversial how information is coded in spikes (for review, see
[1]- [7]). One possibility is that information is coded in the number of spikes within a short
time window (rate code) [8]. Indeed, firing activities of motor and sensory neurons have
been reported to vary in response to applied stimuli. In an alternative temporal code, on the
contrary, information is assumed to be carried by precise firing times of neurons [9]- [11]. One
of problems in the rate coding is that a fairly long time of tens of milliseconds are required
to read out the rate for typical firings rate of 10-100 Hz. However, human visual systems, for
example, have been reported to quickly classify patterns within 250 ms despite the fact that
at lest ten synaptic stages are involved from retina to the temporal brain: transmission times
between the two successive stages are no more than 10 ms on the average [12]. A possible
mechanism to speed up reading of firing rate may be to collect spikes of many independent
neurons in a population (population code) [13] [14], where many parallel neurons perform
the same task with the inefficient, high redundancy. On the other hand, one of problems
in the temporal coding is that spikes are vulnerable to noise while the rate coding performs
robustly but inefficiently. These issues on coding have been theoretically studied in a single
neuron ensemble. It is not clear whether these conclusions may be applied to multilayer
architectures relevant to cortical processing.
Studies with the use of multiunit recordings of frontal cortex of monkeys have shown
that a spatiotemporal pattern of highly synchronous firings can propagate through several
tens of synaptic connections [15]. A simple model accounting for this phenomenon is a
feedforward synfire chain first proposed by Abeles [15]. Since the synfire chain model was
proposed, many studies have been made on its properties [16]- [24]. In the rate coding,
neurons in each layer are expected to fire in uncorrelated manner with other neurons in the
same layer. Neurons in a given layer are assumed to compute the average firing rate of the
neurons in the previous layer in order to generate the output rate which is related to the
input rate. In a feedforward network, however, this firing may propagate to the next layer
in synchronous way [15], which is detrimental for the rate code. Diesmann, Gewaltig and
Aertsen [18] have shown by simulations of integrate-and-fire (IF) neuron model that a pulse
packet can propagate through the synfire chain if a packet satisfies the condition which is
specified by the two parameters: one is the number of spikes in a pulse packet and the
other is the root-mean-square (RMS) value of firing times in a pulse packet. The result of
Diesmann et al. [18] has been confirmed by the method of Fokker-Planck equation [19].
It has been not clear whether feedforward networks support the rate-code or temporal-
code hypothesis. Shadlen and Newsome [25,26] have claimed the feasibility of the rate
code, adopting a model in which excitatory and inhibitory synaptic inputs are assumed to
be balanced. Because of this balanced input, postsynaptic potentials fluctuate around the
resting potential, which yields random firings in output neurons. It has been shown that if
each pair of output neurons shares less than 40 percent of input neurons, only a small degree
of synchrony will be developed, which assures an feasibility of the rate code. The efficiency
of the rate code transmission in unbalanced feedforward networks has been also studied [22].
Quite recently, however, it has been pointed out that in long feedforward networks, input
firing rate cannot be transmitted reliably because the mean firings rate in a deep layer is
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independent of input firing rate [23].
Studies on feedforward networks have been so far made mostly by direct simulations for
networks described by the simplest IF model. It is worthwhile to make a more detailed study
on feedforward multilayers by employing more realistic neuron model with an analytical
method besides simulations. In a previous paper [24] (referred to I hereafter), we have
developed the semi-analytical dynamical mean-field approximation (DMA) theory as an
efficient tool dealing with large-scale FitzHugh-Nagumo (FN) neuron ensembles subject to
noises [27] [28], by extending the moment method [29]. Original 2N -dimensional stochastic
differential equations (DEs) for a N -unit FN neuron ensemble are transformed to N(2N+3)-
dimensional deterministic DEs for means, variances and covariances of local and global
variables. Recently DMA has been successfully applied to neuron ensembles described by
the realistic Hodgkin-Huxley (HH) model [30] [31]. The FN neuron model adopted in I for
a feedforward network is obtainable by a simplification of the HH model [27] [28], and it is
expected to be more realistic than IF model. We have investigated in I, the spike propagation
through the network, taking no account of the spatial correlation. Experimentally, correlated
firings have been observed in a variety of neurons [32]- [40]. It has been reported that the
correlation coefficient between cells is about 0.12 in V5 of a rhesus monkey [32], 0.1-0.3 in
human motor units of muscles [36], and about 0.3 in cat’s lateral geniculate nucleus (LGN)
[34] and in retinal ganglion cells of rabbits [39]. Theoretical studies on the input correlation
have shown that it may yield a significant effect on the firing rate and the variability of
outputs [41]- [48]. Calculations with the use of IF model have shown that the firing rate
of outputs is increased with increasing the input correlation for low firing rates of inputs
but is decreased for their high firing rates [41] [46] [48]. The variability of output spikes of
IF model is an increasing function of the input correlation, whereas that of HH model is a
decreasing function of the input correlation [47].
These studies have been made for a single neuron ensemble [41]- [48]. We expect that
the spatial correlation plays an important role also in multilayer networks. Although some
theoretical studies have investigated the cross-correlation of spike rates averaged over long
times [23], there have been no calculations of the firing-time correlation in multilayers, as
far as the author is concerned. We have developed, in I, a new method calculating the
instantaneous synchronization ratio in neuron ensembles which is expressed in terms of
variances of local and global variables [Eq. (58)]. As will be shown shortly, the calculated
correlation in multilayers with all-to-all feedforward couplings subject to weak noises is
developed to a fairly large value as spikes propagate, even for inputs without the correlation.
In order that the correlation remains in the range of the observed value of 0.1-0.3 mentioned
above [32]- [40], we have to take into account at least two factors: one is the more detailed
connectivity in feedforward couplings besides the all-to-all coupling and the other is noises.
As for the first issue, we have assumed, in this study, that our multilayer network includes,
besides all-to-all couplings, local couplings in which each neuron in a given layer receives an
input from one neuron in the preceding layer. All-to-all and local couplings are superimposed
with fractions of p and 1− p, respectively, where p denotes a parameter expressing a degree
of all-to-all component in the total feedforward couplings. As for the second issue, several
conceivable sources of noises have been reported: (i) cells in sensory neurons are exposed to
noisy outer world, (ii) ion channels of the membrane of neurons and synaptic transmission
by a release of synaptic vesicles are essentially stochastic, and (iii) synaptic inputs include
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leaked currents from neighboring neurons. In this study, we have taken account of white
noises which are independently added to all neurons. Applying spike inputs to the first layer
of the network with the spatial correlation in input-time jitters, we have investigated the
effect of the spatial correlation in multilayer with all-to-all and local feedforward couplings
subject to independent noises.
The paper is organized as follows: In Sec. II, we will discuss an adopted multilayer with
feedforward couplings. By using DMA, the RMS value (σOm) and the correlation (sOm) of
jitters in output firing times at layer m are expressed as functions of the RMS value (σI)
and the correlation (sI) of jitters in input times. In Sec. III, some model calculations are
reported of the correlated spike propagation through the multilayer by using DMA theory
and direct simulations. The final Sec. IV is devoted to discussions and conclusions.
II. LAYERED NETWORKS CONSISTING OF FN NEURONS
A. Adopted model
We have adopted M-layer neural networks in which each layer includes N -unit FN neu-
rons. Dynamics of a single FN neuron j (=1 to N) in a given layer m (=1 toM) is described
by nonlinear differential equations (DEs) given by
dxmj(t)
dt
= F [xmj(t)]− c ymj(t) + I(c1)mj (t) + I(c2)mj (t) + I(e)mj(t) + ξmj(t), (1)
dymj(t)
dt
= b xmj(t)− d ymj(t) + e, (2)
with
I
(c1)
mj (t) =
(
w1
N − 1
) ∑
k(6=j)
G(xmk(t)), (3)
I
(c2)
mj (t) = (1− δm1) w2 [
(
p
N
) ∑
k
G(xm−1k(t)) + (1− p)G(xm−1j(t))], (4)
I
(e)
j (t) = δm1 u H(t). (5)
In Eqs. (1)-(5), F [x(t)] = 0.5 x(t) [x(t) − 0.1] [1 − x(t)], b = 0.015, c = 1.0, d = 0.003 and
e = 0 [24] [29], and xmj and ymj denote the fast (voltage) and slow (recovery) variables,
respectively, of a given neuron j in the layer m; I
(c1)
mj (t) in Eq. (3) denotes the intra-layer
couplings with the strength w1, the sigmoid function G(x) given by G(x) = 1/[1+exp[−(x−
θ)/χ]], the threshold θ and the width χ [49]; the first and second terms of I
(c2)
mj (t) in Eq.
(4) stand for all-to-all and local couplings, respectively, with the inter-layer feed-forward
couplings w2, p denoting the degree of common inputs to neuron j in the layer m from
neurons in the preceding layer m − 1 [50]; I(e)j in Eq. (5) denotes inputs applied to the
first layer with magnitude of u and an arbitrary function of H(t) whose explicit form will
be specified below [Eq. (8)]; the last term of Eq. (1), ξmj(t), expresses the Gaussian white
noise given by
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< ξmj(t) > = 0, (6)
< ξmj(t) ξnk(t
′) > = β2 δjk δmn δ(t− t′), (7)
where β denotes the magnitudes of noises and the bracket < · > expresses the expectation
value.
We will study effects of the spatial correlation in single spikes on the propagation of spike
inputs. We adopt an external input I
(e)
j in Eq. (5) with the alpha function, α(t):
H(t) = α(t− tIj) = [(t− tIj)/τs] exp[1− (t− tIj)/τs] Θ(t− tIj), (8)
where τs stands for the synaptic time constant and Θ(t) the Heaviside function given by
Θ(t) = 1 for t ≥ 0 and 0 otherwise. We assume that jitters in input times tIj in Eq. (8)
obey the Gaussian distribution with means and variance given by
< tIj > = tI , (9)
< δtIj δtIk > = σ
2
I [δjk + (1− δjk) sI ], (10)
where δtIj = tIj − tI , σI and sI denote RMS value and the spatial correlation, respectively,
of input-time jitters.
When an input spike given by Eqs. (5) and (8) is applied to the first layer, it may
propagate through the multilayer in the propagating regime [18]. The firing time of a given
neuron j in the layer m is defined as the time when the fast variable xmj(t) crosses the
threshold θ from below:
tOmj = {t | xmj(t) = θ; x˙mj > 0}. (11)
Means, RMS value and the spatial correlation of jitters in output firing times on the layer
m are given by
tOm = < tOmj >, (12)
σ2Om = < δt
2
Omj >, (13)
sOm =
1
N(N − 1)
∑
j
∑
k(6=j)
< δtOmj δtOmk >√
< δt2Omj >< δt
2
Omk >
, (14)
where δtOmj = tOmj − tOm. We will calculate σOm and sOm as functions of σI and sI for a
set of model parameters by direct simulations and DMA theory, details of the latter being
discussed in the following subsection.
B. DMA theory
1. Equations of motions
As in I [24], we first define the global variables for the layer m by
Xm(t) =
1
N
∑
j
xmj(t), (15)
Y m(t) =
1
N
∑
j
ymj(t), (16)
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and their averages by
µm1 (t) = < X
m(t) >, (17)
µm2 (t) = < Y
m(t) > . (18)
Next we define variances and covariances between local variables in the layers n and m,
given by
γn,m1,1 (t) =
1
N
∑
j
< δxnj(t) δxmj(t) >, (19)
γn,m2,2 (t) =
1
N
∑
j
< δynj(t) δymj(t) >, (20)
γn,m1,2 (t) =
1
N
∑
j
< δxnj(t) δymj(t) >, (21)
γn,m2,1 (t) =
1
N
∑
j
< δynj(t) δxmj(t) >, (22)
and those between global variables in layers n and m, given by
ρn,m1,1 (t) = < δX
n(t) δXm(t) >, (23)
ρn,m2,2 (t) = < δY
n(t) δY m(t) >, (24)
ρn,m1,2 (t) = < δX
n(t) δY m(t) >, (25)
ρn,m2,1 (t) = < δY
n(t) δXm(t) >, (26)
where δxmj(t) = xmj(t) − µm1 (t), δymj(t) = ymj(t) − µm2 (t), δXm(t) = Xm(t) − µm1 (t) and
δY m(t) = Y m(t)− µm2 (t). It is noted that for n = m, we get γm,m1,2 = γm,m2,1 and ρm,m1,2 = ρm,m2,1 .
In deriving equations of motions, we have assumed small β and σI , and the Gaussian
distribution of state variables, as in I. The interlayer correlation between layers, which was
neglected in I, has been taken into account within the nearest-layer approximation (NLA)
in which the correlation beyond adjacent layers is neglected, as given by
ρm−ℓ,mκ,λ = 0. for ℓ > 1 (κ, λ = 1, 2) (27)
After some manipulations, we get the following DEs for m=1 to M (arguement t is ne-
glected):
dµm1
dt
= fm0 + f
m
2 γ
m,m
1,1 − cµm2 + w1gmo + δm1 u h0 + (1− δm1) w2 gm−10 , (28)
dµm2
dt
= bµm1 − dµm2 + e, (29)
dγm,m1,1
dt
= 2(amγm,m1,1 − cγm,m1,2 ) + 2w1gm1 ζm,m1,1 + β2 + 2Xm1,1, (30)
dγm,m2,2
dt
= 2(bγm,m1,2 − dγm,m2,2 ), (31)
dγm,m1,2
dt
= bγm,m1,1 + (a
m − d)γm,m1,2 − cγm,m2,2 + w1gm1 ζm,m1,2 +Xm1,2, (32)
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dρm,m1,1
dt
= 2(amρm,m1,1 − cρm,m1,2 ) + 2w1gm1 ρm.m1,1 +
(
β2
N
)
+ 2Y m1,1, (33)
dρm,m2,2
dt
= 2(bρm,m1,2 − dρm,m2,2 ), (34)
dρm,m1,2
dt
= bρm,m1,1 + (a
m − d)ρm,m1,2 − cρm,m2,2 + w1gm1 ρm,m1,2 + Y m1,2, (35)
with
ζn,mκ,λ =
(ρn,mκ,λ − γn,mκ,λ /N)
(1− 1/N) , (36)
Xm1,1 = δm1 u h1 P1(t) + (1− δm1) w2 gm−11 [p ρm−1,m1,1 + (1− p) γm−1,m1,1 ], (37)
Xm1,2 = δm1 u h1 P2(t) + (1− δm1) w2 gm−11 [p ρm−1,m1,2 + (1− p) γm−1,m1,2 ], (38)
Y m1,1 = δm1 u h1 R1(t) + (1− δm1) w2 gm−11 ρm−1,m1,1 , (39)
Y m1,2 = δm1 u h1 R2(t) + (1− δm1) w2 gm−11 ρm−1,m1,2 , (40)
where am = fm1 + 3f
m
3 γ
m
1,1, f
m
ℓ = (1/ℓ!)F
(ℓ)(µm1 ), g
m
ℓ = (1/ℓ!)G
(ℓ)(µm1 ) and hℓ =
(1/ℓ!)dℓ H(t)/dtℓ. In Eqs. (37)-(40), Pκ and Rκ (κ = 1, 2) express contributions to the
first layer (m = 1), obeying the following DEs (see the Appendix A):
dP1
dt
= a1P1 − cP2 +
(
w1g
1
1
N − 1
)
[NR1 − P1] + σ2I u h1, (41)
dP2
dt
= bP1 − dP2, (42)
dR1
dt
= a1R1 − cR2 + w1 g11 R1 + [
1
N
+ (1− 1
N
) sI ] σ
2
I u h1, (43)
dR2
dt
= bR1 − dR2. (44)
In Eqs. (37)-(40), γm−1,mκ,ν and ρ
m−1,m
κ,ν express the interlayer correlation between layers m−1
and m, satisfying DEs given by
dγm−1,m1,1
dt
= (am−1 + am)γm−1,m1,1 − c(γm−1,m1,2 + γm−1,m2,1 ) + w1(gm−11 + gm1 )ζm−1,m1,1
+ w2g
m−1
1 [p ρ
m−1,m−1
1,1 + (1− p) γm−1,m−11,1 ], (45)
γm−1,m2,2
dt
= b(γm−1,m1,2 + γ
m−1,m
2,1 )− 2dγm−1,m2,2 , (46)
γm−1,m1,2
dt
= bγm−1,m1,1 + (a
m−1 − d)γm−1,m1,2 − cγm−1,m2,2 + w1gm−11 ζm−1,m1,2 , (47)
γm−1,m2,1
dt
= bγm−1,m1,1 + (a
m − d)γm−1,m2,1 − cγm−1,m2,2 + w1gm1 ζm−1,m2,1
+ w2g
m−1
1 [p ρ
m−1,m−1
2,1 + (1− p) γm−1,m−12,1 ], (48)
dρm−1,m1,1
dt
= (am−1 + am)ρm−1,m1,1 − c(ρm−1,m1,2 + ρm−1,m2,1 ) + w1(gm−11 + gm1 )ρm−1,m1,1
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+ w2g
m−1
1 ρ
m−1,m−1
1,1 , (49)
ρm−1,m2,2
dt
= b(ρm−1,m1,2 + ρ
m−1,m
2,1 )− 2dρm−1,m2,2 , (50)
ρm−1,m1,2
dt
= bρm−1,m1,1 + (a
m−1 − d)ρm−1,m1,2 − cρm−1,m2,2 + w1gm−11 ρm−1,m1,2 , (51)
ρm−1,m2,1
dt
= bρm−1,m1,1 + (a
m − d)ρm−1,m2,1 − cρm−1,m2,2 + w1gm1 ρm−1,m2,1 + w2gm−11 ρm−1,m−12,1 . (52)
Original 2NM-dimensional deterministic DEs given by Eqs. (1)-(5) are transformed to Neq-
dimensional deterministic DEs given by Eqs. (28)-(52) where Neq = 12+16(M−1). If there
are no jitters (Pκ = Rκ = 0) or if the interlayer correlation is neglected (ρ
n,m
κ,λ = 0 for m 6= n),
DMA leads to 8M-dimensional DEs as in I. We note that the contribution of input jitters
to the first layer is proportional to σ2I in Eq. (41) whereas that to [1/N + (1− 1/N)sI ]σ2I in
Eq. (43).
2. Quantities relevant to output firings
Neuron Activity and Firing-Time Distribution
We will show, in this subsection, that from µm1 (t), γ
m,m
1,1 (t) and ρ
m,m
1,1 (t) which are obtained
from Eqs. (28)-(52), we may calculate the three important quantities relevant to output
firings on the layer m: the activity of neurons (aOm), the RMS value of output jitters (σOm)
and their spatial correlation (sOm).
The averaged distribution of the voltage variable xmj(t) is described by the Gaussian
distribution with the mean of µm1 (t) and the variance of γ
m,m
1,1 (t) [24] [29]. The probability
WOm(t) when xmj(t) at t is above the threshold θ is given by
WOm(t) = 1− ψ

θ − µm1 (t)√
γm,m1,1 (t)

 , (53)
where ψ(y) is the error function given by an integration from −∞ to y of the normal
distribution function φ(x):
φ(x) =
1√
2π
exp
(
−x
2
2
)
. (54)
The neuron activity in the layer m is given by
aOm = WOm(t
∗
Om), (55)
which is unity when all neurons in the layer fire at t = t∗Om defined by µ
m
i (t
∗
Om) = θ. The
fraction of firings of neurons in the layer m is given by [24]
ZOm(t) =
dWOm
dt
∼ φ(t− t
∗
Om
σOm
)
d
dt
(
µm1√
γm,m1,1
) Θ(µ˙1
m), (56)
with the RMS value of jitters of output spikes given by
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σOm =
√
< δt2Oj > =
√
γm,m1,1
µ˙1
m , (57)
where µm1 , µ˙1
m and γm,m1,1 are evaluated at t
∗
Om. Our σOm corresponds to σO, RMS of firings
times, of Diesmann, Gewaltig and Aertsen [18].
Synchronization ratio and Correlation of output firings
The synchronization ratio Sm(t) in a given layer m is given by [24]
Sm(t) =
[ρm,m1,1 (t)/γ
m,m
1,1 (t)− 1/N ]
(1− 1/N) (58)
=
1
N(N − 1)
∑
j
∑
k(6=j)
< δxmj δxmk >√
< δx2mj >< δx
2
mk >
, (59)
which is 0 and 1 for completely asynchronous and synchronous states, respectively. Then
the spatially-averaged correlation of output firing times in layer m defined by Eq. (14), is
given by
sOm =
1
N(N − 1)
∑
j
∑
k(6=j)
< δtOmj δtOmk >√
< δt2Omj >< δt
2
Omk >
= Sm(t
∗
Om), (60)
where the relation given by Eq. (57) is adopted.
Thus aOm, σOm and sOm given by Eqs. (55), (57) and (60), respectively, are expressed
in terms of µm1 , γ
m,m
1,1 and ρ
m,m
1,1 , and they depend on model parameters of σI , sI , p, β, w1,
w2 and N .
III. MODEL CALCULATIONS
A. Effects of sI
In this study, we pay our attention to the response of multilayer networks to a single
spike input of I(e)(t) with tI = 100 in Eqs. (5) and (8). We have adopted the parameters
of u = 0.10, θ = 0.5, χ = 0.1 and τs = 5. Parameter values of σI , sI , p, β, w1, w2, N
and M will be explained shortly. The value of u = 0.10 has been chosen for a study of
the response to a supra-threshold input, because the critical magnitude of u is uc = 0.0435
below which firings of neuron defined by Eq. (11) cannot take place for σI = β = 0. Direct
simulations have been performed by solving 2MN DEs given by Eqs. (1)-(5) with the use of
the fourth-order Runge-Kutta method with a time step of 0.01 for hundred trials otherwise
noticed. Correlated input times of tIj given by Eqs. (9) and (10) have been generated by
the Gaussian-distribution programs. DEs of DMA given by Eqs. (28)-(52) have been solved
by using also the fourth-order Runge-Kutta method with a time step of 0.01. All calculated
quantities are dimensionless.
Raster in Fig. 1(a) shows firings of neurons of the first ten layers in a multilayer ofN = 10
and M = 20 for a typical set of parameters of σI = 1, sI = 0, p = 1, β = 0.01, w1 = 0
and w2 = 0.1, calculated by a direct simulation (a single trial). The ordinate expresses the
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neuron index k defined by k = 10(m−1)+j wherem = 1−10 and j = 1−10. The uppermost
cluster denotes firings of ten neurons in the layer m = 1 and the bottom cluster those in
the layer m = 10. When spikes are applied at t = 100, neurons are already randomized
because noises have been applied since t = 0. Firings occur with a delay of about 5 at each
stage, and it takes about 48 for spikes to propagate from m = 1 to m = 10. When the noise
intensity is increased to β = 0.02, fluctuations of firings due to inputs and spurious firings
are increased, as shown in Fig. 1(b). Figures 2(a) and 2(b) show time courses of µm1 (t) and
Sm(t) of the first ten layers for the same set of parameters as in Fig. 1(a): solid curves
denote the results of DMA theory and dashed curves those of direct simulations. Figure
2(a) shows that a spike propagates from m = 1 to m = 10. Results of µm1 (t) of DMA are in
good agreement with those of direct simulations; the former is not distinguishable from the
latter. The synchronization ratio of Sm(t) shown in Fig. 2(b) is zero at m = 1 because of
the vanishing input correlation sI = 0. Nevertheless, Sm(t) after receiving inputs gradually
become large as a spike propagates through the layer. This development in the synchrony
is more clearly realized in Fig. 3(a), where large open and filled circles, respectively, show
the m dependence of the correlation of sOm = Sm(t
∗
Om) for sI = 0 and p = 1 calculated by
direct simulation (dashed curve) and DMA (solid curve). We note that although sOm = 0 at
m = 1 for sI = 0, it is rapidly increased and saturates with a value of about 0.71 (0.61) in
direct simulations (DMA calculation) at m = 20. On the contrary, open and filled squares,
respectively, in Fig. 3(a) show that sOm for sI = 1 and p = 1 is decreased atm ≥ 1 and again
show the saturation with a value of about 0.87 (0.71) in direct simulation (DMA calculation)
at m = 20. For 0 < sI < 1, sOm show a similar, gradual change as m is increased. It is
noted that the agreement between the results of DMA calculations and direct simulation is
good at small m but become worse at larger m. This is due to the adopted NLA in which
the correlation beyond the nearest layers is neglected.
It is noted that an increase in the synchrony asm is increased, which is realized for sI = 0
and 0.2 in Fig. 3(a), is due to common inputs arising from all-to-all interlayer couplings for
p = 1 in Eq. (4). In fact, if we set p = 0 for which inputs come only through local couplings
in Eq. (4), the synchrony is gradually decreased as spikes propagate by effects of random
noises for all values of sI , as shown in Fig. 3(c). In the intermediate p value, for example,
for p = 0.4, the synchrony is decreased (increased) compared with that for p = 1 (p = 0),
as shown in Fig. 3(b).
Figure 4(a), 4(b) and 4(c) express the m dependence of σOm, RMS value of jitters in
firing times, for p = 1.0, 0.4 and 0, respectively, with various sI values. Although sOm is
variable depending on sI and p as shown in Figs. 3(a)-3(c), magnitudes of σOm are nearly
independent of m, which shows that spikes propagate with nearly the same dispersion. In
particular, for p = 0, the m dependence of σOm is almost the same for all sI values, as
shown in Fig. 4(c). Because of the adopted NLA, the agreement between the results of
DMA calculations and direct simulation become worse at larger m although both results are
similar in the qualitative sense. The neuron activity aOm defined by Eq. (55) is 0.50 - 0.51
at m ≥ 1 for all the cases investigated (not shown).
So far we have adopted values of N = 10 and M = 20. It is desirable to perform
numerical calculations with larger values of N and M for a better understanding of multi-
layer networks in living brains. Because of a limitation of our computer facility, we have
performed only DMA calculations for larger value of N and M . Figure 5(a), 5(b) and 5(c)
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show the m-dependence of sOm for p = 1.0, 0.4 and 0.0, respectively, with N = 100 and
M = 40 for various sI values: parameters of β, w1, w2 are same as in Fig. 2. When
comparing Figs. 5(a)-5(c) with 2(a)-2(c), we note similar m dependence in them: the N
dependence of sOm will be shortly discussed in Sec. IIID.
B. Effects of p
As was pointed out in Figs. 3(a)-3(c), the factor of p plays an important role for syn-
chrony in spike propagation. In order to systematically study the effect of p on the input-
output relation of M = 20 multilayer, we have calculated sO 20, sOm at m = M = 20, as
a function of p for various sI values with σI = 1, β = 0.01 and N = 100, whose result is
shown in Fig. 6. For p = 0, sO 20 is very small for all sI . When p is increased from 0, sO 20
is linearly increased and it shows an almost saturation at p > 0.5− 0.6.
Figure 7(a) depicts the calculated result showing sO 20 against sI , the input-output re-
lation of the correlation for a fixed value of β = 0.01 in the multilayer of M = 20 and
N = 100. It is shown that for independent local couplings only (p = 0), sO 20 becomes too
small compared to sI . In contrast, for common all-to-all feedforward couplings only (p = 1),
sO 20 becomes larger than the input correlation for sI < sIc where sIc = 0.54 is the critical
value below which sO 20 > sI . For p = 0.2 and 0.4, the critical value becomes sIc = 0.09 and
0.33, respectively, which are nearly the same as the experimentally observed value of 0.1-0.3
[32]- [40].
C. Effects of β
As was shown in Fig. 1(b), noises are detrimental for the synchrony of spikes. This fact
is realized when we compare sOm for β = 0.02 shown in Fig. 5(d) with that for β = 0.01 in
Fig. 5(a). The value of sOm for sI = 1 at m = 40 is about 0.20 in Fig. 5(b) which is much
smaller than 0.46 in Fig. 5(a).
Figure 7(b) expresses sI versus sO 20 when the noise intensity is changed with a fixed
value of p = 1 for σI = 1 and N = 100. In the case of β = 0.01, sO 20 is larger than sI for
sI < sIc = 0.54. On the contrary, in the case of β = 0.02, the critical value is sIc = 0.18.
Furthermore, in the case of β = 0.03, we get sIc = 0.11. Thus sIc is much reduced with
increasing β.
D. Effects of N
As mentioned above, sO 20 becomes smaller than sI for sI > 0.18 for β = 0.02 and
N = 100. This situation is changed if the size of N is reduced. Figure 8(a) shows sOm for
various N with sI = 0.4 and β = 0.02. In the case of N = 10, for example, sO 20 is 0.50
which is larger than 0.19 for N = 100. For N = 20, sO 20 is nearly the same as sI = 0.4.
Figure 8(a) clearly shows that sO 20 is gradually decreased as N is increased.
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E. Effects of w1
So far we have assumed vanishing intralayer couplings, w1, which are now introduced.
When intralayer coupling w1 are positive (excitatory), sOm is expected to be increased. This
is confirmed in our calculations shown in Fig. 8(b) depicting sOm for w1=0, 0.05 and 0.1
with σI = 1, sI = 0.4, β = 0.02, w2 = 0.1 and N = 100. On the contrary, if w1 is negative
(inhibitory), it is considered to prevent the propagation of a spike. Actually, Fig. 8(b) shows
that for w = −0.05, a propagation of a spike is terminated at m = 7 below which sOm is
smaller than that for positive w1.
F. Effects of w2
The interlayer coupling w2 is expected to play also important roles in spike propagation.
Figure 8(c) shows calculated results when the interlayer coupling w2 is increased from 0.1
to 0.2, which yields an increase in sOm for σI = 1, sI = 0.4, w1 = 0, β == 0.02 and
N = 100. On the contrary, our calculation in Fig. 8(c) shows that the negative couplings
with w2 = −0.1 and -0.2 are not favorable for the spike propagation which is terminated at
m = 9.
IV. CONCLUSIONS AND DISCUSSIONS
We have discussed the spatial correlation while spikes propagate through feedforward
multilayer. Figures 3(a) and 3(b) suggest that asm is increased, sOm and σOm may approach
fixed values. In order to show this more clearly, we depict, in Fig. 9(a), the σOm-sOm plot in
which points of (σOm, sOm) are sequentially connected from m = 0 to m = 40 with β = 0.01
and N = 100: note that (σOm, sOm) for m = 0 stand for input values. For example, in the
case of σI = 1 and sI = 1.0, the point starts from (σOm, sOm)=(1.0, 1.0) at m = 0 and ends
with (0.58, 0.45) at m = 40. In contrast, in the case of σI = 1 and sI = 0.0, the point starts
from (1.0, 0.0) at m = 0 and ends with (0.49, 0.22) at m = 40. In the case of σI = 0 and
sI = 0.0, the point varies from (0.0, 0.0) at m = 0 to (0.48, 0.21) at m = 40. These show
that a fixed point may be about (σO∞, sO∞) ∼ (0.54, 0.38), as shown by the cross in Fig.
9(a).
Figure 9(b) show a similar σOm-sOm plot for a larger β = 0.02. In the case of σI = 1
and sI = 1.0, for example, the point starts from (1.0, 1.0) at m = 0 and ends with (0.95,
0.22) at m = 40. In the case of σI = 1 and sI = 0.0, the point changes from (10.0, 1.0) at
m = 0 to (0.92, 0.16) at m = 40. Results for σI = 0 and sI = 0 and for σI = 1 (and 2) with
0 ≤ sI ≤ 1 show that (σO∞, sO∞) ∼ (0.93, 0.18) for β = 0.02.
Including calculated results of the neuron activity aOm [Eq. (55)], which becomes
aOm = 0.50 − 0.51 at m ≥ 1 for all the cases investigated (not shown), we may say that
all curves starting from different initial values of σI and sI converge to the fixed point of
(aO∞, σO∞, sO∞) in the three-dimensional space spanned by aOm, σOm and sOm. The fixed
point is determined by the parameters characterizing the multilayer architecture such as
β, p, w1, w2 and N , but independently of the parameters of σI and sI for input signals.
Our conclusion supplements the result of Diesmann et al. [18] who have shown that in the
12
propagating regime, the number of firing neurons and RMS of firing times in a pulse packet
converge to fixed-point values. Our calculation has shown that while a pulse packet propa-
gates with an almost constant dispersion (RMS), the spatial correlation within the packet
may change, and in a deep layer, it saturates at the value determined by the parameters
depending on the multilayer.
The dependence of calculated fixed-point values of sO∞ and σO∞ on β, p, N , w1 and w2
are summarized as follows.
(1) σO∞ is increased as increasing β, but decreased as increasing p, N , w1 or w2.
(2) sO∞ is increased as increasing p, w1 or w2, but decreased as increasing β or N .
We have tried to elucidate this property by an analysis using DMA. Because the fixed points
do not depend on σI and sI , we consider the case of σI = sI = 0. In the case of w1 = w2 = 0,
Eqs. (28)-(52) yield
γm,m1,1 ∝ β2, (61)
ρm,m1,1 ∝
β
N
, (62)
for m→∞ where they are independent of m. When w1 and w2 are small, Eqs. (30), (33),
(37), (39), (45) and (48) yield following equations given as series of w1 and w2:
γ1,1 ≡ limm→∞ γm,m1,1 = c β2(1− a1w1 − a2w2) + d w2[p ρ
′
1,1 + (1− p) γ
′
1,1], (63)
ρ1,1 ≡ limm→∞ ρm,m1,1 =
(
c β2
N
)
(1− b1w1 − b2w2) + d w2ρ′1,1, (64)
γ
′
1,1 ≡ limm→∞ γm−1,m1,1 = e w2 [p ρ1,1 + (1− p) γ1,1], (65)
ρ
′
1,1 ≡ limm→∞ ρm−1,m1,1 = e w2 ρ1,1, (66)
where expansion coefficients of a1, a2, b1, b2 c, d and e are obtainable from Eqs. (28)-(52)
in principle although their explicit forms are not necessary for our qualitative discussion.
Solving Eqs. (63)-(66) for γ1,1 and ρ1,1, which are substituted to Eqs. (57) and (60), we get
σO∞ ∝
(
β
µ˙1
)(
1− 1
2
(a1w1 + a2w2) +
1
2
d e w22 [(1− p)2 +
1
N
p(2− p)]
)
, (67)
sO∞ ≃
(
a1 − b1
N − 1
)
w1 +
(
a2 − b2
N − 1
)
w2 +
(
d e p(2− p)
N
)
w22, (68)
where only relevant terms are retained. Expressions given by Eqs. (67) and (68) may
account for all the dependence of σO∞ and sO∞ raised in items (1) and (2), except the N
dependence of σO∞ and the β dependence of sO∞. The former may be explained if a1 or a2
is an increasing function of N , and the latter if a1 or a2 (b1 or b2) is a decreasing (increasing)
function of β.
Although numerical calculations reported in Sec. III have been made for single spike
inputs, we may easily apply our DMA theory to the case of spike-train inputs given by [see
Eq. (8)]
I
(e)
j (t) = δm1 u
∑
ℓ
α(t− tIjℓ) (69)
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where tIjℓ stands for the ℓth input time to neuron j. Raster in Fig. 10(a) shows firings of
neurons for an applied Poisson spike train with the average interspike interval (ISI) of 100
(β = 0.02 σI = 1, sI = 0, p = 1, w1 = 0, w2 = 0.1, M = 20 and N = 10) calculated by
direct simulation (a single run). In contrast, raster in Fig. 10(b) expresses global firings on
layer m for which the firing time is defined by
tOmg = {t | µm1 (t) = θ; µ˙m1 > 0}. (70)
where µm1 (t) denotes the averaged voltage variable on the layer m [Eq. (17)]. Time courses
of µm1 (t) are plotted in Fig. 10(c), in which the uppermost frame shows an applied Poisson
spike train, I(e)(t). The result of µm1 (t) of DMA (solid curves) is in good agreement with that
of direct simulations (dashed curves). Figures 10(a)-(c) show that spikes propagate from
m = 1 to m = 10 of the M = 20 multilayer. Spurious firings due to added noises, which
is realized in Fig. 10(a), vanish in global firings shown in Fig. 10(b) by the averaging over
neuron ensembles, which expresses the population effect [13] [14]. Comparing µm1 (t) with
an applied spike train of I(e)(t), for example, at t ∼ 300 − 600, we note that when ISI of
input spikes is shorter than about 55, FN neuron cannot respond because of its refractory
period, which is realized also in HH neuron [51]. It is noted that although the correlation
for spike-train inputs develops while spikes propagate through the multilayer, as for single
spike inputs, means and variances of their ISI remain almost the constant.
To summarize, we have studied the spatial correlation during spike’s propagation through
multilayers to show
(a) the input correlation of sI may propagate through the network, yielding sOm ∼ sI at the
end layer of m = M ∼ 10 − 20 with the observed magnitude of sOM ∼ 0.1 − 0.3 [32]- [40],
when model parameters are appropriate, and
(b) in a long multilayer, the correlation of the deep layer converges to a fixed-point value of
(σO∞, sO∞) which depends on the parameters characterizing the multilayer architecture but
is independent of the input correlation.
The item (1) implies that spikes in multilayers with physiologically reasonable size of m =
M ∼ 10− 20 may carry information encoded in the spatial correlation of firing times. The
item (b) is similar to the result obtained in Ref. [23], where the spike rate in a deep layer of
a balanced synfire chain is shown to be independent of the input rate.
Finally we would like to point out the efficiency of our DMA. Direct simulations with
100 trials for a multilayer of M = 20 and N = 10 with a set of parameters (Figs. 1 and
2), required the computation time of 51 minutes by using 1.8 GHz CPU PC, while a DMA
calculation needs only 6 s, which is about 500 times faster than simulations.
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APPENDIX A: DERIVATION OF EQS. (41)-(44)
From Eqs. (1)-(5), we get DEs for the deviations of δxmj and δymj of a neuron j (=1 to
N) in the layer m (=1 to M), given by (see Appendix A in I)
dδxmj
dt
= fm1 δxmj + f
m
2 (δx
2
mj − γ1,1) + fm3 δx3mj − cδymj + δI(c1)mj + δI(c2)mj + δI(e)mj + ξmj, (A1)
dδymj
dt
= bδxmj − dδymj, (j ∈ m) (A2)
with
δI
(c1)
mj =
(
w1g
m
1
N − 1
) ∑
k(6=j)
δxmk, (A3)
δI
(c2)
mj = (1− δm1) w2gm1 [
p
N
∑
k
δxm−1k + (1− p)δxm−1j ], (A4)
δI
(e)
mj = −δm1 u H˙ δtIj, (A5)
where H˙ = dH(t)/dt. We have taken into account up to third-order terms in δxmj which
play an important role in stabilizing Des [24], while only a linear-order term is included in
the coupling term in Eqs. (A3) and (A4). DEs for the variances and covariances are given
by
dγmκ,λ
dt
=
1
N
∑
j
[2 < δxmj (
dδxmj
dt
) > δκ1δλ1+ < δymj (
dδxmj
dt
) + δxmj (
dδymj
dt
) > δκ1δλ2
+ 2 < δymj (
dδymj
dt
) > δκ2δλ2], (A6)
dρn,mκ,λ
dt
=
1
N2
∑
j
∑
k
[2 < δxnj (
dδxmk
dt
) > δκ1δλ1+ < δymk (
dδxnj
dt
) + δxnj (
dδymk
dt
) > δκ1δλ2
+ < δynj (
dδxmk
dt
) + δxmk (
dδynj
dt
) > δκ2δλ1 + 2 < δynj (
dδymk
dt
) > δκ2δλ2], (A7)
Substituting Eqs. (A1)-(A5) to Eqs. (A6) and (A7), we get DEs for γn,mκ,λ and ρ
n,m
κ,λ (κ, λ =
1, 2). In the process of these calculations, we get new correlation functions of Pκ(t) and
Rκ(t) defined by
Pκ(t) = − 1
N
∑
j
(< δx1j(t) δtIj > δκ1+ < δy1j(t) δtIj > δκ2), (A8)
Rκ(t) = − 1
N2
∑
j
∑
k
(< δx1j(t) δtIk > δκ1+ < δy1j(t) δtIk > δκ2), (A9)
whose equations of motions are given by Eqs. (41)-(44).
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FIGURES
FIG. 1. Raster showing firings of neurons on the first ten layers in a multilayer of N = 10 and
M = 20 for (a) β = 0.01 and (b) β = 0.02 with σI = 1, sI = 0, p = 1, w1 = 0, w2 = 0.1, M = 20
and N = 10, calculated by a direct simulation (a single trial). The vertical scale expresses the
neuron index k defined by k = 10(m− 1) + j where 1 ≤ m ≤ 10 and 1 ≤ j ≤ 10.
FIG. 2. Time courses of (a) µm1 and (b) Som in 1 ≤ m ≤ 10 of a multilayer with N = 10 and
M = 20 for σI = 1, sI = 0, p = 1, β = 0.01, w1 = 0 and w2 = 0.1, calculated by DMA (solid
curves) and direct simulations of 100 trials (dashed curves).
FIG. 3. sOm for (a) p = 1.0, (b) p = 0.4 and (c) p = 0.0, with σI = 1, β = 0.01, w1 = 0,
w2 = 0.1, N = 10 and various sI : sI = 1.0 (squares), 0.8 (circles), 0.6 (diamonds), 0.4 (inverted
triangles), 0.2 (triangle) and 0 (large circles), calculated by direct simulations (open marks) and
DMA (filled marks):
FIG. 4. σOm for (a) p = 1.0, (b) p = 0.4 and (c) p = 0.0, with σI = 1, β = 0.01, w1 = 0,
w2 = 0.1, N = 10 and various sI : sI = 1.0 (squares), 0.8 (circles), 0.6 (diamonds), 0.4 (inverted
triangles), 0.2 (triangle) and 0 (large circles), calculated by direct simulations (open marks) and
DMA (filled marks):
FIG. 5. sOm for (a) β = 0.01 and p = 1.0, (b) β = 0.01 and p = 0.4, (c) β = 0.01 and p = 0.0,
and (d) β = 0.02 and p = 1, with σI = 1, w1 = 0, w2 = 0.1, N = 100 and various sI calculated by
DMA: sI = 1.0 (squares), 0.8 (circles), 0.6 (diamonds), 0.4 (inverted triangles), 0.2 (triangle) and
0 (large circles).
FIG. 6. The p dependence of sO 20 for various sI with σI = 1, β = 0.01, w1 = 0, w2 = 0.1
and N = 100 calculated by DMA: sI = 0.80 (circles), 0.6 (diamonds), 0.4 (inverted triangles), 0.2
(triangle) and 0 (large circles).
FIG. 7. (a) sO 20 against sI for β = 0.01 with various p: p = 1 (circles), 0.6 (squares), 0.4
(inverted triangles), 0.2 (triangles) and 0 (diamonds). (b) sO 20 against sI for p = 1 with various
β: β = 0.01 (circles), 0.02 (triangles) and 0.03 (squares). (a) and (b) are calculated by DMA with
σI = 1, w1 = 0, w2 = 0.1 and N = 100.
FIG. 8. (a) sOm for different N , (b) for different w1, and (c) for different w2, with σI = 1,
sI = 0.4, p = 0.4, β = 0.02, calculated by DMA.
FIG. 9. σOm against sOm for (a) β = 0.01 and (b) β = 0.02, with σI = 1, p = 1 w1 = 0,
w2 = 0.1, M = 40 and N = 100 calculated by DMA. Arrows denote the direction of increasing m.
All points starting from (σO 0, sO 0) converge to the fixed-point marked by the cross (see text).
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FIG. 10. (a) Raster of firings of individual neurons, (b) raster of global firings averaged on
each layer in a multilayer calculated by a direct simulation (a single trial), and (c) time courses
of µm1 calculated by DMA (solid curves) and simulations (dashed curves) for applied Poisson spike
inputs I(e) shown at the uppermost frame of (c): β = 0.02 σI = 1, sI = 0, p = 1, w1 = 0,
w2 = 0.1, M = 20 and N = 10. The vertical scale of (a) expresses the neuron index k defined by
k = 10(m − 1) + j where 1 ≤ m ≤ 10 and 1 ≤ j ≤ 10 (see text).
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