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1 Introduction
The study of (0, 2) heterotic string compactifications leads us to consider holomorphic
stable vector bundles [1] (or more generally stable torsion-free or reflexive sheaves [2])
E on Calabi-Yau varieties X . The physical properties of the resulting string vacua such
as their stability and massless particle spectrum are closely related to the topological
properties of these bundles or sheaves.
In a large class of (0, 2) heterotic compactifications which has been constructed in the
framework of gauged linear sigma models [3, 4] the Calabi-Yau varieties X are realized
as complete intersections of hypersurfaces in toric varieties PΣ and the relevant sheaves
E are defined by short exact sequences or by the cohomology of monads in terms of the
restriction of twisting sheaves OPΣ(p) to X . The knowledge of the cohomology groups
of such sheaves in these models enables us to get useful information about the various
topological invariants associated to E such as its cohomology groups and the like. The
development of an efficient method for the calculation of such cohomology groups is the
aim of the present work.
The basic ideas used here are those of the homogeneous coordinate ring construction
of toric varieties defined by complete simplicial fans [5] and local cohomology theory
[6]. Combining these ideas with the methods of computational commutative algebra
we present an algorithmic way for approaching such cohomology calculations.
The outline of the paper is as follows. The next section is devoted to a short survey
of relevant concepts from the homogeneous coordinate ring approach as they apply to
our work. In section 3 we first review the basic definitions and results on the sheaf co-
homology and then go on to discuss its relation to local cohomology theory. Afterwards
we explain how these ideas apply to our situation. In the last part of this section we
describe some algorithms from commutative algebra which will be used in the calcula-
tion of the local cohomology. In section 4, performing a few examples, we demonstrate
explicitely the application of the developed methods. An appendix on the definition of
the inductive limit and of the Ext functor concludes this work.
2 Homogeneous coordinate ring approach
In this section we briefly discuss the relevant concepts from the homogeneous coordinate
ring approach as they apply to our work. The original motivation for its development
was the desire to have a construction of toric varieties and related objects similar to
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those of Pn in classical algebraic geometry. For details on the constructions that follow
and for proofs we refer to [5, 7].
To begin with we first introduce some notation. Let N and M = Hom(N,Z) denote
a dual pair of lattices of rank d and 〈·, ·〉 be the canonical pairing on M×N. Further, let
NR = N⊗ZR and MR = M⊗ZR be the R-scalar extensions of N and M, respectively.
T = N ⊗Z C
∗ = HomZ(M,C
∗) is the d dimensional algebraic torus which acts on the
toric variety PΣ defined by the (complete simplicial) fan Σ in NR . For a cone σ ∈ Σ
the dual cone, σ∨, is defined as usual by σ∨ = {m ∈ MR | 〈m,n〉 ≥ 0 for all n ∈ σ}
and cospσ∨ is the greatest subspace of MR contained in σ
∨. The open affine variety
in PΣ associated to σ is denoted by Xσ∨ . Let Σ
(k) be the set of k dimensional cones
in Σ . By ei we denote the primitive lattice vectors on the one dimensional cones in
Σ(1) = {ρ1, . . . , ρn}. This set will play an important role in what follows.
Each one dimensional cone ρi defines a T -invariant Weil divisor, denoted byDi, which
is the closed subvariety Xcospρ∨i in Xρ∨i . This is indeed the closed T -orbit associated to
ρi . The finitely generated free abelian group
⊕n
i=1 Z·Di is the group of T -invariant Weil
divisors in PΣ. Each m ∈ M gives a character χ
m : T → C∗, and hence χm is a rational
function on PΣ. It defines the T -invariant Cartier divisor div(χ
m) =
∑n
i=1〈m, ei〉 Di .
In this way we obtain the map α
α : M −→
n⊕
i=1
Z ·Di , m 7→
n∑
i=1
〈m, ei〉 Di . (1)
It follows from the completeness of the fan Σ that the map α is injective. The cokernel
of this map defines the Chow group Ad−1(PΣ) which is a finitely generated abelian group
of rank n− d . Therefore we have the following exact sequence
0 −→M
α
−→
n⊕
i=1
Z ·Di
deg
−→ Ad−1(PΣ) −→ 0 , (2)
where deg denotes the canonical projection. Now consider G = HomZ(Ad−1(PΣ),C
∗)
which is in general isomorphic to a product of (C∗)n−d and a finite group. By applying
HomZ( · ,C
∗) to (2) we get
1 −→ G −→ (C∗)n −→ T −→ 1 ,
which defines the action of G on Cn :
g · (x1, . . . , xn) = ( g(degD1) x1, . . . , g(degDn) xn )
for g ∈ G and (x1, . . . , xn) ∈ C
n.
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Let S = C[x1, . . . , xn] be the polynomial ring over C in the variables x1, . . . , xn,
where the xi correspond to the one-dimensional cones ρi in Σ . Each monomial
xa11 . . . x
an
n in S determines a divisor
∑n
i=1 aiDi . This ring is graded in a natural
way by deg(xi) := degDi :
S =
⊕
q∈Ad−1(PΣ)
Sq ,
where Sq is generated by all monomials x
a1
1 . . . x
an
n such that deg (
∑n
i=1 aiDi) = q . Let
I denote the monomial ideal in S generated by xσ =
∏
ρi 6≺σ
xi for all σ ∈ Σ . Note that
the set of monomials {xσ | σ ∈ Σ(d) } , is the unique minimal basis of this ideal. The
ring S defines the n-dimensional affine space An = SpecS. The ideal I gives the variety
ZΣ = V (I) which is denoted as the exceptional set. Removing the exceptional set ZΣ
we obtain the Zariski open set UΣ = A
n \ ZΣ which is invariant under the action of
G. For the case of a complete simplicial fan the geometric quotient of UΣ by G exists
and gives rise to PΣ [5].
Using this construction of a toric variety PΣ, the sheaves of OPΣ-modules can be
studied in a way similar to that of Pn. For example, the twisting sheaves OPΣ(p) are
sheaves which are associated to the graded S-module S(p), i.e. OPΣ(p) = S(p)
∼, where
S(p)q = Sp+q for all q . It can be shown that OPΣ(p) ≃ OPΣ(D), where D is a T -
invariant divisor with degD = p. In particular, OPΣ = S
∼. Furthermore, we have
S ≃
⊕
p
H0(PΣ,OPΣ(p)). We conclude this section with the following theorem [5].
Theorem A: Let Σ be a complete simplicial fan. Then every coherent sheaf F on PΣ
is of the form F =M∼, where M is a finitely generated graded S-module.
3 Cohomology of twisting sheaves
We begin this section with recalling some definitions and facts from the cohomology
of sheaves. For more details on the following concepts and the proofs we refer to the
standard works [6, 8, 9].
Let F be an Abelian sheaf on a topological space X . Consider the sheaf C0(F)
defined by
C0(F) (U) =
∏
x∈U
Fx .
The sheaf F is canonically embedded in C0(F) by associating to s ∈ F(U) the fam-
ily (s(x)) ∈
∏
x∈U Fx . The sheaf C
0(F) is always flabby. Now consider the family
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{Cn(F)}n≥1 of sheaves that is recursively defined by
C1(F) := C0(C0(F) /F) ,
Cn+1(F) := C0(Cn(F) / dn−1Cn−1(F)) ,
where dn : Cn(F)→ Cn+1(F) is defined as a composition
Cn(F) −→ (Cn(F) / dn−1Cn−1(F) ) −→ C0(Cn(F) / dn−1Cn−1(F) ) .
In this way we obtain the Godement canonical flabby resolution 0 → F → C•(F) .
The cohomology of the complex C•(F) (X) of Abelian groups is said to be the coho-
mology of the sheaf F and is denoted by H•(X,F). Clearly Γ(X,F) = H0(X,F) and
Hp(X,F) = 0 for p < 0. If F is flabby, then Hp(X,F) = 0 for p > 0. The definition
of the cohomology group given here is not very enlightening. For this reason we now
discuss some other methods which provide us with more useful tools for the cohomology
computations.
First, we recall the definition of the Cˇech cohomology group. Let U = {Ui}i∈I be an
open covering of X , where the index set is well-ordered. For an Abelian sheaf F on X
we set
Cp(U,F) :=
⊕
i0<...<ip
Γ(Ui0 ∩ . . . ∩ Uip ,F)
and define dp : Cp(U,F)→ Cp+1(U,F) by
(dp α)i0...ip+1 =
p+1∑
k=0
(−1)k αi0...ˆik...ip+1 |Ui0∩...∩Uip+1
,
where the ˆ over ik means that this index is to be omitted. C
•(U,F) is called the Cˇech
complex for the open covering U with values in F . The cohomology groups Hˇ•(U,F)
of this complex are called the Cˇech cohomology groups of F for the open covering U.
We are primarily concerned with the coherent sheaves (of OX -modules) on an alge-
braic variety (X,OX). The following theorem of Serre plays a fundamental role in the
cohomology theory of such sheaves.
Theorem (Serre): Let F be a quasi-coherent sheaf on an affine variety X . Then
Hp(X,F) = 0 for p > 0 .
If the variety X is separated, then the following theorem gives us a useful tool for
the computation of cohomology groups.
Theorem B: Let F be a quasi-coherent sheaf on a separated variety X and U = {Ui}
n
i=0
be an open covering of X by open affine subvarieties. Then Hˇp(U,F) ≃ Hp(X,F).
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The key point in the proof of this theorem is to show that Hq(Ui0 ∩ . . .∩Uip,F) = 0
for all (p+1)-tuples i0 < . . . < ip and q > 0. This follows already from Serre’s theorem
because the separability of X implies that Ui0 ∩ . . . ∩ Uip are affine.
Having reduced the calculation of cohomology to that of Cˇech cohomology for a finite
covering, we now come to the question how these cohomology groups can be effectively
calculated. The Koszul complex method provides us with the necessary tools. Before
going further, we mention the following vanishing theorem of Grothendieck.
Theorem (Grothendieck): Let X be an n-dimensional Noetherian topological space.
Then, Hp(X,F) = 0 for all p > n and all Abelian sheaves F on X .
Now, let R be a commutative ring with unit. Consider the free R-module Rd with
the canonical basis {ei}
d
i=1 . Further, let d1 : R
d −→ R , ei 7→ ai := d1(ei) be a
homomorphism of R-modules. We are going to construct a complex of R-modules. Let
Kp(a) = Kp(a1, . . . , ad) =
∧p
Rd =
⊕
i1<...<ip
Rei1 ∧ . . . ∧ eip .
Define dp : Kp(a)→ Kp−1(a) by
dp (ei1 ∧ . . . ∧ eip) =
p∑
k=1
(−1)kd1(eik) ei1 ∧ . . . ∧ eˆik ∧ . . . ∧ eip .
It can be easily seen that dp−1 ◦ dp = 0 . Therefore, we get the following complex
0→
∧d
Rd →
∧d−1
Rd → . . .→ Rd
d1−→ R→ 0 ,
which is called a (homological) Koszul complex. Let M be a finitely generated R-
module. Then K•(a,M) := K•(a) ⊗R M (resp. K
•(a,M) := HomR(K•(a),M)) is
called the homological (resp. cohomological) Koszul complex of M with respect to
(a1, . . . , ad). Its corresponding homology (cohomology) groups are denoted byH•(a,M)
(H•(a,M)). Note that K•(a,M) =
⊕
i1<...<ip
M . Therefore, α ∈ K•(a,M) can be
considered as a sequence α = (mi1...ip) i1<...<ip of elements of M . The coboundary
operator dp : Kp(a,M)→ Kp+1(a,M) is given by
(dp α) i1...ip+1 =
p+1∑
k=1
(−1)k d1(eik) mi1...ˆik ...ip+1 .
It is not hard to see that H0(a,M) = M / 〈a1, . . . , ad〉M and Hd(a,M) = {m ∈ M |
〈a1, . . . , ad〉m = 0 } .
Theorem C: If 〈a1, . . . , ad〉 = R , then K•(a,M) is acyclic.
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A sequence (b1, . . . , br) in R is said to be M-regular if 〈b1, . . . , br〉 6= R and the
image of bi in M / 〈b1, . . . , bi−1〉M is no zerodivisor for i = 1, . . . , r .
Theorem D: If Hp(a,M) = 0 for p > r while Hr(a,M) 6= 0, then every maxi-
mal M-sequence in 〈a1, . . . , ad〉 has length r. In particular, if (a1, . . . , ad) is an M-
regular sequence in R , then H0(a,M) = M / 〈a1, . . . , ad〉M and Hp(a,M) = 0 for
p = 1, . . . , d .
Theorem E: Hp(a,M) ≃ H
d−p(a,M).
After these preliminaries, we now turn our attention to the relation between Koszul
and Cˇech complexes. We will show that the Cˇech complex for a given covering is related
to the limit of an inductive system of Koszul complexes. Let Ui be the principal open
subsets in SpecR associated to ai and U = {Ui}
d
i=1 . Let U =
⋃d
i=1 Ui and F = M
∼ .
Then Γ(Ui1 ∩ . . . ∩ Uip ,F) is equal to the localization of M at ai1 . . . aip , i.e. M ai1 ...aip .
Now, consider the family {K•(am,M)}m∈N of Koszul complexes of M with respect to
am := (am1 , . . . , a
m
d ) . Note that d
p
m : K
p(am,M)→ Kp+1(am,M) is given by
(dpm α)i1...ip+1 =
p+1∑
k=1
(−1)k amik m i1...ˆik ...ip+1 .
Let f pmn : K
p(am,M)→ Kp(an,M) be defined by
f pmn : (mi1...ip) i1<...<ip 7→ (ai1 . . . aip)
n−m (mi1...ip) i1<...<ip
for n ≥ m. It can be easily checked that f pmm = id and f
p
mn ◦ f
p
ℓm = f
p
ℓn . Using the
definitions of coboundary operators and f pmn one can show that the following diagram
commutes
Kp(am,M) ✲ Kp+1(am,M)
Kp(an,M) ✲Kp+1(an,M)
❄ ❄
Therefore, the family {K•(am,M)}m∈N together with {f
•
mn}m≤n build an inductive
system of Koszul complexes. Let K•(a∞,M) = lim
−→
K•(am,M) .
We now define the map ϕpm : K
p(am,M)→ Cp−1(U,F) by
(m i1...ip) 7→
(
(m i1...ip)
(ai1 . . . aip)
m
)
.
Obviously, the following diagram
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Kp(am,M)
ϕ
p
m❅
❅
❅❘
Cp−1(U,F)
Kp(an,M)
ϕ
p
n 
 
 ✒
❄
f
p
mn
commutes for all m ≤ n. Therefore, Cp−1(U,F) is a target object for the inductive
system {Kp(am,M)}m∈N . Because of the universal property of the inductive limit
there exists a map ψp : Kp(a∞,M)→ Cp−1(U,F) such that the diagram
Kp(am,M)
f
p
m
❅
❅
❅
❅❘
ϕ
p
m
❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳③Kp(a∞,M)
ψp ✲Cp−1(U,F)
Kp(an,M)
f
p
n
 
 
 
 ✒
ϕ
p
n
✘✘✘
✘✘✘
✘✘✘
✘✘✘
✘✘✘
✘✘✘
✘✘✘✿
❄
f
p
mn
commutes. We now prove that ψp is actually an isomorphism. Let β ∈ Cp−1(U,F) .
Then, for i1 < . . . < ip , βi1...ip = (ai1 . . . aip)
−m ·mi1...ip, where mi1...ip ∈ M . Therefore,
α = (mi1...ip) i1<...<ip ∈ K
p(am,M) and β = ψp(f pm(α)) . This shows the surjectivity of
ψp. Injectivity of ψp : Let f pm(α) ∈ Kerψ
p, i.e. ψp(f pm(α)) = 0 . It follows from the
commutativity of the above diagram that ψp(f pm(α)) = (ψ
p ◦ f pm) (α) = ϕ
p
m(α) = 0 , i.e.
(ai1 . . . aip)
−m ·mi1...ip = 0 for each i1 < . . . < ip . Consequently, there exists some k such
that (ai1 . . . aip)
k · mi1...ip = 0 . But (ai1 . . . aip)
k · mi1...ip = ( f
p
m,m+k(α) )i1...ip . That is
f pm,m+k(α) = 0 . On the other hand, f
p
m(α) = (f
p
m+k◦f
p
m,m+k) (α) = f
p
m+k( f
p
m,m+k(α) ) =
0 . Hence Kerψp = {0} .
Summarizing the above discussion, we can write down the following exact sequence
of complexes
0 0 0 0
C˜•(U,F) : 0 ✲ 0 ✲ C0(U,F) ✲ C1(U,F) ✲ . . .
K•(a∞,M) : 0 ✲ K0(a∞,M) ✲ K1(a∞,M) ✲ K2(a∞,M) ✲ . . .
M [0] : 0 ✲ K0(a∞,M) ✲ 0 ✲ 0 ✲ . . .
0 0 0 0
❄ ❄ ❄ ❄
❄ ❄ ❄ ❄
❄ ❄ ❄ ❄
❄ ❄ ❄ ❄
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which yields
0→ H0(a∞,M)→M → Hˇ0(U,F|U)→ H
1(a∞,M)→ 0
(3)
Hˇp−1(U,F|U) ≃ H
p(a∞,M) for p > 1 .
It is noteworthy that there is a close relation between Hp(a∞,M) and ExtpR pro-
viding us with yet another useful computatianl tool:
Hp(a∞,M) ≃ lim
−→
ExtpR(R/ I
m,M) ,
where Im = 〈am1 , . . . , a
m
d 〉 . For the details of the proof we refer to [6] §2.
Now, the calculation of the cohomology of twisting sheaves on PΣ can be approached
in the following way. As mentioned before, in the homogeneous coordinate ring con-
struction the toric variety PΣ is realized as the geometric quotient UΣ /G provided that
Σ is a complete simplicial fan. An open covering of UΣ is given by the principal open
subsets Ui := D(x
σi), where the xσi belong to the minimal basis of the ideal I :
UΣ =
⋃
σi∈Σ(d)
Ui .
Note that the projection map π : UΣ → PΣ is an affine morphism. For such morphisms
we have the following lemma.
Lemma: Let f : X → Y be an affine morphism of separated varieties X and Y . Let
F be a quasi-coherent OX-module. Then H
p(X,F) ≃ Hp(Y, f∗F).
Proof : Let U = {Ui}
m
i=1 be a covering of Y by open affine subsets and U˜ = {f
−1(Ui)}
m
i=1.
It follows from the definition of f∗F that C
0(U˜,F) = C0(U, f∗F). It is also obvious
that Cp(U˜,F) = Cp(U, f∗F) for p > 0 . Therefore, Hˇ
p(U˜,F) = Hˇp(U, f∗F). Since
the Cˇech cohomology groups with respect to an affine covering are isomorphic to the
cohomology groups, we have Hp(X,F) ≃ Hp(Y, f∗F).
It follows from our discussion in the section on the homogeneous coordinate ring
approach that π∗OUΣ =
⊕
p
OPΣ(p). Consequently, if we calculate H
p(UΣ,OUΣ) using
(3), then the above lemma yields the desired result!
We now go on to consider the question how an object like ExtiR(M,N) can be algo-
rithmically calculated. It should be clear that the basic algorithms being discussed here
can be equally applied to the calculations involving Koszul complexes. In what follows
we assume that R = C[x1, . . . , xn] and all R-modules are finitely generated. Let M be
an R-module and
0→ K
i
−→ Rp
π
−→ M → 0 (4)
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a presentation thereof. The R-module K is said to be a (first) syzygy module of M .
The algorithmic calculation of syzygy modules, which we will sketch below, is the heart
of the computational approach to many questions of commutative algebra (cf. [9] for
more details).
Let M = 〈f1, . . . , fp〉 as a submodule of R
m and {g1, . . . , gq} be a Gro¨bner basis
forM such that the leading coefficient of each gi is one. Let xi := lm(gi) be the leading
monomial of gi and xij := lcm(xi,xj) be the least common multiple of xi and xj .
Further, let
S(gi, gj) :=
xij
xi
gi −
xij
xj
gj .
It can be shown that S(gi, gj) belongs toM and therefore can be written as S(gi, gj) =∑q
k=1 h
k
ij gk. For i 6= j we define
sij :=
xij
xi
ei −
xij
xj
ej − (h
1
ij , . . . , h
q
ij) ,
where {ei}
q
i=1 is the canonical basis ofR
q. The two generating systems F = (f 1, . . . , f p)
and G = (g1, . . . , gq) of M are related through the relations F = G ·A and G = F ·B,
where A and B are q× p and p× q matrices over R, respectively. The matrix A can be
obtained using the division algorithm. While, the matrix B is obtained during the cal-
culation of the Gro¨bner basis using the Buchberger’s algorithm. Let ri , i = 1, . . . , p ,
denote the columns of the matrix 1l−B · A. Then we have
Theorem F: {r1, . . . , rp} ∪ {Bsij | 1 ≤ i < j ≤ q } generates the syzygy module
K = Syz(f1, . . . , fp).
Using the above theorem we can easily compute the kernel of a surjective homomor-
phism
φ : Rp →M/N , (5)
where M = 〈f1, . . . , f p〉 and N = 〈fp+1, . . . , fp+q〉 are submodules of R
m and φ(ei) =
f i+N for i = 1, . . . , p . For that purpose we only need to calculate Syz(f 1, . . . , fp+q).
Let Syz(f 1, . . . , fp+q) = 〈p1, . . . ,pℓ〉 and hi denote the vector of the first p compo-
nents of pi . Then Ker φ = 〈h1, . . . ,hℓ〉 .
Having the necessary computational tools at our disposal, we are now faced with
the computation of Hom(M,N) as a first step in the calculation of the Ext functor (cf.
appendix). We begin with a presentation of M and N
0→ K0
ı0−→ Rp
π0−→M → 0 , 0→ L0
ı′0−→ Rk
π′0−→ N → 0 . (6)
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Similarly, we can write down presentations of the first syzygy modules K0 and L0
0→ K1
ı1−→ Rq
π1−→ K0 → 0 , 0→ L1
ı′1−→ Rℓ
π′1−→ L0 → 0 . (7)
Combining (6) and (7) we obtain
Rq
α
−→ Rp
π0−→M → 0 , Rℓ
β
−→ Rk
π′0−→ N → 0 , (8)
where α = ı0 ◦ π1 and β = ı
′
0 ◦ π
′
1 . By considering K0 (resp. L0) as a submodule of
Rp (resp. Rk) α (resp. β) can be identified with a p × q (resp. k × ℓ ) matrix whose
columns are the generators of K0 (resp. L0). (Note that theorem F provides us with
such a generating system.) Applying the (left exact contravariant functor) Hom( · , N)
to the first sequence in (8) we get
0→ Hom(M,N)→ Hom(Rp, N)
α∗
−→ Hom(Rq, N) . (9)
Therefore, the calculation of Hom(M,N) has been reduced to that of the kernel of
the map α∗ : Hom(Rp, N) → Hom(Rq, N) , ψ 7→ α∗(ψ) := ψ ◦ α . For the maps
(5) we know how it can be calculated. Hence, we are led to find presentations of
modules Hom(Rp, N) and Hom(Rq, N). For that purpose, we apply the exact functors
Hom(Rp, · ) and Hom(Rq, · ) to the second sequence in (8) to get
Hom(Rp, Rℓ)
β∗
−→ Hom(Rp, Rk)→ Hom(Rp, N)→ 0 , (10)
Hom(Rq, Rℓ)
β˜∗
−→ Hom(Rq, Rk)→ Hom(Rq, N)→ 0 . (11)
From this we see that the cokernels of the maps β∗ and β˜∗ yield the desired presentations.
Now by calculating the kernel of the map
α˜∗ : Hom(Rp, Rk) −→ Hom(Rq, Rk)/Im β˜∗ ,
where α˜∗ is the composition of α∗ with the canonical projection Hom(Rp, Rk) →
Hom(Rq, Rk)/ Im β∗ and taking its quotient by Im β∗ we arrive at Hom(M,N) , i.e.
Hom(M,N) = Ker α˜∗/Im β∗ .
We now turn to the calculation of ExtiR(M,N). According to the definition of Ext
i
R(M,N)
we first compute a free resolution of M , which amounts to the repeated application
of the ‘Theorem F’ for the calculation of syzygy modules. Note that this procedure
terminates in at most n steps due to Hilbert’s syzygy theorem.
. . . ✲ F2
d2 ✲F1
d1 ✲ F0
d0✲ M ✲ 0
❅
❅❅❘
pi2
 
  ✒ı1 ❅❅❅❘
pi1
 
  ✒ı0
K1 K0
 
  ✒ ❅❅❅❘  
  ✒ ❅❅❅❘
0 0 0
(12)
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Next we apply the functor Hom( · , N) to (12) to obtain
0→ Hom(M,N)
d∗0−→ Hom(F0, N)
d∗1−→ Hom(F1, N)→ . . . . (13)
Following the steps discussed above for the calculation of the Hom functor we can find
a presentation for each term of the sequence (13) and then, by calculating the kernel of
d∗i (cf. (5)) and the image of d
∗
i−1 , we get the desired result!
4 Examples
In the following examples we will calculate the cohomology groups H•(UΣ,OUΣ) from
which H•(PΣ,OPΣ(p)) can be obtained through the projection map π as described
above.
Example 1 (the weighted projective space P(w0, . . . , wd) ) [10]: Let w0, . . . , wd be
relatively prime positive integers. Further, let { v0, . . . , vd } be a spanning set of a
d-dimensional real vector space V satisfying the linear relation w0v0+ . . .+wdvd = 0 .
Let the integer span of v0, . . . , vd define the latticeN whose R-extension is obviously V .
The fan Σ consists of all simplicial cones generated by proper subsets of { v0, . . . , vd } .
The corresponding toric variety will be the weighted projective space P(w0, . . . , wd) . It
follows from these data that S = C[x0, . . . , xd] with deg xi = wi and I = 〈x0, . . . , xd〉 .
Since the sequence (x0, . . . , xd) is regular in S = C[x0, . . . , xd] we find according to
theorem D and (3) that the only nontrivial cohomology groups are H0(UΣ,OUΣ) and
Hd(UΣ,OUΣ) :
Hp(UΣ,OUΣ) =


S for p = 0
0 for 0 < p < d
⊕
ni>0
i=0,... ,d
C · x−n00 . . . x
−nd
d for p = d
where UΣ = A
d+1 \ {0} =
⋃d
i=0 Ui . We have also made use of the fact that the induc-
tive limit commutes with the cohomology (cf. the next example for the details on the
calculation of inductive limit).
Example 2: Let PΣ denote the Fano toric variety defined by the reflexive polytope ∆
in N with the vertices
e1 = (1, 0, 0, 0, 0) e2 = (0, 1, 0, 0, 0) e3 = (0, 0, 1, 0, 0) e4 = (0, 0, 0, 1, 0)
e5 = (0, 0, 0, 0, 1) e6 = (0, 0, 0, 0,−1) e7 = (−1,−1,−3,−3,−6) ,
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which is a blowup of the weighted projective space P(1, 1, 1, 3, 3, 6). (The one-dimensional
cone 〈e6〉 corresponds to the resulting exceptional divisor in PΣ .) The big cones of its
defining simplicial fan Σ are given by
σ1 = 〈e1e2e3e4e5〉 σ2 = 〈e1e2e3e4e6〉 σ3 = 〈e1e2e3e6e7〉 σ4 = 〈e1e2e4e6e7〉
σ5 = 〈e1e3e4e6e7〉 σ6 = 〈e2e3e4e6e7〉 σ7 = 〈e1e2e3e5e7〉 σ8 = 〈e1e2e4e5e7〉
σ9 = 〈e1e3e4e5e7〉 σ10 = 〈e2e3e4e5e7〉 .
It follows from the above data that S = C[x1, . . . , x7] with deg x1 = (1, 0), deg x2 =
(1, 0), deg x3 = (3, 0), deg x4 = (3, 0), deg x5 = (6, 1), deg x6 = (0, 1), deg x7 = (1, 0),
and I = 〈 x6x7 , x4x6 , x3x6 , x2x6 , x1x6 , x5x7 , x4x5 , x3x5 , x2x5 , x1x5 〉 . Using the
algorithm described above we get a free resolution of S/Im : 0 → S
d6−→ S7
d5−→
S20
d4−→ S30
d3−→ S25
d2−→ S10
d1−→ S → S/Im → 0 with
d1 =
(
xm6 x
m
7 x
m
4 x
m
6 x
m
3 x
m
6 x
m
2 x
m
6 x
m
1 x
m
6 x
m
5 x
m
7 x
m
4 x
m
5 x
m
3 x
m
5 x
m
2 x
m
5 x
m
1 x
m
5
)
d2 =


xm4 -x
m
3 0 -x
m
2 0 0 -x
m
1 0 0 0 -x
m
5 0 0 0 0 0 0 0 0 0 0 0 0 0 0
xm7 0 -x
m
3 0 -x
m
2 0 0 -x
m
1 0 0 0 -x
m
5 0 0 0 0 0 0 0 0 0 0 0 0 0
0 xm7 x
m
4 0 0 -x
m
2 0 0 -x
m
1 0 0 0 0 -x
m
5 0 0 0 0 0 0 0 0 0 0 0
0 0 0 xm7 x
m
4 x
m
3 0 0 0 -x
m
1 0 0 0 0 0 0 -x
m
5 0 0 0 0 0 0 0 0
0 0 0 0 0 0 xm7 x
m
4 x
m
3 x
m
2 0 0 0 0 0 0 0 0 0 0 -x
m
5 0 0 0 0
0 0 0 0 0 0 0 0 0 0 xm6 0 -x
m
4 0 -x
m
3 0 0 -x
m
2 0 0 0 -x
m
1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 xm6 x
m
7 0 0 -x
m
3 0 0 -x
m
2 0 0 0 -x
m
1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 xm6 x
m
7 x
m
4 0 0 0 -x
m
2 0 0 0 -x
m
1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 xm6 x
m
7 x
m
4 x
m
3 0 0 0 0 -x
m
1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 xm6 x
m
7 x
m
4 x
m
3 x
m
2


d3 =


xm3 x
m
2 0 0 x
m
1 0 0 0 0 0 -x
m
5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
-xm4 0 x
m
2 0 0 x
m
1 0 0 0 0 0 -x
m
5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
xm7 0 0 x
m
2 0 0 x
m
1 0 0 0 0 0 -x
m
5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 -xm4 -x
m
3 0 0 0 0 x
m
1 0 0 0 0 0 0 -x
m
5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 xm7 0 -x
m
3 0 0 0 0 x
m
1 0 0 0 0 0 0 -x
m
5 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 xm7 x
m
4 0 0 0 0 0 x
m
1 0 0 0 0 0 0 0 -x
m
5 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 -xm4 -x
m
3 0 -x
m
2 0 0 0 0 0 0 0 0 0 0 0 0 -x
m
5 0 0 0 0 0 0 0 0 0
0 0 0 0 xm7 0 -x
m
3 0 -x
m
2 0 0 0 0 0 0 0 0 0 0 0 0 -x
m
5 0 0 0 0 0 0 0 0
0 0 0 0 0 xm7 x
m
4 0 0 -x
m
2 0 0 0 0 0 0 0 0 0 0 0 0 0 -x
m
5 0 0 0 0 0 0
0 0 0 0 0 0 0 xm7 x
m
4 x
m
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -x
m
5 0 0 0
0 0 0 0 0 0 0 0 0 0 xm4 x
m
3 0 0 x
m
2 0 0 0 0 0 x
m
1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 -xm7 0 x
m
3 0 0 x
m
2 0 0 0 0 0 x
m
1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 xm6 0 0 x
m
3 0 0 x
m
2 0 0 0 0 0 x
m
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 -xm7 -x
m
4 0 0 0 0 x
m
2 0 0 0 0 0 x
m
1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 xm6 0 -x
m
4 0 0 0 0 x
m
2 0 0 0 0 0 x
m
1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 xm6 x
m
7 0 0 0 0 0 x
m
2 0 0 0 0 0 x
m
1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 -xm7 -x
m
4 0 -x
m
3 0 0 0 0 0 0 0 0 x
m
1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 xm6 0 -x
m
4 0 -x
m
3 0 0 0 0 0 0 0 0 x
m
1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 xm6 x
m
7 0 0 -x
m
3 0 0 0 0 0 0 0 0 x
m
1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 xm6 x
m
7 x
m
4 0 0 0 0 0 0 0 0 0 x
m
1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -xm7 -x
m
4 0 -x
m
3 0 0 -x
m
2 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 xm6 0 -x
m
4 0 -x
m
3 0 0 -x
m
2 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 xm6 x
m
7 0 0 -x
m
3 0 0 -x
m
2 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 xm6 x
m
7 x
m
4 0 0 0 -x
m
2
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 xm6 x
m
7 x
m
4 x
m
3


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d4=


-xm2 -x
m
1 0 0 0 -x
m
5 0 0 0 0 0 0 0 0 0 0 0 0 0 0
xm3 0 -x
m
1 0 0 0 -x
m
5 0 0 0 0 0 0 0 0 0 0 0 0 0
-xm4 0 0 -x
m
1 0 0 0 -x
m
5 0 0 0 0 0 0 0 0 0 0 0 0
xm7 0 0 0 -x
m
1 0 0 0 -x
m
5 0 0 0 0 0 0 0 0 0 0 0
0 xm3 x
m
2 0 0 0 0 0 0 0 -x
m
5 0 0 0 0 0 0 0 0 0
0 -xm4 0 x
m
2 0 0 0 0 0 0 0 -x
m
5 0 0 0 0 0 0 0 0
0 xm7 0 0 x
m
2 0 0 0 0 0 0 0 -x
m
5 0 0 0 0 0 0 0
0 0 -xm4 -x
m
3 0 0 0 0 0 0 0 0 0 0 -x
m
5 0 0 0 0 0
0 0 xm7 0 -x
m
3 0 0 0 0 0 0 0 0 0 0 -x
m
5 0 0 0 0
0 0 0 xm7 x
m
4 0 0 0 0 0 0 0 0 0 0 0 0 -x
m
5 0 0
0 0 0 0 0 -xm3 -x
m
2 0 x
m
1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 xm4 0 -x
m
2 0 0 0 -x
m
1 0 0 0 0 0 0 0 0
0 0 0 0 0 -xm7 0 0 -x
m
2 0 0 0 -x
m
1 0 0 0 0 0 0 0
0 0 0 0 0 xm6 0 0 0 -x
m
2 0 0 0 -x
m
1 0 0 0 0 0 0
0 0 0 0 0 0 xm4 x
m
3 0 0 0 0 0 0 -x
m
1 0 0 0 0 0
0 0 0 0 0 0 -xm7 0 x
m
3 0 0 0 0 0 0 -x
m
1 0 0 0 0
0 0 0 0 0 0 xm6 0 0 x
m
3 0 0 0 0 0 0 -x
m
1 0 0 0
0 0 0 0 0 0 0 -xm7 -x
m
4 0 0 0 0 0 0 0 0 -x
m
1 0 0
0 0 0 0 0 0 0 xm6 0 -x
m
4 0 0 0 0 0 0 0 0 -x
m
1 0
0 0 0 0 0 0 0 0 xm6 x
m
7 0 0 0 0 0 0 0 0 0 -x
m
1
0 0 0 0 0 0 0 0 0 0 xm4 x
m
3 0 0 x
m
2 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 -xm7 0 x
m
3 0 0 x
m
2 0 0 0 0
0 0 0 0 0 0 0 0 0 0 xm6 0 0 x
m
3 0 0 x
m
2 0 0 0
0 0 0 0 0 0 0 0 0 0 0 -xm7 -x
m
4 0 0 0 0 x
m
2 0 0
0 0 0 0 0 0 0 0 0 0 0 xm6 0 -x
m
4 0 0 0 0 x
m
2 0
0 0 0 0 0 0 0 0 0 0 0 0 xm6 x
m
7 0 0 0 0 0 x
m
2
0 0 0 0 0 0 0 0 0 0 0 0 0 0 -xm7 -x
m
4 0 -x
m
3 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 xm6 0 -x
m
4 0 -x
m
3 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 xm6 x
m
7 0 0 -x
m
3
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 xm6 x
m
7 x
m
4


d5=


xm1 -x
m
5 0 0 0 0 0
-xm2 0 -x
m
5 0 0 0 0
xm3 0 0 -x
m
5 0 0 0
-xm4 0 0 0 -x
m
5 0 0
xm7 0 0 0 0 -x
m
5 0
0 xm2 x
m
1 0 0 0 0
0 -xm3 0 x
m
1 0 0 0
0 xm4 0 0 x
m
1 0 0
0 -xm7 0 0 0 x
m
1 0
0 xm6 0 0 0 0 x
m
1
0 0 -xm3 -x
m
2 0 0 0
0 0 xm4 0 -x
m
2 0 0
0 0 -xm7 0 0 -x
m
2 0
0 0 xm6 0 0 0 -x
m
2
0 0 0 xm4 x
m
3 0 0
0 0 0 -xm7 0 x
m
3 0
0 0 0 xm6 0 0 x
m
3
0 0 0 0 -xm7 -x
m
4 0
0 0 0 0 xm6 0 -x
m
4
0 0 0 0 0 xm6 x
m
7


d6=
(
xm5 -x
m
1 x
m
2 -x
m
3 x
m
4 -x
m
7 x
m
6
)
T
.
Applying Hom( · , S) to 0→ S
d6−→ S7
d5−→ S20
d4−→ S30
d3−→ S25
d2−→ S10
d1−→ S → 0
and calculating the cohomology of the resulting complex as described above yields
Ext2S(S/I
m, S) = S/〈 xm5 , x
m
6 〉 ,
Ext3S(S/I
m, S) = 0 ,
Ext4S(S/I
m, S) = 0 ,
Ext5S(S/I
m, S) = S/〈 xm1 , x
m
2 , x
m
3 , x
m
4 , x
m
7 〉 ,
Ext6S(S/I
m, S) = S/〈 xm1 , x
m
2 , x
m
3 , x
m
4 , x
m
5 , x
m
6 , x
m
7 〉 .
Now we turn to the calculation of the inductive limits. We begin with ({Ext2S(S/I
m, S)},
{f˜mn}). The maps f˜mn are induced by fmn : S → S , 1 7→ (x5x6)
n−m · 1 which are in
turn induced by the canonical maps S/Im → S/In. Let Im denote the S-module
〈 xm5 , x
m
6 〉 and
˜˜fmn := fmn↾ Im. Then it can be easily seen that {Im}m together with
the maps ˜˜fmn is an inductive system. Since lim
−→
Ext2S(S / I
m, S) = lim
−→
S/ lim
−→
Im we
only need to consider the latter two limits. The first one is well-known: lim
−→
S = Sx5x6,
where Sx5x6 is the localization of S at x5x6 (cf. [8], EGA, 4, p.19). We now show
that lim
−→
Im = Sx5/S ⊕ Sx6/S . It is not difficult to verify that (Sx5/S ⊕ Sx6/S , {ϕm})
with ϕm(x
m
5 ) = 0 ⊕
1
xm6
and ϕm(x
m
6 ) =
1
xm5
⊕ 0 (modulo S!) is a target object for
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({Im}, {
˜˜fmn}). According to the universal property of the inductive limit there exists
a unique homomorphism ψ such that the diagram
Im ϕmPPPPPq Sx5/S ⊕ Sx6/S
lim
−→
Im
ψ✟✟
✟✟✯
❄
fm
commutes for all m . We now prove that ψ is actually an isomorphism. Let β be an
arbitrary element of Sx5/S ⊕ Sx6/S . Then β can be written as
g
xm5
⊕ h
xm6
. Therefore,
it follows from β = ϕm(h x
m
5 + g x
m
6 ) = ψ ◦ fm(h x
m
5 + g x
m
6 ) = ψ(fm(h x
m
5 + g x
m
6 ))
that ψ is surjective. Now, let α = h xm5 + g x
m
6 such that fm(α) lies in the ker-
nel of ψ , i.e. ψ(fm(α)) = 0 . Since ψ ◦ fm = ϕm then ϕm(α) = 0 , which means
g
xm5
⊕ h
xm6
= 0⇔ ( xk5 g = 0 and x
k
6 h = 0 ) . Because of the commutativity of
Im fm❍❍❍❥
lim
−→
Im
Im+k
fm+k✟
✟✟
✯
❄
˜˜
fm,m+k
we have fm(α) = fm+k(
˜˜
fm,m+k(α)) . Since
˜˜
fm,m+k(h x
m
5 +g x
m
6 ) = x
k
6 h x
m+k
5 +x
k
5 g x
m+k
6 =
0 we obtain fm(α) = 0 , i.e. Kerψ = {0}. Summarizing the above discussion we find
out that
H1(UΣ,OUΣ) =
⊕
k,l,m,n,r≥0
p,q>0
C · xk1 x
l
2 x
m
3 x
n
4 x
−p
5 x
−q
6 x
r
7 ⊕ C [ x1, x2, x3, x4, x7 ]
as a C-vector space. The maps f˜mn in the next nontrivial inductive system ({Ext
5
S(S/I
m,
S)}, {f˜mn}) are induced by fmn : S → S , 1 7→ (x1x2x3x4x7)
n−m ·1 . As before the family
{Im}m, where Im now denotes the S-module 〈 x
m
1 , x
m
2 , x
m
3 , x
m
4 , x
m
7 〉 , together with the
maps ˜˜fmn := fmn↾Im form an inductive system. Following the same lines of argumenta-
tion as presented above one can easily verify that lim
−→
Im = Sx1x2x3x4/S⊕Sx2x3x4x7/S⊕
Sx1x3x4x7/S ⊕ Sx1x2x4x7/S ⊕ Sx1x2x3x7/S . Taking lim
−→
S = Sx1x2x3x4x7 into account we
therefore obtain
H4(UΣ,OUΣ) =
⊕
k,l,m,n,r>0
p,q≥0
C · x−k1 x
−l
2 x
−m
3 x
−n
4 x
p
5 x
q
6 x
−r
7 ⊕ C[ x5, x6 ]
as a C-vector space. Similar considerations in the case of ({Ext6S(S/I
m, S)}, {f˜mn}),
where f˜mn is now induced by fmn : S → S , 1 7→ (x1x2x3x4x5x6x7)
n−m · 1 , lead us to
the following result
H5(UΣ,OUΣ) =
⊕
k,l,m,n,p,q,r>0
C · x−k1 x
−l
2 x
−m
3 x
−n
4 x
−p
5 x
−q
6 x
−r
7 .
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Example 3: Let ∆ be a reflexive polytope in N whose vertices are given by
e1 = (1, 0, 0, 0, 0) e3 = (0, 0, 1, 0, 0) e5 = (0, 0, 0, 0, 1) e7 = (0,−1,−1,−1,−3)
e2 = (0, 1, 0, 0, 0) e4 = (0, 0, 0, 1, 0) e6 = (0, 0, 0, 0,−1) e8 = (−1,−2,−2,−3,−6) .
We take a maximal triangulation of the reflexive polytope ∆, which leads to a simplicial
fan Σ whose big cones are defined by
σ1 = 〈e1e2e3e4e5〉 σ2 = 〈e1e2e3e4e6〉 σ3 = 〈e1e2e3e5e8〉 σ4 = 〈e1e2e3e6e8〉
σ5 = 〈e1e2e4e5e7〉 σ6 = 〈e1e2e4e6e7〉 σ7 = 〈e1e2e5e7e8〉 σ8 = 〈e1e2e6e7e8〉
σ9 = 〈e1e3e4e5e7〉 σ10 = 〈e1e3e4e6e7〉 σ11 = 〈e1e3e5e7e8〉 σ12 = 〈e1e3e6e7e8〉
σ13 = 〈e2e3e4e5e8〉 σ14 = 〈e2e3e4e6e8〉 σ15 = 〈e2e4e5e7e8〉 σ16 = 〈e2e3e6e7e8〉
σ17 = 〈e3e4e5e7e8〉 σ18 = 〈e3e4e6e7e8〉 .
The Fano toric variety PΣ costructed from Σ is a blowup of the weighted projec-
tive space P(1, 1, 2, 2, 3, 6) . (The one-dimensional cones 〈e6〉 and 〈e7〉 correspond
to the resulting exceptional divisors in PΣ .) It follows from the above data that
S = C[x1, . . . , x8] with deg x1 = (1, 0, 0), deg x2 = (2, 1, 0), deg x3 = (2, 1, 0), deg x4 =
(3, 1, 0), deg x5 = (6, 3, 1), deg x6 = (0, 0, 1), deg x7 = (0, 1, 0), deg x8 = (1, 0, 0) and
I = 〈 x6x7x8 , x5x7x8 , x4x6x7 , x4x5x7 , x3x6x8 , x3x5x8 , x3x4x6 , x3x4x5 , x2x6x8 ,
x2x5x8 , x2x4x6, x2x4x5, x1x6x7, x1x5x7 , x1x3x6 , x1x3x5 , x1x2x6 , x1x2x5 〉 . Using
the algorithm described above we get a free resolution of S/Im : 0 → S
d6−→ S8
d5−→
S27
d4−→ S48
d3−→ S45
d2−→ S18
d1−→ S → S/Im → 0 . Proceeding as in the last example
we get the following results
Ext2S(S/I
m, S) = S/〈 xm5 , x
m
6 〉 ,
Ext3S(S/I
m, S) = S/〈 xm2 , x
m
3 , x
m
7 〉 ⊕ S/〈 x
m
1 , x
m
4 , x
m
8 〉 ,
Ext4S(S/I
m, S) = S/〈 xm2 , x
m
3 , x
m
5 , x
m
6 , x
m
7 〉 ⊕ S/〈 x
m
1 , x
m
4 , x
m
5 , x
m
6 , x
m
8 〉 ,
Ext5S(S/I
m, S) = S/〈 xm1 , x
m
2 , x
m
3 , x
m
4 , x
m
7 , x
m
8 〉 ,
Ext6S(S/I
m, S) = S/〈 xm1 , x
m
2 , x
m
3 , x
m
4 , x
m
5 , x
m
6 , x
m
7 , x
m
8 〉 .
By taking the inductive limit and using the results of the foregoing example we arrive
at
H1(UΣ,OUΣ) =
⊕
k,l,m,n,r,s≥0
p,q>0
C · xk1 x
l
2 x
m
3 x
n
4 x
−p
5 x
−q
6 x
r
7 x
s
8 ⊕ C[ x1, x2, x3, x4, x7, x8 ]
H2(UΣ,OUΣ) =
⊕
k,n,p,q,s≥0
l,m,r>0
C · xk1 x
−l
2 x
−m
3 x
n
4 x
p
5 x
q
6 x
−r
7 x
s
8 ⊕ C[ x1, x4, x5, x6, x8 ]⊕
⊕
l,m,p,q,r≥0
k,n,s>0
C · x−k1 x
l
2 x
m
3 x
−n
4 x
p
5 x
q
6 x
r
7 x
−s
8 ⊕ C[ x2, x3, x5, x6, x7 ]
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H3(UΣ,OUΣ) =
⊕
k,n,s≥0
l,m,p,q,r>0
C · xk1 x
−l
2 x
−m
3 x
n
4 x
−p
5 x
−q
6 x
−r
7 x
s
8 ⊕ C[ x1, x4, x8 ]⊕
⊕
l,m,r≥0
k,n,p,q,s>0
C · x−k1 x
l
2 x
m
3 x
−n
4 x
−p
5 x
−q
6 x
r
7 x
−s
8 ⊕ C[ x2, x3, x7 ]
H4(UΣ,OUΣ) =
⊕
k,l,m,n,r,s>0
p,q≥0
C · x−k1 x
−l
2 x
−m
3 x
−n
4 x
p
5 x
q
6 x
−r
7 x
−s
8 ⊕ C[ x5, x6 ]
H5(UΣ,OUΣ) =
⊕
k,l,m,n,p,q,
r,s>0
C · x−k1 x
−l
2 x
−m
3 x
−n
4 x
−p
5 x
−q
6 x
−r
7 x
−s
8 .
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Appendix
Inductive Limit
Let (I,≺) be a partially ordered set. (I,≺) is said to be directed if ∀i, j ∈ I ∃ k ∈ I
such that i ≺ k and j ≺ k. An inductive system of sets∗ S consists of a family of sets
{Mi}i∈I together with a family of maps {fij : Mi → Mj}i≺j such that 1) fii = idMi for
all i ∈ I, 2) fjk ◦ fij = fik for all i ≺ j ≺ k .
A target object for the inductive system S is a set M together with a family of maps
{ϕi : Mi →M}i∈I such that
Mi ϕi❍❍❍❥
M
Mj
ϕj✟
✟✟
✯
❄
fij
commutes for all i ≺ j. ‘The inductive limit of S’ is a target object (lim
−→
Mi, {fi}i∈I)
satisfying the following ‘universal property’: for any target object (M, {ϕi}i∈I) there is
a unique map f : lim
−→
Mi → M such that the diagram
Mi ϕiPPPPPq
M
lim
−→
Mi
f✟✟
✟✟✯
❄
fi
commutes for all i ∈ I.
The Ext Functor
We first recall some elementary concept of homological algebra. Let R be a ring. A
chain complex of R-modules is a sequence of R-modules and homomorphisms
(M•, d•) : . . .→ Mi+1
di+1
−→Mi
di−→ Mi−1 → . . .
with di ◦ di+1 = 0 for all i ∈ Z. A cochain complex of R-modules is a sequence of
R-modules and homomorphisms
(M•, d•) : . . .→M i−1
di−1
−→M i
di
−→M i+1 → . . .
with di ◦ di−1 = 0 for all i ∈ Z. The homology of a chain complex (M•, d•) is given by
Hi(M•) := Ker di/Im di+1. The cohomology of a cochain complex (M
•, d•) is given by
H i(M•) := Ker di/Im di−1.
∗Analogously one can define the same concepts in the category of groups, rings and modules.
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Let (M•, d•) and (N•, d
′
•) be two chain complexes. A homomorphism of chain
complexes f• : M• → N• is a family of homomorphisms fi : Mi → Ni such that
fi−1 ◦ di = d
′
i ◦ fi for all i ∈ Z . Clearly f• : M• → N• induces a well-defined map
Hi(f•) : Hi(M•) → Hi(N•) for all i ∈ Z. Two homomorphisms f•, g• : M• → N• are
said to be homotopic, written f• ≃ g•, if there are maps hi : Mi → Ni+1, i ∈ Z, such
that fi−gi = d
′
i+1 ◦hi+hi−1 ◦di . The chain complexes (M•, d•) and (N•, d
′
•) are called
homotopy equivalent, written M• ≃ N• , if there are homomorphisms f• : M• → N•
and g• : N• → M• such that f• ◦ g• ≃ idN• and g• ◦ f• ≃ idM• . Homotopy equivalent
chain complexes have the same homology.
An R-module P is called projective if for any surjective homomorphism f : M → N
of R-modules M and N and any homomorphism g : P → N there exists a homomor-
phism h : P →M such that g = f ◦h. It follows from the definition that a free module
is projective. By a projective (resp. free) resolution of an R-module M we mean an
exact sequence . . . → Pi
di−→ Pi−1 → . . . → P0
d0−→ M → 0, where Pi are projective
(resp. free) for i = 0, 1, . . . . It can be shown that any two projective resolutions of M
are homotopy equivalent.
Let M and N be two R-modules and P• → M → 0 a projective resolution of M .
Then
ExtiR(M,N) := H
i(Hom(P•, N)).
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