Datum
Horizontal coordinate information is referenced to the North American Datum of 1927.
Supplemental Information
Specific conductance is given in microsiemens per centimeter at 25 degrees Celsius (µS/cm at 25 °C).
Introduction
Cyanobacteria (also called blue-green algae) cause a multitude of water-quality concerns, including the potential to produce toxins and taste-and-odor compounds. Toxins and taste-and-odor compounds may cause substantial economic and public health concerns and are of particular interest in lakes, reservoirs, and rivers that are used for drinking-water supply (Graham, 2006) . Cyanobacterial toxins (cyanotoxins) have been implicated in human and animal illness and death in at least 36 states in the United States, including Kansas (Graham and others, 2009; Trevino-Garrison and others, 2015) . Several countries have set national standards or guidelines for cyanotoxins in drinking water (Hudnell, 2008) . The U.S. Environmental Protection Agency (EPA) recently (2015) released health advisory values for the cyanotoxins microcystin and cylindrospermopsin in finished drinking water. The 10-day health advisory values for microcystin in finished drinking water are 0.3 micrograms per liter (µg/L) for young children and 1.6 µg/L for all other ages; the health advisory values for cylindrospermopsin are 0.7 µg/L for young children and 3.0 µg/L for all other ages (U.S. Environmental Protection Agency, 2015) . Unlike cyanotoxins, taste-and-odor compounds have no known effects on human health and there are no regulations or advisory values for these compounds. Aesthetic issues associated with taste and odor occur at low concentrations (5 to 10 nanograms per liter [ng/L]) and remedial actions commonly are implemented as soon as taste or odor is detected in a drinking-water supply (Taylor and others, 2005) .
The Kansas River is a primary source of drinking water for about 800,000 people in northeastern Kansas (Graham and others, 2012) . Cyanobacterial blooms typically do not develop in the Kansas River; however, reservoirs in or near the lower Kansas River Basin ( fig. 1 ) do occasionally develop blooms (Graham and others, 2012; Trevino-Garrison and others, 2015) . The Kansas River has periodic taste-and-odor episodes that may be caused by either cyanobacterial production of taste-and-odor compounds in upstream reservoirs or actinomycetes bacteria production and transport during runoff events. Downstream transport of cyanobacteria and associated toxins and taste-and-odor compounds from reservoirs in the lower Kansas River Basin was documented during water releases from Milford, Tuttle Creek, and Perry reservoirs during September and October, 2011 (Graham and others, 2012) .
Source-water supplies are treated by a combination of chemical and physical processes to remove contaminants before distribution. Water-quality conditions, such as turbidity, specific conductance, and pH, may require alteration of treatment processes to ensure effective removal of contaminants. An advanced notification system of changing water-quality conditions and cyanotoxin and taste-and-odor occurrences provides drinking-water treatment facilities time to develop and implement adequate treatment strategies.
Statistical models using discretely sampled and continuously measured physicochemical properties to estimate concentrations of constituents of concern may be used to provide advanced notification of changing water-quality conditions for constituents of interest (for example, Stone and others, 2013) . The U.S. Geological Survey (USGS), in cooperation with the Kansas Water Office (funded in part through the Kansas Water Plan), the City of Lawrence, the City of Topeka, the City of Olathe, and Johnson County Water One began a study in July 2012 to develop models at two Kansas River sites located upstream from drinking-water intakes. Continuous water-quality monitors were operated and discrete-water quality samples collected on the Kansas River at the Wamego and De Soto sites ( fig. 1) since July 2012. The study involved development of logistic regression models that continuously estimate the probability of cyanobacteria and associated compounds exceeding selected thresholds and linear regression models that continuously estimate concentrations of nutrients, sediment, and additional water-quality constituents of interest in the Kansas River.
Purpose and Scope
The purpose of this report is to document regression models that establish relations between continuous and discrete water-quality data collected from the Kansas River during July 2012 through June 2015 at the Wamego and De Soto sites ( fig. 1) . Logistic regression models that estimate the probability of occurrence above selected thresholds were developed for cyanobacteria, microcystin, and geosmin because the necessary assumptions for using linear approaches were not met for these constituents. Linear regression models were developed for major ions, nutrients, sediment, and fecal indicator bacteria. Logistic models provide real-time estimates of the probability that cyanobacteria and associated compounds occur above selected thresholds upstream from drinking-water supply intakes on the Kansas River. Linear models characterize changes in concentrations of other water-quality constituents of interest as well as water-quality conditions through time, potentially harmful cyanobacterial events, and changes in water-quality conditions that may affect drinking-water treatment processes.
Linear regression models for water-quality constituents for the Kansas River at the Wamego and De Soto sites, including major ions, nutrients, sediment, and indicator bacteria, originally were published by Rasmussen and others (2005) using data collected during 2000 through 2003. Because of the elapsed time between these previously published models and data in this report; updated analytical methods and sensor technology; and potential changes in watershed practices, water-quality conditions, and riverine processes through time; new models for the Wamego and De Soto sites were developed using data collected only during July 2012 through June 2015. Evaluating causes for changes in model form and potential causes for change are beyond the scope of this report.
Description of Study Area
The Kansas River Basin has an area of 60,097 square miles (mi 2 ) and includes most of the northern one-half of Kansas and parts of Nebraska and Colorado. The Kansas River is formed by the confluence of the Smoky Hill and Republican Rivers, near Junction City, Kansas, and flows about 173 miles east into the Missouri River (not shown), at Kansas City, Kansas ( fig. 1 ). The area downstream from the Smoky Hill and Republican Rivers commonly is called the lower Kansas River Basin, which has an area of 5,448 mi 2 and forms the study area. Eighteen Federal reservoir projects impound water on all major tributaries of the Kansas River and control streamflow in 85 percent of the drainage area (Perry, 1994) . The main stem of the Kansas River, however, has only minor control structures that include Bowersock Dam (in Lawrence, Kansas; not shown), a low-head hydroelectric dam, and several diversion weirs for water supply (Kansas Riverkeeper, 2012) .
About 77 percent of land use in the study area is agricultural (cropland and grassland) and includes some urban areas (about 9 percent of land use; Fry and others, 2011) . Although urban development represents a small part of total land use, major urban and industrial areas are located along the Kansas River at Manhattan, Topeka, Lawrence, and Kansas City, Kansas ( fig. 1 ). All of these cities, in addition to many smaller communities, withdraw water from the Kansas River and associated alluvial aquifer for municipal water supply.
To characterize cyanotoxin and water-quality concentrations on the Kansas River, two sites were selected on the main stem ( fig. 1 ). The Kansas River at Wamego (USGS site number 06887500) has a drainage area of 55,280 mi 2 and is 128 river miles upstream from the confluence of the 
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Modified from Graham and others, 2012 Figure 1. Location of reservoirs and the Wamego and De Soto streamflow-gaging stations and discrete water-quality sampling sites in the lower Kansas River Basin.
Kansas River with the Missouri River. Wamego is upstream from the major urban water suppliers in the cities of Topeka, Lawrence, Olathe, and Johnson County, and is downstream from the large federal reservoirs Milford Lake and Tuttle Creek Lake ( fig. 1 ).The Kansas River at De Soto (USGS site number 06892350) site has a drainage area of 59,756 mi 2 and is 31 river miles upstream from the confluence of the Kansas River with the Missouri River and is upstream from water withdrawals in Johnson County. DeSoto is downstream from Topeka and Lawrence, as well as the large federal reservoirs Perry Lake and Clinton Lake ( fig. 1 ).
Methods
Continuous and discrete water-quality data were collected at the Wamego and De Soto sites on the Kansas River. Water quality has been measured continuously and discrete water-quality samples have been routinely collected since July 2012. Continuous and discrete water-quality data collected by the USGS at the Wamego and De Soto sites over a range of streamflows during July 2012 through June 2015 ( fig. 2 ) were used to develop site-specific regression models.
Continuous Water-Quality Monitoring
Continuous streamflow and water-quality data were collected from the Wamego and De Soto sites. Streamflow was measured using standard USGS methods Turnipseed and Sauer, 2010) . Both sites were equipped with YSI 6600 V2 water-quality monitors from July 2012 through June 2014, and then replaced by Xylem YSI EXO2 water-quality monitors from June 2014 through June 2015. Water-quality monitors measured water temperature, specific conductance, pH, dissolved oxygen, turbidity, and chlorophyll fluorescence. Data from these different monitors were linearly comparable, and there were no notable shifts in data quality between the two monitors; however, the YSI EXO2 turbidity sensor had a greater upper detection limit (4,000 formazin nephelometric units [FNU] ) than the YSI 6600 V2 (1,000 FNU) (YSI Incorporated, 2015) . Monitors were housed in 4-inch diameter polyvinyl chloride (PVC) or steel pipes with holes drilled to facilitate flow across sensors and were suspended from bridges approximately 1 to 2 feet (ft) below the water surface in the main flow zone of the river. Data were recorded every 15 minutes and are available from the USGS National Water Information System (NWIS) at http://dx.doi.org/10.5066/F7P55KJN.
Monitor maintenance and data reporting generally followed procedures described in Wagner and others (2006) with the exception of increased length between calibration checks (approximately 2-3 months) because of minimal sensor calibration drift. Monitors were cleaned approximately every 6 weeks or as needed. Continuous data during the study period required corrections of less than 10 percent, which classifies the data quality rating as good according to established guidelines (Wagner and others, 2006 
Discrete Water-Quality Sampling
During July 2012 through June 2015, discrete waterquality samples were collected bi-weekly during May through October and monthly during November through April. Discrete water-quality samples were collected over a range of streamflow conditions using this fixed-schedule sampling regime ( fig. 2 ). Most discrete samples were collected using depth-and width-integrating sample-collection techniques (Wilde, 2008; U.S. Geological Survey, 2006) . Samples collected using this approach are representative of the average chemical and biological composition of the stream cross-sectional area. Bacteria samples were collected at the centroid of flow using a weighted basket in accordance with USGS protocols (U.S. Geological Survey, 2006). A weighted basket also was used to collect samples when ice or extreme cold made it impossible to collect samples using depth-and width-integrating techniques. All water samples were analyzed for cyanobacterial abundance, the cyanotoxin microcystin, the taste-and-odor compounds geosmin and 2-methylisoborneol (MIB), major ions (including dissolved solids), alkalinity, nutrients (nitrogen and phosphorus species), suspended sediment, indicator bacteria, and actinomycetes bacteria. Discrete water-quality data are available through the USGS National Water Information System (NWIS) at http://dx.doi. org/10.5066/F7P55KJN.
Phytoplankton samples (preserved with a 9:1 Lugol's iodine:acetic acid solution) to determine cyanobacterial abundance were analyzed for taxonomic identification and enumeration by BSA Environmental Services, Inc., Beachwood, Ohio, as described in Stone and others (2013) . Geosmin and MIB were analyzed by Engineering Performance Solutions (EPS), LLC, Jacksonville, Florida, using solid phase microextraction gas chromatography/mass spectrometry (Zimmerman and others, 2002) . Total microcystin was analyzed by the USGS Organic Geochemistry Research Laboratory, Lawrence, Kansas. All samples were lysed by three sequential freeze-thaw cycles and filtered using 0.7-micrometer (µm) glass-fiber filters before analysis for microcystin (Loftin and others, 2008) . Abraxis ® enzyme-linked immunosorbent assays (ELISA) were used to measure microcystin (congener independent).
Major ions (including dissolved solids), alkalinity, and nutrients were analyzed by the USGS National Water Quality Laboratory in Lakewood, Colorado, using methods described by Fishman and Friedman (1989) . Escherichia coli (E. coli), fecal coliform, and enterococci bacteria were analyzed at the USGS Kansas Water Science Center using methods described by Wilde (2008) . Suspended-sediment concentration was analyzed at the USGS Iowa Sediment Laboratory in Iowa City, Iowa, according to methods described in Guy (1969) . Actinomycetes bacteria were analyzed by the USGS Ohio Water Science Center Microbiology Laboratory in Columbus, Ohio, using standard plate counts (American Public Health Association, American Water Works Association, and Water Environment Federation, 2010).
Quality-assurance and quality-control (QA/QC) samples were collected to evaluate variability in sample collection and processing techniques and among-laboratory variability in analytical techniques. About 10 percent of discrete waterquality samples were QA/QC samples. Eighteen concurrent or replicate constituent pairs were collected during July 2012 through June 2015. Relative percentage difference (RPD) was used to evaluate differences in analyte concentrations detected in replicate water samples. The RPD was calculated by dividing the difference between replicate pairs by the mean and multiplying that value by 100, thereby creating a value that represents the percent difference between replicate samples (Zar, 1999) . Replicate pairs with an RPD within 10 percent were considered acceptable for inorganic constituents (Rasmussen and others, 2014) and replicate pairs with an RPD within 20 percent were considered acceptable for nutrient and organic constituents. All inorganic and nutrient constituent replicate pairs had median RPDs that were less than or equal to 2 percent, except for suspended sediment (7 percent). Microcystin, geosmin, and MIB replicate median RPDs were 10 percent or less. Replicate median RPD of bacteria samples ranged from 12 to 51 percent. Eleven concurrent replicates were collected for total cyanobacteria analysis. Median RPD for total cyanobacteria was 132 percent; large RPDs were generally caused by low cyanobacterial abundance relative to the overall community (less than 25 percent of the overall abundance). Large RPDs not affected by low cyanobacterial abundance likely were caused by the extreme spatial variability that may be present in cyanobacterial communities that create challenges when collecting and processing replicate samples (Graham and others, 2012) . Quality-assurance data are available through the USGS National Water Information System (NWIS) at http://dx.doi.org/10.5066/F7P55KJN.
Equipment and field blank samples were collected to analyze for potential contaminants introduced by ambient conditions at the site or through the equipment used for sampling (U.S. Geological Survey, 2006). A total of 10 field and equipment blanks were collected from July 2012 to June 2015. All constituents of interest were determined to be below laboratory minimum reporting levels (microsystin, 0.1 ng/L; geosomin, 1.0 ng/L; MIB, 1.0 ng/L). Quality-assurance data, including laboratory minimum reporting levels, are available through the USGS National Water Information System (NWIS) at http://dx.doi.org/10.5066/F7P55KJN.
Development of Logistic Regression Models
Cyanobacteria, the cyanotoxin microcystin, and the taste-and-odor compounds geosmin and MIB were commonly detected at the Wamego and De Soto sites during July 2012 through June 2015; however, between 10 and 70 percent of samples were below laboratory minimum reporting levels depending on constituent and site. Because of the high percentage of censored values, ordinary least squares regression is not an appropriate modeling technique for these constituents (Helsel and Hirsch, 2002) . Multiple logistic regression was used to develop models to identify factors that best explained the probability of cyanobacteria, microcystin, geosmin, and MIB concentrations exceeding selected thresholds.
Logistic regression models the probability of the response variable being in one of two categorical response groups (for example, 0 equals a reference or negative response and 1 equals a positive response). Logistic regression transforms estimated probabilities into a continuous response variable, with possible values ranging from negative to positive infinity. The transformed response variable can then be modeled as a linear function of one or more explanatory variables in a logistic regression (Helsel and Hirsch, 2002) . The logistic regression equation can be expressed as follows:
where ln is the natural logarithm,
is the odds ratio, with p equal to the probability of a 1 (positive) response, b0 is the intercept, X is a vector of k explanatory variables, and bX includes the slope coefficients for each explanatory variable so that bX=b1X1+b2X2…bkXk. In this form, the logistic regression models the probability of obtaining a 1 (positive) response (Helsel and Hirsch, 2002; Systat Software, Inc., 2008) . Model output is the natural logarithm of the odds ratio. The natural logarithm of the odds ratio can be converted into a probability using the following equation:
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where p is the probability of a response of 1, e is the base of the natural logarithm (approximately equal to 2.71828), b0 is the intercept, X is a vector of k explanatory variables, and bX includes the slope coefficients for each explanatory variable so that bX=b1X1+b2X2…bkXk. Cyanobacteria frequently are present without the occurrence of microcystin, geosmin or MIB. Therefore, to select thresholds for cyanobacteria, bivariate plots of cyanobacteria and microcystin, geosmin, and MIB were inspected for each site to determine if there were cyanobacterial abundances above which relatively high concentrations of these compounds occurred. The only compound with clear breakpoints in the data was microcystin; microcystin concentrations only exceeded the 10-day health advisory value of 0.3 µg/L for finished drinking water (U.S. Environmental Protection Agency, 2015) when cyanobacterial abundances were greater than 2,000 and 10,000 cells/mL at the Wamego and De Soto sites, respectively. Therefore, at the Wamego site, a categorical response value of 1 (positive response) was assigned to samples with cyanobacterial abundances greater than 2,000 cells/mL and 0 (negative response) was assigned to samples in which abundance was less than or equal to 2,000 cells/mL; at the De Soto site a cyanobacterial abundance of 10,000 cells/mL was used as the threshold for categorical response.
The EPA 10-day health advisory values for microcystin in finished drinking water are 0.3 µg/L for young children and 1.6 µg/L for all other ages (U.S. Environmental Protection Agency, 2015). At the Wamego (n=59) and De Soto (n=60) sites, 8 percent of samples exceeded 0.3 µg/L and 2 percent of samples exceeded 1.6 µg/L. Because microcystin concentrations rarely exceeded the advisory values, they could not be used as meaningful thresholds for logistic model development. Therefore, for microcystin model development, a categorical response value of 1 was assigned to samples with concentrations greater than or equal to the laboratory minimum reporting level (0.1 µg/L) and 0 was assigned to samples in which microcystin was not detected. Using the laboratory minimum reporting level for model development will provide an indicator of when microcystin may be detected before concentrations reach the health advisory levels for finished drinking water.
Geosmin and MIB concentrations greater than the human detection threshold of 5.0 ng/L (Taylor and others, 2005) did not occur frequently enough to develop meaningful models using this as a categorical response. Geosmin concentrations exceeded 5 ng/L in about 11 percent of samples at Wamego (n=59) and 18 percent of samples at the De Soto (n=61) sites. Concentrations of MIB exceeded 5 ng/L in about 7 and 5 percent of samples collected at the Wamego and De Soto sites, respectively. Geosmin and MIB model development assigned a categorical response value of 1 to samples with concentrations greater than to 2.0 ng/L and 0 was assigned to samples in which concentrations were equal to or less than 2.0 ng/L. The 2.0 ng/L threshold was selected because it was greater than the laboratory minimum reporting level for both, (1.0 ng/L) and created categories that allowed model development. In addition, using the 2.0 ng/L threshold for model development will provide an indicator of when geosmin and MIB may be detected before concentrations reach the human detection threshold.
Explanatory variables available as inputs to the multiple logistic regression analyses for the entire study period were specific conductance, pH, water temperature, dissolved oxygen, turbidity, chlorophyll fluorescence, and streamflow. Seasonal components (sine and cosine variables) were used as explanatory variables to determine if seasonal changes affected the model. All combinations of physicochemical properties and a seasonal component were evaluated to determine which combinations produced the best models.
Logistic model equations were developed using the multiple logistic regression routine in SigmaPlot® version 11.0 (Systat Software, Inc., 2008) . Explanatory variables were evaluated individually and in selected combinations. Model combinations and the final best model were selected based on the statistical tests described in Stone and others (2013) in the following order: Pearson Chi-Square Statistic, Likelihood Ratio Test statistic, Hosmer-Lemeshow Statistic (Hosmer and others, 2013) , and the -2 log likelihood ratio (see the model archive summaries, appendixes 1-6). Variance inflation factors and Wald Statistic p-values (Menard, 2002) were used to evaluate the redundancy of multiple explanatory variables included in the models and the association between explanatory and dependent variables. Model simplicity also was considered for model selection because as more variables are included the greater likelihood that the variability of the system is not described by the sampling dataset increases. A model classification table with a threshold probability for positive classification (TPPC) of 0.5 was also used in final model selection. A model classification table places dependent variable data into one of four categories: positive response predicted as positive (true positive; model sensitivity), reference response predicted as reference (true negative; model specificity), positive response predicted as reference (false negative), and reference response predicted as positive (false positive) (Systat Software, Inc., 2008) . A model was considered suitable for use for constituent probability computations if the model properly classified 65 percent or more of the sample data as positive or reference, and the positively classified data included the highest measured concentrations. After the best model was selected, the TPPC for the model was adjusted to maximize the number of samples classified as positive to make the model more conservative (more likely to give a false positive than a false negative) by guarding more strongly against false negatives. The regression then used the newly adjusted thresholds, which changed the number of sample data classified as positive and reference, but the model constants and other statistical outputs remained the same.
Development of Linear Regression Models
Models were developed using simple linear (ordinary least squares) regression analyses (Helsel and Hirsch, 2002) to relate discrete sample concentrations or densities of waterquality constituents to continuously measured water-quality physicochemical properties (Rasmussen and others, 2009) . Linear regression models were not developed if more than 10 percent of the data for a given constituent was censored (that is, ammonia and total suspended solids at the Wamego and De Soto sites, nitrate plus nitrite at the De Soto site). Concomitant in-situ continuous measurements were used to correspond with discrete measurements as described in Rasmussen and others (2009). Comparisons of cross-sectional averages and continuously measured data were within 8 percent or less for all final explanatory variables except chlorophyll fluorescence, which was 20 percent. Cross-sectional averages from the field water-quality monitors were used when concomitant continuously measured data were not available (for example, were deleted due to excessive fouling or equipment malfunction). Methods used for model development, quantifying uncertainty, and identifying and removing outliers are described in detail in Rasmussen and others (2009) . Outliers that were removed from analysis are identified in the model archive summary for each model (appendixes 7-31).
Linear regression models were developed using R 3.2.0 (R Core Team, 2015) . Explanatory variables available as inputs to linear regression for the period of record were those physicochemical properties that were used in the logistic models: specific conductance, pH, water temperature, dissolved oxygen, turbidity, chlorophyll fluorescence, and streamflow. Seasonal components (sine and cosine variables) were used as explanatory variables to determine if seasonal changes affected the model. All combinations of physicochemical properties and a seasonal component were evaluated to determine which combinations produced the best models.
Linear regression models were evaluated based on diagnostic statistics (R 2 , coefficient of determination; Mallow's Cp; RMSE, root mean square error; PRESS, prediction error sum of squares), patterns in residual plots, and the range and distribution of discrete and continuous data (Helsel and Hirsch, 2002 ). The best model for each constituent was selected to maximize the amount of variance in the response variable explained by the model (multiple R 2 for models with one explanatory variable and adjusted R 2 for models with more than one explanatory variable), fit the data (Mallow's Cp), and minimize heteroscedasticity (irregular scatter) in the residual plots and uncertainty associated with computed values (RMSE and PRESS). Variance inflation factor was used to measure the exact or approximate linear relation between variables (collinearity; Marquardt, 1970) . Model simplicity also was considered for model selection because as more variables are included the likelihood that the variability of the system is not described by the sampling dataset increases. Significant (p-value less than 0.05) additional explanatory variables were included in final models if retaining them increased the amount of variance explained by the model by 10 percent or more, decreased Mallow's Cp, and minimized heteroscedasticity in residual plots. Models were considered suitable to use for constituent concentration computations if the amount of variance explained by the models (R 2 ) was 0.55 or greater. Mean square error (MSE) and RMSE were calculated for each model to assess the variance between computed and observed values (Helsel and Hirsch, 2002) . The model standard percentage error (MSPE) was calculated as a percentage of the RMSE (Hardison, 1969) . Because transformation of estimates back into original units results in a low biased estimate (Helsel and Hirsch, 2002) , a bias correction factor (BCF) was calculated for models with logarithmically transformed response variables (Duan, 1983) .
Results of Logistic Regression Analysis for Cyanobacteria and Associated Compounds
Logistic regression models that estimate probability of occurrence above selected thresholds were successfully developed for cyanobacteria, microcystin, and geosmin at the Wamego and De Soto sites. Final models are presented in table 1 (at the back of this report). Statistical model output and model datasets are presented in appendixes 1-6.
Cyanobacteria
Cyanobacteria were present in 66 percent (n=56) of samples collected at the Wamego site during July 2012 through June 2015 and concentrations ranged from 0 to 69,000 cells/ mL (median: 280 cells/mL). Cyanobacteria were measured above the 2,000 cells/mL threshold used for logistic model development in 28 percent of samples. The best fit model at the Wamego site for probability of cyanobacteria occurrence at concentrations more than the 2,000 cells/mL threshold included a seasonal component and turbidity, likely because cyanobacteria occurrence at the Wamego site has seasonal patterns and are also affected by light. The threshold of the cyanobacteria model for the Wamego site was reset from 0.50 to 0.31. The final logistic model correctly estimated the likelihood of cyanobacteria abundance exceeding 2,000 cells/mL 75 percent of the time and not exceeding the detection threshold 82 percent of the time, resulting in an overall sensitivity of 80 percent (table 1, appendix 1).
Cyanobacteria were present in 67 percent (n=57) of samples collected at the De Soto site during July 2012 through June 2015 and concentrations ranged from 0 to 295,000 cells/mL (median: 340 cells/mL). Cyanobacteria occurred at more than the 10,000 cells/mL threshold used for logistic model development in 23 percent of samples. The best fit model at the De Soto site for cyanobacteria occurrence at concentrations more than the 10,000 cells/mL threshold included a seasonal component and turbidity, likely because cyanobacteria occurrence at the De Soto site has seasonal patterns and are also affected by light. The threshold of the cyanobacteria model for the De Soto site was reset from 0.50 to 0.48. The final logistic model correctly estimated the likelihood of cyanobacteria abundance exceeding 10,000 cells/mL 85 percent of the time and not exceeding the detection threshold 93 percent of the time, resulting in an overall sensitivity of 91 percent (table 1, appendix 2).
Microcystin
Microcystin was detected in 22 percent (n=59) of samples collected at the Wamego site during July 2012 through June 2015 and concentrations ranged from <0.1 to 1.7 µg/L (median: <0.1 µg/L). The best fit model at the Wamego site for microcystin occurrence at concentrations more than the 0.1 µg/L detection threshold included a seasonal component, streamflow, and turbidity as explanatory variables, likely because microcystin occurrences at the Wamego site have seasonal patterns mediated by streamflow as affected by reservoir releases. The threshold of the microcystin model for the Wamego site was reset from 0.50 to 0.40. The final logistic model correctly estimated the likelihood of microcystin concentrations exceeding the detection threshold 77 percent of the time and not exceeding the detection threshold 87 percent of the time, resulting in an overall sensitivity of 85 percent (table 1, appendix 3).
Microcystin was detected in 27 percent (n=60) 
Results of Linear Regression Analysis for Selected Constituents
Linear regression models for 15 constituents were developed for constituent concentration computations at the Wamego and De Soto sites. Modeled constituents included major ions and dissolved solids, nutrients (nitrogen and phosphorus species), suspended sediment, indicator bacteria (E. coli, fecal coliform, and enterococci), and actinomycetes bacteria. Final models are presented in table 2 (at the back of this report). Statistical model output and model datasets are presented in appendixes 7-31.
Specific conductance was the single explanatory variable for dissolved solids, major ions, and alkalinity models at both study sites (table 2; appendixes 7-20). All constituents were positively related to specific conductance and models explained between 65 and 98 percent of the variance in constituent concentrations. Explanatory variables for nutrient models varied by site and constituent, and included specific conductance, chlorophyll fluorescence, turbidity, temperature, and a seasonal component (table 2; appendixes 21-24).
Nutrient models explained between 57 and 85 percent of the variance in concentrations. Neither a total phosphorus or nitrate+nitrite model that met selection criteria could be developed for the De Soto site. The variability in nutrient models by site and constituent likely reflects the complex range of hydrological and biogeochemical processes than influence nutrient concentrations in the Kansas River. Turbidity was the single explanatory variable for suspended-sediment concentrations at both study sites (table 2; appendixes 25-26). Suspended sediment was positively related to turbidity and models explained between 78 and 84 percent of the variance in concentrations. Turbidity and seasonality were explanatory variables for bacteria concentrations at both study sites (table 2; appendixes 27-31). Bacteria models explained between 64 and 84 percent of the variance in concentrations. Models for E. coli, fecal coliform, and enterococci bacteria that met model selection criteria could not be developed for the Wamego site, likely because of the relatively narrow range of turbidity conditions sampled as part of the fixed-schedule sampling regime.
Summary
Cyanobacteria cause a multitude of water-quality concerns, including the potential to produce toxins and taste-andodor compounds. Toxins and taste-and-odor compounds are of particular interest in lakes, reservoirs, and rivers that are used for drinking-water supply. The Kansas River is a primary source of drinking water for about 800,000 people in northeastern Kansas. Before distribution, source-water supplies are treated by a combination of chemical and physical processes to remove contaminants. An advanced notification system of changing water-quality conditions and cyanotoxin and tasteand-odor occurrences would allow drinking-water treatment facilities time to develop and implement adequate treatment strategies. Surrogate models using discretely sampled and continuously measured physicochemical properties to estimate concentrations of constituents of concern that are not easily measured in real time may be used to provide advanced notification. In July 2012 the U.S. Geological Survey (USGS), in cooperation with the Kansas Water Office (funded in part through the Kansas State Water Plan Fund), the City of Lawrence, the City of Topeka, the City of Olathe, and Johnson County Water One began a study to develop models at two Kansas River sites located upstream from drinking-water intakes.
Regression models were developed that establish relations between continuous and discrete water-quality data collected from the Kansas River during July 2012 through June 2015 at the Wamego and De Soto sites, Kansas. Logistic regression models that estimate the probability of occurrence above selected thresholds were developed for cyanobacteria, microcystin, and geosmin because the necessary assumptions for using linear approaches were not met for these constituents. Linear regression models were developed for major ions, nutrients, sediment, and bacteria. These models will be used to provide real-time estimates of the probability of occurrence of cyanobacteria and associated compounds and concentrations of other water-quality constituents upstream from drinkingwater supply intakes on the Kansas River. These models are useful for characterizing changes in water-quality conditions through time, characterizing potentially harmful cyanobacterial events, and indicating changes in water-quality conditions that may affect drinking-water treatment processes. Table 1 . Best fit multiple logistic regression models and summary statistics for Kansas River at Wamego (06887500) and De Soto (06892350), Kansas, July 2012 through June 2015.
[Logit P, logistic probability of presence; sin, sine; D, day of year; cos, cosine; Turb, turbidity in formazin nephelometric units; <, less than;
Chl, fluorescence at wavelength of 650 to 700 nanometers in micro- The following appendixes are availabe at http://dx.doi.org/10.3133/ofr20161040.
