With the fast-growing demand of location-based services in various indoor environments, robust indoor egomotion estimation has attracted significant interest in the last decades. Single-chip millimeter-wave (MMWave) radar as an emerging technology provides an alternative and complementary solution for robust ego-motion estimation. This paper introduces Milli-RIO, a MMWave radar based solution making use of a fixed beam antenna and inertial measurement unit sensor to calculate 6 degree-of-freedom pose of a moving radar. Detailed quantitative and qualitative evaluations prove that the proposed method achieves precisions on the order of few centimetres for indoor localization tasks.
I. INTRODUCTION
Robust ego-motion estimation solutions for indoor environments have a variety of real-world applications ranging from emergency evacuation to mobility aids for people with disabilities, which is still a challenging task. The millimeterwave (MMWave) radar provides robust and reliable perceptual information of the environment especially in degraded visual conditions. MMWave radar is extensively used in several domains such as the military (air and maritime surveillance, missile guidance, etc.), the civil aviation (approach radar, surface movement radar) or the remote sensing (planetary observation) [1] . Recent advances in radar technology and material science enabled a progressive adaptation of MMWave radars to smaller platforms in terms of dimension (∼ 20x30cm), weight (∼ 200gr), energy consumption (∼ 2W) and cost issues (∼$100), (see Fig. 1 ). Their small size, low cost and fine accuracy make them suitable especially for portable low power applications [2] .
Several research groups have been proposing MMWave radars as a solution for various mobile robot tasks such as navigation, localization and mapping in recent years. In obstacle detection, MMWave radar is widely studied in automotive applications to detect moving and static targets (cars, pedestrians) [3] , [4] . Several studies are proposed to investigate imaging capabilities of the radars for environment representation [5] , 2D/3D simultaneous localization and mapping (SLAM) [6] . MMwave radars are also fused with visual sensors for obstacle detection and map reconstruction, combining the robust depth detection ability of the radar in difficult environmental conditions with high 1 MMWave radar is a special class of radar technology that uses millimetre wavelength radio frequency (RF) signals. Our MMWave system operates at 7681 GHz spectrum, resulting in an ability to detect movements smaller than a fraction of a millimetre. spatial resolution of the visual sensors [7] . However, egomotion estimation methods specifically designed for singlechip, low-cost MMWave radars are needed to fully utilize the complementary features of MMWave radars for indoor location based services.
In this paper, we propose Milli-RIO, an ego motion estimation method based on single-chip MMWave radar and inertial measurement unit (IMU) sensor. The main contributions of our method are as follows:
• To the best of our knowledge, this is the first indoor egomotion estimation approach using single-chip MMWave radar sensor. • Unlike existing works in literature, the proposed system is based on single-chip MMWave radar scans, making it effective for indoor applications in terms of size, cost and energy consumption. • We propose a model-free motion dynamics estimation technique for unscented Kalman filter (UKF) using Recurrent Neural Network (RNN). As outline of the paper, Section II presents the related work. Section III introduces the proposed ego-motion estimation method based on MMWave radar. The experimental setup is described in Sec. IV. The qualitative and quantitative results are presented in Section IV. Section V concludes the study and gives future directions.
II. RELATED WORK
Feature extraction is a fundamental task in radar motion estimation. The traditional visual localization techniques in literature such as amplitude gridmaps that transform the radar scans into grayscale images followed by SIFT and FAST feature extractions are investigated by [8] . The gridmaps are further studied to find continuous areas using DBSCAN, MSER, and the connected components [9] . The radar-specific solutions utilize data distortion, which is used as sources of information in order to estimate the vehicle displacement [10] . Another technique exploits spatiotemporal continuity in radar scans inferring the appearance of landmarks by estimating the radar noise characteristics [11] . In 2D radar scan processing, the accurate range information calculated with the greatest power return per azimuth eliminates the need for a filtering, which can potentially discard relevant information [12] . Finding global correspondences of feature points at different timestamps is another major task of ego-motion estimation approaches. To combine visual and radar sensors, [8] pairs radar and visual landmarks with similar feature descriptors. Vision-radar fusion approaches use radar occupancy grids to associate both sensor measurements [13] . Feature descriptors work well for images that contain complex and high-density information. However, they are unable to create useful feature descriptions from radar scans that characteristically have significant noise and sparse information. Multi-sensor fusion techniques provide an alternative to feature-based radar odometry, which uses odometry information from additional sensors to transform the incoming radar landmark pointcloud and register it to an existing landmark map. They usually make use of nearest neighbor point matching [13] , and Monte Carlo methods to derive a solution from probabilistic weights [14] . The relative motion is estimated using the data association between the radar point cloud and map, which is then fused to the original odometry readings. Although existing multi-sensor fusion methods are promising, they make use of sensors that already provide highly accurate odometry results.
In radar based motion estimation systems, data association is frequently achieved by a scan matching algorithm that tracks common landmarks across consecutive radar scans. IMU as a convenient, cost-effective and highly portable sensor solution provides an additional odometry information to eliminate the effects of the radar noise floor and to improve data association performance. Iterative closest point (ICP) approach is typically used to iteratively align the radar point clouds until the pre-defined termination criteria is met [15] . In [16] , the researchers developed a quantitative function describing the quality of map created by superimposing radar point clouds according to the unknown motion parameters. All of these works assume small incremental motions between the radar scans, which imposes an undesirable constraint on the algorithms and prevents them from being applied to arbitrary inputs. An innovative technique well suited for high velocities utilizes the radar scan distortions that are often a drawback of mobile radar systems to eliminate the high velocity effects using an extended Kalman filter [10] . Other scan matching algorithms operate directly on the radar outputs instead of extracting landmarks. The Fourier-Mellin transform enables efficient computation of the vehicle's rotation and translation from the entire radar output [17] . The Doppler radar returns the position and speed of the objects around and the vehicle motion is easily computed relative to the surrounding objects given a sufficient amount of radar scans [18] . Both methods are encumbered by heavy preprocessing. However, the existing works for radar based ego-motion estimation are developed for mechanically rotating radars, which are heavy (∼ 10kg) and expensive (∼$10k) sensors, and thus, not suitable for portable indoor location based services. In this paper, we present a novel and robust motion estimation approach for indoor localization tasks making use of single-chip MMWave radar and IMU sensor to eliminate deficiencies of both sensors such as biases in IMU output, noises and sparse measurements in radar scans. Our method is a direct approach which uses entire information captured by the single-chip MMWave radar, which provides much sparser and noisy scans than mechanically rotating radars [19] .
III. MILLIMETRE-WAVE RADAR BASED EGO-MOTION ESTIMATION
MMWave radar is based on the principle of frequency modulated continuous wave (FMCW) radar,which has the ability to simultaneously measure the range and relative radial speed of a target point. Milli-RIO is an ego-motion estimation system that exploits the unique properties of single-chip MMWave radar. It transmits an RF signal and records reflection from target point that is collected in a point cloud. It then calculates ego-motion by registering the generated sparse point cloud, which uses IMU as an auxiliary sensor to improve registration performance. In this section, we present the proposed MMWave radar based data association and ego-motion estimation algorithms. Moreover, we explain details of RNN-based motion model used in the joint MMWave radar-IMU ego-motion estimation.
A. Data Association
Milli-RIO achieves robust point correspondences across the consecutive scans using high-level information in the radar output. The algorithm seeks to find the largest subsets of two point clouds that have a similar geometry. A priori knowledge of the orientations or displacements of the scans relative to one another affects the performance of point cloud registration. An IMU sensor provides a likelihood estimation for the relative transformation between two scans. Thus, the algorithm is not constrained to have a good initial estimate of the relative pose, enabling registration of point clouds captured at arbitrary times without any a priori map representation. In case of insufficient overlap between scans, the algorithm is able to re-initialize registration process using IMU measurements. The proposed approach performs this registration using not only individual unary landmark descriptors, but also mutual relations between landmarks. Let the landmarks A, B and C be the vertices of a scalene triangle, and D be the set of distances from each point A, B and C to its neighbours. D is unique to this set of points regardless of the overall point cloud placement, which allows the landmark to be uniquely matched to its counterpart in any other point cloud transformed by a rigid body transformation of the Let P 1 and P 2 be the two consecutive radar scan inputs to the data association module, where P 1 is the original set of landmarks in Cartesian coordinates, and P 2 compensates for the sparse points by generating a binary Cartesian grid of resolution β that is interpolated from the binary polar grid of landmarks. P 2 is sparser and only used to sidestep the bias caused by the range-density trade-off during the layout processing of the environment. Data association is performed on P 1 and returns a set of matches M that contains (i, j) tuples such that the landmark P 1 {i} corresponds to P 2 { j}. Data association remains accurate by operating on the landmarks and preserves a static map by interpreting the environment in Cartesian space. In the first step, for each point in P 1 , a potential point match in P 2 is calculated based on a unary comparison. For each pair of proposed matches g = (i, i ) and h = ( j, j ), the non-negative compatibility score is computed and assigned to the elements (g, h) and (h, g) of the W ×W symmetric and diagonally dominant matrix C. A similar relationship between i, j in P 1 and P 2 is used to calculate a compatibility score for the landmark matches between g and h. The score is defined by distances between corresponding point pairs in two scans, measuring that correctly identified landmarks have the same distance in any two radar scans. The overall compatibility is maximum in the optimal set of matches M [20] . The greedy method iteratively collects satisfactory matches in the set M . On each iteration, it evaluates the remaining valid matches and returns maximum accepted reward. Matches which conflict with it are excluded from set M . The algorithm terminates when the most recently selected match yields a reward score more than α percent of the landmarks in either set.
B. Relative Motion Estimation
The proposed motion estimation method performs a data association on M (Section III-A), which is invariant to arbitrary rigid body transformations in terms of distance and rotation. In the proposed system, we estimate the sensor trajectory by iteratively applying the normal distributions transform (NDT) scan matching technique [21] to find the rigid body motion given two sets of corresponding points. NDT has been shown to have a better performance than other scan matching algorithms, such as iterative closest points, in terms of both reliability and processing speed [22] . We can estimate the sensor ego-motion by iteratively applying a scan matching algorithm. However, the performance of any scan matching algorithm is affected by the number of point correspondences between two sets, which might fail due to large displacements caused by rapid motions. In order to deal with this problem, we integrate angular velocity data provided by IMU sensor to the NDT scan matching algorithm using UKF [23] . The pipeline of our method is demonstrated in Fig. 2 .
We define the sensor state to be:
where, p t is the position, q t is the rotation quaternion, v t is the velocity, b a t is the bias of the angular velocity of the sensor at time t. Assuming a transition function f (·) for the sensor motion model and constant bias for the angular velocity sensor, the system equation for predicting the state is defined as:
where ∆q t is the rotation during t − 1 and t caused by y the bias-compensated angular velocity a t = a t − b a t−1 :
Using Eq. 2 and UKF, the system predicts the sensor pose, and applies NDT to register the observed point cloud into the global map, the estimated x t and q t being the initial guess of the sensor pose. Then, the system corrects the sensor state using sensor pose estimated by the scan matching z t = [p t , q t ] T . The observation equation is defined as:
We normalize q t in the state vector after each prediction and correction step of UKF to avoid norm changes due to unscented transform and accumulated calculation error. It is worth mentioning that we also implemented pose prediction which takes acceleration into account, as well, which is omitted in the proposed approach. However, the estimation performance deteriorates due to strong acceleration noise and constant bias.
C. RNN-based Motion Model
Existing data fusion methods based on traditional filters have limitations for nonlinear dynamic systems. UKF accommodates a wide variety of dynamic models, allowing for highly complex dynamics in the state variables given an accurate motion model.
In the last decade, deep learning (DL) techniques have exceeded the performance of traditional methods in various domains such as computer vision, speech recognition and natural language processing. Contrary to these high-level tasks, data fusion problem is mainly concerned with motion dynamics and the temporal relations across pose sequences coming from different ego-motion algorithms, which can be formulated as a sequential learning problem. Unlike traditional feed-forward DL networks, RNNs are very suitable to model the dependencies across time sequences and to create a temporal motion model. RNNs represent current hidden state as a function of arbitrary sequences of inputs by having a memory of hidden states over time and directed cycles among hidden units. Thus, the real-time pose estimation of the current time step benefits from information encapsulated in previous time steps and is suitable to formulate the state transition function f in Eq. 2 using RNN [24] . UKF tracks the 6-DoF pose of moving radar using the transition function modelled by the Long Short-Term Memory (LSTM) network. To train the LSTM, the inputs are accelerometer and gyroscope readings (states) at time step t − 1, and output labels are 6-DoF poses at time t. In that way, the LSTM learns the motion model of the mobile radar.
LSTM is a specific implementation of RNN to avoid the vanishing gradient problem, enabling exploitation of temporal position information for a long time. Thus, LSTM has a higher capacity of learning long-term relations among the pose sequences by introducing memory gates such as input, forget and output gates, and hidden units of several blocks. The input gate controls the amount of new information fed into the current state, the forget gate balances the information accumulated in the memory, and the output gate triggers the activations. Let the the input vector be x k at time k, the output vector h k−1 and the cell state vector c k−1 of the previous LSTM unit. The LSTM updates at time step k according to the following equations:
where σ is sigmoid non-linearity function, tanh is hyperbolic tangent non-linearity function, W terms denote corresponding weight matrices of LSTM, b terms denote bias vectors, i k , f k , g k , c k and o k are input gate, forget gate, input modulation gate, the cell state and output gate at time k, respectively, and is the Hadamard product [25] .
IV. EXPERIMENTS AND RESULTS
In this section, we present MMWave radar and spatial and temporal sensor calibration approaches employed in our experiments. Moreover, details of dataset creation procedure and evaluation results with quantitative and qualitative metrics are given. 
A. Millimetre-Wave Scanning Radar
We employ a Texas Instruments AWR1843BOOST model, short range MM-Wave scanning radar, which is shown in Fig.  3 . This radar is attached to a mobile agent and it continuously transmits and receives frequency modulated radio waves within the maximum angular field of view. The power received by the antenna corresponds to a position in the environment indicating the reflectivity, size, and orientation of an object at that position. The device is an integrated singlechip MMWave sensor based on FMCW radar technology capable of operation in the 76 to 81 GHz band with up to 4 GHz continuous chirp. The AWR1843 includes a monolithic implementation of a 2 transmit (TX), 4 receive (RX) radio frequency (RF) components system with built-in PLL and A2D converters. The device also integrates a DSP subsystem, which contains TI C674x DSP for the Radio Frequency (RF) signal processing. The device includes an ARM R4F-based processor subsystem, which is responsible for front-end configuration, control, and calibration. Single-chip MMWave radar is a promising solution for low-power, self-monitored, ultra-accurate radar systems. The range accuracy of the MM-Wave radar is high and the measurement results are stable. The advantages of MMWave radar provides accurate rangemeasurement, gathers readings at close range, and operates at low peak power. Sidelobesradiation sent in unintended directions and multipath reflections that occur when a wave encounters additional reflection points before returning to the receiver antenna cause noise and non-existing object locations in the scan data. The relative motion calculation by the Doppler effect and 3D information compression introduce errors in range measurement. Other issues causing noise in the data include phase jitter, saturation, and atmospheric attenuation.
The tuning range of the device is 76 − 81 GHz with a minimum range resolution of 4 cm and angular accuracy of 1 • . The radar is placed on the roof of a mobile platform with axis of antenna perpendicular to the motion plane (see Fig. 3 ). The platform is typically moved between 0.40 and 0.60 m/s; when turning, up to 0.40 rad/s. The robot is driven through a typical lab environment where it is tracked with a VICON tracking system that provides ground-truth with sub-millimetre accuracy.
B. Spatial and Temporal Sensor Calibration
To calibrate IMU sensor and MMWave radar with respect to VICON motion tracking system, we first recorded a sequence with an '∞'-loop. Then, we registered radar scans using the NDT algorithm. To obtain an accurate point cloud registration, we placed strongly reflective markers in the environment. Given pairs of IMU-VICON and radar-VICON trajectories, this problem corresponds to the well-known hand-eye calibration. We performed hand-eye calibration using standard approach explained in [27] .
In order to synchronize the sensors, we used the timestamps of MMWave radar that has a lower frame-per-second rate (30 FPS) as a reference. We collected the information with the closest IMU timestamp to the radar timestamp for a particular frame, resulting in a worst-case time difference of 5 ms between IMU and radar data package. All timestamps were recorded on our host computer using ROS [28] system clock.
C. Assessment of Odometry Performance
The dataset is collected in an office environment, including various types of translational and rotational motions. Such a detailed dataset enables us to evaluate if the proposed method is biased towards certain motion types. The total path length Milli-RIO is prone to accumulating drift, whereas Turtlebot odometry based on the gyro and motor encoders [26] rapidly deviates from the ground-truth. of the trajectories in Fig. 4 is 61.38m, which is recorded in a total time of 913sec. The trajectories in Fig. 6 have longer lengths with a total path length of 53.81m and duration of 628sec. The trajectories contain both sharp and smooth transitions to evaluate robustness of the proposed approach. Figure 4 illustrates sample trajectories of the mobile agent and the corresponding estimated trajectories by the proposed radar based odometry system. Figure 4 shows the overall point cloud registration performed by the proposed approach. Figure 5 displays both the translational and rotational ATE (absolute trajectory error) in cm and deg, respectively. The translational and rotational error decreases over time because Milli-RIO registers the current point cloud to the accumulated point cloud of the environment. Such a global alignment approach is more effective than local alignment due to better data association. Table I and II quantitatively shows ATE results in terms of mean, median, standard deviation and root mean square error (RMSE). Figure 6 compares the odometry performance of Milli-RIO with Turtlebot odometry based on the gyro and motor encoders [26] , which shows the proposed method is prone to accumulating drift even on complex trajectories that contain sharp rotations and long translations.
As shown in Fig.4 and Table I , II, high concentration in the clustered regions of point clouds results in lower trajectory error. Similarly, scattered point clouds reduce the performance of point cloud registration and, thus, cause higher trajectory errors. One can see the successful pose estimation of the user-defined trajectories with minimal deviations on the order of centimetre scale in both Fig. 4 and Table I . Deviations from the desired trajectories are caused by unstable points in radar scans due to the signal attenuation caused by radiation through a different medium. A video demonstration is available online 1 .
V. CONCLUSION
In this paper, we introduced an accurate and robust radar-IMU motion estimation system that achieves centimetre accuracy and demonstrates the effectiveness of MMWave radars for indoor localization. As an onboard low-cost radar sensor, the successful implementation of MMWave radar odometry improves the reliability and versatility of mobile systems. Our method stands out because it is not only dependable and accurate, but also straightforward and intuitive without a need for hand-engineered motion model. In future, we plan to incorporate a robust 3D map reconstruction module into the pipeline.
