In the high-temperature superconductor (HTC) superconductor BSCCO, local measurements of magnetic field in the mixed state show sharp changes as a function of applied field or temperature. These 'jumps' have been interpreted as signs of a firstorder flux lattice melting (or sublimation) transition. We show that if 'intermediate state' effects are accounted for, a first-order transition need not always lead to a sharp jump in local field; such jumps in local magnetic field are only to be expected in samples that are significantly non-ellipsoidal in shape. We also investigate the relationship between a jump in magnetisation (M) and the associated change in the Bfield immediately above the crystal surface and show that ∆Μ is expected to be half the ∆B/µ 0 . In addition, we emphasise that the Clausius-Clapeyron relationship between magnetisation jump and entropy jump involves the local H-field, not the applied Hfield. Re-interpreting the published experimental data taking these factors into account leads to the conclusion that the entropy change can be as much as 4.5 k B per flux line per layer. We show that part of this entropy can be attributed to the cores of the extra flux lines introduced into the sample by the transition and that a considerable amount of the remainder is associated with changes in the intrinsic free energy of the superconductor. We derive a method for estimating the entropy associated with the actual melting disorder and apply it to published data producing values of between 0.05k B and 1.0k B per flux line per layer. We report and analyse experimental data, showing that it is consistent with the boundary region between the liquid and solid phases having a width of around 20 flux-line spacings at a field of 10 mT.
Introduction
The first strong thermodynamic evidence suggesting that flux lattice melting in HTC's might be a first order phase transition (FOPT) was obtained by local measurements of magnetic field (using micro Hall bars) on a sample of BSCCO [1, 2] Earlier nonthermodynamic evidence included sharp discontinuities in the resistivity of YBCO first seen by Safar et al. [3] . Since that time, magnetisation jumps in BSCCO [4] and YBCO [5] have been observed by macroscopic magnetic measurements and recently the entropy jumps that must accompany any true thermodynamic magnetisation jumps have been directly observed in YBCO by calorimetric measurements and good agreement between the two estimates has been obtained in one case [6] , although not in another [7] . However, in BSCCO no direct calorimetric measurements of entropy jumps have yet been reported. The interpretation of all the observed jumps in terms of a true thermodynamic phase transition remains controversial [8] . Finally, as was first pointed out by Zeldov et al [1] , it is difficult to reconcile the apparent magnitude of the entropy jump which these workers reported to be up to 2k B per flux line per layer, with the predictions of any simple melting theory which involves only the degrees of freedom associated with disordering the vortices. Recent attempts to do so have mostly concentrated on YBCO and involved Monte Carlo or Langevin studies including the possible effects of vortex loop unbinding models [9] and separate melting and de-coupling (or other) scenarios [10, 11] . Hu and MacDonald [12] have recently carried out Monte Carlo simulations in YBCO and suggest the largest fraction of the entropy comes from changes on microscopic length scales and not the entropy content of the vortex contributions, although their analyses probably do not extend to very anisotropic materials like BSCCO.
As we shall show, the relationship between the FOPT and local magnetic field jumps in rectangular samples is non-trivial. Indeed, in an ellipsoidal sample, discontinuous local field jumps may not be expected. This is because a transition involving a sharp positive jump in M at a particular value of H cannot occur in an ellipsoidal specimen, for the same reason as the S-N transition of a type-I superconductor in a magnetic field does not undergo a sharp jump in magnetisation at a fixed value of applied field, but passes steadily from the superconducting to the normal state via the intermediate state.
Furthermore, the correct form of the Clausius-Clapeyron equation relating magnetisation jumps to entropy jumps involves the change with temperature of the local H-field (which is not measured by the local sensor), rather than the local B-field (which is). This means that the entropy jumps associated with the FOPT are even larger than previously estimated, especially near Tc. We also analyse some previously unpublished data to obtain values for the width of the interface between the two phases in a BSCCO crystal.
The overall aim of this paper is to re-analyse typical experimental situations in terms of the basic equations of classical macroscopic electromagnetism and thermodynamics and to re-interpret the experimental data to provide improved estimates of the changes in magnetisation and entropy at the FOPT in the flux-line system.
Analysis of Magnetic Properties
We aim to derive the expected change in the normal component of the B field at the surface of a rectangular specimen of superconductor. We assume that a phase change takes place at a particular value, H m , of the H field and that this transition is accompanied by a positive jump ∆M in the magnetisation, which has the (negative) value M m just below the transition. The 'fluid' state with larger (i.e. less negative) magnetisation corresponds to H > H m and the 'solid' state occurs when H < H m .
We first consider the case of an ellipsoidal specimen with a demagnetising factor, γ, (which is zero for fields parallel to a thin rod and unity for fields perpendicular to a zero-thickness plate) and subject to an applied field, H a . The following relations hold [13] :
These equations cannot be solved to yield a uniform value of M at all values of H if there is a positive jump in M at a given H m . This is closely analogous to the transition at H c of a type I superconductor. Just as in this case, we expect an intermediate state to be set up where the specimen is split into regions of solid and fluid (superconductor and normal for type I), each of which is thin compared to the thickness of the specimen -see Figure 1a . It follows from this and the above equations that the fraction of specimen in the fluid state increases from zero when H a = H m + γM m , and fills the specimen when H a = H m + γ(M m + ∆Μ). The average magnetisation therefore increases linearly from M m to M m + ∆M over this range in H a , as shown in Figure 1b . We note that the change in (B/µ 0 -H a ) is much smaller than ∆M when γ ∼ 1.
Rectangular Specimens
If the sample shape is non-ellipsoidal, the H-field inside the specimen is non-uniform and the physics cannot be described by a simple demagnetising factor. The 'background' field in the absence of a transition now varies across the specimen: the thicker the crystal the greater is the field gradient and the field gradient increases the further we are from the centre of the crystal. We might therefore expect to see a magnetic field jump at a particular position in the crystal where the local H-field is equal to the value at which the FOPT occurs. However, for sufficiently small field gradients a finite region of intermediate state will always be expected. We can make this argument more quantitative by making some reasonably realistic simplifying assumptions 1. that the specimen is a flat plate which is infinitely long in one direction, so that we can treat the problem as 2-dimensional.
2. that the magnetisation has a value M 0 which is independent of the local H field (except for the small positive jump (∆M) due to the FOPT). This is a good approximation for a high κ superconductor, provided H is appreciably greater than H c1 [14] . Typical observed H m 's are between 1.5 and 2.0H c1 with M 0 ~ -0.5H c1 in this region.
3. that the magnetisation is everywhere parallel to the c axis, which is quite accurate for a very anisotropic superconductor such as BSCCO.
4. ∆M = 0.02H c1 , consistent with typical experimental values.
Referring to Figure 1c , it follows from 2 and 3 above that the overall magnetisation is equivalent to current sheets at the edges of the crystal and the 'background' variation in field through the specimen is due to the field from these current sheets. In addition, we initially postulate that the fluid region is confined to a central region of the specimen with the outer parts solid. The magnetisation jump associated with the transition is then equivalent to current sheets on the planes dividing the solid and liquid 
where y is parallel to the current sheet (i.e. perpendicular to the crystal surface) and x is the perpendicular distance from the sheet located at x 0 . The origin is at the centre of the current sheet which has a width Y. Figure 2 shows the B-field and H-field as a function of position in a long crystal whose cross section has an aspect ratio of 10 (comparable with that used in many experiments). Current sheets are placed as discussed above with those representing the melting transition located (a) close to the centre and (b) about 10% from the edge in the x direction (c.f. Figure 1c) . The y components of the fields at the surface of the crystal and along the line y = 0 (c.f. Figure 1c ) are shown in each case. We note the following points:
1. The B-field at the y = 0 mid-line jumps by ∆M as the current sheet is crossed. This is in contrast with the ellipsoidal case discussed above where the change in (B -µ 0 H a ) is greatly reduced by demagnetisation. When this jump is near the edge of the crystal (in the x direction), the change in the H-field is monotonic and no intermediate state should arise. Near the centre of the crystal, however, there is a region on either side of the current sheet where the H-field varies in the 'wrong way' (i.e. it is low in the high-field phase and high in the low-field phase which is not consistent with the assumed M-H relation) and therefore where an intermediate state should exist.
2. At the surface of the crystal the discontinuity in B is actually 0.5∆M. This implies that the magnetisation change and therefore the entropy jump has been underestimated by a factor of two in the previous interpretation of such experimental results. This factor of two is to be expected on symmetry grounds, because, at the mid point of a current sheet, all fields are parallel to it and clearly µ 0 ∆Μ = ∆B. This is made up out of identical contributions from the two halves of the current sheet which lie above and below the y = 0 plane. If we now imagine the specimen sliced along this plane and remove one half of it, the plane becomes a surface and ∆B is halved. The effect of this correction is to double the calculated ∆S, making its maximum value about 4k B , which is even more different from that predicted from a simple melting model. Moreover, there is a jump in H below the surface of 0.5∆M in the opposite direction. This means that there is always a region over which an intermediate state should be expected. As is shown in Figure  2 this region is quite large near the centre where the 'background' field gradient is low, but near the edge of the crystal it is much smaller and could be comparable to the size of a typical detector (~5µm or about 0.1x the crystal thickness).
The above calculation assumed that the current sheet was at some fixed position in the crystal rather than being defined by the locus of points along which the H field is equal to the melting field. We have therefore attempted a more realistic simulation based on a numerical calculation, using a modification of the standard relaxation method [15] . We represent the H field as the gradient of a potential which we evaluate on a twodimensional grid of points, spanning the rectangular specimen and a surrounding area 100 times larger than that of the specimen The specimen has an aspect ratio of 10, as in the analytical calculation described above. We assume that the magnetisation is always in the y direction and uniform over the area of a grid unit surrounding a grid point. Consistent with the simplifying assumptions set out above, it is taken to be a function of the y component of the H-field at the grid point given by 
Using a second-order Taylor expansion of the potential about a grid point along with the condition that the normal component of the B field is always continuous, we obtain the following expression for the potential at a grid point in terms of the potential and the magnetisation at surrounding grid points 
where φij is the potential at the grid point whose co-ordinates are (iδx,jδy ) We can also calculate the components of the H-field as the gradient of the potential to get
Boundary conditions are set at the edges of the grid so that the field is equal to the applied field, H a , far from the specimen.
Equations ( 4) and ( 5) are iterated, looking for self consistency, using a grid size similar to the separation between local probes in a typical experiment on typical sample. When the applied field is such that H > H c1 everywhere in the specimen, but is not equal to the melting field H m anywhere, self consistency is readily achieved and the H-field is essentially identical to the analytic form set out in ( 2) above -assuming current sheets at the outer edges of the specimen. When H a is chosen so that H = H m close to the edge of the specimen, convergence is again quite rapid and a distinct jump is observed in the B-field at the surface of the specimen as well as at the middle. However, for somewhat smaller H a where a jump could be expected near the centre, convergence is not achieved. This is because there is no self-consistent solution to the equations for the reasons given earlier and the system generally oscillates between two or more states. The typical form of the B-field for one of these states is shown in Figure 3 . We note that the oscillation as a function of distance along the specimen is similar to the expected form of the intermediate state shown in Figure 1a . Moreover, the region over which this structure exists is similar to that predicted from the analytical calculations shown in Figure 2 . Nevertheless, these results have to be treated with some caution because there is no convergence of the iterative process in the regions where self consistency cannot be achieved.
It is clear from Figure 3 that one difference between the numerical results and the analytical ones is that the horizontal position of the transition at the centre of the slab nearer the edge of the crystal (in the x direction) than is the transition at the surface. This implies that the current sheet is not always vertical as was assumed in the analytic calculation. Nevertheless, the jump in the B-field at the centre is still equal to ∆M and that at the surface is still half this value. The main conclusions following from the analytic calculation therefore still stand.
Despite the strong suggestions from both theoretical approaches above, typical experimental signals from Hall probes far from the edge of the sample show very sharp jumps [1] . This may be partly due to data being plotted as a function of temperature or applied field rather than position in the specimen: given that the background field gradient is very small at the centre, the phase boundary will cross the crystal very rapidly as one of these quantities is changed. This is exemplified in Figure 3 which shows the numerical simulation data plotted as a function of applied field. A direct test of the predicted halving of the jump in the surface field compared to the change in magnetisation would be to compare local field measurements with global magnetisation measurements for the same specimen under the same conditions. Figure  4 shows a series of local Hall probe measurements We are aware of only one attempt to do this [16] where µ 0 ∆M was measured to be about 5 times ∆Β. This larger than expected factor could conceivably result if the local field detectors were a small, but significant, distance above the surface and more careful measurements should be made of these quantities to investigate this point further. Very recently, one of us (RAD) has made a SQUID magnetometry measurement of the global change in magnetisation of a single crystal of BSCCO which had previously been investigated by local Hall measurements (see below and Figure 4 ). The magnetisation change is indeed twice the jump in the local field within experimental error. Further details of this work will be published elsewhere [17] .
Experimental Investigation of the Phase Boundary
Local magnetisation measurements were made with a miniature array of GaAs/AlGaAs two dimensional electron gas (2DEG) Hall sensors which have both high sensitivity and high spatial resolution. The active area of the sensors was 2.5 x 5 µm 2 and a linear array of 9 sensors each spaced (centre to centre) by 5 µm was used. The sample is an optically smooth crystal of dimensions 300x240x40 µm 3 , grown by the floating zone technique [18] . The series of nine detectors was placed directly onto the crystal surface perpendicular to the shortest dimension: one sensor was positioned very close to, but outside of, the edge of the crystal and the others were placed in a row perpendicular to this edge, extending about half way to the crystal centre. The response, B z , can be measured as a function of applied field or temperature. The 'local magnetisation' is defined as the difference between the measured B z and the applied field, µ 0 H a .
The results of these experiments are shown in Figure 4 . The signals recorded as the applied field was changed at a constant temperature of 80K are shown in Figure 4 for each of the eight detectors that are within the specimen area. We note that the transition is quite sharp for the detector near the centre, but becomes gradually broader as the edge of the sample is approached. However it is also clear that the separation between the mid points of the transitions in neighbouring traces is also increasing. We can calculate the gradient of the H field in the specimen by assuming that the mid point of the transition is always at the same value of the local H-field. We find, first, that the results of this procedure are consistent with that calculated by the methods discussed earlier for a similarly shaped crystal. We can now use the field gradients to convert the widths in H a into widths in position and find that the width in x appears to have no systematic dependence on the detector position and has an average value of 2.3+-0.3 detector separations. Allowing for the finite resolution of the detector, this result is consistent with a phase-boundary width of about 1.5 detector spacings which is 7.5µm or about 14 flux-line separations at the fields used. It should be noted that this width is not consistent with an intermediate-state region because, as was explained above, this should become smaller as the edge of the crystal is approached.
Thermodynamic Calculations
The entropy change associated with the FOPT, ∆S 1 , was first calculated from the following expression
B m , and T m are the values of the magnetic flux density and temperature at the transition, and ∆B is the discontinuity in the B-field at the surface. This is the same as that used by Zeldov et al [1] , except that it has been converted to SI units and a factor of two on the right-hand side introduced for the reasons discussed in the previous section. The resulting values of ∆S(T) (expressed per 'pancake' volume corresponding to the area occupied by a flux line multiplied by the inter-layer separation) are therefore twice those obtained by Zeldov et al [1] ; they are shown in Figure 6 where they are seen to rise to a value of about 3k B per pancake close to T c . This is considerably larger than would be expected, even from a complete loss of threedimensional order at the transition, and this has been confirmed by Monte-Carlo simulations [11, 12] which predict ∆S ~ 0.5k B per pancake or less.
The standard expression for the entropy based on the Clausius-Clapeyron relation at a first-order magnetic transition [13] is
which differs from ( 6) in two respects. First, µ 0 ∆M replaces ∆B, which introduces the factor of 2 discussed above. Secondly, dB m /dT m is replaced by µ 0 dH m /dT m . From elementary electromagnetism, the difference between these expressions is µ 0 dM m /dT m . There are a number of expressions for the magnetisation of a type II superconductor depending on the value of the applied field relative to H c1 and H c2 , but in all cases the temperature dependence is proportional to that of H c1 apart from possible logarithmic terms which we ignore. In the absence of direct measurements of this quantity, we therefore put
where f is a numerical constant whose value can be deduced from the experimental magnetisation curves [1, 2] as ~0.5 . Assuming that the temperature dependence of H c1 is given by to a reasonable fit to the experimentally measured λ(T) [19] over the relevant temperature range. We find that the contribution from the temperature dependence of the magnetisation is significant, contributing up to about 25% of the total near T c . Using equation ( 9) and assuming on the basis of the earlier calculations that ∆M is twice the jump in B observed at the sample surface, we re-calculate ∆S from the data of Zeldov et al [1] and the results are shown in Figure 6 . The entropy change is now considerably more than twice that calculated by these authors, reaching a maximum of about 5k B per flux-line per layer at T = 86K. This is very much larger than the typical value of 0.5 k B or less obtained from Monte-Carlo calculations [11, 12] and expected for a typical melting transition [1] .
It might be thought that H m should be replaced by the applied field, as that is the quantity conjugate to M in the case of an ellipsoidal specimen with a finite demagnetising factor [13] . However, we can show that ( 7) actually applies in this case also because of the finite width of the transition as discussed earlier. Figure 5 shows a closed path about a transition whose width in applied field is ∆Ha = γ∆M. Taking the free energy to be
we put the total change in F on going round the closed path shown, equal to zero to get 
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We therefore conclude that (6) is universal -i.e. independent of geometry -provided H m is the local value of the actual H field rather than the applied field. This is consistent with the fact that the entropy is a function of state in the sense that it is the integral of a local thermodynamic variable whose value depends on the temperature and the local value of H and which is zero outside the sample. This is in contrast with the free energy whose value depends on those of the magnetic field variables over all space. Provided the corrections we have outlined so far are made to experimental magnetic data, the entropy change will be the same as that which should be observed in the case where demagnetising effects are negligible and the H-field is uniform across the specimen, equal to the applied field; this is equivalent to performing experiments in solenoidal geometry.
The physical significance of the entropy change
We now consider a possible explanation of why the observed entropy change is so much larger than that expected from a simple disordering of the vortices. Typical numerical calculations treat the system as a set of point objects (e.g. pancake vortices) interacting via a temperature-independent potential. However, the standard expressions [14] for the energy of a flux-line lattice are based on Ginzburg-Landau theory, implying that the potential is actually a Helmholtz free energy which includes an entropic term. If the energy were indeed purely potential, the entropy change at the transition would be purely that associated with disorder in the degrees of freedom describing the positions and motion of the vortices and there would be no entropy change associated with the change in potential energy associated with the structural change at the transition. However, , as first pointed by Hu and MacDonald [12] , if the interactions are temperature dependent, the total entropy change will include an additional entropy term associated with the change in what is now the Helmholtz free energy. From now on we refer to this latter quantity as the change, ∆S 0 , in the 'intrinsic entropy' while the entropy change associated with disordering of the vortices is termed the 'melting entropy', ∆S m . We now proceed to describe a reasonably simple method for estimating this from the measured total entropy ∆S 2 ( = ∆S 0 + ∆S m ), as defined in ( 7) above.
We write the Gibbs free energies per unit volume of the solid and fluid phases as
where the subscripts s and f refer to the solid and fluid phases respectively. F so and F fo are therefore the Helmholtz free energies of the solid and fluid phases, apart from the configurational entropy of the liquid.
As explained above, the transition takes place at constant T and H, so at the transition, the Gibbs free energies of the two phases must be equal and the change, ∆F 0 , in the intrinsic (Helmholtz) free energy is given by
where ∆B is the jump in the B field at the transition and is now equal to µ 0 ∆Μ because we are assuming zero demagnetisation.
The change in intrinsic entropy is given by the standard expression
and it is important to note that this is not equal to the temperature derivative of the right-hand-side of equation ( 15) because ( 15) holds only at the melting line. However, if we can assume a temperature dependence for ∆F 0 then we can determine ∆S 0 directly from equations ( 15) and ( 16). This is essentially what has been done by Dodgson et al [20] in deriving their equation (9) on the assumption that ∆F 0 scales directly as [1 -(T m /T c ) 2 ] from which it easily deduced that ∆S0 should be proportional to [ 
. However, such a scaling is valid only in the immediate vicinity of H c1 and not in the region of the melting transition. We now attempt to deduce an improved form for the temperature dependence of ∆F 0 and hence an expression for ∆S0.
To make progress, we assume that the re-arrangement of vortices associated with the melting can be described by a change, ∆Β(r), in the local magnetisation at all points in the sample, relative to that in the solid and that ∆F 0 can be expressed as an integral over a local function of ∆B(r). It follows that, to second order in ∆Β(r), 
We have used the standard thermodynamic expression for the local field H(r). In solenoidal geometry H is independent of r, and if we also approximate ∂ ∂ H B by its mean value, we get
where ∆B is the mean change in magnetic induction defined earlier and ∆B 2 is the mean-square variation of B averaged over the specimen. (We note that this procedure may be quite approximate as the scale of variation of B is probably smaller than that over which the macroscopic expressions are accurate.) Combining ( 15) and ( 18) we get
We can now calculate the change in intrinsic entropy, ∆S 0 , from can be described as the additional entropy introduced into the sample when the fluxline density is increased. A large part of this is associated with the flux-line cores where the superconducting order parameter is suppressed, but there is a significant contribution from the entropic part of the free energy of interaction between the vortices which this ensures that the first term in ( 20) has the value just discussed [21] .
We now estimate the second term in ( 20) which we denote as ∆S 02 . In BSCCO, the melting transition occurs significantly above H c1 and substantially below H c2 and in this region, Hao and Clem [22] have shown that the magnetisation can be expressed as ( 21) where α and β are dimensionless constants. These are both equal to unity in the case of the standard expression for a type-II superconductor [14] and a fit against the magnetisation data on a crystal of BSCCO used for local magnetisation measurements [2] at 80K produces values of α = 0.89 and β = 0.26. Using ( 21) with ( 19) and ( 
It should be noted that, because H c1 and B m both go linearly to zero at T c , the second term in the denominator is roughly independent of temperature, and its value is typically 0.1. For ∆S 2 to have the form given by equation (9) in [20] this second term would have to dominate the denominator of ( 22) .
We can now bring all this together to form an expression for the melting entropy, ∆S m , given the total entropy, ∆S 1 defined in ( 6) above or, equivalently, the total entropy change ∆S 2 measured thermodynamically and corrected for ∂ ∂ M T as described earlier.
We use ( 19) to ( 22) Remembering that H c10 is the zero-temperature critical field ,we note that the denominator diverges at small B, and therefore acts to reduce the divergence of ∆S m as T approaches T c . We have calculated ∆S m from the data of Zeldov et al [1] using the same expression for H c1 as in ( 10) above with the same constants and with κ = 47. The resulting residual entropy difference is also included in Figure 6 . We see that this is nearly independent of temperature over most of the temperature range and varies from 0.05k B to just over 1k B per flux line per layer which is much more consistent with the values expected for a melting transition and obtained from Monte-Carlo calculations [23] . We emphasise that this procedure leaves no free parameters to be fitted against the magnetisation data. If a somewhat smaller value for the penetration depth (150nm instead of 210nm) is used, the maximum value of ∆S m is about 0.5k B
We can now calculate the rms change in B field, ∆B 2 ½ from ( 19), using ∆S m from ( 23) . The result of this is included in Figure 4 , where we see that it varies between 1mT and 2.5mT over most of the temperature range. This is of the same order as the overall width of the field distribution as measured by muon spin rotation [19] . Measurements of the change in this quantity have also been measured by this technique, but these cannot be directly compared with the above as the measured width in the liquid is substantially narrowed because the measurement time is much larger than that of typical thermal motion, while the width relevant to our calculations is that of a typical instantaneous configuration.
We now consider the effect the above considerations would have on the published results for YBCO [6] . Our main conclusion is that the data on this material is affected very little by the considerations in the present paper. First, the magnetic data were obtained from global measurements of the magnetic moment rather than local measurements of ∆Β, so the factor of two does not apply. Secondly, the melting field in YBCO is about 100 times greater than that in BSCCO and spans a similar temperature range. However, the penetration and coherence lengths are of similar size in the two substances, so it follows that dB m /dT m and µ 0 dH m /dT m will differ by less than 1% and the entropy change is not significantly affected by whichever form is chosen. Moreover, the melting fields are much larger than those of BSCCO and are not small enough for the correction ( 23) to be significant in the experimental regime. We also note that, although recent measurements [24] on YBCO with the applied field parallel to the planes show that the melting fields are much smaller in this case, so is H c10 and the corrections will be negligible in this case also.
We conclude that, after the applying the corrections discussed in this paper, the entropy change associated with the introduction of disorder into the flux-line lattice at the 'melting' transition is less than, or about, k B per flux-line per layer at all temperatures, except very close to T c and in the vicinity of the 'critical point' in BSCCO. We note that this is in very good agreement with recent numerical simulations of the melting of a three-dimensional array of flux pancakes, interacting with short-range forces [11] . The results of a global measurement of µ 0 ∆M is also shown and its magnitude is close to twice that of the local jump in B. Figure 5 The application of the Clausius-Clapeyron equation in the case of a phase transition which involves an intermediate state. Figure 6 The entropy change as a function of temperature calculated using equation ( 6) for (∆S 1 ), ( 7) for ∆S 2 and ( 23) for ∆S m -all in units of k B per flux line per layer; also the rms change in B field at melting in units of mT, calculated from ∆S m using ( 19) . 
