Abstract. The decompositions of the Fock and Basic modules of the a ne Lie algebraŝl N into irreducible submodules of the Yangian algebra Y (gl N ) are constructed. Each of the irreducible submodules admits the unique up to normalization eigenbasis of the maximal commutative subalgebra of the Yangian. The elements of this eigenbasis are identi ed with specializations of Macdonald symmetric functions where both parameters of these functions approach an N th primitive root of unity.
Introduction
In 1992 Ha, Haldane, Talstra, Bernard and Pasquier 12] discovered that each of the level-1 irreducible highest weight modules of the a ne Lie algebraŝl 2 admits an action of the Yangian Y (gl 2 ): Since that time there have been a number of further works devoted to this subject. Notably in 2] and 3] the decomposition of the irreducible highest weight modules ofŝl 2 under the action of the Yangian was constructed and used to derive a new class of character formulas for these modules. These results were generalized to the case ofŝl N in the works 22] , 4] .
In the present article we consider one particular aspect of this intriguing and still not completely understood subject. Namely, we give the explicit construction of the so called GelfandZetlin bases in the irreducible submodules of the Yangian action on level-1 integrable highest weight modules ofŝl N :
The Yangian algebra Y (gl N ) comes equipped with a distinguished maximal commutative subalgebra, A(gl N ); which is sometimes called the Gelfand First, we consider the Fock space module of the a ne Lie algebraŝl N 13, 14] . We show, that the Fock space admits a one-parameter family of Y (gl N )-actions. At generic values of the parameter the decomposition of the Fock space into Yangian submodules is irreducible, and each of the components of this decomposition is tame. Moreover, each of these components is isomorphic to a tensor product of the so-called fundamental Y (gl N )-modules. The union of the Yangian Gelfand-Zetlin bases of the irreducible Yangian submodules gives a certain basis of the Fock space, and the main problem which we deal with in this paper is to give a detailed description of this basis.
It is well-known 13, 14] , that the Fock space module ofŝl N can be realized as the linear space of symmetic functions 17] . This realization is often referred to as the principal bosonization of the Fock space. The union of the Yangian Gelfand-Zetlin bases gives rise to a basis in the space of symmetric functions, and the natural question we ask is which symmetric functions are elements of this basis.
The answer is provided in terms of the Macdonald symmetric functions 17]. A Macdonald symmetric function depends on two parameters q and t: When both q and t approach an Nth primitive root of unity in a controlled way, the Macdonald symmetric function degenerates into what we call the Jack(gl N ) symmetric function. This symmetic function depends on one parameter and may be regarded as an analogue of the Jack symmetric function to which it reduces when N = 1:
The basis of the Jack(gl N ) symmetric functions labelled by all partitions is precisely the union of the Yangian Gelfand-Zetlin bases associated with the decomposition of the Fock space into Y (gl N )-submodules. Each partition is uniquely determined by the coordinate con guration and spin con guration associated with this partition. The set of all coordinate con gurations labels irreducible components of the Yangian action, and the set of all partitions with a xed coordinate con guration labels the Yangian Gelfand-Zetlin basis of the Yangian submodule which corresponds to this coordinate con guration.
Next, we consider the basic module of the a ne Lie algebraŝl N : This module is realized as a certain subspace of the Fock space 13, 14] . When the parameter of the Yangian action on the Fock space is xed to an appropriate non-generic value, this action can be restricted onto the basic module. We would like to emphasize that it is not clear to us whether this Yangian action coincides with that of 22] apart from the case N = 2.
The decomposition of the basic module relative to the Yangian action is again irreducible and each of the irreducible components is tame. The union of the Yangian Gelfand-Zetlin bases is now identi ed with the set of all Jack(gl N ) symmetric functions labelled by the N-regular partitions. Moreover the parameter in these symmetric functions is xed in a certain way.
The irreducible components of the Yangian action on the basic module can be labelled by the ribbon skew Young diagrams, this labelling was proposed in the paper 15]. We point out which N-regular partitions parameterize the Yangian Gelfand-Zetlin basis in a Yangian submodule that corresponds to a given ribbon diagram and compute the associated Drinfeld polynomials. The obtained decomposition of the basic module into irreducible Yangian submodules agrees with the conjecture made in the work 15].
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The Spin Sutherland Model
We consider the spin generalization of the Sutherland Model 23] In this Hamiltonian the symbol P ij stands for the spin exchange operator for particles i and j; and the is the coupling constant. We will take the to be a positive real number. The expression (2.1) is only a formal one. To de ne it as an operator acting on a Hilbert space it is convenient to make a gauge transformation of (2. In what follows we will always be working with the gauge-transformed Hamiltonian rather than with the Hamiltonian (2.1), and will regard the F N;n as the space of quantum states of the Spin Sutherland Model. Now let us give a complete description of the space of states F N;n , and introduce on this space a scalar product.
2.1. Preliminary remarks and notations. Let N be a positive integer, it will have the meaning of the number of spin degrees of freedom of each particle in the Spin Sutherland Model. For any integer k de ne the unique k 2 f1; : : :; Ng and the unique k 2 Z by setting k = k ? Nk. And for a k = (k 1 ; k 2 ; : : :; k n ) 2 Z n set k = (k 1 ; k 2 ; : : :; k n ), k = (k 1 ; k 2 ; : : :; k n ):
For any sequence k = (k 1 ; k 2 ; : : :; k n ) 2 Z n let jkj be the weight: jkj = k 1 + k 2 + + k n , and de ne the partial ordering ( the natural or the dominance ordering 17] ) on Z n by setting for any two distinct k; l 2 Z n : k > l (2.5) i jkj = jlj; and k 1 + + k i l 1 + + l i for all i = 1; 2; : : :; n: For r 2 N let L (r) n be a subset of Z n de ned as L (r) n = fk = (k 1 ; k 2 ; : : :; k n ) 2 Z n j k i k i+1 and 8s 2 Z #fk i j k i = sg rg:
In particular the L (n) n is the set of non-increasing sequences of n integers and the L (1) n is the set of strictly decreasing sequences, i.e. such k = (k 1 ; k 2 ; : : :; k n ) 2 Z n that k i > k i+1 .
Let V = C N with the basis fv 1 ; v 2 ; : : :; v N g; and for a formal variable z let V (z) = C z 1 ] V with the basis fu k j k 2 Zg where u k = z k v k : For monomials in the vector spaces C z 1 1 ; : : :; z 1 n ], V n and V (z) n = C z 1 1 ; : : :; z 1 n ] (V n ) we will use the convention of multi-indices: z t = z t1 1 z t2 2 z tn n ; t = (t 1 ; t 2 ; : : :; t n ) 2 Z n ;
v an ; a = (a 1 ; a 2 ; : : :; a n ) 2 f1; : : :; Ng n ; (2.8) u k = u k1 u k2 u kn ; k = (k 1 ; k 2 ; : : :; k n ) 2 Z n :
2.2. The space of states F N;n and its wedge basis. Let K ij be the permutation operator for variables z i and z j in C z 1 1 ; : : :; z 1 n ] ( the operator of coordinate permutation ), and let P ij be the operator exchanging ith and jth factors in the tensor product V n ( the operator of spin permutation ).
Let A n be the antisymmetrization operator in V (z) n : A n (u k1 u k2 u kn ) = X w2Sn sign(w)u k w(1) u k w(2) u k w(n) ; (2.10) where S n is the symmetric group of order n. We will use the notationû k = u k1^uk2^ ^u kn for a vector of the form (2.10), and will call such a vector a wedge. A wedgeû k is normally ordered if and only if k 2 L (1) n , that is k 1 > k 2 > > k n . Let F N;n be the image of the operator A n in V (z) n . Then F N;n is spanned by wedges and the normally ordered wedges form a basis in F N;n . Equivalently the vector space F N;n is de ned as the linear span of all vectors f 2 C z 1 1 ; : : :; z 1 n ] ( n V ) such that for all 1 i 6 = j n one has K ij f = ?P ij f:
(2.11) This is the meaning of the total antisymmetrization in the equation (2.4).
2.3. Scalar product. Here we de ne a scalar product on the space of states F N;n : Our de nition has three steps. First we de ne scalar products on the vector spaces V n and C z 1 1 ; : : :; z 1 n ] separately. Then we de ne a scalar product on the tensor product V (z) n = C z 1 1 ; : : :; z 1 n ] (V n ): Finally we de ne a scalar product on F N;n considered as a subspace of V (z) n : On V n de ne a sesquilinear, i.e., C-anti-linear in the rst argument and C-linear in the second argument, scalar product ( ; ) N by requiring that monomials in V n be orthonormal: This weight function is obviously a symmetric Laurent polynomial when is a non-negative integer.
Now for all f(z); g(z) 2 C z 1 1 ; : : :; z 1 n ] de ne a sesquilinear scalar product ( ; ) 0 by setting
where the integrations are taken over the unit circle in the complex plane.
On the linear space V (z) n = C z 1 1 ; : : :; z 1 n ] (V n ) we de ne a scalar product ( ; ) 0 ;N as the composition of the scalar products (2.14) and (2.12), i.e. for f(z); g(z) 2 C z 1 1 ; : : :; z 1 n ]; u; v 2 n V we set:
(2.15) and extend the de nition on all vectors by requiring that ( ; ) 0 ;N be sesquilinear.
Finally, on the subspace F N;n V (z) n a scalar product ( ; ) ;N is de ned as the restriction of the scalar product ( ; ) 0 ;N . Note, that the normally ordered wedges form an orthonormal basis of F N;n relative to this scalar product when = 0, i.e. we have (û k ;û l ) 0;N = kl (k; l 2 L (1) n ): (2.16) 3. The spectrum and an eigenbasis of the Hamiltonian H ;N In this section we compute the eigenvalue spectrum of the Hamiltonian (2.3) and describe the corresponding eigenbasis of F N;n : First of all we observe, that on the space F N;n we may, as implied by (2.11), replace the spin permutation operators P ij that appear in (2.3) with the operators ?K ij : This gives
12 where the equality is understood as that of operators acting on F N;n : Notice that the right-hand side of this equality commutes with all coordinate permutation operators K ij :
Let k = (k 1 ; k 2 ; : : :; k n ) 2 L (1) n . Note that k 1 > k 2 > > k n implies, in particular, that k 1 k 2 k n . We wish to compute the action of the Hamiltonian H ;N on the normally ordered wedgeû k = u k1^uk2^ ^u kn = A n (u k ). Since K ij commute with the H K ;N ; the last operator commutes with the A n ; and we have H ;N :û k = H K ;N :A n (u k ) = A n (H K ;N :u k ): (3.
2) The action of the H K ;N on the u k is easy to compute, for the H K ;N acts non-trivially only on the rst factor in u k = z k v(k): The computation gives H ;Nûk = E(k) Normally ordering the wedges in the right-hand side of (3.3) we nd from (3.5) that H ;Nûk = E(k) ;Nûk + X l2L (1) n ; l>k; l<k h ( ;N) klû l ; (3.6) with certain real coe cients h ( ;N) kl .
Now recall from 17] that for a positive we have: E(k) ;N 6 = E(l) ;N when l > k. Then (3.6) leads to (3.8) is an eigenvector of the Hamiltonian H ;N as implied by either (3.7) or (3.3, 3.5). We will call any vector of the form (3.8) a vacuum vector.
From the above proposition we see that f ( ;N) k j k 2 L (1) n g is a basis of the space of states F N;n ; since the fû k jk 2 L (1) n g is. The spectrum of the Hamiltonian is highly degenerate because the eigenvalue E(k) ;N depends only on k: This means that there are other eigenbases of the H ;N : The eigenbasis f ( ;N) k g is not orthogonal relative to the scalar product ( ; ) ;N ; and one of our tasks will be to construct an orthogonal eigenbasis by using the Yangian symmetry of the Spin Sutherland Model. In this construction the basis f ( ;N) k g will appear in a supplementary role, and the triangularity with respect to the dominance order of its expansion in terms of the normally ordered wedges expressed by Proposition 3.1 (i),(ii) will be important. Let us make explicit in our notations the dependence of the Cherednik-Dunkl operators on the number of variables z 1 ; : : :; z n : We will write d i ( ) (n) for the operator d i ( ) (4.6). For m < n there is a natural action of the d i ( ) (m) on the space C z 1 1 ; : : :; z 1 n ] which is non-trivial only with respect to the rst m variables. Lemma 4.3. Let the sequence t = (t 1 ; : : :; t n ) 2 Z n be such that t 1 ; t 2 ; : : :; t m < t m+1 = t m+2 = = t n for some 1 m < n: With these notations let L(m; n; t n ) be the linear span of monomials z r = z r1 1 z rn n such that r i t n for all i = 1; : : :; n; and #fr i jr i = t n g < n ? m: (iii) The Laurent polynomials E ( ) t (z) are eigenvectors of the Cherednik-Dunkl operators: d i ( )E ( ) t (z) = f i (t; )E ( ) t (z); (i = 1; 2; : : :; n); (4.12) where f i (t; ) = ?1 t i + n ? i (t); (4.13) and i (t) = #fj i j t j t i g + #fj > i j t j > t i g: (4.14) (iv) Proposition 5.5 ( 19] Proposition 5.7 ( 19] ). Let Remark By abuse of terminology we will sometimes call the module V (1 p ) (h); (h 2 C) a fundamental module as well.
To nish our review of the Yangian algebra, we will quote the theorem, due to Nazarov and Tarasov (ii) Up to some automorphism ! f of Y (gl N ) the module W is isomorphic to a tensor product In this section we will consider tensor products of fundamental modules of the form
where p s 2 f1; : : :; Ng and h (s) 2 R: We will see, that if the numbers h (1) ; : : :; h (r) satisfy certain conditions, this module admits a unique up to normalization eigenbasis of the subalgebra A(gl N ); and the eigenvalue spectrum of this subalgebra is simple. Our main goal will be to deduce a certain triangularity property for the elements of this eigenbasis. 
With the numbers p 1 ; : : :; p r introduced in (6.1) set q 0 = 0 and for each s = 1; : : :; r de ne the unique q s by p s = q s ? q s?1 :
For a pair (i; j) such that 0 i < j n de ne the partial antisymmetrization operator A (i;j) 2 End(V n ) by setting for each a = (a 1 ; : : :; a n ) 2 f1; : : :; Ng n :
Denote the sequence (p 1 ; : : :; p r ) by p and let n = p 1 + + p r : Let the subspace (V n ) p be the image in V n of the operator
A (qs?1;qs) :
The subspace (V n ) p is obviously isomorphic to the tensor product ( De ne the set T p labelled by the sequence p as follows T p = fa = (a 1 ; : : :; a n ) 2 f1; : : :; Ng n j a i < a i+1 when q s?1 < i < q s for s = 1; : : :; rg (6.5) (iii) The eigenvalues of the algebra (f) (n) A(gl N ) are given by the formula (f) (n) (A m (u)) (a) = A m (u; f; a) (a); m = 1; 2; : : :; N; (6.9) where A m (u; f; a) =
(iv) The N-tuples of rational functions in the variable u: A 1 (u; f; a); : : :; A N (u; f; a) are distinct for distinct a 2 T p . In other words the spectrum of the (f) (n) (A m (u)) on (V n ) p is simple.
In the expression for the eigenvalue A m (u; f; a) above we used the convention that for a statement P; (P) = 1 if P is true, and (P) = 0 otherwise. where the denominator (u ? i ) ?1 is to be expanded into a series in u ?1 :
The symmetric group S n acts from the left on the tensor product V n by the permutation of factors. The S n also acts from the right on the module M as the subalgebra of H 0 :
The following theorem is due to Drinfeld 9] .
Theorem 7.1. The coe cients of the following series leave the space M Sn V n invariant
The assignment T ab (u) For an operator B acting on F N;n let B be its adjoint relative to the scalar product ( ; ) ;N and for a series B(u) with operator-valued coe cients we will use B(u) to denote the series whose coe cients are adjoints of coe cients of the series B(u).
The following proposition is proven in 25]. The isomorphism between (V n ) p(s) and F s is explicitly given by the operator U(s; ) :
where the sum is taken over all distinct rearrangements t of s, and R ( ) t 2 End(V n ) is de ned by the recursive realtions:
Here R ii+1 (u) = u ?1 +P ii+1 and (i; i+1)t denotes the element of Z n obtained by interchanging t i and t i+1 in t = (t 1 ; : : :; t n ).
With notations of Section 6, for each a 2 T p(s) de ne ( ) (s; a) = U(s; )'(a); (7.9) X ( ) (s; a) = U(s; ) (a): (7.10) Observe now that, since is a positive real number, the condition (C2) of Section 6 is satis ed by the sequence f(s). Proposition 6.2 and Theorem 7. are distinct for distinct a 2 T p(s) . 7.4. The eigenbasis of the commtative algebra A(gl N ; ). We will now describe properties of the eigenbasis fX ( ) (s; a) j s 2 L (N) n ; a 2 T p(s) g in some detail. Our main goal is to establish the unitriangularity of the expansion of the elements of this basis in the basis of normally ordered wedges.
For any pair (s = (s 1 ; : : :; s n ) 2 L (N) n ; a = (a 1 ; : : :; a n ) 2 T p(s) ) and each i = 1; : : :; n de ne k i = a n?i+1 ? Ns n?i+1 : It is easy to see that the sequence k = (k 1 ; : : :; k n ) is an element of the set L (1) n (cf. (2.6)). Moreover we have (cf. Section 2.1) k = (a n ; a n?1 ; : : :; a 1 ) and k = (s n ; s n?1 ; : : :; s 1 ): The described correspondence between the set of all pairs (s 2 L (N) n ; a 2 T p(s) ) and the set L (1) n is one-to-one, therefore we may label the elements of the bases f ( ) (s; a)g and fX ( ) (s; a)g by sequences from L (1) where t s means that t belongs to the set of all distinct rearrangements of the sequence s:
In view of the triangularity (4.11) of the non-symmetric Jack polynomial E ( ) t (z) we may split the E ( ) t (z) with t s as follows 
The vector ( ) (s; a) is an eigenvector of the quantum determinant A N (u; ) as implied by the equations (4.13), (7.4) and (7.14). Hence it is an eigenvector of the Hamiltonian H ;N : However according to Proposition 3.1(i) an eigenvector of the Hamiltonian H ;N with the expansion (7.21) in the basis fû l j l 2 L (1) n g is unique and equals to ( ;N) k : This proves the lemma. Observe that l = k and l < k imply l < k: The transition matrix between the bases f ( ;N) k jk 2 L (1) n g and fû k j k 2 L (1) n g is upper unitriangular by Proposition 3.1(ii). Hence (7.24) leads to (i).
(ii) Follows immediately from Proposition 7.4(iii) and the explicit expressions for the eigenvalues of the Cherednik-Dunkl operators given by (4.13).
(iii) Proposition 7.4(iv) shows that the sets of the eigenvalues A 1 (u; ; k); : : :; A N (u; ; k) are distinct for distinct k which have equal k: In other words eigenvalues of the commutative algebra A(gl N ; ) separate eigenvectors that belong to the same irreducible component of the Yangian action Y (gl N ; ): We will prove that eigenvalues of the quantum determinant A N (u; ) separate between these irreducible components. Eigenvalue A N (u; ; k) depends only on k and is a rational function of the form P(u + 1)=P(u) where P(u) is a monic polynomial. Roots of this polynomial are 1 ? i ? ?1 k i ; they are pairwise distinct due to the assumption that is a positive real number. Hence the polynomial P(u) determines the sequence (k 1 ; : : :; k n ) uniquely. This proves (iii).
(iv) Follows from (iii) and Proposition 7. Let m = (m 1 ; : : :; m n ) be a non-decreasing sequence of integers such that each element m i appears in m with multiplicity less or equal to N: We denote the set of all such sequences by M (N) n ; and represent an element m of M (N) n as ((r 1 ) p1 (r 2 ) p2 : : :(r l ) pl ) where r 1 < r 2 < < r l and p i (1 p i N) denotes the multiplicity of r i in m: If k is an element of L (1) In this section we will introduce an isomorphism between the space of states of the Spin Sutherland Model and the space of symmetric Laurent polynomials. This isomorphism may be regarded as a nite-particle version of the well-known fermion-boson correspondence in the representation theory of in nite-dimensional Kac-Moody algebras 14]. We will determine the image of the eigenbasis of the commutative algebra A(gl N ; ) under this isomorphism. This image is a basis of the space of symmetric Laurent polynomials. A subset of this basis gives a basis of the space of symmetric polynomials which coincides with a degeneration of the basis of Macdonald polynomials 17]. This degeneration is described as follows. A Macdonald polynomial depends on two parameters q and t: Let ! N be an Nth primitive root of unity, and let p be a parameter. Set q = ! N p; t = ! N p N +1 and take the limit p ! 1: In this limit a Macdonald polynomia! ! l degenerates into a polynomial which we call a Jack(gl N ) polynomial. When N = 1 this polynomial is just the usual Jack polynomial. The Jack(gl N ) polynomials were recently used to compute certain dynamical correlation functions in the Spin Sutherland Model 27] . We, however, will not consider this subject in the present article. The set fs l j l 2 L (n) n g is a basis of n : A sequence l 2 L (n) n which contains only non-negative elements is obviously identi ed with a partition of length less or equal to n: For any such l the s l is a symmetric polynomial equal to the Schur polynomial s : Schur polynomials s where runs through all partitions of length less or equal to n form a basis in the space of symmetric polynomials n : The following proposition is the main point of this section. where the summation is over partitions of length n and the coe cients u (q; t) are given by u (q; t) = X T T (q; t) (8.25) summed over all tableaux of shape and weight : To describe the quantity T (q; t); for partitions and such that and = is a horizontal strip, let R denote the unique (possibly empty) row of which intersects = : Then Symmetric monomials and Schur polynomials are obtained as specializations of P (q; t): We have P (q; 1) = m and P (q; q) = s : Another well-known specialization of P (q; t) is the Jack polynomial J ( ) This review is to be considered as a preparation to Section 10 where we de ne a Yangian action on the Fock space and describe how it is decomposed into irreducible Yangian submodules. Let us reserve the notation jmi for the formal expression u m^um?1^um?2^: : : : There is an obvious homomorphism of linear spaces F N;n ! F determined by the assignment u k1^uk2^ ^u kn 7 ! u k1^uk2^ ^u kn^j ? ni:
Conversely, for each v 2 F there is a large enough n and v (n) 2 F N;n such that v = v (n)^j ? ni: Proof. From the de nition of the inverse limit F 0;hsi N it follows that (d) l;r (f lN ) = f rN (9.20) for all l r: Hence (f rN ) r 0 is a vector in F 0;(d) N : Let us choose r to be large enough, so that both of the inequalities r d and rN s hold. Then by (9.14) and (9.18) we obtain 9.4. Jack(gl N ) symmetric functions. Let be a partition of s 0; i.e. j j = s: Let P (q; t)(x 1 ; : : :; x n ) 2 s n C C(q; t) (9.35) be the Macdonald polynomial labelled by : If l( ) > n we set P (q; t)(x 1 ; : : :; x n ) = 0: It is well-known that the sequence P (q; t) = (P (q; t)(x 1 ; : : :; x n )) n 0 (9.36) is an element of the inverse limit s C(q) = s C C(q; t) (see 9.24 be the corresponding symmetric monomial. We set m (x 1 ; : : :; x n ) = 0 if l( ) > n: One easily checks that the sequence m = (m (x 1 ; : : :; x n )) n 0 (9.39) is an element of the inverse limit s : It is called the monomial symmetric function. Proposition 9.3 ( 17] ). The set of Macdonald symmetric functions fP (q; t) j 2 g is the unique basis of C(q;t) which satis es the following two properties:
(a) The transition matrix that expresses these symmetric functions in terms of monomial symmetric functions is upper unitriangular. That is the expansion of P (q; t) has the form P (q; t) = m + X < u (q; t)m : (9.40) with certain coe cients u (q; t) in C(q; t):
(b) Symmetric functions P (q; t) are pairwise orthogonal relative to the scalar product (9:37): Let be a partition of s: And let P ( ;N) (x 1 ; : : :; x n ) 2 s n (9.41) be the Jack(gl N ) polynomial de ned in Section 8.4. If l( ) > n we set P ( ;N) (x 1 ; : : :; x n ) = 0: Taking the limit (8.32) in (9.36) we see that P ( ;N) = P ( ;N) (x 1 ; : : :; x n ) n 0 (9.42)
is an element of the inverse limit s : Thus P ( ;N) is a symmetric function of degree s: We will call it the Jack(gl N ) symmetric function. Now let us introduce on another scalar product. 10
The de ning relations (5.2) of the algebra Y (gl N ) imply that this algebra is generated by the coe cients of the quantum determinant A N (u) (cf. Proposition 5.2) and the elements T (1) ab ; T (2) ab ( ab 7 ! T (1) ab + ab f (1) ; (10.3) ! f : T (2) ab 7 ! T (2) ab + f (1) T (1) ab + ab f (2) : (10.4) In Section 7 we introduced the Yangian action Y (gl N ; ) on the linear space F N;n : In this section we will denote the generators of this action by T (s) ab ( ; n) (s = 1; 2; : : :) and the corresponding generating series by T ab (u; ; n): The explicit forms of T (1) ab ( ; n) and T (2) ab ( ; n) are 
Proof. Since the algebra Y (gl N ) is generated by the elements T (1) ab ; T (2) ab (a; b = 1; : : :; N) and the coe cients of the quantum determinant A N (u); it is su cient to prove the intertwining relations r+1;r T (1) ab ( ; rN + N) = T (1) ab ( ; rN) r+1;r ; (10.11) r+1;r T (2) ab ( ; rN + N) = T (2) ab ( ; rN) r+1;r ; (10.12) r+1;r A N (u; ; rN + N) = A N (u; ; rN) r+1;r : (10.13) We will prove the rst two relations. The relation (10.13) is proved in a similar way.
Let k = (k 1 ; : : :; k rN+N ) be an element of the set L ( T (2) ab ( ; n)A n = A n T (2) ab ( ; n) (10.19) where T (2) ab ( ; n) = ?
Proof. Taking into account the relation (K ij + P ij )A n = 0 we obtain T (2) ab ( ; n)A n = ? (10.20) where for each i = 1; : : :; n :
The operators d i ( ) (n) are covariant with respect to the permutation operators K ij : That is
This implies that
ba commutes with A n : Application of A n (K ij + P ij ) = 0 proves the lemma. 11.3. Projecting the Jack(gl N ) symmetric functions. An examination of explicit expressions for the coe cients (8.34) shows that these coe cients have no poles at = 1 and = 0:
Therefore for each partition we have well-de ned Jack(gl N ) symmetric functions P (1;N) and P (0;N) : We will now consider the e ect of the projection on these symmetric functions. In the sequel for each 2 N we will use the notation P (N) de ned by P (N) = (P (1;N) and to compute corresponding Drinfeld polynomials. To do this it is convenient to parameterize the set of all N-regular partitions, or, equivalently, the set of all spin con gurations by semistandard tableaux of ribbon (Young) diagrams. This parameterization was introduced and its relation to the Yangian decomposition was conjectured in the paper 15]. 11.5.1. Ribbon diagrams. Let be a skew diagram. Two squares in are adjacent if they share a common side. A skew diagram is connected if for any pair of squares s and s 0 in there is a series of squares s 1 = s; s 2 ; : : :; s n = s 0 in such that s i and s i+1 are adjacent. A skew diagram is called a ribbon if it is connected and contains no 2 2 blocks of squares. The length of a ribbon is the total number of squares it contains. We will let p 1 ; : : :; p l ] denote the ribbon of l columns such that the height of ith column from the right is p i : A ribbon is said to be of rank N if heights of all its columns do not exceed N:
Example 11.9 Here is the ribbon 3; 2; 1; 1; 1;2;1; 1; 1; 2]: It has the length 15 and is of the Remark Note that the de nition of a semi-standard tableau which we use is di erent from the usual de nition (see e.g. 15] , 17]) where the inscribed numbers strictly increase downward along columns and do not increase from right to left along rows.
Let n be the length of the ribbon ; then T is uniquely represented as the sequence ( 1 ; 2 ; : : :; n ) where i is the number inscribed in the ith square along counting from the right to the left and from the top to the bottom. Now we have a natural map m from the set of semi-standard tableaux of shape (m) to the set of spin con gurations de ned by 11.5.3. Irreducibility and Drinfeld polynomials. Let m 2 W N and let (m) be the corresponding ribbon from the set R N : With this ribbon we associate the unique pair of partitions = ( 1 ; 2 ; : : :) and = ( 1 ; 2 ; : : :) such that (m) = = and the length of (resp. 0 ) is less than the length of (resp. 0 ). Let V ; be the tame Y (gl N )-module associated with the skew diagram = in the manner described in Section 5.2. We will denote by V ; the tame Yangian module obtained from V ; by the pullback through the automorphism N 
