We consider a modification of the Quantifier Elimination (QE) problem called Partial QE (PQE). In PQE, only a small part of the formula is taken out of the scope of quantifiers. The appeal of PQE is that many verification problems, e.g. equivalence checking and model checking, reduce to PQE and the latter is much easier to solve than complete QE. Earlier, we introduced a PQE algorithm based on the machinery of D-sequents. A D-sequent is a record stating that a clause is redundant in a quantified CNF formula in a specified subspace. To make this algorithm efficient, it is important to reuse learned D-sequents. However, reusing D-sequents is not as easy as conflict clauses in SAT-solvers because redundancy is a structural rather than a semantic property. (So, a clause is redundant only in some subset of logically equivalent CNF formulas.) We address this problem by introducing a modified definition of D-sequents that facilitates their safe reusing. We also present a new PQE algorithm that proves redundancy of target clauses one by one rather than all at once as in the previous PQE algorithm. We experimentally show the improved performance of this algorithm. We demonstrate that reusing D-sequents makes the new PQE algorithm even more powerful.
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I. INTRODUCTION
Many verification problems reduce to Quantifier Elimination (QE). So, any progress in QE is of great importance. In this paper, we consider propositional CNF formulas with existential quantifiers. Given formula ∃X[F (X, Y )] where X and Y are sets of variables, the QE problem is to find a quantifier-free formula F * (Y ) such that F * ≡ ∃X [F ] . Building a practical QE algorithm is a tall order. In addition to the sheer complexity of QE, a major obstacle here is that the size of formula F * (Y ) can be prohibitively large.
There are at least two ways of making QE easier to solve. First, one can consider only instances of QE where |Y | is small, which limits the size of F * . In particular, if |Y | = 0, QE reduces to the satisfiability problem (SAT). This line of research featuring very efficient methods of model checking based on SAT [3] , [32] , [7] has gained great popularity. Another way to address the complexity of QE suggested in [23] is to perform partial QE (PQE). Given formula ∃X[F 1 (X, Y ) ∧ F 2 (X, Y )], the PQE problem is to find a quantifier-free formula F * 1 (Y ) such that F * 1 ∧ ∃X[F 2 ] ≡ ∃X[F 1 ∧ F 2 ]. We will say that formula F * 1 is obtained by taking F 1 out of the scope of quantifiers.
The appeal of PQE is that in many verification problems, one can replace complete QE with PQE that can be dramatically more efficient than QE (e.g. when F 1 is much smaller than F 2 ). Importantly, using quantifiers gives PQE extra semantic power over SAT-based methods. For instance, an equivalence checker based on PQE [17] enables construction of short resolution proofs of equivalence for a very broad class of structurally similar circuits. These proofs are based on the notion of clause redundancy 1 in a quantified formula and thus cannot be generated by a traditional SAT-solver. In [18] , we show that a PQE-solver can check if the reachability diameter exceeds a specified value. So it can turn bounded model checking [3] into unbounded as opposed to a pure SATsolver. Importantly, no generation of an inductive invariant is required by the method of [18] . In Appendix I, we recall the two applications of PQE above 2 .
If F * 1 (Y ) is a solution to the PQE problem above, it is implied by F 1 ∧ F 2 . So F * 1 can be obtained by resolving clauses of F 1 ∧F 2 . However, a PQE-solver based on resolution alone cannot efficiently address the following "termination problem". Suppose one builds F * 1 incrementally, adding one clause at a time. When can one terminate this procedure claiming that F * is a solution to the PQE problem (and so
In [20] , [22] we approached the termination problem above using the following observation. Assume for the sake of simplicity that every clause of F 1 contains at least one variable of X. Then, if F * 1 is a solution, F 1 can be dropped from F * 1 ∧ ∃X[F 1 ∧ F 2 ]. Thus, F * 1 becomes a solution as soon as it makes the clauses of F 1 redundant. In [23] , we introduced a PQE-solver called DS -PQE (DS stands for "D-Sequent"). DS -PQE is a branching algorithm that, in addition to deriving new clauses and adding them to F 1 ∧F 2 , generates dependency sequents (D-sequents). A D-sequent is a record saying that a clause is redundant in a specified subspace. DS -PQE branches until proving redundancy 3 of target clauses becomes trivial at which point so-called "atomic" D-sequents are generated. The D-sequents of different branches are merged using a resolution-like operation called join. Upon completing the search tree, DS -PQE derives D-sequents stating redundancy of the clauses of F 1 .
DS -PQE has two flaws. First, DS -PQE employs "multievent" backtracking. Namely, it backtracks only when all clauses of F 1 are proved redundant in the current subspace. (This is different from a SAT-solver that backtracks as soon as just one clause of the formula is falsified.) The intuition here is that multi-event backtracking leads to building very deep and thus very large search trees. Second, DS -PQE does not reuse D-sequents derived in different branches. The problem here is that redundancy is a structural rather than a semantic property. So, a clause redundant in formula G ′ may not be redundant in G ′′ logically equivalent to G ′ (whereas a semantic property holds for all equivalent formulas). So, reusing a D-sequent is not as easy as reusing a clause learned by a SAT-solver.
In this paper, we address both flaws of DS -PQE . First, we present a new PQE algorithm called DS -PQE + that employs single-event backtracking. At any given moment, DS -PQE + proves redundancy of only one clause. Once this goal is achieved, it picks a new clause to prove redundant. Second, we modify the definition of D-sequents given in [22] . A PQE-algorithm that employs the new type of D-sequents (e.g. DS -PQE + ) can safely reuse them.
Our contribution is as follows. First, we give a new definition of D-sequents facilitating their reusing (Section IV). Second, we redefine atomic D-sequents and the join operation to accommodate the new definition of D-sequents (Sections V and VI). Third, we present a new algorithm for PQE that employs single-event backtracking (Sections VII and VIII). Fourth, we provide experimental results showing the benefit of single-event backtracking and D-sequent reusing (Section IX).
II. A SIMPLE EXAMPLE
In this section, we present a simple example of performing PQE by deriving D-sequents. A D-sequent of [22] is a record (∃X[F ], q) → C stating redundancy of clause C in ∃X[F ] in subspace q (where q is an assignment to variables of F ). Let
Consider the PQE problem of taking C 1 out of the scope of quantifiers. Below we solve this problem by proving C 1 redundant.
In subspace y = 0, clauses C 2 , C 3 are unit (i.e. one literal is unassigned, the rest are falsified). After assigning x 1 = 1, x 2 = 0 to satisfy C 2 , C 3 , the clause C 1 is falsified. Using the standard conflict analysis [30] one derives a conflict clause C 4 = y. Adding C 4 to C 1 ∧G makes C 1 redundant in subspace y = 0. So the D-sequent S ′ equal to (∃X[F ], q ′ ) → C 1 holds where F = C 1 ∧ G ∧ C 4 and q ′ = (y = 0).
In subspace y = 1, the clause C 1 is "blocked" at x 1 . That is no clause of F is resolvable with C 1 on x 1 in subspace y = 1 because C 2 is satisfied by y = 1 (see Subsection V-C). So C 1 is redundant in formula ∃X[F ] and the D-sequent S ′′ equal to (∃X[F ], q ′′ ) → C 1 holds where q ′′ = (y = 1). D-sequents S ′ and S ′′ are examples of so-called atomic D-sequents. They are derived when proving clause redundancy is trivial (see Section V). One can produce a new D-sequent (∃X[F ], q) → C 1 where q = ∅ by "joining" S ′ and S ′′ at y (see Subsection VI). This D-sequent states the unconditional redundancy of
So C 4 is a solution to our PQE problem.
III. BASIC DEFINITIONS
In this paper, we consider only propositional CNF formulas. In the sequel, when we say "formula" without mentioning quantifiers we mean a quantifier-free CNF formula.
Definition 1: Let F be a CNF formula and X be a subset of variables of F . We will refer to ∃X[F ] as an ∃CNF formula.
Definition 2: Let F be a CNF formula. Vars(F ) denotes the set of variables of F and Vars(∃X[F ]) denotes Vars(F ) \ X.
Definition 3: Let V be a set of variables. An assignment q to V is a mapping V ′ → {0, 1} where V ′ ⊆ V . We will denote the set of variables assigned in q as Vars( q). We will denote as q ⊆ r the fact that a) Vars( q) ⊆ Vars( r) and b) every variable of Vars( q) has the same value in q and r.
Definition 4: Let C be a clause, H be a formula that may have quantifiers, and q be an assignment. C q ≡ 1 if C is satisfied by q; otherwise it is the clause obtained from C by removing all literals falsified by q. H q denotes the formula obtained from H by replacing every clause C with C q .
Definition 5: Let G, H be formulas that may have quantifiers. We say that G, H are equivalent, written G ≡ H, if for all assignments q where Vars( q) ⊇ (Vars(G)∪Vars(H)),
Definition 7: The Partial QE (PQE) problem of taking F 1 out of the scope of quantifiers in
. Remark 1: From now on, we will use X and Y to denote sets of quantified and non-quantified variables respectively. We will assume that variables denoted by x i and y i are in X and Y respectively. Using X, Y in a quantifier-free formula implies that in the context of QE/PQE, X and Y specify the quantified and non-quantified variables respectively.
Definition 9: Let F be a CNF formula and G ⊆ F
The problem here is that redundancy is a structural property. So, the redundancy of B in ∃X[F ] does not imply that of B in ∃X[F \ {C}] even though F ≡ F \ {C}. The definition of a D-sequent given in [22] does not help to address the problem above. This definition states redundancy of a clause only with respect to formula ∃X[F ]. (This makes it hard to reuse Dsequents and is the reason why the PQE-solver introduced in [22] does not reuse D-sequents). We address this problem by adding a structural constraint to the definition of a Dsequent. It specifies a subset of formulas where a D-sequent holds and so identifies the situations where this D-sequent may not hold. Adding structural constraints to D-sequents S C and S B makes them mutually exclusive (see Example 1 below).
B. Definition of D-sequents
Definition 10: Let ∃X[F ] be an ∃CNF formula and q be an assignment to Vars(F ). Let C be an X-clause of F and H be a subset of
Definition 11: The assignment q and formula H above are called the conditional and the structure constraint of the D-sequent S respectively. We will call ∃X[W ], where H ∪ {C} ⊆ W ⊆ F , a member formula of S. We will say that a D-sequent S specified by (∃X[F ], q, H) → C holds if it states redundancy of C according to Definition 10 (i.e. if S is correct). We will say that S is applicable to a formula ∃X[W ] if the latter is a member formula of S. Otherwise, S is called inapplicable to ∃X[W ].
The structure constraint H of Definition 10 specifies a subset of formulas logically equivalent to ∃X[F ] where the clause C is redundant. From a practical point of view, the presence of H influences the order in which X-clauses can be proved redundant. Proving an X-clause B of H redundant and removing it from F renders the D-sequent S inapplicable to the modified formula (i.e. ∃X[F \ {B}]). Thus, using S implies that B will be proved redundant after C.
Example 1: Consider the example introduced in Subsection IV-A. In terms of Definition 10, the D-sequent The activation of S means that it can be safely reused (i.e. C can be dropped in the subspace r as redundant 4 in ∃X[W ]). An applicable D-sequent S equal to (∃X[F ], q, H) → C is called unit under assignment r if all value assignments of q but one are met in r. Suppose, for instance, q = (y 1 = 0, x 5 = 1) and r contains y 1 = 0 but x 5 is not assigned in r. Then S is unit. Adding the assignment x 5 = 1 to r, activates S, which indicates that C is redundant in the subspace r ∪ {x 5 = 1}. So, a unit D-sequent can be used like a unit clause in Boolean Constraint Propagation (BCP) of a SAT-solver. Namely, one can use S to derive the "deactivating" assignment x 5 = 0 as a direction to a subspace where C is not proved redundant yet.
D. Reusing a set of D-sequents
In Example 1, we described D-sequents that cannot be active together. Below, we introduce a condition under which a set of D-sequents can be active together.
Definition 12: Assignments q ′ and q ′′ are called compatible if every variable of Vars( q ′ ) ∩ Vars( q ′′ ) is assigned the same value in q ′ and q ′′ .
obtained after using D-sequents S π(1) ,. . . ,S π(m−1) is a member formula of S π(m) , ∀m ∈ {2,. . ., k}.
The item b) above means that S 1 , . . . , S k can be active together if there is an order π following which one guarantees the applicability of every D-sequent. (The D-sequents S C and S B of Example 1 are inconsistent because such an order does not exist. Applying one D-sequent makes the other inapplicable.) Definition 13 specifies a sufficient condition for a set of D-sequents to be active together in a subspace r where q i ⊆ r, 1 ≤ i ≤ k. If this condition is met, C 1 , . . . , C k can be safely removed from ∃X[F ] in the subspace r (see [19] ).
V. ATOMIC D-SEQUENTS
In this section, we describe D-sequents called atomic. An atomic D-sequent is generated when proving a clause redundant is trivial [22] . We modify the definitions of [22] to accommodate the appearance of a structure constraint.
A. Atomic D-sequents of the first kind
We will refer to it as an atomic D-sequent of the first kind.
Proofs of all propositions can be found in [19] . Satisfying C by an assignment does not require the presence of any other clause of F . Hence, the structure constraint of a D-sequent of the first kind is an empty set of clauses.
Example 2: Let ∃X[F ] be an ∃CNF formula and C = y 1 ∨ x 5 be a clause of F . Since C is satisfied by assignments y 1 = 1 and x 5 = 0, D-sequents (y 1 = 1, ∅) → C and (x 5 = 0, ∅) → C hold.
B. Atomic D-sequents of the second kind
Proposition 2: Let ∃X[F ] be an ∃CNF formula and q be an assignment to Vars(F ). Let C and B be clauses of F and C be an X-clause. Let C q still be an X-clause and B q imply C q (i.e. every literal of B q is in C q ). Then the D-sequent ( q, H) → C holds where H = {B}. We will refer to it as an atomic D-sequent of the second kind.
C. Atomic D-sequents of the third kind
The notion of blocked clauses was introduced in [28] .
If a clause C of an ∃CNF formula is blocked with respect to a quantified variable in a subspace, it is redundant in this subspace. This fact is used by the proposition below. Definition 13) . Then the D-sequent (q,
H i . We will refer to it as an atomic D-sequent of the third kind.
Example 4: Let ∃X[F ] be an ∃CNF formula. Let C 1 , C 2 , C 3 be the only clauses of F with variable
Since y 1 = 1 satisfies C 2 , the D-sequent (y 1 = 1, ∅) → C 2 holds. Suppose that the D-sequent (x 2 = 1, {C 4 }) → C 3 holds where C 4 ∈ F . Note that the two D-sequents above are consistent. So, from Proposition 3 it follows that the Dsequent ( q, {C 4 }) → C 1 holds where q = (y 1 = 1, x 2 = 1). The redundancy of C 1 in the subspace q is caused by the fact that it is blocked at x 1 in this subspace.
VI. JOIN OPERATION
In this section, we present a resolution-like operation called join [22] . It can be viewed as a way to generate a new Dsequent from existing ones. In Appendix III, we describe two more ways to generate new D-sequents. We modify the definition of the join operation given in [22] to accommodate the appearance of a structure constraint.
Definition 16: Let q ′ and q ′′ be assignments in which exactly one variable v ∈ Vars( q ′ ) ∩ Vars( q ′′ ) is assigned different values. The assignment q consisting of all the assignments of q ′ and q ′′ but those to v is called the resolvent of q ′ , q ′′ on v. Assignments q ′ , q ′′ are called resolvable on v. We will say that the D-sequent ( q, H) → C of Proposition 4 is produced by joining D-sequents
By joining them at y 1 , one produces the D-sequent ( q, H) → C 1 where q = (x 1 = 0, x 2 = 1) and H = {C 2 , C 3 }. In this section, we describe a PQE-algorithm called DS -PQE + . As we mentioned earlier, in contrast to DS -PQE of [23] , DS -PQE + uses singleevent backtracking. Namely, DS -PQE + proves redundancy of X-clauses one by one and backtracks as soon as the current target X-clause is proved redundant in the current subspace. Besides, due to introduction of structure constraints, it is safe for DS -PQE + to reuse D-sequents. A proof of correctness of DS -PQE + is given in Appendix VIII.
VII. INTRODUCING DS -PQE
+ DS -PQE + (F1, F2 X){ 1 Ds := ∅ 2 while (true) { 3 C := PickXcls(F1) 4 if (C = nil) return(F1) 5 PrvRed (F1,F2,Ds C, X) 6 F1 := F1 \ {C} }}
A. Main loop of DS -PQE +
The main loop of DS -PQE + is shown in Fig. 1 . DS -PQE + accepts formulas F 1 (X, Y ), F 2 (X, Y ) and set X and outputs
. We use symbol ' ' to separate in/out-parameters and inparameters. For instance, the line DS -PQE + (F 1 , F 2 X) means that formulas F 1 , F 2 change by DS -PQE + (via adding/removing clauses) whereas X does not.
DS -PQE + first initializes the set Ds of learned D-sequents. It starts an iteration of the loop with picking an X-clause C ∈ F 1 (line 3). If every clause of F 1 contains only variables of Y , then F 1 is a solution F * 1 (Y ) to the PQE problem above (line 4). Otherwise, DS -PQE + invokes a procedure called PrvRed to prove C redundant. This may require adding new clauses to F 1 and F 2 . In particular, PrvRed may add to F 1 new X-clauses to be proved redundant in later iterations of the loop. Finally, DS -PQE + removes C from F 1 (line 6).
B. Description of PrvRed procedure
The pseudo-code of PrvRed is shown in Fig 2. The objective of PrvRed is to prove a clause of F 1 redundant. We will refer to this clause as the primary target and denote it as C pr . To prove C pr redundant, PrvRed, in general, needs to prove redundancy of other X-clauses called secondary targets. At any given moment, PrvRed tries to prove redundancy of only one Xclause. If a new secondary target is selected, the current target is pushed on a stack T to be finished later. How DS -PQE + manages secondary targets is described in Section VIII. (The lines of code relevant to this part of DS -PQE + are marked in Fig. 2 and 3 with an asterisk.) First, PrvRed initializes its variables (lines 1-3). The stack T of the target Xclauses is initialized to C pr . The current assignment a to X∪Y is initially empty. So is the assignment queue Q. The current target clause C trg is set to C pr . The main work is done in a while loop that is similar to the main loop of a SAT-solver [30] . In particular, PrvRed uses the notion of a decision level. The latter consists of a decision assignment and implied assignments derived by BCP. Decision level number 0 is an exception: it consists only of implied assignments. BCP derives implied assignments from unit clauses and from unit D-sequents (see Subsection IV-C).
The operation of PrvRed in the while loop can be partitioned into three parts identified by dotted lines. The first part (lines 5-10) starts with checking if the assignment queue Q is empty. If so, a new assignment v = b is picked (line 6) where v ∈ (X ∪ Y ) and b ∈ {0, 1} and added to Q. PrvRed first assigns the variables of Y for the reason explained in Appendix IV describing the decision making of DS -PQE + . So v ∈ X, only if all variables of Y are assigned. Then PrvRed calls the BCP procedure. If BCP identifies a backtracking condition, PrvRed goes to the second part. (This means that C trg is proved redundant in the subspace a. In particular, a backtracking condition is met if BCP falsifies a clause C ′ or activates a D-sequent S ′ learned earlier.) Otherwise, PrvRed begins a new iteration.
PrvRed starts the second part (lines 11-17) with generating a conflict clause C or a new D-sequent S for C trg (line 11). Then PrvRed stores S in Ds (if it is worth reusing) or adds C to F 1 ∧ F 2 . If a clause of F 1 is used in generation of C, the latter is added to F 1 . Otherwise, C is added to F 2 . If the current target is C pr , one uses "regular" backtracking (lines 13-14, see Subsection VII-E). If the conditional of S is empty, PrvRed terminates (line 15). Otherwise, an assignment derived from S or C is added to a (line 16). This derivation is possible because after backtracking, the generated conflict clause C (or the D-sequent S) becomes unit. If the assignment above is derived from S, PrvRed keeps S until the decision level of this assignment is eliminated (even if S is not stored in Ds). The third part (lines 18-25) is described in Section VIII.
C. BCP
The main loop of BCP consists of the three parts shown in Fig. 3 by dotted lines. (Parameters η and ξ are defined in Fig. 2 .) In the first part (lines 2-9), BCP extracts 5 an assignment w = b from the assignment queue Q (line 2). It can be a decision assignment or one derived from a clause C or D-sequent S. Then, BCP updates the current assignment a (line 9). Lines 3-8 are explained in Subsection VIII-B. In the second part (lines 10-17), BCP first checks if the current target clause C trg is satisfied by w = b. If so, BCP terminates returning the backtracking condition SatTrg (line 11). Then BCP identifies the clauses of F 1 ∧F 2 satisfied or constrained by w = b (line 12). If a clause becomes unit, BCP stores the assignment derived from this clause in Q. If a falsified clause C ′ is found, BCP terminates (lines [13] [14] . Otherwise, BCP checks the applicable D-sequents of Ds stating the redundancy of C trg (line 15). If such a D-sequent became unit, the deactivating assignment is added to Q (see Subsection IV-C). If an active D-sequent S ′ is found, BCP terminates (lines [16] [17] .
Finally, BCP checks if C trg is blocked (lines [18] [19] . If not, BCP reports that no backtracking condition is met (line 20).
D. D-sequent generation
When BCP reports a backtracking condition, the Lrn procedure (line 11 of Fig 2) generates a conflict clause C or a D-sequent S. Lrn generates a conflict clause when BCP returns a falsified clause C ′ and every implied assignment used by Lrn to construct C is derived from a clause [30] . Adding C to F 1 ∧ F 2 makes the current target clause C trg redundant in subspace a. Otherwise 6 , Lrn generates a Dsequent S for C trg . The D-sequent S is built similarly to a conflict clause C. First, Lrn forms an initial D-sequent S equal to ( q, H) → C trg (unless an existing D-sequent is activated by BCP). The conditional q and structure constraint H of S depend on the backtracking condition returned by BCP. If q contains assignments derived at the current decision level, Lrn tries to get rid of them as it is done by a SAT-solver generating a conflict clause. Only instead of resolution, Lrn uses the join operation. Let w = b be the assignment of q derived at the current decision level where b ∈ {0, 1}. If it is derived from a D-sequent S ′ equal to ( q ′ , H ′ ) → C trg , Lrn joins S and S ′ at w to produce a new D-sequent S. If w = b is derived from a clause B, Lrn joins S with the atomic Dsequent S ′ of the second kind stating the redundancy of C trg when B is falsified. S ′ is equal to ( q ′ , H ′ ) → C trg where q ′ is the shortest assignment falsifying B and H ′ = {B}. Lrn keeps joining D-sequents until it builds a D-sequent S whose conditional does not contain assignments derived at the current decision level (but may contain the decision assignment of this level). Appendix V gives examples of D-sequents built by Lrn.
E. Regular backtracking
If C trg is the primary target C pr , PrvRed calls the backtracking procedure RegBcktr (line 14 of Fig. 2 ). If Lrn returns a conflict clause C, RegBcktr backtracks to the smallest decision level where C is still unit. So an assignment can be derived from C. (This is how a SAT-solver with conflict clause learning backtracks [30] .) Similarly, if Lrn returns a D-sequent S, RegBcktr backtracks to the smallest decision level where S is still unit. So an assignment can be derived from S.
VIII. USING SECONDARY-TARGET CLAUSES
The objective of PrvRed (see Fig. 2 ) is to prove the primary target clause C pr redundant. To achieve this goal, PrvRed may need to prove redundancy of so-called secondary target clauses. In this section, we describe how this is done.
A. The reason for using secondary targets
] be an ∃CNF formula. Assume that PrvRed tries to prove redundancy of the clause C pr ∈ F 1 where C pr = y 1 ∨ x 2 . Suppose that a is the current assignment to X∪Y and y 1 is assigned 0 in a whereas x 2 is not assigned yet. Since C pr is falsified in subspace a ∪ {x 2 = 0}, the assignment x 2 = 1 is derived by BCP. However, the goal of PrvRed is to prove C pr redundant rather than satisfy F 1 ∧ F 2 . The fact that C pr is falsified in a subspace says nothing about its redundancy in this subspace.
To address the problem above, PrvRed explores the subspace a ∪ {x 2 = 1} to prove redundancy of the clauses of F 1 ∧ F 2 resolvable with C pr on x 2 . These clauses are called secondary targets. Proving their redundancy results in proving redundancy of C pr . If F 1 ∧ F 2 is unsatisfiable in the subspace a ∪ {x 2 = 1}, PrvRed generates a conflict clause that does not depend on x 2 . Adding it to F 1 ∧ F 2 makes C pr redundant in the subspace a and an atomic D-sequent of the second kind is built. If F 1 ∧ F 2 is satisfiable in the subspace a ∪ {x 2 = 1}, PrvRed simply proves redundancy of the secondary targets. Then C pr is blocked at variable x 2 and an atomic D-sequent of the third kind is generated stating the redundancy of C pr in the subspace a.
The same strategy is used for every current target clause C trg (secondary or primary). Whenever C trg becomes unit, PrvRed generates new secondary targets to be proved redundant. These are the clauses of F 1 ∧ F 2 resolvable with C trg on the variable that is currently unassigned in C trg .
B. Generation of secondary targets
To keep track of secondary targets PrvRed maintains a stack T of target levels. (Appendix VI gives an example of how T is updated.) The bottom level of T consists of the primary target clause C pr . All other levels are meant for secondary targets. Every such a level is specified by a pair (C, w) where C is either C pr or a secondary target clause and w ∈ X is a variable of C. They are called the key clause and the key variable of this level. The secondary targets specified by this level are the clauses of F 1 ∧ F 2 resolvable with C on w. The top level of T specifies the current target clause C trg . Namely, C trg is resolvable with the key clause C on the key variable w of the top level of T . Once C trg is proved redundant, another clause resolvable with C on w and not proved redundant yet is chosen as the new target.
BCP picks assignment w = b derived from C trg only if Q does not contain any other assignments (line 2 of Fig. 3 ). Lines (4) (5) (6) (7) (8) show what happens next. First, the BCP * procedure is called to make the assignment w = b. BCP * is similar to BCP of a SAT-solver: it derives assignments only from clauses and returns a falsified clause C ′ if a conflict occurs. The only difference is that every time BCP * finds a unit clause C, a new target level of T is generated. (The reason is that every unit clause produced by BCP * is resolvable either with C trg or with some secondary target generated by BCP * .) Let w be the unassigned variable of C. Then this level is specified by the pair (C, w). It consists of the clauses of F 1 ∧ F 2 resolvable with C on w. On completing BCP * , a new C trg is chosen among the clauses of the top level of T (line 5). If a conflict occurred during BCP * , the BCP procedure terminates (lines 6-7). Otherwise, the main loop of BCP terminates (line 8).
C. Special backtracking
PrvRed uses a special backtracking procedure called SpecBcktr (line 18 of Fig. 2 ) if the current target is not the primary target C pr . (An example of special backtracking is given in Appendix VII.) If Lrn returns a conflict clause C (line 11), SpecBcktr backtracks in the same manner as RegBcktr (line 14). Namely, it jumps to the smallest decision level where C is still unit. The difference is that SpecBcktr also eliminates the target levels of T that are jumped over. Namely, if the key variable w of a target level is unassigned by SpecBcktr, this level is eliminated. (Adding C makes all X-clauses of F 1 ∧F 2 redundant in the current subspace. So proving redundancy of secondary targets with variable w is not needed anymore.)
Suppose Lrn returns a D-sequent S. Since S states redundancy of C trg , the scope of SpecBcktr is limited to the variables assigned after the key variable w of the top target level of T (to which C trg belongs). If some variables assigned after w remain assigned on completing SpecBcktr, proving C trg redundant is not over yet. In this case, PrvRed adds the assignment derived from S to the queue Q and starts the next iteration of the while loop (lines 19-21 of Fig. 2) . Otherwise, C trg is proved redundant up to the point of origin and PrvRed calls NewTrg to look for a new target (line 22). Namely, NewTrg looks for a clause resolvable with the key clause C on the key variable w of the top level of T that is not proved redundant yet.
If NewTrg fails to find a target in the top level of T , C is blocked at w. Then NewTrg generates a D-sequent for C and deletes the top level of T . This entails returning the clauses of this level proved redundant back in F 1 ∧ F 2 and unassigning w. Then NewTrg looks for a target in the new top level of T and so on. If NewTrg finds C trg that is not the primary target C pr , PrvRed starts a new iteration of the while loop (line 23). Otherwise, NewTrg sets C trg to C pr . It also returns a D-sequent S for C pr since C pr is blocked. If the conditional of S is empty, C pr is redundant unconditionally and PrvRed terminates (line 24). Otherwise, the assignment derived from S is added to Q and a new iteration begins (line 25).
IX. EXPERIMENTAL RESULTS
In this section, we evaluate an implementation of DS -PQE + . (Appendix XI provides more experimental data).
Our preliminary experiments showed that structure constraints can grow very large, which makes storing D-sequents expensive. In Appendix IX, we discuss various methods of dealing with this problem. In our experiments, we used the following idea. One can reduce the size of structure constraints by storing/reusing only D-sequents for the target clauses of k bottom levels of the stack T . In particular, one can safely reuse the D-sequents for the primary target clause (k = 0) without computing structure constraints at all (see Appendix IX).
The experiments of this section are inspired by the problem repeatedly solved by IC3 [7] : given a state z, find the states from which z can be reached in one transition. In [34] it was suggested to look for the largest subset of these states forming a cube. In this section, we use a variation of this problem for evaluation of DS -PQE + . We demonstrate that DS -PQE + dramatically outperforms DS -PQE of [23] .
We also compare DS -PQE + with two SAT-based methods. On examples with deterministic Transition Relations (TRs), both methods are faster than DS -PQE + . However, method 1 shows poorer results (in terms of cube size). Method 2 is comparable with DS -PQE + in terms of cube size but is, in general, inapplicable to non-deterministic TRs. (A deterministic TR is specified by a deterministic circuit N i.e. an input to N produces only one output. A deterministic TR can become non-deterministic e.g. after pre-processing [14] performed to speed up the SAT-checks of IC3). Importantly, no optimization techniques are used in our implementation of DS -PQE + yet. So its performance can be dramatically improved (see Appendix XII).
Let N (X, Y, Z) be a combinational circuit where X,Y and Z are sets of input, internal and output variables respectively. Let z be a full assignment to Z. The problem we consider is to find the input assignments for which N evaluates to z. Let C z be the longest clause falsified by z. Let F (X, Y, Z) be a CNF formula specifying N . Let W denote Y ∪ Z. The problem above reduces to finding G(X) such that G ∧ ∃W [F ] ≡ ∃W [C z ∧ F ] i.e. to PQE. We assume here that N produces at least one output for every input. So, ∃W [F ] ≡ 1 and G ≡ ∃W [C z ∧ F ]. If C ∈ G, then C specifies a cube of input assignments for which N evaluates to z (see Appendix X). So, a shorter clause C specifies a larger set of input assignments producing output z. First, we compared the performance of DS -PQE [23] , DS -PQE + with no learning and DS -PQE + with limited learning (only for primary targets). We used the transition relation of a HWMCC-10 benchmark as circuit N . For the sake of simplicity, we ignored the difference between latched and combinational input variables of N . (In the context of model checking, the literals of combinational variables are supposed to be dropped from C ∈ G to make C a cube of states.) In Table I , we give a sample of the set of benchmarks we tried that shows the general trend. The first column gives the name of a benchmark. The second column shows the number of input variables of N . The remaining columns give the number of generated D-sequents (in thousands) and the run time for each PQE procedure. Table I shows that DS -PQE + without learning outperforms DS -PQE due to generating fewer D-sequents. For the same reason, DS -PQE + with learning outperforms DS -PQE + without learning.
The formula G(X) above can also be found by SAT. We tried two SAT-based methods using Minisat [15] as a SATsolver. Method 1 (inspired by [31] ) looks for an assignment ( x, y, z) satisfying G∧F ∧U z . (Originally, G = ∅.) Here U z is the set of unit clauses specifying z. Then it builds the smallest assignment ( x ′ , y, z) where x ′ ⊆ x that still satisfies G∧F ∧U z . Finally, the longest clause C
x ′ falsified by x ′ is added to G and a new satisfying assignment is generated. Method 1 terminates when G ∧ F ∧ U z is unsatisfiable. Method 2 follows the idea employed in advanced implementations of IC3/PDR [34] , [11] . Namely, it uses the satisfying assignment ( x, y, z) above to build formula R equal to U x ∧ F ∧ G ∧ C z . Here U x is the set of unit clauses specifying x. If circuit N is deterministic, R is unsatisfiable. Then one extracts the subset of U x used in the proof of unsatisfiability of R. The clause made up of the negated literals of this subset is added to G. Then a new satisfying assignment is generated (if any). Table II compares the SAT-based methods above with DS -PQE + (with limited learning) on 5 formulas showing the general trend. All three methods were run until 1,000 clauses of G were generated or the problem was finished. We computed the length of the shortest clause generated by each method and its run time. Table II shows that the SAT-based methods are faster than DS -PQE + whereas the best clause generated by method 2 and DS -PQE + is shorter than that of method 1. So method 2 is the winner. In Table III we  repeat  the  same  experiment for nondeterministic versions  of  circuits  from  Table II . To make the original circuit N non-deterministic, we just dropped a fraction of clauses in the formula F representing N . A non-deterministic circuit N may produce different outputs for the same input. In this case, the formula R above can be satisfiable, which renders method 2 inapplicable. Table III shows that method 1 is still faster than DS -PQE + but generates much longer clauses.
X. SOME BACKGROUND
In this section, we give some background on learning in branching algorithms 7 used in verification. For such algorithms, it is important to share information obtained in different subspaces. An important example of such sharing is the identification of isomorphic subgraphs when constructing a BDD [9] . Another example is SAT-solving with conflict driven learning [30] , [33] , [15] . The difference between learning in BDDs/SAT-solvers and D-sequents is that the former is semantic 8 whereas the latter is structural.
The appeal of finding structural properties is that they are formula-specific. So using such properties can give a dramatic 7 Information about algorithms performing complete QE for propositional logic can be found in [9] , [10] (BDD based) and [31] , [26] , [16] , [25] , [8] , [27] , [6] , [5] (SAT-based). 8 A BDD of a formula is just a compact representation of its truth table. A conflict clause C is implied by the formula F from which C is derived and implication is a semantic property of F . performance improvement. An obvious example of a structural property is symmetry. In [12] , [2] , [13] , the permutational symmetry of a CNF formula F is exploited via adding "structural implications". By a structural implication of F , we mean a clause C that, in general, is not implied by F but preserves the equisatisfiability of F ∧ C to F . For instance, to keep only one satisfying assignment (if any) out of a set of symmetric ones, symmetry-breaking clauses are added to F . ATPG is another area where formula structure is exploited. In ATPG methods [1] , one reasons about a circuit in terms of signal propagation. In the classic paper [29] , signal propagation is simulated in a CNF formula F generated for identifying a circuit fault. Formula F specifies the functionality of correct and faulty circuits. Additional variables and clauses are added to F to facilitate signal reasoning. These extra clauses, like in formulas with symmetries, are "structural implications".
The difference between D-sequents and traditional methods of exploiting formula structure is twofold. First, redundancy is a very general structural property. For that reason, the machinery of D-sequents can be applied to any CNF formula (e.g. a random CNF formula). Second, a traditional way to take into account structure is to add some kind of structural implications and then run a verification engine performing semantic derivations (e.g. a SAT-solver). The machinery of D-sequents is different in that it performs structural derivations (namely, proving redundancy of clauses with quantified variables) all the way until some semantic fact is established e.g.
. Removal of redundant clauses is used in preprocessing procedures of QBF-algorithms and SAT-solvers [14] , [4] . Redundant clauses are also identified in the inner loop of SATsolving (inprocessing) [24] . These procedures identify unconditional clause redundancies by recognizing some situations where such redundancies can be easily proved.
XI. CONCLUSIONS
We consider Partial Quantifier Elimination (PQE) on propositional CNF formulas with existential quantifiers. In PQE, only a (small) subformula is taken out of the scope of quantifiers. The appeal of PQE is that in many verification problems one can use PQE instead of complete QE and the former can be dramatically more efficient. Earlier, we developed a PQE algorithm based on the notion of clause redundancy. Since redundancy is a structural property, reusing learned information is not trivial. In this paper, we provide some theory addressing this problem. Besides, we introduce a new PQE algorithm that performs single-event backtracking. This algorithm bears some similarity to a SAT-solver and facilitates reusing learned information. We show experimentally that the new PQE algorithm is dramatically faster than its predecessor. We believe that reusing learned information is an important step in making PQE practical.
APPENDIX I A FEW APPLICATIONS OF PQE
In this appendix, we justify our interest in PQE by describing its application to a few important verification problems.
A. Using PQE in equivalence checking
In [17] , we introduced a general approach to equivalence checking (EC) based on PQE 9 . Let N ′ (X ′ , Y ′ , z ′ ) and N ′′ (X ′′ , Y ′′ , z ′′ ) be two single-output combinational circuits to be checked for equivalence. Here X ′ and Y ′ specify the input and internal variables of N ′ respectively and z ′ specifies the output of N ′ . Letters X ′′ , Y ′′ , z ′′ have the same meaning for N ′′ . Let F ′ (X ′ , Y ′ , z ′ ) and F ′′ (X ′′ , Y ′′ , z ′′ ) be formulas specifying N ′ and N ′′ respectively. The objective of EC is to show that EQ (X ′ , X ′′ ) ∧ F ′ ∧ F ′′ ⇒ eq(z ′ , z ′′ ). Here EQ is the formula satisfied iff the corresponding variables of X ′ and X ′′ are assigned identical values. Similarly, eq is satisfied iff z ′ and z ′ are assigned the same values.
We will refer to the EC method of [17] as EC-PQE. It inherits the idea of computing cut relations exploited by stateof-the-art equivalence checkers. However, the latter compute very simple relations like functional equivalence of cut points. EC-PQE is not limited in the type of cut relations to compute. So, EC-PQE can handle a dramatically more general class of EC problems. In [17] , we give examples of N ′ and N ′′ that were efficiently checked for equivalence by EC-PQE employing the PQE-solver of [22] but were hard for ABC, a high-quality verification public tool [35] .
EC-PQE performs EC by constructing formulas G 0 (T 0 ), . . . , G n (T n ) for a sequence of cuts T 0 , . . . , T n of N ′ and N ′′ . Here T 0 = X ′ ∪ X ′′ and T n = {z ′ , z ′′ } and G 0 ≡ EQ (X ′ , X ′′ ). If N ′ and N ′′ are equivalent, then G n ≡ eq(z ′ , z ′′ ). Formula G i , i = 1, . . . , n is a solution to the PQE problem of taking EQ out of the scope of quantifiers
Here, formula F i specifies the gates of N ′ and N ′′ located between inputs and cut T i and W i = Vars(F i ) \ Vars(T i ).
Formula G i has a very simple semantics. Note that adding G i makes the formula EQ relating the input variables of N ′ and N ′′ redundant. This makes N ′ and N ′′ independent of each other below the cut T i . So EC-PQE generates a sequence of cuts and for every cut, builds a set of constraints "separating" N ′ and N ′′ from each other below this cut. As we show in [17] , one can build formulas G i inductively using the fact that
Thus, G i can be obtained by taking G i−1 out of the scope of quantifiers in ∃W i [G i−1 ∧ F i ]. So one can view G i as constraints of a new cut that make the previous cut constraints, i.e. G i−1 , redundant. One can show that search for functionally equivalent cut points (employed in modern equivalence checkers) is just a special case of EC-PQE where formulas G i specify cut point equivalences.
EC-PQE illustrates the appeal of PQE: one can enjoy the semantic power of quantified formulas without having to face the complexity of complete QE. On the one hand, EC-PQE builds resolution proofs that, in general, cannot be re-produced by a regular SAT-solver with conflict clause learning 10 . On the other hand, formulas G i are provably small for structurally similar circuits [22] whereas cut constraints obtained by complete QE can be exponential in |T i |. (Cut constraints obtained by complete QE depend on the complexity of N ′ and N ′′ rather than their structural similarity. So these constraints can be prohibitively large even if N ′ and N ′′ are structurally identical.)
B. Using PQE for model checking
Let formulas T (S, S ′ ) and I(S) specify the transition relation and initial states of a system ξ respectively. Here S and S ′ are sets of variables specifying the present and next states respectively. Let Diam(I, T ) denote the reachability diameter of ξ (i.e. every state of ξ is reachable in at most Diam(I, T ) transitions). Let P (S) be a safety property of ξ.
Bounded Model Checking (BMC) [3] is meant to check if P holds for at least n transitions. Let S i denote the state variables of i-th time frame. BMC comes down to checking the satisfiability of F n where F n = I 0 ∧T 0,1 ∧· · ·∧T n−1,n ∧(P 0 ∨ · · · ∨ P n ) and I 0 = I(S 0 ) and T i,i+1 = T (S i , S i+1 ) and P i = P (S i ). If F n is unsatisfiable, no counterexample of length ≤ n exists. If n ≥ Diam(I, T ) holds, then no counterexample of any length exists and P holds. BMC is usually performed by a SAT-solver. However, a pure SAT-solver cannot check if the diameter of ξ is reached and thus cannot turn BMC into unbounded model checking.
In [18] , we showed that one can use a PQE solver to check if n ≥ Diam(I, T ). Let I 1 = I(S 1 ) and W n = S 0 ∪· · ·∪S n and G 0,n = T 0,1 ∧· · ·∧T n−1,n . Checking n ≥ Diam(I, T ) reduces to verifying if
]. If so, then n ≥ Diam(I, T ). Since BMC can also be performed by a PQE-solver [18] , the latter alone can be used for unbounded model checking 11 . The appeal of the approach of [18] is twofold. First, to check if the diameter is reached, one does not need to compute all reachable states (which requires complete QE). Second, no generation of an inductive invariant is necessary. (K is an inductive invariant for property P if K ⇒ P and K(S)∧T (S, S ′ ) ⇒ K(S ′ ).) This feature enables proving property P even if such an invariant is hard to find or its size is prohibitively large.
APPENDIX II REDUNDANCY OF A CLAUSE IN A SUBSPACE
In this appendix, we discuss the following problem. Let ∃X[F ] be an ∃CNF formula. Let C be an X-clause of F redundant in ∃X[F ] in subspace q. Let r be an assignment to Vars(F ) where q ⊂ r. Intuitively, the clause C should remain redundant in the smaller subspace specified by r. However, this is not the case.
Example 6: Let G(X) be a satisfiable formula. Then every
and is not redundant in subspace r where q ⊂ r. An obvious problem here is that the formula G r does not preserve the structure of G (in terms of redundancy of clauses).
The problem above can be easily addressed by using a more sophisticated notion of redundancy called virtual redundancy [19] . (The latter is different from redundancy specified by Definition 9.) However, this would require adding more definitions and propositions. So, for the sake of simplicity, in this paper, we assume that if C is redundant in ∃X[F ] in a subspace q (where redundancy is specified by Definition 9), it is also redundant in subspace r if q ⊂ r holds.
APPENDIX III GENERATION OF NEW D-SEQUENTS
In Section VI, we described how one can produce new Dsequents by the join operation. In this appendix, we describe two other ways to generate a new D-sequent from existing ones. In Appendix III-A, we discuss recomputing D-sequents after adding an implication. Appendix III-B describes generation of new D-sequents by substitution.
A. New D-sequents by adding implications
As we mentioned earlier, proving redundancy of X-clauses of ∃X[F ] requires adding new clauses implied by F . The proposition below shows that the D-sequents learned for ∃X[F ] before can be trivially updated. 
B. New D-sequents by substitution
In this subsection, we describe reshaping the structure constraint H of a D-sequent. This is done by substituting a clause C ∈ H with the structure constraint of a D-sequent stating redundancy of C.
Proposition 6: Let ∃X[F ] be an ∃CNF formula. Let ( q ′ , H ′ ) → C ′ and ( q ′′ , H ′′ ) → C ′′ be consistent D-sequents (see Definition 13) . Let C ′′ be in H ′ . Then the D-sequent ( q, H) → C ′ holds where q = q ′ ∪ q ′′ , H = (H ′ \{C ′′ }) ∪ H ′′ .
The proposition below is an implication of Proposition 6 to be used in Appendix IX. Since this proposition is not mentioned in [19] , we prove it here.
Proposition 7: Let ∃X[F ] be an ∃CNF formula. Let S be a D-sequent equal to ( q, H) → C. Let r be an assignment satisfying at least one clause of H where q ⊂ r holds. Then the D-sequent S ′ equal to ( r, H ′ ) → C holds where H ′ is obtained from H by removing the clauses satisfied by r.
Proof: Let C 1 , . . . , C k be the clauses of H satisfied by r. For each clause C i , 1 ≤ i ≤ k, one can build an atomic D-sequent S i of the first kind equal to
It is not hard to show that S, S 1 are consistent (see Definition 13) . By applying Proposition 6, one obtains a new D-sequent S ′ equal to ( q ′ , H ′ ) → C where q ′ = q ∪ q 1 and H ′ = H \ {C 1 }. Since the new D-sequent S ′ is consistent with S 2 , one can apply Proposition 6 again. Going on in such a manner, one obtains the D-sequent
Since r ′ ⊆ r, the D-sequent ( r, H ′ ) → C holds as well (see Appendix II)
APPENDIX IV DECISION MAKING
In this appendix, we describe the decision making of DS -PQE + in more detail. In Appendix IV-A, we explain why DS -PQE + assigns variables of Y before those of X. Appendix IV-B describes how one picks a variable to assign.
A. Order of assignments
Consider the PQE problem of taking F 1 out of the scope of quantifiers in
Let a be the current assignment to X ∪ Y . Suppose that y 1 is assigned 0 in a whereas x 2 is still free. As we mentioned in Section VII, the redundancy of C in the subspace a ∪ {(x 2 = 0)} (where C is falsified) can be proved by checking the redundancy of clauses resolvable with C on x 2 . Now assume that x 2 is assigned 0 in a whereas y 1 is still free (i.e. a variable of X is assigned before DS -PQE + finished assigning the variables of Y .) In this case, one cannot prove redundancy of C in the subspace a ∪ {(y 1 = 0)} by proving redundancy of clauses that can be resolved with C on y 1 . Some of these clauses may not be X-clauses (i.e. contain only variables of Y ). Proving redundancy of such clauses would require adding new X-clauses. This contradicts the very concept of DS -PQE + where clauses depending only on variables Y are added to make X-clauses redundant and not the other way around. So, to prove redundancy of C one has to compute boundary points 12 [21] . By assigning the variables of Y before those of X, DS -PQE + avoids such a computation.
B. Picking variables to assign
When there are unassigned variables of Y , DS -PQE + picks the variable v ∈ Y with the highest activity (i.e. presence) in the conditionals of D-sequents stored in Ds. This activity is recomputed as it is done in Chaff [33] to give preference to the D-sequents derived most recently. When all variables of Y are assigned, DS -PQE + picks a variable v ∈ X that is present in the current target clause C trg and is shared by the largest number of X-clauses.
APPENDIX V EXAMPLES OF D-SEQUENT GENERATION BY Lrn
In this appendix, we give examples of how Lrn builds Dsequents. (The only exception is Appendix V-A where we describe how a conflict clause generated.) We continue using the notation of Section VII. In particular, we assume that DS -PQE + is applied to take F 1 out of the scope of quantifiers in
A. Generation of a conflict clause
Suppose that a clause C fls of F 1 ∧ F 2 is falsified in BCP (see Fig. 3 ). Let a be the current assignment at the point of BCP where C fls gets falsified. (So a falsifies C fls ). Then Lrn generates a conflict clause i.e. a clause falsified by a in which there is only one literal falsified at the conflict level. This clause is built as follows [30] . First, Lrn picks the last literal Lit of C fls falsified by a. Lrn takes the clause C from which the value falsifying Lit was derived and resolves it with C fls producing a new clause C fls falsified by a. Then Lrn again picks the last literal Lit of C fls falsified by a. This goes on until only one literal of C fls is falsified by an assignment made at the conflict level and this is the decision assignment of this level. (The latter restriction is not used in the learning procedure of a SAT-solver. It is imposed in DS -PQE + to simplify handling assignments to variables of X delayed due to order constraints, see Appendix IV.) At this point, C fls is a conflict clause that is added to F 1 ∧ F 2 .
B. D-sequent generation when current target is satisfied
Suppose that Y = {y} and F 1 ∧ F 2 contains (among others) the clauses C 1 = y ∨ x 1 , C 2 = x 1 ∨ x 2 . Suppose C 2 is the current target clause and PrvRed makes the decision assignment y = 0. BCP finds out that C 1 is unit and derives the assignment x 1 = 1 satisfying C 2 . So BCP terminates reporting the backtracking condition SatTrg (line 11 of Fig. 3 ). At this point the current assignment a is equal to (y = 0, x 1 = 1). Then Lrn builds a D-sequent S as follows. It starts with the atomic D-sequent S of the first kind equal to ( q, H) → C 2 where q = (x 1 = 1) and H = ∅. The D-sequent S states that C 2 is satisfied by q and hence redundant in the subspace q (and so in the subspace a). The conditional q contains the assignment (x 1 = 1) derived from clause C 1 . Lrn gets rid of this assignment as described in Subsection VII-D. First, it forms the D-sequent S ′ equal to ( q ′ , H ′ ) → C 2 where q ′ = (y = 0, x 1 = 0) and H ′ = {C 1 }. This is an atomic D-sequent of the second kind stating the redundancy of C 2 in the subspace where C 1 is falsified. Then Lrn joins S and S ′ at variable x 1 to obtain a new D-sequent S equal to ( q, H) → C 2 where q = (y = 0) and H = {C 1 }. The conditional q of S does not contain assignments derived at the current decision level. So Lrn terminates returning S.
C. D-sequent generation when current target is blocked
Suppose that Y = {y} and F 1 ∧F 2 contains (among others) the clauses C 1 = y ∨x 1 , C 2 = x 1 ∨x 2 , C 3 = x 2 ∨x 3 . Suppose that C 3 is the current target clause and C 2 is the only clause of F 1 ∧ F 2 that can be resolved with C 3 on x 2 .
Suppose PrvRed made the assignment y = 0. By running BCP, PrvRed derives the assignment x 1 = 1 from clause C 1 . This assignment satisfies C 2 , which makes the target clause C 3 blocked at x 2 . At this point, Lrn generates a D-sequent as follows. First, an atomic D-sequent S of the third kind is generated (see Subsection V-C). S is equal to ( q, H) → C 3 where q = (x 1 = 1), H = ∅.
The conditional q of S contains the assignment x 1 = 1 derived at the current decision level. To get rid of it, Lrn joins S with the D-sequent S ′ =( q ′ , H ′ ) → C 3 at x 1 where q ′ = (y = 0, x 1 = 0), H ′ = {C 1 }. This D-sequent states redundancy of C 3 in the subspace where C 1 is falsified. After joining S and S ′ , one obtains a new D-sequent S equal to ( q, H) → C 3 where q = (y = 0), H = {C 1 }. The conditional of S does not contain assignments derived at the current decision level. So S is the final D-sequent returned by Lrn.
D. D-sequent generation when a non-target clause is falsified
Generation of a conflict clause C implies that every literal Lit resolved out in the process of obtaining C is falsified by the assignment derived from a clause (see Appendix V-A). Suppose that at least one such an assignment is derived from a D-sequent. Then Lrn cannot derive a clause implied by F 1 ∧F 2 and falsified by the current assignment a. Instead, Lrn derives a D-sequent stating redundancy of the current target clause C trg . In this subsection, we consider the case where the clause C fls falsified by BCP (i.e. the starting point of Lrn) is different from C trg . The next subsection considers the case where C fls =C trg .
Suppose that Y = {y} and F 1 ∧F 2 contains (among others) the clauses
Suppose that the D-sequent S * equal to ( q * , H * ) → C 4 was derived earlier where q * = (y = 0, x 1 = 0) and H * = ∅. Assume that PrvRed makes the decision assignment y = 0. By running BCP, PrvRed first derives x 1 = 1 from S * . This is due to the fact that S * becomes unit under y = 0 and x 1 = 1 deactivates S * (see Subsection IV-C). Then PrvRed derives x 2 = 1 and x 3 = 1 from C 1 and C 2 respectively. These two assignments falsify C 3 .
The final D-sequent stating redundancy of C 4 is built by Lrn as follows. First, Lrn generates the D-sequent S equal to ( q, H) → C 4 where q = (x 2 = 1, x 3 = 1), H = {C 3 }. It is an atomic D-sequent of the second kind stating redundancy of C 4 in the subspace where C 3 is falsified. The conditional q of S contains assignments derived at the current decision level. So, Lrn picks the most recent derived assignment of q i.e. x 3 = 1 and gets rid of it. This is achieved by joining S with the D-sequent S ′ equal to ( q ′ , H ′ ) → C 4 at variable x 3 where q ′ = (x 1 = 1, x 3 = 0), H ′ = {C 2 }. The D-sequent S ′ states redundancy of C 4 in the subspace where C 2 is falsified. The result of joining S and S ′ is a new D-sequent S equal to ( q, H) → C 4 where q = (x 1 = 1,
Lrn again picks the most recent derived assignment of q i.e. x 2 = 1. Then it joins S with the D-sequent S ′′ equal to ( q ′′ , H ′′ ) → C 4 at variable x 2 where q ′′ = (y = 0, x 1 = 1, x 2 = 0), H ′′ = {C 1 }. The D-sequent S ′′ states redundancy of C 4 in the subspace where C 1 is falsified. The result of joining S and S ′′ is a new D-sequent S equal to ( q, H) → C 4 where q = (y = 0,
Finally, Lrn gets rid of the assignment x 1 = 1 derived from the D-sequent S * above. To this end, Lrn joins S with S * at variable x 1 to produce the D-sequent S equal to ( q, H) → C 4 where q = (y = 0), H = {C 1 , C 2 , C 3 }. This is the final Dsequent S returned by Lrn.
E. D-sequent generation when a target clause is falsified
In this subsection, we continue the topic of the previous subsection. Here, we consider the case C fls =C trg i.e. the current target clause is falsified by BCP. (As in the previous subsection, we assume that at least one assignment that "matters" is derived from a D-sequent rather than a clause.) Then Lrn still derives a D-sequent S stating redundancy of C trg but also adds a new clause C. The latter is not a fullfledged conflict clause: it may contain more than one literal falsified at the conflict level. Lrn has to add C to F 1 ∧ F 2 to make C trg redundant. Lrn derives S and C as follows. The clause C is built similarly to a conflict clause until Lrn reaches an assignment derived from a D-sequent. Then Lrn builds S by the procedure described in the previous subsection where C is used as a "starting clause" falsified by a.
Let us re-examine the example of the previous subsection under the assumption that the falsified clause C 3 is also the current target clause. Lrn resolves C 3 with C 2 (on variable x 3 ) and C 1 (on variable x 2 ) to produce the clause C = y ∨ x 1 . This clause is falsified by the current assignment a. Then Lrn builds the D-sequent S equal to ( q, H) → C 3 where q = (y = 0, x 1 = 1) and H = {C}. This D-sequent states the redundancy of C 3 in the subspace where the new clause C is falsified. Finally, Lrn gets rid of x 1 = 1 (derived from the D-sequent S * ) in the conditional q of S. To this end, Lrn joins S with S * at variable x 1 to produce a new D-sequent S equal to ( q, H) → C 3 where q = (y = 0) and H = {C}. Then Lrn terminates returning the D-sequent S and clause C.
F. D-sequent generation when a D-sequent is activated
In this subsection, we discuss the case where a D-sequent S derived earlier becomes active. This means that C trg is redundant in the current subspace a. If the conditional of S contains assignments derived at the current decision level, Lrn generates a new D-sequent whose conditional does not contain such assignments. Consider the following example. Let Y = {y} and F 1 ∧ F 2 contain (among others) the clauses C 1 = y ∨ x 1 and C 2 = y ∨ x 2 . Suppose that clause C 3 of F 1 ∧ F 2 is the current target clause. Suppose that the Dsequent S equal to ( q, H) → C 3 was derived earlier where q = (x 1 = 1, x 2 = 1) and H = ∅.
Assume that PrvRed made the decision assignment y = 0. After running BCP, the assignments x 1 = 1 and x 2 = 1 are derived from C 1 and C 2 respectively, which activates the D-sequent S. Note that the conditional q of S contains assignments derived at the current level. So Lrn generates a new D-sequent as follows. First S is joined with the Dsequent S ′ equal to ( q ′ , H ′ ) → C 3 at variable x 2 where q ′ = (y = 0, x 2 = 0), H ′ = {C 2 }. This D-sequent states the redundancy of C 3 in the subspace where C 2 is falsified. The resulting D-sequent S is equal to ( q, H) → C 3 where q = (y = 0, x 1 = 1) and H = {C 2 }.
Then S is joined with the D-sequent S ′′ equal to ( q ′′ , H ′′ ) → C 3 at variable x 1 where q ′′ = (y = 0, x 1 = 0), H ′′ = {C 1 }. This D-sequent states the redundancy of C 3 in the subspace where C 1 is falsified. The resulting Dsequent S is equal to ( q, H) → C 3 where q = (y = 0) and H = {C 1 , C 2 }. The conditional of S does not contain assignments derived at the current decision level. So S is the final D-sequent returned by Lrn.
APPENDIX VI UPDATING STACK OF TARGET LEVELS
In this appendix, we give an example of how the stack T of target levels is updated. Let ∃X[F (X, Y )] be an ∃CNF formula where F = C 1 ∧ · · · ∧ C 5 . Here
Consider the PQE problem of taking C 1 out of the scope of quantifiers. So C 1 is the primary target clause and, originally, T has only one target level consisting of C 1 .
Suppose that PrvRed makes the assignment y = 0. The BCP procedure finds out that C 1 became a unit clause and adds x 1 = 1 derived from C 1 to the assignment queue Q. Since Q does not have any other assignments to make and C 1 is the current target clause C trg , the BCP * procedure is called (line 4 of Fig. 3 ). It makes the assignment x 1 = 1 derived from C 1 and creates a new top level of T . This level is specified by the pair (C 1 , x 1 ) where C 1 is the key clause and x 1 is the key variable of this level. The latter consists of C 2 , the only clause of F resolvable with C 1 on x 1 . Then BCP * derives x 2 = 1 from C 2 and creates a new top level of T specified by the pair (C 2 , x 2 ). This level consists of C 3 , the only clause of F resolvable with C 2 on x 2 .
At this point, BCP * runs out of unit clauses and returns to BCP. Then BCP uses the top level of T to pick the next target clause T . Since the top level of T consists only of C 3 , the latter is chosen as C trg (line 5) and BCP breaks the while loop (line 8).
APPENDIX VII SPECIAL BACKTRACKING
In this appendix, we discuss backtracking performed by PrvRed when T contains secondary targets. Let us continue considering the example of Appendix VI. After picking C 3 as the current target clause, BCP finds out that C 3 is blocked (line 18 of Fig. 3) at variable x 3 . Indeed, C 4 is the only clause with x 3 and it is satisfied by y = 0. So BCP returns the backtracking condition BlkTrg (line 19). Then PrvRed learns an atomic D-sequent S of the third kind (line 11 of Fig. 2 ) equal to ( q, H) → C 3 where q = (y = 0), H = ∅.
Since C 3 is a secondary target, PrvRed skips the regular backtracking part (lines [14] [15] [16] [17] and goes to the third part of the while loop (lines [18] [19] [20] [21] [22] [23] [24] [25] . Recall that the current assignment a is (y = 0, x 1 = 1, x 2 = 1) and T consists of three target levels. The bottom level of T consists of the primary target C 1 . Then next level is specified by the pair (C 1 , x 1 ) and the top level of T is specified by the pair (C 2 , x 2 ).
At this point, PrvRed calls the special backtracking procedure SpecBcktr (line 18). Although the conditional of S contains only assignment to y, SpecBcktr cannot undo assignments x 1 = 1 and x 2 = 1 for the reason explained in Subsection VIII-C. The clause C 3 (whose redundancy is stated by S) became a secondary target only after the assignment x 2 = 1 was made. Since there is no conflict, SpecBcktr cannot backtrack past x 2 = 1 (i.e. the "point of origin"). So, SpecBcktr terminates without changing a.
Since the conditional of S does not contain any assignments made after x 2 = 1, the redundancy of C 3 is proved up to the point of origin. So PrvRed calls NewTrg to pick a new target among the clauses of the top level of T (line 22). As we mentioned earlier, the current top level of T consists only of C 3 . So no new target can be found. As we mentioned in Subsection VIII-C, this means that C 2 , the key clause of the top level of T , is blocked at variable x 2 . (Because the only clause of F resolvable with C 2 on x 2 is proved redundant.) So, NewTrg generates an atomic D-sequent S ′ of the third kind stating the redundancy of C 2 . This D-sequent is equal to ( q ′ , H ′ ) → C 2 where q ′ = (y = 0) and H ′ = ∅. Then NewTrg eliminates the current top level of T restoring the clause C 3 back into the formula F (i.e. treating it as present in formula F ). Besides, NewTrg unassigns x 2 . Now, NewTrg tries to find a target clause in the new top level of T specified by the pair (C 1 , x 1 ). Since the only clause of F resolvable with C 1 on x 1 (i.e. C 2 ) is proved redundant in the subspace a, NewTrg repeats the actions described before. First, it derives an atomic D-sequent S ′′ of the third kind stating the redundancy of C 1 . Here S ′′ is equal to ( q ′′ , H ′′ ) → C 2 where q ′′ = (y = 0) and H ′′ = ∅. Then it eliminates the top level of T restoring C 2 back into formula F and unassigning x 1 . Now, T is reduced to the primary target level (containing clause C 1 ). NewTrg terminates returning C 1 as C trg and S ′′ as D-sequent S (line 22). Since C 1 is the primary target, PrvRed checks if the conditional of S is empty (line 24). Since it is not, the redundancy of C 1 is proved only in the subspace a that is currently equal to (y = 0). Since S is unit in the subspace a, PrvRed adds the assignment y = 1 derived from S to the assignment queue Q (line 25). Then PrvRed starts a new iteration of the while loop.
APPENDIX VIII CORRECTNESS OF DS -PQE +
In this appendix, we give an informal proof that DS -PQE + is sound and complete.
be an ∃CNF formula. Suppose that DS -PQE + is used to take F 1 out of the scope of quantifiers. Assume, for the sake of simplicity, that every clause of F 1 is an X-clause. In its operation, DS -PQE + generates new clauses obtained by resolving clauses of F 1 ∧F 2 and thus implied by
denote the initial versions of F 1 and F 2 respectively. The formula F * 1 (Y ) denotes the derived clauses depending only on variables of Y whose generation involved clauses of F ini 1 and/or their descendants. The formula F * * 1 (X, Y ) denotes the derived Xclauses whose generation involved clauses of F ini 1 and/or their descendants. The formula F * 2 (X, Y ) denotes the derived clauses whose generation involved only clauses of F ini 2 and/or their descendants.
For every clause C of F ini 1 ∧ F * * 1 , DS -PQE + calls PrvRed that generates a D-sequent S equal to ( q, H) → C where q = ∅ and H ⊆ (F \{C}). The D-sequent S states redundancy of C in formula ∃X[F ]. This D-sequent is correct due to correctness of the atomic D-sequents and the join operation and due to Proposition 5 of Appendix III. The D-sequents for the clauses of F ini 1 ∧ F * * 1 are derived by DS -PQE + one by one in some order. That is these D-sequents are consistent (see Definition 13) . So, one can claim that ∃X[F ini
is indeed a solution to the PQE problem at hand.
B. DS -PQE + is complete
Assume that DS -PQE + generates only clauses that have not been seen before. Taking into account that DS -PQE + examines a finite search tree, this means that DS -PQE + always terminates and thus is complete. The problem however is that the version of PrvRed described in Section VII may generate a duplicate of an X-clause that is currently proved redundant. So PrvRed and hence DS -PQE + may loop.
To prevent looping, the current implementation of PrvRed does the following. (For the sake of simplicity, we did not discuss this part of PrvRed in Section VII.) Let ( y, x) be the current assignment to Y ∪ X made by PrvRed before a duplicate of an X-clause is generated. After a duplicate C is generated, PrvRed discards C and backtracks to the last assignment to a variable of Y (and thus undoing all assignments to X) 13 . This is accompanied by removing all secondary targets from the stack T . So, on completion of backtracking, the primary target clause C pr is the current target clause. Then PrvRed generates a D-sequent stating the redundancy of C pr in subspace y and keeps going as if PrvRed just finished line 11 of Figure 2 .
To generate the D-sequent above, PrvRed does the following. First, PrvRed runs an internal SAT-solver to check if formula F (defined in the previous subsection) is satisfiable in subspace y. If not, a clause C(Y ) implied by F is generated and added to F . Then an atomic D-sequent of the second kind is generated stating the redundancy of C pr in the subspace where C(Y ) is falsified. Otherwise, PrvRed finds an assignment ( y, x) satisfying F . The existence of such an assignment means that C pr is redundant in the subspace y without adding any clauses. Then PrvRed generates a Dsequent ( y * , H) → C pr where H = ∅ and y * ⊆ y and ( y * , x) satisfies F . (In other words, PrvRed tries to shorten the satisfying assignment to reduce the conditional of the Dsequent constructed for C pr )
APPENDIX IX REDUCING SIZE OF STRUCTURE CONSTRAINTS
In this appendix, we describe some methods for reducing the size of structure constraints in D-sequents learned by
Indeed, DS -PQE + proves redundancy only of X-clauses. So a clause B(Y ) is either present in H or is satisfied by the current assignment a. In either case, S can be safely reused in the subspace a (see Proposition 7) .
As we mentioned earlier, one can keep structure constraints small by generating only D-sequents for the target clauses of the k bottom levels of the stack T (see Section IX). In this case, the size of H is limited by the total number of secondary target clauses of levels 1, . . . , k. In particular, one can safely reuse the D-sequents of the primary target clause (level 0 of T ) without computing structure constraints at all 14 .
Another method is based on using the substitution operation (see Appendix III). By repeatedly applying this operation, one can reduce the structure constraint of a D-sequent S to an empty set (which may increase the conditional of S) [19] .
Finally, one can reduce the size of structure constraints by adding new clauses. Consider the following example. Sup-
is the current target clause. 13 Since DS -PQE + assigns the variables of Y before those of X (see Appendix IV-A), an X-clause can be generated only after all variables of Y are assigned.
14 Let ( q, H) → Ctrg be a D-sequent S where Ctrg is the current target. Suppose q ⊆ a holds where a is the current subspace examined by DS -PQE + . If Ctrg is the primary target, no X-clause of H is a secondary target (because the set of secondary targets is currently empty). So a clause of H is either present in F 1 ∧ F 2 or satisfied by a. In either case, S can be safely reused in the subspace a (see Proposition 7) .
Suppose that Y = {y} and PrvRed made the assignment y = 0. After running BCP, PrvRed derives x 2 = 1 from C 2 , x 3 = 1 from C 3 and so on until x k = 1 is derived from C k . The latter assignment satisfies the target clause C k+1 . In this case, in our current implementation, the Lrn procedure generates the D-sequent S equal to ( q, H) → C k+1 where q = (y = 0) and H = {C 1 , . . . , C k }. (This D-sequent is constructed as described in Appendix V-B where one performs k join operations at variables x k , . . . , x 1 .) Note that no new clauses are added when building S. One can reduce the size of H by generating a new clause C = y ∨ x k obtained by resolving clauses C k , . . . , C 1 on variables x k , . . . , x 1 . Adding C to F 1 ∧F 2 makes C k+1 redundant in subspace y = 0. So one can derive the D-sequent ( q, H) → C k+1 where q = (y = 0),
Thus, one reduces the size of the structure constraint H at the expense of adding a new clause.
APPENDIX X PROPOSITION IN SUPPORT OF EXPERIMENTAL SECTION
In this appendix, we present a proposition justifying the use of DS -PQE + in Section IX (describing experimental evaluation of DS -PQE + ). Namely, we show that a clause of formula G generated by DS -PQE + indeed specifies a cube of inputs under which circuit N produces a specified output z. Since this proposition is not mentioned in [19] , we provide its proof. We use the notation of Section IX. That is formula F (X, Y, Z) specifies a combinational circuit N (X, Y, Z), z specifies a full assignment to Z and C z is the longest clause falsified by z. In the proposition and its proof below, when we say "an assignment to a set of variables V ", we mean a full assignment. Proof: Let x be an input to N (i.e. an assignment to X). Let x falsify C. Let z ′ be an output produced by N under input x. Then there is an assignment p=( x, y, z ′ ) satisfying F where y is an assignment to Y . Assume that z ′ = z i.e. N can produce an output different from z under input x. Then p satisfies formula C z ∧ F . Since p falsifies C, this means that C is not implied by C z ∧ F . The same applies to formula G. Then G can not be a solution to the PQE problem above and we have a contradiction
APPENDIX XI TWO MORE EXPERIMENTS
In Section IX, we describe some experiments with DS -PQE + . In this appendix, we describe two more experiments. Similarly to the experiments of Section IX, DS -PQE + stored/reused only D-sequents of the primary target clauses. This could not affect the results of Section IX much because, for the problem we considered there, generation of a secondary target clause was a rare event. This was not true for the two problems considered in this appendix where a very large number of secondary targets was generated. Nevertheless, the experimental results presented in this appendix show that reusing even a small fraction of D-sequents can be beneficial.
A. Computing bad states
Let M (S, X, Y, z) be a single-output circuit specifying a safety property. Here S,X specify the latched and combinational input variables, whereas Y and z specify the internal variables and the output variable of M respectively. In this subsection, we solve the problem of computing the set of bad states specified by M . A bad state is an assignment 15 s to S that can be extended to an assignment ( s, x) for which M evaluates to 0. Here x is an assignment to X.
Let CNF formula F (S, X, Y, z) specify the circuit M . The problem above reduces to that of taking clause z out of the scope of quantifiers in ∃W [z ∧ F ] where W = X ∪Y ∪{z}. In other words, one needs to find G(S) such that G ∧ ∃W [F ] ≡ ∃W [z ∧ F ]. We assume here that ∃W [F ] ≡ 1 i.e. for every state s there is an assignment ( s, x, y,z) to Vars(F ) satisfying F . (This assignment is the execution trace produced by M under input ( s, x).)
In our experiment, we used properties specified by HWMCC-10 benchmarks. Table IV provides results on a sample of the set of benchmarks we tried (that reflects the general trend). The first column gives the name of a benchmark. The second column shows the number of state variables. The following columns give the number of generated Dsequents (in millions) and the run time for the PQE procedures we compared. In this experiment, we compared the same procedures as in Table I. The results of Table IV show that DS -PQE + with limited learning outperforms DS -PQE and DS -PQE + without learning.
B. Equivalence checking: computing cut constraints
In this subsection, we solve the PQE problem arising in EC-PQE, the method of equivalence checking described in Appendix I-A. Here we use the notation of that appendix. Let N ′ (X ′ , Y ′ , z ′ ) and N ′′ (X ′′ , Y ′′ , z ′′ ) be single-output circuits to be checked for equivalence. Let T cut specify the variables of a cut in N ′ and N ′′ . Let F cut specify the gates of N ′ and N ′′ located between the inputs and the cut. Let W cut denote Vars(F cut ) \ T cut . Let EQ (X ′ , X ′′ ) be a formula evaluating to 1 iff X ′ an X ′′ have the same assignments. We consider the problem of taking EQ out of the scope of quantifiers in ∃W cut [EQ ∧ F cut ]. That is one needs to find a formula
In this experiment, we used HWMCC-10 benchmarks. Circuit N ′ was specified by the transition relation of a benchmark and N ′′ was obtained from N ′ by a logic optimization tool. A cut of N ′ and N ′′ was formed from gates located in N ′ and N ′′ at topological levels ≤ k. (The set consisting only of gates of topological level k, in general, does not form a cut.) The input variables have topological level 0. Table V shows results for a sample of the set of benchmarks we tried.
The first column gives the name of a benchmark. The second column gives the value of k above. The following columns give the number of generated D-sequents (in thousands) and the run time for the PQE procedures we compared. In this experiment, we compared the same procedures as in Tables I  and IV . The results of Table V show that DS -PQE + with limited learning outperforms DS -PQE and DS -PQE + without learning.
APPENDIX XII IMPROVING PERFORMANCE OF DS -PQE +
In our experiments, we tested a very simple implementation of DS -PQE + where no optimization techniques were used. In this appendix, we describe some directions for improving the performance of DS -PQE + . As usual, we assume that DS -PQE + is employed for taking F 1 out of the scope of quantifiers in ∃X[F 1 (X, Y ) ∧ F 2 (X, Y )].
A. Optimizing order in which delayed assignments are made
As we mentioned in Subsection VII-B and Appendix IV-A, DS -PQE + assigns variables of Y before those of X. This means that DS -PQE + delay the assignments to variables of X derived from the clauses of F 1 ∧ F 2 by BCP if some variables of Y are unassigned yet. As soon as the last variable of Y is assigned, all the delayed assignments above are extracted from the assignment queue Q. Making these assignments often leads to meeting a backtracking condition (e.g satisfying the current target clause). One can significantly increase the chance to meet such a condition as early as possible by optimizing the order in which the delayed assignments of Q are made. For instance, it makes sense to give preference to X-variables actively involved in recent backtracking conditions (like a SAT-solver gives preference to variables involved in recent conflicts [33] ). Our current implementation of DS -PQE + just makes delayed assignments in the order they are stored in Q.
B. Relaxing constraint on assignment order
Even with the optimization above, the constraint on the assignment order (variables of Y are assigned before those of X) can have a strong negative impact on the performance of DS -PQE + . Fortunately, this constraint can be relaxed. The explanation given in Appendix IV-A suggests that one just needs to avoid the situations where an X-clause C becomes unit and the free variable of C is in Y . So an assignment to a variable of X has to be delayed only if it produces such a clause C. Otherwise, the assignments to Y ∪ X can be made in an arbitrary order.
C. Optimizing BCP (watched literals)
Our implementation of BCP in DS -PQE + was quite simple. For instance, to check if a clause C of F 1 ∧ F 2 affected by an assignment became unit we just examined the literals of C to check if only one unassigned literal was left. A similar procedure was used to check if a D-sequent became unit. One can significantly speed up BCP of DS -PQE + by using the machinery of watched literals [36] , [33] .
D. Reusing more D-sequents
As we mentioned earlier, in the experiments we stored/reused only D-sequents of the primary target clauses. Increasing the share of reused D-sequents should drastically improve the performance of DS -PQE + on examples where the number of secondary target clauses is very large.
