In this paper, we use Proximal Cubic regularized Newton Methods (PCNM) to optimize the sum of a smooth convex function and a non-smooth convex function, where we use inexact gradient and Hessian, and an inexact subsolver for the cubic regularized second-order subproblem. We propose inexact variants of PCNM and accelerated PCNM respectively, and show that both variants can achieve the same convergence rate as in the exact case, provided that the errors in the inexact gradient, Hessian and subsolver decrease at appropriate rates. Meanwhile, in the online stochastic setting where data comes endlessly, we give the overall complexity of the proposed algorithms and show that they are as competitive as the stochastic gradient descent. Moreover, we give the overall complexity of the proposed algorithms in the finite-sum setting and show that it is as competitive as the state of the art variance reduced algorithms. Finally, we propose an efficient algorithm for the cubic regularized second-order subproblem, which can converge to an enough small neighborhood of the optimal solution in a superlinear rate.
Introduction
In this paper, we study the following composite optimization problem
(1.1)
where f (x) is twice differentiable and convex, and h(x) is simple, nonsmooth and convex. To solve (1.1), the popular methods are first-order algorithms such as Proximal Gradient Method (PGM) and Accelerated Proximal Gradient Method (APGM) [Nes07] . Assume x * def = argmin x∈R d F (x). In order to find an ǫ-accurate solution x such that F (x) − F (x * ) ≤ ǫ, PGM needs O(ǫ −1 ) iterations and APGM need O(ǫ −1/2 ) iterations, where O(ǫ −1/2 ) is the optimal rate for first-order methods. However, if we use the second-order information of f (x), from [NP06, Nes08, NGN18], we know that the Proximal Cubic regularized Newton Method (PCNM) with the following iterative procedure x t+1 def = argmin x∈R d f (x t )+ ∇f (x t ), x−x t + 1 2 ∇ 2 f (x t )(x−x t ), x−x t + η 6 x−x t 3 +h(x) , (1.2)
needs O(ǫ −1/2 ) iterations to find an ǫ-accurate solution, where ∇f (x t ) denotes the gradient at x t , ∇ 2 f (x t ) denotes the Hessian matrix at x t and η is a parameter to be determined. Meanwhile the accelerated PCNM (APCNM) only need O(ǫ −1/3 ) iterations. Both iteration complexity results are better than that of PGM and APGM respectively.
Although the iteration complexities of PCNM and APCNM are superior, unlike PGM and APGM, they are seldom used in the large-scale optimization where the problem size (i.e., the number of data samples n and the dimension d) is often large. This is because when the problem size is large, computing the exact gradient and Hessian is very expensive; meanwhile solving the subproblem (1.2) exactly needs matrix factorization or inversion which scales poorly with the problem size. As a result, although the iteration complexities are better, as the problem size becomes large, the overall complexity of PCNM and APCNM will not be as competitive as PGM and APGM respectively. In fact, it is commonly believed that second-order methods such as PCNM and APCNM are only suitable for small-scale problems, and first-order methods such as PGM and APGM are superior in the large-scale setting.
In this paper, we consider the inexact variants of PCNM and APCNM and show the following result from a theoretical view: the overall complexity of second-order methods can be as competitive as that of first order algorithms in the large-scale setting or even in the online setting where data arrives endlessly. In fact, in the strongly convex setting, the overall complexity of APCNM will have a better dependence on the strong convexity constant than the state of the art stochastic gradient descent (SGD) algorithm. We obtain the competitive overall complexity results by using the inexact gradient and Hessian and finding an approximate solution of the subproblem (1.2) with properly decreased errors. The proposed results implies that the order of the information we use may be not the factor that determines the scalability of algorithm, if we tune the factors in the corresponding subproblem (such as (1.2) ) properly.
In Section 2, we review the related work and give the main results from four aspects:
• the research progress of the inexact variants of Cubic regularized Newton Method (CNM);
• the overall complexity in the online setting;
• the overall complexity in the finite-sum setting;
• the proposed efficient subsolver for (1.2). Then in Section 3, we propose the Inexact Proximal Cubic regularized Newton Method (IPCNM) and give its theoretical analysis; in Section 4, we propose Accelerated Inexact Proximal Cubic regularized Newton Method (AIPCNM) and give its theoretical analysis; in Section 5, we propose the efficient Cubic Proximal Stochastic Variance Reduced Gradient (Cubic-Prox-SVRG) method and show that it can converge to a neighborhood of the optimal solution in a superlinear rate.
Related Work and Main Results
Before continue, we provide the notations and problem setting first. Let I as the identity matrix with a proper size according to the context. Let x * as a minimizer of F (x) and we say x is an ǫ-accurate solution if it satisfies F (x) − F (x * ) ≤ ǫ. Throughout this paper, we use · to denote the Euclidean norm of a vector or the spectral norm of a matrix. Denote ∇F (x) def = ∇f (x) + h ′ (x), where h ′ (x) ∈ ∂h(x). We use the big O notation O(·) to denote the computational complexity andÕ(·) denote the complexity result that hide the ploy logarithmic terms.
Definition 1 For a function
Definition 2 For a function f :
When the nonsmooth term h(x) exists, f (x) has L 3 -Lipschitz Hessian and F (x) is convex, by [NGN18], APCNM can find an ǫ-accurate solution with O(ǫ −1/3 ) iterations. Meanwhile by extending the result of the smooth setting trivially [NP06], we can know that PCNM can find an ǫ-accurate solution for (1.1) with O(ǫ −1/2 ) iterations. Except [NGN18], the existing researches of inexact variants of CNM mainly focus on the smooth setting where the nonsmooth term h(x) does not exist.
In the nonconvex setting, in order to reduce the high computational cost in optimizing the subproblem (1.2) and maintain the convergence rate of the exact case at the same time, [CGT11a, CGT11b, KL17] considered a subsampling strategy to obtain inexact gradient and Hessian, and a termination condition for optimizing (1.2) , while the conditions of subsampling depend on the further iteration and thus is implementable, and the termination condition is specific to the Lanzcos method [CD18].
[ZXG18] used variance reduction strategy to reduce the complexity of computing the gradient and Hessian, while the complexity to update the variance reduced gradient and Hessian is O(d 2 ) and thus the SVRC method in [ZXG18] is only suitable for the problem with small dimension d. [TSJ + 18] made a considerable progress that the stochastic cubic regularization method in [TSJ + 18] needsÕ(ǫ −3.5 ) stochastic gradient and stochastic Hessian-vector product evaluations to find an approximate local minima for general smooth, nonconvex functions, which matches the best known result, while it did not give the analysis of the convex setting. 
× ×
This Paper
Compared with finding an ǫ-second order stationary point of the nonconvex setting, in the convex setting, the goal of finding an ǫ-accurate solution in terms of objective function results in extra difficulty. In this paper, we propose the inexact PCNM (IPCNM) and accelerated IPCNM (AIPCNM) as the inexact invariants of PCNM and APCNM respectively. Table 1 gives the researches about inexact variants of CNM in the convex setting. As shown in Table 1 , only the algorithms in [CJLZ18] and this paper can maintain the same convergence rate as the exact case; all the researches consider using inexact Hessian, while only this paper also use inexact gradient; [CGT11a, CJLZ18] and this paper use inexact subsolver, while only the termination condition for subsolver in this paper is not specific to the Lanzcos method; finally, only the results in this paper are applicable to the case where the nonsmooth regularizer h(x) exists.
In the following discussion, the cubic regularized second-order approximation function we need to optimize in each iteration is defined as
where g is an inexact gradient on y, H t 0 is an inexact Hessian on y, η > 0 is a parameter to be determined. Then we make Assumption A.
Assumption A Assumex def = argmin x∈R df η (x; y). The subsolver we use can find an ǫ-accurate solution z such thatf η (z; y) −f η (x; y) ≤ ǫ with at most O(cost(H t v) log From the convergence analysis [CD18], it is known that the Lanzcos method can satisfy Assumption A when the nonsmooth term h(x) does not exist. In Section 5, we propose the Cubic-Prox-SVRG method and show that it can converge to an enough small neighborhood ofx in a superlinear rate.
Overall complexity in the online stochastic setting
In the online stochastic setting where data arrives sequentially and endlessly, f (x) can be written as an expectation of the stochastic function f (x; ǫ), then the problem (1.1) is
where ξ is a random variable sampled from an underlying distribution D. Meanwhile, we make two general assumptions B and C.
almost surely; moreover the cost of the stochastic Hessian-vector product ∇ 2 f (x; ξ)v is not higher than the vector-vector inner product ∇f (x; ξ), v .
Assumption C In the t-th iteration of IPCNM, we set
wheren t1 ,n t2 are the number of stochastic gradient samples and stochastic Hessian samples to be determined. Meanwhile, in the t-th iteration of AIPCNM, we set
wheren t1 ,n t2 are the number of stochastic gradient samples and stochastic Hessian samples to be determined, µ t > 0 is a parameter to be determined.
By Assumption C, from the 0-th iteration to t-th iteration, in IPCNM, the number of stochastic gradient samples is t i=1n i1 , and the number of stochastic Hessian samples is t i=1n i2 ; in AIPCNM, they are t i=1n i1 and t i=1n i2 respectively. Based on Assumption A, in IPCNM, the total complexity of calling the subsolver will be at most O(
) stochastic Hessian-vector products, where ǫ i is the accuracy we need to attain in the solving procedure of the subproblem argmin x∈R df η (x; y) of the i-th iteration. Correspondingly, in AIPCNM, the total cost of calling the subsolver will be O(
) stochastic Hessian-vector products. By Assumption B, the cost of stochastic Hessian-vector products is not higher than that of stochastic gradient evaluation. Therefore we measure the overall complexity by the number of equivalent stochastic gradient evaluations. Table 3 gives the overall complexity of representative algorithms in the online stochastic setting. For simplicity, in Table 3 , we neglect the poly-logarithmic factor and use theÕ notation. The existing algorithms under this setting are mainly first-order algorithms [SS + 12], which can be divided into methods that pass one sample or a fixed mini-batch samples in each iteration [DSSST10, Xia10], and methods that use an increased sample size in each iteration [BCNW12, FS12, SRB11]. If we do not consider the poly-logarithmic factor, COMID [DSSST10] obtains the optimal convergence rate (i.e, regret)Õ(ǫ −2 ) in the convex setting and Õ (ǫ −1 ) in the σ 2 -strongly convex setting. However, as shown in Table 3 , the Inexact Proximal Gradient Method (IPGM) and Accelerated IPGM (IPGM) [SRB11] 1 , which belongs to the methods with increased sample size, can not obtain the optimal rate in the convex setting. The proposed methods IPCNM and AIPCNM belongs to the methods with an increased sample size, while we use the second-order information.
In Table 3 , it is shown that IPCNM and AIPCNM have better overall complexity than the corresponding IPGM and AIPGM respectively in the convex setting. AIPCNM can obtain the optimal rate in both convex and strongly convex setting. Particularly, AIPCNM has better dependence on the strong convexity constant σ 2 than COMID. 
Overall complexity in the finite-sum setting
In the finite-sum setting where f (x) has a finite-sum structure, the problem (1.1) can be written as
In the finite-sum setting, we also assume that Assumptions B and C hold. Because if the number of samples is n, then we can obtain the exact gradient or Hessian, in the finite-sum setting, the number of samples for gradient and Hessian is at most n. To solve (2.5), the state of the art algorithms are based on the well-known variance reduction technique [JZ13, XZ14, AZ17]. In Table 3 , we use SVRG and Katyusha as the representative algorithms of nonaccelerated variance reduced method and accelerated variance reduced method respectively.
As shown in Table 3 , an important advantage of AIPCNM and AIPCNM is they do not need to pass all the data if we only want a low-accurate solution. Meanwhile, in the convex setting, the AIPCNM method has a faster rateÕ(ǫ −1/3 ), therefore it can obtain a high-accuracy solution faster than optimal gradient method Katyusha. In the strongly convex setting, the AIPCNM method has a better dependence on the strong convexity constant σ 2 . 
2.3 Efficient subsolver for the cubic regularized second-order subproblem
In Section 5, we propose the Cubic-Prox-SVRG method to solve the subproblem min x∈R df η (x; y) by exploring the finite-sum structure in the inexact Hessian and the uniform convexity of the cubic regularizer 1 3 · 3 . Because it can converge to an enough small neighborhood of the optimal solution in a superlinear rate ("enough" means the approximate solution satisfies the need of IPCNM and AIPCNM), in the convex setting, it is a good alternative to the well-known Lanczos method which only has a linear rate [CD18].
3 The inexact proximal cubic regularized Newton method Compute an inexact gradient g t and an inexact Hessian H t on x t
4:
Compute an inexact solution x t+1 of the subproblem min x∈R df η (x; x t ) 5: end for
In this section, we propose IPCNM in Algorithm 1. For Algorithm 1, we have Lemma 1 which is key to the convergence result.
Lemma 1 Let {x t } t≥0 be generated by Algorithm 1 and x * t+1 = argmin x∈R df ηt (x; x t ). Define the approximation error
is convex and has L 3 -Lipschitz Hessians, it follows that for t ≥ 1
In Lemma 1, E t is the approximate error by the inexact gradient g t , the inexact Hessian H t and the inexact solution x t+1 of the subproblem (2.3). To continue, we give the general assumption that the Euclidean distance between the iterates {x t } t≥0 and x * is bounded by a constant.
Assumption D Let {x t } t≥0 be generated by Alg. 1. Then, there exists
Then based on Lemma 1 and Assumption D , Theorems 1 and 2 gives the convergence result in the convex setting and strongly convex setting respectively.
Theorem 1 (The convex setting) Suppose that Assumption D holds and E t is defined in Lemma 1. For the convex function F (x) in (1.1) , then it follows that for t ≥ 1,
Theorem 2 (The strongly convex setting) Suppose that Assumption D hold, E t is defined in Lemma 1. Assume for t ≥ 0,
Then for the σ 2 -strongly convex function F (x), it follows that for t ≥ 1,
, then IPCNM can converge to an O((1 − α) t )-accurate solution after the t-th iteration. In Theorem 3, we also show that IPCNM has a local superlinear rate.
Theorem 3 (Local superlinear convergence rate)
we have for t ≥ t 0 ,
Finally, we give Corollaries 3 and 4 to show the overall complexity in the online stochastic setting.
Corollary 1 (The online stochastic setting) Suppose that Assumptions B and C hold. Then if F (x) is convex, then with the probability 1 − δ, IPCNM can find an ǫ-accurate solution in at most
Corollary 2 (The finite-sum setting) Suppose that Assumptions B and C hold. Then if F (x) is convex, then with the probability 1 − δ, IPCNM can find an ǫ-accurate solution in at most
n) equivalent stochastic gradient iterations.
The accelerated inexact proximal cubic regularized Newton method
Algorithm 2 Accelerated inexact proximal cubic regularized Newton method (AIPCNM)
Obtain inexact gradient g t and Hessian H t , where H t satisfies Assumption E 7:
Find an approximate solution x t+1 of min x∈R df η (x; y t ), wheref η (x; y) is defined in (2.3) 9:
Obtain g ′ t+1 that satisfies Assumption F 10:
, where
(4.9)
11: end for
In Algorithm 2, we propose the AIPCNM method. To ensure convergence, we make Assumptions E and F.
Assumption E Let {y t } t≥0 be generated by Algorithm 2. Then we have
where {µ t } t≥0 is a positive sequence.
Then by extending [NGN18, Lemma 2.1], we obtain Lemma 2, which is the key lemma to extend the conclusion of the exact APCNM to the inexact case.
Lemma 2 Let {x t }, {y t } be generated by Alg. 2. Denote
In Lemma 2, we define q t+1 as an proxy to the ∇F (x t+1 of the exact case. Then based on Lemma 2, we prove Theorem 4.
Theorem 4 Assume for
Meanwhile assume the constants C 1 > 0, C 2 > 0 in Algorithm 2 satisfy for t ≥ 0,
Then if sequences {x t }, {v t } are generated by Algorithm 2, then for all t > 0, we have
where
and the expectation is taken on all the history of the randomness of g ′ i+1 from i = 0 to t − 1.
In Theorem 4, µ i bound the error of H i , g i − ∇f (y i ) − ∇f η (x i+1 ; y i ) bounds the error of the inexact gradient g i and the inexact solution 2 x i+1 and g ′ i+1 − ∇f (x i+1 ) bounds the error of g ′ i+1 .
Theorem 5 (The convex case) Assume that
where the expectation is taken on all the history of the randomness of g ′ i+1 from i = 0 to t − 1.
Proof. By using the setting in (4.13) and Theorem 4, we can obtain (4.14) directly.
Theorem 6 (The strongly convex case) If F (x) is σ 2 -strongly convex, by setting
, (4.14)
and set
then we have for t ≥ 1,
Proof. By using the setting in (4.15) and Theorem 4, we can obtain (4.16) directly. Finally, we give Corollaries 3 and 4 to show the overall complexity in the online stochastic setting. 
The Proximal SVRG with Cubic Regularization
In this section, we propose an efficient algorithm called Cubic Proximal Stochastic Variance Reduced Gradient method (Cubic-Prox-SVRG) in Algorithm 3 to solve the cubic regularized second-order subproblem min x∈R df η (x, y), wheref η (x, y) is defined in (2.3). In this section we assume that the inexact Hessian H is obtained by subsampling by Assumption C, i.e,
where n is the number of subsamples, and we assume for any v ∈ R d , the cost of
Then we reformulate the subproblem min x∈R df η (x, y) as
. The Cubic-Prox-SVRG algorithm is motivated by the uniform property of degree 3 1 3
of the cubic regularizer
is σ 2 -strongly convex and η 2 -uniformly convex of degree 3. Meanwhile denote w * def = argmin w∈R d P (w). For two points w ∈ R d , w ′ ∈ R d , the uniform convexity of degree 3 is equivalent to 1 2 w − w ′ -strong convexity. Therefore, the 3-rd order uniform convexity is stronger when the two points are far away from each other and is weaker than the strong convexity when the two points are close each other. Meanwhile, it is known that if P (w) is smooth and strongly convex, gradient descent methods can converge with a linear rate [Nes98]. Combing the two facts, when P (w) is smooth and 3-rd order uniformly convex, we may obtain an gradient based algorithm with a two-stage convergence rate: a superlinear rate when the iterative solution is far away from the optimal point and a sublinear rate when they are close each other.
To verify this intuition, we propose a new algorithm called Cubic regularized Proximal SVRG (CubicProx-SVRG) in Alg. 3, which is a variant of the well-known Prox-SVRG algorithm [XZ14]. Compared with Prox-SVRG in [XZ14], the difference is only the number of the inner iteration M s and the learning rate for each outer iteration τ s . In Theorem 7, we give the two-stage convergence rate of Cubic-Prox-SVRG. 
Pick i k ∈ {1, ..., n} randomly according to Q 9:
is the smallest number of outer iteration that satisfies
It should be noted that η = O(1), L 2 = O(1). Then by the definition, κ 3 is an O(1) constant. By Theorem 7, the outer iterationw s will converge to a neighborhood of w * in a superlinear rate until P (w s 1 ) − P (w * ) ≤ 1 m 3 . Then it will converge in a linear rate. In the convex setting, the number of stochastic samples in IPCNM and AIPCNM will beÕ(t 2 ) in the t-th iteration. To ensure the convergence rate in Theorems 1 and 5, we need the solving accuracies of the subproblem are O( 1 t 3 ) and O( 1 t 5 ) respectively, while by Theorem 7, if n = O(t 2 ), then Cubic-Prox-SVRG can converge to an O(1/t 6 )-accurate solution in a superlinear rate. In the strongly convex setting, Cubic-Prox-SVRG will finally converge in a linear rate and thus satisfies Assumption A.
[CD18] Yair Carmon and John C Duchi. 
where σ > 0, p ≥ 2. 
then we have for 0 < ǫ < τ 2 1 /γ 1 , 
then we have for 0 < ǫ < 2τ 2 2 /γ 2 ,
B Proof of the theorems in Section 3
Proof. [Proof of Lemma 1] First, it follows that
where 1 is by Lemma 3, 2 is by the Cauchy inequality and the definition of the spectral norm ∇ 2 f (x t ) − H t , 3 is by using Lemma 4 twice. Second, it follows that
where 1 is by the optimality condition of x * t+1 = argmin x∈R df η (x; x t ). Third, we havẽ
(B.25)
where 1 is by Lemma 3, 2 is by the Cauchy inequality and the definition of the spectral norm ∇ 2 f (x t ) − H t , 3 is by using Lemma 4 twice.
Fourth, by (B.24)-(B.25) and setting η = 3L 3 , it follows that
where 1 is by summing (B.24)-(B.25) and setting η = 3L 3 , 2 is by the definition of
Lemma 1 is proved.
Then by the convexity of F (x), we have
Second, by setting α t = 3 t+3 (t ≥ 0) and using Assumption D that x t − x * ≤ D, then we have
Third, set
(1 − α i ), t ≥ 1 and ∀t ≥ 1, dividing A t on both sides of (B.26), it follows that
By the definition of A t , ∀t ≥ 0, we have A t = 6 (t+3)(t+2)(t+1) . Summing up both sides of (B.27) from i = 1 to t, we have
Therefore we have
Then by the strong convexity of F (x), we have
Then we have
where 1 is by the assumption that ∀t ≥ 0,
Thus, one has
Then by the definition of A t , Theorem 2 is proved.
Proof. [Proof of Theorem 3]
In Lemma 1, by setting α t−1 = 1 and using the σ 2 -strongly convex property of F (x), then we have
By the definition of ω, we can rearrange (B.28) to
Now we use the mathematical induction method to show that under the assumption
First, by the definition of t 0 , we have F (x t ) − F (x * ) ≤ 2 3 ω. Therefore (B.30) is true trivially for t = t 0 . Second, assume that for some t > t 0 such that (B.30) is true. Then by the assumption E t ≤ ω 2 (2/3) (3/2) t−t 0 +1 , we have
where 1 is by (B.29), 2 is by the induction assumption and the assumption of E t . Theorem 3 is proved.
Proof. [Proof of Corollary 1]
, then we have
Then by the definition of E i in Lemma 1, we can verify that 1 ≤ i ≤ t, the following setting
i(i+1)(i+2) . In the online stochastic setting, in order to let (B.31) hold with probability 1 − δ, the per-iteration failure probability should be set as
By Assumptions B, C, and Lemma 5, in order to let B.32 hold with probability 1 − δ t , it should be
We can verify thatn
can let B.36 hold. Then the total cost of stochastic gradient evaluations is
Similarly, by Assumptions B, C, and Lemma 6, in order to let B.31 hold with probability 1 − δ t , it should be
can let B.38 hold. Then the total cost of stochastic gradient evaluations is
Because ∀v ∈ R d , H i v needn i2 stochastic Hessian-vector products, by Assumption A, we need at most O(n i2 log(t + 2)) stochastic Hessian-vector products to find a solution x t+1 such that (B.34) holds.
(t+1)(t+2) , then in order to let F (x t ) − F (x * ) ≤ ǫ with probability 1 − δ, we need
stochastic gradient evaluations,
stochastic Hessian-vector products,
Hessian-vector products of calling subsolver. Therefore the dominant operation is stochastic gradient evaluation. By Assumption C, the cost of stochastic Hessian-vector product is not higher than stochastic gradient evaluation. Therefore, we needÕ(ǫ −5/2 ) equivalent stochastic gradient evaluations to obtain an ǫ-accurate solution.
• If F (x) is σ 2 -strongly convex, in Theorem 2, for 1 ≤ i ≤ t, we use the following setting, we need
then by the definition of E i and using a similar analysis to the analysis in the convex setting, we need O(σ −5/6 ǫ −4/3 ) equivalent stochastic gradient evaluations to obtain an ǫ-accurate solution.
Proof. [Proof of Corollaries 2] In the finite-sum setting, the analysis is similar to the online stochastic setting. The main difference is that the samples of gradient and Hessian can be larger than the number n of the terms in the sum. Therefore, after the number of the samples evaluated by Lemmas 5 and 6 is larger than n, then we use the exact gradient in the following iteration. By this setting, we can know that in the convex setting, we only need min{Õ(ǫ −5/2 ),Õ(nǫ −1/2 )} in the convex setting and min Õ (σ −5/6 2 ǫ −4/3 ),Õ(σ −1/2 2 n) in the strongly convex setting.
C Proof of the theorems in Section 4
Lemma 7 For all t ≥ 0 and x ∈ R d , we have
where the expectation is taken on all the randomness from the 0-th to t-th iteration.
Proof. Since A 0 = 0, ∀x ∈ R d , we have
Thus, (C.41) is true for t = 0. Then assume that (C.41) is true for some t ≥ 0. Then, fix the randomness before the randomness in obtaining g ′ t+1 , we have
where 1 is by (C.41), 2 is by the unbiasness of
Then taking expectation on all the history, we have
where 1 is by the induction assumption, 2 is by
Proof. [Proof of Lemma 2] For simplicity, we drop the subscripts in this proof. Hence we can write the step 7 of 2 as x is an approximate solution of
By the definition off (x; y), for any g h (x) ∈ ∂g(x), we have
Then by the definition q def = g − ∇f (y) + ∇F (x) − ∇f η (x; y), r def = x − y , then we have
which consequently implies that
due to nonnegativity of r. Then we have
where 1 is by the Lipchitz Hessian property and Assumption E, 2 is by the triangle inequality, 1 is by the definition of q. Therefore, by the setting η ≥ 4L 3 and re-arranging the terms in the above relation, we have
Then Lemma 2 is proved.
Lemma 8 Assume the constant C 1 > 0, C 2 > 0 in Alg. 2 satisfies for t ≥ 0,
For a sequence {G t }, set G 0 = 0 and for i ≥ 1,
Proof. Let us prove relation C.47 by induction over t. Since A 0 = 0, for t = 0, we have
Assume that C.47 is true for some t ≥ 0. Note that for any x ∈ R d ,
Note that l t (x) is a linear function and A t h(x) is a A t σ 2 -strongly convex function. By [Nes08, Lemma 4],
2 -uniformly convex of degree 3. Meanwhile
Therefore by the optimality of v t and the induction assumption, for any x ∈ R d , we have
where the expectation is taken on the randomness of g ′ i+1 form i = 0 to t − 1. Meanwhile, by taking expectation on the randomness of g ′ t+1 , we have
where the last equality is by the unbiasness of
Therefore, by taking expectation on the randomness of g ′ i+1 form i = 0 to t, we have
By the convexity of f (x) and h(x), for a h ′ (x t+1 ) ∈ ∂h(x t+1 ) such that
Substituting these inequalities above, it follows that
Then it follows that,
where 1 is by y t = (1 − α t )x t + α t v t = At A t+1
x t + at A t+1 v t , 2 is by the definition of q t+1 = g t − ∇f (y t ) + ∇F (x t+1 ) − ∇f η (x t+1 ; y t ) in Lemma 2 and simple arrangements, 3 is by triangle inequality, C 3 , C 4 are constants, 4 is by simple rearrangements.
Then by defining C 3 = C 4 = Then the error term (C.49) will be ≥ 0.
The conditions in (C.52)-(C.55) is equivalent to
Lemma 8 is proved.
Proof. [Proof of Theorem 4] By Lemmas 7 and 8, and the optimality of v t , by setting x = x * in Lemma 7, we have
Dividing A t on both sides, we get Theorem 4. Proof. [Proof of Corollary 3] By the setting in Theorems 5 and 6 and using a similar analysis to the analysis in the proof of Corollary 1, we can prove Corollary 3.
Proof. [Proof of Corollary 4] In the finite-sum setting, the analysis is similar to the online stochastic setting. The main difference is that the samples of gradient and Hessian can be larger than the number n of the terms in the sum. Therefore, after the number of the samples evaluated by Lemmas 5 and 6 is larger than where 0 is by Lemma 9, 1 is by uniform convexity in Assumption ??, 2 is by the value of M s , 3 is by the definition of κ and the value of η s , 4 is by the value of M s , and 4 is by the definition of ρ.
Because x 5/6 is a concave function, taking expectation on the randomness on all the history, we have then let Alg. 3 converge with an exponential rate ρ will be faster. By the setting of M s and τ s , and use a similar analysis, we have E[P (w s−1 ) − P (w * )] ≤ ρ(P (w s−1 ) − P (w * )).
Telescoping the above inequality, we obtain the result of the case s > s 1 . Theorem 7 is proved.
