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Weight Enumerators and Higher Support Weights of
Maximally Recoverable Codes
V. Lalitha and Satyanarayana V. Lokam
Abstract
In this paper, we establish the matroid structures corresponding to data-local and local maximally recoverable
codes (MRC). The matroid structures of these codes can be used to determine the associated Tutte polynomial.
Greene proved that the weight enumerators of any code can be determined from its associated Tutte polynomial.
We will use this result to derive explicit expressions for the weight enumerators of data-local and local MRC. Also,
Britz proved that the higher support weights of any code can be determined from its associated Tutte polynomial.
We will use this result to derive expressions for the higher support weights of data-local and local MRC with two
local codes.
I. INTRODUCTION
In a distributed storage system, efficient repair of failed nodes is becoming increasingly important in addition to
ensuring a given level of reliability and low storage overhead. Two recent approaches for efficient node repair are
regenerating codes and codes with locality. Regenerating codes, introduced in [1], tradeoff repair bandwidth for
storage overhead. On the other hand, codes with locality [2] tradeoff repair degree (number of nodes accessed to
repair a failed node) for storage overhead. In this paper, we will deal with codes with locality.
Let C be an [n, k, dmin] linear code C over the field Fq. The ith code-symbol ci, 1 ≤ i ≤ n, is said to have
locality r if this symbol can be recovered by accessing at most r other code symbols of code C. A systematic linear
code C having minimum distance d, where all k message symbols have locality r, is said to be an (r, dmin) code.
It has been proved in [2] that the minimum distance of an (r, dmin) code is upper bounded by
dmin ≤ n− k −
⌈
k
r
⌉
+ 2. (1)
A code is said to have information locality if the k message symbols have locality r and it is said to have
all-symbol locality if all the n code symbols have locality r. Pyramid codes, which were constructed earlier [3],
are shown to be optimal codes with information locality. For the case when (r + 1) | n, the existence of optimal
codes with all-symbol locality over a large field size was established. Families of codes with all-symbol locality
over low field size are constructed in [4]. Locality in the setting of nonlinear codes has been studied in [5], [6].
The connection between codes with locality (also known as locally recoverable codes (LRC)) and matroids has
been studied in [7]. Codes with locality have been implemented and their performance evaluated in two systems,
the first is Windows Azure storage [8] and the second is Hadoop Distributed File System [8], [9].
A. Maximally Recoverable Codes
The idea of maximal recoverability of a code was introduced in [10]. Maximally recoverable codes in the context
of codes with locality have been studied in [11], [12]. A code is said to be maximally recoverable if it corrects all
erasure patterns which can potentially be corrected, given the locality constraints.
Let C denote an [n, k, dmin] linear code over Fq in the systematic form. Let I = [k] denote the indices of the
message symbols. For any set S ⊆ [n], we will use C|S to denote the restriction of C to the coordinates indexed
by S.
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2Definition 1 (Data-Local Maximally Recoverable Code). Consider an [n, k, dmin] code C over Fq with information-
symbol locality r, where n = k + k
r
+ h. Let a codeword of C be denoted by c = (c1, . . . , cn), where c1, . . . , ck
denote the message symbols and ck+1, . . . , cn denote the parity symbols. Let ck+i, 1 ≤ i ≤ kr denote the local parity
corresponding to the message symbols (c(i−1)r+1, . . . cir), i.e., ck+i =
∑r
j=1 ai,j c(i−1)r+j , where all ai,j ∈ Fq are
nonzero. The remaining n−k− k
r
= h parities corresponding to parity symbols ck+ k
r
+1, . . . , cn are global parities
and are allowed to depend on all k message symbols. Let the supports of the k
r
local groups be {S1, S2, . . . , S k
r
}.
C is said to be a maximally recoverable code if for any set E such that |E| = k + h and |E ∩ Si| = r, 1 ≤ i ≤ kr ,
the punctured code C|E is a [k + h, k, h + 1] MDS code.
Definition 2 (Local Maximally Recoverable Code). Consider an [n, k, dmin] code C over Fq with all-symbol
locality r, where n
r+1 =
k+h
r
. Let a codeword of C be denoted by c = (c1, . . . , cn), where c1, . . . , ck denote the
message symbols and ck+1, . . . , cn denote the parity symbols. The first h parities corresponding to parity symbols
ck+1, . . . , ck+h are global parities and are allowed to depend on all k message symbols. Let ck+h+i, 1 ≤ i ≤ k+hr
denote the local parity corresponding to the code symbols (c(i−1)r+1, . . . cir), i.e., ck+h+i =
∑r
j=1 ai,j c(i−1)r+j ,
where all ai,j ∈ Fq are nonzero. Let the supports of the k+hr local groups be {S1, S2, . . . , S k+h
r
}. C is said to be a
maximally recoverable code if for any set E such that |E| = k + h and |E ∩ Si| = r, 1 ≤ i ≤ k+hr , the punctured
code C|E is a [k + h, k, h + 1] MDS code.
In [11], explicit data-local and local MRC are constructed over a field size of the order of kh−1. In [12], low
field-size constructions of local MRC are given for specific set of parameters. In [12], the MRC are designed for
application in an SSD (solid-state devices) setting, where there can be combination of sector and disk failures.
For the same application, partial MRCs where specific patterns of erasures can be corrected, given the locality
constraints, have been constructed in [13], [14], [15] for specific sets of parameters.
We note here that if a code is either data-local or local maximally recoverable, then it is optimal with respect to
the bound in (1). A different notion of partial MRC has been introduced in [16], where it is required that the code
is optimal and it is MDS when punctured on a specific set of coordinates.
B. Overview of Results
In this paper, we identify the matroid structures corresponding to (k, r, h) data-local and local maximally
recoverable codes (MRC). We note here that this is the main property differentiating an MRC from a locally
recoverable code (LRC). Given the parameters (k, r, h), the matroid structure of an MRC is fixed but the same
is not true for LRC. The matroid structure of MRC is used to determine its associated Tutte polynomial. In [17],
Greene proved that the weight enumerators of any code can be determined from its associated Tutte polynomial.
We will apply the result in order to give explicit expressions for the weight enumerators of (k, r, h) data-local
MRC. These expressions are derived for a general class of parameters when the number of local codes ℓ < r + 1.
The main calculation involved in deriving these expressions is to count the number of sets U ⊆ [n] such that for a
given (u, v) 0 ≤ u ≤ n, 0 ≤ v ≤ k, the size of U is u and rank of the code punctured to U is v. Using the same
techniques, we also derive the weight enumerators of local MRC with two local codes. In [18], [19], Britz proved
that the higher support weights of any code can be determined from its associated Tutte polynomial. We will apply
the result in order to give expressions for the higher support weights of data-local and local MRC with two local
codes.
Section II provides background on matroids, Tutte polynomial and the relation between weight enumerators and
Tutte polynomial of a code. The weight enumerators of data-local MRC are derived in Section III and the weight
enumerators of local MRC with two local codes are derived in Section IV. Section V presents the higher support
weights of data-local and local MRC with two local codes. Finally, we give conclusions and ongoing work in
Section VI.
II. MATROIDS, TUTTE POLYNOMIAL AND WEIGHT ENUMERATORS
In this section, we define a matroid and the matroid associated with a code. Then, we introduce the Tutte
polynomial corresponding to a code. We will present the result by Greene [17], which relates the Tutte polynomial
3of a code to its weight enumerator. We will illustrate all the ideas using the example of MDS codes and finally
derive the weight enumerators of MDS codes.
Definition 3 (Matroid). A matroid M is defined by a pair M = (S,I), where S is a finite ground set and I is the
set of subsets of S which are termed independent sets. The matroid M is required to satisy the following axioms:
1) If I ∈ I and J ∈ I , then J ∈ I .
2) If I, J ∈ I and |J | > |I|, then there exists an element z ∈ J \ I such that I ∪ {z} ∈ I .
Rank function of a matroid M maps an arbitrary subset U of S to the size of maximally independent set in U .
rank(U) = max
I⊆U,I∈I
|I|. (2)
Let C be a code and G denote its generator matrix. Then, the matroid corresponding to the code M(C) has the
ground set as S = {1, . . . , n}. The independent sets of the matroid are given by
I = {I ⊆ S | rank(G|I) = |I|}. (3)
Rank function ρ of the matroid M(C) is given by ρ(U) = rank(G|U ).
Example 1. Consider an [n, k, n− k+1] MDS code. Since any n− k erasures can be tolerated by the code, every
subset of S = [n] of size at most k is an independent set.
I = {I ⊆ S | |I| ≤ k}. (4)
The matroid defined above is termed as uniform matroid.
Consider a matroid M(C) corresponding to a code C with parameters [n, k, dmin]. The Tutte polynomial corre-
sponding to the code C is a bivariate polynomial given by
TC(X,Y ) =
∑
U⊆[n]
(X − 1)k−ρ(U)(Y − 1)|U |−ρ(U). (5)
The Tutte polynomial depends only the matroid structure of the code. Hence, it is termed as matroid invariant. It
can be observed from (5) that to determine the Tutte polynomial of a code, for any given pair (u, v) (0 ≤ u ≤ n
and 0 ≤ v ≤ k), we have to count the number of sets U ⊆ S such that |U | = u and ρ(U) = v.
Example 2. Consider an [n, k, n − k + 1] MDS code and its associated uniform matroid M(C). We will evaluate
the Tutte polynomial for the MDS code. It can be seen that for any set U ,
1) If |U | = u ≤ k, then ρ(U) = u. The number of sets in this case is (n
u
)
.
2) If |U | = u > k, then ρ(U) = k. Even in this case, the number of sets is (n
u
)
.
The Tutte polynomial associated with the MDS code is given by
TC(X,Y ) =
∑
U⊆[n]
(X − 1)k−ρ(U)(Y − 1)|U |−ρ(U)
=
k∑
u=0
(
n
u
)
(X − 1)k−u +
n∑
u=k+1
(
n
u
)
(Y − 1)u−k. (6)
The weight enumerator of a code C is defined as a polynomial WC(Z) =
∑n
i=0AiZ
i
,
where Ai = |c ∈ C : wt(c) = i|. The weight enumerator of a code is related to the Tutte polynomial of the code
as follows (Greene, [17]):
Theorem II.1. The weight enumerator of an [n, k, dmin] code WC(Z) can de determined from the Tutte polynomial
of the code TC(X,Y ) using the following relation:
WC(Z) = Z
n−k(1− Z)kTC(
1 + (q − 1)Z
1− Z
,
1
Z
). (7)
4The above equation can be simplified as follows.
WC(Z) = Z
n−k(1− Z)kTC(
1 + (q − 1)Z
1− Z
,
1
Z
)
= Zn−k(1− Z)k
∑
U⊆[n]
(
1 + (q − 1)Z
1− Z
− 1
)k−ρ(U)( 1
Z
− 1
)|U |−ρ(U)
= Zn−k(1− Z)k
∑
U⊆[n]
(
qZ
1− Z
)k−ρ(U)( 1
Z
− 1
)|U |−ρ(U)
=
∑
U⊆[n]
Zn−|U |(1− Z)|U |qk−ρ(U). (8)
Since the minimum distance of the code is dmin, it is clear that weight enumerator polynomial has to be such that
A0 = 1, Ai = 0, 1 ≤ i ≤ dmin − 1. To ensure this, we will split the above expression into two parts as follows:
WC(Z) =
∑
U⊆[n]
Zn−|U |(1− Z)|U |qk−ρ(U)
=
∑
U⊆[n]:
|U |≤n−dmin
Zn−|U |(1− Z)|U |qk−ρ(U) +
∑
U⊆[n]:
|U |≥n−dmin+1
Zn−|U |(1− Z)|U |qk−ρ(U)
︸ ︷︷ ︸
T
. (9)
We note that for any set U such that |U | ≥ n− dmin + 1, ρ(U) = k. Hence, the second term T in the (9) is given
by
T =
∑
U⊆[n]:
|U |≥n−dmin+1
Zn−|U |(1− Z)|U |
=
n∑
u=n−dmin+1
(
n
u
)
Zn−u(1− Z)u
= 1−
n−dmin∑
u=0
(
n
u
)
Zn−u(1− Z)u
= 1−
∑
U⊆[n]:
|U |≤n−dmin
Zn−|U |(1− Z)|U |, (10)
Thus, the weight enumerator in (9) can be rewritten as
WC(Z) = 1 +
∑
U⊆[n]:
|U |≤n−dmin
Zn−|U |(1− Z)|U |(qk−ρ(U) − 1). (11)
Example 3. Consider an [n, k, dmin = n − k + 1] MDS code. We will apply the count of the pairs (|U |, ρ(U))
discussed in Example 2 for calculating the weight distribution of the MDS code. The weight enumerator polynomial
of the MDS code is given by
WC(Z) = 1 +
∑
U⊆[n]:
|U |≤n−dmin
Zn−|U |(1− Z)|U |(qk−ρ(U) − 1)
= 1 +
k−1∑
u=0
(
n
u
)
Zn−u(1− Z)u(qk−u − 1)
= 1 +
k−1∑
u=0
u∑
j=0
(
n
u
)
Zn−uZj(−1)j
(
u
j
)
(qk−u − 1). (12)
5By applying the change of variables w = n− u+ j, j = j to the above equation, we have
WC(Z) = 1 +
n∑
w=dmin
w−dmin∑
j=0
(
n
n− w + j
)
Zw(−1)j
(
n− w + j
j
)
(qk+w−n−j − 1)
(a)
=
n∑
w=dmin
w−dmin∑
j=0
(
n
w
)(
w
j
)
Zw(−1)j(qk+w−n−j − 1), (13)
where (a) follows from the fact that ( n
n−w+j
)(
n−w+j
j
)
=
(
n
w
)(
w
j
)
. Thus the weight enumerators for the MDS code
are given by
A0 = 1, Aw =
w−dmin∑
j=0
(
n
w
)(
w
j
)
(−1)j(qk+w−n−j − 1), dmin ≤ w ≤ n. (14)
III. WEIGHT ENUMERATORS OF DATA-LOCAL MRC
In this section, we identify the matroid structure of a data-local MRC. We derive the weight enumerators of
a data-local MRC with two local codes. Then, we apply the result to an example code which is employed in
Windows Azure storage. Using Macwilliams identity, we also present the weight enumerators of the dual of data-
local MRCs with two local codes. Finally, we consider the general case, when the number of local codes ℓ is such
that 3 ≤ ℓ < r + 1 and derive the weight enumerators of the corresponding data-local MRCs.
Proposition 1. Consider an [n, k, dmin] data-local MRC with locality r, where n = k + kr + h and dmin = h+ 2.
Let the supports of the k
r
local groups be {S1, S2, . . . , S k
r
}. The set of all independent sets of the data-local MRC
are given by
I = {I ⊆ S | |I| ≤ k, |I ∩ Si| ≤ r, 1 ≤ i ≤
k
r
}. (15)
Proof: If I * I , then either |I| ≥ k + 1 or there exists a local group i such that |I ∩ Si| = r + 1. In both
cases, the set I is a dependent set either by the dimension of the code or by the locality of the code, respectively.
If I ∈ I , then I can be extended to a set E such that |E ∩ Si| = r. Hence, C|E is a [k + h, k, h + 1] MDS code.
Since I ⊂ E and |I| ≤ k, I is an independent set by the MDS property of C|E .
A. Weight Enumerators of Data-Local MRC with Two Local Codes
Theorem III.1. Consider an [n, k, dmin] data-local MRC with locality r, where k = 2r, n = k + kr + h and
dmin = h+2. Let the supports of the two local groups be {S1, S2}. The weight enumerators of the code are given
by
Ah+2 = 2
(
n− r − 1
r − 1
)
(q − 1), (16)
Aw =
w−h−3∑
j=0
(
n
w
)(
w
j
)
(−1)j(qk+w−n−j − 1)
+
w−h−2∑
j=0
2(q − 1)
(
n− r − 1
n− w + j − r − 1
)(
n− w + j
j
)
(−1)jqk+w−n−j, h+ 3 ≤ w ≤ r + h+ 1,(17)
Aw =
w−h−3∑
j=0
(
n
w
)(
w
j
)
(−1)j(qk+w−n−j − 1)
+
w−h−2∑
j=w−r−h−1
2(q − 1)
(
n− r − 1
n− w + j − r − 1
)(
n− w + j
j
)
(−1)jqk+w−n−j, r + h+ 2 ≤ w ≤ n.(18)
6Proof: We will evaluate the weight enumerator of the data-local MRC using the following expression:
WC(Z) = 1 +
∑
U⊆[n]:
|U |≤n−dmin
Zn−|U |(1− Z)|U |(qk−ρ(U) − 1). (19)
It can be observed from (19) that to determine the weight enumerators of the code, we have to count the number
of sets U ⊆ S such that |U | = u and ρ(U) = v for any given pair (u, v) (0 ≤ u ≤ n − dmin and 0 ≤ v ≤ k). For
the case of MDS code, the rank of a set is uniquely determined by the cardinality of the set. For the case of MRC,
that is not true. Hence, the counting involves more cases based on the matroid structure of the code as given in
Proposition 1 . For any set U such that |U | = u ≤ n− dmin = 2r, we have the following cases
1) For a set U of size 0 ≤ u ≤ r, the set is independent. Hence, rank of the set ρ(U) = u. The number of sets
of this type are Nu,0 =
(
n
u
)
.
2) For a set U of size r + 1 ≤ u ≤ 2r, there are the following two cases possible.
a) Let U be such that either |U ∩ S1| = r + 1 or |U ∩ S2| = r + 1. In this case, the set U is dependent. The
rank of the set ρ(U), which is the size of the largest independent set in U , is given by ρ(U) = u− 1. The
number of sets Nu,1 of this type are Nu,1 = 2
(
n−r−1
u−r−1
)
. This is because either of the two local codes can
be chosen and the remaining u− r − 1 coordinates can be chosen from n− r − 1 coordinates in
(
n−r−1
u−r−1
)
ways.
b) Let U be such that |U ∩ Si| ≤ r, i = 1, 2. In this case, the set U is independent and hence, rank of the set
ρ(U) = u. The number of sets of this type are Nu,0 −Nu,1 =
(
n
u
)
− 2
(
n−r−1
u−r−1
)
.
Hence, the weight enumerator polynomial in (19) can be rewritten as
WC(Z) = 1 +
r∑
u=0
(
n
u
)
Zn−u(1− Z)u(qk−u − 1)
+
2r∑
u=r+1
2
(
n− r − 1
u− r − 1
)
Zn−u(1− Z)u(qk−u+1 − 1)
+
2r∑
u=r+1
((
n
u
)
− 2
(
n− r − 1
u− r − 1
))
Zn−u(1− Z)u(qk−u − 1)
(a)
= 1 +
2r−1∑
u=0
(
n
u
)
Zn−u(1− Z)u(qk−u − 1)
+
2r∑
u=r+1
2
(
n− r − 1
u− r − 1
)
Zn−u(1− Z)u(qk−u+1 − qk−u)
= 1 +
2r−1∑
u=0
u∑
j=0
(
n
u
)(
u
j
)
Zn−u+j(−1)j(qk−u − 1)
+
2r∑
u=r+1
u∑
j=0
2
(
n− r − 1
u− r − 1
)(
u
j
)
Zn−u+j(−1)j(qk−u+1 − qk−u)
= 1 + T1 + T2, (20)
where (a) follows since for the case when u = 2r = k and the set is full rank, the term in the summation is zero.
By applying the change of variables w = n− u+ j, j = j to the above equation, we first identify the (u, j) pairs
which result in a given value of w (Table I).
With reference to the table above, the weight enumerator polynomial can be rewritten in terms of variables w, j
7Term w No. of (u, j) pairs Range of j
in Sum terms
T1
n 2r (0, 0), (1, 1), . . . , (2r − 1, 2r − 1)
n− 1 2r − 1 (1, 0), (2, 1), . . . , (2r − 1, 2r − 2) j = 0 to
.
.
.
.
.
.
.
.
. j = w − h− 3
h+ 3 1 (2r − 1, 0)
T2
n r (r + 1, r + 1), (r + 2, r + 2), . . . , (2r, 2r)
n− 1 r (r + 1, r), (r + 2, r + 1), . . . , (2r, 2r − 1) j = w − r − h− 1
.
.
.
.
.
.
.
.
. to j = w − h− 2
r + h+ 2 r (r + 1, 1), (r + 2, r − 1), . . . , (2r, r)
r + h+ 1 r (r + 1, 0), (r + 2, 1), . . . , (2r, r − 1) j = 0 to
.
.
.
.
.
.
.
.
. j = w − h− 2
h+ 2 1 (2r, 0)
TABLE I
ILLUSTRATING THE CHANGE OF VARIABLES FROM u, j TO w = n− u+ j, j FOR A DATA-LOCAL MRC WITH TWO LOCAL CODES.
as
WC(Z) = 1 +
n∑
w=h+3
w−h−3∑
j=0
(
n
n− w + j
)(
n− w + j
j
)
Zw(−1)j(qk+w−n−j − 1)
+
r+h+1∑
w=h+2
w−h−2∑
j=0
2
(
n− r − 1
n− w + j − r − 1
)(
n− w + j
j
)
Zw(−1)j(qk+w−n−j+1 − qk+w−n−j)
+
n∑
w=r+h+2
w−h−2∑
j=w−r−h−1
2
(
n− r − 1
n− w + j − r − 1
)(
n− w + j
j
)
Zw(−1)j(qk+w−n−j+1 − qk+w−n−j). (21)
The weight enumerators in the theorem statement follow by bringing together coefficients with the same power
of Z and by using the fact that
(
n
n−w+j
)(
n−w+j
j
)
=
(
n
w
)(
w
j
)
.
Example 4. Consider the local reconstruction code (LRC) discussed in [8] with two local codes and two global
parities. The parameters of the code are given by k = 6, r = 3, h = 2 and n = 10, dmin = h + 2 = 4. The code
employed in [8] is an MRC over a finite field of size q = 16. Thus, the weight enumerator polynomial of the code
can be obtained by applying Theorem III.1.
WC(Z) = 1 + 450Z
4 + 3960Z5 + 34680Z6 + 304080Z7 + 1782405Z8 + 5847480Z9 + 8804160Z10 . (22)
The weight enumerator polynomial of the dual code C⊥ can be determined in terms of weight enumerator
polynomial of the code C using MacWilliams identity [20].
WC⊥(Z) =
(1 + (q − 1)Z)n
|C|
WC
(
1− Z
1 + (q − 1)Z
)
(a)
=
(1 + (q − 1)Z)n
qk
∑
U⊆[n]
(
1− Z
1 + (q − 1)Z
)n−|U |(
1−
1− Z
1 + (q − 1)Z
)|U |
qk−ρ(U)
=
∑
U⊆[n]
Z |U |(1− Z)n−|U |q|U |−ρ(U)
(b)
= 1 +
∑
U⊆[n]:
|U |≥d⊥min
Z |U |(1− Z)n−|U |(q|U |−ρ(U) − 1), (23)
where (a) follows from (8) and (b) can be shown similar to (11), since the minimum distance of the dual code is
d⊥min.
8Theorem III.2. Consider an [n, k, dmin] data-local MRC C with locality r, where k = 2r, n = k + kr + h and
dmin = h+ 2. Let the supports of the two local groups be {S1, S2}. The weight enumerators of the dual code C⊥
are given by
Aw =
w−r−1∑
j=0
2
(
n− w + j
j
)(
n− r − 1
w − j − r − 1
)
(−1)j(q − 1) r + 1 ≤ w ≤ 2r, (24)
Aw =
w−2r−1∑
j=0
(
n− w + j
j
)(
n
w − j
)
(−1)j(qw−j−k − 1)
+
w−r−1∑
j=w−2r
2
(
n− r − 1
w − j − r − 1
)(
n− w + j
j
)
(−1)j(q − 1), 2r + 1 ≤ w ≤ n. (25)
Proof: The proof follows from the same counting as in the proof of Theorem III.1.
B. Weight Enumerators of Data-Local MRC with ℓ ≥ 3 Local Codes
Theorem III.3. Consider an [n, k, dmin] data-local MRC with locality r, where k = ℓr, n = k+ kr +h = k+ ℓ+h,
ℓ < r + 1 and dmin = h+ 2. Let the supports of the local groups be {S1, . . . , Sℓ}. The weight enumerators of the
code are given in Table II, where Nu,b =
(
ℓ
b
)(
n−b(r+1)
u−b(r+1)
)
, 0 ≤ u ≤ n− dmin = ℓr+ ℓ− 2. Nu,b = 0 if b(r+1) > u.
w Aw
n− ℓr − ℓ+ 2 ≤ w
∑w−h−2
j=0
∑w−j−h−1
b=1 (Nn−w+j,b+1 −Nn−w+j,b+2)
(
n−w+j
j
)
(−1)j(qb − 1)
≤ n− ℓr − 1
n− ℓr ≤ w
∑w−h−2
j=w−n+ℓr+1
∑w−j−h−1
b=1 (Nn−w+j,b+1 −Nn−w+j,b+2)
(
n−w+j
j
)
(−1)j(qb − 1)
≤ n− (ℓ− 1)(r + 1) +
∑w−n+ℓr
j=0
∑ℓ−1
b=0 (Nn−w+j,b −Nn−w+j,b+1)
(
n−w+j
j
)
(−1)j(qk−(n−w+j−b) − 1)
n− (ℓ− 1)(r + 1) + 1 ≤ w
∑w−h−2
j=w−n+ℓr+1
∑w−j−h−1
b=1 (Nn−w+j,b+1 −Nn−w+j,b+2)
(
n−w+j
j
)
(−1)j(qb − 1)
≤ n− (ℓ− 2)(r + 1) +
∑w−n+ℓr
j=w−n+(ℓ−1)(r+1)
∑ℓ−1
b=0 (Nn−w+j,b −Nn−w+j,b+1)
(
n−w+j
j
)
(−1)j(qk−(n−w+j−b) − 1)
+
∑w−n+(ℓ−2)(r+1)+r
j=0
∑ℓ−2
b=0 (Nn−w+j,b −Nn−w+j,b+1)
(
n−w+j
j
)
(−1)j(qk−(n−w+j−b) − 1)
n− (i+ 1)(r + 1) + 1 ≤ w
∑w−h−2
j=w−n+ℓr+1
∑w−j−h−1
b=1 (Nn−w+j,b+1 −Nn−w+j,b+2)
(
n−w+j
j
)
(−1)j(qb − 1)
≤ n− i(r + 1), 0 ≤ i ≤ ℓ− 3 +
∑w−n+ℓr
j=w−n+(ℓ−1)(r+1)
∑ℓ−1
b=0 (Nn−w+j,b −Nn−w+j,b+1)
(
n−w+j
j
)
(−1)j(qk−(n−w+j−b) − 1)
+
∑w−n+(i+1)(r+1)+r
j=w−n+(i+1)(r+1)
∑i+1
b=0 (Nn−w+j,b −Nn−w+j,b+1)
(
n−w+j
j
)
(−1)j(qk−(n−w+j−b) − 1)
+
∑w−n+i(r+1)+r
j=0
∑i
b=0 (Nn−w+j,b −Nn−w+j,b+1)
(
n−w+j
j
)
(−1)j(qk−(n−w+j−b) − 1)
TABLE II
WEIGHT ENUMERATORS OF DATA-LOCAL MRC WITH ℓ ≥ 3 LOCAL CODES.
9Proof: As in the case of proof of Theorem III.1, we will evaluate the weight enumerator of the data-local
MRC using the following expression:
WC(Z) = 1 +
∑
U⊆[n]:
|U |≤n−dmin
Zn−|U |(1− Z)|U |(qk−ρ(U) − 1). (26)
We will count the number of sets U ⊆ S such that |U | = u and ρ(U) = v for any given pair (u, v) (0 ≤ u ≤ n−dmin
and 0 ≤ v ≤ k) based on the matroid structure of the code as given in Proposition 1 . For any set U such that
|U | = u ≤ n− dmin = k + ℓ− 2 = ℓr + ℓ− 2, we have the following cases
1) u ≤ k, in which case the maximum rank of the set possible is u. For this case, the count of the number of
sets with a given cardinality u and rank v is given in Table III. The condition ℓ < r+ 1 is required to ensure
that (ℓ− 1)(r + 1) ≤ ℓr in the table.
2) u > k, in which case the maximum rank of the set possible is k. For this case, the corresponding count is
given in Table IV.
Let Nu,b =
(
ℓ
b
)(
n−b(r+1)
u−b(r+1)
)
, 0 ≤ u ≤ n − dmin = ℓr + ℓ − 2. Nu,b = 0 if b(r + 1) > u. The weight enumerator
polynomial of data-local MRC with ℓ local codes can be rewritten as
WC(Z) = 1 +
ℓ−2∑
i=0
i(r+1)+r∑
u=i(r+1)
i∑
b=0
(Nu,b −Nu,b+1)Z
n−u(1− Z)u(qk−(u−b) − 1)
+
ℓr∑
u=(ℓ−1)(r+1)
ℓ−1∑
b=0
(Nu,b −Nu,b+1)Z
n−u(1− Z)u(qk−(u−b) − 1)
+
ℓr+ℓ−2∑
u=ℓr+1
ℓ−1−u+k∑
b=1
(Nu,b+1 −Nu,b+2)Z
n−u(1 − Z)u(qb − 1).
WC(Z) = 1 +
ℓ−2∑
i=0
i(r+1)+r∑
u=i(r+1)
u∑
j=0
i∑
b=0
(Nu,b −Nu,b+1)
(
u
j
)
Zn−u+j(−1)j(qk−(u−b) − 1)
+
ℓr∑
u=(ℓ−1)(r+1)
u∑
j=0
ℓ−1∑
b=0
(Nu,b −Nu,b+1)
(
u
j
)
Zn−u+j(−1)j(qk−(u−b) − 1)
+
ℓr+ℓ−2∑
u=ℓr+1
u∑
j=0
ℓ−1−u+k∑
b=1
(Nu,b+1 −Nu,b+2)
(
u
j
)
Zn−u+j(−1)j(qb − 1)
= 1 +
ℓ−2∑
i=0
T1i + T2 + T3.
By applying the change of variables w = n−u+ j, j = j to the above equation, we first identify the (u, j) pairs
which result in a given value of w (Table V).
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|U | = u Possible ρ(U) = v No. of sets U Remarks
0 ≤ u ≤ r u
(
n
u
)
Total number of sets minus
r + 1 ≤ u ≤ 2r + 1
u
(
n
u
)
−
(
ℓ
1
)(
n−r−1
u−r−1
)
the number of sets containing
at least one local code
Number of sets containing exactly
u− 1
(
ℓ
1
)(
n−r−1
u−r−1
)
one local code. r + 1 elements of
one local code chosen in ℓ ways.
Remaining u− r − 1 elements
picked from n− r − 1 elements
.
.
.
.
.
.
.
.
.
Total number of sets minus
j(r + 1) ≤ u ≤ (j + 1)r + j
u
(
n
u
)
−
(
ℓ
1
)(
n−r−1
u−r−1
)
the number of sets containing
at least one local code
2 ≤ j ≤ ℓ− 2 Number of sets containing at least
u− 1
(
ℓ
1
)(
n−r−1
u−r−1
)
−
(
ℓ
2
)(
n−2(r+1)
u−2(r+1)
)
one local code minus those
containing at least two local codes
.
.
.
.
.
.
Number of sets containing at least
u− j − 1
(
ℓ
j−1
)(
n−(j−1)(r+1)
u−(j−1)(r+1)
)
−
(
ℓ
j
)(
n−j(r+1)
u−j(r+1)
)
j − 1 local codes minus number of
sets containing at least j local codes
Number of sets containing exactly
u− j
(
ℓ
j
)(
n−j(r+1)
u−j(r+1)
)
j local codes. j(r + 1) elements of
j local codes chosen in
(
ℓ
j
)
ways.
Remaining u− j(r + 1) elements
picked from n− j(r + 1) elements
.
.
.
.
.
.
.
.
.
(ℓ− 1)(r + 1) ≤ u ≤ ℓr
u
(
n
u
)
−
(
ℓ
1
)(
n−r−1
u−r−1
)
u− 1
(
ℓ
1
)(
n−r−1
u−r−1
)
−
(
ℓ
2
)(
n−2(r+1)
u−2(r+1)
)
.
.
.
.
.
.
u− (ℓ− 2)
(
ℓ
ℓ−2
)(
n−(ℓ−2)(r+1)
u−(ℓ−2)(r+1)
)
−
(
ℓ
ℓ−1
)(
n−(ℓ−1)(r+1)
u−(ℓ−1)(r+1)
)
u− (ℓ− 1)
(
ℓ
ℓ−1
)(
n−(ℓ−1)(r+1)
u−(ℓ−1)(r+1)
)
TABLE III
COUNT OF THE NUMBER OF SETS U ⊆ S SUCH THAT |U | = u AND ρ(U) = v FOR 0 ≤ u ≤ k = ℓr.
WC(Z) = 1 +
ℓ−2∑
i=0
n−i(r+1)∑
w=n−i(r+1)−r
w−n+i(r+1)+r∑
j=0
i∑
b=0
(Nn−w+j,b −Nn−w+j,b+1)
(
n−w + j
j
)
Z
w(−1)j(qk−(n−w+j−b) − 1)
+
ℓ−2∑
i=0
n∑
w=n−i(r+1)+1
w−n+i(r+1)+r∑
j=w−n+i(r+1)
i∑
b=0
(Nn−w+j,b −Nn−w+j,b+1)
(
n− w + j
j
)
Z
w(−1)j(qk−(n−w+j−b) − 1)
+
n−(ℓ−1)(r+1)∑
w=n−ℓr
w−n+ℓr∑
j=0
ℓ−1∑
b=0
(Nn−w+j,b −Nn−w+j,b+1)
(
n− w + j
j
)
Z
w(−1)j(qk−(n−w+j−b) − 1)
+
n∑
w=n−(ℓ−1)(r+1)+1
w−n+ℓr∑
j=w−n+(ℓ−1)(r+1)
ℓ−1∑
b=0
(Nn−w+j,b −Nn−w+j,b+1)
(
n−w + j
j
)
Z
w(−1)j(qk−(n−w+j−b) − 1)
+
n−ℓr−1∑
w=n−ℓr−ℓ+2
w−n+ℓr+ℓ−2∑
j=0
ℓ−1−n+w−j+k∑
b=1
(Nn−w+j,b+1 −Nn−w+j,b+2)
(
n− w + j
j
)
Z
w(−1)j(qb − 1)
+
n∑
w=n−ℓr
w−n+ℓr+ℓ−2∑
j=w−n+ℓr+1
ℓ−1−n+w−j+k∑
b=1
(Nn−w+j,b+1 −Nn−w+j,b+2)
(
n− w + j
j
)
Z
w(−1)j(qb − 1).
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|U | = u Possible ρ(U) = v No. of sets U Remarks
Rank drops by 1 when
ℓr + 1
k − 1
(
ℓ
2
)(
n−2(r+1)
u−2(r+1)
)
−
(
ℓ
3
)(
n−3(r+1)
u−3(r+1)
)
exactly two local codes are
included in the set
.
.
.
.
.
.
Rank drops by ℓ− 2 when
k − (ℓ− 2)
(
ℓ
(ℓ−1)
)(
n−(ℓ−1)(r+1)
u−(ℓ−1)(r+1)
)
exactly ℓ− 1 local codes are
included in the set
.
.
.
.
.
.
.
.
.
Rank drops by 1 when
ℓr + j
k − 1
(
ℓ
j+1
)(
n−(j+1)(r+1)
u−(j+1)(r+1)
)
−
(
ℓ
j+2
)(
n−(j+2)(r+1)
u−(j+2)(r+1)
)
exactly j + 1 local codes are
included in the set
.
.
.
.
.
.
Rank drops by ℓ− 1− j when
k − (ℓ− 1− j)
(
ℓ
ℓ−1
)(
n−(ℓ−1)(r+1)
u−(ℓ−1)(r+1)
)
exactly ℓ− 1 local codes are
included in the set
.
.
.
.
.
.
.
.
.
Rank drops by 1 when
ℓr + ℓ− 2 k − 1
(
ℓ
ℓ−1
)(
n−(ℓ−1)(r+1)
u−(ℓ−1)(r+1)
)
exactly ℓ− 1 local codes are
included in the set
TABLE IV
COUNT OF THE NUMBER OF SETS U ⊆ S SUCH THAT |U | = u AND ρ(U) = v FOR k + 1 ≤ u ≤ k + ℓ− 2. WE HAVE NOT INCLUDED THE
COUNT CORRESPONDING TO RANK k AS THAT TERM REDUCES TO ZERO.
The weight enumerators in the theorem statement follow by bringing together coefficients with the same power
of Z and by noting that n− ℓr − ℓ+ 2 = h+ 2 and ℓ− 1− n+ w − j + k = w − j − h− 1.
IV. WEIGHT ENUMERATORS OF LOCAL MRC
In this section, we identify the matroid structure of a local MRC. We derive the weight enumerators of a local
MRC with two local codes.
Proposition 2. Consider an [n, k, dmin] local MRC with locality r, where n = k+ h+ k+hr and dmin = h+2. Let
the supports of the k+h
r
local groups be {S1, S2, . . . , S k+h
r
}. The set of all independent sets of the local MRC are
given by
I = {I ⊆ S | |I| ≤ k, |I ∩ Si| ≤ r, 1 ≤ i ≤
k + h
r
}. (27)
Proof: The proof is similar to that of Proposition 1.
A. Weight Enumerators of Local MRC with Two Local Codes
Theorem IV.1. Consider an [n, k, dmin] local MRC with locality r, where k + h = 2r, r + 1 ≤ k < 2r, n =
k + h+ k+h
r
and dmin = h+ 2. Let the supports of the two local groups be {S1, S2}. The weight enumerators of
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Term w No. of (u, j) pairs Range of j
in Sum terms
T1i
n r + 1 (i(r + 1), i(r + 1)), . . . ,
(i(r + 1) + r, i(r + 1) + r) j = w − n+ i(r + 1)
n− 1 r + 1 (i(r + 1), i(r + 1)− 1), . . . ,
(i(r + 1) + r, i(r + 1) + r − 1) to j = w − n+ i(r + 1) + r
.
.
.
.
.
.
.
.
.
n− i(r + 1) + 1 r + 1 (i(r + 1), 1), . . . , (i(r + 1) + r, r + 1)
n− i(r + 1) r + 1 (i(r + 1), 0), . . . , (i(r + 1) + r, r) j = 0 to
.
.
.
.
.
.
.
.
. j = w − n+ i(r + 1) + r
n− i(r + 1)− r 1 (i(r + 1) + r, 0)
T2
n r + 2− ℓ ((ℓ− 1)(r + 1), (ℓ− 1)(r + 1)), . . . , (ℓr, ℓr)
n− 1 r + 2− ℓ ((ℓ− 1)(r + 1), (ℓ− 1)(r + 1)− 1), . . . , (ℓr, ℓr − 1) j = w − n+ (ℓ− 1)(r + 1)
.
.
.
.
.
.
.
.
. to j = w − n+ ℓr
n− (ℓ− 1)(r + 1) + 1 r + 2− ℓ ((ℓ− 1)(r + 1), 1), . . . , (ℓr, r + 2− ℓ)
n− (ℓ− 1)(r + 1) r + 2− ℓ ((ℓ− 1)(r + 1), 0), . . . , (ℓr, r + 1− ℓ) j = 0 to
.
.
.
.
.
.
.
.
. j = w − n+ ℓr
n− ℓr 1 (ℓr, 0)
T3
n ℓ− 2 (ℓr + 1, ℓr + 1), . . . , (ℓr + ℓ− 2, ℓr + ℓ− 2)
n− 1 ℓ− 2 (ℓr + 1, ℓr), . . . , (ℓr + ℓ− 2, ℓr + ℓ− 3) j = w − n+ ℓr + 1
.
.
.
.
.
.
.
.
. to j = w − h− 2
h+ ℓ ℓ− 2 (ℓr + 1, 1), . . . , (ℓr + ℓ− 2, ℓ− 2)
h+ ℓ− 1 ℓ− 2 (ℓr + 1, 0), . . . , (ℓr + ℓ− 2, ℓ− 3) j = 0 to
.
.
.
.
.
.
.
.
. j = w − h− 2
h+ 2 1 (ℓr + ℓ− 2, 0)
TABLE V
ILLUSTRATING THE CHANGE OF VARIABLES FROM u, j TO w = n− u+ j, j FOR A DATA-LOCAL MRC WITH ℓ ≥ 3 LOCAL CODES.
the code are given by
Ah+2 = 2
(
n− r − 1
r − 1
)
(q − 1),
Aw =
w−h−3∑
j=0
(
n
w
)(
w
j
)
(−1)j(qk+w−n−j − 1)
+
w−h−2∑
j=0
2(q − 1)
(
n− r − 1
n− w + j − r − 1
)(
n−w + j
j
)
(−1)jqk+w−n−j, h+ 3 ≤ w ≤ r + 1,
Aw =
w−h−3∑
j=0
(
n
w
)(
w
j
)
(−1)j(qk+w−n−j − 1)
+
w−h−2∑
j=w−r−1
2(q − 1)
(
n− r − 1
n− w + j − r − 1
)(
n− w + j
j
)
(−1)jqk+w−n−j, r + 2 ≤ w ≤ n.
Proof: The proof of this theorem is similar to that of Theorem III.1. See Appendix A.
Remark 1. The weight enumerator of a local MRC with ℓ ≥ 3 local codes can be calculated in a similar way as
in the case of data-local MRC with ℓ ≥ 3 local codes. The derivation and expressions of weight enumerators are
avoided for lack of space.
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V. HIGHER SUPPORT WEIGHTS OF MRC
In this section, we define generalized Hamming weights (GHW) and present two properties of GHWs. Then, we
present the result by Britz [18], which relates the Tutte polynomial of a code to all the higher support weights.
Subsequently, we give the GHW structure of a data-local MRC with two local codes and use them to derive the
higher support weights of the code. Finally, we use the same techniques to derive the higher support weights of a
local MRC with two local codes.
A. Generalized Hamming Weights, Higher Support Weights and Tutte Polynomial
Definition 4 (Generalized Hamming Weights). The ith, 1 ≤ i ≤ k, generalized Hamming weight [21] (also known
as minimum support weight [22]) of a code C is defined by
di(C) = di = min
D<C
dim(D)=i
|Supp(D)| , (28)
where D < C, is used to denote a subcode D of C.
It is well known that d = d1 < d2 < . . . < dk = n.
Lemma V.1. The GHWs of C are related to those of C⊥ by the following relation [21]:
{di, 1 ≤ i ≤ k} = [n] \ {n + 1− d
⊥
j , 1 ≤ j ≤ n− k}. (29)
Lemma V.2. For any set U ⊆ [n] such that |U | ≥ n− di + 1, 1 ≤ i ≤ k, ρ(U) ≥ k − (i− 1).
Proof: Consider the generator matrix including all basis vectors of sub code shortened on [n] \U . The matrix
can be written as follows
G =

 A 0B︸︷︷︸
di−1 columns
C︸︷︷︸
U

 (30)
We have that rank(A) ≤ i− 1 and rank(A) + rank(C) = k. Hence, we have rank(C) ≥ k − (i− 1).
For 1 ≤ s ≤ k, the sth support weight polynomial of a code C is defined as a polynomial W (s)C (Z) =∑n
i=0A
(s)
i Z
i
, where A(s)i = |D ∈ C : dim(D) = s, wt(D) = i|. For integers s, t ≥ 0, we define
[t]s =
s−1∏
i=0
(qt − qi) and
[
t
s
]
=
[t]s
[s]s
, (31)
[
s
t
]
indicate the number of t dimensional subspaces of a given s dimensional subspace over Fq.
[
s
t
]
= 0 when s < t.
The higher support weights of a code are related to the Tutte polynomial of the code as follows (Britz’s result
[18], [19], [23]):
Theorem V.3. For 1 ≤ s ≤ k, the sth support weight polynomial of a code can be determined from the Tutte
polynomial of the code TC(X,Y ) using the following relation:
W
(s)
C (Z) = Z
n−k(1− Z)k
s∑
i=0
(−1)s−i
[s]s
q(
s−i
2
)
[
s
i
]
TC(
1 + (qi − 1)Z
1− Z
,
1
Z
), (32)
The above equation can be simplified as follows.
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W
(s)
C (Z) = Z
n−k(1− Z)k
s∑
i=0
(−1)s−i
[s]s
q(
s−i
2
)
[
s
i
]
TC(
1 + (qi − 1)Z
1− Z
,
1
Z
)
= Zn−k(1− Z)k
s∑
i=0
(−1)s−i
[s]s
q(
s−i
2
)
[
s
i
] ∑
U⊆[n]
(
1 + (qi − 1)Z
1− Z
− 1
)k−ρ(U)(
1
Z
− 1
)|U |−ρ(U)
= Zn−k(1− Z)k
s∑
i=0
(−1)s−i
[s]s
q(
s−i
2
)
[
s
i
] ∑
U⊆[n]
(
qiZ
1− Z
)k−ρ(U)(
1
Z
− 1
)|U |−ρ(U)
=
∑
U⊆[n]
Zn−|U |(1− Z)|U |
s∑
i=0
(−1)s−i
[s]s
q(
s−i
2
)
[
s
i
]
qi(k−ρ(U)). (33)
(a)
=
∑
U⊆[n]
Zn−|U |(1− Z)|U |
[
k − ρ(U)
s
]
, (34)
where (a) follows from the following identity [19],[
t
s
]
=
s∑
i=0
(−1)s−i
[s]s
q(
s−i
2
)
[
s
i
]
qit (35)
For any set U such that |U | ≥ n− ds + 1, ρ(U) ≥ k − (s− 1) and hence
[
k−ρ(U)
s
]
= 0. Hence, the sth support
weight polynomial can be rewritten as
W
(s)
C (Z) =
∑
U⊆[n]:
|U |≤n−ds
Zn−|U |(1− Z)|U |
[
k − ρ(U)
s
]
. (36)
B. Higher Support Weights of Data-Local MRC with Two Local Codes
Proposition 3. Consider an [n, k, dmin] data-local MRC C with locality r, where k = 2r, n = k + kr + h and
dmin = h+ 2. The generalized Hamming weights of the code are given by
ds =
{
h+ 1 + s, 1 ≤ s ≤ r,
h+ 2 + s, r + 1 ≤ s ≤ 2r.
(37)
Proof: Consider the sub code D of the dual code C⊥ spanned by the two local parities. It can be verified that
C is a data-local MRC if and only if any k-core of D is also k-core of C⊥. Applying Theorem 4.3 of [24], we
have that generalized Hamming weights of C⊥ are given by
d⊥1 = r + 1
d⊥i = 2r + i, 2 ≤ i ≤ h+ 2. (38)
The theorem follows by applying the duality of generalized Hamming weights from Lemma V.1.
Theorem V.4. Consider an [n, k, dmin] data-local MRC with locality r, where k = 2r, n = k + kr + h and
dmin = h+ 2. For 1 ≤ s ≤ r, the higher support weights of the code are given in Table VI.
Proof:
We have to consider all sets U such that |U | = u ≤ n− ds = 2r + h+ 2− (h+ 1 + s) = 2r − s+ 1 (applying
Proposition 3). Note that 2r− s+1 ≥ r+1, since 2 ≤ s ≤ r. The proof follows from the same counting as in the
proof of Theorem III.1.
1) For a set U of size 0 ≤ u ≤ r, ρ(U) = u. The number of such sets are (n
u
)
.
2) For a set U of size r + 1 ≤ u ≤ 2r − s+ 1, there are the following two cases possible.
a) The number of sets with ρ(U) = u− 1 are 2(n−r−1
u−r−1
)
.
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Higher support weights for 2 ≤ s ≤ r − 1
w A
(s)
w
h+ 1 + s 2
(
n−r−1
r−s
)
h+ 2 + s ≤ w
∑w−h−2−s
j=0
(
n
w
)(
w
j
)
(−1)j
[
k+w−n−j
s
]
≤ r + h+ 1 +
∑w−h−1−s
j=0 2
(
n−r−1
n−w+j−r−1
)(
n−w+j
j
)
(−1)j(
[
k+w−n−j+1
s
]
−
[
k+w−n−j
s
]
)
r + h+ 2 ≤ w
∑w−h−2−s
j=0
(
n
w
)(
w
j
)
(−1)j
[
k+w−n−j
s
]
≤ n +
∑w−h−1−s
j=w−r−h−1 2
(
n−r−1
n−w+j−r−1
)(
n−w+j
j
)
(−1)j(
[
k+w−n−j+1
s
]
−
[
k+w−n−j
s
]
)
Higher support weights for s = r
w A
(r)
w
h+ 1 + r 2
r + h+ 2 ≤ w
∑w−h−2−s
j=0
(
n
w
)(
w
j
)
(−1)j
[
k+w−n−j
s
]
≤ n +
∑w−h−1−s
j=w−r−h−1 2
(
n−r−1
n−w+j−r−1
)(
n−w+j
j
)
(−1)j(
[
k+w−n−j+1
s
]
−
[
k+w−n−j
s
]
)
TABLE VI
HIGHER SUPPORT WEIGHTS OF DATA-LOCAL MRC WITH TWO LOCAL CODES.
b) The number of sets with ρ(U) = u are (n
u
)
− 2
(
n−r−1
u−r−1
)
.
Hence, the sth support weight polynomial in (36) can be rewritten as
W
(s)
C (Z) =
r∑
u=0
(
n
u
)
Zn−u(1− Z)u
[
k − u
s
]
+
2r−s+1∑
u=r+1
2
(
n− r − 1
u− r − 1
)
Zn−u(1− Z)u
[
k − u+ 1
s
]
+
2r−s+1∑
u=r+1
((
n
u
)
− 2
(
n− r − 1
u− r − 1
))
Zn−u(1− Z)u
[
k − u
s
]
(a)
=
2r−s∑
u=0
u∑
j=0
(
n
u
)(
u
j
)
Zn−u+j(−1)j
[
k − u
s
]
+
2r−s+1∑
u=r+1
u∑
j=0
2
(
n− r − 1
u− r − 1
)(
u
j
)
Zn−u+j(−1)j(
[
k − u+ 1
s
]
−
[
k − u
s
]
), (39)
where (a) follows since for the case when u = 2r − s + 1 and the set is full rank, the term in the summation is
zero. By applying the change of variables w = n− u+ j, j = j to the above equation, the higher support weights
given in the theorem statement follow.
Remark 2. The relation between W (1)(Z) and the weight enumerator polynomial of a code WC(Z) is given by
WC(Z) = 1 + (q − 1)W
(1)
C (Z). (40)
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Theorem V.5. Consider an [n, k, dmin] data-local MRC with locality r, where k = 2r, n = k + kr + h and
dmin = h+ 2. For r + 1 ≤ s ≤ 2r, the higher support weights of the code are given by
A(s)w =
(
n
w
)w−n+2r−s∑
j=0
(
w
j
)
(−1)j
[
k − n+ w − j
s
]
q
, h+ 2 + s ≤ w ≤ n. (41)
Proof: We have to consider all sets U such that |U | = u ≤ n − ds = 2r + h + 2 − (h + 2 + s) = 2r − s
(applying Proposition 3). Note that 2r − s ≤ r − 1, since r + 1 ≤ s ≤ 2r. The sth support weight polynomial in
(36) can be rewritten as
W
(s)
C (Z) =
2r−s∑
u=0
(
n
u
)
Zn−u(1− Z)u
[
k − u
s
]
=
2r−s∑
u=0
u∑
j=0
(
n
u
)(
u
j
)
Zn−u+j(−1)j
[
k − u
s
]
=
n∑
w=n−2r+s
w−n+2r−s∑
j=0
(
n
w
)(
w
j
)
Zw(−1)j
[
k − n+ w − j
s
]
. (42)
C. Higher Support Weights of Local MRC with Two Local Codes
Proposition 4. Consider an [n, k, dmin] local MRC with locality r, where k+h = 2r, r+1 ≤ k < 2r, n = k+h+ k+hr
and dmin = h+ 2. The generalized Hamming weights of the code [24] are given by
ds =
{
h+ 1 + s, 1 ≤ s ≤ r − h,
h+ 2 + s, r − h+ 1 ≤ s ≤ 2r − h.
(43)
Proof: The proof is similar to the proof of Proposition 3.
Theorem V.6. Consider an [n, k, dmin] local MRC with locality r, where k+h = 2r, r+1 ≤ k < 2r, n = k+h+ k+hr
and dmin = h+ 2. For 1 ≤ s ≤ r − h, the higher support weights of the code are given in Table VII.
Proof:
We have to consider all sets U such that |U | = u ≤ n− ds = 2r + 2− (h+ 1 + s) = 2r − s− h+ 1 (applying
Proposition 4). Note that 2r− s− h+ 1 ≥ r+ 1, since 1 ≤ s ≤ r− h. The proof follows from the same counting
as in the proof of Theorem IV.1.
1) For a set U of size 0 ≤ u ≤ r, ρ(U) = u. The number of such sets are (n
u
)
.
2) For a set U of size r + 1 ≤ u ≤ 2r − s− h+ 1, there are the following two cases possible.
a) The number of sets with ρ(U) = u− 1 are 2(n−r−1
u−r−1
)
.
b) The number of sets with ρ(U) = u are (n
u
)
− 2
(
n−r−1
u−r−1
)
.
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Higher support weights for 1 ≤ s ≤ r − h− 1
w A
(s)
w
h+ 1 + s 2
(
n−r−1
r−s
)
h+ 2 + s ≤ w
∑w−h−2−s
j=0
(
n
w
)(
w
j
)
(−1)j
[
k+w−n−j
s
]
≤ r + 1 +
∑w−h−1−s
j=0 2
(
n−r−1
n−w+j−r−1
)(
n−w+j
j
)
(−1)j(
[
k+w−n−j+1
s
]
−
[
k+w−n−j
s
]
)
r + 2 ≤ w
∑w−h−2−s
j=0
(
n
w
)(
w
j
)
(−1)j
[
k+w−n−j
s
]
≤ n +
∑w−h−1−s
j=w−r−1 2
(
n−r−1
n−w+j−r−1
)(
n−w+j
j
)
(−1)j(
[
k+w−n−j+1
s
]
−
[
k+w−n−j
s
]
)
Higher support weights for s = r − h
w A
(r−h)
w
1 + r 2
r + 2 ≤ w
∑w−h−2−s
j=0
(
n
w
)(
w
j
)
(−1)j
[
k+w−n−j
s
]
≤ n +
∑w−h−1−s
j=w−r−h−1 2
(
n−r−1
n−w+j−r−1
)(
n−w+j
j
)
(−1)j(
[
k+w−n−j+1
s
]
−
[
k+w−n−j
s
]
)
TABLE VII
HIGHER SUPPORT WEIGHTS OF LOCAL MRC WITH TWO LOCAL CODES.
Hence, the sth support weight polynomial in (36) can be rewritten as
W
(s)
C (Z) =
r∑
u=0
(
n
u
)
Zn−u(1− Z)u
[
k − u
s
]
+
2r−s−h+1∑
u=r+1
2
(
n− r − 1
u− r − 1
)
Zn−u(1− Z)u
[
k − u+ 1
s
]
+
2r−s−h+1∑
u=r+1
((
n
u
)
− 2
(
n− r − 1
u− r − 1
))
Zn−u(1− Z)u
[
k − u
s
]
(a)
=
2r−s−h∑
u=0
u∑
j=0
(
n
u
)(
u
j
)
Zn−u+j(−1)j
[
k − u
s
]
+
2r−s−h+1∑
u=r+1
u∑
j=0
2
(
n− r − 1
u− r − 1
)(
u
j
)
Zn−u+j(−1)j(
[
k − u+ 1
s
]
−
[
k − u
s
]
), (44)
where (a) follows since for the case when u = 2r− s−h+1 and the set is full rank, the term in the summation is
zero. By applying the change of variables w = n− u+ j, j = j to the above equation, the higher support weights
given in the theorem statement follow.
Theorem V.7. Consider an [n, k, dmin] local MRC with locality r, where k+h = 2r, r+1 ≤ k < 2r, n = k+h+ k+hr
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and dmin = h+ 2. For r − h+ 1 ≤ s ≤ 2r − h, the higher support weights of the code are given by
A(s)w =
(
n
w
)w−n+2r−s∑
j=0
(
w
j
)
(−1)j
[
k − n+ w − j
s
]
q
, h+ 2 + s ≤ w ≤ n. (45)
Proof: We have to consider all sets U such that |U | = u ≤ n − ds = 2r + 2 − (h + 2 + s) = 2r − h − s
(applying Proposition 4). Note that 2r − h − s ≤ r − 1, since r − h + 1 ≤ s ≤ 2r − h. The sth support weight
polynomial in (36) can be rewritten as
W
(s)
C (Z) =
2r−h−s∑
u=0
(
n
u
)
Zn−u(1− Z)u
[
k − u
s
]
=
2r−h−s∑
u=0
u∑
j=0
(
n
u
)(
u
j
)
Zn−u+j(−1)j
[
k − u
s
]
=
n∑
w=n−2r+h+s
w−n+2r−h−s∑
j=0
(
n
w
)(
w
j
)
Zw(−1)j
[
k − n+ w − j
s
]
. (46)
VI. CONCLUSIONS AND ONGOING WORK
In this paper, we identified the matroid structures corresponding to data-local and local MRCs. The matroid
structures of these codes are used to determine the associated Tutte polynomial. Using Greene’s result, we obtained
explicit expressions for the weight enumerators of data-local and local MRCs. Also using Britz’s result, we obtained
expressions for higher support weights of data-local and local MRCs with two local codes. It is part of ongoing
work to investigate whether the non-negativity of these weight enumerators and higher support weights result in a
non-trivial lower bound on the field size of MRC.
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APPENDIX A
PROOF OF THEOREM IV.1
For any set U such that |U | = u ≤ n− dmin = k = 2r − h, we have the following cases
1) For a set U of size 0 ≤ u ≤ r, the set is independent. Hence, rank of the set ρ(U) = u. The number of sets
of this type are Nu,0 =
(
n
u
)
.
2) For a set U of size r + 1 ≤ u ≤ 2r − h, there are the following two cases possible.
a) Let U be such that either |U ∩ S1| = r + 1 or |U ∩ S2| = r + 1. In this case, the set U is dependent. The
rank of the set ρ(U), which is the size of the largest independent set in U , is given by ρ(U) = u− 1. The
number of sets Nu,1 of this type are Nu,1 = 2
(
n−r−1
u−r−1
)
.
b) Let U be such that |U ∩ Si| ≤ r, i = 1, 2. In this case, the set U is independent and hence, rank of the set
ρ(U) = u. The number of sets of this type are Nu,0 −Nu,1 =
(
n
u
)
− 2
(
n−r−1
u−r−1
)
.
Hence, the weight enumerator polynomial in (19) can be rewritten as
WC(Z) = 1 +
r∑
u=0
(
n
u
)
Zn−u(1− Z)u(qk−u − 1) (47)
+
2r−h∑
u=r+1
2
(
n− r − 1
u− r − 1
)
Zn−u(1− Z)u(qk−u+1 − 1) (48)
+
2r−h∑
u=r+1
((
n
u
)
− 2
(
n− r − 1
u− r − 1
))
Zn−u(1− Z)u(qk−u − 1) (49)
= 1 +
2r−h−1∑
u=0
(
n
u
)
Zn−u(1− Z)u(qk−u − 1) (50)
+
2r−h∑
u=r+1
2
(
n− r − 1
u− r − 1
)
Zn−u(1− Z)u(qk−u+1 − qk−u) (51)
= 1 +
2r−h−1∑
u=0
u∑
j=0
(
n
u
)(
u
j
)
Zn−u+j(−1)j(qk−u − 1) (52)
+
2r−h∑
u=r+1
u∑
j=0
2
(
n− r − 1
u− r − 1
)(
u
j
)
Zn−u+j(−1)j(qk−u+1 − qk−u) (53)
= 1 + T1 + T2. (54)
By applying the change of variables w = n−u+ j, j = j to the above equation, we first identify the (u, j) pairs
which result in a given value of w (Table VIII).
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Term w No. of (u, j) pairs Range of j
in Sum terms
T1
n 2r − h (0, 0), (1, 1), . . . , (2r − h− 1, 2r − h− 1)
n− 1 2r − h− 1 (1, 0), (2, 1), . . . , (2r − h− 1, 2r − h− 2) j = 0 to
.
.
.
.
.
.
.
.
. j = w − h− 3
h+ 3 1 (2r − h− 1, 0)
T2
n r − h (r + 1, r + 1), (r + 2, r + 2), . . . , (2r − h, 2r − h)
n− 1 r − h (r + 1, r), (r + 2, r + 1), . . . , (2r − h, 2r − h− 1) j = w − r − 1
.
.
.
.
.
.
.
.
. to j = w − h− 2
r + 2 r − h (r + 1, 1), (r + 2, r − 1), . . . , (2r − h, r − h)
r + 1 r − h (r + 1, 0), (r + 2, 1), . . . , (2r − h, r − h− 1) j = 0 to
.
.
.
.
.
.
.
.
. j = w − h− 2
h+ 2 1 (2r − h, 0)
TABLE VIII
ILLUSTRATING THE CHANGE OF VARIABLES FROM u, j TO w = n− u+ j, j FOR A LOCAL MRC WITH TWO LOCAL CODES.
