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Although it is well known that the Ward identities prohibit anomalous dimensions for conserved
currents in local field theories, a claim from certain holographic models involving bulk dilaton
couplings is that the gauge field associated with the boundary current can acquire an anomalous
dimension. We resolve this conundrum by showing that all the bulk actions that produce anomalous
dimensions for the conserved current generate non-local actions at the boundary. In particular, the
Maxwell equations are fractional. To prove this, we generalize to p-forms the Caffarelli/Silvestre
(CS) extension theorem. In the context of scalar fields, this theorem demonstrates that second-
order elliptic differential equations in the upper half-plane in Rn+1+ reduce to one with the fractional
Laplacian, ∆γ , with γ ∈ R, when one of the dimensions is eliminated. From the p-form generalization
of the CS extension theorem, we show that at the boundary of the relevant holographic models, a
fractional gauge theory emerges with equations of motion of the form, ∆γAt = 0 with γ ∈ R and At
the boundary components of the gauge field. The corresponding field strength F = dγA
t = d∆
γ−1
2 At
is invariant under At → At + dγΛ with the fractional differential given by dγ ≡ (∆)
γ−1
2 d, implying
that [At] = γ which is in general not unity.
I. INTRODUCTION
A text-book problem[1, 2] in quantum field theory is to prove that conserved quantities such as
the electrical current cannot acquire anomalous dimensions even under renormalization. The basic
argument is that the current, Jµ, enters the action through the combination JµA
µ, where Aµ is the
vector potential. As long as the theory remains gauge-invariant, the transformation Aµ → Aµ + ∂µΛ,
ensures that [Aµ] = 1 and hence the dimension of Jµ is fixed by the volume factor in the action;
that is, [Jµ] = d − 1[1, 2]. Nonetheless, holographic[3, 4] bulk models have been constructed in
which the dimension of the current at the boundary is arbitrary and hence so is the dimension of
associated gauge field, Aµ. Since A is a differential 1-form, precisely what it means for it to acquire
an anomalous dimension is unclear. In this note, we show that the operative mechanism for changing
the dimension of A in the extant holographic constructions [3, 4] is the p-form generalization of the
Caffarelli-Silvestre[5] mechanism. The conformal version of this theorem can be found in the works of
Graham and Zworski [6] and Chang and Gonzalez [7]. What we prove here is that although the dual
theory[8, 9] is governed by currents that in principle do not obey the standard local gauge group, they
are controlled by a fractional gauge group in which A→ A + dγΛ, where dγ = (∆) γ−12 d, with γ ∈ R
and Λ ∈ C2(M). We provide an explicit proof of this here.
That there is a fundamental connection between the Caffarelli/Silvestre mechanism and the holo-
graphic models that generate anomalous dimensions for the gauge field is ultimately not surprising
given that such models are all based on dilaton actions of the form,
S =
∫
ddxdy
√−gZ(φ)F 2 + · · · , (I.1)
where F is the field strength and y is the radial direction. The class of solutions[3, 4] that yields the
anomalous dimension for the gauge field has the dilaton field scaling as Z(φ) ∝ ya. Consequently, the
equations of motion are equivalent to
∇µ(yaFµν) = 0. (I.2)
In the language of differential forms, this equation becomes
d(ya ⋆ dA) = 0, (I.3)
which clearly illustrates that along any slice perpendicular to the radial direction, the standard U(1)
gauge transformation applies. To determine what happens at the boundary, we note that these
equations are reminiscent of those studied by Caffarelli and Silvestre[5] (CS) for the case of a scalar
field,
∇ · (ya∇u), (I.4)
which is just a recasting of the (degenerate) elliptic differential equation
u(x, y = 0) = f(x) (I.5)
∆xu+
a
y
uy + uyy = 0. (I.6)
What they were interested in is what form does this differential equation acquire at the boundary,
y → 0. They showed that any equation of this kind satisfies
lim
y→0+
(−yauy) = Cd,γ(−∆)γf(x). (I.7)
where γ = (1 − a)/2 and ∆ is the Euclidean Laplacian. We show here that the same result holds
for a differential p-form and hence the boundary action in holographic models that yield anomalous
dimensions is of the form,
S =
1
2
∫
Ai(−∇)2γAi, (I.8)
2
thereby giving rise to fractional scaling dimension for A. The corresponding field strength is the
2-form,
F = dγA = d∆
γ−1
2 A, (I.9)
with gauge-invariant condition,
A→ A+ dγΛ, (I.10)
with
dγ ≡ (∆)
γ−1
2 d, (I.11)
which preserves the 1-form nature of the gauge-field with dimension [Aµ] = γµ, rather than unity. In
the process we introduce various equivalent definitions for dγ above and show that mathematically it
is the correct generalization of the standard differential of forms, in that (cf. Theorem II.11)
dγd
∗
γ + d
∗
γdγ = ∆
γ (I.12)
There is a precedent for fractional gauge groups in boundary actions. In a spacetime that is
asymptotically hyperbolic, Domokos and Gabadze[10] considered a bulk action with F 2 with a gauge
transformation of the standard form along the boundary coordinates but a fractional transformation,
Ay → Ay + ∂γyAy (I.13)
(I.14)
along the radial direction. Here ∂ay is the fractional derivative. They then integrated out the radial
direction and obtained the fractional action, Eq. (I.8), for the boundary components of the gauge
field. The relationship between this mechanism and the dilaton approach is that asymptotically the
gauge field has an algebraic form at the boundary. Hence, powers of the radial coordinate can be
substituted for derivatives. As a result, fractional derivatives along y-coordiante will translate to a
bulk coupling of the dilaton form.
From a mathematical standpoint, our work opens up the possibility of studying new conformal
invariants in the form of the fractional Paneitz operators introduced by Graham-Zworski [6] and
Chang-Gonza´lez [7]. An interesting future direction is to analyze the main mathematical theorem
proven here both in the γ > 1 case and in the general manifold case. An important role here will
be played by the analogue of the Bochner-Weitzenbo¨ck formulae in the fractional setting, and we
expect significant changes to occur already at the γ = 12 case, as seen in the function case in Chang-
Gonza´lez’s work. We also expect fractional Laplacians on forms to be related to something analogous
to the Paneitz operators in the conformally compact setting of which our fractional Laplacian will
just be the highest order term, as in the work of Graham and Zworski [6] and Chang and Gonzalez
[7]. This will be part of future research.
II. THE FRACTIONAL LAPLACIAN ON FORMS
Throughout the paper, following standard nomenclature, we will denote by Ωp(M) the space of
p-forms on a manifold M . Let us fix the dimension of the manifold to be n. We recall a few facts
about the Laplacian on manifolds. First the Hodge star operator, ⋆ : Ωp(M) → Ωd−p(M) which is
defined by requiring that
⋆
(
ei1 ∧ · · · ∧ eip
)
= ej1 ∧ · · · ∧ ejn−p ,
3
if
{
ei1 , · · · , eip , ej1 , · · · , ejd−p
}
is a positive frame of the cotangent bundle T ∗M = Ω1(M). The inner
product on forms is defined by (α, β) =
∫
M
〈α, β〉 ⋆ 1, where 〈α, β〉 is the pointwise scalar product on
forms and ⋆1 = dV , the volume form. The scalar product (α, β) is readily seen to equal
(α, β) =
∫
M
α ∧ ⋆β.
Also, recall that the adjoint of the differential operator, denoted by d∗, is an operator d∗ : Ωp(M)→
Ωp−1(M) which satisfies the defining property1
(dα, β) = (α, d∗β).
It is a standard fact that the following holds
Lemma II.1. One has that on p-forms, d∗ = (−1)n(p+1)+1 ⋆ d⋆.
Let us recall that the Hodge Laplacian on p-forms is defined as
∆ = dd∗ + d∗d : Ωp(M)→ Ωp(M).
One readily show that if M = Rn with the standard flat metric ds2 = δij dx
i ⊗ dxj , the calculation of
d∗dω, dd∗ω and ∆ω for a p-form ω = ωi1···ipdx
i1 ∧ · · · dxip amounts to
d∗ω =
p∑
ℓ=1
(−1)(p+1)(2d−p)+ℓ ∂ωi1···ip
∂xiℓ
dxi1dxi1 ∧ · · · ∧ ˆdxiℓ ∧ · · · ∧ dxip , (II.1)
whence
dd∗ω =
p∑
ℓ=1
(−1)∂
2ωi1···ip
(∂xiℓ)2
dxi1 ∧ · · · dxip
+
p∑
ℓ=1
n−p∑
k=1
(−1)ℓ ∂
2ωi1···ip
∂xiℓ∂xjk
dxjk ∧ dxi1 ∧ · · · ∧ ˆdxiℓ ∧ · · · ∧ dxip ,
(II.2)
and
d∗dω =
n−p∑
k=1
(−1)∂
2ωi1···ip
(∂xjk)2
dxi1 ∧ · · · dxip
+
p∑
ℓ=1
n−p∑
k=1
(−1)ℓ+1 ∂
2ωi1···ip
∂xiℓ∂xjk
dxjk ∧ dxi1 ∧ · · · ∧ ˆdxiℓ ∧ · · · ∧ dxip .
(II.3)
Putting equations (II.2) and (II.3) together yields
∆ = −
n∑
m=1
∂2ωi1···ip
(∂xm)2
dxi1 ∧ · · · ∧ dxip . (II.4)
1 Here and in the sequel we will be purposely vague about the nature of M , that is, whether it is closed or with
boundary or compact or not. We will simply assume that the space of forms we take is the subspace of the space of
forms that is necessary for integration by parts to hold without boundary terms.
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This clearly shows that in general ∆ is an elliptic operator. Furthermore, using the fact that d∗ is the
adjoint of d, one can show that ∆ is a symmetric operator,
(∆α, β) = (α,∆β).
We thus define, following the spectral theorem, the fractional Laplacian on forms as
∆γα =
1
Γ(−γ)
∫ ∞
0
(
e−t∆α− α) dt
t1+γ
, (II.5)
for γ ∈ (0, 1). For negative powers, we define
∆−sω =
1
Γ(s)
∫ +∞
0
e−t∆ω
dt
t1−s
(II.6)
with s > 0. and as one does for the fractional Laplacian on functions, we define
∆γ = ∆γ−⌊γ⌋∆⌊γ⌋ (II.7)
where ⌊γ⌋ indicates the integral part of γ. In fact, this makes sense for any self-adjoint operator and
in particular it applies to both dd∗ and d∗d. Here, the heat semigroup e−t∆α on forms is defined by
requiring that e−t∆α be equal to the form β which is the solution to the diffusion equation

∂
∂t
β +∆β = 0, for (x, t) ∈M × R+
β(x, 0) = α(x) for x ∈M.
(II.8)
Recall, that such solutions always exist if ω is assumed sufficiently regular (ω ∈ C2,α is the correct
requirement) is part of the famed theorem of Milgram-Rosenbloom[11] ( see Theorem 3.6.1). We next
prove a sequence of important facts which will turn out to be useful for later purposes.
Lemma II.2. For any p-form ω, one has
∆γω =
∞∑
k=0
(
γ
k
)
(dd∗)γ−k(d∗d)kω
where
(
a
k
)
are Newton’s binomial coefficients.
Proof. This is a straightforward consequence of the definition and of Newton’s binomial theorem.
Lemma II.3. ∆γd = (dd∗)γd.
Proof. Using Lemma II.2 we can write
∆γdω =
∞∑
k=0
(
γ
k
)
(dd∗)γ−k(d∗d)kdω
but (d∗d)kdω = 0 unless k = 0, whence
∆γdω = (dd∗)γdω.
Alternatively, it follows from the definition II.5, observing that if β solves eq.(II.8) then dβ solves

∂
∂t
dβ +∆dβ = 0, for (x, t) ∈M × R+
dβ(x, 0) = dα(x) for x ∈M.
and therefore
e−t∆dβ = e−t(dd
∗)dβ
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Proposition II.4. For any a, b ∈ R
d(dd∗)a = 0, d∗(d∗d)a = 0 and [(d∗d)b, (d∗d)a] = 0
where [·, ·] denotes the commutator, and also
(d∗d)ad = 0, (dd∗)ad∗ = 0.
Proof. According to the comments following the definition of the fractional Laplacian ( Eq. (II.5)),
one defines
(dd∗)aω =
1
Γ(−a)
∫ ∞
0
(
e−tdd
∗
ω − ω
) dt
t1+a
, (II.9)
where β = e−tdd
∗
ω is the unique solution to


∂
∂t
β + dd∗β = 0, for (x, t) ∈M × R+
β(x, 0) = ω(x) for x ∈M.
(II.10)
It then follows from this differential equation that dβ satisfies the equation

∂
∂t
(dβ) = 0, for (x, t) ∈M × R+
dβ(x, 0) = dω(x) for x ∈M
, (II.11)
having used the fact that d2 = 0 hence ddd∗β = 0. Clearly equation (II.11) implies that d(e−tdd
∗
ω) =
dω for any t and therefore taking the differential of equation (II.9) implies that
d(dd∗)aω =
1
Γ(−a)
∫ ∞
0
(
de−tdd
∗
ω − dω
) dt
t1+a
= 0.
Since the operator dd∗ is neither self-adjoint (its adjoint is d∗d) nor elliptic (although it is degenerate
elliptic with degeneracy at those forms β such that d∗β = 0) the preceding argument needs justifi-
cation. Specifically, we need to show that equation (II.10) has eternal (i.e., for any t > 0) solutions.
This is done as follows. Let η be the (unique) solution to

∂
∂t
η +∆η = 0, for (x, t) ∈M × R+
η(x, 0) = ω(x) for x ∈M.
(II.12)
Recall that the space of p-forms decomposes, according to the Kodaira decomposition as2
Ωp(M) = dΩp−1(M)⊕ d∗Ωp+1(M)⊕Hp, (II.13)
where Hp = {ω ∈ Ωp(M) : ∆ω = 0} = {ω ∈ Ωp(M) : dω = 0 and d∗ω = 0}. Clearly if ∆ω = 0 or
ω ∈ dΩp−1(M) (so that dω = 0 in both cases), by taking d on both sides of the diffusion equation and
defining η (i.e., Eq. (II.12)), one obtains that dη = 0, whence ∆η = dd∗η. Therefore, one can take
β = η on dΩp−1(M)⊕Hp. On the other hand, if ω ∈ d∗Ωp+1(M), i.e. ω = d∗α with α ∈ d∗Ωp+1(M)
( so that d∗α = 0), then dd∗ω = 0 and clearly taking β constantly equal to ω solves Eq. (II.10) (
thereby proving that (dd∗)aω = 0 in this case). In all the cases, we have shown the solution to Eq.
(II.10) exists for every t > 0.
The proofs that d∗(d∗d)a = 0, (d∗d)b(d∗d)a = 0 and that (d∗d)ad = 0 and (dd∗)ad∗ = 0 are
analogous.
2 To be precise, in the decomposition of Eq. (II.13), one should consider the L2 closure Bp and B∗p of the spaces
dΩp−1(M) and d∗Ωp+1(M) respectively, but elliptic regularity allows us to consider directly smooth forms (instead
of L2), whence equation (II.13). Also, as stated our construction works for M compact and closed (i.e., with no
boundary). For either non-compact manifolds or for manifolds with boundary, one needs to restrict to the spaces of
L2 the p-forms with suitable conditions at infinity or at the boundary.
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A. Fractional differential
One of the crucial objects of cohomology theory (essential in geometric quantization) is the notion
of the differential of forms, which we generalize here to the fractional differential on a form as follows.
Definition II.5. Let γ ∈ (0, 1). We define the fractional differential dγ via
dγω =
1
2
(
d∆
γ−1
2 ω +∆
γ−1
2 dω
)
. (II.14)
where we recall the definition of ∆−s for for s > 0 from eq. (II.6)
∆−sω =
1
Γ(s)
∫ +∞
0
e−t∆ω
dt
t1−s
(II.15)
A few Lemmas are useful here.
Lemma II.6. The adjoint of dγ , denoted by d
∗
γ , is given by
d∗γ =
1
2
(
d∗∆
γ−1
2 ω +∆
γ−1
2 d∗ω
)
. (II.16)
Proof. By definition, the (formal) adjoint of dγ has to satisfy∫
M
dγω ∧ α =
∫
M
ω ∧ d∗γα.
The definition of dγ (Eq. (II.14)) implies that∫
M
dγω ∧ α =
∫
M
1
2
(
d∆
γ−1
2 ω +∆
γ−1
2 dω
)
∧ α =
∫
M
1
2
(
∆
γ−1
2 ω ∧ d∗ω + dω ∧∆ γ−12 α
)
=
∫
M
1
2
(
ω ∧∆ γ−12 d∗ω + ω ∧ d∗∆ γ−12 α
)
,
where we have used that d∗ is the adjoint of d and the integration by parts formula for the Laplacian3∫
M
∆bη ∧ β =
∫
M
η ∧∆bβ,
for forms η and β. Whence, reading from the first to last the equalities, we have∫
M
dγω ∧ α dV =
∫
M
1
2
(
ω ∧∆ γ−12 d∗ω + ω ∧ d∗∆ γ−12 α
)
,
which proves the Lemma.
In fact, through the use of Proposition II.4, we can simplify the expressions of dγ and d
∗
γ .
Lemma II.7.
dγ =
1
2
(
d(d∗d)
γ−1
2 ω + (dd∗)
γ−1
2 dω
)
and
d∗γ =
1
2
(
d∗(dd∗)
γ−1
2 ω + (d∗d)
γ−1
2 d∗ω
)
.
3 The integration by parts formula for the fractional Laplacian on forms is easily proven appealing to the standard
integration by parts formula for the fractional Laplacian on functions, aided by a partition of unity argument.
7
Proof. Straightforward, using Proposition II.4.
Clearly dγ : Ω
p → Ωp+1, i.e., if ω is a p-form, then dγω is a p+ 1-form. Therefore, the question as to
whether da generates a complex springs to mind. This is answered in the affirmative by the proof of
the following Proposition.
Proposition II.8.
dγ ◦ dγ = 0 and d∗γ ◦ d∗γ = 0.
Proof. Using Lemma II.7 and Proposition II.4, one immediately obtains
dγdγω =
1
4
(
d(d∗d)
γ−1
2 + (dd∗)
γ−1
2 d
)(
d(d∗d)
γ−1
2 ω + (dd∗)
γ−1
2 dω
)
=
1
4
(
d(d∗d)
γ−1
2 d(d∗d)
γ−1
2 ω + d(d∗d)
γ−1
2 (dd∗)
γ−1
2 dω + (dd∗)
γ−1
2 dd(d∗d)
γ−1
2 ω + (dd∗)
γ−1
2 d(dd∗)
γ−1
2 d
)
= 0.
The fact that dγ forms a complex leads to the definition of the fractional cohomology groups
Hpa(M,R) = ker dγ/Imdγ . The fractional Hodge theorem and the connection of these cohomology
groups with the standard DeRham cohomology will be discussed in a future paper. Perhaps more
importantly for the purposes of this article is the fact that da is the right fractional differential of
forms in relation to the Fractional Laplacian of forms, as testified by the fact (which we shall prove
in Theorem II.11) that dγd
∗
γ + d
∗
γdγ is the fractional Laplacian. In order to prove this fact, we first
need to establish a few results.
Proposition II.9. For any form ω and any b ∈ R, one has
d∗(dd∗)b = (d∗d)bd∗ d(d∗d)b = (dd∗)bd, (II.17)
whence
d∗(dd∗)bd = (d∗d)b+1, d(d∗d)bd∗ = (dd∗)b+1, d(d∗d)bd∗(dd∗)c = (dd∗)b+c+1
d∗(dd∗)bd(d∗d)c = (d∗d)b+c+1.
(II.18)
Proof. By definition (cf. Eq. (II.9)) one knows that4
(dd∗)bω =
1
Γ(−b)
∫ ∞
0
(
e−tdd
∗
ω − ω
) dt
t1+b
, (II.19)
where β = e−tdd
∗
ω is the unique solution to


∂
∂t
β + dd∗β = 0, for (x, t) ∈M × R+
β(x, 0) = ω(x). for x ∈M
(II.20)
Taking d∗ of this equation produces

∂
∂t
(d∗β) + d∗d(d∗β) = 0, for (x, t) ∈M × R+
d∗β(x, 0) = d∗ω(x), for x ∈M,
(II.21)
4 Again, here one needs to argue that the solution to the diffusion equation for d∗d has (a unique) solution. This is
done in the same way as in Lemma II.4 and specifically the arguments surrounding Eq. (II.12).
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which shows that d∗
(
e−tdd
∗
ω
)
= e−td
∗dd∗ω and therefore calculating d∗ of both sides of Eq. (II.19),
we obtain
d∗(dd∗)bω =
1
Γ(−b)
∫ ∞
0
(
e−td
∗dd∗ω − d∗ω
) dt
t1+b
= (d∗d)b(d∗ω). (II.22)
The second formula in Eq. (II.17) is proven analogously and the formulae in Eq. (II.18) are conse-
quences of Eq. (II.17).
We can now make the following observation which readily follows from the Proposition above.
Remark II.10. Equations (II.17) in Proposition II.9 allow us to write the fractional differential as
merely dγ = d∆
γ−1
2 or equivalently dγ = ∆
γ−1
2 d and the analogous statements for d∗γ .
We are now ready to prove
Theorem II.11.
d∗γdγ + dγd
∗
γ = (∆)
γ
.
Proof. This is a simple calculation aided by Proposition II.9.
We also show that the definition is consistent with the standard Hodge Laplacian
Theorem II.12. One has that
lim
γ→1−
∆γ = ∆ (II.23)
and
lim
γ→0+
∆γ = id. (II.24)
In particular, if k ∈ N then
lim
γ→k
∆γ = ∆k. (II.25)
Proof. This is a simple consequence of the fact that
(∆x)
γα =
((
−
n∑
m=1
∂2
(∂xm)2
)γ
αi1···ip
)
dxi1 ∧ · · · ∧ dxip . (II.26)
and that the result is well known for functions.
B. Fractional Curvature
We now use the definition of the fractional differential da to define the fractional curvature of a
connection on a principal bundle P →M . Let G be the Lie group of the bundle and g its Lie algebra.
We fix an open covering {Ui} of M . More precisely, given a connection D, we write it locally on each
Ui as D = d+Ai (as customary), where Ai is a Lie(G)-valued 1-form, and then define the fractional
connection to be the one modeled after da such that,
Daφ = (d+Ai)∆
a−1
2 φ = daφ+Ai∆
a−1
2 φ.
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Given a connection α, we will also denote its corresponding covariant fractional differentiation by
Da,α = (d+ α)∆
a−1
2 .
We then define the curvature to be,
FDa = D1,∆
a−1
2 A
◦D
a,∆
a−1
2 A
,
which one readily reduces to
FDa = daA+ [∆
a−1
2 A,∆
a−1
2 A].
Here, writing A = Ajdx
j in local coordinates, with Aj elements of the Lie algebra of G, as customary,
one denotes
[A,A] = [Ai, Aj ] dx
i ∧ dxj ,
where [Ai, Aj ] is the commutator. The Gauge group is given by sections of Aut(P) which act on
fractional sections via
s∗Da = s−1 ◦D1,α ◦ s.
In the case in which G = U(1), then
FDa = daA
and the Gauge group (identified as the sections of the form s = eΛ) acts as
A→ A+ daΛ.
III. BRIEF REMARKS ON FORMS ON MANIFOLDS WITH BOUNDARY
Let M be a manifold with smooth boundary ∂M . Let ν the unit normal to ∂M .
The natural generalization of the Dirichlert condition to forms is given by
[Relative B.C.]
{
ω |∂M= 0
d∗ω |∂M= 0
(III.1)
and the generalization of the Neumann condition is
[Absolute B.C.]
{
iνω |∂M= 0
iνdω |∂M= 0. (III.2)
Here, given any vector field V and a p-form ω, iV ω indicates the (p− 1)-form determined by
iV ω(X1, · · · , Xp−1) = ω(X1, · · · , Xp−1, V ),
for arbitrary vector fields X1, · · · , Xp−1. It is a standard fact that for either of these boundary condi-
tions, the integration by parts (or Green’s formula) holds
(∆ω, α) = (dω, dα) + (d∗ω, d∗α). (III.3)
It is also a well known fact that the Hodge star operator interchanges these two conditions.
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IV. THE EXTENSION THEOREM
Here we show that there is a form of the Caffarelli-Silvestre theorem that works also for fractional
Laplacians on forms. Specifically we show
Theorem IV.1. (Caffarelli-Silvestre for forms) Let ω a p-form in Rn which is in the domain the
Hodge Laplacian ∆x = dxd
∗
x + d
∗
xdx : Ω
p(Rn)→ Ωp(Rn). Let α ∈ Ωp(Rn ×R+) be a bounded solution
to the extension problem {
d(yad∗α) + d∗(yadα) = 0 in Rn × R+
α |∂M= ω and d∗α |∂M= d∗xω.
(IV.1)
with a ∈ (−1, 1). Then
lim
y→0
yaiνdα = Cn,a(∆x)
γω, (IV.2)
for some positive constant Cn,a, with ν =
∂
∂y
and 2γ = 1− a.
Proof. The moral of the strategy would be to make use the fact that we have shown that in Rn the
fractional Laplacian on forms is given by
(∆x)
γα =
((
−
n∑
m=1
∂2
(∂xm)2
)γ
αi1···ip
)
dxi1 ∧ · · · ∧ dxip . (IV.3)
The way in which we implement the proof is to show, more directly, that the equation on forms reduces
to Caffarelli and Silvestre equations on components.
In order to proceed, we choose coordinates x1, · · ·xn, y onRn×R+. Also, if we write α = αi1···ipdxi1∧
· · · ∧ dxip + α0ℓ1,···ℓp−1dy ∧ dxℓ1 ∧ · · · ∧ dxℓp−1 , a straightforward calculation yields
dα =
∂αi1···ip
∂y
dy ∧ dxi1 ∧ · · · ∧ dxip +
p∑
k=1
∂α0ℓ1,···ℓp−1
∂xjk
dy ∧ dxℓ1 ∧ · · · ∧ dxℓp−1 ∧ dxjk .
hence
iνdα =
∂αi1···ip
∂y
dxi1 ∧ · · · ∧ dxip +
p∑
k=1
∂α0ℓ1,···ℓp−1
∂xjk
dxℓ1 ∧ · · · ∧ dxℓp−1 ∧ dxjk .
This shows that in order to prove the theorem, we merely need to show that
lim
y→0
ya
∂αi1···ip
∂y
= Cn,a(−∆)γωi1···ip , and lim
y→0
ya
∂α0ℓ1,···ℓp−1
∂xjk
= 0.
For the purposes of the next few calculations we set y = xn+1 so as to make the notation less
cumbersome. From equation (II.1) it follows immediately that
d(yad∗α) =
p∑
ℓ=1
(−1) ∂
∂xiℓ
(
ya
∂αi1···ip
∂xiℓ
)
dxi1 ∧ · · · dxip
+
p∑
ℓ=1
n+1−p∑
k=1
(−1)ℓ ∂
∂xjk
(
ya
∂αi1···ip
∂xiℓ
)
dxjk ∧ dxi1 ∧ · · · ∧ ˆdxiℓ ∧ · · · ∧ dxip .
(IV.4)
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and
d∗(yadα) =
n+1−p∑
k=1
(−1) ∂
∂xiℓ
(
ya
∂αi1···ip
∂xiℓ
)
dxi1 ∧ · · · dxip
+
p∑
ℓ=1
n+1−p∑
k=1
(−1)ℓ+1 ∂
∂xjk
(
ya
∂αi1···ip
∂xiℓ
)
dxjk ∧ dxi1 ∧ · · · ∧ ˆdxiℓ ∧ · · · ∧ dxip .
(IV.5)
Putting equations (IV.4) and (IV.5) together yields
d(yad∗α) + d∗(yadα) = −
n+1∑
ℓ=1
(−1) ∂
∂xiℓ
(
ya
∂αi1···ip
∂xiℓ
)
dxi1 ∧ · · · dxip . (IV.6)
Observing that the righthand side of equation (IV.6) is none other than div(ya∇αi1···ip) dxi1 ∧· · · dxip
we can then write equation (IV.1) as{
div(ya∇αi1···ip) = 0 ∈M × R+(
αi1···ip
) |∂M= ωi1···ip and d∗α |∂M= d∗xω. (IV.7)
Therefore, using the CS theorem, we have that
lim
y→0
ya
∂αi1···ip
∂y
= Cn,a(−∆)α ωi1···ip , (IV.8)
which proves that
lim
y→0
yaiνdα = (∆)
aω,
since by (elliptic) regularity of solutions to equation (IV.9)
lim
y→0
ya
∂α0ℓ1,···ℓp−1
∂xjk
= 0.
Another (more invariant) way to proceed is as follows. We decompose the equations for α by
separating out (aided by Kodaira’s decomposition) the form α into two parts α = α1 and α2 such
that dα1 = 0 and d
∗α2 = 0. We now focus on the equations that α2 satisfies. α1 = 0 and by abuse
of notation, we write α for α2. So, we can first make the assumption that d
∗
xω = 0, which because of
the Dirichlet boundary condition implies that d∗α |∂M= 0. We make now the observation that from
Eqs. (II.2) and (II.3), it follows that{
d∗(yadα) = 0 ∈M × R+
α |∂M= ω and d∗α |∂M= 0,
(IV.9)
with d∗ω = 0. In this case, using Eq. (IV.3), we can rewrite Eq. (IV.9) as{
div(ya∇αi1···ip) = 0 ∈M × R+(
αi1···ip
) |∂M= ωi1···ip and d∗α |∂M= 0. (IV.10)
The rest is as above.
Remark IV.2. We can extend the theorem above to include γ ∈ (0, n2 )\N, the argument is the same
as the one in Chang-Gonza´lez in [7] and we omit it. Also we observe that for a = 0 one has that
γ = 12 . This is will correspond to the absence of dilaton in the holographic theory.
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V. HOLOGRAPHIC SCALING
Holographic theories have been successful at modeling strongly coupled boundary theories via low
energy approximations of string theories. There are basically two (equivalent) formulations of the
AdS/CFT correspondence, due to Banks, Douglas, Horowitz, and Martinec (BDHM) [12] and Witten,
Gubser, Klebanov, and Polyakov (GKPW) [8, 9, 13]. The AdS/CFT correspondence relates a string
theory in its weak semiclassical limit defined on a conformally compact manifoldM , called the bulk, to
a conformal field theory (CFT) defined on the conformal boundary. Formally, the BDHM formulation
prescribes that an operator O in the (conformal) boundary CFT is sourced by a field φ in the bulk
and the n-point functions of O are determined via
〈O(x1) · · · O(xn)〉CFT = lim
y→0
y−n∆〈φ(x1, y) · · ·φ(xn, y)〉bulk. (V.1)
By Wightman’s reconstruction theorem, the limit in Eq. (V.1) determines completely the form of the
dual operator O, at least formally. In the GKPW prescription, formulated in terms of path integrals,
one assigns φ = y∆φ0 in the bulk for some field φ0 in the boundary CFT (of which O is dual in the
CFT sense),
〈e
∫
Sd
φ0O〉CFT = ZS(φ0), (V.2)
thereby signifying that the boundary operator O plays the role of a current in the boundary CFT.
Applying this framework to condensed matter problems requires a finite density of charge carriers,
which holographically implies the existence of a conserved global charge and a (massless) bulk gauge
field. One of the central points of the so called Effective Holographic Theory (EHT for short) proposed
in [14] is to truncate the string theory to a finite spectrum of low-lying states, which amounts essentially
to integrating out massive string modes. We recall that in [3] and [4], one calculates the effective
holographic theories in order to study the IR regime of boundary strongly-coupled theories. The
significant part of the effective action is then
S =
∫
dd+1xdy
√−g
[
R− ∂φ
2
2
− Z(φ)
4
F 2 + V (φ)
]
, (V.3)
where the quantities Z and V are taken to have the asymptotics

Z(φ) →
φ→∞
Z0e
γφ
V (φ) →
φ→∞
V0e
−δφ.
(V.4)
The special but all-telling case {
Z(φ) = Z0e
γφ
V (φ) = V0e
−δφ (V.5)
yields the following field equations
Rµν +
Z
2 FµρF
ρ
ν − 12∂µφ∂νφ
+
gµν
2
[
1
2 (∂φ)
2 − V −R+ Z4 F 2
]
= 0, (V.6)
φ = 14Z
′(φ)F 2 + 2− V ′(φ) , (V.7)
1√−g ∂µ (
√−g Z(φ)Fµν) = 0 . (V.8)
We concentrate on Maxwell’s equations,
1√−g ∂µ
(√−g Z(φ)Fµν) = 0. (V.9)
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One class of solutions found in [4] is
ds2 = y
2
d
θ
(
L2dy2 + dR2(d)
y2
− dt
2
y2z
)
, A = Q0y
ζ−ξ−zdt , eφ = y±κ ,
L2V0 = (d− 1 + z − θ)(d + z − θ) + (z − 1)ξ , Q20 =
2(z − 1)
Z0(z − ζ + ξ) ,
κ =
√
2(1− z)(ζ − ξ) + 2
d
θ(θ − d) , δκ = ±2θ
d
γκ = ±2
(
1
d
θ − ζ + ξ
)
, ǫ = γ − δ .
(V.10)
Significantly in all the solutions found in [3, 4, 14], the dilaton is such that eφ = y±κ, which as
remarked in the introduction is identical to the Domokos/Gababadze[10] mechanism. Consequently,
the main application of this note is incarnated in the fact that a consequence of Theorem IV.1 is that
this action induces the fractional Maxwell equations at the boundary
∆aAt = 0,
where At is the tangential (boundary) component and a is determined by κ. This is of course a
straightforward application of the afore-mentioned theorem, given that Eq. (V.9) is of the form of
Theorem IV.1. In fact, from the expressions in equation (V.10) above, one sees that
√−g Z(φ) = ya
(up to constant factors) and therefore the vacuum Maxwell equations (eq. (V.9)) reduce to
∂µ (y
a Fµν) = 0, (V.11)
or in differential form
d(yadA) = 0, (V.12)
where a = d+ 1 + θ − z ± γκ.
Remark V.1. As observed in Remark IV.2, even if a = 0, one gets a power of 12 in the Laplacian.
Consequently, the dimension of the gauge field at the boundary is indeed non-traditional: [At] = a.
Analogously the associated current also has an anomalous dimension: [J ] = d− 1− a. We see clearly
then that it is the Caffarelli/Silvestre mechanism that accounts for the generation of anomalous
dimensions in the boundary “gauge” theory in holographic constructions. When dilatons are absent
from the bulk, that is a = 1, the standard result obtains[8, 9, 15] in which anomalous dimensions
are absent. In this regard, it is a bit of a misnomer to refer to the boundary theory as acquiring an
anomalous dimension because the dilaton field in the bulk gives an effective dimension to the the bulk
gauge field of dimension (1− a/2). Hence, it is not as if the boundary theory acquires an anomalous
dimension from renormalization. Its non-traditional dimension is fixed from the dilaton dynamics in
the bulk. The effective running of the field strength in the bulk as dictated by the dilaton coupling,
ya, manifests itself as a non-locality in the boundary response. We remark that the boundary current
J (this is what we called O in the beginning of this section, we are changing the name to J as it
is more consistent with the standard Maxwell equations) corresponding to the field sourced by At
satisfies, by our main theorem satisfies
(∆)γAt = J (V.13)
thus identifying the boundary theory as a fraction EM theory.
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VI. GAUGE GROUP AND CURRENTS
In the standard U(1) gauge theory, the local action of the gauge group is given by transforming the
complex sections in the Dirac Lagrangian (or any other gauge theory) via φ → eiξφ for some (real)
function ξ. Such transformations are the correct ones in terms of the covariant derivative D, locally
given by d+ iqA, in that Dφ transforms as eiξDφ, provided that A transforms as Aµ → Aµ + ∂µξ. A
global symmetry would be given by a similar transformation φ→ eiρφ, where ρ ∈ R is a real number.
This symmetry would clearly leave the Lagrangian unchanged, and just change the phase of φ by a
constant factor. It would also leave the connection unchanged (and as a consequence not change any
gauge). A local transformation of the form eiqξφ leaves unchanged the Dirac Lagrangian
L = −φ /DAφ−mφφ.
If A were a classical U(1) Gauge field, then φ → φ′ = eiqξφ is exactly what one needs and in order
for the Lagrangian to be unchanged under A → A′ = A + dξ as the Gauge transformation on the
connection 1-forms A. If A is a fractional field though, we need to take a local transformation on
matter that respects the fractional Gauge transformation,
A→ A′ = A+ daξ.
In order to achieve this, since da = d (∆)
a−1
2 , we simply take as a local transformation
φ→ φ′ = eiq(−∆)
a−1
2 ξφ. (VI.1)
Since DA = d− iqA, one readily calculates that with this local action, DA transforms under such local
transformations as
DA → eiq(−∆)
a−1
2 ξDA′ , (VI.2)
where A′ = A + daξ, thus leaving the Dirac Lagrangian unchanged. This is readily seen by the
calculation
(d+A′)φ′ = (d+A′)
(
eiq(−∆)
a−1
2 ξφ
)
= eiq(−∆)
a−1
2 ξ (dφ+ iqdaξ φ+A
′φ) . (VI.3)
We can turn this into the discussion which essentially appeared in [16] by considering the 1-form α
(which is aµ in [16]) defined by
∆aα = A (VI.4)
and then consider the Lagrangian
L = −ψ /Dαψ −mψψ,
where now Dα = d− iqα, and q is unitless. Then, if Λ is defined through
∆
a−1
2 ξ = Λ, (VI.5)
we have that α transforms after the local action ψ → eiqΛψ, as
α→ α′ = α− iqdΛ.
On a related note, the dual fields in the boundary theory[8, 9] are currents. As such, these are
differential forms with no local gauge group action. What we have shown in this paper is that the
currents in the boundary theory for a bulk theory containing a dilaton coupling are currents generated
by a fractional “gauge” theory.
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VII. FINAL REMARKS
We have developed the notion of fractional differentiation of p-forms via the fractional Laplacian.
Such an operator naturally appears anytime elliptic differential equations are recast in a spacetime
with one lower dimension. What we have shown here is that the same is true for p-forms. Since all
holographic constructions[3, 4] to date result in equations of motion that are identical to those that
underlie the p-form generalization of the CS extension theorem, fractional Maxwell equations naturally
result at the boundary. This result then lends credence to work[16] which was based on the intuition
that anomalous dimensions for gauge fields results in a non-local gauge-invariant condition. This work
lays plain the precise form of the non-locality involves the fractional Laplacian ala At → At + dγΛ
with dγ ≡ (∆) γ−12 d rather than the standard fractional derivative. That the boundary theory yielding
an anomalous dimension must involve the fractional Laplacian is not unexpected since the Ward
identities explicitly preclude anomalous dimensions from purely local gauge theories. What this work
demonstrates is that anomalous dimensions for gauge fields are a signature that the quantum field
theory is necessarily a boundary theory on some manifold.
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