In this article we consider a path planning problem for a single fixed-wing aircraft performing an ISR (Intelligence Surveillance Reconnaissance) mission using EO (ElectroOptical) camera(s). We give a mathematical formulation of the general aircraft visual reconnaissance problem for static ground targets in terrain and show that, under simplifying assumptions, it can be reduced to a variant of the Traveling Salesman Probem which we call the PVDTSP (Polygon-Visiting Dubins Traveling Salesman Problem). We design a genetic algorithm to solve the PVDTSP and validate it in a Monte Carlo numerical study. For fixed computation time, the genetic algorithm produces reconnaissance tours on average nearly half the length (and thus can be flown in half the time) of those delivered by a random search. The modular design of the genetic algorithm allows it to easily be extended to handle realistic assumptions such as wind and airspace constraints.
I. Introduction
In this article we consider a path planning problem for a single fixed-wing aircraft performing an ISR (Intelligence Surveillance Reconnaissance) mission using EO (Electro-Optical) camera(s). Such missions are relevant to both civil and military UAV systems, e.g., the US Air Force's COUNTER (Coopertive Operations in UrbaN TERain) program.
1, 2 Given a set of stationary ground targets in a terrain (natural, urban, or mixed), our objective is to compute a path for the reconnaissance aircraft so that it can photograph all targets in minimum time. That the targets are situated in terrain plays a significant role because terrain features can occlude visibility. As a result, in order for a target to be photographed, the aircraft must be located where both (i) the target is in close enough range to satisfy the photograph's resolution requirements, and (ii) the line-of-sight between the aircraft and the target is not blocked by terrain. For a given target, we call the set of all such aircraft positions the target's visibility region. An example visibility region is illustrated in Fig. 1 . In full generality, aircraft path planning can be complicated by wind, airspace constraints (e.g. due to enemy threats and collision avoidance), aircraft dynamic constraints, and the aircraft body itself occluding visibility. However, under simplifying assumptions, if we model the aircraft as a Dubins vehicle a and approximate the targets' visibility regions by polygons, the reconnaissance path planning problem can be reduced to the following.
For a Dubins vehicle, find a shortest closed planar path which visits at least one point in each of a set of polygons.
We refer to this henceforth as the PVDTSP (for Polygon-Visiting Dubins Traveling Salesman Problem) since it is a variation of the famous TSP (Traveling Salesman Problem).
b A graphical illustration of the PVDTSP Figure 1 . Top is shown an example target, a ground vehicle parked next to a building in urban terrain. The set of all points which are close enough to the target to satisfy photograph resolution requirements is a solid sphere (bottom left). The green two-dimensional region in the sky (bottom right) shows the subset of the sphere, at a reconnaissance aircraft's altitude h, where target visibility is not occluded by terrain. Assuming the aircraft body itself doesn't occlude visibility, then flying the aircraft through the green region is sufficient for the target to be photographed, hence we call it the target's visibility region for fixed aircraft altitude h.
is shown in Fig. 2 . The DTSP (Dubins TSP for a vehicle visiting single point targets) is known to be NP-hard in the number n of targets.
7 Constant factor approximation algorithms exist for the DTSP, e.g., the "Alternating Algorithm" of Ref. 8 computes a DTSP approximate solution using the optimal solution to the underlying Euclidean TSP, or Ref. 9 produces a DTSP approximate solution in time O(n 3 ). To our knowledge the PVDTSP has not previously been studied and it is not clear how to extend existing DTSP algorithms to exploit the extra degrees of freedom in being able to choose which points in the target polygons a PVDTSP tour visits. Since the TSP and most of its variations are NP-Hard, one possible approach to obtaining good solutions in reasonable computation time is to use metaheuristic algorithms such as tabu search, simulated annealing, or genetic algorithms. 10 A genetic algorithm, which we apply to the PVDTSP in the present work, is an umbrella term referring to any iterative procedure which mimics biological evolution by operating on a population of candidate solutions encoded as so-called chromosomes. The genetic operators of crossover and mutation are successively applied, generation after generation, until a sufficiently fit solution appears in the population. Genetic algorithms have recently been applied to variations of the TSP as well as UAV motion planning problems, however it is not obvious how to adapt these formulations to the PVDTSP, nor is it clear whether any such adaptations would be effective.
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There are three main contributions in this article. First we precisely formulate the general aircraft visual reconnaissance problem for static ground targets in terrain. Under simplifying assumptions, we show this general form reduces to the PVDTSP. As a second contribution, we design a genetic algorithm for the PVDTSP and validate it with a Monte Carlo numerical study. Third, we describe how the modular nature of our genetic algorithm allows it to easily be extended to handle more realistic assumptions such as wind 
and airspace constraints.
This article is organized as follows. In Sec. II we introduce some notation and a precise mathematical formulation of the minimum time aircraft path planning problem. In Sec. III we design the genetic algorithm which is validated by a numerical study in Sec. IV. Finally, we describe how to extend the genetic algorithm in Sec. V, then conclude in Section VI.
II. Mathematical Formulation
We begin with some preliminary notation. Let T = {T 1 , T 2 , . . . , T n } be the set of n targets which must be photographed by our aircraft. Given a set A, we denote the power set of A, i.e., the set of all subsets of A, by 2 A . Given two sets A and B, A × B is the Cartesian product of these sets. The complete state of our reconnaissance aircraft is encoded in a vector x, which takes a value in the aircraft's state space X. We can segregate x into internal and external states so that
The internal state x internal accounts for control surface configurations, and more importantly, if the aircraft has gimbaled camera(s), then also for the camera configuration(s). The external state x external accounts for the aircraft body position and velocity in the full six degrees of freedom. We now define a map V : T → 2 X from the set of targets to subsets of the aircraft state space. Under this map, V(T i ) ⊂ X, called the ith target's visibility region, is precisely the set of all aircraft states such that T i can be photographed whenever the aircraft is in that state. Later, in Sec. II.A, we discuss how to calculate such regions from a terrain model, but let us assume for now we can make this calculation. We also assume the ability to calculate the minimum time aircraft trajectory between any two states x and x ′ , provided a trajectory exists. We treat this minimum time between states as a "black box" distance function denoted by d(x, x ′ ). Now our minimimum time reconnaissance path planning problem can be stated as follows
Minimize :
∀i ∈ {1, . . . , n} ∃j ∈ {1, . . . , n} s.t.
where the decision variables are the states x i (i = 1, . . . , n). Once the optimal sequence of states (x 1 , . . . , x n ) has been chosen, then the minimum time state-to-state trajectory planner can be used to connect each pair of consecutive states, thus we obtain a minimum time closed reconnaissnace tour. Since the complete state space of an aircraft can be very complicated, we simplify the discussion by making the following assumptions.
(i) The aircraft is modeled as a Dubins vehicle with minimum turning radius ρ min , fixed altitude h, and constant airspeed V . Comments: Common for small low-power UAVs.
(ii) Regardless of state, the aircraft body never occludes visibility between the camera and a target. Comments: Holds when either there are multiple cameras covering all angles from the aircraft, or there is a sufficiently flexible gimbaled camera with dynamics faster than the aircraft body dynamics.
(iii) There are no airspace constraints nor wind. Comments: As to be discussed in Sec. V, our results can easily be extended to handle wind and no-fly zones.
In accordance with assumption (i), the aircraft dynamics take the form
where (x, y) ∈ R 2 are earth-fixed Cartesian coordinates, ψ ∈ S is the azimuth angle, and u is the input to an autopilot system. Assumption (ii) tells us that a target can be photographed independent of aircraft azimuth ψ, therefore we can abstract out x internal so that the aircraft state space is reduced to
and the Visibility sets V(T 1 ), . . . , V(T n ) are reduced to 2-dimensional regions in R 2 as shown in Fig. 1 and 2 (as opposed to subsets of X = R 2 × S). The minimum time path between two Dubins states x and x ′ can be computed very quickly and in constant time.
3, 4 This provides us with our "black box" distance function d(x, x ′ ) as it appears in the optimization problem Eq. 2. Although visibility regions may contain circular arcs due to the camera range constraint, they can be well approximated by polygons. We have now reduced our minimum time reconnaissance path planning problem to a PVDTSP.
II.A. Calculating Visibility Regions
In order to calculate the visibility region V(T i ) of a target, it is necessary to know the target location and to have a computer model/representation of the terrain. This representation may be either a vector format, e.g., a TIN (Triangulated Irregular Network), or a raster format, e.g., regular-grid DEM (Digital Elevation Model) or the military's DTED (Digital Terrain Elevation Data). The necessary data to build a terrain model could be gathered, e.g., by LIDAR (LIght Detection And Ranging), SAR (Synthetic Aperture Radar), or photogrammetry. Once the terrain model has been built, the visibility region of a target may be calculated using Bresenham's line algorithm 18 in the raster case, or a "sweeping algorithm" 16, 17, 19 in the vector case.
III. Solution by Genetic Algorithm
In this section we present a genetic algorithm which will deliver a quick feasible solution to the PVDTSP with monotonic improvement over runtime. Later, in Sec. IV, we validate this algorithm with a numerical study, then in Sec. V show that it can be extended to handle wind and airspace constraints. For details on genetic algorithms in general, we suggest Refs. 20 and 10.
The first step in designing a genetic algorithm is to decide on an encoding to represent candidate solutions. Each encoded solution will be a chromosome in the population which evolves over the course of the genetic algorithm. For our encoding we use a sequence of doubles
where we refer to a double (T ki , x i ) as a node of the tour. The sequence k 1 , . . . , k n represents a permutation of the target identifiers 1, . . . , n. This is the order in which the aircraft will visit the targets. Each aircraft state x i is in the k i th target's visibility set V(T ki ). If a solution is accepted, the aircraft flies to each state x 1 , . . . , x n in the order they appear in the chromosome, photographing T ki when it reaches x i . Shortest Dubins paths are flown between successive states in the sequence. We define the fitness of a chromosome c to be f (c) = 1/C(c), where C is the cost shown in Eq. 2. We say a chromosome c is more fit than another
. Referring to the pseudocode in Tab. 1, we now describe how our genetic algorithm operates. The algorithm has five fixed parameters: populations size N , crossover probability p c , mutation probability p m , elite group size N e , and number of generations N g . The population P is initialized to a set of N random chromosomes. A random chromosome is produced by randomly shuffling the integers 1, . . . , n, uniform randomly sampling points in the the targets' visibility sets (for the state positions), and uniform randomly sampling angles on the interval [0, 2π) (for state orientations). Now we enter the main loop (line 2). At the beginning of the main loop, the N e fittest chromosomes are copied into the next generation population P ′ . This ensures the fitness of the fittest chomosome in the P can never decrease during the execution of the algorithm. Next, in order to make P ′ have size N , we need to produce N −N e −1 offspring. Offspring are produced two at a time as follows. Two chromosomes, c mom and c dad are selected randomly from P with probability proportional to their respective fitnesses. This is known as roulette wheel parent selection. With probability p c , children c i and c i+1 are generated by crossing over the parents, otherwise they are just copies of the parents (see Sec. III.A below for a detailed description of our crossover operation). Once the children are in place, we randomly perform mutation operators on them with probabilities p m , p m , p m /7, and p m /7, respectively c (see Sec. III.B below for a detailed description of our mutation operators). Once all the children have been constructed and P ′ has size n, P and P ′ are swaped, i.e. the new generation replaces the old. The process continues for N g generations. After termination, the algorithm returns the fittest chromosome in the population, which represents the shortest aircraft tour found. copy Ne best chromosomes from P directly into new population P ′ ;
4:
for all i = 1, 3, 5, 7, . . . , N − Ne − 1 do
5:
roulette wheel select parents cmom and c dad from P ; for all j = i, i + 1 do
8:
orientation shift mutate c ′ j with probability pm; 9: position shift mutate c ′ j with probability pm; 10: swap mutate c ′ j with probability pm/7.0;
11:
partial reverse mutate c ′ j with probability pm/7.0; 12:
swap(P, P ′ ); 14: return best chromosome in P ;
III.A. Crossover
Our crossover operator, which appears in line 6 of the pseudocode Tab. 1, produces offspring by preserving partial tours from the parents. We have adapted for our problem the so-called Order Crossover (OX) 10 used for the TSP. An offspring is constructed by choosing a node subsequence from one parent, then filling in the remaining nodes in the order they appear in the other parent. We illustrate by and example having n = 9 targets. Let the parents be x 9 ) ).
c The last two mutation probabilities were scaled by 1/7 because it seems to give better performance.
First, two cut points are uniform randomly chosen, reperesented by the bars |,
Next, the sections between the cut points are placed directly into the offspring,
It now remains to fill in the blank spaces (−) in the offspring. The rest of c i is completed as follows. The order of nodes in c dad , starting from the second cut point, is
Deleting from this ordering the nodes with targets {T 5 , T 7 , T 4 , T 6 } already present in the first offspring, we obtain
Finally, this remaining sequence of nodes is inserted into the blank spaces of c i , starting at the second cut point, to obtain
Similarly, the second offspring is
III.B. Mutation
Mutation, in lines 8-11 of the pseudocode Tab. 1, is used in case the initial population is not rich enough to find a good solution via crossover alone. We use four different kinds of mutation. In orientation shift, an index i ∈ {1, . . . , n} is chosen uniform randomly, then the aircraft azimuth ψ within the state x i is reset uniform randomly in the interval [0, 2π) (radians). In position shift, an index i ∈ {1, . . . , n} is chosen uniform randomly, then the aircraft position (x, y) within the state x i is reset uniform randomly within the polygonal approximation of V(T ki ). In swap, two indices i, j ∈ {1, . . . , n} are chosen uniform randomly, then the nodes (T ki , x i ) and (T kj , x j ) swap positions within the chromosome. In partial reverse, two indices i, j ∈ {1, . . . , n} are chosen uniform randomly, then the segment of the chromosome (T ki , x i ), . . . , (T kj , x j ) is reversed; this includes rotating the azimuth portion of those nodes' states by π radians.
IV. Numerical Study
We have implemented our genetic algorithm for the PVDTSP in C++ on a 2.33 GHz i686. For comparison, a purely random search was conducted for the same amount of time that the genetic algorithm ran. The results from two Monte Carlo numerical studies are shown in Tab. 2, Fig. 3, and Fig. 4 . In these porblem instances the aircraft minimum turn radius was ρ min = 3 m. The genetic algorithm produced tours on average nearly half the length of the pure random search.
V. Extension to Scenarios with Wind and Airspace Constraints
Recall that in Sec. II we formulated the minimum time reconnaissance path planning problem as finding a sequence of states (x 1 , . . . , x n ) from which the targets can be photographed. We assumed a minimum time state-to-state trajectory planner was available as a "black box" that could be accessed by our genetic algorithm in order to evaluate the distance function d(x, x ′ ) (which is all we need to evaluate chromosome fitness in the genetic algorithm). In this way, the minimum time state-to-state trajectory planner is a module within our genetic algorithm. We could therefore use our genetic algorithm with any of the minimum time state-to-state trajectory planners available in the literature. These include planners which can handle wind Without obstacles or wind, the procedure for computing an optimal Dubins pose-to-pose d path was first shown using complicated measure theoretic arguments in, 3 then later Pontryagin's maximum principle from optimal control in 21 and. 22 More recently it has been shown that in a constant wind field without obstacles, a shortest pose-to-pose path with bounded turning rate can be caclulated by transforming the final pose to a so-called virtual pose, applying the no-wind method, then transforming back. 4 Using these methods, pose-to-pose shortest path queries with no obstacles can be computed in constant time.
Given a polygonal environment with polygonal holes represented by a total of v vertices, the shortest collision-free Euclidean path (no curvature constraint) can be calculated in O(v log v) time. 23 Unfortunately the same problem with a Dubins vehicle is NP-hard in v. 24 However, much work has been done to quickly find nearly optimal obstacle avoiding paths, surveyed further in Ref. 25, 26 . Trajectory planners specifically intended for fixed-wing UAVs, which use a branch and bound technique ,are described in Ref. 27, 28 . Another approach to nonholonomic motion planning with obstacles is to use a MILP (Mixed Integer Linear Program).
29, 30

VI. Conclusion
We have formulated the general aircraft visual reconnaissance problem for static ground targets in terrain and shown that, under simplifying assumptions, it can be reduced to a variant of the Traveling Salesman Probem which we call the PVDTSP (Polygon-Visiting Dubins Traveling Salesman Problem). We designed a genetic algorithm to solve the PVDTSP and validated it in a Monte Carlo numerical study for scenarios with n = 5 and n = 10 targets. For fixed computation time, the genetic algorithm produced reconnaissance tours on average nearly half the length (and thus can be flown in half the time) of those delivered by a random search. The modular design of the genetic algorithm allows it to easily be extended to handle more realistic assumptions such as wind and airspace constraints.
We are currently conducting more numerical studies to test the sensitivity of the genetic algorithm with respect to its parameters. For the future we hope to conduct more test using different state-to-state trajectory planning modules, in particular to handle wind and airspace constraints. Other avenues to explore include varying the genetic algorithm parameters dynamically during runtime as in simulated annealing, or applying a local optimizer to each generation. 
