We show how to exploit graph sparsity in the Floyd-Warshall algorithm for the all-pairs shortest path (Apsp) problem. Floyd-Warshall is an attractive choice for Apsp on high-performing systems due to its structural similarity to solving dense linear systems and matrix multiplication. However, if sparsity of the input graph is not properly exploited, Floyd-Warshall will perform unnecessary asymptotic work and thus may not be a suitable choice for many input graphs. To overcome this limitation, the key idea in our approach is to use the known algebraic relationship between Floyd-Warshall and Gaussian elimination, and import several algorithmic techniques from sparse Cholesky factorization, namely, fill-in reducing ordering, symbolic analysis, supernodal traversal, and elimination tree parallelism. When combined, these techniques reduce computation, improve locality and enhance parallelism. We implement these ideas in an efficient shared memory parallel prototype that is orders of magnitude faster than an efficient multithreaded baseline Floyd-Warshall that does not exploit sparsity. Our experiments suggest that the Floyd-Warshall algorithm can compete with Dijkstra's algorithm (the algorithmic core of Johnson's algorithm) for several classes sparse graphs.
INTRODUCTION
In this paper, we improve the performance of the classic Floyd-Warshall algorithm (Floyd-Warshall) for the all-pairs shortest path (Apsp) problem on shared memory parallel machines for sparse graphs. Floyd-Warshall is appropriate when the graph is dense or nearly so, in which case one can achieve good parallel scalability and high-performance by exploiting the algebraic connection between Floyd-Warshall and the Gaussian elimination process for solving linear systems [3, 6, 12] . Through that lens, Floyd-Warshall reduces to matrix-multiplication-like (level-3 BLAS-like) operations, thereby enabling fast computations of Apsp on, for instance, GPUs [5] or distributed memory platforms [38] . But if the graph is sparse, then the implementation of Floyd-Warshall must change. Our key insight, similar to matrix multiplication, is that the full body of algorithmic techniques from sparse direct solvers can be applied [9] for Floyd-Warshall on sparse graphs.
Formally, we consider Apsp on a weighted undirected graph G = (V ,E) with n = |V | vertices and m = |E| edges. The weights may be negative, but we preclude cycles whose sum of weights is negative. If, furthermore, the graph is dense, so that m = O n 2 , then one may use the Floyd-Warshall algorithm. Its overall algorithmic structure consists of three nested-loops (Algorithm 1), each iterating over all vertices, so its sequential complexity is O n 3 operations. Throughout, it updates a matrix {Dist} i j that stores the length of the current shortest path between any two vertices v i and v j ; this distance is initialized to ∞ if no path has yet been discovered. Floyd-Warshall maintains, at each iteration k, the invariant that the {Dist} i j is minimum with at most k vertices as intermediaries. Hence, as shown in Fig. 1 , Floyd-Warshall discovers more paths between vertices and the number of infinite {Dist} i j entries decreases.
For sparse graphs, m = O(n) and we prefer methods with better asymptotic scaling. One option is Johnson's algorithm, which scales like O n 2 logn+nm [21] . However, Johnson's Figure 1 : In Floyd-Warshall algorithm, the distance matrix which is initially sparse, quickly become dense if vertex ordering is not optimal algorithm cannot effectively use the features of modern computer architecture such as long SIMD vector units or cache, and therefore, it underutilizes modern high-performing computing systems. It is natural to ask whether we can exploit sparsity in Floyd-Warshall to reduce its asymptotic complexity while retaining its parallel-scalability. Our approach to doing so derives from the known technique of vertex reordering [26, 33] . During the execution of Floyd-Warshall, infinite values of {Dist} i j will play the role of "zero entries" in sparse numerical linear algebra, and certain operations on infinite values may be avoided. By choosing the optimal vertex order of the outer-loop of Floyd-Warshall, we can defer replacement of infinite values for more iterations of the algorithm. The so-called fill-in reducing orderings used in, for instance, sparse Cholesky factorization to keep the factor matrix sparse, are also optimal in the case of Floyd-Warshall. If a graph has a minimal vertex separator of size S that partitions the graph into two components of roughly equal size, then the use of a fill-in reducing ordering in Floyd-Warshall will incur only O n 2 S +S 3 operations. This can be asymptotically lower than O n 3 . For instance, in a planar graph like a road network, the separator size is S = O √ n ; therefore, Floyd-Warshall would incur O n 2.5 operations. Even in the case of graphs with S = O(n), using the fill-in reducing ordering, a constant-factor reduction in the number of operations can be substantial. Therefore, using an optimal reordering is necessary for good performance of a sparse Floyd-Warshall.
The use of fill-reducing orderings poses several challenges. First, one must design a careful data structure that can accommodate new entries in {Dist} i j . Secondly, the data structure should also support blocked operations, to effectively use the memory hierarchies in modern architectures [17] . These issues motivate our supernodal Floyd-Warshall, or SuperFw, inspired by supernodal sparse Cholesky factorization [9] . In the supernodal approach, we group nodes having a similar adjacency structure into supernodes, and operate on supernodes instead of individual vertices, thereby leading to a blocked algorithm. To accommodate new entries in the {Dist} i j , we use symbolic analysis, which can efficiently extract the fill-in structure of the {Dist} i j matrix. We perform symbolic analysis and extract supernodal structure to set up a supernodal block sparse matrix, which allows blocked operations while set of ancestors of a supernode a D(a) set of descendents of the supernode a exploiting the sparsity. Finally, the operation and task dependencies in SuperFw can be represented by an elimination tree.
Its structure indicates what operations may execute concurrently and, therefore, guides parallelism. Applying these ideas from sparse Cholesky factorization results in an efficient shared-memory parallel SuperFw implementation. We show that it can in practice be orders of magnitude faster than an efficient implementation of Floyd-Warshall that does not exploit the sparsity (Section 5). Moreover, despite performing asymptotically more operations, Su-perFw's better match to modern hardware can make it comparable to or even faster than Johnson's algorithm for many sparse graphs, as well as more scalable. Finally, given the rich literature for optimizing sparse Cholesky high-performance systems, we believe many of these techniques are also applicable to graph path problems. We discuss potential scenarios in which graph path analysis would benefit from optimization techniques in linear systems, and vice versa.
BACKGROUND
Many path problems in graph analysis can be described succinctly in a semiring algebra. We review this formalism and the resulting classical and blocked Floyd-Warshall algorithms for Apsp, below.
Notation and terminology. Let G = {V ,E,W } be an undirected weighted graph with a vertex set V containing n = |V | vertices or nodes, edge set E with m = |E| edges, and weights W , defined below. Denote the i-th vertex by v i and an edge between v i and v j by e i, j . The weights are represented by W , a sparse symmetric matrix whose entry w i, j denotes the distance between verticesv i andv j if e i, j ∈ E; otherwise, w i, j = ∞.
During the computation of Apsp, Floyd-Warshall maintains and updates a 2-D array of distances, Dist. Each entry Dist[i,j] holds the current shortest distance between v i and v j discovered so far, with its value at termination of the algorithm being the shortest such distance. We will assume for simplicity that the graph G consists of a single connected component, in which case the Dist eventually becomes fully dense; however, our implementation will work when there are multiple connected components.
Classical Floyd-Warshall algorithm
Algorithm 1 Floyd-Warshall algorithm for Apsp
for k = {1, 2...,n} do:
5:
for i = {1, 2...,n} do: 6: for j = {1, 2...,n} do:
Return Dist
Floyd-Warshall uses a dynamic programming approach to computing Apsp, as shown in Algorithm 1. It initializes Dist with the input weights W . Then, in the k-th iteration, it checks for all pairs of verticesv i andv j if there is a shorter path between them via the intermediate vertex v k . If so, Floyd-Warshall updates Dist[i,j]. Therefore, Dist[i,j] after k steps, which we denote by Dist k (i,j), may be defined recursively as
This computation may be done in place, with Dist k [i,j] overwriting Dist k −1 [i,j] . It can also be shown that afterk iterations, Dist k [i,j] is the shortest of all paths between v i and v j that use only vertices from the set {v 1 ,v 2 ,...,v k }. 1 Therefore, at the end of the n-th iteration Dist n [i,j] will be the length of the shortest path between v i and v j .
Min-Plus Matrix Multiplication
Apsp may be understood algebraically as computing the matrix closure of the weight matrix, W , defined over the tropical semiring [12] . In more basic terms, let ⊕ and ⊗ denote the two binary scalar operators
x ⊕y := min(x,y) x ⊗y :=
x +y, wherex andy are real values or ∞. Next, consider two matrices A ∈ R m×k and B ∈ R k×n . The Min-Plus product C of A and B is
This product is the analogue of matrix-matrix multiplication over the reals. To see its connection to graph path analysis, consider an example of the complete tripartite graph in Fig. 2a . This graph has three disjoint subsets of m +n +p vertices: m source vertices, {s 1 ,s 2 ···s m }; n destination vertices, {d 1 ,d 2 ···d n }; and p bridge vertices, b 1 ,b 2 ···b p . Every source and destination connects to every bridge, but no vertices within each subset are adjacent. Let A ik denotes the weight of the edge (s i ,b k ) and let B k j be the weight of (b k ,d j ). Then A ik ⊗B k j = A ik +B k j denotes the length of path from s i to d j viab k . Thus, the shortest path between s i andd j via any vertex b k is the minimum of A ik ⊗B k j over all k. This interpretation of the Min-Plus product helps to understand the following blocked version of Floyd-Warshall (Algorithm 2).
Blocked Floyd-Warshall algorithm
Suppose we divide Dist into n b × n b blocks, each of size b ×b (i.e., n b = n b ). Let A i j denote the (i,j) block of A, where 1 ≤ i, j ≤ n b . Then a blocked version of Floyd-Warshall, called BlockedFw in Algorithm 2, can carry out the same Apsp computation as Floyd-Warshall in the following three steps, as illustrated in Fig. 2b : • Diagonal Update: Perform the classic Floyd-Warshall algorithm on a diagonal block, A kk . • Panel Update: Update the k-th block row and column. For any block A(k,j), j k in the block row, the update is a Min-Plus multiply with A kk from the left, and for block A(i,k) on the k-th block column is Min-Plus multiply with A kk from right, i.e.,
Here, ⊕ denotes element-wise application of the corresponding scalar operator, and ⊗ denotes Min-Plus product. • MinPlus Outer Product: Perform the outer product of kth block row and block column, and update all the remaining blocks of matrix A This step is analogous to a Schur-complement update in LU or Cholesky factorization. 
Panel Update

4:
A(k,:) ←A(k,:) A(k,k)⊗A(k,:)
5:
A(:,k) ←A(:,k) A(:,k)⊗A(k,k)
MinPlus Outer Product
6:
for i = {1, 2...,n b }, i k do: 7: for j = {1, 2...,n b }, j k do: 8:
Return A
SUPERNODAL FLOYD-WARSHALL
When the Dist matrix is sparse, we can use ideas from sparse direct solvers to transform the BlockedFw algorithm into one that can maintain and exploit that sparsity. There are three critical concepts: (i) reordering, which helps to control the dynamically evolving sparsity structure of Dist, thereby controlling the amount of asymptotic work incurred by BlockedFw; (ii) supernodes, which help manage and organize this structure, thereby exploiting locality; and (iii) the elimination tree, which helps express the operational and data dependencies, thereby exposing parallelism.
Effect of ordering on BlockedFw
When running BlockedFw, the sparsity of Dist in any given iteration determines how that sparsity will change in subsequent iterations. We illustrate these dependencies in Fig. 3 . There, we show a 3×3 block-partitioned sparse matrix with a particular sparsity pattern in which the A 21 and A 12 blocks are "empty, " meaning that all the entries in them are infinity.
The first iteration of BlockedFw, i.e., k = 1, performs a Di-agUpdate on the A 11 block followed by PanelUpdate on the block A 13 and A 31 . Since A 12 and A 21 are empty, they remain empty after the PanelUpdate step. In the OuterUpdate step, the blocks A 22 , A 23 , and A 32 remain unchanged since any updates thereto depend on A 12 or A 21 , which are empty. We only perform an update on the block A 33 as follows: Similarly, when k = 2, we perform DiagUpdate on the block A 22 , and PanelUpdate on A 23 and A 32 , and we only perform update on the block A 33
In the 3rd iteration, we perform DiagUpdate on the block A 33 , PanelUpdate from the left on A 31 and A 32 , and from the right on A 23 and A 13 . Since none of the third row and column blocks are empty, we update all the remaining blocks in the OuterUpdate step. The blocks A 12 and A 21 which had been empty so far finally become full blocks:
This example reveals two essential aspects of BlockedFw.
(1) For this particular example, the block sparsity is maintained until the last iteration. That is, only when k = 3 does execution of the OuterUpdate step require an update on the complete matrix in which empty blocks (of all ∞ values) become finite. This change from infinite to finite values is the graph-path analog of nonzero fill-in in sparse linear algebra.
(2) The OuterUpdate step in the first iteration does not involve updating any block of second block row or column, i.e. A 22 ,A 23 and A 23 , and vice versa. Therefore, the DiagUpdate and PanelUpdate of iterations k = 1 and k = 2 do not have any data dependencies, and may therefore proceed in parallel. However, both iterations update the A 33 block. Nevertheless, since Min-Plus Matrix Addition is associative, the updates from the two iterations can be done in any order. Thus, the final A 33 after the two updates will be given by
This dependency between operations in iteration k = 3 on those from k = 1 and k = 2 can be described by a tree, as shown in Fig. 3 (last).
Nested-Dissection Ordering
From the theory and practice of sparse matrix reordering, it is well understood that "arrow" patterns for Gaussian elimination work well in reducing fill-in. Indeed, we can reorder the adjacency matrix of the graph G to obtain block-arrow structure through a process known as nested-dissection (ND) [14] , which graph partitioning tools like Metis or Scotch can be used to obtain [22, 31] . The ND process may be summarized as follows. Our initial goal is to compute a vertex separator S ⊂V that partitions the vertices of the graph G into three disjoints sets, V =C 1 ∪S ∪C 2 , so that following holds:
(1) there are no edges between any vertex in C 1 to any vertex in C 2 ; (2) |C 1 | and |C 2 | are roughly equal; and (3) S is as small as possible.
Using this partition, we can reorder the adjacency matrix A so that the vertices within each setC 1 andC 2 have consecutive indices; and vertices in S have a higher index than any vertex in C 1 and C 2 . For example, in Fig. 4 , we show a grid graph G, a separator, its adjacency matrix, and the 3×3 block-arrow matrix obtained by reordering the matrix as described above. This process may be performed recursively within C 1 and C 2 to obtain a more fine-grained ordering for the entire matrix.
Supernodal structure extraction
The goal of this step is to obtain a blocked sparse matrix as shown in Fig. 4b that we shall call supernodal matrix, from the permuted matrix using ND ordering (shown in Fig. 4d ); and to calculate the so-called elimination tree (shown in Fig. 4c ) that guides the scheduling and parallelism of our algorithm. We borrow the so-called symbolic analysis used in sparse direct solvers to do so.
Symbolic analysis: Symbolic analysis is the calculation of the exact fill-in structure in sparse Cholesky factorization. It enables preallocation of memory for any fill-ins.
Elimination tree: Recall the 3 × 3 block sparse matrix shown in Fig. 3 . Elimination can proceed in either {1,2,3} or {2,1,3} order while maintaining low fill. Such an elimination ordering can be described using a tree Fig. 3 , called elimination tree or eTree. The eTree is also calculated during the symbolic analysis step. ND ordering leads to a multilevel eTree as shown in Fig. 4c .
Supernodes: A supernode is a collection of vertices or nodes that have a similar fill-in structure. When that occurs, these vertices may be grouped together to obtain block-sparse matrix. The supernodal partition is obtained by performing vertex contraction on the eTree, yielding a supernodal eTree. For subsequent discussion, eTree refers to a supernodal eTree.
Ancestor and descendant supernodes: Further, we define the ancestors of a supernode as the set of supernodes that consist of its parent, the parent of parent, and so on. Similarly, if supernode a is an ancestor of another supernode b, then we say b is a descendant of a. In the eTree representation, the ancestors of a node occupy a higher spot than that node and descendants appear below it. We denote ancestors and descendants of a supernodev by A(v) and D(v), respectively. 
The SuperFw algorithm
Parallel SuperFw algorithm
Recall from the baseline BlockedFw algorithm that, in the k-th OuterUpdate step, all the updates on all the A i j blocks could be performed in parallel. Relative to that available parallelism, the enhancement in SuperFw comes from exploiting the eTree. To expose maximum parallelism, we perform a bottom-up topological sort of the eTree, which partitions the eTree into levels as shown in Fig. 5b . Since all the supernodes in the given level are cousins to one other, their elimination can be done in parallel. We refer to such eTree-guided scheduling as eTree parallelism. We use the work-depth model [4] to quantify the asymptotic sequential work and the available parallelism for different algorithms. The work is the total number of operations performed and the depth is the length of the longest sequential chain of data dependencies. Formally, if T (n,p) denotes the time of execution of a parallel algorithm on p processors for a problem of size n, then workW (n) and depth D(n) are defined as follows:
ASYMPTOTIC ANALYSIS
Using W (n) and D(n), the average available parallelism, or concurrency C(n), is defined as
The concurrency C(n) indicates the average number of processors an algorithm can fruitfully utilize. We assume a parallel random access memory (PRAM) model [1] of parallel execution that supports concurrent read exclusive write (CREW). In this model, all processors can access a memory location simultaneously, and only one processor can write at a location at a time. In terms of their depth costs, performing x i ←αy i +β has a depth of O(1); and reduction operation y ← i=1:n x i has a depth of O(logn).
Asymptotic Work
If |S | is the size of the top-level separator of graph G with n vertices, then the cost of running SuperFw is O n 2 |S | . The asymptotic cost reduction from O n 3 to O n 2 |S | comes from the ND reordering. The asymptotic cost of ND reordering and other equivalent reordering schemes can be found elsewhere as well [26] . Given the algebraic equivalence of SuperFw with sparse Gaussian elimination (Cholesky for the symmetric or undirected case), its costs are the same; here, we sketch the derivation of that cost and its implication for SuperFw below.
Let V = {C 1 ∪S ∪C 2 } be a nested dissection vertex partitioning of the graph G = (V ,E). Let |S |, |C 1 |, and |C 2 | denote the number of vertices in each set. In the following discussion, we assume the following. First, the separator is small, i.e., |S | ≪n and the partition is balanced, i.e., |C 1 | = |C 2 |. Therefore,
Further we assume that size of separators as a function of number of vertices in the graph denoted by S(n), is monotonic, i.e.:
Consider the elimination of the separator S, which is the last iteration of SuperFw. It involves three steps: DiagUpdate, PanelUpdate and OuterUpdate. The cost of DiagUpdate is equal to the cost of running Floyd-Warshall on a graph with |S | vertices, or O |S | 3 . The PanelUpdate step involves Min-Plus matrix multiplication of the two separator panels of size |S | × (n − |S |)) with a |S | × |S | matrix; thus, its cost is |S | 2 ×(n−|S |)). The OuterUpdate step involves computing outer product of the two panels; (n−|S |)×|S | and |S |×(n−|S |); thus, its cost is (n−|S |) 2 ×|S |. Since |S | ≪n, the outer product cost will dominate and so the total cost of elimination of the top level separator is given by W 0 (n) ≈n 2 S(n).
Here zero denotes the level of separator from the top, i.e., root has a level zero and leaves have level h − 1, where h is the height of the separator tree. Now consider the elimination of the two first level separators in the eTree. Again, OuterUpdate dominates the cost of elimination. Recalling our assumption that the partitions are approximately balanced, then OuterUpdate involves computing outer product whose dimensions are (n/2+|S(n)/2|))× |S(n/2)| and |S(n/2)|×(n/2+|S(n)/2|), so that the cost of elimination of the two first level separator is
Similarly, the total cost of elimination of all the i-th level separator is given by
There are approximately logn levels of the separator. Therefore, summing over all levels yields the final cost,
SinceS(n) is monotonic, so S (n/2 i ) S (n) ≤ 2, the coefficient ofn 2 S(n) in W (n) is ≤ logn i=0 1/2 i ≤ 1. Hence, the total work of SuperFw on a graph with n vertices is given by
(3)
Asymptotic Depth
The depth of the baseline Floyd-Warshall algorithm is O(n) since each of n vertices of the graph is eliminated sequentially. Within the elimination of a single vertex, DiagUpdate, PanelUpdate and OuterUpdate will each have depth O(1) using O n 2 processors. If the SuperFw does use the etree parallelism and perform sequential elimination of vertex, then it will have the same depth O(n) as the baseline Floyd-Warshall.
To calculate the depth of SuperFw with etree parallelism, we consider the elimination of top-level separator first. The elimination of top-level separator uses the blocked Floyd-Warshall algorithm, thus its depth is S(n). In the first level, we eliminate two separators each of size ≈S(n/2) in parallel.
For the elimination of two separators in the first level, we can perform DiagUpdate, PanelUpdate, and OuterUpdate involving regions of A × D, D × A and D × D, in parallel. However, for performing OuterUpdate involving A × A, we may update the same block from OuterUpdate step of either separator. In general, in the elimination of separators of the i-th level, multiple processes might try to update the same block in A × A. Notice that the update is a reduction operation, hence if p process try to update the same block, we can perform the update using tree-reduction with a depth of log 2 p −1 = O(logp). Since any block in A ×A will be updated by at most O 2 i processors at level i, hence the depth of updating any block in OuterUpdate of update of any block in the A ×A will be at most log(2 i ) =i. Therefore, the depth of performing elimination in the i-the level of the separator tree will be iS(n/2 i ). So the total depth of performing SuperFw is given by :
Therefore, the depth of performing SuperFw with etree parallelism is O S(n)log 2 n or just O |S |log 2 n . Verily, we can express the available parallelism or concurrency as :
Discussion
In Table 2 , we summarize the work, depth, and concurrency of SuperFw and BlockedFw, along with two notable general Apsp algorithms a) Dijkstra which is work optimal for sparse graphs but offers only O(n) concurrency; and b) Path-Doubling is a known theoretical variant of Floyd-Warshall algorithm with best known parallel complexity. Per Eq. (3), Su-perFw lowers the work complexity of Floyd-Warshall by a factor of O n S (n) , while also reducing the asymptotic depth by O n S (n)log 2 n . Hence SuperFw improves the asymptotic work complexity with little exacerbation of available parallelism. In contrast, Dijkstra's algorithm has a lower asymptotic work complexity, but it has a concurrency of O(n). Further, Dijkstra uses the priority queue data structure, which may not effectively utilize modern architectural features such as on chip cache memory and large SIMD units found on modern processors.
Per Eq. (3), a small vertex separator implies an asymptotic reduction in the cost of SuperFw relative to the naïve (dense) cost of O n 3 . The class of graphs with small separators largely falls into the category of geometric graphs, as well as additional classes of graphs derived from geometric graphs.Informally, a geometric graph is one that can be embedded into a d ≪ndimensional grid [10] . For a d-dimensional grid graph, there exists a separator of size O n 1− 1 d . The best-known example is a planar graph, which has a separator of size O √ n [27] . Additionally, there are graphs with O(n) separators also known as expander graphs [20] . Many random graphs tend to become expanders as number of edges increase.
RESULTS
We have implemented a shared memory multicore version of the SuperFw algorithm using OpenMP. The aim of our evaluation is to quantify the impact of each algorithmic techniques from sparse Cholesky on Apsp, though these techniques are not specific to shared memory; Section 6 briefly discusses candidate implementations for other programming models and frameworks, such as distributed memory. We present performance of SuperFw for both the sequential and multithreaded implementation on different datasets listed in Table 3 .
Experimental Setup
In this section, we present the details of the Test Bed, Baselines and the test graphs that we use for experiments.
Test
Bed. We conducted our experiment in a shared memory system that contains 32 cores as a dual-socket 16core Intel E5-2698 v3 "Haswell" processors. Each socket has 40-MB shared L3 cache. It has a total of 128 GB DDR4 2133 MHz memory arranged in four 16 GB DIMMs per socket. Each core can support two hyperthreads, thus 64 threads in total.
Competing Apsp implementations .
We compare the SuperFw implementation that uses the three optimizations (a) ND ordering (b) Supernodal structure and (c) elimination tree parallelism with the following three baselines.
• BlockedFw : this is an efficient multithreaded implementation of Algorithm 2 using OpenMP. This implementation does not exploit the sparsity of the graph. This would perform n 3 operations. • SuperBfs: This algorithm does not use the optimal ND ordering. However, it does perform symbolic factorization and set-up supernodal data structure. We perform BFS from the vertex-0 and use the order in which vertices were discovered as the ordering, to ensure that initial ordering of the matrix has some structure, so supernodal approach might still exploit the sparsity. This would perform O n 3 operations, but coefficients might be much smaller than BlockedFw • Dijkstra: This algorithm performs a single-pair shortest path from all the vertices. It has the lowest asymptotic complexity of all the methods considered herein, and is the core of Johnson's algorithm when there are no negative edge weights. (That is, Johnson's algorithm uses Dijkstra as a subroutine and would be more expensive than Dijkstra for graphs with only positive edge weights.) • BoostDijkstra: Apsp implementation using off-the-shelf implementation of Dijkstra's algorithm from popular Boost Graph Library (BGL) [37] . 2 • ∆-Step: We use the parallel ∆-stepping variant of Dijkstra's algorithm [30] for computing the single-source-shortest path in Johnson's algorithm. We also use the parallel ∆stepping algorithm from the Galois Graph library [32] . The ∆-stepping requires tuning the ∆ parameter for each graph. Our ∆-Step-based Apsp is autotuned, i.e., it tries different values of ∆ of first few SSSP calls and picks the best ∆ for rest of the execution.
The core of all three Floyd-Warshall algorithms BlockedFw, SuperBfs and SuperFw use the same semiring double precision matrix-multiplication kernel SemiringGemm. The Semir-ingGemm kernel achieves 10.2 Gflop/sec per core which is 28% of the theoretical peak of 36.8 Gflop/sec (18.4 Gflop without FMA instructions) per core. The BlockedFw achieves a maximum of 244 Gflop/sec on 32 cores. The operand sizes can vary significantly in SuperFw, thus per core flop rate varies between graphs and ranges from 7.6-9.4 Gflop/sec.
Test
Graphs. We used graphs from three different categories (a) Real world Graphs (b) Graphs from DIMACS competition and (c) Random graph generators with different parameters. The details of the set of matrices such as the size and density used for experiments are listed in Table 3 . The graph luxembourg_osm has 114k vertices, which requires 105GB of memory to store the distance matrix, is the largest graph we could successfully try. The Djikstra's and ∆-Step algorithms works on graphs with positive edge weights, so we modify the adjacency matrices from real world and synthetic to have only positive entries.
5.1.4
Pre-processing overhead. The worst-case pre-processing cost is 18% of the multithreaded SuperFw execution time, even though pre-processing (i.e. graph partitioning via Metis) is not multithreaded. In sequential or single-node case, the pre-processing step is not a a bottleneck for even for sparse Cholesky (which is a O(S 3 ) the operation, whereas SuperFw performs O(n 2 S) operations), thus many efforts are towards improving the performance of the numerical factorization step. In the subsequent performance and scalability analysis, the time shown does not include the pre-processing costs.
Observations
Small Graphs.
For small graphs, we compare the performance of SuperFw against BlockedFw, SuperBfs and Dijkstra, shown in Fig. 6a . The SuperFw is faster over BlockedFw by upto 123×, and it represents the impact of all the optimizations combined. The SuperBfs is faster over BlockedFw by upto 3.9×. We highlight the following three key observations.
• Impact of ND ordering: In the case of the test matrices, de-launey_n14, OPF_6000, and fe_sphere, ND ordering yielded significant benefit because of smaller separators. However, there are many real world cases with smaller separators that can benefit from SuperFw. • Impact of Supernodal structure: The asymptotic cost of SuperBfs is still O(n 3 ), but it does exploit sparsity to some extent, unlike blockFW. As in Fig. 6a , this offers an advantage of 1-3.9× on many real world and synthetic graphs. We also observe that in the case of hypercube_14 with n logn separator, reordering cannot reduce the asymptotic cost. Yet, by using a supernodal data structure, we get a performance improvement of 4.1x speedup over BlockedFw.
• Adversarial Cases: Finally, there are synthetic graphs like extended_barbasi, where neither ND ordering nor supernodal structure offer any improvement. More generally, there are graph classes, like expander graphs, that are sparse yet well connected. Such graphs won't have good separators and we would not expect SuperFw to provide any advantage over BlockedFw. There are number of random graph generators, such as Erdos-Renyi, Watts-Strogatz, that have similar properties for graphs with large number of vertices.
We expect that the performance gap between BlockedFw and SuperFw will increase with increasing in problem size due to asymptotic difference in the time-complexity, whereas performance gap between BlockedFw and SuperBfs will remain similar for larger graphs.
Large Graphs.
For large graphs, we compare the performance of SuperFw with Dijkstra, BoostDijkstra, and ∆-Step and leave out O n 3 algorithms shown in Fig. 6b . The SuperFw is faster by 0.2-52× than the Dijkstra's. We expect that for larger graphs Dijkstra will outperform Su-perFw, nevertheless, SuperFw is competitive to Dijkstra for planar graphs of sizes on the order of 100k vertices, e.g., luxembourg_osm. The BoostDijkstra and Dijkstra are algorithmically very similar, yet BoostDijkstra is often slower than our implementation of Dijkstra. This difference mainly stems from BoostDijkstra's adjacency list data structure for storing graphs vs compressed-sparse-row storage used by Dijkstra. The ∆-Step is neither work-optimal and nor scalable, thus not competitive to either Dijkstra or SuperFw.
Scalability.
• Impact of eTree Parallelism: In Fig. 8, we 
RELATED WORK
This work builds upon principles from several different areas including semiring algebra, graph algorithms and sparse direct solvers. A number of other problems are equivalent to Apsp, e.g. metricity, minimum-weight triangle, second shortest path, etc. [43, 44] . While Apsp is the semiring equivalent of matrix inversion, no no truly subcubic algorithm (i.e., equivalent of Strassen's algorithm) for Apsp is known. The best known complexity of Apsp for the dense case is O n 3 n o1 [43] , and O mn logn for sparse graphs [7] ; for the parallel case, it is O(logn) [40] . The equivalence between finding the shortest path and solving a system of linear equations goes back to the work of Carre [3, 6] . He gave many interpretation of linear algebra operations, including LU factorization and Sherman-Morrison Woodbury formula for graph updates. Modern treatments of this subject can also be found elsewhere [16, 28] .
The method of nested dissection (ND) was discovered by George [13] for solving linear system of equations from finite element meshes. Its generalization by Lipton et al. [26] , and the planar separator theorem [27, 39] has had a large impact on a number of graph and sparse linear algebra algorithms. In particular, several algorithms for path problems on planar graphs are based on ND and the planar separator theorem [8, 11, 42] .
Lastly, sparse direct solvers have been studied in great detail in the context of parallel computing. Depending on scheduling, there are other variants namely, left-looking, rightlooking, multifrontal, and Crout's variant. The effect of different scheduling strategies on performance can be found at [19, 34] . The proposed SuperFw closely resembles the rightlooking variant. Similarly, a number of works have focused on improving scalability on accelerators such as GPU [15, 23-25, 29, 36, 41, 46] and distributed memory [2, 18, 35, 45] . Most distributed algorithms rely on some form eTree parallelism for reducing communication and data distribution [18, 35] .
CONCLUSION
This paper is the first practical demonstration of how to exploit the algebraic structure of the all-pairs shortest paths problem to create a parallel APSP algorithm for sparse graphs, applying all of the machinery we know from sparse direct solvers for linear systems. Although the observation about the similarity of linear solver and shortest path is known, ours is the first attempt to create a practical implementation and conduct an empirical analysis. We believe that the algebraic interpretation of APSP is important to explore, and our study is just the first of many that we or others could carry out, now that we have done this one. In particular, consider linear systems. In that setting, there is a rich "hierarchy" of methods that trade-off generality and robustness for speed and asymptotic optimality, with "dense LU" at one end and "multigrid" at the other. Sparse Cholesky/LU is in the middle of that spectrum. For APSP, we do not know yet fully understand what the analogous hierarchy might look like. This study would be just one a series of future studies that could try to fill in the other analogous methods.
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