Clustering with the agglomerative Information Bottleneck (aIB) 
Introduction
Since the volume of available data has grown rapidly in recent years, a number of complex data analysis methods have been developed. An important class of these methods is the unsupervised dimensionality reduction method which aims to reveal the inherent hidden structure in a given complex data set. Recently, the information bottleneck (IB) [1] method is proposed for dimensionality reduction by constructing some compact representations of the data elements. The IB method has been successfully applied in a wide range of applications including documentation clustering [2, 3] , image clustering [4, 5] , medical image segmentation [6] , galaxy spectra classification [7] , gene expression analysis [8] , analysis of neural codes [9] , etc. Several algorithms based on the IB framework have been developed, such as the iterative IB algorithm [1] , the aIB algorithm [10] and the sequential IB (sIB) algorithm [11] , among which the tree-structure output of the aIB algorithm makes itself outstanding.
The aIB algorithm arranges the data elements in a treestructure, which has much useful information for database management, and could be used to form databases for effective browsing and to speed up search-by query [12] . J. Goldberger et al. apply the aIB to unsupervised image set clustering and the use of the clustering for efficient image search and retrieval [4] . However, as a greedy algorithm, the aIB checks only the possible merging pairs, and merges the pair that reduces the relevant information minimally. So there is no guarantee to preserve the relevant information as much as possible. Consequently, it lowers the precision of the aIB results. This above situation is called the suboptimality problem. To improve the aIB results, S. Gordon et al. use the sIB and k-means in their experiments, but this might destroy the tree-structure produced by the aIB algorithm.
In this paper, a new algorithm DCIB is presented to deal with the sub-optimality problem of aIB and in the meantime keep the useful hierarchical clustering tree-structure. Given a set of elements, we define a density connectivity chain, through which we could find the elements that are similar enough to be assigned into the same cluster. In effect we use the density connectivity chain to discover the hidden structure of the given data set. As we will see in the experiment results, the DCIB can alleviate the sub-optimality problem of aIB, preserve more relevant information, and consequently achieve higher micro-averaged precision.
The rest of the paper is organized as follows. In section 2, the background is presented. In section 3, we define the density connectivity chain and propose the DCIB algorithm. In section 4, we present the experiment results that evaluate the performance of DCIB compared to aIB under the document clustering scenario. Finally, in section 5, conclusions and future work are presented.
Background
In this section, we review the IB principle and algorithms briefly. Throughout this paper, we use the following notations: capital letters (X, Y, T, . . .) denote the random variables; lowercase letters (x, y, t, . . .) denote the corresponding realizations; the notation p(x) denotes p(X = x), namely the probability when the random variable X takes the value x; and |X|, |Y |, |T | denote the cardinality of X, Y , T respectively.
The Information Bottleneck Principle
The IB method originates from the Rate Distortion theory, which uses the distortion function d(x, t) to measure the distance between the compressed representation T and the original signal X, and aims to minimize the compression information I(T ; X) under a given constraint on the average distortion D. The I(T ; X) is the mutual information between T and X. A definition of the Rate Distortion theory is given by:
where
The primary problem of Rate Distortion theory is the need to choose the distortion function first, which is not trivial. To cope with this problem, N. Tishby et al. introduce the IB principle. Their motivation comes from the fact that it is easier to define a relevant "target" variable than to choose a distortion measure.
N. Tishby et al. suggest the following IB variational principle, which we also term the IB-functional:
where β is the Lagrange multiplier [1] controlling the tradeoff between the compression and the preservation. An optimal solution to the IB-functional proposed by Tishby et al. is as follows:
where Z(x, β) is a normalization function.
Clearly p(t), p(y|t) are determined through p(t|x), and as in the aIB algorithm, we constrain p(t|x) to take values of zero or one, and get a "hard" clustering result in this research.
However, constructing the optimal solution is an NPhard problem, and several IB algorithms have been proposed to approximate the optimal solution. We will introduce the aIB algorithm in the following section.
The aIB algorithm
The aIB algorithm is a hierarchical algorithm. It starts with the trivial partition in which each element x ∈ X represents a singleton cluster or component t ∈ T . To minimize the loss of mutual information I(T ; Y ), the aIB algorithm merges "the most possible merging pair" which locally minimizes the loss of I(T ; Y ) at each step. In paper [13] , N. Slonim proposes the problem of maximizing
which is equivalent for minimizing the IB-functional. Let t i and t j denote two elements of T . The information loss due to the merging of t i and t j , also called merger cost, is defined as [13] :
where L bef max and L af t max denote the corresponding values of L max before and after t i and t j are merged into a single cluster. N. Slonim formulates this merger cost as:
] is the JensenShannon divergence between distribution p(·) and q(·).
As a greedy algorithm, the aIB algorithm checks only the possible merging of pairs of clusters of the current partition. Let T i denote the current partition and T i−1 denote the new partition after the merger of "the most possible merging pair". Obviously, |T i | = |T i−1 |+1.The aIB algorithm is "locally optimal" at every step through maximizing L max . However, there is no guarantee to obtain an optimal solution for every partition T , even for a specific partition [10] .
The DCIB algorithm
The aIB algorithm suffers from the sub-optimality problem. It cannot guarantee to preserve as much mutual information as possible. To alleviate this problem we introduce the DCIB algorithm, the Density Connectivity Information Bottleneck algorithm.
The Density Connectivity Chain
One of the important objects of the unsupervised dimensionality reduction methods serves to reveal the hidden structure in the given data set. One class of such methods is clustering techniques [13] . However, the shape of the clusters could be arbitrary. When considering the sample data set in Figure 1 , we can easily discover clusters of elements. The primary reason why we can detect the clusters is that each cluster in the sample data set has a typical density of elements. To discover the clusters of arbitrary shape, M. Ester et al. propose the DBSCAN algorithm [14] , which defines the Eps-neighborhood of a data element and the densityreachable condition etc. In our algorithm, we define the density connectivity chain to discover the hidden structure of a data set. This, together with the IB inspired distance measure, makes our approach different from DBSCAN.
Figure 1. The sample data set
Let M inCost denote the minimal merger cost in current partition, and let T hreshCost denote the merger cost threshold. The T hreshCost is defined as:
where r is a predefined parameter.
If d(t i , t j ) < T hreshCost and d(t j , t k ) < T hreshCost, we think t i ,t j and t k are dense enough and could be merged together. We call {t i , t j , t k } a density connectivity chain. Note that there may be several density connectivity chains in the current partition.
To find all the density connectivity chains, we firstly find all the merging pairs that each of their merger costs, d(t i , t j ), satisfies d(t i , t j ) < T hreshCost, and let S denote these merging pairs. To find the density connectivity chains in S, we create an undirected graph with all of the components in S. For each pair (t i , t j ) in S, create node t i and t j to denote the component t i and t j , then connect node t i and t j with an undirected line. A resulting graph of S is presented in Figure 2 . It is obvious that each subgraph in the resulting graph is a density connectivity chain. There are three density connectivity chains in S: {t 1 , t 2 , t 3 , t 4 }, {t 5 , t 6 , t 7 } and {t 8 , t 9 } which contain 4, 3 and 2 components respectively. 
For each chain in S, we merge all the components in this chain into a new componentt . The probability distribution p(t),p(y|t) and p(t|x) of the new component is calculated
where t i and k denote the component and the number of the components in this chain respectively.
The DCIB algorithm clustering process
The DCIB algorithm proceeds mainly in two phases, the initialization phase and the iterative search phase.
The Initialization phase: Initiate every element x ∈ X as a singleton cluster or component. Calculate the merger cost between each potential merging of pairs by equation (6) .
The Iterative Search Phase: Find the set S of the merging pairs (t i , t j ) whose merger costs satisfy d(t i , t j ) < T hreshCost. Use the graph-based method described in section 3.1 to find all the density connectivity chains in S. For each chain in S, we merge all the components in this chain into a new componentt. The probability distribution p(t),p(y|t) and p(t|x) of the new component is calculated by equation (7).
The analysis of the DCIB algorithm
For the current partition T i , let m denote the number of density connectivity chains in T i and let n denote the number of components in these chains. Obviously, the partition T j after merging these chains satisfies |T j | = |T i | − n + m. So the cardinality of T in the DCIB algorithm does not degenerate one by one, which prunes the yielded treestructure. Through the density connectivity chain, the DCIB algorithm considers not only the merger cost between two components, but also the merger costs among the neighbors of a component.
Experiment Design and Results Analysis
In this section, we compare the performance of the DCIB algorithm and the aIB algorithm under the document clustering scenario, as in the papers [2, 3, 11, 13] .
Data Sets
The nine data sets used in our experiment are subsets of the 20-Newsgroup corpus [15] . Each of the nine data sets consists of 500 documents randomly chosen from the themes in the 20-Newsgroup corpus. All of the chosen documents have been pretreated by: Removing file headers, and leaving only the subject line and the body; Lowering all upper-case characters; Uniting all digits into a single "digit" symbol; Ignoring the non-alpha-numeric characters; Removing the stop-words and those words that appeared only once; Keeping only top 2000 words according to their contribution.
In each of these nine data sets, there is a sparse document-word count matrix: each row of the matrix denotes a document x ∈ X; each column denotes a word y ∈ Y ; the matrix value m(x, y) denotes the occurrence times of the word y in the document x. The detailed information about these nine data set is presented in Table 1 .
The Evaluation Method
In this paper, we use the mutual information, microaveraged precision and recall as the quantitative measures.
Mutual Information The main idea of the IB method is
to extract a compact representation T , which preserves the maximal mutual information I(T ; Y ), so we use the mutual information I(T ; Y ) to compare clusterings. The higher the mutual information, the better the clustering.
Micro-averaged Precision and Recall
Following [11, 13] , the micro-averaged precision and recall are also used as our evaluation measures. Firstly, we define the labels of all documents in some cluster t ∈ T as the most dominate label in that cluster. Then, for each category c ∈ C we define that: A 1 (c, T ) denotes the number of the documents which are assigned to c correctly. A 2 (c, T ) denotes the number of the documents which are assigned to c incorrectly. A 3 (c, T ) denotes the number of the documents which are not assigned to c incorrectly.
The micro-averaged precision is defined as:
The micro-averaged recall is defined as:
If the data sets and the algorithm are both uni-labeled, then P (T ) = R(T ). Since our nine data sets are unilabeled, we only use P (T ) in this paper. 
The Comparison of the Mutual Information
The hierarchical clustering tree-structure yielded by the DCIB algorithm is pruned, so we compare the mutual information on the same cardinalities |T |. Here, we present the last 100 same cardinalities |T | of the two algorithms, and we define rate as:
where DCIB I(T ; Y ) and aIB I(T ; Y ) denote the mutual information gained by DCIB and aIB. Figure 3 (a), (b), (c) illustrate rate on the last 100 same cardinalities on the nine data sets. The DCIB algorithm successfully preserves more mutual information in 692 out of 900 same cardinalities. Figure 3(d) , (e), (f) present rate on the last 10 same cardinalities. It is evident that the less the cardinality of T is, the higher the rate is. Table 2 shows the detailed micro-averaged precision results on the nine data sets. The DCIB algorithm can achieve higher micro-averaged precision than aIB on all the nine data sets. The most notable improvement achieves 22.8% on the data set Binary 2, and the rate also reaches the largest one on data set Binary 2.
The Comparison of the MicroAveraged Precision

Experiment Results Analysis
We summarize the experiment results as follows: 1. The DCIB algorithm can preserve more mutual information than the aIB algorithm on almost all of the same cardinalities on the nine data sets. As the value of |T | decreases, such tendency becomes more evident. On Binary 2 data set, when |T | = 2, the mutual information in DCIB is 11.6% more than that in aIB.
2. It is evident that the DCIB algorithm can yield higher micro-averaged precision than the aIB algorithm on all the nine data sets. On Binary 2 data set, we achieve the largest improvement 22.8%. The improvements on Multi5 1 and Multi10 2 data sets are 13.4% and 11.6% respectively.
3. The micro-averaged precisions of the aIB algorithm on Binary 1, Binary 2 and Binary 3 are 84%, 59.8% and 85% respectively. It is clear that the micro-averaged precision on the Binary 2 data set is terribly less than the ones on the other two data sets, Binary 1 and Binary 3. The micro-averaged precisions of the DCIB algorithm on Binary 1, Binary 2 and Binary 3 are 87%, 82.6% and 91.4% respectively. So it overcomes the instable phenomenon of the aIB algorithm.
Conclusion
Our new algorithm, the DCIB algorithm overcomes the sub-optimality problem of the aIB algorithm by using the density connectivity chain. Compared with the aIB algorithm, the new algorithm preserves more mutual information and achieves higher micro-averaged precision.
1. We introduce the density connectivity chain into the IB method, and propose the DCIB algorithm which considers not only the merger cost between two components, but also the merger costs among the neighbors of a component.
2. This paper successfully alleviates the sub-optimality problem of the aIB algorithm. The proposed algorithm can preserve more mutual information and achieve higher micro-averaged precision than the aIB algorithm.
Our future research will have to consider the complexity of the DCIB algorithms. In this paper, we focus on the precision, namely preserving as much relevant information as possible. We plan to develop a new characteristic to reduce the complexity. 
