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Abstract
We show that if w ≺ y and x ≺ z are four vectors in Rn, then a number of Schur major-
izations hold between “symmetrized” vector functions of w, x, y and z, e.g., (wi + xj )i,j ≺
(yi + zj )i,j where the left-hand expression means the vector of dimension n2 consisting of
all sums wi + xj of the co-ordinates of w and x, arranged in lexicographic order. Among
other things, we get vector and matrix versions of Muirhead’s theorem for scalar inequalities.
From the vector inequalities follow many scalar inequalities for “symmetrized” sums, some
of which are scattered through the inequality literature.
In Section 2, applications are given to matrix inequalities for tensor products, e.g., if A,B
and C are Hermitian and λ(A) ≺ λ(B), then λ(A⊗ C) ≺ λ(B ⊗ C).
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1. Scalar and vector inequalities
This section presents some new majorization inequalities for vectors of “sym-
metrized” sums and products. Section 2 gives applications to linear algebra of the
inequalities of Section 1; these are eigenvalue and norm inequalities, mainly for ten-
sor products. The inequalities of Section 1 also have applications in probability to the
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ordering of random variables, and also in statistics where such symmetrized sums are
called “U-statistics”; these applications will be dealt with elsewhere.
We adopt the standard notation for Schur majorization as found in [2,4,6,7]. We
shall use “x in Rn” to refer to a row vector. This paper could have been written using
column vectors, but since this author hates writing transpose signs everywhere, all
our vectors will be row vectors. For any x = (x1, . . . , xn) in Rn, if f is a func-
tion from R to R, then f (x) = (f (x1), . . . , f (xn)). If x and y are vectors in Rn
and Rm (resp.), then we shall create new row vectors by writing round brackets
with a formula inside them involving xi and yj , and an inequality in i and j writ-
ten as a subscript to the closing bracket to indicate the range of the formula. For
example, if x is in Rn, (xiyj )i<j means the vector (not the matrix) ordered lexico-
graphically from largest to smallest in i and j , consisting of all products xixj with
i < j ; this is thus a vector living in Rn(n−1)/2. Hence, if x in R3 is x = (x1, x2, x3),
then (xixj )i<j = (x1x2, x1x3, x2x3). Another example: if x ∈ Rn and y ∈ Rm, the
symbol (xiyj )i,j means the row vector (not the matrix) of all products xiyj with
1  i, j  n, also ordered lexicographically into a vector in Rnm. Similarly for vec-
tors involving more than two subscripts. With a little abuse of language, the vector
(xiyj )i,j may be thought of as the tensor product x ⊗ y, (xixj )ij as the symmetric
tensor product x ∨ x, and (xixj )i<j as the antisymmetric tensor product x ∧ x.
If x and y are in Rn, we write x 	 y if xi  yi (i = 1, . . . , n). A function  :
Rn1 × · · · × Rnp → Rm is affine in its first co-ordinate if (αx + βy, u, v, . . .) =
α(x, u, v, . . .)+ β(y, u, v, . . .) (all α, β  0, α + β = 1, x, y ∈ Rn1 , u ∈ Rn2 ,
v ∈ Rn3 , . . .), and convex (resp. concave) if “=” is replaced by “	” (resp. “”).
Similarly for the ith coordinate of  for i > 1. Sn sometimes denotes the group of
permutations of the integers 1–n, and sometimes the group of permutations of the
co-ordinates of Rn; the context will make clear which is meant.  is Sn-convex in
its 1st co-ordinate if

(∑
i
αiπix, y, . . . , z
)
	
∑
i
αi(πix, y, . . . , z)
(
πi ∈Sn, αi  0,
∑
αi = 1
)
;
 is Sn-concave if “	” is replaced by “” in the last inequality. Comment: by the
theory of Marshall and Olkin [7, 2.B.1], it is sufficient to check Sn-convexity for
the case
∑
αiπix = α1x + α2πx, where π is an arbitrary transposition. (Marshall
and Olkin call such a transformation a T-transform.)
Theorem 1.1. Let  : Rn1 × · · · × Rnp → Rm be a function of p vector arguments
which is linear or affine in its first argument, and is such that, for any π inSn1 , and
x in Rn1 , y in Rn2 , . . . , z in Rnp, there is a  in Sm such that
(πx, y, . . . , z) = (x, y, . . . , z), (1.1)
and let x(1) and x(2) be two vectors in Rn such that
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x(1) ≺ x(2). (1.2)
Then we have
(x(1), y, . . . , z) ≺ (x(2), y, . . . , z). (1.3)
If  is Sn-convex in its 1st co-ordinate (instead of linear or affine), then “≺” must
be replaced by “≺w” in inequality (1.3); if  is Sn-concave, then “≺” must be
replaced by “≺w”. Similar statements hold of course for the other (vector-valued)
co-ordinates y, . . . , z.
Proof. If p = 1, Theorem 1.1 is a theorem of [2, Theorem 2.1], see also [4, Theorem
II.3.3]. The proof of Theorem 1.1 follows from fixing y, . . . , z and applying Ando’s
theorem to  and x. 
Numerous inequalities follow from the theorem; for simplicity we shall state most
of these for the case of p = 2, that is, for expressions with only two subscripts, how-
ever, they are valid for arbitrary positive integers p. Let w and x be in Rm and Rn,
respectively, and(w, x) be the vector (wi + xj )i,j inRmn; since the map (w, x)→
w + x is affine in each of w and x, Theorem 1.1 then yields (1.5a); its multiplicative
analogue (1.5b) follows from the fact that
(w, x)→ (wixj )i,j = (w1x1, . . . , w1xn,w2x1, . . . , wmxn) (1.4)
is linear (hence affine) in each of x and y.
Corollary 1.2. Let w ≺ y be two vectors in Rm and x ≺ z be two vectors in Rn.
Then
(wi + xj )i,j ≺ (yi + zj )i,j , (1.5a)
(wixj )i,j ≺ (yizj )i,j , (1.5b)
(wi − xj )i,j ≺ (yi − zj )i,j , (1.5c)
(wi/xj )i,j ≺w (yi/zj )i,j (1.5d)
(provided all wi, xj , yi and zj in (1.5d) are > 0).
We remind the reader of our convention that the expression on each side of
the inequalities (1.5a)–(1.5d) is a row vector in Rmn containing the quantities of
the indicated form, arranged in lexicographic order of i and j. Thus in (1.5a), on the
left-hand side we have
(wi + xj )i,j = (w1 + x1, . . . , w1 + xn,w2 + x1, . . . , w2 + xn, . . . , wm + xn).
Corollary 1.3. Let w ≺ y be vectors in Rn. Then
(wi + wj)i<j ≺ (yi + yj )i<j (1.6a)
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(wi1wi2 · · ·wip)i1<i2<···<ip ≺w (yi1yi2 · · · yip )i1<i2···<ip (1.6b)
for n  p  2 if all wi and yi are non-negative; if p = 2 this holds without the
non-negativity assumption
(|wi − wj |)i<j ≺w (|yi − yj |)i<j , (1.6c)
(wi/wj )i<j ≺w (yi/yj )i<j (1.6d)
if w and y are in D++ (i.e., co-ordinates in descending order and strictly positive).
Note that (1.6b) requires different assumptions for the case p = 2 and for the case
p > 2 ((1.6b) is the only inequality in Corollaries 1.2–1.4 which requires different
assumptions for different values of p). We shall postpone the proof of inequality
(1.6b) until a little later; it follows from Proposition 1.5(B) with l = p and f (x) =
x1x2 · · · xp, which is not necessarily Schur-concave if p  3 and w and y have nega-
tive co-ordinates, but is always Schur-concave for p = 2. Note the partial lack of
symmetry in inequality (1.6d); it contains only those terms in (wi/wj )i /=j which
are greater than 1. No majorization exists in general for the vector (wi/wj )i>j . The
proof of (1.6d) will also be postponed; it follows from Proposition 1.5(A) with l = 2
and f (x) = x[1]/x[2] on the set A = Rn (x[i] is the ith largest co-ordinate of x).
Corollary 1.4. Let w ≺ y be two vectors in Rn. Then we have the following major-
izations similar to those in Corollary 1.3, but allowing repeated subscripts:
(wi + wj)ij ≺ (yi + yj )ij , (1.7a)
(wiwj )ij ≺w (yiyj )ij (1.7b)
if the co-ordinates of w and y are non-negative.
Statement (1.7a) follows directly from Theorem 1.1. Inequality (1.7b), on the
other hand, is not so straightforward; a proof is given after Proposition 1.5.
Note. Replacing “w ≺ y” by “w ≺w y” (resp. “w ≺w y”) in the assumptions of Cor-
ollary 1.2, 1.3 or 1.4 changes the “≺” in inequality “a” of that corollary to “≺w”
(resp. “≺w”). If the co-ordinates of x and z are all > 0, then changing the “≺” in
the assumptions of Corollary 1.2 to “≺w” (resp. “≺w”) changes the majorization in
inequality (1.5b) in the same way. If the co-ordinates of w and y are all > 0, then
changing the “≺” in the assumptions of Corollary 1.3 to “≺w” leaves the “≺w” un-
changed in inequality (1.6b). If the co-ordinates ofw and y are all> 0, then changing
the “≺” in the assumptions of Corollary 1.4 to “≺w” leaves the “≺w” unchanged in
inequality (1.7b).
Formula (1.6b) may be viewed as a strengthening of the fact that the symmetric
function is Schur concave, while (1.7b) strengthens the fact that the complete sym-
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metric function Ck =∑ xi11 · · · xinn (sum over i1 + · · · + in = k, ij  0) is Schur-
convex.
Proposition 1.5. (A) Let A be a symmetric convex set in Rl and f be a Schur-
convex function defined on A with the property that for each fixed (x2, . . . , xl), the
function f (z, x2, . . . , xl) is convex in z in the set {z | (z, x2, . . . , xl) ∈A}. For any
n > l, define the vector
F(x1, . . . , xn) = (f (xπ(1), . . . ., xπ(l)))π∈Sn , (1.8a)
then x, y ∈A such that x ≺ y implies that
F(x) ≺w F(y). (1.8b)
Consequently, the real-valued sum∑
π∈Sn
f (xπ(1), . . . , xπ(l)) is Schur-convex. (1.8c)
(B) If the Schur-convexity and convexity of part (A) are changed to Schur-
concavity and concavity, then the conclusion (1.8b) is changed to F(x) ≺w F(y),
and (1.8c) is Schur-concave.
(C) In the hypotheses of (A) of the theorem, if “x ≺ y” is weakened to “x ≺w y”,
and we add the condition “f is a monotone increasing function”, then the conclusion
(1.8b) still holds.
Note. In [7, Proposition 3.G.3], Proposition 1.5 is given in its scalar form (1.8c), not
the vector form (1.8b).
If G(x) is defined as (f (z))z∈C(x,n,l) where z runs through the set C(x, n, l) of all
the n choose l subsets of l elements taken from the co-ordinates of x (we can think
of the subsets z as ordered lexicographically), then (1.8b) is equivalent to G(x) ≺w
G(y), and (1.8c) to∑C(x,n,l) f (x) ∑C(y,n,l) f (y). Note that F(x) is equal (up to
permutation of co-ordinates) to the direct sum of l! copies of G(x), but nevertheless,
F(x) ≺w F(y) is equivalent to G(x) ≺w G(y), and expression (1.8c) is equal to
(l!)∑C(x,n,l) f (x). (The notation C(x, n, l) is essentially introduced in [7, Chapter
3.G].)
Proof. (A) for l = 2 (the proof is similar for l > 2). Let x and y be in Rn with
x ≺ y. By the remark just before Theorem 1.1, there is a sequence of vectors x(i) in
Rn, of πi in Sn, αi and βi , such that x = x(N) ≺ x(N−1) ≺ · · · ≺ x(1) ≺ x(0) = y
and
x(i+1) = αix(i) + βiπix(i), i = 0, . . . , N − 1, (1.8d)
where αi + βi = 1, αi, βi  0 and each πi is a transposition. If we can prove that
(1.8d) implies F(x(i+1)) ≺w F(x(i)), then Proposition 1.5 follows. Hence, it suffices
to prove that if x, y ∈ Rn where x equals the convex linear combination αy + βπy
and π is a transposition, then there exists u such that F(x)	 u ≺ F(y). For
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simplicity we consider the case in which π is the transposition interchanging x1
and x2, but the proof holds for all transpositions π. We now have
F(x) = (f (x1, x2), f (x1, x3), . . . , f (xn−1, xn)),
where
f (x1, x2)= f (αy1 + βy2, αy2 + βy1)
= f (α(y1, y2)+ β(y2, y1))  f (y1, y2)
by the Schur-convexity of f. For j  3, we have
f (x1, xj ) = f (αy1 + βy2, yj )  αf (y1, yj )+ βf (y2, yj )
and
f (x2, xj ) = f (αy2 + βy1, yj )  αf (y2, yj )+ βf (y1, yj )
by the convexity of f in each co-ordinate. For i, j3, we have f (xi, xj )=f (yi, yj ).
Hence, the vector F(x) is
	 (αf (y1, y2)+ βf (y1, y2),
αf (y1, y3)+ βf (y2, y3), . . . , αf (y1, yn)+ βf (y2, yn),
αf (y2, y3)+ βf (y1, y3), . . . , αf (y2, yn)+ βf (y1, yn),
αf (y3, y4)+ βf (y3, y4), . . . , αf (yn−1, yn)+ βf (yn−1, yn))
= αF(y)+ βF(y) ≺ F(y), where  is in Sn(n−1)/2.
(B) Apply (A) to −f and use the fact that w ≺w z implies −w ≺w −z. 
In preparation for the proof of Corollary 1.4(1.7b) we need to prove (1.7b) for
n = 2.
Lemma 1.6. If x ≺w y are two vectors in R2 with non-negative elements, and H
is the vector-valued function defined by H(x1, x2) = (xq1 , xq−11 x2, . . . , x1xq−12 , xq2 ),
then
H(x) ≺w H(y). (1.9a)
Let Lk(x) be the sum of the k largest co-ordinates of H(x), k = 1, 2, . . . , q + 1. If
x1  x2  0, then
Lk(x)/x1  Lk(x)/x2  0 for all k. (1.9b)
Proof. If we can show that Lk(x) is Schur-increasing in x for all k, then Lk(x) 
Lk(y), so by definition, H(x) ≺ H(y). For simplicity, we assume that x1  x2, so
that H(x) is in decreasing order, and Lk(x) =∑k−1i=0 xq−i1 xi2. By Schur’s criterion
[7, 3.4.A], it will be sufficient to show that D1Lk(x)  D2Lk(x)  0, where Ds =
/xs , s = 1, 2.
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Now,
D1Lk(x) = qxq−11 + (q − 1)xq−21 x2 + · · · + (q − k + 1)xq−k1 xk−12
while
D2Lk(x) = xq−11 + · · · + (k − 1)xq−k+11 xk−22 .
This expression for D2Lk(x) is the inner product 〈(1, 2, . . . , k − 1, 0) | u〉, where
u = (xq−11 , . . . , xq−k1 xk−12 ). Then
〈(1, 2, . . . , k − 1, 0) | u〉 〈(q − k + 1, q − k + 2, . . . , q) | u〉
 〈(q, . . . , q − k + 2, q − k + 1) | u〉
(since the inner product is larger when the vectors are similarly ordered [7, 6.A.3]).
Since this last inner product is equal to D1Lk(x), both (1.9a) and (1.9b) are
proved. 
Proof of inequality (1.7b) (cf. Corollary 1.4). Let x ≺ y be in Rn, and for each
k = 1, 2, . . . , dim(G), let Mk(x) be the sum of the k largest co-ordinates of G(x) =
(xi1xi2 · · · xip )i1i2···ip . As with Lemma 1.6, if we can show that Mk(x) is Schur-
increasing in x for all k, then Mk(x)  Mk(y), so by definition G(x) ≺w G(y). For
simplicity, we shall assume that the entries in the vectors x and y have been arranged
in decreasing order.
Fix s such that 1  s  n− 1. If C is a product of factors xi with i not equal
to s or s + 1, we say that C is of zero degree. For any k, if Mk(x) contains the
term Cxrs x
q−r
s+1 for C of zero degree, then since xs  xs+1, Mk(x) must also contain
Cxisx
q−i
s+1 for all i > r . Thus, Mk(x) is the sum of expressions of the form
E = C(xqs + xq−1s xs+1 + · · · + xq−rs xrs+1)
for some C of zero degree and some q and r such that 1  r  q  p. This expres-
sion is equal to Lr+1(x) from Lemma 1.6 (except for a change of subscripts), and by
(1.9b), for each such E we have E/xs  E/xs+1  0. Hence Mk(x)/xs 
Mk(x)/xs+1  0 for all k and for s = 1, . . . , n− 1; therefore Mk(x) is Schur-
convex by Schur’s criterion [7, 3.A.4] hence G(x) ≺w G(y). 
Corollary 1.7. If x ≺ y are in Rn and ψ is a convex function from Rh to R, then(
ψ(xπ(1), . . . , xπ(h))
)
π∈Sn ≺w
(
ψ(yπ(1), . . . , yπ(h))
)
π∈Sn . (1.10a)
If ψ is increasing and convex, then “x ≺ y” must be replaced by “x ≺w y”; if ψ is
concave, then the “≺w” in (1.10a) must be replaced by “≺w”.
Corollary 1.8. For x in Rn and 1  p  n, define
F(x)= (1/xi1 + 1/xi2 + · · · + 1/xip)i1<i2···<ip
= (Sp−1(xi1 , . . . , xip )/Sp(xi1 , . . . , xip ))i1<i2···<ip , (1.11a)
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where Sk(x) is the kth elementary symmetric function of x. F is clearly a sum of
convex functions, hence Proposition 1.4 applies and we get that expression (1.11a)
increases in the ≺w order as x increases in the Schur majorization order. Also, the
sum of the elements of the vector (1.11a) is Schur-convex.
Compare Corollary 1.8 to [7, 3.G.3.b] where the corresponding result is proved
for
∑
(S1(xi1 , . . . , xil )/Sl(xi1 , . . . , xil )), where the sum is over i1 < i2 < · · · < il
(equivalently, sum over C(x, n, l)). It may be that a similar result can be proved for∑
(Sk(xi1 , . . . , xil )/Sp(xi1 , . . . , xil )) for all 1  k < p  l  n.
Now we can prove most of the inequalities in [7, Chapter 3.G], and derive vec-
tor majorization results along the way. That is, where Marshall and Olkin prove an
inequality of the form
∑
S f (xi1 , . . . , xip ) 
∑
S f (yi1 , . . . , yip ) for some set S of
indices, we are able to prove a vector majorization of the form (f (xi1 , . . . , xip ))S ≺w
(f (yi1 , . . . , yip ))S which implies the inequality. For example:
If α, x ∈ Rn and we apply Theorem 1.1 to the mapping
(α, x)→
(
n∑
i=1
απ(i)xi
)
π∈Sn
,
then we find that α ≺ β implies that(
απ(1)x1 + · · · + απ(n)xn
)
π∈Sn ≺
(
βπ(1)x1 + · · · + βπ(n)xn
)
π∈Sn . (1.12a)
If we apply (1.12a) with x = ln y and exponentiate both sides of this inequality,
we get:
Corollary 1.9 (Vector version of Muirhead’s theorem). If α ≺ β and if y ∈ Rn is a
vector of strictly positive numbers, then(
y
απ(1)
1 y
απ(2)
2 · · · y
απ(n)
n
)
π∈Sn ≺w
(
y
βπ(1)
1 y
βπ(2)
2 · · · y
βπ(n)
n
)
π∈Sn . (1.12b)
We also have(
y
απ(1)
i1
· · · yαπ(n)in
)
π∈Sn ≺
(
y
βπ(1)
i1
· · · yβπ(n)in
)
π∈Sn (1.12c)
which is a vector Muirhead’s theorem with repetition of indices.
The proof uses the following corollary.
Corollary 1.10. For x ∈ Rn and a ∈ Rp, define
F(a) = (a1xi1 + a2xi2 + · · · + apxip )nij=1
in Rnp where each symbol xij runs through each one of the n values x1, . . . , xn. If
a ≺ b, then F(a) ≺ F(b).
This is a direct application of Theorem 1.1 toF(a). It has implications in statistics:
if X1, . . . , Xn are independent identically distributed symmetric random variables,
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then the distribution of
∑
i aiXi becomes more “peaked” (less disperse) as the vector
a increases in the Schur majorization order.
Corollary 1.11 (Rousseau). If ϕ : R → R is convex, then
F(x, y) =
∑
i,j
ϕ(xi − yj ) and G(x, y) =
∑
i<j
ϕ(xi − xj )
are Schur-convex functions of x and of y (x and y being vectors in Rn and Rm,
respectively).
This corollary was originally proved by Ronald Rousseau in connection with his
work on measures of diversity and of concentration. See [5], especially their Cor-
ollary 10, for a discussion. While Corollary 1.11 may be deduced from Theorem
3.G.1.b of [7] with some effort, it deserves to be stated as a result on its own. It
follows from our Corollary 1.2 and the fact that a convex function f of a single real
variable maps vectors w ≺ y into vectors f (w) = (f (w1), . . . , f (wn)) ≺w f (y) =
(f (y1), . . . , f (yn)).
Corollary 1.12. If w ≺ y and x ≺ z are four vectors in Rn, then(
w
p
i x
q
j
)
i,j
≺w
(
y
p
i z
q
j
)
i,j
if 1 < p, q <∞. (1.13a)
If the condition “1 < p, q <∞” is replaced by “0 < p, q < 1”, then the inequality
“≺w” must be replaced by “≺w”.(
w
p
i x
q
j
)
i,j
≺ (ypi zqj )i,j if p, q ∈ A and all wi, xj , yi, zj > 0, (1.13b)
where A is the union of the intervals (−∞, 0] and [1,∞).
Log-majorization results follow from the corollaries above.
Corollary 1.13. Let w and y be in Rn and x and z be in Rm. If lnw ≺ ln y and
ln x ≺ ln z, (which imply that the entries of w, x, y and z are > 0), then Corollaries
1.2 and 1.3 imply:
ln(wixj )i,j ≺ ln(yizj )i,j (1.14a)
from which follows (wixj )i,j ≺w (yizj )i,j and also(∑
wi
) (∑
xj
)

(∑
yi
) (∑
zj
)
;
ln(wi/xj )i,j ≺ ln(yi/zj )i,j , (1.14b)
ln(wiwj )i<j ≺ ln(yiyj )i<j and (1.14c)
(wiwj )i<j ≺w (yiyj )i<j . (1.14d)
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From (1.14d), it follows that lnw ≺ ln y implies Sk(w)  Sk(y), k = 1, . . . , n,
where Sk is the kth elementary symmetric function. This contrasts with the fact that
w ≺ y implies Sk(w)  Sk(y).
Corollary 1.14. If ln x ≺ ln z and a ≺ b are four vectors inRn (with all xi, zj > 0),
then
(ai ln xj )i,j ≺ (bi ln zj )i,j (1.15a)
which in turn implies
(x
ai
j )i,j ≺w (zbij )i,j . (1.15b)
2. Applications to matrix inequalities
Several results on tensor products follow immediately from the corollaries of Sec-
tion 1. For any matrix A, s(A) denotes the vector of singular values of A, and λ(A)
denotes the vector of eigenvalues; both vectors ordered from largest to smallest. ∨
and ∧ are the symmetric and antisymmetric (exterior) tensor products, respectively
(∧kA is also known as the kth compound of A or A(k)); these products have eigen-
values which are symmetrized sums and products of the types discussed in Section
1. Directly from (1.5b), (1.6b) and (1.7b) we get Theorems 2.1 and 2.2.
Theorem 2.1. If w ≺ y and x ≺ z are four vectors in Rn, then we have w ⊗ x ≺
y ⊗ z. If the elements of w, x, y and z are also nonnegative, we have w ∧ x ≺w
y ∧ z and w ∨ x ≺w y ∨ z.
Theorem 2.2. Let A,B and C be matrices and let s(A) ≺ s(B). Then
s(A⊗ C) ≺ s(B ⊗ C), (2.1a)
s(∧kA) ≺w s(∧kB), k = 1, 2, . . . , and (2.1b)
s(∨kA) ≺w s(∨kB), k = 1, 2, . . . (2.1c)
If A,B and C are Hermitian matrices such that λ(A) ≺ λ(B), then
λ(A⊗ C) ≺ λ(B ⊗ C), (2.1d)
λ(∧kA) ≺w λ(∧kB) (2.1e)
holds for k = 2; it holds for k = 3, 4, . . . , if A and B are positive semidefinite
λ(∨kA) ≺w λ(∨kB), k = 1, 2, . . . , (2.1f)
if A and B are positive semidefinite.
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If p(s, t)=∑k,l dk,lskt l is a polynomial in s and t, and P(A,B)=∑k,l dk,lAk ⊗
Bl with α = λ(A) ≺ β = λ(B), then λP (A,B) = (p(αi, βj ))i,j ; and by Theorem
1.1,
λP (A,C) ≺w λP (B,C) (2.1g)
under the assumptions of (2.1d), if p(·, ·) is convex in the convex hull of the (βiγj ,
βkγl) (γ = λ(C)).
For any pair of matrices C and D, s(C) ≺w s(D) is equivalent to |||C|||  |||D|||
for every unitarily invariant norm ||| · · · |||, by the Ky Fan dominance theorem [2,
IV 2.2]. Thus the conditions of Theorem 2.2 imply that |||A⊗ C|||  |||B ⊗ C||| and
||| ∨k A|||  ||| ∨k B||| for all unitarily invariant norms; similar implications follow for
many of the following corollaries.
Corollary 2.3. Let the matrix B be partitioned as(
B11 B12
B21 B22
)
.
Now set
A =
(
B11 O
O B22
)
(a pinching of B in the sense of Bhatia [2]). Then (2.1a)–(2.1c) hold if B and
C are arbitrary square matrices, (2.1d) holds for Hermitian matrices, and (2.1e)
and (2.1f) hold for positive semidefinite matrices. In particular, (2.1e) implies that
tr(∧kA)  tr(∧kB),which is already known [2, II.43], and tr(∧kA−1)  tr(∧kB−1).
Proof. By assumption, s(A) ≺w s(B) [2, II.38]; now apply Theorem 2.2. 
From the vector Muirhead’s theorem (Corollary 1.9), we get:
Corollary 2.4 (Matrix version of Muirhead’s theorem). Let x ≺ y be vectors in Rn,
and A be an n× n positive definite matrix. Then
λ(Ax1 ⊗ Ax2 ⊗ · · · ⊗ Axn) ≺ λ(Ay1 ⊗ · · · ⊗ Ayn).
Corollary 2.5. If A,B and C are n× n matrices with n real eigenvalues, for which
λ(A) ≺ λ(B), then
λ(A⊗ I + I ⊗ C) ≺ λ(B ⊗ I + I ⊗ C), and (2.4a)
λ(A[k]) ≺ λ(B[k]) (2.4b)
for k = 1, 2, . . . , n, where A[k] is the kth additive compound of A.
Theorem 2.6. Let A,B,C,D be positive semidefinite matrices such that λ(A) ≺
λ(B) and λ(C) ≺ λ(D). Then
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λ(Ap ⊗ Cq) ≺w λ(Bp ⊗Dq) if 0  p, q  1, (2.5a)
λ(Ap ⊗ Cq) ≺w λ(Bp ⊗Dq) if 1  p, q <∞. (2.5b)
If we strengthen the above conditions to make A,B,C and D positive definite, then
we have
λ(A−p ⊗ C1+q) ≺w λ(B−p ⊗D1+q) if 0  p, q <∞. (2.5c)
Proof. Under the assumptions of the theorem, if 0  p, q  1, then λ(Ap) ≺w
λ(Bp) and λ(Cq) ≺w λ(Dq). By (1.5b), we get (2.5a). Similarly for (2.5b) and
(2.5c). 
The tensor products in Theorem 2.6 are known to have convexity or concavity
properies in the Loewner (positive definite) ordering “ <L” ([1] or [3, Section 3]).
This is not mere co-incidence: Loewner-convexity in an argument of an expression
like those in Theorem 2.6 implies a variant of weak Schur convexity. To be precise:
Theorem 2.7. Let the map A→ F(A) be defined for positive semidefinite A and
take Hermitian values. Let F(A) be convex in A in the Loewner order, i.e. F (αA+
γC) <L αF(A)+ γF(C), (α, γ  0 and α + γ = 1). Further, let λF(A) =
λF(UAU−1) for all unitary U and positive semidefinite A. Then λ(A) ≺ λ(B) im-
plies that λF(A)	 λF(B), hence λF(A) ≺w λF(B). If F is concave, then “	”
and “≺w” are replaced by “” and “≺w” respectively.
Proof. Let λ(A) ≺ λ(B), and let F obey the conditions in Theorem 2.7. Then
there exist αi and unitary matrices Ui such that A is equal to the convex linear
combination
∑
αiUiBU
−1
i (see, for example, [8, p. 136]). Now by convexity,
F(A) = F(∑αiUiBU−1i ) <L ∑αiF (B). Therefore, λF(A)	 λ(∑αiF (B)) =
λF(B). 
Ando’s theorems prove joint convexity and concavity (which is stronger than our
separate convexity and concavity) in the Loewner order (which is stronger than our
“≺w” order). This is why the conditions of our Theorem 2.6 are weaker than Ando’s
(for example, each side of formula (2.5a) requires the condition p + q = 1 for con-
cavity, but 0  p, q  1 is all that is is needed for our inequality (2.5a)). By Theorem
2.7, Theorem 2.6 can be strengthened with “	” replacing “≺w” and “” replacing
“≺w”.
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