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Résumé
Nous proposons dans et artile une nouvelle mé-
thode de reherhe loale pour la résolution de Max-
CSP. Elle ombine l'heuristique Minonit et la relaxa-
tion Lagrangienne. La relaxation Lagrangienne guide la
reherhe vers les régions prometteuses de l'espae tan-
dis que l'heuristique Minonit explore les voisinages
de es dernières. Les expérimentations préliminaires de
notre tehnique ont donné de bons résultats sur des ins-
tanes aléatoires de Max-CSP.
Abstrat
In this paper, we propose a new loal searh teh-
nique ombining Minonit heuristi and Lagrangean
relaxation tehnique to solve Max-CSP. Lagrangean re-
laxation guides the searh towards the most promising
regions of the searh spae, whereas the Minonit heu-
risti is used to explore the neighborhoods of these re-
gions. First experiments of our algorithm have provided
good results on random Max-CSP instanes.
1 Introdution
Durant es dernières années, diérentes méthodes
approhées (inomplètes) ont été proposées pour la ré-
solution de nombreuses appliations pratiques pouvant
être formulées sous la forme d'un problème d'optimi-
sation ombinatoire. Ces méthodes sont intéressantes
dans le as où l'optimalité n'est pas primordiale ou si
la taille du problème est telle qu'il n'est pas possible de
le résoudre par une méthode exate (omplète). Elles
permettent de fournir des solutions de bonne qualité
en un laps de temps raisonnable.

Ce travail est en partie soutenu par Eletriité De Frane
(EDF).
Dans e papier, nous proposons tout d'abord une
nouvelle formulation mathématique pour les Max-CSP
binaires. Si ette dernière peut être exploitée dans le
adre d'une méthode exate, le but de notre travail
est de présenter une nouvelle méthode de résolution
inomplète que nous avons labellisé LRGLS (LRGLS
pour Lagrangean Relaxation Guided Loal Searh).
Elle ombine une méthode de reherhe loale ave la
relaxation Lagrangienne [8℄. La reherhe loale utili-
sée est une adaptation de la méthode Minonit [13℄.
Le prinipe de LRGLS onsiste à résoudre une sé-
quene de problèmes en nombres entiers, IP (IP pour
integer programming). Chaque IP dénit un espae
de reherhe (un voisinage) autour d'un optimum lo-
al. La résolution de IP est eetuée de manière ap-
prohée. Pour ela, un problème plus faile à résoudre
(LR) lui est assoié. LR est obtenu par la relaxation
Lagrangienne d'une partie des ontraintes de IP .
La résolution de LR est eetuée par une méthode
de sous-gradient [3℄ ombinée ave la méthode de re-
herhe loale Minonit. A haque itération du sous-
gradient, la méthode de reherhe loale Minonit
est appliquée autour de la solution obtenue. La parti-
ularité de la méthode Minonit que nous utilisons
est qu'elle exploite les oûts réduits obtenus grâe aux
multipliateurs de Lagrange.
À la n de l'exéution du sous-gradient et dans le
but de diversier la reherhe, un nouveau IP , IP
0
est
formulé. Il est obtenu par la perturbation de ertains
oeients de IP . Après un ertain nombre de pertur-
bations, la méthode est soit arrêtée, soit réinitialisée
ave la dernière solution obtenue.
La méthode que nous proposons peut être appliquée
aux CSP valués (VCSP). Cependant et par souis de
larté, nous nous limitons aux Max-CSP dont le but
onsiste à trouver une solution satisfaisant le maxi-
mum de ontraintes possible
1
.
Les expérimentations préliminaires de LRGLS ont
donné de bons résultats sur des instanes aléatoires de
Max-CSP.
La suite de et artile est organisée omme suit : à
la setion 2, nous présentons le formalisme CSP ainsi
que quelques méthodes de résolution approhées pour
les Max-CSP. La setion 3 est onsarée à la présen-
tation de la formulation mathématique proposée pour
les Max-CSP. Dans la setion 4, nous présentons la
méthode LRGLS. Ensuite, nous présentons les expé-
rimentations réalisées dans la setion 5. Enn, nous
onluons à la setion 6.
2 Préliminaires
Dans ette setion, nous présentons le formalisme
CSP ainsi que quelques méthodes de résolution appro-
hées pour les Max-CSP.
2.1 Le problème de satisfation de ontraintes
Le problème de satisfation de ontraintes (CSP
pour Constraints Satisfation Problem) onsiste à af-
feter un ensemble de valeurs à un ensemble de va-
riables assujetties à un ensemble de ontraintes. For-
mellement, un CSP est la donnée d'un quadruplet
(X,D,C,R) où :
 X est un ensemble de variables {X
1
; X
2
; : : : ; X
n
} ;
 D est un ensemble de domaines {D
1
; D
2
; : : : ; D
n
}
où haque D
i
représente les d
i
valeurs possibles
pour X
i
;
 C est un ensemble de m ontraintes où haque
ontrainte C
i
porte sur un sous-ensemble de va-
riables C
i
={X
i1
; : : : ; X
in
i
} ;
 R est un ensemble de m relations où haque R
i
dénit l'ensemble des ombinaisons de valeurs sa-
tisfaisant C
i
: R
i
est un sous-ensemble du produit
artésien D
i1
D
i2
    D
in
i
:
Dans e travail, nous nous somme intéressés aux pro-
blèmes de satisfation de ontraintes binaires. Une
ontrainte C
ij
met en relation deux variables X
i
et
X
j
et elle est dénie par la relation R
ij
. Le prédiat
R
ij
(k; l) est vrai si et seulement si le ouple (v
k
; v
l
)
est dans R
ij
. Pour les problèmes auxquels nous nous
intéressons, nous onsidérons que : (v
k
; v
l
) 2 R
ij
si et
seulement si (v
l
; v
k
) 2 R
ji
(relations symétriques).
Une solution d'un CSP est une instaniation (af-
fetation) satisfaisant toutes les ontraintes. Dans de
nombreuses situations, le CSP peut être sur-ontraint
et n'admettre ainsi auune solution. On peut alors être
1
Pour les Max-CSP, toutes les ontraintes ont la même im-
portane (elles ont toutes le même poids).
intéressé par une solution qui minimise le nombre de
ontraintes violées. Dans la littérature CSP, e pro-
blème est référené Max-CSP, problème de satisfation
de ontraintes maximal.
2.2 Méthodes de résolution approhées pour les
Max-CSP
De nombreux travaux ont été onsarés en intelli-
gene artiielle à la résolution du problème Max-CSP
par des méthodes approhées. L'heuristique MinCon-
it [13℄ est parmi les premières à être proposée. Par-
tant d'une onguration initiale, son prinipe onsiste
à l'améliorer de pas en pas en hoisissant à haque
étape une variable en onit, 'est-à-dire une variable
impliquée dans une ontrainte violée, et l'instanier
par la valeur qui minimise le nombre de onits. Elle
est une méthode de réparation n'aeptant auune dé-
gradation et ne faisant appel à auune tehnique lui
permettant de ressortir des optima loaux.
Dans le but de permettre de ressortir des optima lo-
aux, la variante random-walk [17℄ de Minonit a été
proposée. Son prinipe est basé sur l'introdution de
mouvements aléatoires : à haque itération, on ee-
tue un mouvement aléatoire ave une probabilité xée
p et un mouvement de desente ave une probabilité
1 - p.
Dans la littérature, d'autres méthodes approhées
plus puissantes, souvent appelées métaheuristiques,
ont été proposées. Ces dernières peuvent être sindées
en deux groupes : les méthodes évolutives et les mé-
thodes de reherhe loale.
Les méthodes évolutives manipulent toute une po-
pulation de solutions qu'elles font évoluer vers une po-
pulation ne ontenant que de bonnes solutions. Pour
ela, elles utilisent des tehniques qui s'inspirent de la
théorie de l'évolution des êtres vivants. Ces tehniques
onsistent à faire subir à la population des opérations
tel le roisement et la mutation. Parmi les méthodes
évolutives on peut iter les algorithmes génétiques.
Les algorithmes évolutifs ont été appliqués à de
nombreux problèmes de référene et pratiques. Voir
[2℄ pour une liste d'appliations.
Quant aux méthodes de reherhe loale, elles ma-
nipulent des solutions omplètes durant la reherhe
qu'elles essaient d'améliorer par des déplaements élé-
mentaires. Elles font toutes appel à des tehniques leur
permettant de ressortir des optima loaux.
Parmi les méthodes de reherhe loale, on peut i-
ter la reherhe Tabou [9℄ et la reherhe loale gui-
dée [16℄.
Dans [16℄, les auteurs utilisent la méthode de re-
herhe loale guidée (GLS). An de quitter les op-
tima loaux, ils modient la fontion objetif (somme
des ontraintes violées) en lui rajoutant une somme
de pénalités, initialement nulle. Chaune des pénali-
tés est assoiée à une ontrainte du Max-CSP. Une
pénalité est modiée (inrémentée de 1) haque fois
que la ontrainte qui lui est assoiée est violée par
un optimum loal. Dans [4, 7℄, une reherhe tabou a
été appliquée ave suès sur plusieurs problèmes réels
formalisés en Max-CSP.
D'autres méthodes approhées ont été utilisées
pour la résolution du Max-CSP. Citons simplement
la méthode de reherhe loale ave saut aléatoire
GRAPSP [14℄ et la méthode ACO (pour Ant Colony
Optimization) [15℄.
Dans [17℄, plusieurs méthodes approhées sont om-
parées sur des instanes aléatoires de Max-CSP bi-
naires. La méthode Minonit ave l'option random
walk obtient de bons résultats. Cette méthode est e-
pendant nettement dominiée sur e type d'instanes
par un algorithme tabou de base [6℄.
Pour une introdution plus poussée aux métaheuris-
tiques, Le leteur peut se référer à [5℄.
3 Modélisation
Dans la littérature, plusieurs modélisations mathé-
matiques ont été proposées pour les problèmes de sa-
tisfation de ontraintes. L'intérêt de es modélisations
est qu'elles ouvrent la voie à des méthodes hybrides is-
sues des deux domaines (tehniques mathématiques et
CSP).
Dans [1℄, une modélisation sous forme d'un pro-
blème de minimisation sous ontraintes d'une fontion
quadratique a été proposée et exploitée pour dénir le
onept de onsistane d'ar pondérée (Weighted Ar
Consisteny (WAC)).
Koster [11℄ propose un modèle linéaire à variables
bivalentes 0-1 pour les CSP valués. Il l'a utilisé pour ré-
soudre de manière eae ertaines instanes du pro-
blème d'alloation de fréquenes.
Nous proposons ii une nouvelle modélisation du
Max-CSP sous forme d'un programme linéaire à va-
riables bivalentes. Il utilise un nombre de ontraintes
réduit par rapport au modèle proposé dans [11℄.
Nous rappelons tout d'abord la modélisation que
nous avons proposé pour les CSP [10℄, puis nous mon-
trons omment elle peut être généralisée pour repré-
senter les Max-CSP.
Nous ommençons la modélisation par l'introdu-
tion, pour haque variable X
i
, de d
i
variables binaires
x
k
i
; k = 1; :::; d
i
(d
i
étant la taille du domaine D
i
),
telles que :
x
k
i
=

1 si X
i
= v
k
(v
k
2 D
i
)
0 sinon.
Dans la suite de e papier, nous noterons par x le ve-
teur à omposantes x
k
i
: x =
 
x
k
i

k=1;d
i
i=1;n
:
Pour exprimer le fait que toutes les variables doivent
être instaniées par une unique valeur, on érit :
X
v
k
2D
i
x
k
i
= 1 (1)
Pour exprimer toutes les paires de valeurs inompa-
tibles, nous désignerons par a
k
i
(v
k
2 D
i
), le nombre
de variables X
j
(j 6= i) ontenant dans leur domaine
au moins une valeur inompatible ave la valeur v
k
de
la variable X
i
, a
k
i
= jfj 6= i=9v
l
2 D
j
^ :R
ij
(k; l)gj:
On érit alors :
a
k
i
x
k
i
+
X
j 6=i
X
v
l
2D
j
;:R
ij
(k;l)
x
l
j
 a
k
i
(2)
Cette ontrainte signie que si la variable X
i
est ins-
taniée par la valeur v
k
, alors auune variable X
j
(j 6= i) ne doit être instaniée par une valeur v
l
telle
que :R
ij
(k; l): Nous désignerons par a, le veteur à
omposantes a
k
i
, a = (a
k
i
)
k=1;d
i
i=1;n
et par  
k
i
(x), le terme
de gauhe de l'inégalité (2),
 
k
i
(x) = a
k
i
x
k
i
+
X
j 6=i
X
v
l
2D
j
;:R
ij
(k;l)
x
l
j
:
En assoiant à tous les ouples (X
i
; v
k
) une inégalité
de type (2), toutes les paires de valeurs inompatibles
seront exprimées.
Proposition 1. L'inégalité (2) est violée si et seule-
ment si x
k
i
= 1 et s'il existe au moins une variable
binaire x
l
j
; (j 6= i) telle que :R
ij
(k; l) et x
l
j
= 1. Si
x
k
i
= 1 (X
i
= v
k
);

k
i
=  
k
i
(x)  a
k
i
=
X
j 6=i
X
v
l
2D
j
;:R
ij
(k;l)
x
l
j
est le nombre de ontraintes violées parmi elles qui
lient la variable X
i
à une autre variable.
Démonstration. Soit I = (v
1
; v
2
; : : : ; v
n
) une instan-
iation du CSP. Le nombre de ontraintes violées
parmi elles qui lient la variable X
i
à une autre va-
riable, fC
ij
2 C : j 6= ig est donné par :
P
j 6=i;:R
ij
(v
i
;v
j
)
1 =
P
j 6=i;:R
ij
(v
i
;v
j
)
P
v
l
2D
j
x
l
j
=
P
j 6=i
P
v
l
2D
j
;:R
ij
(v
i
;l)
x
l
j
À e stade de la modélisation, nous pouvons ar-
mer que le CSP est équivalent au problème à variables
bivalentes suivant [10℄ :
 
k
i
(x)  a
k
i
i = 1; n; k = 1; d
i
x 2 S
tel que S est l'ensemble des solutions du système :
(
P
v
k
2D
i
x
k
i
= 1 i = 1; n
x
k
i
2 f0; 1g i = 1; n; v
k
2 D
i
Remarque 1. Le nombre d'inégalités de type (2) né-
essaires à la modélisation est borné par nd; où n est
le nombre de variables du CSP et d la taille du plus
grand domaine.
Remarque 2. Dans la formulation i-dessus, toutes
les ontraintes du CSP sont doublement exprimées.
Par exemple, si on a :R
ij
(k; l); alors l'inohérene de
l'instaniation partielle (X
i
= v
k
; X
j
= v
l
) sera à la
fois exprimée par la ontrainte de type (2) assoiée à
la valeur v
k
de la variable X
i
et par elle assoiée à la
valeur v
l
de la variable X
j
. Cette redondane peut être
évitée par l'ordonnanement des variables du CSP.
La modélisation peut être généralisée pour représen-
ter les Max-CSP omme suit :
1. On remplae l'inégalité (2) par la suivante :
a
k
i
x
k
i
+
X
j 6=i
X
v
l
2D
j
;:R
ij
(k;l)
x
l
j
 a
k
i
+ 
k
i
(3)
où 
k
i
est une variable positive ;
2. On assoie au problème la fontion de oût sui-
vante :
1
2
P
i
P
v
k
2D
i

k
i
à minimiser. Le fateur
1
2
traduit le fait que les ontraintes sont doublement
représentées (voir la remarque 2).
Considérons maintenant le problème d'optimisation
suivant :
(IP )
8
>
>
>
<
>
>
>
:
min
1
2
P
i
P
v
k
2D
i

k
i
s:t:  
k
i
(x)  a
k
i
+ 
k
i
i = 1; n; k = 1; d
i
(x; ) 2 S
tel que :
  
k
i
(x)  a
k
i
+ 
k
i
est une simple représentation de
l'inégalité de type (3) ;
  est le veteur à omposantes 
k
i
,  =
 

k
i

k=1;d
i
i=1;n
;
 S est l'ensemble des solutions du système :
8
>
<
>
:
P
v
k
2D
i
x
k
i
= 1 i = 1; n
0  
k
i
 a
k
i
i = 1; n; v
k
2 D
i
x
k
i
2 f0; 1g i = 1; n; v
k
2 D
i
Pour simplier la présentation, nous désignerons le
système (IP ) préédent par :
(IP )
8
>
<
>
:
min
1
2
P
i
P
v
k
2D
i

k
i
s:t: Ax  a+ 
(x; ) 2 S
où Ax  a+  est le système d'inégalités :
 
k
i
(x)  a
k
i
+ 
k
i
: i = 1; n; k = 1; d
i
:
Théorème 1. Le Max-CSP est équivalent au pro-
blème à variables entières (IP).
Démonstration. Il sut de montrer qu'à une solu-
tion optimale du Max-CSP orrespond une solution
du système (IP ) du même oût et inversement. Soit
I = (v
1
; v
2
; : : : ; v
n
), une solution optimale du Max-
CSP, V (I) son oût (le nombre de ontraintes violées)
et onsidérons le ouple de veteurs (x; ) tel que :
 x =
 
x
k
i

k=1;d
i
i=1;n
: x
v
i
i
= 1 et x
k
i
= 0;8v
k
2 D
i
 
fv
i
g ;
  =
 

k
i

k=1;d
i
i=1;n
: 
v
i
i
=  
v
i
i
(x)   a
v
i
i
et 
k
i
=
0;8v
k
2 D
i
  fv
i
g ;
Par onstrution, le ouple (x; ) est une solution
du système (IP ). Comparons maintenant son oût
V (x; ) ave le oût V (I) de la solution I du Max-
CSP. Nous avons :
V (x; ) =
1
2
P
i
P
v
k
2D
i

k
i
=
1
2
P
i

v
i
i
Puisque 
v
i
i
est le nombre de ontraintes violées parmi
elles qui lient la variableX
i
à une autre variable (pro-
position 1) et puisque haque ontrainte est double-
ment exprimée dans le système (IP ), on peut déduire
que
1
2
P
i

v
i
i
= V (I).
Inversement, soit (x; ) une solution optimale du
système (IP ), V (IP ) son oût et onsidérons la so-
lution I = (v
1
; v
2
; : : : ; v
n
) du Max-CSP telle que
x
v
i
i
= 1 ; elle est solution optimale. Autrement, le Max-
CSP posséderait une solution I
0
de oût V (I
0
) < V (I)
et dans e as, le système (IP ) posséderait lui aussi
une solution de oût V (I
0
) (premier sens de la dé-
monstration). Or, par hypothèse, V (IP ) est la valeur
optimale de (IP ) et par onséquent, V (I) est la valeur
optimale du Max-CSP.
Grâe à ette modélisation, des tehniques onnues
dans le domaine de la reherhe opérationnelle et en
partiulier des tehniques de relaxation peuvent être
exploitées dans le adre des Max-CSP.
4 Reherhe loale guidée par la relaxa-
tion lagrangienne
L'avantage majeur du modèle proposé réside en le
petit nombre de ses ontraintes. Cependant, même si
les ontraintes de type (3) qui le onstituent sont assez
denses (elles ontiennent au moins a
k
i
+1 variables bi-
naires), elles ne sont pas toujours atives. En eet, si
x
k
i
= 0, alors la ontrainte de type (3) assoiée à la va-
leur v
k
de la variable X
i
devient inative. Cei onsti-
tue un inonvénient pour la résolution. Pour avoir plus
de ontraintes atives, une solution possible est de re-
voir la façon de aluler les oeients a
k
i
. Dans le
adre des CSP, on peut envisager par exemple de les
remplaer par des meilleures bornes supérieures des
termes  
k
i
(x)   a
k
i
(x).
La méthode de reherhe loale guidée par la re-
laxation lagrangienne (LRGLS) tente de fournir de
bons oeients ~a
k
i
qui vont permettre de résoudre
eaement le problème. Cependant, le programme
qu'on obtient ne modélise pas exatement le problème
d'origine : ertaines ontraintes du type (3) seront
renforées
2
. Le alul des oeients ~a
k
i
suppose tou-
jours que nous disposons d'une solution x du problème
(onguration ourante
3
). Ils sont tout d'abord initia-
lisés par la proédure initProblem.
initProblem
~a
k
i
= max( 
k
i
(x)   a
k
i
:x
k
i
; 1); i = 1; n; k = 1; d
i
:
En remplaçant dans le modèle (IP ) le veteur a
des oeients a
k
i
par elui (~a) obtenu par la proé-
dure initProblem(), on obtient un modèle dont l'en-
semble des solutions est le même que elui du modèle
d'origine
4
. Toutefois, les oûts des solutions ne sont
pas les mêmes dans les deux modèles. En eet, si on
a par exemple dans le modèle d'origine la ontrainte
2  x
1
1
+ x
1
2
+ x
1
3
 2 + 
1
1
et si ~a
1
1
est donné égale à 1
par la proédure initProblem(), on aura dans le nou-
veau modèle la ontrainte x
1
1
+ x
1
2
+ x
1
3
 1 + 
1
1
qui
ne sera une vrai ontrainte du problème que si l'on
a :R
23
(1; 1). Elle aura pour eet d'augmenter d'une
unité le oût de ertaines solutions. Ces solutions sont
elles qui aetent la valeur 0 à la variable x
1
1
. En eet,
si x
1
1
= 1, le oût de la satisfation des deux ontraintes
(la ontrainte d'origine et la ontrainte renforée) est
le même.
2
Cela n'est pas permis dans une méthode exate à moins
que toutes les ontraintes résultantes ne onstituent des oupes
valides.
3
La onguration de départ est obtenue par l'heuristique
Minonit lassique.
4
Toutes les instaniations sont des solutions du Max-CSP.
Elles ne dièrent que par leur oûts.
Soit (
~
IP ) le modèle obtenu :
(
~
IP )
8
>
>
<
>
>
:
min
1
2
n
P
i=1
P
v
k
2D
i

k
i
s:t:
~
Ax  ~a+ 
(x; ) 2 S
Remarque 3. Le oût de la solution x utilisée par
la proédure initProblem() pour le alul des oe-
ients ~a
k
i
est le même dans les deux modèles, (IP ) et
(
~
IP ). En revanhe, les solutions qui dièrent trop de
x peuvent avoir un oût beauoup plus important ; il y
a alors moins de hanes qu'elles soient onsidérées.
On a don déni une sorte de voisinage autour de la
solution x par un programme en nombres entiers.
La résolution de (
~
IP ) peut être eetuée de ma-
nière exate. Toutefois, ela risque d'être oûteux
en temps. LRGLS résout don une relaxation par
une méthode de sous-gradient ombinée ave la mé-
thode de reherhe loale Minonit adaptée. La re-
laxation onsidérée onsiste à dualiser les ontraintes
~
Ax  ~a+  de (
~
IP ). Cette relaxation est intéressante
dans le sens où elle permet de séparer le problème en
n sous-problèmes indépendants très failes à résoudre,
haun étant relatif à une variable du Max-CSP.
En notant par u le veteur des multipliateurs de La-
grange assoiés aux ontraintes dualisées, le problème
lagrangien qu'on obtient est le suivant :
(LR(u))
(
min
P
i
P
v
k
2D
i
(
k
i
+ 
k
i
(u):x
k
i
  u
k
i
:a
k
i
)
s:t:(x; ) 2 S
où (u) = A u est le veteur des oûts réduits assoiés
aux variables binaires x
k
i
; i = 1; n; k = 1; d
i
.
Le but de l'algorithme du sous-gradient est d'ap-
proximer de manière itérative la solution du problème
dual lagrangien (D) : max
u
V (LR(u)), où V (LR(u))
est la valeur optimale du problème lagrangien LR(u).
À haque itération de l'algorithme du sous-gradient,
on dispose d'un ouple de veteurs (u; x), où x est
la solution de (LR(u)). On dispose aussi du veteur
(u) des oûts réduits. Au veteur x orrespond une
solution X du Max-CSP qui est onsidérée omme une
onguration de départ par la méthode Minonit.
La diérene entre l'heuristique Minonit las-
sique et elle que nous utilisons est que ette dernière,
en plus des mouvements qui améliorent la solution, ef-
fetue des mouvements qui aetent aux variables de
nouvelles valeurs dont les oût réduits sont inférieurs à
eux des valeurs prises atuellement. Cei à onditions
que es mouvements ne détériorent pas la qualité de
la solution.
L'optimum loal obtenu par la proédure Minon-
it est utilisé par la méthode du sous-gradient pour
Minonit
 repeat
 stop = true ;
 8i = 1; n;
 v
i
= X
i
;
 8k = 1; d
i
; k 6= v
i
 if ((onits(X
i
; k) < onits(X
i
; v
i
)) or
(onits(X
i
; k) = onits(X
i
; v
i
) and

k
i
< 
v
i
i
)) fv
i
= k; stop = falseg
until stop = true.
fournir une nouvelle onguration X et un nouveau
veteur de oûts réduits. Ce proessus est répété K
fois, K étant un paramètre à régler. À la n de es K
itérations et dans le but de diversier la reherhe, le
modèle (
~
IP ) est bruité par la proédure noiseProblem.
noiseProblem
 8i = 1; n; k = 1; d
i
 if  
k
i
(x) > ~a
k
i
and ~a
k
i
< a
k
i
then ~a
k
i
= ~a
k
i
+ 1;
else if  
k
i
(x) < ~a
k
i
then ~a
k
i
= ~a
k
i
  1;
Le but de la proédure noiseProblem est de di-
riger la reherhe vers d'autres régions de l'espae de
reherhe. Cette proédure est exéutée N1 fois avant
que le modèle ne soit initialisé de nouveau par la
proédure initProblem. La réinitialisation est ee-
tuée du fait qu'après les N1 exéutions de la proé-
dure noiseProblem, les oeients ~a
k
i
peuvent deve-
nir très prohes des oeients du modèle d'origine :
les ontraintes peuvent alors redevenir peu atives.
On note N2, le nombre de réinitialisations à eetuer
avant d'arrêter LRGLS et de retourner la meilleure
onguration renontrée ; N2 est lui aussi un para-
mètre à régler.
5 Expérimentations
Cette setion présente l'évaluation préliminaire de
LRGLS. Les tests ont été eetués sur six lasses de
Max-CSP aléatoires dénies dans [12℄. Elles sont don-
nées par le tableau suivant :
1.h10; 10; 1; p
2
i 2.h15; 5; 1; p
2
i
3.h15; 10; 50=105; p
2
i 4.h20; 5; 100=190; p
2
i
5.h25; 10; 37=300; p
2
i 6.h40; 5; 55=780; p
2
i
Tab. 1  Les diérentes lasses du Max-CSP utilisées
dans les expérimentations
Chaque lasse du tableau 1 est représentée par un
quadruplet hn; d; p
1
; p
2
i tel que n est le nombre de va-
riables du Max-CSP, d la taille du plus grand domaine
et p
1
la densité du graphe de ontraintes (nombre
de ontraintes sur le nombre maximum possible de
ontraintes). Le paramètre p
2
est variable. Il est égal
au nombre de ouples de valeurs interdits par haque
ontrainte.
Les graphes de ontraintes des Max-CSP apparte-
nant aux lasses (1) et (2) sont omplets. La densité
des Max-CSP appartenant aux lasses (3) et (4) est
moyenne, tandis que elle des Max-CSP des lasses
(5) et (6) est faible.
Pour haque lasse, et pour haque valeur du pa-
ramètre p
2
, 50 instanes de Max-CSP sont générées
et résolues à la fois par LRGLS et par la méthode
de résolution PFC-MRDAC[12℄. Cette dernière étant
une méthode exate, elle permet de mesurer la qualité
des solutions produites par LRGLS. Les paramètres
N1; N2;K de LRGLS sont respetivement xés à 10,
20 et 2.
Les résultats obtenus sont donnés par les gures 1 et
2 (voir l'annexe). La première olonne de es tableaux
représente le paramètre p
2
; la deuxième et la troisième
olonnes donnent la somme, sur les 50 instanes, des
nombres de ontraintes violées respetivement par LR-
GLS et PFC-MRDAC.
Les résultats obtenus montrent que LRGLS a résolu
à l'optimalité la quasi totalité des Max-CSP susam-
ment ontraints (voir annexe, gure 1). Pour les Max-
CSP peu ontraints, LRGLS perd un peu de son ea-
ité (voir annexe, gure 2). Cependant, le pourentage
des problèmes résolus à l'optimalité est supérieur à 85
% et le plus grand éart à l'optimalité est de 3.
6 Conlusion et perspetives
Dans e papier, nous avons présenté une nouvelle
formulation mathématique pour les Max-CSP. Grâe
à ette formulation, une nouvelle méthode approhée
(LRGLS) a été proposée. Elle ombine la méthode
de reherhe loale Minonit et la relaxation lagran-
gienne pour guider la reherhe vers des optima lo-
aux. Pour quitter es optima loaux, elle emploie une
méthode de bruitage des données.
Les tests préliminaires eetués sur plusieurs ins-
tanes de Max-CSP ont montré l'eaité de LR-
GLS. Ces mêmes tests montrent que LRGLS est plus
adaptée aux Max-CSP susamment ontraints qu'aux
Max-CSP peu ontraints. Pour es derniers, les para-
mètres de LRGLS doivent être enore ajustés.
La modélisation proposée et la méthode LRGLS
peuvent être adaptées aux CSP valués (VCSP).
Nos perspetives sont les suivantes :
 Évaluer LRGLS sur des instanes de Max-CSP de
grande taille et sur des problèmes réels.
 Ajuster de manière plus préise les paramètres de
LRGLS pour résoudre plus eaement les Max-
CSP peu ontraints ;
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7 Annexe
lasse 1
P
# de ontraintes violées
# ouples interdits LRGLS PFC-MPRDAC
80 857 857
81 887 887
82 928 928
83 957 957
84 1003 1003
85 1029 1029
86 1080 1080
87 1110 1110
88 1149 1149
89 1182 1182
90 1231 1231
91 1290 1290
92 1341 1341
93 1378 1378
94 1443 1443
95 1510 1510
96 1566 1566
97 1656 1656
98 1734 1734
99 1850 1850
lasse 3
P
# de ontraintes violées
# ouples interdits LRGLS PFC-MPRDAC
80 769 768
81 815 814
82 845 845
83 885 884
84 931 931
85 981 981
86 1012 1011
87 1062 1060
88 1106 1105
89 1152 1152
90 1211 1211
91 1263 1263
92 1340 1339
93 1392 1392
94 1466 1464
95 1536 1536
96 1619 1619
97 1704 1704
98 1818 1817
99 1961 1959
lasse 2
P
# de ontraintes violées
# ouples interdits LRGLS PFC-MPRDAC
10 673 673
11 817 817
12 1006 1006
13 1199 1199
14 1401 1401
15 1618 1618
16 1829 1829
17 2049 2049
18 2309 2309
19 2585 2585
20 2838 2838
21 3142 3142
22 3450 3450
23 3801 3801
24 4268 4268
lasse 4
P
# de ontraintes violées
# ouples interdits LRGLS PFC-MPRDAC
10 424 424
11 567 565
12 722 722
13 900 900
14 1087 1087
15 1266 1265
16 1465 1465
17 1718 1718
18 1945 1944
19 2194 2194
20 2451 2450
21 2746 2746
22 3083 3083
23 3430 3430
24 3895 3895
Fig. 1  Résultats de LRGLS et PFC-MPRDAC sur les lasses 1-4
lasse 5
P
# de ontraintes violées
# ouples interdits LRGLS PFC-MPRDAC
85 301 283
86 342 319
87 368 349
88 408 387
89 451 437
90 480 472
91 521 511
92 579 570
93 617 607
94 686 678
95 763 749
96 842 831
97 930 925
98 1039 1035
99 1199 1186
lasse 6
P
# de ontraintes violées
# ouples interdits LRGLS PFC-MPRDAC
10 0 0
11 0 0
12 0 0
13 2 2
14 26 9
15 73 55
16 133 117
17 220 199
18 324 305
19 431 416
20 578 570
21 760 750
22 981 972
23 1256 1252
24 1583 1574
Fig. 2  Résultats de LRGLS et PFC-MPRDAC sur les lasses 5-6
