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EXPONENTIAL ERGODICITY FOR STOCHASTIC EQUATIONS OF
NONNEGATIVE PROCESSES WITH JUMPS
MARTIN FRIESEN, PENG JIN*, JONAS KREMER, AND BARBARA RU¨DIGER
Abstract. In this work, we study ergodicity of continuous time Markov processes on state
space R≥0 := [0,∞) obtained as unique strong solutions to stochastic equations with jumps.
Our first main result establishes exponential ergodicity in the Wasserstein distance, provided the
stochastic equation satisfies a comparison principle and the drift is dissipative. In particular, it is
applicable to continuous-state branching processes with immigration (shorted as CBI processes),
possibly with nonlinear branching mechanisms or in Le´vy random environments. Our second
main result establishes exponential ergodicity in total variation distance for subcritical CBI
processes under a first moment condition on the jump measure for branching and a log-moment
condition on the jump measure for immigration.
1. Introduction
The study of long-time behavior for continuous-time Markov processes is a classical and still
popular topic in probability theory. In this paper we will investigate this problem for jump-
diffusions on the state space R≥0 := [0,∞), which include interesting classes of processes such
as continuous-state branching processes with immigration (see, e.g., [30, 40]), possibly in Le´vy
random environments (see [18, 38]), continuous-state nonlinear branching processes (see [29]),
and TCP processes (see, e.g., [3, 8]). All these processes just mentioned belong to the class
of Markov processes with state space R≥0 whose Markov generator is, for twice continuously
differentiable functions f with compact support, i.e., f ∈ C2c (R≥0), of the form
Lf(x) = b(x)f ′(x) +
1
2
∫
E
σ(x, u)2κ(du)f ′′(x) +
∫
U1
(f(x+ g1(x, u)) − f(x))µ1(du)
+
∫
U0
(
f(x+ g0(x, u)) − f(x)− g0(x, u)f ′(x)
)
µ0(du), x ≥ 0.(1.1)
Here E, U0, U1 are complete, separable metric spaces, κ, µ0, µ1 are σ-finite measures and
b, σ, g0, g1 should satisfy certain restrictions such that the corresponding Markov process ex-
ists. A pathwise construction for this type of Markov processes in terms of strong solutions to
stochastic equations were developed in the works of Fu and Li [17], Dawson and Li [10], and Li
and Pu [33]. Additional related results for stochastic equations on R≥0 can be found in Li and
Mytnik [32] as well as Fournier [15].
Let {Pt(x,dy) : t, x ≥ 0} be the transition probabilities of a Markov process with state
space R≥0. By P(R≥0) we denote the space of all Borel probability measures over R≥0. We call
π ∈ P(R≥0) an invariant distribution for {Pt(x,dy) : t, x ≥ 0}, if∫
R≥0
Pt(x,dy)π (dx) = π(dy), t ≥ 0.
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Existence of invariant distributions is often shown by various compactness arguments, see, e.g.,
Section 9 in Chapter 4 of [13] for some sufficient conditions. Unlike existence, uniqueness of the
invariant distribution may be a more demanding mathematical problem. Once existence and
uniqueness of an invariant distribution π is shown, it is then natural to study the convergence
of Pt(x,dy) to π. In order to study such convergence, let us define, for ̺, ˜̺ ∈ P(R≥0), the
Wasserstein distance
Wd(̺, ˜̺) = inf
{∫
R≥0×R≥0
d(x, y)H(dx,dy) : H is a coupling of (̺, ˜̺)} ,
where d is a suitably chosen metric on R≥0. Natural examples for d, among others, are d(x, y) =
1{x 6=y} corresponding to the total variation distance and d(x, y) = |x − y| in accordance with
the Kantorovich-Rubinstein distance. We will collect some basic properties of Wd in Section 2,
while a detailed treatment of Wasserstein distances is provided in the monograph of Villani [45].
We call a Markov process exponentially ergodic in Wd, if there exists a constant A > 0 and a
function K : R≥0 → R≥0 satisfying
Wd(Pt(x, ·), π) ≤ K(x)e−At, t, x ≥ 0.
A widely used approach for the study of exponential ergodicity in the total variation distance
(i.e. d(x, y) = 1{x 6=y}) is due to Meyn and Tweedie [36, 37]. The essential obstacle when applying
their approach lies within the “irreducibility of a skeleton chain”. To prove this, it is sufficient
and customary to verify that Pt(x,dy) has a jointly continuous density which is strictly positive.
While such an approach is suitable for diffusion processes, the situation is more delicate and
requires a custom-tailored analysis when dealing with Markov processes with jumps. Albeit
being challenging, the approach of Meyn and Tweedie has already been successfully applied to
diverse Markov processes with jumps. Another approach to prove ergodicity of Markov processes
is based on the construction of successful couplings. Such construction is usually closely related
with the mathematical model at hand and often a difficult task, see, e.g., [7, 12, 41, 46].
In this work we provide a simple approach to exponential ergodicity in the Wasserstein dis-
tance Wd with d(x, y) = |x−y| for Markov processes on R≥0 which can be constructed as strong
solutions of stochastic equations satisfying the comparison principle. In particular, based on the
comparison principle we estimate the trajectories of the Markov process and deduce from that
the existence, uniqueness of invariant distributions, and exponential ergodicity in the Wasser-
stein distance. The corresponding main result is formulated in Theorem 3.2. Similar ideas have
been previously applied in [16] to affine processes which include the specific case of continuous-
state branching processes with immigration. To illustrate the usage of Theorem 3.2, we apply
it to three classes of Markov processes on R≥0 which we next explain in more details. We will
also discuss limitations and possible improvements of Theorem 3.2 in these particular cases.
1.1. Continuous-state nonlinear branching processes with immigration. Continuous-
state nonlinear branching processes (CNB process) were recently introduced and studied by Li et
al. (2017) [29]. In this paper we add to the CNB process a general immigration mechanism and
therefore call it a continuous-state nonlinear branching process with immigration (CNBI process).
The corresponding Markov generator for the class of CNBI processes is, for f ∈ C2c (R≥0), of the
form
Lf(x) = γ0(x)f
′(x) +
γ1(x)
2
f ′′(x)
+ γ2(x)
∫
R≥0
(f(x+ z)− f(x)− zf ′(x))m(dz) +
∫
R≥0
(f(x+ z)− f(x)) ν(dz),(1.2)
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where γ0, γ1, γ2 are Borel-functions on R≥0, γ0(0) ≥ 0 satisfying γ1, γ2 ≥ 0, and m, ν are Borel
measures on (0,∞) satisfying
(1.3)
∫
R≥0
(z ∧ z2)m(dz) +
∫
R≥0
(1 ∧ z)ν(dz) <∞.
If γ0, γ1, γ2 are locally Lipschitz continuous on (0,∞) and ν ≡ 0, then a pathwise construc-
tion of the corresponding Markov process (called a CNB process) is established in [29]. More
precisely, the authors identified the CNB process with a unique strong solution to a certain
stochastic equation with the additional restriction that 0 and∞ are traps. The last requirement
is obligatory to treat particular cases as, e.g., γ2(x) = x
p with p > 0. The authors then studied
extinction, explosion, and coming down from infinity behaviors of the CNB process. In Section
4 we provide some simple sufficient conditions on the parameters γ0, γ1, γ2 such that the CNBI
process is exponentially ergodic in the Wasserstein distance W1 (see Theorem 4.2). To the best
of our knowledge, it is the first ergodicity result for general CNBI processes.
1.2. Continuous-state branching processes with immigration. Continuous-state branch-
ing processes with immigration (CBI processes) are particular cases of CNBI processes. They
have been first introduced by Feller (1950) [14] and Jiˇrina (1958) [23] and then developed by
Kawazu and Watanabe (1971) [24]. For a detailed treatment of CBI processes encompassing a
concise introduction we refer to the monographs of Li [30] and Pardoux [40]. Following [24],
CBI processes are Feller processes whose Markov generator is, for f ∈ C2c (R≥0), given by
Lf(x) = (β − bx) f ′(x) + σ
2
2
xf ′′(x)
+ x
∫ ∞
0
(
f(x+ z)− f(x)− zf ′(x))m (dz) + ∫ ∞
0
(f(x+ z)− f(x)) ν (dz) .(1.4)
Here (β, b, σ,m, ν) are admissible parameters in the sense that β ≥ 0, b ∈ R, σ ≥ 0, m and ν
satisfy (1.3). In Section 5 we also briefly recall other characterizations of CBI processes in terms
of their Laplace transforms and strong solutions to stochastic equations with jumps motivated
by [9, 17].
Previously, a number of authors investigated the long-time behavior of CBI processes. Pinsky
[42] announced the existence of a limit distribution for subcritical (b > 0) CBI processes under
the condition ∫
{z>1}
log(z)ν (dz) <∞.(1.5)
It was shown subsequently in [30, Theorem 3.20 and Corollary 3.21] and [25, Theorem 3.16]
that for subcritical CBI processes condition (1.5) is equivalent to the weak convergence of the
associated transition probabilities towards a limiting distribution. The limit distribution was also
shown to be the unique invariant distribution for the CBI process. Properties of this distribution
were investigated in [26]. A multidimensional version of Pinsky’s result was recently studied in
[20], while in [16] exponential ergodicity in different Wasserstein distances was derived under
reasonable integrability conditions on ν.
In the setting of CBI processes, our Theorem 3.2 is applicable but the obtained result is
not particularly strong, compared with [16, Theorem 1.6]. On the other hand, the exponential
ergodicity in the total variation distance is yet under current investigation. Based on the ap-
proach of Meyn and Tweedie, particular examples have been studied in [19, 21, 22, 35] using
the condition that
∃ ε > 0 such that
∫
{z>1}
zεν (dz) <∞(1.6)
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in order to derive a Lyapunov drift criteria inherent in the approach of Meyn and Tweedie. An
alternative approach based on the construction of a successful coupling was recently established
by Li and Ma [31]. Following [31, Theorem 2.5], a subcritical CBI process with admissible
parameters (b, β, σ,m, ν ≡ 0) is exponentially ergodic in the total variation distance, provided
Grey’s condition on the immigration mechanism is satisfied (see condition (5.a) below).
In Section 5 we extend the aforementioned results and establish exponential ergodicity in
total variation distance for general subcritical CBI processes (including the case ν 6≡ 0) under
the weaker integrability condition (1.5) (compared with (1.6)). The corresponding main result
is formulated in Theorem 5.7 and it seems to the first result establishing a convergence rate in
total variation distance merely under (1.5).
Exponential ergodicity often plays an essential role in statistical estimation of the parameters
of the underlying process, as demonstrated in several articles, see [1, 5, 4, 31] and the references
therein. Eventually, to illustrate some applications of Theorem 5.7, we add at the end of section
5 a strong law of large numbers as well as a functional central limit theorem for CBI processes
(see Corollaries 5.9 and 5.10 below).
1.3. Continuous-state branching processes with immigration in the Le´vy random
environment. A continuous-state branching process with immigration in a Le´vy random envi-
ronment (CBIRE process) is a Markov process on R≥0 with generator L = L0 + L1 acting on
C2c (R≥0), where L0 is given by (1.4) and
L1f(x) = bExf
′(x) +
σ2E
2
x2f ′′(x) +
∫
[−1,1]c
(f(xez)− f(x))µE(dz)
+
∫
[−1,1]
(
f(xez)− f(x)− x(ez − 1)f ′(x))µE(dz).(1.7)
Here, bE ∈ R, σE ≥ 0 and µE is a Le´vy measure on R. We refer to He et al. [18] for the general
theory and a comprehensive introduction of CBIRE processes, see also the works of Palau and
Pardo [38, 39]. In [18] the authors gave a necessary and sufficient condition for the existence
of invariant distributions of CBIRE processes. It is our aim in Section 6 to prove ergodicity in
both the Wasserstein and total variation distance for these processes (see Theorems 6.1 and 6.2
below). Those results are obtained with the help of our previously obtained ergodic results in
Sections 3 and 5.
1.4. Structure of the work. In Section 2 we recall some properties of Wasserstein distances.
Exponential ergodicity in the Wasserstein distance for Markov processes with generator (1.1) is
established in Section 3. The particular example of CNBI processes is then discussed in Section
4. Next, in Section 5 we study the exponential ergodicity in total variation distance for CBI
processes. Finally, in Section 6 an application of our previous results to CBIRE processes is
given.
2. Some basic properties of Wasserstein distances
By P(R≥0) we denote the space of all Borel probability measures over R≥0. Given ̺, ˜̺ ∈
P(R≥0), a coupling H of (̺, ˜̺) is a Borel probability measure on R≥0×R≥0 which has marginals
̺ and ˜̺, respectively. We write H(̺, ˜̺) for the collection of all such couplings. Let d be a metric
on R≥0 such that (R≥0, d) is a complete separable metric space and define
Pd (R≥0) =
{
̺ ∈ P (R≥0) :
∫
R≥0
d(x, 0)̺ (dx) <∞
}
.
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The Wasserstein distance on Pd(R≥0) is defined by
Wd (̺, ˜̺) = inf
{∫
R≥0×R≥0
d(x, y)H (dx,dy) : H ∈ H (̺, ˜̺)} .(2.1)
Note that, since ̺ and ˜̺ belong to Pd(R≥0), the expression Wd(̺, ˜̺) is finite. Moreover, it can
be shown that this infimum is attained (see [45, p.95]), i.e., there exists H ∈ H(̺, ˜̺) such that
Wd (̺, ˜̺) = ∫
R≥0×R≥0
d(x, y)H (dx,dy) .(2.2)
Since (R≥0, d) is supposed to be a complete separable metric space, according to [45, Theorem
6.16], (Pd(R≥0),Wd) is also a complete separable metric space. In the remainder of the article,
we will use the following particular examples.
Example 2.1.
(a) If dTV (x, y) = 1{x 6=y}, then PdTV (R≥0) = P(R≥0) and
WdTV (̺, ˜̺) = 12‖̺− ˜̺‖TV := 12 sup {|̺(A) − ˜̺(A)| : A ⊂ R Borel set}
is the total variation distance.
(b) The Wasserstein-1-distance corresponds to d1(x, y) = |x− y|, where
Pd1(R≥0) := P1(R≥0) :=
{
̺ ∈ P(R≥0) :
∫
R≥0
x̺(dx) <∞
}
.
In this case we adopt the shorthand W1 :=Wd1 .
(c) If dlog(x, y) = log(1 + |x− y|), then
Pdlog(R≥0) := Plog (R≥0) :=
{
̺ ∈ P (R≥0) :
∫
{x>1}
log(x)̺ (dx) <∞
}
and Wlog :=Wdlog is suited for CBI processes studied in Section 5.
One simple but important property of Wasserstein distances is their convexity as formulated
below.
Lemma 2.2. Let d be a metric such that (R≥0, d) is a complete separable metric space. Let
̺, ˜̺ ∈ Pd(R≥0) and suppose that Pt(x,dy) is a Markov kernel on R≥0. Then, for any H ∈
H(̺, ˜̺), we have
Wd
(∫
R≥0
P (x, ·)̺(dx),
∫
R≥0
P (x, ·)˜̺(dx)) ≤ ∫
R≥0×R≥0
Wd(P (x, ·), P (y, ·))H(dx,dy).
For a proof we refer the reader to [45, Theorem 4.8]. The convolution between measures ̺
and ˜̺ on R≥0 is denoted by ̺ ∗ ˜̺. We close the presentation with a useful convolution estimate
for Wasserstein distances.
Lemma 2.3. Let d be a metric such that (R≥0, d) is a complete separable metric space. Suppose
that
d(x+ y, x˜+ y) ≤ d(x, x˜), x, x˜, y ≥ 0.
Let ̺, ˜̺, g ∈ Pd(R≥0). Then Wd(̺ ∗ g, ˜̺∗ g) ≤Wd(̺, ˜̺).
Proof. We define ‖h‖Lip = supx 6=y |h(x)−h(y)|d(x,y) . Using the Kantorovich-Duality we obtain
Wd(̺ ∗ g, ˜̺∗ g) = sup
‖h‖Lip≤1
∣∣∣∣∣
∫
R≥0
h(x)(̺ ∗ g)(dx) −
∫
R≥0
h(x)(˜̺∗ g)(dx)∣∣∣∣∣
6 MARTIN FRIESEN, PENG JIN, JONAS KREMER, AND BARBARA RU¨DIGER
= sup
‖h‖Lip≤1
∣∣∣∣∣
∫
R≥0
hg(x)̺(dx)−
∫
R≥0
hg(x)˜̺(dx)
∣∣∣∣∣
≤ sup
‖h‖Lip≤1
∣∣∣∣∣
∫
R≥0
h(x)̺(dx) −
∫
R≥0
h(x)˜̺(dx)∣∣∣∣∣ =Wd(̺, ˜̺),
where we used that hg(x) =
∫
R≥0
h(x+ y)g (dy) satisfies ‖hg‖Lip ≤ 1. 
Although we formulated Lemma 2.2 and 2.3 on the state space R≥0, it is clear that they
naturally extend to more abstract state spaces. In particular, Lemma 2.3 can be easily obtained
for arbitrary convex cones.
3. Stochastic equations of nonnegative processes with jumps
Let E, U0, and U1 be complete separable metric spaces. Following Dawson and Li [10], we
say that the parameters (b, σ, g0, g1) are admissible if:
• b(0) ≥ 0 and b(x) = b1(x) − b2(x) is defined on R≥0, where x 7→ b1(x) is a continuous
function, and x 7→ b2(x) is a continuous and nondecreasing function;
• (x, u) 7→ σ(x, u) is a Borel function on R≥0 ×E satisfying σ(0, u) = 0 for u ∈ E;
• (x, u) 7→ g0(x, u) is a Borel function on R≥0×U0 satisfying g0(0, u) = 0 and g0(x, u)+x ≥
0 for x > 0 and u ∈ U0;
• (x, u) 7→ g1(x, u) is a Borel function on R≥0×U1 satisfying g1(x, u) + x ≥ 0 for x ∈ R≥0
and u ∈ U1.
Let (Ω,F , (Ft)t≥0,P) be a filtered probability space satisfying the usual hypotheses, i.e. (Ω,F ,P)
is complete, the filtration (Ft)t≥0 is right-continuous, and F0 contains all P-null sets in F . Let
κ(dz), µ0(du), and µ1(du) be σ-finite measures on E, U0, and U1, respectively. LetW (dt,du) be
a (Ft)t≥0-Gaussian white noise on R≥0 × E with intensity measure dtκ(dz), and let N0(dt,du)
and N1(dt,du) be (Ft)t≥0-Poisson random measures on R≥0×U0 and R≥0×U1 with intensities
µ0(du) and µ1(du), respectively. Denote by N˜0(dt,du) := N0(dt,du)−dtµ0(du) the compensated
Poisson random measure of N0(dt,du). Suppose that the random objectsW (ds,du), N0(ds,du),
and N1(ds,du) are mutually independent.
We consider a stochastic process {Xt : t ≥ 0} with state space R≥0 determined by the
stochastic equation
Xt = X0 +
∫ t
0
b (Xs) ds+
∫ t
0
∫
E
σ (Xs, u)W (ds,du)
+
∫ t
0
∫
U0
g0 (Xs−, u) N˜0 (ds,du) +
∫ t
0
∫
U1
g1 (Xs−, u)N1 (ds,du) , t ≥ 0,(3.1)
where X0 ≥ 0 is F0-measurable. A strong solution to (3.1) is, by definition, a nonnegative ca`dla`g
and (Ft)t≥0-adapted1 process {Xt : t ≥ 0} satisfying the equation (3.1) almost surely for every
t ≥ 0. Existence and uniqueness of strong solutions to (3.1) were studied by Dawson and Li
[10], respectively, where the following conditions have been introduced:
(3.a) there is a constant K ≥ 0 so that
|b(x)|+
∫
U1
|g1(x, u)| µ1 (du) ≤ K(1 + x), x ≥ 0;
1Adapted to the augmented natural filtration generated by W (ds,du), N0(ds,du), and N1(ds,du), see, e.g.,
Situ [44, p.76].
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(3.b) for each u ∈ U1 the function x 7→ g1(x, u) +x is nondecreasing and for each m ≥ 1 there
is a nondecreasing concave function z 7→ rm(z) on R≥0 such that
∫
0+ rm(z)
−1dz = ∞
and
|b1(x)− b1(y)|+
∫
U1
|g1(x, u)− g1(y, u)|µ1 (du) ≤ rm (|x− y|) , 0 ≤ x, y ≤ m;
(3.c) for each u ∈ U0 the function g0(x, u) is nondecreasing, and for each m ≥ 1 there is a
nonnegative and nondecreasing function z 7→ ρm(z) on R≥0 so that
∫
0+ ρm(z)
−2dz =∞
and∫
E
|σ(x, u) − σ(y, u)|2 κ (du) +
∫
U0
(
|g0(x, u)− g0(y, u)| ∧ |g0(x, u) − g0(y, u)|2
)
µ0 (du)
≤ ρm (|x− y|)2 , 0 ≤ x, y ≤ m.
The next result summarizes Theorems 2.3 and 2.5 of Dawson and Li [10].
Proposition 3.1. Suppose that (b, σ, g0, g1) are admissible parameters satisfying conditions
(3.a)-(3.c).
(a) Then, for each F0-measurable random variable with X0 ≥ 0 almost surely, there exists a
unique strong solution {Xt : t ≥ 0} to (3.1).
(b) Let X0 and Y0 be two F0-measurable nonnegative random variables. Denote by {Xt :
t ≥ 0} and {Yt : t ≥ 0} the corresponding strong solutions to (3.1). If P(X0 ≤ Y0) = 1,
then P(Xt ≤ Yt for all t ≥ 0) = 1.
In the following, we write {Xxt : t ≥ 0} for the unique strong solution of (3.1) to indicate
that the process Xt starts with initial variable X0 = x ≥ 0 almost surely. Denote by Bb(R≥0)
the Banach space of all real-valued, bounded and Borel-measurable functions on R≥0 endowed
with the norm ‖f‖∞ := supx∈R≥0 |f(x)|. Arguinig as in [28] (see the proof of Theorem 1.1
therein) one can show that {Xxt : t ≥ 0} is a strong (Ft)t≥0-Markov process and has transition
probabilities Pt(x,dy), i.e., it holds
Ptf(x) := E [f (X
x
t )] =
∫
R≥0
f(y)Pt (x,dy) , f ∈ Bb(R≥0).
Applying Itoˆ’s formula one finds that {Xxt : t ≥ 0} solves the local martingale problem with
generator L given by (1.1) and domain C2c (R≥0). The adjoint transition semigroup on P(R≥0)
is defined by
P ∗t ̺ (dy) =
∫
R≥0
Pt (x,dy) ̺ (dx) , t ≥ 0, ̺ ∈ P (R≥0) .
By the Markov property we have that P ∗t+s = P
∗
t P
∗
s for all 0 ≤ s ≤ t. Let us formulate the
following conditions in addition to (2.a)-(2.c):
(3.d) it holds that {Mt : t ≥ 0} defined by
Mt =
∫ t
0
∫
E
σ (Xxs , u)W (ds,du) +
∫ t
0
∫
U0
g0
(
Xxs−, u
)
N˜0 (ds,du) , t ≥ 0,
is a martingale with respect to the filtration (Ft)t≥0;
(3.e) there exists a constant A > 0 such that, for b˜(x) := b(x)− ∫U1 g1(x, u)µ1(du), we have
b˜(y)− b˜(x) ≤ −A(y − x), 0 ≤ x ≤ y.
Under the given conditions (3.a)-(3.e) we are able to show that the corresponding Markov process
is exponentially ergodic in the Wasserstein distance W1.
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Theorem 3.2. Let (b, σ, g0, g1) be admissible parameters satisfying conditions (3.a)-(3.e). Then,
for all ̺, ˜̺∈ P1(R≥0), we have
(3.2) W1 (P
∗
t ̺, P
∗
t ˜̺) ≤ e−AtW1 (̺, ˜̺) , t ≥ 0.
In particular, there exists a unique invariant distribution π ∈ P(R≥0). Moreover, we have
π ∈ P1(R≥0) and, for all ̺ ∈ P1(R≥0),
W1 (P
∗
t ̺, π) ≤ e−AtW1 (̺, π) , t ≥ 0.
Proof. The proof is divided into several steps.
Step 1: Let {Xxt : t ≥ 0} and {Xyt : t ≥ 0} be strong solutions of (3.1) with 0 ≤ x ≤ y.
Using Proposition 3.1 (b) together with (2.d) and (2.e), we obtain
E [|Xxt −Xyt |] = E [Xyt ]− E [Xxt ]
= y − x+
∫ t
0
E
[
b˜ (Xys )− b˜ (Xxs )
]
ds
≤ |x− y| −A
∫ t
0
E [|Xxs −Xys |] ds, t ≥ 0.
Applying Gronwall’s lemma yields
(3.3) E [|Xxt −Xyt |] ≤ |x− y|e−At, t ≥ 0.
Step 2: Let us prove (3.2). We denote by δx and δy the Dirac measure concentrated in x and
y, respectively. Assume first 0 ≤ x ≤ y. Since the joint distribution of (Xxt ,Xyt ) belongs to
H(P ∗t δx, P ∗t δy), we obtain from (3.3),
(3.4) W1 (P
∗
t δx, P
∗
t δy) ≤ E [|Xxt −Xyt |] ≤ |x− y|e−At, t ≥ 0.
Let now H be any coupling of (̺, ˜̺) satisfying (2.2). Using the convexity of W1 and (3.4), we
get
W1 (P
∗
t ̺, P
∗
t ˜̺) ≤ ∫
R≥0×R≥0
W1 (P
∗
t δx, P
∗
t δy)H (dx,dy)
≤ e−At
∫
R≥0×R≥0
|x− y|H (dx,dy) = e−AtW1(̺, ˜̺).
Step 3: We prove existence of π. We fix any ̺ ∈ P1(R≥0). Then, for k, l ∈ N with k < l,
W1 (P
∗
k ̺, P
∗
l ̺) ≤
l−1∑
s=k
W1
(
P ∗s+1̺, P
∗
s ̺
) ≤ l−1∑
s=k
e−AsW1 (P
∗
1 ̺, ̺) ,
where we have used the semigroup property of P ∗s+1 together with (3.2). Since the right-hand
side tends to zero as k, l → ∞, (P ∗k ̺)k∈N ⊂ P1(R≥0) is a Cauchy sequence. As a consequence,
there exists π ∈ P1(R≥0) such that W1(P ∗k ̺, π) converges to zero as k →∞.
We proceed to show invariance of π, i.e. P ∗hπ = π for all h > 0. Fix h > 0. Using the
semigroup property and (3.2) it follows
W1 (P
∗
hπ, π) ≤W1 (P ∗hπ, P ∗hP ∗k ̺) +W1 (P ∗kP ∗h̺, P ∗k ̺) +W1 (P ∗k ̺, π)
≤ e−AhW1 (π, P ∗k ̺) + e−AkW1 (P ∗h̺, ̺) +W1 (P ∗k ̺, π) ,
and the right-hand side tends to zero as k →∞. Hence, we see that W1(P ∗hπ, π) = 0.
Step 4, uniqueness of π: Let π̂ ∈ P(R≥0) be any invariant distribution. Let W≤11 be the
Wasserstein distance given by (2.1) with d(x, y) = 1∧ |x− y|. Using the invariance of π, π̂, and
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the convexity of W≤11 , for any H ∈ H(π, π̂), we derive
W
≤1
1 (π, π̂) ≤
∫
R≥0×R≥0
W
≤1
1 (P
∗
t δx, P
∗
t δy)H (dx,dy)
≤
∫
R≥0×R≥0
E [|Xxt −Xyt | ∧ 1]H (dx,dy)
≤
∫
R≥0×R≥0
(1 ∧ E [|Xxt −Xyt |])H (dx,dy)
≤
∫
R≥0×R≥0
(
1 ∧ (|x− y|e−At))H (dx,dy) ,
where the last inequality follows from (3.3). By dominated convergence we see that the right-
hand side vanishes as t → ∞. Consequently, W≤11 (π, π̂) = 0 which implies that π = π̂. The
proof is complete. 
Combining the characterization of convergence with respect to W1 and [43, Theorem 1.2 and
Corollary 1.3], we deduce the following.
Corollary 3.3. Suppose that the same conditions as in Theorem 3.2 are satisfied. Let {Xt :
t ≥ 0} be the corresponding unique solution to (3.1). Then the following assertions hold:
(a) limt→∞ E[X
x
t ] =
∫
R≥0
xπ(dx).
(b) For any p ∈ [1,∞) and f ∈ Lp(R≥0, π), we have
1
T
∫ T
0
f(Xt)dt→
∫ ∞
0
f(x)π (dx) , T →∞,
in Lp(Ω,F ,P).
4. Continuous-state nonlinear branching processes with immigration
In this section we constitute an application of Theorem 3.2 to the Markov process with
generator (1.2). For this purpose, we first provide a construction of this process as a strong
solution to a certain stochastic equation.
Let (Ω,F , (Ft)t≥0,P) be a stochastic basis with the usual conditions rich enough to support a
(Ft)t≥0-Gaussian white noise W (dt,du) with intensity measure dtdu on R≥0×R≥0 and (Ft)t≥0-
Poisson random measures N0(dt,dz,du) and N1(dt,dz) with intensity measures dtm(dz)du on
R≥0×R≥0×R≥0 and dtν(dz) on R≥0×R≥0, where m and ν satisfy (1.3). Further, suppose that
W (dt,du), N0(dt,dz,du), and N1(dt,dz) are mutually independent. Denote by N˜0(dt,dz,du) =
N0(dt,dz,du)− dtdm(du) the corresponding compensated Poisson random measure. Below we
provide reasonable conditions on γ0, γ1, and γ2 such that
Xt = X0 +
∫ t
0
γ0 (Xs) ds+
∫ t
0
∫ ∞
0
1{u≤γ1(Xs)}W (ds,du)
+
∫ t
0
∫ ∞
0
∫ ∞
0
1{u≤γ2(Xs−)}zN˜0 (ds,dz,du) +
∫ t
0
∫ ∞
0
zN1 (ds,dz) ,(4.1)
has a pathwise unique strong solution so that the results of Section 3 are applicable.
Theorem 4.1. Suppose that the functions γi, i = 0, 1, 2, satisfy the following:
(i) γ0(0) ≥ 0, γ1, γ2 ≥ 0, and γ2 is nondecreasing;
(ii) there exists a constant K ≥ 0 such that |γ0(x)| ≤ K(1 + x) for all x ≥ 0;
(iii) for each m ≥ 1 there exists a constant cm > 0 such that, for all 0 ≤ x, y ≤ m,
|γ0(x)− γ0(y)|+ |γ1(x)− γ1(y)|+ |γ2(x)− γ2(y)| ≤ cm|x− y|.
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Then, for any F0-measurable and nonnegative initial value X0, there exists a unique strong
solution {Xt : t ≥ 0} to (4.1).
Proof. We are going to apply Proposition 3.1 with the following choices:
• E = R≥0, U0 = R≥0 × R≥0, U1 = R≥0;
• b(x) = b1(x) = γ0(x), σ(x, u) = 1{u≤γ1(x)}, g0(x, z, u) = z1{u≤γ2(x)}, g1(x, z) = z;
• κ(du) = du, µ0(dz,du) = m(dz)du, µ1(du) = ν(du);
Now, it is easy to see that conditions (3.a) and (3.b) are satisfied. We turn to check condition
(3.c). Define l0(x, y, u) := 1{u≤γ2(x)} − 1{u≤γ2(y)}. For each m ≥ 1, we estimate∫ ∞
0
∣∣
1{u≤γ1(x)} − 1{u≤γ1(y)}
∣∣2 du+ ∫ ∞
0
∫ ∞
0
(
|zl0(x, y, u)| ∧ |zl0(x, y, u)|2
)
m (dz) du
≤ |γ1(x)− γ1(y)|+ |γ2(y)− γ2(x)|
∫ ∞
0
(
z ∧ z2)m (dz)
≤ c′m|x− y|,
for all 0 ≤ x, y ≤ m and some constant c′m > 0, yielding that condition (3.c) holds for ρm(z) =
cm
√
z. 
As a consequence of Theorem 4.1 the unique solution to (4.1) is a strong (Ft)t≥0-Markov
process which is called a CNBI process. Let {Pt : t ≥ 0} be its transition semigroup and
{P ∗t : t ≥ 0} the dual semigroup. Ergodicity of the CNBI process is obtained below.
Theorem 4.2. Suppose that conditions (i) – (iii) of Theorem 4.1 are satisfied and assume the
following:
(a) there exists a constant A > 0 such that
γ0(y)− γ0(x) ≤ −A(y − x), 0 ≤ x ≤ y;
(b) there exists λ ∈ [1, 2] and K > 0 such that γ1(x) + γ2(x) ≤ K(1 + x)λ, x ≥ 0, and∫
{z>1}
z2m(dz) +
∫
{z>1}
zλν(dz) <∞.
Then, for all ̺, ˜̺∈ P1(R≥0), we have
W1 (P
∗
t ̺, P
∗
t ˜̺) ≤ e−AtW1 (̺, ˜̺) , t ≥ 0.
In particular, there exists a unique invariant distribution π ∈ P(R≥0). Moreover, we have
π ∈ P1(R≥0) and, for all ̺ ∈ P1(R≥0),
W1 (P
∗
t ̺, π) ≤ e−AtW1 (̺, π) , t ≥ 0.(4.2)
Proof. In light of Theorem 3.2 it only suffices to show that condition (3.d) is satisfied, i.e.
Mt :=
∫ t
0
∫ ∞
0
1{u≤γ1(Xxs )}
W (ds,du) +
∫ t
0
∫ ∞
0
∫ ∞
0
z1{u≤γ2(Xxs−)}N˜ (ds,dz,du) , t ≥ 0
is a martingale with respect to the filtration (Ft)t≥0. In order to prove that {Mt : t ≥ 0} is a
martingale, it is enough to show that
∫ t
0 E [γ1(X
x
s ) + γ2(X
x
s )] ds <∞ which in turn is true if
sup
s∈[0,t]
E[(Xxs )
λ] <∞, t, x ≥ 0.(4.3)
Define Vλ(x) = (1 + x)
λ, x ≥ 0. By Itoˆ’s formula, we obtain
Vλ(X
x
t ) = V (x) +
∫ t
0
(LVλ)(X
x
s )ds +Mt (Vλ) ,(4.4)
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where, by abuse of notation, we continue to write LVλ which is given in (1.2) and {Mt(Vλ) :
t ≥ 0} is a local martingale given by
Mt (Vλ) =
∫ t
0
∫ ∞
0
V ′λ(X
x
s )1{u≤γ1(Xxs )}W (ds,du)
+
∫ t
0
∫ ∞
0
∫ ∞
0
(
Vλ
(
Xxs + z1{u≤γ2(Xxs−)}
)
− Vλ (Xxs )
)
N˜(ds,dz,du).
Define, for n ∈ N, a stopping time τn = inf{t ∈ R≥0 : Xt > n}. It is easy to see that
{Mt∧τn(Vλ) : t ≥ 0} is a martingale with respect to the filtration (Ft)t≥0, for any n ∈ N. Hence,
taking the expectation in (4.4) and using Lemma A.1 from the appendix yields
E
[
Vλ(X
x
t∧τn )
] ≤ Vλ(x) + C ∫ t
0
E
[
Vλ(X
x
s∧τn)
]
ds, t ≥ 0,
where C > 0 is a constant. By means of Gronwall’s lemma, we estimate E
[
V (Xxt∧τn)
] ≤
Vλ(x) exp(Ct). Noting that {Xxt : t ≥ 0} has ca`dla`g paths and C is independent of n, we can
take the limit n → ∞ and apply the Lemma of Fatou to get E[Vλ(Xxt )] ≤ Vλ(x) exp(Ct). This
proves (4.3). 
We end this section by constituting the following example for γ0, γ1, γ2.
Example 4.3. Theorem 4.2 is applicable for the particular choice:
• γ0(x) = β − bx where β ≥ 0 and b > 0 are constants;
• γ1(x) = xα with α ∈ [1, 2];
• γ2(x) = xδ with δ ∈ [1, 2].
The reader may wonder why we have apparently excluded the cases when α and δ either
belong to (0, 1) or (2,∞). If α, δ ∈ (0, 1), then we may loose uniqueness, while for α, δ ∈ (2,∞)
the corresponding process may have an explosion. In both cases we may try, following [29], to
study solutions having a trap at 0 and/or at ∞. However, since in this case δ0 and δ∞ would
be invariant distributions, (4.2) cannot hold in general.
5. Continuous-state branching processes with immigration
Recall that (β, b, σ,m, ν) are admissible parameters, if β ≥ 0, b ∈ R, and σ ≥ 0 are constants,
andm(dz) and ν(dz) are Le´vy-measures on R≥0 satisfying (1.3). For λ ≥ 0, define the branching
mechanism
φ(λ) = bλ+
1
2
σ2λ2 +
∫ ∞
0
(
e−λz − 1 + λz
)
m (dz) ,
and immigration mechanism
ψ(λ) = βλ+
∫ ∞
0
(
1− e−λz
)
ν (dz) .
A Markov process with state space R≥0 is called a CBI process with admissible parameters
(β, b, σ,m, ν) if its transition semigroup {Pt : t ≥ 0} has the representation
(5.1)
∫ ∞
0
e−λzPt (x,dz) = exp
(
−xvt(λ)−
∫ t
0
ψ (vs(λ)) ds
)
, x, λ ≥ 0,
where t 7→ vt(λ) is the unique nonnegative solution of the ODE
(5.2)
∂
∂t
vt(λ) = −φ (vt (λ)) , v0 (λ) = λ.
It can be shown that the corresponding Markov process is a Feller process, C∞c (R≥0) is a core
for its generator, and the action of the generator is given by (1.4). Moreover, it is well-known
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that each CBI process can be obtained as the unique strong solution to a certain stochastic
equation with jumps, see, e.g., [9, 17]. In what follows, we briefly describe this equation.
Let (Ω,F , (Ft)t≥0,P) be a stochastic basis satisfying the usual conditions rich enough to
support the following random objects: a (Ft)t≥0-Gaussian white noise W (ds,du) with intensity
dtdu, (Ft)t≥0-Poisson random measures N0(dt,dz,du) and N1(dt,dz) on R≥0 ×R≥0×R≥0 and
R≥0×R≥0 with intensities dtm(dz)du and dtν(dz), respectively. We denote by N˜0(dt,dz,du) the
compensated measure of N0(dt,dz,du). Suppose thatW (ds,du), N0(ds,dz,du), and N1(ds,dz)
are mutually independent. Then, for each F0-measurable X0 ≥ 0, there exists a unique strong
solution to
Xt = X0 +
∫ t
0
(β − bXs) ds+ σ
∫ t
0
∫ ∞
0
1{u≤Xs}W (ds,du)
+
∫ t
0
∫ ∞
0
∫ ∞
0
z1{u≤Xs−}N˜0 (ds,dz,du) +
∫ t
0
∫ ∞
0
zN1 (ds,dz) .(5.3)
In order to deduce this result one may, e.g., apply Proposition 3.1. Itoˆ’s formula shows that
{Xt : t ≥ 0} is a Markov process whose generator is given by (1.4). Conversely, the law of any
CBI process with admissible parameters (β, b, σ,m, ν) can be obtained from (5.3).
The following is a particular case of [2, Lemma 3.4].
Remark 5.1. Let (β, b, σ,m, ν) be admissible parameters with ν satisfying
(5.4)
∫
{z>1}
zν (dz) <∞.
Then Xxt has finite first moment given by
E [Xxt ] = e
−btx+
(
β +
∫
R≥0
zν (dz)
)∫ t
0
e−bsds, t ≥ 0.
5.1. Exponential ergodicity in Wasserstein distance. The aim of this subsection is to
derive exponential ergodicity in the Wasserstein distance Wlog for CBI processes. Let us start
with a general characterization of the existence and uniqueness of the invariant distribution.
The next theorem is proved in [30].
Theorem 5.2 (Li [30], Theorem 3.20). Let (β, b, σ,m, ν) be admissible parameters satisfying
b ≥ 0 and φ(λ) 6= 0 for λ > 0. Then the following are equivalent:
(a) There exists x ≥ 0 and π ∈ P(R≥0) such that Pt(x, ·)→ π weakly as t→∞.
(b) The branching and immigration mechanisms satisfy
(5.5)
∫ λ
0
ψ(u)
φ(u)
du <∞ for some λ > 0.
Moreover, if either (a) or (b) is satisfied, then Pt(x, ·) converges weakly to π as t → ∞ for all
x ≥ 0, π is the unique invariant distribution and its Laplace transform is given by
(5.6)
∫ ∞
0
e−λxπ (dx) = exp
(
−
∫ λ
0
ψ(u)
φ(u)
du
)
, λ ≥ 0.
The following is due to [30, Corollary 3.21].
Remark 5.3. If b > 0, then (5.5) is equivalent to (1.5).
As a consequence of Theorem 3.2, we find the following ergodicity result for CBI processes in
the Wasserstein distance W1.
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Remark 5.4. Let (β, b, σ,m, ν) be admissible parameters with b > 0 and ν satisfying (5.4). Then
all assumptions of Theorem 3.2 are satisfied implying that the unique invariant distribution π
given by Theorem 5.2 has finite first moment and satisfies, for all ̺ ∈ P1(R≥0),
W1 (P
∗
t ̺, π) ≤ e−btW1 (̺, π) , t ≥ 0.
An analogue result for affine processes was recently established in [16]. Note that the class of
affine processes include the (multidimensional) CBI processes as a special case. Moreover, it was
shown in [16] that under the analogue of (1.5) the statement of Remark 5.4 holds true for affine
processes even in the Wasserstein distance Wlog. Motivated by the fact that our main result
(see Theorem 5.7 below) requires the existence of log-moments for the invariant distribution π,
we recall the result of [16, Theorem 1.6 (a)] for our purpose.
Theorem 5.5. Let (β, b, σ,m, ν) be admissible parameters and assume that b > 0 and (1.5)
are satisfied. Let {Pt : t ≥ 0} be the corresponding transition semigroup. Then there exists a
constant C > 0 such that, for all ̺, ˜̺∈ Plog(R≥0), we have
(5.7) Wlog (P
∗
t ̺, P
∗
t ˜̺) ≤ Cmin{e−bt,Wlog (̺, ˜̺)}+ Ce−btWlog (̺, ˜̺) , t ≥ 0.
In particular, the unique invariant distribution π belongs to Plog(R≥0) and satisfies
Wlog (P
∗
t ̺, π) ≤ Cmin
{
e−bt,Wlog (̺, π)
}
+ Ce−btWlog (̺, π) , t ≥ 0.
In contrast to [16, Theorem 1.6 (a)], the proof can be significantly simplified in our context,
i.e., when dealing with one-dimensional CBI processes. For convenience of the reader and in
order to keep this work self-contained, we provide a sketch of the proof.
Proof of Theorem 5.5. We divide the proof in three steps.
Step 1: We show that P ∗t (Plog(R≥0)) ⊂ Plog(R≥0), t ≥ 0. Let V (x) := log(1 + x), x ≥ 0.
Then it suffices to find a constant C > 0 such that
(5.8) E [V (Xt)] ≤ Ct+ E[V (X0)], t ≥ 0.
We apply Itoˆ’s formula to V (x), and get
(5.9) V (Xt) = V (X0) +
∫ t
0
LV (Xs) ds+Mt(V ), t ≥ 0,
where LV is informally defined by (1.4) and
Mt(V ) := σ
∫ t
0
∫ ∞
0
1{u≤Xs}W (ds,du)
+
∫ t
0
∫ ∞
0
∫ ∞
0
(
V
(
Xs− + z1{u≤Xs−}
)− V (Xs−)) N˜0 (ds,dz,du)
+
∫ t
0
∫ ∞
0
(V (Xs− + z)− V (Xs−)) N˜1 (ds,dz) , t ≥ 0,
where N˜1(ds,dz) denotes the compensated (Ft)t≥0-Poisson random measure of N1(ds,dz). For
n ∈ N, define a stopping time by τn = inf{t ∈ R≥0 : Xt > n}. Then {Mt∧τn : t ≥ 0} is
a martingale with respect to the filtration (Ft)t≥0 for any n ∈ N. Hence, taking expectations
in (5.9) and using that LV ≤ C, for all x ≥ 0 and a constant C > 0, see Lemma A.2 in the
appendix, gives
E [V (Xt∧τn)] = E[V (X0)] + E
[∫ t
0
LV (Xs∧τn) ds
]
≤ E[V (X0)] + Ct.
Noting that {Xt : t ≥ 0} has ca`dla`g paths and C is independent of n, we can take the limit
n→∞ and apply Fatou’s lemma to conclude with (5.8).
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Step 2: From now on, we can proceed very close to the proof of Theorem 3.2, albeit with
some slightly different estimates. The details are as follows: let {Qt : t ≥ 0} be the transition
semigroup with admissible parameters b > 0, β = 0, m, and ν ≡ 0. Hence, for λ ≥ 0, we have∫ ∞
0
e−λzQt (x,dz) = e
−xvt(λ) and
∫ ∞
0
e−λzPt (0,dz) = exp
(
−
∫ t
0
ψ (vs(λ)) ds
)
,
and consequently, Pt(x, ·) = Qt(x, ·)∗Pt(0, ·). Noting that Qt satisfies the conditions of Theorem
3.2, we obtain from Step 1 and 2 of its proof
W1 (Q
∗
t δx, Q
∗
t δy) ≤ e−bt|x− y|, t ≥ 0,
where {Q∗t : t ≥ 0} denotes the dual semigroup of Qt. With this, and applying Lemma 2.3 (a),
we get
Wlog (P
∗
t δx, P
∗
t δy) ≤Wlog (Q∗t δx, Q∗t δy)
≤ log (1 +W1 (Q∗t δx, Q∗t δy)) ≤ log
(
1 + e−bt|x− y|
)
.(5.10)
Moreover, for a, d ≥ 0, we use the elementary inequality
log(1 + a · d) ≤ Cmin{a, log(1 + d)}+ Ca log(1 + d),(5.11)
where C > 0 is a generic constant, to obtain from (5.10)
Wlog (P
∗
t δx, P
∗
t δy) ≤ Cmin{e−bt, log (1 + |x− y|)}+ Ce−bt log (1 + |x− y|) .
By using the convexity of Wlog we get, for any H ∈ H(̺, ˜̺),
Wlog (P
∗
t ̺, P
∗
t ˜̺) ≤ ∫
R≥0×R≥0
Wlog (P
∗
t δx, P
∗
t δy)H (dx,dy)
≤ C
∫
R≥0×R≥0
min
{
e−bt, log (1 + |x− y|)
}
H (dx,dy)
+ Ce−bt
∫
R≥0×R≥0
log (1 + |x− y|)H (dx,dy)
≤ Cmin
{
e−bt,
∫
R≥0×R≥0
log (1 + |x− y|)H (dx,dy)
}
+ Ce−bt
∫
R≥0×R≥0
log (1 + |x− y|)H (dx,dy) .
Finally, taking H as the optimal coupling of (̺, ˜̺), we deduce that
Wlog (P
∗
t ̺, P
∗
t ˜̺) ≤ Cmin{e−bt,Wlog (̺, ˜̺)}+ Ce−btWlog (̺, ˜̺) .
Step 3: Let ̺ ∈ Plog(R≥0). Arguing similar to the proof of Theorem 3.2, we see that
(P ∗t ̺)k∈N ⊂ Plog(R≥0) is a Cauchy sequence and, thus, has a limit π̂ ∈ Plog(R≥0). Clearly, π̂ is an
invariant distribution and hence, by uniqueness of the invariant distribution, π = π̂ ∈ Plog(R≥0).
Eventually, noting that
Wlog (P
∗
t ̺, π) =Wlog (P
∗
t ̺, P
∗
t π) ≤ Cmin
{
e−bt,Wlog (̺, π)
}
+ Ce−btWlog (̺, π) ,
we conclude with (5.7). This completes the proof. 
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5.2. Exponential ergodicity in total variation distance. A general exponential ergodicity
result in the total variation distance was recently obtained by Li and Ma [31], where Grey’s
condition was used:
(5.a) there exists θ > 0 such that φ(λ) > 0 for λ > θ and∫ ∞
θ
φ(λ)−1dλ <∞.
The following was shown in [31].
Theorem 5.6 ([31]). Let (β, b, σ,m, ν) be admissible parameters. Suppose that b > 0, ν ≡ 0,
and (5.a) is satisfied. Let {P 0t : t ≥ 0} be the corresponding transition semigroup given by
(5.12)
∫
R≥0
e−λzP 0t (x,dz) = exp
(
−xvt (λ)− β
∫ t
0
vs (λ) ds
)
, λ ≥ 0,
where vt is determined by (5.2). Denote by π
0 the corresponding unique invariant distribution
given by Theorem 5.2. Then there exists a constant C > 0 such that, for all t, x, y ≥ 0,∥∥P 0t (x, ·)− P 0t (y, ·)∥∥TV ≤ Cmin{1, e−bt|x− y|}
and ∥∥P 0t (x, ·)− π0(·)∥∥TV ≤ Cmin{1, (x+ βb−1) e−bt}
are satisfied. In particular, {P 0t : t ≥ 0} has the strong Feller property and is exponentially
ergodic in the total variation distance.
Our main theorem extends the result of Li and Ma [31] to CBI processes with non-vanishing
jump measure ν for immigration.
Theorem 5.7. Let (β, b, σ,m, ν) be admissible parameters with b > 0 and suppose that (1.5)
and (5.a) are satisfied. Let {Pt : t ≥ 0} be the transition semigroup given by (5.1) and let π be
the unique invariant distribution. Then the following holds:
(a) There exists a constant C > 0 such that
‖Pt(x, ·) − Pt(y, ·)‖TV ≤ Cmin
{
1, e−bt|x− y|
}
.
In particular, {Pt : t ≥ 0} has the strong Feller property.
(b) There exists a constant C > 0 such that, for all ̺ ∈ Plog(R≥0) and t ≥ 0, we have
‖P ∗t ̺− π‖TV ≤ Cmin{e−bt,Wlog (̺, π)}+ Ce−btWlog (̺, π) .
Proof. (a) Let {P 0t : t ≥ 0} be given by (5.12) and let {P 1t : t ≥ 0} be given by∫
R≥0
e−λzP 1t (x,dz) = exp
(
−
∫ t
0
∫ ∞
0
(
1− e−vs(λ)z
)
ν (dz) ds
)
, λ ≥ 0,
where in both cases vt is obtained from (5.2). By definition of the immigration mechanism we
have, for all λ ≥ 0,∫
R≥0
e−λzPt (x,dz) =
∫
R≥0
e−λzP 0t (x,dz)
∫
R≥0
e−λzP 1t (x,dz) ,
yielding that Pt(x, ·) = P 0t (x, ·) ∗ P 1t (0, ·) for all t, x ≥ 0. Combining the latter with Lemma 2.3
(b), we deduce
‖Pt(x, ·)− Pt(x, ·)‖TV ≤
∥∥P 0t (x, ·) − P 0t (x, ·)∥∥TV ≤ Cmin{1, e−bt|x− y|} ,
where the last inequality follows from Theorem 5.6.
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(b) From Theorem 5.5 we know that π ∈ Plog(R≥0). Let ̺ ∈ Plog(R≥0) and H ∈ H(̺, π) such
that the infimum is attained (see (2.2)). Here and below we let C > 0 be a generic constant
which may vary from line to line. Using the invariance of π combined with the convexity of the
Wasserstein distance (see Lemma 2.2), shows that
‖P ∗t ̺− π‖TV ≤
∫
R≥0×R≥0
‖Pt(x, ·) − Pt(y, ·)‖TV H (dx,dy)
≤ C
∫
R≥0×R≥0
log
(
1 + e−bt|x− y|
)
H (dx,dy) ,
where the last inequality follows from statement (a) and 1∧a ≤ log(2)−1 log(1+a) for all a ≥ 0.
Finally, using (5.11) and the same estimates as in Step 2 of the proof of Theorem 5.5, we readily
deduce that
‖P ∗t ̺− π‖TV ≤ Cmin
{
e−bt,Wlog(̺, π)
}
+ Ce−btWlog(̺, π).

The following remark shows that the obtained convergence has indeed exponential rate.
Remark 5.8. Under the assumptions of Theorem 5.7, we obtain for all x, t ≥ 0
‖Pt(x, ·)− π(·)‖TV ≤ Ce−bt (1 +Wlog (δx, π))
≤ Ce−bt
(
log(1 + x) +
∫
R≥0
log(1 + y)π (dy)
)
.
In particular, {Pt : t ≥ 0} is exponentially ergodic in the total variation distance.
5.3. Functional central limit theorem. A direct consequence of our ergodic result is the
following strong law of large numbers in accordance with the discussion after [6, Proposition
2.5].
Corollary 5.9. Under the conditions of Theorem 5.7, for all Borel functions f : R≥0 → R with∫∞
0 |f(x)|π(dx) <∞, it holds
1
t
∫ t
0
f(Xxs )ds→
∫ ∞
0
f(x)π (dx) a.s. as t→∞.
The latter convergence may be very useful for parameter estimation of one-dimensional CBI
processes. A further consequence of our ergodicity result is the functional central limit theorem
which is stated below.
Recall that the Feller semigroup {Pt : t ≥ 0} given by (5.1) has infinitesimal generator
(L,dom(L)) of the form (1.4) acting on C2c (R≥0). By virtue of [11, Theorem 2.7], C
∞
c (R≥0) is
a core of L and C2c (R≥0) ⊂ dom(L). Since ‖f‖L2(R≥0,pi) ≤ ‖f‖∞ for f ∈ C0(R≥0), C0(R≥0) ⊂
L2(R≥0, π) is dense, and Pt satisfies ‖Ptf‖L2(R≥0,pi) ≤ ‖f‖L2(R≥0,pi) for f ∈ C0(R≥0), there
exists a unique extension {P̂t : t ≥ 0} on L2(R≥0, π). This extension is again a strongly
continuous semigroup. Let (L̂,dom(L̂)) be its infinitesimal generator. Then dom(L) ⊂ dom(L̂)
and Lf = L̂f for all f ∈ dom(L). Define range(L̂) = {L̂f : f ∈ dom(L̂)}. The next result is
the announced functional central limit theorem for CBI processes.
Corollary 5.10. Under the conditions of Theorem 5.7, for all f ∈ range(L̂), it holds
n−1/2
∫ nt
0
f (Xxs ) ds→W· weakly as n→∞,
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where W is a one-dimensional Wiener process with zero drift and variance parameter γ given
by
γ2 = −2
∫
R≥0
L̂f(y) · f(y)π (dy) .(5.13)
In general it is unlikely to find an explicit formula for (5.13) in terms of its admissible param-
eters. However, for the particular case Lfλ ∈ range(L̂), where fλ(y) = exp(−λy), we obtain the
following.
Example 5.11. For each λ > 0 and x ≥ 0 we see that n−1/2 ∫ nt0 (L̂fλ)(Xxs )ds converges weakly
as n→∞ to a Wiener process with zero drift and variance parameter γ given by
γ2 = −2
∫
R≥0
L̂fλ(y) · fλ(y)π (dy) .
Furthermore, an easy calculation shows that L̂fλ(y) = Lfλ(y) = fλ(y)(−ψ(λ) + yφ(λ)) and
thereby
γ2 = 2ψ(λ)
∫
R≥0
e−2λyπ (dy)− 2φ(λ)
∫
R≥0
ye−2λyπ (dy) .
Recall that the Laplace transform of π is given in (5.6). By a change of variables u = vs(λ), we
see that ∫ ∞
0
e−λyπ (dy) = exp
(
−
∫ λ
0
ψ(u)
φ(u)
du
)
, u ∈ R≥0,
see also [27, Formula (3.27)]. Therefore, we have
γ2 = 2ψ(λ) exp
(
−
∫ 2λ
0
ψ(u)
φ(u)
du
)
+ φ(λ)
d
dλ
exp
(
−
∫ 2λ
0
ψ(u)
φ(u)
du
)
=
(
2ψ(λ) +
φ(λ)ψ(2λ)
φ(2λ)
)
exp
(
−
∫ 2λ
0
ψ(u)
φ(u)
du
)
.
6. Continuous-state branching processes with immigration in Le´vy random
environments
Let (β, b, σ,m, ν) be admissible parameters, bE ∈ R, σE ≥ 0 and µE a Le´vy measure on R.
We start with a brief description of CBIRE processes. Let (Ω,F , (Ft)t≥0,P) be a stochastic
basis satisfying the usual conditions rich enough to support
• a (Ft)t≥0-Gaussian white noise W (dt,du) with intensity dtdu;
• a (Ft)t≥0-Poisson random measure N0(dt,dz,du) on R≥0×R≥0 with intensity dtm(dz);
• a (Ft)t≥0-Poisson random measure N1(dt,dz) on R≥0 × R≥0 with intensity dtν(dz);
• a (Ft)t≥0-Brownian motion {Bt : t ≥ 0};
• a (Ft)t≥0-Poisson random measure M(dt,dz) on R≥0 × R with intensity dtµE(dz).
Suppose that these random objects are mutually independent. Define two (Ft)t≥0-Le´vy processes
{ξt : t ≥ 0} and {Zt : t ≥ 0} by
ξt = aEt+ σEBt +
∫ t
0
∫
[−1,1]
zM˜ (ds,dz) +
∫ t
0
∫
[−1,1]c
zM(ds,dz),
Zt = bEt+ σEBt +
∫ t
0
∫
[−1,1]
(ez − 1)M˜(ds,dz) +
∫ t
0
∫
[−1,1]c
(ez − 1)M(ds,dz),
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where [−1, 1]c = R\[−1, 1], M˜(ds,dz) := M(ds,dz) − dtµE(dz), and the drift coefficients bE
and aE are related by
bE = aE +
σ2E
2
+
∫
[−1,1]
(ez − 1− z)µE(dz).
Note that {Zt : t ≥ 0} has no jump less than −1. According to [18, Theorem 5.1], we have that
Xt = X0 +
∫ t
0
(β − bXs) ds+ σ
∫ t
0
∫ ∞
0
1{u≤Xs}W (ds,du)
+
∫ t
0
∫ ∞
0
∫ ∞
0
z1{u≤Xs−}N˜0 (ds,dz,du) +
∫ t
0
∫ ∞
0
zN1 (ds,dz) +
∫ t
0
Xs−dZs(6.1)
has for each F0-measurable random variable X0 ≥ 0 a pathwise unique nonnegative strong
solution {Xt : t ≥ 0}. It is not difficult to see that the Markov generator of {Xt : t ≥ 0} acting
on C∞c (R≥0) is given by L0 + L1, where L0 is defined by (1.4) and L1 by (1.7), respectively.
In view of [18, Theorem 5.4], the Markov process {Xt : t ≥ 0} has Feller transition semigroup
{Pt : t ≥ 0} and its transition probabilities Pt(x,dy) satisfy∫
R≥0
e−λyPt(x,dy) = E
[
exp
(
−xvξ0,t(λ)−
∫ t
0
ψ
(
v
ξ
s,t(λ)
)
ds
)]
,(6.2)
where φ and ψ are the corresponding branching and immigration mechanisms for the CBI process
with admissible parameters (β, b, σ,m, ν) and r 7→ vξr,t(λ) is the pathwise unique nonnegative
solution to
v
ξ
r,t(λ) = e
ξ(t)−ξ(r)λ−
∫ t
r
eξ(s)−ξ(r)φ
(
v
ξ
s,t(λ)
)
ds, 0 ≤ r ≤ t.
Existence of limiting distribution was recently characterized in [18]. In the following we present
sufficient conditions for both the ergodicity in the Wasserstein and total variation distance based
on an application of Theorem 3.2. We start with the simpler case of ergodicity in Wasserstein
distance W1.
Theorem 6.1. Let (β, b, σ,m, ν) be admissible parameters, bE ∈ R, σE ≥ 0 and µE a Le´vy
measure on R. Let {Pt : t ≥ 0} be the transition semigroup with transition probabilities defined
by (6.2) and denote by {P ∗t : t ≥ 0} the dual semigroup. Suppose that∫
(1,∞)
zν(dz) +
∫
(1,∞)
ezµE(dz) <∞ and b > E[Z1].(6.3)
Then, for all ̺, ˜̺∈ P1(R≥0), we have
W1 (P
∗
t ̺, P
∗
t ˜̺) ≤ e−(b−E[Z1])tW1 (̺, ˜̺) , t ≥ 0.
In particular, there exists a unique invariant distribution π ∈ P(R≥0). Moreover, π belongs to
P1(R≥0) and, for all ̺ ∈ P1(R≥0),
W1 (P
∗
t ̺, π) ≤ e−(b−E[Z1])tW1 (̺, π) , t ≥ 0.
Proof. Let us first verify that (6.1) is a particular case of (3.1). The drift coefficient is simply
given by b(x) = b1(x) − b2(x) with b1(x) = β − (b − bE)x and b2(x) = 0 for x ∈ R≥0. For the
diffusion component set E = {1, 2}×R≥0 and κ(dy,du) = δ1(dy)du+ δ2(dy)δ0(du) on E. Then
W(ds,dy,du) := δ1(dy)W (ds,du)+dBsδ2(dy)δ0(du) defines an (Ft)t≥0-Gaussian white noise on
R≥0×E with intensity measure dsκ(dy,du). Let σ(x, y, u) := σ1{y=1}1{u≤x}+σE1{y=2}1{0}(u)x
for (x, y, u) ∈ R≥0 × E. We see that∫ t
0
∫
E
σ (Xs, y, u)W (ds,dy,du) = σ
∫ t
0
∫
R≥0
1{u≤Xs}W (ds,du) + σE
∫ t
0
XsdBs.
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Turning to the jump components, define U0 = {1, 2} × R × R≥0 and further µ0(dy,dz,du) =
1R≥0
(z)δ1(dy)m(dz)du + δ2(dy)µE(dz)δ0(du) on U0. Then we have that N0(ds,dy,dz,du) :=
1R≥0
(z)δ1(dy)N0(ds,dz,du)+δ2(dy)M(ds,dz)δ0(du) defines a (Ft)t≥0-Poisson random measure
on R≥0 × U0 with intensity dsµ0(dy,dz,du). Letting g0(x, y, z, u) = 1{y=1}1{u≤x}1R≥0(z)z +
1{y=2}1[−1,1](z)(exp(z)− 1)x for (x, y, z, u) ∈ R≥0 × U0 yields∫ t
0
∫
U0
g0(Xs, y, z, u)N˜0(ds,dy,dz,du) =
∫ t
0
∫ ∞
0
∫ ∞
0
z1{u≤Xs}N˜0(ds,dz,du)
+
∫ t
0
∫ 1
−1
(ez − 1)XsM˜(ds,dz)
Finally, let U1 = {1, 2} × R and define µ1(dy,dz) = 1R≥0(z)δ1(dy)ν(dz) + δ2(dy)µE(dz) on
U1. Then N1(ds,dy,dz) = δ1(dy)N1(ds,dz) + δ2(dy)M(ds,dz) defines a (Ft)t≥0-Poisson ran-
dom measure on R≥0 × U1 with intensity dsµ1(dy,dz). Letting g1(x, y, z) = 1{y=1}1R≥0(z)z +
1{y=2}1[−1,1]c(z)(exp(z)− 1)x for (x, y, z) ∈ R≥0 × U1 yields∫ t
0
∫
U1
g1(Xs, y, z)N1(ds,dy,dz) =
∫ t
0
∫ ∞
0
zN1(ds,dz) +
∫ t
0
∫
[−1,1]c
(ez − 1)XsM(ds,dz).
This shows that (6.1) is indeed a particular case of (3.1). It is not difficult to see that conditions
(3.a)-(3.e) are satisfied which completes the proof. 
Theorem 6.2. Let (β, b, σ,m, ν) be admissible parameters, bE ∈ R, σE ≥ 0 and µE a Le´vy
measure on R. Let {Pt : t ≥ 0} be the transition semigroup with transition probabilities defined
by (6.2) and denote by {P ∗t : t ≥ 0} the dual semigroup. Suppose that (6.3) and Grey’s condition
(5.a) is satisfied. Let π be the unique invariant distribution. Then, for any ̺ ∈ P1(R≥0),
‖P ∗t ̺− π‖TV ≤ 2E
[
v
ξ
0,t
]
W1(̺, π), t ≥ 0,(6.4)
where vξ0,t := limλ→∞ v
ξ
0,t(λ) ∈ [0,∞). If, in addition, lim inft→∞ ξ(t) = −∞ almost surely, then
lim
t→∞
‖P ∗t ̺− π‖TV = 0.(6.5)
Proof. As a consequence of Grey’s condition, [18, Theorem 4.1] applies, yielding that vξ0,t ∈ [0,∞)
almost surely for all t > 0. Let f ∈ Bb(R≥0) be arbitrary. Arguing literally as in the proof of
[18, Theorem 4.5], we observe that, for 0 ≤ x ≤ y,
|Ptf(x)− Ptf(y)| ≤ 2‖f‖∞E
[
1− e−(y−x)vξ0,t
]
≤ 2‖f‖∞E
[
min
{
1, |x − y|vξ0,t
}]
.
Taking the supremum over all f ∈ Bb(R≥0) shows that ‖Pt(x, ·) − Pt(y, ·)‖TV ≤ 2E[min{1, |x −
y|vξ0,t}]. Let now ̺ ∈ P1(R≥0) and let H be any coupling of (̺, π). By convexity of the
Wasserstein distance, we obtain
‖P ∗t ̺− π‖TV ≤
∫
R≥0×R≥0
‖Pt(x, ·) − Pt(y, ·)‖TV H(dx,dy)
≤ 2
∫
R≥0×R≥0
E
[
min
{
1, |x − y|vξ0,t
}]
H(dx,dy).
If lim inft→∞ ξ(t) = −∞, then limt→∞ vξ0,t = 0 in view of [18, Corollary 4.4] and, thus, (6.5)
follows from dominated convergence. Finally, we conclude with the estimate (6.4) by estimating∫
R≥0×R≥0
E
[
min
{
1, |x − y|vξ0,t
}]
H(dx,dy) ≤ E
[
v
ξ
0,t
] ∫
R≥0×R≥0
|x− y|H(dx,dy),
where we chose H as the optimal coupling of (̺, π) with respect to W1. 
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The decay rate for vξ0,t as t→∞ was studied by Palau and Pardo [38] for a continuous-state
branching process in Brownian random environment with stable branching. For the same class
of processes but in a general Le´vy environment this problem was studied by Li and Xu [34].
Appendix
Lemma A.1. Let γ0, γ1, γ2 be Borel functions on R≥0 and m, ν Borel measures on R≥0 satis-
fying (1.3). Suppose that conditions (i) – (iii) of Theorem 4.1 and condition (b) of Theorem 4.2
are satisfied. For λ ∈ [1, 2], define Vλ(x) = (1 + x)λ, x ≥ 0. Then there exists a constant C > 0
such that
LVλ(x) ≤ CVλ(x), x ≥ 0,
where the operator L is given in (1.2).
Proof. Defining the operators
DVλ(x) := γ0(x)V
′
λ(x) +
γ1(x)
2
V ′′λ (x),
JmVλ(x) := γ2(x)
∫
R≥0
(
Vλ(x+ z)− Vλ(x)− zV ′λ(x)
)
m (dz) ,
JνVλ(x) :=
∫
R≥0
(Vλ(x+ z)− Vλ(x)) ν (dz) ,
we see that LVλ = DVλ + JmVλ + JνVλ. Moreover, it holds that V
′
λ(x) = λ(1 + x)
λ−1 and
V ′′λ (x) = λ(λ− 1)(1 + x)λ−2. In the following C > 0 denotes some generic constant which may
vary from line to line. The drift can be easily estimated by
DVλ(x) ≤ C(1 + x)(1 + x)λ−1 + C(1 + x)λ(1 + x)λ−2 ≤ CVλ(x).
For the state-dependent jumps, by using the mean-value theorem twice, we get
Vλ(x+ z)− Vλ(x)− zV ′λ(x) = z2
∫ 1
0
(1− s)V ′′λ (x+ sz)ds ≤ Cz2,
and hence JmVλ(x) ≤ CVλ(x). Turning to the state-independent jumps, we use the mean-value
theorem to show that
Vλ(x+ z)− Vλ(x) ≤ C
(
1(0,1](z)z + 1[1,∞)(z)z
λ
)
Vλ(x),
which implies JνVλ(x) ≤ CVλ(x). Collecting the estimates for DVλ, JmVλ, and JνVλ proves the
asserted. 
Lemma A.2. Let (β, b, σ,m, ν) be admissible parameters and suppose that (1.5) holds. Let
V (x) := log(1 + x), x ≥ 0. Then there exists a constant C > 0 such that
LV (x) ≤ C, x ≥ 0,
where the operator L is given in (1.4).
Proof. Let us introduce the operators
DV (x) := (β − bx)V ′(x) + σxV ′′(x);
JmV (x) := x
∫ ∞
0
(
V (x+ z)− V (x)− zV ′(x))m (dz) ;
JνV (x) :=
∫ ∞
0
(V (x+ z)− V (x)) ν (dz) .
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So LV = DV +JmV +JνV . We now estimate DV , JmV , and JνV separately. Concerning DV ,
it is easy to see that DV (x) ≤ β1+x − bx1+x ≤ β + |b|. Turning to JνV , we first note that
V (x+ z)− V (x) = log
(
1 +
z
1 + x
)
≤ z
1 + x
≤ z(A.1)
on the one hand and
V (x+ z)− V (x) = log
(
1 +
z
1 + x
)
≤ log(1 + z)
on the other hand. Having established the latter inequalities, we obtain
JνV (x) ≤
∫ ∞
0
(
z1{0<z≤1} + log(1 + z)1{z>1}
)
ν (dz) <∞.
For JmV , we decompose it further as JmV = Jm,∗V + J
∗
mV , where
Jm,∗V (x) := x
∫
{0<z≤1}
(
V (x+ z)− V (x)− zV ′(x))m (dz) ,
J∗mV (x) := x
∫
{z>1}
(
V (x+ z)− V (x)− zV ′(x))m (dz) .
For J∗m we use (A.1) to obtain
J∗mV (x) ≤
x
1 + x
∫
{z>1}
zm (dz) ≤
∫
{z>1}
zm (dz) <∞.
For Jm,∗ we use the mean value theorem and
V ′(x+ rz)− V ′(x) = 1
x+ rz
− 1
x
= − rz
x(x+ rz)
≤ 0,
where r ∈ [0, 1], to obtain
Jm,∗V (x) = x
∫
{0<z≤1}
(∫ 1
0
(
V ′(x+ rz)− V ′(x)) zdr)m (dz) ≤ 0.
Combining the estimates for DV, Jm,∗V, J
∗
mV , and JνV yields the asserted estimate. 
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