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The development of cell sorting technologies in the late 1960s has allowed for enhanced 
diagnostic tools advancing the field of biotechnology. Among the various sorting mechanisms, 
magnetic cell sorting is desirable for its rapid analysis capabilities and compatibility with 
biological samples. However, the use of a permanent magnet required for magnetic sorting 
mechanisms presents a challenge when scaling these devices to the nanoscale. In this work, the 
prospective of strain-mediated multiferroic composite structures for use in magnetic cell sorting 
is presented. In a multiferroic composite structure, a ferromagnetic material is layered on top of a 
ferroelectric substrate. By applying a voltage to the ferroelectric substrate, the substrate generates 
an in-plane strain. Through mechanical coupling of the two layers, the magnetization of the 
ferromagnetic material is rotated. As a result, magnetization can be changed without the use of a 
iii 
 
permanent magnet allowing for scalable control of magnetism. Key concepts are discussed for 
the successful implementation of strain-mediated multiferroic cell sorting devices. First, a new 
device is simulated and demonstrated to be capable of 360
o
 magnetization rotation of an elliptical 
magnetic element using a simple voltage pulse. This design is an improvement over the currently 
available structures capable of similar magnetization dynamics. Next, the limitations of a 
dynamic voltage input in a multiferroic composite structure are discussed. This work offers new 
information about how successful performance of cell sorting devices may be impeded due to 
changing input voltage and fabricated defects in the structure. Additionally, a new finite element 
model is developed to better incorporate the material behavior of the ferroelectric substrate and 
its corresponding effects on magnetization in a single domain ferromagnetic material. The results 
of these studies are a stepping stone towards better understanding the discrepancies between the 
existing models of strain-mediated multiferroic structures and experimental observations of these 
fabricated devices. The last contribution of this work is understanding how magnetic beads used 
in cell sorting applications might respond to the force generated by the magnetic field in strain-
mediated structures. This work lays the groundwork for better understanding the design of future 
strain-mediated multiferroic cell sorting devices.   
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I. Introduction 
 
1.1 Motivation 
Since the first cell sorter was introduced in 1960’s by Leonard Herzenberg, it has changed the field 
of modern medicine[1]. Claimed to be one of the “most important medical devices ever 
developed[2],” cell sorting technologies have advanced the fields of immunology, stem cell 
research and provided valuable insights for the treatment of HIV/AIDS and cancer among other 
infectious diseases[2]–[5]. Cell sorting has been an important tool for diagnostics and monitoring 
of diseases in both research and academia[6]. Furthermore, cell sorting technologies have led to 
better understanding of cell and protein engineering to further the knowledge of the functionalities 
of the human body[7]. Among the variety of sorting techniques -- including fluorescent[5], [8]–
[10], and acoustic methods[11]–[14] -- magnetic bead based cell sorting is attractive due to the 
simplified processing steps which allows for rapid analysis and diagnosis[6].  
In current magnetic cell sorting systems, a large permanent magnet is used to produce magnetic 
forces on superparamagnetic (SPM) beads tagged to cells traveling through a channel. Miltenyi et 
al.[15] first introduced Magnetic Activated Cell Separation (MACS) using a large external field 
and a steel wool column. Cells labeled with a magnetic beads were trapped in the steel wool in the 
presence of the field while unmarked cells filtered through separating the different cell groups. 
This separation technique has since been widely applied to microchip devices where tagged cells 
are separated from untagged cells using an external magnet and a microfluidic channel[16]–[18]. 
More complex systems have been demonstrated to sort various cells by using different sized beads 
which would produce different capture forces in the presence of an external permanent 
magnet[19], [20].  
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The advantage of using a permanent magnet is that the gradient of the magnetic field produced is 
higher than that typically produced by a coil, resulting in larger forces with the ability to strongly 
trap SPM beads [21]. Two disadvantages remain with this method of cell sorting: 1) the ability to 
locally control cells tagged with SPM beads is limited, which makes imaging of cells a challenge 
and 2) the use of the external permanent magnets to trap cells means there is not a path to scalability 
of magnetic sorting techniques to the nanoscale. Local control of beads at the nano to micron scale 
implies that each tagged cell could be controlled individually in a channel and the cells would not 
aggregate together in the channel.  This single cell analysis is preferred for small volume, detailed 
analysis of a cell sample[21]–[28]. Scalability of magnetic sorting devices remains a challenge 
since generating magnetic fields at the nanoscale requires the use of a current-carrying wire. 
However, as the wire reduces in the diameter, more losses due to heat (ohmic losses) are expected, 
reducing the overall device efficiency. To create the next generation of magnetic cell sorting and 
transportation of cells, novel methods to switch magnetism at the small scale are being explored.    
Multiferroic materials provide a pathway towards magnetization control without the use of any 
electric current[29]. Multiferroic materials are materials which display two or more ferroic orders 
(ferroelectric, ferromagnetic or ferroelastic). The coupling of these order parameters can result in 
the magnetoelectric (ME) effect. The ME effect produces a change in the electrical response of a 
material (polarization) due to an applied magnetic field. The converse ME effect also exists and is 
represented by a change in magnetization of a material due to an applied electric field. In 1961 
Astrov[30] experimentally demonstrated the existence of the magnetoelectric effect in a chromium 
oxide generating an interest in the research and applications of multiferroic materials. There are 
two common classes of multiferroic materials: 1) single-phase multiferroic materials and 2) 
multiferroic composites[31]. Extensive work has been done to study the behavior of single-phase 
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multiferroic materials [32]–[37]. The ME effect in single phase materials is only observed at very 
low temperatures[32]–[37] and therefore not practical for use in most device applications. 
Multiferroic composites however offer an alternative approach for the ME effect at room 
temperature with higher ME response[38].  
In multiferroic composite structures the ME effect results from layering a magnetostrictive 
material with a piezoelectric material[31]. A magnetostrictive material will strain, undergo a shape 
change, in response to a magnetic field. Analogously, a ferroelectric material will accumulate 
electric charge, causing a change in polarization, in the presence of an applied stress[39]. The 
direct and converse ME effect in composite structures is described by Eqs. 1.1 and 1.2[31]: 
𝑀𝐸𝐻 𝑒𝑓𝑓𝑒𝑐𝑡 =
𝑚𝑎𝑔𝑛𝑒𝑡𝑖𝑐
𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙
 ×
𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙
𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐
                                          (1.1) 
𝑀𝐸𝐸  𝑒𝑓𝑓𝑒𝑐𝑡 =
𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐
𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙
 ×
𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙
𝑚𝑎𝑔𝑛𝑒𝑡𝑖𝑐
                                          (1.2) 
The ME effect can result from a magnetic field applied to the magnetostrictive layer causing a 
strain which results in a change of polarization in the ferroelectric material. Additionally, it can 
arise from an applied electric field on the ferroelectric material causing strain changes in the 
magnetostrictive material. In both scenarios, the coupling effect is a result of strain transfer at the 
interface of the materials leading to the name strain-mediated multiferroic heterostructure.   
The field of composite multiferroic structures had its start in the 1970s when van Suchtelen 
suggested the existence of elastic coupling between two phases of different properties[38]. 
Experimental demonstration by the Phillips Laboratory suggested strong ME coupling coefficients 
existed in Barium Titanate and Cobalt Iron Oxide (BaTiO3 – CoFe2O4) ceramic composites which 
were almost a hundred times larger than single-phase multiferroic materials[38], [40]–[43].  
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Stronger ME coupling coefficients were theoretically predicted using the Green’s Function 
approach suggesting a Giant Magnetoelectric Effect (GME) in composite structures was possible 
and useful for magnetic sensors and other applications[44]–[46].  GME was first experimentally 
demonstrated by Ryu et al.[47]–[49] in a Terfenol-D/Lead Zirconate Titanate (PZT) laminate and 
also by Mori and Wuttig in a Terfenol-D/Polyvinylidene Fluoride (PVDF) laminate[50]. Further 
work was done to study this GME interaction with various magnetostrictive and piezoelectric bulk 
composite structures[51]–[53] and provided the groundwork to develop these structures for 
nanoscale device applications.    
Much of the pioneering work on nanoscale strain-mediated multiferroic composites focused on the 
magnetization behavior in thin film magnetic materials[54], [55], [64], [56]–[63]. The results of 
these large magnetization changes in response to an applied voltage, even at the nanoscale, allowed 
for the exploration of strain-mediated multiferroic composites as potential memory and spintronic 
devices. Buzzi et al.[65] experimentally demonstrated 90o magnetization rotations of patterned 
Nickel (Ni) islands on PMN-PT (PbMg1/3Nb2/3O3-PbTiO3) substrates further supporting the 
possibility of magnetoresistive memory devices. In these devices one magnetic state would 
represent the bit “1” and the rotated state after application of voltage would indicate the bit “0”. 
Further research to study the switching behavior of different magnetic geometries on ferrooelectric 
substrates demonstrated one major challenge with these devices was that the substrate clamping 
of the magnetic material caused a drastic reduction in the strain transfer between the materials. 
This resulted in lowered magnetization rotations than the thin film counterpart[65]–[67]. A major 
breakthrough by Cui et al.[66] came with the implementation of patterned electrodes on the 
ferroelectric substrate to rotate magnetic islands in strain-mediated multiferroic heterostructures.  
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The experimental efforts by Cui et al.[66] on patterned electrodes were supported by strain-
mediated magnetoelectric material models implemented in a finite element code by Liang et 
al.[68], [69]. Previous simulation attempts had primarily focused on modeling the interactions of 
magnetostrictive and ferroelectric films[70], [71], [80], [81], [72]–[79], however Liang et al.[69] 
was the first to study the non-uniform piezoelectric strain response on patterned magnetic Ni 
islands. This model has been shown to better predict the magnetization dynamics of strain-
mediated multiferroic composites than other open source magnetization dynamics software[82], 
[83]. The promising simulation and experimental results by Liang et al.[68] and Cui et al.[66] 
paved the way for exploring the possibility of new technologies for multiferroic 
nanocomposites[84]–[88].  
Since multiferroic composite nanostructures have demonstrated efficient performance at the 
nanoscale in the memory and spintronics communities, Sohn et al.[84] considered the potential for 
these devices in lab-on-chip technologies. By using patterned Ni rings on a PMN-PT substrate, 
360o rotation of a magnetic domain was achieved. The ability to locally control the rotation of 
magnetic domains without the use of external magnetic fields leads to the potential of strain-
mediated multiferroic composites for cell sorting applications. Still some challenges remain with 
using multiferroic structures with cell sorting. Deterministic magnetization switching is desired 
for both memory and spintronic devices as well as cell sorting techniques, but limited methods of 
deterministic switching are available using strain control of magnetization. Additionally, since 
these devices are designed so that many magnetic elements are patterned on the ferroelectric 
substrate, it remains a challenge for all magnetic elements to have the same dynamics under the 
same applied electric field. To use multiferroic nanostructures for the next generation of cell 
sorting devices, these challenges must be addressed to design better structures.  
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1.2 Dissertation Overview 
In this dissertation, the key challenges of using strain-mediated multiferroic nanostructures for cell 
sorting applications are addressed through different simulation work. In Chapter 2, the underlying 
principles of magnetism and ferroelectricity are presented. Additionally, the weak form of the 
equations used for the finite element model are developed. In Chapter 3, a new design to achieve 
360o deterministic switching in magnetic islands is introduced. The advantages of this new 
switching method is discussed and compared to previous designs. In Chapter 4, some of the 
limitations of the new proof of concept device is addressed. This chapter explores the potential 
shortcomings of using some existing voltage actuation methods for strain-mediated devices. In 
Chapter 5, a new model is developed to address some material challenges that may impede the 
ideal device performance in an array of magnetic nanostructures on a ferroelectric substrate. This 
model is developed to try to understand the origin of inhomogeneous magnetization switching of 
magnetic elements across a ferroelectric substrate. Chapter 6 presents a model that can be used to 
assess the possible forces that may be involved with capturing magnetic beads in cell sorting 
applications. A final summary and future outlook for the work in this dissertation is given in 
Chapter 7.   
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II. Background 
2.1 Magnetic Structure 
When children are first introduced to magnets, they learn about the north and south poles of the 
magnets and how like poles repel each other while opposite poles attract. However, further 
inspection of a regular refrigerator magnet reveals the complex structure of magnetic materials. A 
millimeter sized magnet is typically composed of multiple crystalline magnetic grains. In each 
grain, multiple magnetic domains can be found. A single domain of magnetization is one in which 
all the magnetization is aligned the same direction, typically along an easy axis of the structure. 
When a magnetic material is magnetized creating the traditional north and south poles of a magnet, 
the volume average of the magnetic domains gives a net magnetization. Zones of transition 
between two different single domains of magnetization are called domain walls and can be found 
in magnetic multidomain structures. Figure 2.1 represents the approximate length scales associated 
with bulk, multidomain, and single domain magnetic materials[67]. This dissertation is primarily 
focused on the magnetization dynamics of single domain magnetic elements within strain-
mediated multiferroic structures and will thus focus on magnetic elements below 500 nm.  
 
Figure 2.1 Approximate visual representation of the magnetic structure within magnetic 
materials[67]. 
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2.2 Micromagnetics 
The total free energy, 𝐸, of a ferromagnetic body under constant temperature and applied field can 
be written as a function of magnetization of the body, 𝑀, and the applied field, 𝐻𝑎[89]: 
𝐸(𝑀,𝐻𝑎) = 𝐸𝑒𝑥 + 𝐸𝑀𝐶𝐴 + 𝐸𝑧𝑒𝑒𝑚𝑎𝑛 + 𝐸𝑑𝑒𝑚𝑎𝑔 + 𝐸𝑚𝑒                          (2.1) 
The total energy is the sum of the exchange energy(𝐸𝑒𝑥), magnetocrystalline anisotropy 
energy(𝐸𝑀𝐶𝐴), Zeeman energy(𝐸𝑧𝑒𝑒𝑚𝑎𝑛), magnetostatic energy(𝐸𝑑𝑒𝑚𝑎𝑔), and the magnetoelastic 
energy(𝐸𝑚𝑒). Details of these energies are presented next. 
a. Exchange Energy 
The exchange energy arises from two neighboring magnetic spins tending to align themselves in 
the same direction. This exchange interaction is what produces small uniformly magnetized single 
domain magnetic regions. This interaction energy is given as by the Heisenberg Hamiltonian 
as[90]: 
𝑊 = −2𝐽 ∑𝑺𝒊 ∙ 𝑺𝒋                                                   (2.2) 
Here, 𝐽 represents the nearest neighbor exchange integral. And 𝑺𝒊 and 𝑺𝒋 are neighboring spins. If 
it is assumed that 𝒎𝒊 is the unit vector in the – 𝑆𝑖  direction, then 𝑺𝒊 = −𝑆𝒎𝒊  where 𝑆 is just the 
spin magnitude. Equation 2.2 can be rewritten as: 
𝑊 = −2𝐽𝑆2∑𝑐𝑜𝑠𝜃𝑖,𝑗                                             (2.3) 
𝜃𝑖,𝑗 is the small angle between the spins 𝒎𝒊 and 𝒎𝒋. Using small angle approximations, the 
Hamiltonian is rewritten as follows: 
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𝑊 = −2𝐽𝑆2∑(1 −
1
2
𝜃𝑖,𝑗
2 ) = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 + 𝐽𝑆2∑(𝒎𝒋 −𝒎𝒊)
2
                (2.4) 
The difference vector 𝒎𝒋 −𝒎𝒊 can be written in terms of a continuous function 𝒎 and the position 
vector, ∆𝒓𝑗 = 𝒓𝑗 − 𝒓𝑖 as indicated below: 
𝒎𝒋 −𝒎𝒊 = ∆𝒓𝑗 ∙ ∇𝒎                                                  (2.5) 
If 𝒎 = 𝑚𝑥𝒆𝒙 +𝑚𝑦𝒆𝒚 +𝑚𝑧𝒆𝒛 then the Hamiltonian can be expanded to Equation 2.6: 
𝑊 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 + 𝐽𝑆2∑[(∆𝒓𝑗 ∙ ∇𝑚𝑥)
2
+ (∆𝒓𝑗 ∙ ∇𝑚𝑦)
2
+ (∆𝒓𝑗 ∙ ∇𝑚𝑧)
2
]               (2.6) 
Using symmetry properties and multiplying the number of spins per unit volume, 𝑛, the energy 
per unit volume is obtained and given in Equation 2.7. 
𝑓𝑒𝑥 = 𝐴 [(∇𝑚𝑥)
2 + (∇𝑚𝑦)
2
+ (∇𝑚𝑧)
2]                                     (2.7) 
Here, 𝐴 represents the exchange constant which is dependent on the material of the ferromagnetic 
body and given by: 
𝐴 =
1
6
𝑛𝐽𝑆2∑∆𝒓𝑗
2                                                (2.8) 
The total exchange energy of the system is found by integrating over the volume, 𝑉, of the 
magnetic material to obtain: 
𝐸𝑒𝑥 = ∫𝐴 [(∇𝑚𝑥)
2 + (∇𝑚𝑦)
2
+ (∇𝑚𝑧)
2] 𝑑𝑉                             (2.9) 
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b. Magnetocrystalline Anisotropy Energy 
The magnetocrystalline anisotropy energy arises from the preferential (easy) directions of 
magnetization as a result of the crystal lattice of the magnetic material. The general anisotropy 
energy density is given as  
𝐸𝑀𝐶𝐴 = ∫𝑓𝑀𝐶𝐴(𝒎)𝑑𝑉                                                (2.10) 
Where 𝑓𝑀𝐶𝐴(𝒎) is the energy per unit volume. Many magnetic materials are described by two 
types of magnetocrystalline anisotropies 1) uniaxial anisotropy and 2) cubic anisotropy.  
When uniaxial anisotropy exists in a material, there is only one easy axis. In this case, the 
anisotropy energy depends only on the relative orientation of 𝒎 to the easy axis.  Consider the 
easy axis along the z-direction, the anisotropy energy can be written as a function of 𝑚𝑧 = cos 𝜃 
and expanded such that 
𝑓𝑀𝐶𝐴(𝑚) = 𝐾0 + 𝐾1 sin
2 𝜃 + 𝐾2 sin
4 𝜃 + 𝐾3 sin
6 𝜃 +⋯                 (2.11) 
Here, 𝐾1, 𝐾2, 𝐾3, … are the anisotropy constants with units [𝐽/𝑚
3]. Truncating the above expression 
after the sin2 𝜃 term can provide some physical insight to the magnetization behavior in response 
to the magnetocrystalline anisotropy energy. If 𝐾1  > 0, the energy is reduced when 𝜃 = 0 or 𝜃 =
𝜋. This implies that the energy is minimized when the magnetization lies along the easy axis in a 
parallel or antiparallel orientation and known as the easy axis anisotropy. If, however, 𝐾1 < 0, the 
energy is minimized when 𝜃 =
𝜋
2
. This implies the magnetization prefers to lie on the plane 
perpendicular to the uniaxial anisotropy, in this case, the 𝑥𝑦 plane, and is known as the easy plane 
anisotropy. A visual representation of the uniaxial anisotropy energies is seen in Figure 2.2. 
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Figure 2.2 Visual representation of the uniaxial anisotropy energy density. When 𝐾1  >  0 an 
easy axis anisotropy is created as seen in the left image. If 𝐾1  <  0 an easy plane anisotropy is 
formed as seen in the right image[89]. 
Due to spin-lattice coupling in cubic crystals, many magnetic materials will experience cubic 
anisotropy energy, meaning there are three preferential axis of magnetization. The expansion of 
the energy per unit volume for cubic anisotropy energy is given as: 
𝑓𝑀𝐶𝐴(𝒎) = 𝐾0 +𝐾1(𝑚𝑥
2𝑚𝑦
2 +𝑚𝑦
2𝑚𝑧
2 +𝑚𝑧
2𝑚𝑥
2) + 𝐾2𝑚𝑥
2𝑚𝑦
2𝑚𝑧
2 +⋯           (2.12) 
Once again, only considering the anisotropy constants 𝐾0 and 𝐾1, it is possible to gain physical 
understanding of the magnetization behavior in the presence of cubic anisotropy.  When 𝐾1 > 0, 
there are a total of six easy axes of magnetization. These six axes correspond to the 𝑥, 𝑦, and 
𝑧 directions and consider both parallel and antiparallel alignment along these axes as an 
energetically minimum state. Considering when 𝐾1 < 0, the minimum energy axes are defined 
along the vertices of the cube, for example along the [111], resulting in a total of 8 minimum 
energy states. The visual representation of the energy plots for cubic anisotropy is displayed in 
Figure 2.3. 
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Figure 2.3 Visual representation of cubic anisotropy energy surfaces. When  𝐾2  >  0 the 
coordinate axes, [100], [010], and [001] are the easy axes of magnetization as seen in the left 
image. If 𝐾2  <  0, the easy axes of magnetization are along the diagonal axes, e.g. [111] as 
seen in the right image[89]. 
 
c. Zeeman Energy  
The Zeeman energy is the energy introduced to the system in response to an externally applied 
magnetic field. This energy is considered a potential energy of continuous magnetic moments 
distribution subject to an external field 𝐻𝑎 given in Equation 2.13. 
𝐸𝑧𝑒𝑒𝑚𝑎𝑛 = −∫𝜇0𝑴 ∙ 𝑯𝑎                                             (2.13) 
d. Magnetostatic Energy  
The magnetostatic energy is a result of any magnetization distribution within a magnetic material. 
This magnetization distribution of the material will result in fictitious surface “poles” at the ends 
of the material. Flux closing pathways of least energy between these “poles” is through the 
material, opposite the direction of magnetization. This internal field in the material is known as 
the magnetostatic field, or more commonly, the demagnetization field, 𝐻𝑑 [91]. A visual 
representation of the demagnetization field is produced below.  
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Figure 2.4 When magnetization, M, exists within a material, surface poles are formed on the 
surface of the material which results in an internal magnetic field. This field termed the 
demagnetization field, Hd, which reduces the effects of any applied magnetic field to the sample. 
 
The demagnetization field, 𝐻𝑑  =  −𝑁𝑀, is proportional to the magnetization in the material, 𝑀, 
by the proportionality constant 𝑁, called the demagnetization factor[90]. This constant is a tensor 
function which is dependent on the sample shape, thus the demagnetization field is related to the 
shape anisotropy of the material. To understand how the demagnetization field is related to the 
shape of the object, consider a spherical magnet. When a field is applied to the magnet, the 
resulting internal field will be the same in all directions within the magnet. If instead the magnet 
is an ellipsoid, with one long axis and one short axis, the demagnetization field will be lower along 
the longer axis since this axis is easier to magnetize. This implies a larger field is required along 
the shorter axis to achieve the same degree of magnetization[92].   
The mathematical representation of the demagnetization field stems from magnetostatic 
interactions in the body. Using Gauss’s Law for Magnetism (Eq. 2.14) and Ampere’s Law (Eq. 
2.15): 
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∇ ∙ 𝐵 = 0                                                            (2.14) 
∇ × 𝐻 = 𝐽                                                           (2.15) 
Where  ∇ ∙ respresents the divergence of the magnetic flux density, 𝐵, and ∇ × represents the curl 
of the magnetic field intensity, 𝐻, and 𝐽 is the current density. When current density is zero, as in 
the case of a magnetized medium, Equation 2.15 can be rewritten as: 
∇ × 𝐻 = 0                                                        (2.16) 
The magnetic flux density and the magnetic field intensity can be related using magnetization, 𝑀, 
and the permeability of free space, 𝜇0 as follows: 
𝐵 = 𝜇0(𝑀 + 𝐻)                                                  (2.17) 
The energy density of the magnetostatic field is given in Equation 2.18. 
𝐸𝑚𝑠 = ∫
1
2
𝜇0𝐻𝑚
2 𝑑𝑉
Ω∞
                                               (2.18) 
The magnetostatic energy is defined over the whole space Ω∞. Using Equation 2.17, the 
magnetostatic field can be rewritten as 
𝐻𝑚 =
𝐵𝑚
𝜇0
−𝑀                                                    (2.19) 
By substituting the above equation into the magnetostatic energy term, the energy is rewritten as 
𝐸𝑚𝑠 = ∫
1
2
𝜇0𝐻𝑚 ∙ (
𝐵𝑚
𝜇0
−𝑀)𝑑𝑉
Ω∞
                                    (2.20) 
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The first terms will vanish due to the integral orthogonality of 𝐵𝑚 and 𝐻𝑚 leaving the 
magnetostatic energy resulting of the magnetization of the body to be 
𝐸𝑑𝑒𝑚𝑎𝑔 = −∫
1
2
𝜇0𝑀 ∙ 𝐻𝑚 𝑑𝑉                                         (2.21) 
e. Magnetoelastic Energy 
The last energy considered for the ferromagnetic body is the magnetoelastic energy. This energy 
is a result of a change in magnetization causing a stress within a material leading to mechanical 
deformation or strain (Figure 2.5). To describe the strain within the material, the magnetostrictive 
constant, 𝜆𝑠, is used. The corresponding stresses observed in the body can be represented using 
the magnetoelastic coupling coefficient 𝐵𝑖𝑗. The inverse effects also exist in the body such that 
when a stress or strain is applied, the ferromagnetic body will change in magnetization[90].  
 
Figure 2.5 Visual representation of magnetostriction where the magnetic moments (arrows) are 
randomly distributed with no applied external field H and the materials has length L (top). In the 
presence of a field, the magnetic moments realign causing the material to change length and 
strain (bottom). 
This phenomena is referred to as stress induced magnetic anisotropy. When 𝜆𝑠 > 0 then the 
material is easier to magnetize in the presence of tensile strain. Conversely, when 𝜆𝑠 < 0 the 
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material prefers to magnetize along the compressive axis of strain. For a cubic crystal the 
magnetoelastic energy is defined as: 
𝐸𝑚𝑒 = 𝐾1(𝛼1
2𝛼2
2 + 𝛼2
2𝛼3
2 + 𝛼3
2𝛼1
2) −
3
2
𝜆100𝜎(𝛼1
2𝛾1
2 + 𝛼2
2𝛾2
2 + 𝛼3
2𝛾3
2) − 3𝜆111𝜎(𝛼1𝛼2𝛾1𝛾2 +
𝛼2𝛼3𝛾2𝛾3 + 𝛼3𝛼1𝛾3𝛾1)                                           (2.22) 
Where  𝐾1 is the anisotropy constant, 𝜆100 and 𝜆111 are the magnetostriction constants in the [100] 
and  [111] axis respectively, 𝜎 is the applied stress, 𝛼1, 𝛼2, 𝛼3are the direction cosines of 
magnetization, and 𝛾1, 𝛾2, 𝛾3 are the direction cosines of the applied stress. 
f. Brown’s Equations  
The total free energy of the body can now be written as the sum of all the energy terms from the 
previous paragraphs to obtain Equation 2.23. 
𝐸𝑡𝑜𝑡𝑎𝑙 = 𝐸𝑒𝑥 + 𝐸𝑀𝐶𝐴 + 𝐸𝑧𝑒𝑒𝑚𝑎𝑛 + 𝐸𝑑𝑒𝑚𝑎𝑔 + 𝐸𝑚𝑒                         (2.23) 
Integrating the total energy over the volume of the magnetic material and substituting the 
corresponding energy expressions (excluding the magnetoelastic and magnetocrystalline terms) 
leads to the following integral: 
𝐸𝑡𝑜𝑡𝑎𝑙 = ∫ {𝐴 [(∇𝑚𝑥)
2 + (∇𝑚𝑦)
2
+ (∇𝑚𝑧)
2] + 𝐸𝑀𝐶𝐴 −
1
2
𝜇0𝑴 ∙ 𝑯𝒅 − 𝜇0𝑴 ∙ 𝑯𝒂 + 𝐸𝑚𝑒} 𝑑𝑉𝑉  
(2.24) 
The exchange energy can be rewritten in compact form so the simplified energy expression 
becomes: 
𝐸𝑡𝑜𝑡𝑎𝑙 = ∫ {𝐴(∇𝒎)
2 + 𝐸𝑀𝐶𝐴 −
1
2
𝜇0𝑴 ∙ 𝑯𝒅 − 𝜇0𝑴 ∙ 𝑯𝒂 + 𝐸𝑚𝑒} 𝑑𝑉𝑉            (2.25) 
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Taking the first variation of the energy and setting it equal to zero will find the minimum energy 
magnetization state in the ferromagnetic body. The first variation of the exchange, Zeeman and 
magnetostatic energies can be computed individually.   
𝛿𝐸𝑒𝑥 = ∫ 2𝐴∇𝒎 ∙ ∇𝛿𝒎 𝑑𝑉𝑉                                       (2.26) 
Recall that ∇𝒎 ∙ ∇𝛿𝒎 = ∇𝑚𝑥 ∙ ∇𝛿𝑚𝑥 + ∇𝑚𝑦 ∙ ∇𝛿𝑚𝑦 + ∇𝑚𝑧 ∙ ∇𝛿𝑚𝑧 and we can use the vector 
identity 𝑣 ∙ ∇𝑓 =  ∇ ∙ (𝑓𝑣) − 𝑓∇ ∙ 𝑣 to define the relationship of two scalars. For ease of 
understanding, only the 𝑥- component of the variation will be considered but can be applied to the 
𝑦- and 𝑧- components in a similar form. Define 𝑓 = δ𝑚𝑥 and 𝑣 =  ∇𝑚𝑥 then the exchange integral 
can be rewritten as Equation 2.27. 
∫ ∇𝑚𝑥 ∙ ∇𝛿𝑚𝑥𝑉 𝑑𝑉 =  ∫ [∇ ∙ (𝛿𝑚𝑥∇𝑚𝑥) −𝑉 𝛿𝑚𝑥∇ ∙ (∇𝑚𝑥)]𝑑𝑉              (2.27) 
Using the divergence theorem, the first term in the integral above is rewritten as a surface integral. 
∫ ∇ ∙ (𝛿𝑚𝑥∇𝑚𝑥)𝑑𝑉 =  ∫ 𝛿𝑚𝑥 (
∂𝑚𝑥
𝜕𝑛
)𝑑𝑆
𝑆𝑉
                            (2.28) 
The first variation of the 𝑥- component of the exchange integral is the sum of a surface and volume 
integral given in Equation 2.29. 
∫ ∇𝑚𝑥 ∙ ∇𝛿𝑚𝑥𝑉 𝑑𝑉 =  ∫ 𝛿𝑚𝑥 (
∂𝑚𝑥
𝜕𝑛
) 𝑑𝑆
𝑆
− ∫ 𝛿𝑚𝑥∇ ∙ (∇𝑚𝑥)𝑉 𝑑𝑉           (2.29) 
The expression for first variation of the exchange energy in terms of 𝑥-, 𝑦-, and 𝑧- components 
and exchange constants in its final form is given in Equation 2.30. 
𝛿𝐸𝑒𝑥 = −∫ [2∇ ∙ (𝐴∇𝒎) ∙ 𝛿𝒎]𝑑𝑉𝑉 + ∫ [2𝐴 (
∂𝒎
𝜕𝑛
) ∙ 𝛿𝒎]𝑑𝑆
𝑆
              (2.30) 
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The first variation of the magnetostatic energy is  
𝛿𝐸𝑑𝑒𝑚𝑎𝑔 = −∫
1
2
𝜇0𝑀𝑠𝛿𝒎 ∙ 𝑯𝒅𝑉 𝑑𝑉 − ∫
1
2
𝑀𝑠𝒎 ∙ 𝛿𝑯𝒅 𝑑𝑉𝑉                (2.31) 
which by reciprocity theorem as stated by Brown[93] can be reduced to the following form: 
𝛿𝐸𝑑𝑒𝑚𝑎𝑔 = −∫ 𝜇0𝑀𝑠𝑯𝒅 ∙ 𝛿𝒎𝑉 𝑑𝑉                                   (2.32) 
Similarly, the first variation of the Zeeman energy resulting from the applied field is simply 
𝛿𝐸𝑧𝑒𝑒𝑚𝑎𝑛 = ∫ 𝜇0𝑀𝑠𝑯𝑎 ∙ 𝛿𝒎𝑉                                            (2.33) 
Taking the first variation of the magnetocrystalline anisotropy energy and the magnetoelastic 
energy is equivalent to writing the first variations in the simplified forms: 
𝛿𝐸𝑀𝐶𝐴 = ∫
𝜕𝐸𝑀𝐶𝐴
𝜕𝒎
∙ 𝛿𝒎
𝑉
𝑑𝑉                                            (2.34) 
𝛿𝐸𝑚𝑒 = ∫
𝜕𝐸𝑚𝑒
𝜕𝒎
∙ 𝛿𝒎
𝑉
𝑑𝑉                                               (2.35) 
Finally, taking the sum of all first variations of all the energy terms and setting it equal to zero 
yields equation 2.36: 
𝛿𝐸𝑡𝑜𝑡𝑎𝑙 = −∫  [2∇ ∙ (𝐴∇𝒎) + 𝜇0𝑀𝑠𝑯𝒅 + 𝜇0𝑀𝑠𝑯𝑎 −
𝜕𝐸𝑀𝐶𝐴
𝜕𝒎
−
𝜕𝐸𝑚𝑒
𝜕𝒎
] ∙ 𝛿𝒎𝑑𝑉
𝑉
+
∫ [2𝐴 (
∂𝒎
𝜕𝑛
) ∙ 𝛿𝒎]𝑑𝑆
𝑆
= 0                                  (2.36) 
The most general variation of the vector field 𝒎 can be represented as a small angle rotation of 
magnitude 𝛿𝜃 so the variation 𝛿𝒎 = 𝒎× 𝛿𝜽. Using this definition of 𝛿𝒎 and the vector property 
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?⃗? ∙ (?⃗⃗⃗? × ?⃗⃗?) = ?⃗⃗? ∙ (?⃗? × ?⃗⃗⃗?) = −?⃗⃗? ∙ (?⃗⃗⃗? × ?⃗?) , the first variation can be rewritten in terms of the 
angle rotation. 
𝛿𝐸𝑡𝑜𝑡𝑎𝑙 = ∫ 𝒎 × [2∇ ∙ (𝐴∇𝒎) + 𝜇0𝑀𝑠𝑯𝒅 + 𝜇0𝑀𝑠𝑯𝒂 −
𝜕𝐸𝑀𝐶𝐴
𝜕𝒎
−
𝜕𝐸𝑚𝑒
𝜕𝒎
] ∙ 𝛿𝜽
𝑉
𝑑𝑉 +
 ∫ [2𝐴
𝜕𝒎
𝜕𝒏
×𝒎] ∙ 𝛿𝜽
𝑆
𝑑𝑆                                   (2.37) 
Assuming small angle rotations can be approximated to be zero, the two equations are found to 
describe the minimum energy of magnetization. 
{
𝒎 × [2∇ ∙ (𝐴∇𝒎) + 𝜇0𝑀𝑠𝑯𝒅 + 𝜇0𝑀𝑠𝑯𝒂 −
𝜕𝐸𝑀𝐶𝐴
𝜕𝒎
−
𝜕𝐸𝑚𝑒
𝜕𝒎
] = 0
[2𝐴
𝜕𝒎
𝜕𝒏
×𝒎]
𝑠
= 0
               (2.38) 
The above equations can be simplified by noting that the cross product of two vectors are zero if 
either or both vectors are zero and 𝒎 ≠ 0,   
𝜕𝒎
𝜕𝒏
= 0. The equations are further simplified by 
introducing an effective field to redefine Equation 2.38.  
𝑯𝒆𝒇𝒇 =
2
𝜇0𝑀𝑠
∇ ∙ (𝐴∇𝒎) + 𝑯𝒅 +𝑯𝒂 −
1
𝜇0𝑀𝑠
𝜕𝐸𝑀𝐶𝐴
𝜕𝒎
−
1
𝜇0𝑀𝑠
𝜕𝐸𝑚𝑒
𝜕𝒎
                     (2.39) 
From Equation 2.39, it is evident that the general definition for the effective field can be defined 
as: 
𝑯𝒆𝒇𝒇 = −
1
𝜇0𝑀𝑠
𝜕𝐸𝑡𝑜𝑡𝑎𝑙
𝜕𝒎
                                                (2.40) 
The simplifications above allow Equation 2.38 to be rewritten as the recognizable form of Brown’s 
Equations[93] presented here: 
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{
𝜇0𝑀𝑠𝒎×𝑯𝒆𝒇𝒇 = 0
𝜕𝒎
𝜕𝒏
|
𝑠
= 0
                                           (2.41) 
These equations when solved will produce the final magnetization configuration expected at 
equilibrium state for a ferromagnetic body. However, no information is provided on the 
magnetization dynamics before equilibrium is reached.  
g. Landau-Lifshitz-Gilbert (LLG) Equation 
To address the dynamic motion of magnetization, Landau and Lifshitz proposed a model in 1935 
based on the continuum precession equation[94]. This model considers both quantum mechanical 
and any anisotropy effects to govern the magnetic behavior. In order to preserve the magnitude of 
magnetization and for an improved dynamic response of the system, Gilbert introduced an 
additional damping term in 1955 to develop the governing equation for magnetization dynamics 
known as the Landau-Lifshitz-Gilbert (LLG) Equation[95].  
𝜕𝑴
𝜕𝑡
= −𝛾𝑴×𝑯𝑒𝑓𝑓 +
𝛼
𝑀𝑠
𝑴×
𝜕𝑴
𝜕𝑡
                                         (2.42) 
Where 𝑴 is the magnetization, 𝑯𝑒𝑓𝑓 is the effective field, 𝛾 = 2.21 × 10
5 𝑚
𝐴∙𝑠
 is the gyromagnetic 
ratio, 𝑀𝑠 and 𝛼 are the saturation magnetization and gilbert damping respectively, which are 
properties of the magnetic material. The first term, 𝑴×𝑯𝑒𝑓𝑓, describes the precessional motion 
of the magnetization vectors as they align along the direction of the effective field. The second 
term, 𝑴×
𝜕𝑴
𝜕𝑡
, describes the damping motion of the magnetization. For materials with higher 
gilbert damping constants, the magnetization will reach equilibrium faster. A visual representation 
of the dynamic magnetization is given in Figure 2.6.  
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Figure 2.6 Visual representation of damped magnetization behavior where the red solid line 
represents the magnetization precessional motion and the blue dashed lines represents the 
damped behavior of magnetization around the effective field acting on the system. 
2.3 Development of LLG Weak Form 
In order to study the magnetization response of a multiferroic system, the micromagnetics 
governing equation must be coupled to mechanics. This is necessary to duplicate device behavior 
in response to voltage generated strains in the ferroelectric substrate. Liang et al.[68] was the first 
to implement this strain-coupled behavior in a finite element platform. The complete derivation of 
weak form for the governing equation of magnetization dynamics is outlined in the following 
sections.   
a. Energy Terms 
As previously noted, the total energy of the system has contributions from the exchange(𝐸𝑒𝑥), 
magnetocrystalline(𝐸𝑐𝑢𝑏𝑖𝑐), Zeeman(𝐸𝑒𝑥𝑡), magnetostatic(𝐸𝑑) and the magnetoelastic 
interactions. It is worth noting that each energy term boils down to some form of the dot product 
of the normalized magnetization, 𝑚 and the corresponding magnetic field. Here, it will be assumed 
that the crystal structure is cubic. The energy terms are then given by the following equations:  
𝐸𝑒𝑥 = 𝐴𝑒𝑥(∇𝑚)
2
                                                      (2.43) 
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𝐸𝑐𝑢𝑏𝑖𝑐 = 𝐾1(𝑚1
2𝑚2
2 +𝑚1
2𝑚3
2 +𝑚2
2𝑚3
2) + 𝐾2(𝑚1
2𝑚2
2𝑚3
2)                        (2.44) 
𝐸𝑒𝑥𝑡 = −𝜇0𝑀𝑠(𝑚 ∙ 𝐻𝑒𝑥𝑡)                                                 (2.45) 
𝐸𝑑 = −
𝜇0𝑀𝑠
2
(𝑚 ∙ 𝐻𝑑)                                                  (2.46) 
𝐸𝑚𝑒 =
1
2
𝜀𝑒𝑙: 𝐶: 𝜀𝑒𝑙                                                    (2.47) 
where 𝑀𝑠 is the saturation magnetization of the material, 𝐴𝑒𝑥 is the exchange stiffness of the 
material, the 𝐾𝑖 are anisotropy constants determined from experiment, 𝜀
𝑒𝑙 is the elastic strain 
tensor, and 𝐶 is the elastic stiffness tensor of the material. In a magnetoelastic material, the 
magnetic moments and displacements of the material are coupled such that the total strain (𝜀) is 
a summation of magnetic(𝜀𝑚) and mechanical/elastic (𝜀𝑒𝑙)components. In component form, the 
strain associated with a cubic crystal is 
𝜀𝑖𝑗
𝑚 = {
3
2
𝜆100 (𝑚𝑖𝑚𝑗 −
1
3
) ,     𝑓𝑜𝑟 𝑖 = 𝑗
3
2
𝜆111𝑚𝑖𝑚𝑗 ,                  𝑓𝑜𝑟 𝑖 ≠ 𝑗 
                                 (2.48) 
b. Effective Field 
Since the LLG equation is determined by both the magnetization and effective field, it is important 
to convert each of the energy terms to an equivalent magnetic field. Using Equation 2.40, the fields 
can be obtained by taking the derivatives of the corresponding energy terms with respect to the 
normalized magnetization. The corresponding fields to each of the energy terms are presented 
below. The Zeeman energy is a result of the applied external field. 
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𝐻𝑒𝑥𝑡 = 𝐻𝑎𝑝𝑝                                                              (2.49) 
Taking the derivative of the magnetoelastic term with respect to the magnetization vector and 
substituting the expression for the elastic strains in terms of the magnetostrictive strains yields 
𝐻𝑚𝑒 = −
1
𝜇0𝑀𝑠
𝜕
𝜕𝑚
(
1
2
𝐶 (𝜀𝑒𝑙)
2
) =  −
1
𝜇0𝑀𝑠
𝜕
𝜕𝑚
(
1
2
𝐶 (𝜀 − 𝜀𝑚)
2
) = −
1
𝜇0𝑀𝑠
𝐶 (𝜀 − 𝜀𝑚) ∙
𝜕𝜀𝑚
𝜕𝑚
  (2.50) 
The effective field due to the cubic anisotropy is given in component form. 
𝐻𝑐𝑢𝑏𝑖𝑐
𝑖 = −
2𝑚𝑖
𝜇0𝑀𝑠
[𝐾1 (𝑚𝑗
2 +𝑚𝑘
2) + 𝐾2(𝑚𝑗
2𝑚𝑘
2)]                               (2.51) 
The effective field due to magnetostatic energy is the demagnetization field. However, it is 
advantageous to write the demagnetization field in terms of a scalar potential. From Ampere’s Law 
(𝛻 × 𝐻𝑑  =  0), Gauss’ Law (𝛻 ·  𝐵 =  0), and the relationship between the magnetic induction 
and magnetization (𝐵 =  𝐻𝑑  + 𝑀𝑠𝑚), the demagnetization field can be expressed in terms of a 
magnetic scalar potential (𝜙) by using the property ∇ × (∇𝑠𝑐𝑎𝑙𝑎𝑟) = 0. The corresponding field 
of the magnetostatic energy is given below. 
𝐻𝑑 = −∇𝜙                                                          (2.52) 
Before deriving the effective exchange field, some preliminary calculations are performed. 
Starting with expanding 𝛻𝑚: 
∇𝑚 = (?̂?𝑥
𝜕
𝜕𝑥
+ ?̂?𝑦
𝜕
𝜕𝑦
+ ?̂?𝑧
𝜕
𝜕𝑧
) (𝑚1?̂?𝑥 +𝑚2?̂?𝑦 +𝑚3?̂?𝑧 ) = 𝑚1,𝑥?̂?𝑥?̂?𝑥 +𝑚1,𝑦?̂?𝑦?̂?𝑥 +𝑚1,𝑧?̂?𝑧?̂?𝑥 +
 𝑚2,𝑥?̂?𝑥?̂?𝑦 +𝑚2,𝑦?̂?𝑦?̂?𝑦 +𝑚2,𝑧?̂?𝑧?̂?𝑦 + 𝑚3,𝑥?̂?𝑥?̂?𝑧 +𝑚3,𝑦?̂?𝑦?̂?𝑧 +𝑚3,𝑧?̂?𝑧?̂?𝑧        (2.53) 
The above expression is equivalent to the matrix 
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∇𝑚 = (
𝑚1,𝑥 𝑚1,𝑦 𝑚1,𝑧
𝑚2,𝑥 𝑚2,𝑦 𝑚2,𝑧
𝑚3,𝑥 𝑚3,𝑦 𝑚3,𝑧
)                                             (2.54) 
Note that (∇𝑚)
2
= (∇𝑚) ∶ (∇𝑚) is the double dot product (dot product of matrices), expanding 
the expression: 
(∇𝑚)
2
= (∇𝑚) ∶ (∇𝑚) = (
𝑚1,𝑥 𝑚1,𝑦 𝑚1,𝑧
𝑚2,𝑥 𝑚2,𝑦 𝑚2,𝑧
𝑚3,𝑥 𝑚3,𝑦 𝑚3,𝑧
) ∶  (
𝑚1,𝑥 𝑚1,𝑦 𝑚1,𝑧
𝑚2,𝑥 𝑚2,𝑦 𝑚2,𝑧
𝑚3,𝑥 𝑚3,𝑦 𝑚3,𝑧
) 
= 𝑚1,𝑥
2 +𝑚1,𝑦
2 +𝑚1,𝑧
2 +𝑚2,𝑥
2 +𝑚2,𝑦
2 +𝑚2,𝑧
2 +𝑚3,𝑥
2 +𝑚3,𝑦
2 +𝑚3,𝑧
2             (2.55) 
Recall, in order to find the effective field, a derivative of the energy taken with respect to the 
magnetization vector must be computed. Specifically, for the exchange energy, the first variation 
is taken such that 
∫[𝛿𝐸𝑒𝑥]𝑑𝑉 = ∫ [𝐴𝑒𝑥𝛿(∇𝑚)
2
] 𝑑𝑉 = 𝐴𝑒𝑥 ∫[𝐻𝑒𝑓𝑓 ∙ 𝛿𝑚]𝑑𝑉                 (2.57) 
The first variation is 
∫𝐴𝑒𝑥𝛿(∇𝑚)
2
𝑑𝑉
= 𝐴𝑒𝑥∫𝛿(𝑚1𝑥
2 +𝑚1,𝑦
2 +𝑚1,𝑧
2 +𝑚2,𝑥
2 +𝑚2,𝑦
2 +𝑚2,𝑧
2 +𝑚3,𝑥
2 +𝑚3,𝑦
2 +𝑚3,𝑧
2 ) 𝑑𝑉 
= 𝐴𝑒𝑥 ∫𝛿(𝑚𝑖,𝑗𝑚𝑖,𝑗) 𝑑𝑉 = 𝐴𝑒𝑥 ∫ 2𝑚𝑖,𝑗𝛿𝑚𝑖,𝑗 𝑑𝑉                          (2.58) 
Integrating by parts allows the integrand to be separated into a volume and a surface integral. 
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𝑚𝑖,𝑗 𝛿𝑚𝑖,𝑗 
𝑚𝑖,𝑗𝑗 𝛿𝑚𝑖 
𝐴𝑒𝑥 = ∫2𝑚𝑖,𝑗𝛿𝑚𝑖,𝑗 𝑑𝑉 = 2𝐴𝑒𝑥 ∫[−𝑚𝑖,𝑗𝑗𝛿𝑚𝑖] 𝑑𝑉 + 2𝐴𝑒𝑥 ∫[𝑚𝑖,𝑗𝛿𝑚𝑖] 𝑑𝑆          (2.59) 
From the boundary conditions we have 𝑚𝑖,𝑗𝛿𝑚𝑖  → 0. Now consider the following calculation: 
∇2𝑚 = ∇(∇ ∙ 𝑚) − ∇ × (∇ × 𝑚) =  𝜕𝑘?̂?𝑘(𝜕𝑚?̂?𝑚 ∙ 𝑚𝑛?̂?𝑛) − 𝜕𝑗?̂?𝑗 × (𝜖𝑙𝑖𝑛𝑚𝑛,𝑖?̂?𝑙)
= 𝜕𝑘?̂?𝑘(𝑚𝑛,𝑚𝛿𝑚𝑛) − (𝑚𝑛,𝑖𝑗𝜖𝑙𝑖𝑛𝜖𝑟𝑗𝑙?̂?𝑟) = 𝑚𝑛,𝑛𝑘?̂?𝑘 − [𝑚𝑛,𝑖𝑗(𝛿𝑖𝑟𝛿𝑛𝑗 − 𝛿𝑖𝑗𝛿𝑛𝑟)?̂?𝑟] 
= 𝑚𝑛,𝑛𝑘?̂?𝑘 −𝑚𝑛,𝑛𝑟?̂?𝑟 +𝑚𝑟,𝑗𝑗?̂?𝑟 = 𝑚𝑘,𝑗𝑗?̂?𝑘                                (2.60) 
Therefore, 
∫𝐴𝑒𝑥𝛿(∇𝑚)
2
𝑑𝑉 = 2𝐴𝑒𝑥 ∫[∇
2𝑚 ∙ 𝛿𝑚]𝑑𝑉                              (2.61) 
Using the above equation, it is possible to define the effective exchange field as  
𝐻𝑒𝑥 =
2𝐴𝑒𝑥
𝜇0𝑀𝑠
∇2𝑚                                                  (2.62) 
c. Weak formulation  
In order to implement LLG in a multiphysics finite element software, it is necessary to express the 
LLG equation in a weak form. The weak form requires an order reduction of the governing 
differential equation. The normalized LLG equation is given in Equation 2.63. 
𝜕𝑚
𝜕𝑡
= −𝜇0𝛾(𝑚 × 𝐻𝑒𝑓𝑓) + 𝛼 (𝑚 ×
𝜕𝑚
𝜕𝑡
)                                   (2.63) 
+ 
- 
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Here 𝑚 is the normalized magnetization vector, µ0 is the permeability of free space, γ is the 
gyromagnetic ratio, and α is the Gilbert damping constant. Thermal fluctuations are neglected and 
room temperature material properties are used. Recall the effective magnetic field (𝐻𝑒𝑓𝑓) of the 
system is the sum of the fields derived in the previous section. Specifically, the effective field is 
given by: 
𝐻𝑒𝑓𝑓 = 𝐻𝑒𝑥 + 𝐻𝑐𝑢𝑏𝑖𝑐 + 𝐻𝑒𝑥𝑡 + 𝐻𝑑 + 𝐻𝑚𝑒                                 (2.64) 
Weakening the governing equation involves rewriting it in the form of a volume integral multiplied 
by a test function 𝜓. 
∫ ([
𝜕𝑚
𝜕𝑡
− 𝛼 (𝑚 ×
𝜕𝑚
𝜕𝑡
)] ∙ 𝜓 + 𝜇0𝛾(𝑚 × 𝐻𝑒𝑓𝑓) ∙ 𝜓) 𝑑𝑉 = 0                   (2.65) 
From the definition of the effective field, the third term becomes 
∫𝜇0𝛾(𝑚 × 𝐻𝑒𝑓𝑓) ∙ 𝜓 𝑑𝑉 =  ∫ 𝜇0𝛾(𝑚 × [𝐻𝑒𝑥 + 𝐻𝑐𝑢𝑏𝑖𝑐 + 𝐻𝑒𝑥𝑡 + 𝐻𝑑 + 𝐻𝑚𝑒]) ∙ 𝜓 𝑑𝑉   (2.66) 
Since the effective field due to the exchange interaction involves second order derivatives, it must 
be weakened through integration by parts. Noting that the cross product is distributive, the 
following integral is obtained 
∫𝜇0𝛾(𝑚 × 𝐻𝑒𝑥) ∙ 𝜓 𝑑𝑉 =
2𝐴𝑒𝑥𝛾
𝑀𝑠
∫(𝑚 × ∇2𝑚) ∙ 𝜓 𝑑𝑉
=
2𝐴𝑒𝑥𝛾
𝑀𝑠
∫[𝑚𝑛?̂?𝑛 × (𝑚𝑖,𝑗𝑗?̂?𝑖)] ∙ (𝜓𝑠 ?̂?𝑠) 𝑑𝑉
=
2𝐴𝑒𝑥𝛾
𝑀𝑠
∫(𝑚𝑛𝑚𝑖,𝑗𝑗𝜖𝑙𝑛𝑖?̂?𝑙) ∙ (𝜓𝑠?̂?𝑠) 𝑑𝑉 
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=
2𝐴𝑒𝑥𝛾
𝑀𝑠
∫ 𝜖𝑠𝑛𝑖𝜓𝑠𝑚𝑛𝑚𝑖,𝑗𝑗 𝑑𝑉                                             (2.67) 
In order to weaken the equation, it is necessary to “share” derivatives from the 𝑚𝑖,𝑗𝑗 term with the 
remaining terms. This is accomplished through integration by parts: 
2𝐴𝑒𝑥𝛾
𝑀𝑠
∫ 𝜖𝑠𝑛𝑖𝜓𝑠𝑚𝑛𝑚𝑖,𝑗𝑗 𝑑𝑉 =
2𝐴𝑒𝑥𝛾
𝑀𝑠
(∫(𝜓𝑠𝑚𝑛),𝑗𝑚𝑖,𝑗𝜖𝑠𝑛𝑖 𝑑𝑉 + ∫(𝜓𝑠𝑚𝑛𝑚𝑖,𝑗)𝑛𝑗𝜖𝑠𝑛𝑖𝑑𝑆 )   (2.68) 
The boundary conditions from above indicate 𝜓𝑠𝑚𝑖,𝑗𝑚𝑛 → 0, implies 
2𝐴𝑒𝑥𝛾
𝑀𝑠
∫ 𝜖𝑠𝑛𝑖𝜓𝑠𝑚𝑛𝑚𝑖,𝑗𝑗 𝑑𝑉 = −
2𝐴𝑒𝑥𝛾
𝑀𝑠
 ∫(𝜓𝑠,𝑗𝑚𝑛 + 𝜓𝑠𝑚𝑛,𝑗)𝑚𝑖,𝑗𝜖𝑠𝑛𝑖 𝑑𝑉        (2.69) 
Note that 𝜓𝑠𝑚𝑖,𝑗𝑚𝑛,𝑗𝜖𝑠𝑛𝑖 = 0 so the exchange term reduces to 
−
2𝐴𝑒𝑥𝛾
𝑀𝑠
∫(𝜓𝑠,𝑗𝑚𝑛 + 𝜓𝑠𝑚𝑛,𝑗)𝑚𝑖,𝑗𝜖𝑠𝑛𝑖 𝑑𝑉 = −
2𝐴𝑒𝑥𝛾
𝑀𝑠
∫𝑚𝑖,𝑗𝜓𝑠,𝑗𝑚𝑛𝜖𝑠𝑛𝑖 𝑑𝑉          (2.70) 
Observe that 𝑚𝑖,𝑗𝜓𝑠,𝑗𝑚𝑛𝜖𝑠𝑛𝑖 = 𝜖𝑠𝑛𝑖𝑚𝑛𝑚𝑖,𝑗𝜓𝑠,𝑗 which is the cross product between the 
magnetization vector and its spatial derivative dotted with the spatial derivative of the test function, 
this implied the integral can be rewritten as 
−
2𝐴𝑒𝑥𝛾
𝑀𝑠
∫𝑚𝑖,𝑗𝜓𝑠,𝑗𝑚𝑛𝜖𝑠𝑛𝑖 𝑑𝑉 → −
2𝐴𝑒𝑥𝛾
𝑀𝑠
∑ ∫ [(𝑚 ×
𝜕𝑚
𝜕𝑥𝑠
) ∙
𝜕𝜓𝑠
𝜕𝑥𝑠
] 𝑑𝑉𝑆             (2.71) 
Finally, using the above equations, the weak form of the LLG equation is found to be 
∫ {[
𝜕𝑚
𝜕𝑡
− 𝛼 (𝑚 ×
𝜕𝑚
𝜕𝑡
)]}  ∙ 𝜓 𝑑𝑉 =  ∫ 𝜇0𝛾(𝑚) × [𝐻𝑐𝑢𝑏𝑖𝑐 + 𝐻𝑒𝑥𝑡 + 𝐻𝑑 + 𝐻𝑚𝑒] ∙ 𝜓 𝑑𝑉 +
2𝐴𝑒𝑥𝛾
𝑀𝑠
∑ ∫ [(𝑚 ×
𝜕𝑚
𝜕𝑥𝑠
) ∙
𝜕𝜓𝑠
𝜕𝑥𝑠
] 𝑑𝑉𝑆                        (2.72) 
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2.4 Piezoelectricity Basics 
Piezoelectricity was first described by Pierre and Paul-Jacques Curie in 1880 when they noted that 
materials can exhibit an electric charge when subject to an applied stress (direct piezoelectric 
effect)[39]. The origin of this effect can be found in the unit cell of these materials. The unit cell 
of piezoelectric materials are not symmetric despite the net neutral charge of the unit cell. As a 
result, in the unstressed arrangement, the placement of charges (electric dipole moments) are 
perfectly balanced. When the unit cell is deformed as a result of the applied external stress, the 
distance between charges are changed, creating unbalanced charges and a net dipole moment in 
the unit cell. This rearrangement of charges can appear as net surface charges on the material. The 
reverse piezoelectric effect also exists which occurs due to the application of a voltage on the 
material. The applied voltages cause the charges within the material to change positions changing 
the shape of the unit cell. Thus in the inverse piezoelectric effect, a voltage on the material results 
in mechanical deformation[96], [97]. Figure 2.7 illustrates the piezoelectric effect.  
 
Figure 2.7 Visual representation of the direct piezoelectric effect. Initial distribution of charges 
within a material is arranged such that all dipole moments are equally balanced resulting in a net 
neutral charge of the material (left). When an external stress is applied to the material, the 
charges are rearranged (middle). This rearrangement causes a resultant surface charge to be 
generated on the surface of the material (right). 
The piezoelectric behavior can be summarized by a set of constitutive equations developed from 
the electric enthalpy function. These equations are valid for the linear response of a piezoelectric 
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material when the applied electric field or stress to the material is low. The electromechanical 
equations for a linear piezoelectric material can be written as[97]: 
𝜀𝑖 = 𝑆𝑖𝑗
𝐸𝜎𝑗 + 𝑑𝑖𝑗𝐸𝑚                                                    (2.73) 
𝐷𝑚 = 𝑑𝑚𝑖𝜎𝑖 + 𝑒𝑖
𝜎𝐸𝑘                                                    (2.74) 
Here the indices refer to 𝑖, 𝑗 = 1,2, …6 and 𝑚, 𝑘 = 1,2,3 referring to the material coordinates 
illustrated in Figure 2.8.  
 
Figure 2.8 Indices representation of piezoelectric constitutive equations 
The variables in Equations 2.73 and 2.74 are summarized in Table 2.1. 
Table 2.1 Definitions of piezoelectric constitutive variables. 
Variable Definition 
𝜀 Strain vector (𝑚/𝑚) 
𝑆 Matrix of compliance coefficients (𝑚2/𝑁) 
𝜎 Stress vector (𝑁/𝑚2) 
𝑑 Matrix of piezoelectric strain constants (𝑚/𝑉) 
𝐸 Vector of applied electric field (𝑉/𝑚) 
𝐷 Vector of electric displacement (𝐶/𝑚2) 
𝑒 Vector of dielectric coefficients (𝐶/𝑉)  
The superscripts in Equations 2.73 and 2.74 correspond to measurements taken at constant electric 
field(𝐸) and stress(𝜎). The physical interpretation of the elastic compliance matrix, 𝑆𝑖𝑗 , can be 
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thought of as the ratio of the strain in the 𝑖-direction to the stress in the 𝑗-direction. The 
piezoelectric strain constant, 𝑑𝑖𝑗, is thought of as the ratio of the strain in the 𝑗-direction in response 
to the electric field applied in the 𝑖-direction. Lastly the dielectric constant, 𝑒𝑖𝑗, is a measure of the 
charge per unit area in the 𝑖-axis which accumulates due to the electric field applied along the 𝑗-
axis.   
To reiterate, the equations discussed apply to the material response of piezoelectric materials 
where there exists a linear relationship between the applied stress/electric field and the 
corresponding surface charge/strain. A special class of piezoelectric materials, called ferroelectric 
materials, already have a net dipole moment, or polarization existing within the material in the 
absence of an electric field (spontaneous polarization). As a result, an application of an external 
field will cause a change in polarization and this material response is governed by a different set 
of equations discussed in Chapter 5.  
2.5 Summary 
This chapter focuses on the development of the magnetization dynamics equation, LLG, used in 
the projects covered throughout this dissertation. The individual energy terms contributing to the 
dynamics equations were discussed briefly. Additionally, mathematical steps to obtain the weak 
formulation of the LLG equation were outlined to implement the equation into a finite element 
platform. Lastly the constitutive relationships of a piezoelectric material was provided to 
understand the substrate response in multiferroic materials when an electric field is applied.   
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III. 360 Degree Deterministic Magnetization Rotation in a Three Ellipse 
Magnetoelectric Heterostructure 
3.1 Introduction  
Magnetoelectric heterostructures with deterministic magnetization reorientation offer a new 
approach to nanoscale devices such as memory, logic, and nanomotors[98]–[100].  Deterministic 
control refers to controlling the direction of magnetization rotation in a repeatable manner.  This 
requires the breaking of symmetry in the magnetic energy profile together with a mechanism to 
control the magnetization energy landscape. There are multiple mechanisms that can be used to 
drive magnetization reorientation in magnetic heterostructures.  These include application of an 
external magnetic field, injection of spin current, changing the magnetic dipole interactions with 
neighboring structures, and using strain to change the magnetostrictive energy[29], [101]. Among 
these the latter, in the form of strain-coupled magnetoelectric heterostructures, has been shown to 
be the most energy efficient[102]. Strain-coupled magnetoelectric heterostructures are composite 
structures with thin magnetostrictive materials on top of piezoelectric substrates. When voltage is 
applied to the piezoelectric substrate, an in-plane strain is generated. This strain couples to the 
magnetostrictive material, driving magnetization reorientation.   
The design of magnetoelectric heterostructures with deterministic switching behavior requires 
control of the various contributions to the magnetic energy. These include the magnetocrystalline 
anisotropy, external magnetic field (Zeeman), magnetization gradient (exchange), magnetoelastic, 
and shape (magnetostatic) anisotropy[90]. The magnetocrystalline anisotropy energy is associated 
with the crystal structure, with some materials displaying an easy axis and a hard axis of 
magnetization associated with various crystallographic directions.  The Zeeman Energy is 
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associated with the energy produced from an external magnetic field of any origin.  The exchange 
energy is associated with the interaction energy between two magnetic moments within a material. 
Exchange energy is a quantum effect that acts over short distances (equivalent to the exchange 
length of the material) between neighboring magnetic spins.  The magnetoelastic energy is 
associated with magnetostriction where strain modifies the magnetic energy profile, inducing easy 
and hard directions of magnetization.  The shape anisotropy (demagnetization energy) is the 
energy associated with the internal magnetic field opposing the direction of magnetization within 
the magnetic element.  Shape anisotropy can also induce easy and hard directions.  The effective 
magnetic field at a point is found by taking the partial derivative of the magnetic energy with 
respect to magnetization.  This effective field produces a torque on the local magnetic moments, 
driving them to rotate toward the direction that minimizes their energy in the effective field.   
The symmetric shape anisotropy of an ellipse, with an easy direction along the major axis and hard 
direction along the minor axis, can be changed with applications of anisotropic energies of 
different origins.  The application of in-plane strain to a magnetostrictive ellipse can rotate the 
easy direction away from the major axis.  If the magnetostrictive constant of a material, λs, is 
positive, the direction of a uniaxial tensile stress component becomes easier to magnetize. 
Similarly, if λs is negative, the direction of a uniaxial compressive stress component becomes 
easier to magnetize[90]. This effect is enhanced when the stress state is biaxial with orthogonal 
tensile and compressive stress components.  In a magnetoelectric heterostructure, this stress is 
induced by coupling to the strain produced by an electric field in a piezoelectric.  When the 
principal strain components align with the major and minor axes of the ellipse, and are of sufficient 
magnitude and have the correct sign to make the minor axis become the easy axis, the 
magnetization will rotate a full 90o in either a clockwise or counter-clockwise direction[103].  To 
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achieve deterministic switching, the symmetry of the magnetic energy must be broken.  Several 
methods have been proposed to accomplish this in strain-mediated multiferroic heterostructures, 
generally leading to complex nanomagnet geometries and electrode configurations. Among these 
are a four-fold-symmetry nanomagnet[99] and a “cat-eye” geometry[104]. Fabrication of these 
structures with complicated geometries and patterned electrodes with multiple leads can be more 
difficult than fabrication of the proposed three nanoellipse structure and requires a complex control 
strategy to drive the magnetization reorientation.  
Several methods have been developed to obtain deterministic control of magnetization rotation.  
Patterned electrodes can be used to sequentially rotate the strain for deterministic control.  This 
requires a complicated control mechanism since each pair of electrode must be actuated in 
sequence[98], [104], [105]. A simpler control mechanism was proposed by Li et al. [106] for 180o 
out-of-plane magnetization switching. This method, known as strain-mediated ballistic switching, 
takes advantage of magnetization dynamics. Magnetization has angular momentum, and thus 
undergoes damped precession about the direction of an effective magnetic field when the field 
undergoes a sudden change.  Ballistic switching was extended by Peng et al.[107] to in-plane 180o 
magnetization switching using two electrodes and a single short voltage pulse. A finite element 
simulation was used to demonstrate strain-mediated ballistic switching in a single Cobalt Iron 
Boron (CoFeB) ellipse on a PZT thin film. The magnetization in the ellipse was initially aligned 
with the positive 𝑥-axis (𝑚𝑥  =  1) parallel to the major axis of the ellipse with the 𝑦-axis aligned 
with the minor axis. Two electrodes perpendicular to the 𝑥-axis were actuated and produced 
approximately 1100 ppm in-plane tensile strain along the ellipse 𝑦-axis. The 𝑦-axis, with tensile 
strain large enough to overcome the demagnetization energy, became the new easy axis of 
magnetization for the CoFeB element. The tensile strain drove the magnetization to precess about 
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the 𝑦-axis.  The voltage induced strain was released when 𝑚𝑥 was between the 0 and -1. With the 
strain removed, damped precession began with the magnetization moving about the negative 𝑥-
direction and damped to 180o from its original configuration.  A visual representation of the 
ballistic switching method is given in Figure 3.1. This simpler control mechanism requiring only 
a single voltage pulse is implemented in the three-ellipse geometry discussed below.   
Figure 3.1 (a) The multiferroic heterostructure proposed by Peng et al.[107] to achieve 180o 
switching in a single nanoellipse. (b) The magnetization dynamics response of the three 
magnetic components, 𝑚𝑥, 𝑚𝑦 and 𝑚𝑧 with application of a static voltage applied to the 
patterned electrodes demonstrates 90o switching behavior. If the applied voltage is turned off 
when the 𝑚𝑥 (red) component is between 0 and 1, then (c) the magnetization successfully rotates 
180o in the 𝑥- direction as seen in the bottom panel. The corresponding voltage pulse is show in 
the green curve in the top panel. 
 
3.2 Design Approach 
Design of the geometry to enable control of the magnetization dynamics of the three ellipse 
configuration was performed in two steps.  First, simulations were performed using a conventional 
micromagnetics finite difference code without strain coupling. The conventional micromagnetics 
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simulation was used to create the initial geometry of the three ellipse structure. The uncoupled 
micromagnetics model assumes uniform strain, therefore neglecting the strain variations present 
in the magnetostrictive material[82]. Next, simulations were performed using a finite element code 
with coupled micromagnetics, elastodynamics, and linear piezoelectric constitutive behavior to 
assess the magnetization dynamics associated with the geometry and effects of strain gradients 
across the structure.    
a. Micromagnetics Theory Overview 
Micromagnetics theory is used to obtain the spatial distribution of magnetization within magnetic 
materials at submicron length scales[108]. The motion of the unit magnetic moment vectors (𝑚) 
are governed by the Landau-Lifshitz-Gilbert (LLG) Equation, Equation 3.1, 
𝜕𝑚
𝜕𝑡
= −𝜇0𝛾(𝑚 × 𝐻𝑒𝑓𝑓) + 𝛼 (𝑚 ×
𝜕𝑚
𝜕𝑡
)                                        (3.1) 
where 𝜇0 is the permeability of  free space, 𝛾 is the gyromagnetic ratio, and 𝛼 is the Gilbert 
damping constant. The effective magnetic field (𝐻𝑒𝑓𝑓) is the partial derivative of the magnetization 
energy with respect to magnetic moment. This results in the summation of contributions from the 
externally applied field (𝐻𝑒𝑥𝑡), the field due to the exchange interaction (𝐻𝑒𝑥), the demagnetization 
field (𝐻𝑑) and the magnetoelastic field (𝐻𝑚𝑒). The demagnetization field can be found from the 
magnetic potential, φ, where 𝐻𝑑 = −∇𝜑.  The magnetic scalar potential is the mathematical 
construct that describes the path independent spatial distribution of magnetic potential energies 
referenced to zero in free space. The CoFeB elements are assumed to be amorphous based on 
experimental observations of thin film, amorphous CoFeB that indicate insignificant MCA 
contributions[109], [110], so a magnetocrystalline anisotropy (MCA) field is not considered.  The 
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LLG equation is solved within the domain of the magnetic material.  The effective magnetic field 
contributions are derived from their corresponding magnetization energy densities using Equation 
3.2a, 
𝐻𝑒𝑓𝑓 = −
1
𝜇0𝑀𝑠
(
𝜕𝐸𝑡𝑜𝑡
𝜕𝑚
)                                                        (3.2a) 
= 𝐻𝑒𝑥𝑡 + 𝐻𝑒𝑥 + 𝐻𝑑 + 𝐻𝑚𝑒                                                     (3.2b) 
where 𝑀𝑠 is the magnetic saturation of the material, and Etot is the sum of the external energy, 
exchange energy (a continuum approximation of the energy between two spins), demagnetization 
energy and the elastic energy terms (the latter contributes to the magnetoelastic field). These terms 
are summarized in Equations 3.3-3.6, 
𝐸𝑒𝑥𝑡 = −𝜇0𝑀𝑠(𝑚 ∙ 𝐻𝑒𝑥𝑡)                                                    (3.3) 
𝐸𝑒𝑥 = 𝐴𝑒𝑥(∇𝑚)
2
                                                          (3.4) 
𝐸𝑑 = −
𝜇0𝑀𝑠
2
(𝑚 ∙ 𝐻𝑑)                                                       (3.5) 
𝐸𝑒𝑙 =
1
2
𝜀𝑒𝑙: 𝐶: 𝜀𝑒𝑙                                                         (3.6) 
where Aex is the exchange stiffness of the material, 𝜀𝑒𝑙 is the elastic strain tensor, and C is the 
elastic stiffness tensor of the material. In a magnetoelastic material, the elastic strain tensor can be 
written as the difference of the total strain (𝜀) and the magnetic strain (𝜀𝑚) components such that 
𝜀𝑒𝑙 = 𝜀 − 𝜀𝑚 since the magnetic moments and the displacements are coupled.   The magnetic 
strain components are given by Equation 3.7 for isotropic materials, 
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(𝜀𝑖𝑗)
𝑚
=
(
 
 
−𝐵1
𝑐11−𝑐12
(𝑚1
2 −
1
3
)
−𝐵2
𝑐44
𝑚1𝑚2
−𝐵2
𝑐44
𝑚1𝑚3
−𝐵2
𝑐44
𝑚1𝑚2
−𝐵1
𝑐11−𝑐12
(𝑚2
2 −
1
3
)
−𝐵2
𝑐44
𝑚2𝑚3
−𝐵2
𝑐44
𝑚1𝑚3
−𝐵2
𝑐44
𝑚2𝑚3
−𝐵1
𝑐11−𝑐12
(𝑚3
2 −
1
3
))
 
 
                         (3.7) 
where B1 and B2 are the magnetoelastic coefficients of the magnetostrictive material[90].  If the 
elastic stiffness constants of a material are not given, they can be related to the Young’s Modulus 
(E) and Poisson’s Ratio (ν) of that material as summarized in Equations 3.8-3.10[111],  
𝑐11 =
𝐸(1−𝜈)
(1+𝜈)(1−2𝜈)
                                                             (3.8) 
𝑐12 =
𝐸𝜈
(1+𝜈)(1−2𝜈)
                                                             (3.9) 
𝑐44 =
𝑐11−𝑐12
2
=
𝐸
2(1+𝜈)
                                                      (3.10) 
b. Micromagnetics Simulations to Obtain Preliminary Designs 
Previous simulations of a magnetic tunnel junction described in the literature indicated that 
positioning side magnetic elements can help reduce the energy needed to produce magnetization 
reorientation in the central element; however, no size ranges were provided[112].  
Here, initial values of geometric parameters for a three-ellipse design were obtained using the 
conventional micromagnetics code MuMax.  The geometry is defined in Figure 3.2a. The major 
and minor axes of the three ellipses, a0, b0, a1 and b1 and the angles φ and θ were varied to obtain 
geometries in which the magnetization of the outer ellipses would drive magnetization rotation in 
the inner ellipse. In our geometry sweep, the aspect ratio (AR) of the outer ellipses was fixed at 
1.5 since prior simulation experience indicated that ellipses of this AR can be reoriented using 
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ballistic switching. A smaller AR of 1.3 was selected for the inner ellipse in hopes of increasing 
the possibility of rotation with successful magnetization switching of the outer ellipses. With these 
fixed ARs of each ellipse, simulations were run in which a0 varied between 75nm to 115nm at 
increments of 10 nm and a1 varied between 55 nm to 85 nm, also with increments of 10 nm. The 
angles ϕ and θ were varied between 20o to 80o in increments of 10o and 30o to 75o in increments 
of 15o, respectively. Figure 3.1 displays results from one of these simulations in which the 
magnetization of the outer ellipses was able to drive reorientation of the magnetization of the inner 
ellipse. For this simulation, the magnetization in the inner ellipse was initialized in the positive 𝑦-
direction and the magnetizations in the outer ellipses were initialized along their major axes at 45o.  
The micromagnetics code was then run to obtain the stable magnetization state.  The equilibrium 
magnetization state of this system is shown in Figure 3.2b. The magnetization in the outer ellipses 
was then reinitialized and held fixed at -45o (3.2c) and the micromagnetics code was run again to 
obtain the stable equilibrium state. The desired result was the 180o magnetization rotation in the 
central ellipse shown (3.2d). 
 
Figure 3.2 (a) Example geometry of the three-ellipse design (b) Magnetization configuration of 
the three-ellipse design after 1 ns using a conventional micromagnetics code. (c) Magnetization 
in the outer ellipses was switched 180o. (d) The final configuration indicates 180o magnetization 
switching in the inner ellipse. 
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The desired 180o rotation of the inner ellipse was achieved with the parameters listed above when 
ϕ was between 30o and 70o and θ was between 30o and 60o. Only one geometry was selected to 
study ballistic switching effects in this three ellipse design to simplify the computation time. This 
geometry was selected based on fabrication capabilities of electron beam (e-beam) lithography 
processes as opposed to an optimized geometry. Ellipses with a short axis of 50 nm with a tolerance 
of ±5 nm can be achieved with e-beam patterning. For this reason, the shortest axis (b1) was 
selected to be 50 nm. Since the success of magnetization reorientation also depends on single 
domain magnetization states, the largest CoFeB dimension was chosen to be approximately 130 
nm. Above 130nm, CoFeB disks have the potential to break into multiple domains or form a 
magnetic vortex. With these considerations, the final dimensions of the inner and outer ellipses 
were a0 = 95 nm, b0 = 125 nm, a1 = 75 nm, and b1 = 50 nm. Each ellipse was 4nm thick to produce 
in-plane magnetization of each CoFeB ellipse. The angles ϕ = 70o and θ = 45o for the outer ellipses 
were selected to allow ample space to position electrodes needed to generate strain for future 
fabrication of the device. 
Another challenging aspect of the design to achieve with current fabrication capabilities is three 
ellipses in contact. E-beam lithography resolutions as low as 10 nm with a tolerance of ±2 nm can 
be achieved with further processing steps, these include processing at low temperatures 
(~2oC)[113], [114]. For this reason, a separation distance of 15 nm between any two ellipses was 
incorporated into the design to account for fabrication tolerances. Only 15 nm spacing was 
considered for modeling purposes to allow for the smallest geometry in the model and to reduce 
the run time of each simulation. 
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Next, strain-mediated ballistic switching was simulated using the conventional micromagnetics 
code that does not directly include magnetoelastic energy terms. The effects of mechanical strains 
were modeled indirectly by applying time varying uniaxial anisotropies within each ellipse. Strains 
were converted to magnetic anisotropies using 𝐾𝑢 = 1.5𝜆𝑠𝐸(𝜀𝑥 − 𝜀𝑦) for implementation in the 
micromagnetics software[103]. Ku is the uniaxial anisotropy constant, E is the Young’s Modulus 
of the material, and (𝜀𝑥 − 𝜀𝑦) represents the average in-plane strain of each ellipse. The Young’s 
Modulus of CoFeB used in this simulation was E = 160 GPa[115]. In previous models of Ni/PZT 
multiferroic heterostructures with perpendicular magnetization reversal, large and unrealistic 
biaxial strains of up 13,000 ppm in the 100 nm PZT substrate were used to drive magnetization 
reorientation[116]. In this study, we applied strains as high as 5000 ppm along the minor axis of 
each outer ellipse to induce ballistic switching in these ellipses. This will need to be further reduced 
if PZT is used as the piezoelectric layer, but this strain level can be achieved with single crystal 
PMN-PT[117]. This preliminary geometry was next assessed using the fully coupled finite element 
model. 
 
c. Fully-Coupled Finite Element Simulations 
The fully-coupled model, implemented in COMSOL Multiphysics, was used to assess the effects 
of strain and magnetization gradients on magnetization dynamics. The model was developed by 
Liang et al. and has been used to design various multiferroic devices[66], [98], [106], [108], [115]. 
To ensure the magnetization dynamics behavior was properly captured in this model 
implementation, a test case from the conventional micromagnetics software was considered. In 
this simple test case, a magnetic rectangular bar is initialized in its equilibrium state by applying 
and slowly reducing a saturating field to zero.  Fields of magnitude sufficient to reverse the 
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magnetization of the rectangle are applied to this state and the time evolution of the magnetization 
as the system moves towards a new equilibrium. A comparison of the magnetization dynamics 
from the micromagnetics software and the in-house developed finite element model using the weak 
form found in Chapter 2 is given in Figure 3.3. The magnetization dynamics between the two 
models demonstrates good agreement ensuring that this finite element model can accurately 
predict magnetization behavior in a ferromagnetic material. 
Figure 3.3 (a) Magnetization dynamics of test case generated for the conventional 
micromagnetics software and (b) corresponding magnetization dynamics predicted from weak 
form implementation in finite element model demonstrates nearly identical response. 
 
The comparison of the two models suggests the finite element implementation can calculate proper 
magnetization dynamics and coupled models can be built with confidence in predicting the 
behavior of devices. Simulations were performed with a geometry that included the piezoelectric 
substrate and the electrodes. In this geometry, the three CoFeB ellipses were positioned on a 
700nm x 700nm x 500nm PZT-5H substrate. The Gilbert damping constant, magnetic saturation, 
exchange constant, elastic constants, and magnetostrictive coefficient of CoFeB used in the model 
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were: α = 0.01[118]–[120], Ms = 1e6 [A/m][107], Aex = 1.5e-11 [J/m][107], c11 = 2.8e11 
[N/m^2][107], c12 = 1.4e11 [N/m^2][107], c44 = 0.7e11 [N/m^2][107], λs = 110e-6[121], [122]. 
 
A pair of electrodes was placed on either side of each smaller ellipse, with 250 nm separation 
between each electrode. The only requirement for each electrode is that the side adjacent to the 
ellipse must be of roughly equal dimension of the ellipse to allow for uniform strain distribution 
on the bottom surface of the ellipse. Previous fabrication experience suggests trapezoidal 
electrodes are better suited for device patterning[123]. The final electrode geometry selected were 
trapezoids of dimensions l1 = 75 nm, l2 = 150 nm, and h = 50 nm. Figure 3.4b is a top view of the 
geometry used in the fully-coupled finite element model.  
 
 
Figure 3.4 (a) Isometric view (b) Top view of three ellipse configuration and electrodes used 
in fully-coupled finite element simulations. 
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Low reflecting boundary conditions were applied to the four edges of the PZT substrate to simulate 
infinite width. This boundary condition eliminated wave reflections from the side walls of the 
substrate. The top of the substrate was free to displace in the 𝑧-direction. The displacements in the 
𝑥, 𝑦, and 𝑧-directions of the bottom surface were fixed, mathematically represented as 𝑢1 = 𝑢2 =
𝑢3 = 0. This mechanical boundary condition allows for wave reflections in the 𝑧-direction which 
are representative of physical reflections in a thin film substrate. However, the effect of these 
reflections on the magnetization dynamics is predicted to be insignificant due to the 
demagnetization energy of each ellipse which causes magnetization dynamics to remain mostly 
in-plane. The bottom surface of the substrate was also the ground plane.  Voltage was applied to 
the trapezoidal electrodes on the top surface. A tetrahedral mesh was used for the PZT substrate. 
The magnetic elements used a swept triangular mesh. The largest mesh size in the magnetic domain 
was set according to the exchange length of CoFeB which is 4.9 nm. The exchange length is given 
by 𝑙𝑒𝑥 = √
2𝐴𝑒𝑥
𝜇0𝑀𝑠
2 [124]. Thus, the maximum mesh size used in the model was 5 nm to capture the 
exchange effects.   
The magnetization in each ellipse was initially aligned in the positive 𝑦-direction and allowed to 
relax to steady state for 1ns. A static voltage of 7.3 V was then applied to all electrodes and the 
magnetization dynamics of the outer ellipses was analyzed to obtain an appropriate pulse width.  
The voltage was released when the 𝑦-component of magnetization was between -0.7 to -1.0 and 
the corresponding 𝑥-component of magnetization was between -0.2 and -0.5 to allow the highest 
possibility of 180o in-plane switching. For the applied voltage of 7.3 V the appropriate pulse width 
was found to be 0.22 ns to produce switching of the outer ellipses. The simulation was then run 
with a series of 7.3 V pulses applied to each electrode.  This voltage magnitude is well below the 
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breakdown electric field of 25 MV/m for PZT thin films[107]. The pulse of 0.22ns was applied at 
an interval of 4ns between each pulse to achieve 360o rotation. The pulse produced an average 
tensile strain along the minor axis of 4,400ppm in the outer ellipses and 1,800ppm in the inner 
ellipse.  Although previous devices using thin film PZT have been proposed using larger strains 
values, strains above 1,800ppm in thin film PZT are not possible to achieve[116]. Other 
piezoelectric substrates must be considered for fabrication and testing of this device. However, for 
a proof of concept of a deterministic magnetization rotation, we considered strains as high at 5,000 
ppm.  Figure 3.5 illustrates the input voltage pulse applied to the electrodes and the corresponding 
in-plane strain it produced in each ellipse.  
 
Figure 3.5 (a) Input voltage pulses (b) Voltage pulse induced average strain response of inner 
and outer ellipses. 
3.3 Results and Discussion 
The strain-induced magnetic response of the three ellipse heterostructure is discussed below. First, 
the temporal response predicted by the conventional micromagnetics formulation is given.  
Second, the results of the fully-coupled model are presented. The differences in the device behavior 
predicted by the two different modeling approaches is then discussed.  
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The conventional micromagnetics simulation did not produce 180º ballistic switching of the outer 
ellipses when they were subjected to a 1 ns duration change in magnetic anisotropy equivalent to 
that produced by the strain pulse in the fully-coupled model. Consequently, the magnetization of 
the inner ellipse could not be rotated 360º without reinitializing the magnetization in the outer 
ellipses. The magnetization of the outer ellipses rotated a maximum of 115o with respect to the 
horizontal 𝑥-axis in response to the anisotropy change while the inner ellipse’s magnetization 
rotated 50o clockwise. For full 180o switching of the outer ellipses, the magnetization must rotate 
past 135o with the application of strain. These results indicate that uniaxial strain induced 
anisotropy changes could not overcome the dipole coupling between the three ellipses that favors 
parallel alignment of their magnetization.  
In the fully-coupled model, 360º magnetization switching of the inner ellipse was achieved by two 
consecutive 180º ballistic switches of the two outer ellipses as seen in Figures 3.6a and 3.6b. The 
magnetization of the inner ellipse completed its first 180º switch (1 to -1) in 1.6 ns while the outer 
ellipses achieved 180º reorientation in 1.3 ns. Given a wave speed of approximately 4000m/s in 
PZT-5H, reorientation of the inner ellipse is expected to begin approximately 30 ps after the initial 
voltage is applied.  Figure 3.6b indicates that the magnetization of the outer ellipses begin to rotate 
at t = 1.03 ns while the magnetization of the inner ellipse starts rotating at t = 1.08 ns. This 
difference indicates magnetic reorientation of the inner ellipse was driven by the effective field 
(i.e., dipole coupling) produced from the magnetization configuration of the outer ellipses. Hence, 
when the outer ellipses are switched ballistically, magnetic reorientation of the inner ellipse occurs 
in part due to the effective field of the side ellipses. This effective field is a result of the 
magnetization distribution within each ellipse. The internal magnetization and the effective 
magnetic field it produces is dependent on the aspect ratio of each ellipse. The effective field of 
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each ellipse element was approximated using the field of a magnetic dipole. By simplifying the 
three ellipse design to a three dipole system, the torque exerted by the outer ellipses results in 
counterclockwise rotation of the inner ellipse’s magnetization.  
Figure 3.6 (a) 𝑚𝑦 of the inner ellipse demonstrating 360
o ballistic switching in fully-coupled 
model. (b) 𝑚𝑦 of magnetization in one of the outer ellipses. 
 
The difference in predicted behavior between the two models is due to non-uniform strain 
distributions that are captured only by the fully-coupled model. In the simplified micromagnetics 
model, the uniaxial anisotropy within the ellipses fails to capture these strain gradients. 
Consequently 360º magnetic switching of the inner ellipse is demonstrated by the fully-coupled 
model, but not found using the micromagnetics simulation. In the fully coupled model, all three 
ellipses are subjected to time dependent compressive and tensile strains. These findings are 
consistent with results of a micromagnetics model by Ostler, T. et al.[125] of Galfenol film on a 
piezoelectric substrate. Strain gradients applied to the film were successfully able to move and 
reverse the vortex core in Galfenol films which otherwise remained stationary with voltage inputs 
that produced no strain gradients. The non-uniform strain distribution is the result of the interaction 
of mechanical waves within the substrate that arise from having two pairs of electrodes actuated 
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simultaneously. The non-uniform distribution creates multiple hard and easy axes of magnetization 
inside the inner ellipse which makes rotations easier. This variation in strain helps drive 
magnetization rotation of the inner ellipse after reorientation in the smaller ellipses.  
To confirm the magnetization reorientation is a result of the strain gradients and not solely the 
bidirectional magnetoelastic coupled model, a final simulation was run where the Young’s 
Modulus, E, of the magnetic elements was reduced by a factor of 40 to minimize any bidirectional 
coupling effects. The simulation was set to run for 1 pulse to confirm magnetization switching is 
achievable. The results of this model are presented in Figure 3.7. Successful 180o reorientation of 
the y-component of magnetization is demonstrated in both the inner 3.7a and outer 3.7b ellipses.  
 
 
Figure 3.7 (a) 𝑚𝑦 of the inner ellipse demonstrating in fully-coupled model for low E. (b) 𝑚𝑦 of 
magnetization in one of the outer ellipses with low E. 
 
The energy consumption for each electrode is evaluated as the energy stored in the PZT capacitor 
using a relative dielectric constant of εr = 1704. Each electrode in this design consumes 
approximately 4.52 fJ per pulse. With four electrodes in the design, the total energy consumed per 
switch it 18.1 fJ and the area energy consumption (the total energy divided by the total area of the 
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electrodes) is 0.8 J/m2. This is approximately one order of magnitude lower than multiferroic 
heterostructures using BiFeO3 films[107], [126]. With optimization of the geometry of the three 
ellipses and the electrode design, these energy requirements could be further reduced.   
 
3.4 Conclusion and Outlook 
A conventional micromagnetics simulation and a fully-coupled finite element model was used to 
simulate a three ellipse heterostructure capable of 360o deterministic magnetization rotation in a 
new multiferroic heterostructure. The heterostructure was composed of three CoFeB nanoellipses 
layered on top of a PZT thin film. . In the micromagnetics model, the strain in each was simulated 
as a uniaxial anisotropy along the minor axis of each ellipse. The outer ellipses and larger ellipse 
were simulated with uniaxial strains of 5,000 ppm and 1,800 ppm strain respectively.  In this 
simplified simulation, the magnetization within the three ellipses did not rotate 360o. Instead, the 
magnetization stayed in its original configuration and no rotations were observed in the structure. 
In the fully-coupled model, the magnetization of the larger ellipse underwent 360o 
counterclockwise rotation after ballistic switching of the outer ellipses. The magnetization of the 
outer ellipses was switched using a 7.3 V pulse applied for 0.22 ns to cause 180o rotation. Then an 
identical second pulse was applied to create full 360o rotation. The voltage pulses produced a 
tensile strain along the minor axis of each ellipse. The larger and smaller ellipses experienced 
strains of approximately 1,800 ppm and 4,400 ppm respectively. This demonstrates the necessity 
of having a fully-coupled simulation to accurately predict the behavior of multiferroic 
heterostructures, especially in the dynamic regime. The strain gradients that occur in the physical 
device are not captured by the simplified approximation of the micromagnetics model. The fully-
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coupled finite element model better predicts the magnetization dynamics in multiferroic 
heterostructures.   
Although this proof of concept device can overcome some hurdles with strain-mediated 
multiferroic heterostructures, challenges still exist. As mentioned earlier, the high strain values 
needed to switch the outer ellipses is not achievable in PZT and different piezoelectric materials 
must be explored in hopes of implementing this model for device fabrication. Additionally, 
although deterministic switching is achieved by this three ellipse layout, the use of ballistic 
switching for the outer ellipses could still present challenges since the voltage pulse is highly 
dependent on the magnetization dynamics of the structure. The magnetization dynamics itself can 
be sensitive to external factors of the applied voltage and materials properties of the structure. 
Results of further studies are presented in Chapters 4 and 5 to address some of these concerns.  
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IV. Modeling the Effects of Strain Profiles and Defects on Precessional 
Magnetic Switching in Multiferroic Heterostructures 
4.1 Introduction 
The successful operation of  memory, logic, and cell sorting devices depends on the control of 
individual magnetic islands within an array of magnets[127]. Individual in-plane magnetization 
control of 500 µm Ni disks was first demonstrated using the novel concept of patterned electrodes 
on a PZT substrate[66]. Substrate clamping was overcome using four patterned electrodes around 
a Ni magnet to allow for uniform localized strain on bulk film PZT to be applied to a thin-film Ni 
magnet in the center. A series of static voltages applied to this set of electrodes resulted in 180o in-
plane magnetization switching. The technique of patterned electrodes scales well for nanoscale 
devices and successful 180o in-plane magnetization reorientation using four electrodes was also 
demonstrated for Co nanoellipses (~300 nm)[105]. Although the four electrode pattern achieves 
180o switching, there is a need for designs using less electrodes in order to increase the density of 
memory and cell sorting elements while simultaneously lowering the power consumption. One 
method to reduce the number of required electrodes relies on the magnetization dynamics (i.e., 
precessional motion) of the element’s magnetization in which precisely timed strain pulses can 
cause 180o magnetic reorientation. 
This control method, which utilizes magnetization dynamics for magnetic reorientation, is termed 
ballistic switching. In this scheme the magnetization undergoes damped precession about the 
direction of an effective magnetic field which is generated from high frequency inputs of an 
applied strain pulse. For example, Li et al.[106] used ballistic switching in strain-mediated 
heterostructures and simulated successful magnetization reorientation 180o out-of-plane through a 
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strain pulse. Ballistic switching was extended by Peng et al.[107] to in-plane 180o magnetization 
switching using two electrodes and a single short strain pulse. A finite element simulation was 
used to demonstrate strain-mediated ballistic switching in a single CoFeB nanoellipse on a PZT 
thin film. The magnetization in the ellipse was initially aligned along the positive 𝑥-axis (𝑚𝑥  =
 1), parallel to the major axis of the ellipse. Two electrodes placed near the edge of the minor axis 
of the ellipse and located along the 𝑦-axis were actuated and produced approximately 1100 ppm 
in-plane tensile strain in the 𝑦-direction of the ellipse. The applied strain caused the 𝑦-axis to 
become the new magnetic easy axis for a CoFeB element resulting in magnetic precession about 
this axis. The voltage induced strain was released when 𝑚𝑥 was between 0 and -1. After the strain 
was removed, the 𝑦-axis was no longer an easy axis and magnetization favored alignment along 
the negative 𝑥-direction resulting in a 180° switch. 
Although simulation can provide important insight to device behavior, experimental results often 
differ from modeling predictions. For multiferroic heterostructures, this was evident in the 
experimentally measured behavior of an array of Ni rings patterned on top of a PMN-PT substrate. 
For this study, a coupled linear piezoelectric, micromagnetics, and elastodynamics finite element 
model (fully-coupled) predicts 360o magnetization rotation of a magnetic onion state[117]. 
However, experimentally, this rotation was only observed in a small number of the patterned 
rings[128]. Since the coupled models assume no imperfections in the nanostructures, it was 
suggested that geometric defects resulting from fabrication may have impeded the magnetic 
reorientation of the Ni rings. Other magnetic structures also have magnetization behavior that is 
affected by defects. Specifically, Nakatani et al.[129] used numerical modeling to demonstrate a 
higher magnetic domain wall velocity in a magnetic nanowire with rough edges/defects when 
compared to a perfectly smooth nanowire counterpart. Leliaert et al.[130] expanded on the study 
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of defects and magnetization behavior to demonstrate that in the presence of defects in a nanowire, 
the domain wall configuration itself changes. When no defects are present in a nanowire, a single 
domain wall with a vortex configuration will move and transform into a transverse domain wall 
under the application of an applied field or current. However, with defects present, the vortex 
configuration will remain in the presence of an applied field, hindering any transverse domain wall 
formation[130], [131].  
This chapter explores the results of various strain application rates (ramps), strain amplitudes, and 
geometric defects on the voltage-induced, strain-driven magnetization dynamics of a single, 
amorphous CoFeB nanoellipse on a PZT thin film. This geometry was modelled using both a fully-
coupled finite element code and a purely micromagnetics simulation. The fully-coupled finite 
element model refers to one which couples linear piezoelectric, micromagnetics, and 
elastodynamics equations in one code.  Although the prospect of ballistic switching for magnetic 
device applications is promising, little information exists regarding how changes in the input 
voltage to the device can affect its magnetization dynamics. Fluctuations in input voltage, and 
resulting strain, may interfere with device performance which relies on magnetization behavior in 
response to input signals. Modeling of geometric defects within a magnetic element was also 
addressed to better understand how single domain magnetization dynamics may be affected by the 
presence of imperfections that can occur in the fabrication process. The results of these simulations 
provide a step toward predicting device behavior of multiferroic devices and provide further 
insight into the restrictions of modeling methods applied to the design of current multiferroic 
heterostructures.  
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4.2 Simulation Details 
a. Micromagnetics Theory Overview 
Micromagnetics theory is used to obtain the spatial distribution of magnetization within magnetic 
materials at submicron length-scales[108]. The motion of each magnetic moment, represented by 
the unit vector 𝑚, is governed by the Landau-Lifshitz-Gilbert (LLG) Equation, given in Equation 
4.1. 
𝜕𝑚
𝜕𝑡
= −𝜇0𝛾(𝑚 × 𝐻𝑒𝑓𝑓) + 𝛼 (𝑚 ×
𝜕𝑚
𝜕𝑡
)                                         (4.1) 
Here, 𝜇0 is the permeability of free space, 𝛾 is the gyromagnetic ratio, α is the Gilbert damping 
constant and 𝜕𝑚/𝜕𝑡 represents the time (𝑡) derivative of the unit magnetic moment vector, 𝑚.  The 
effective magnetic field (𝐻𝑒𝑓𝑓) is the partial derivative of the total magnetization energy (𝐸𝑡𝑜𝑡) 
with respect to magnetic moment. The magnetization energy can be represented by the sum of the 
energies resulting from an externally applied field (𝐸𝑒𝑥𝑡), the exchange interaction (𝐸𝑒𝑥), 
demagnetization effects (𝐸𝑑), elastic effects (𝐸𝑒𝑙) and magnetocrystalline anisotropy (𝐸𝑚𝑐𝑎). The 
exchange term represents an interaction energy between neighboring magnetic moments that 
favors parallel alignment within a ferromagnetic material. This effect between neighboring 
moments acts over short distances denoted as the exchange length (𝑙𝑒𝑥) of the material. The 
demagnetization energy is associated with the shape of a magnetic element, where physically 
longer axes correspond to lower energy states. Mathematically, this demagnetization energy is 
determined from an effective demagnetization field (𝐻𝑑) using the magnetic scalar potential, φ, 
where 𝐻𝑑 = −∇𝜑. The elastic energy in the multiferroic heterostructure is associated with strain 
changes in the system. The magnetocrystalline anisotropy (MCA) energy is related to the crystal 
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structure of the material and determines which crystallographic directions are magnetically easy 
or hard[90]. For amorphous CoFeB thin films the magnetocrystalline contribution is negligible 
and is not included in the magnetic energy of the device[107], [109], [110]. Hence, the remaining 
energy equations are summarized in Equations 4.2-4.5. 
𝐸𝑒𝑥𝑡 = −𝜇0𝑀𝑠(𝑚 ∙ 𝐻𝑒𝑥𝑡)                                                          (4.2) 
𝐸𝑒𝑥 = 𝐴𝑒𝑥(∇𝑚)
2
                                                                 (4.3) 
𝐸𝑑 = −
𝜇0𝑀𝑠
2
(𝑚 ∙ 𝐻𝑑)                                                             (4.4) 
𝐸𝑒𝑙 =
1
2
𝜀𝑒𝑙: 𝐶: 𝜀𝑒𝑙                                                                   (4.5) 
Aex is the exchange stiffness of the material, 𝜀𝑒𝑙 is the elastic strain tensor, and 𝐶 is the elastic 
stiffness tensor of the material. As a result of coupling between the magnetic moments and 
displacements in a magnetoelastic material, the elastic strain tensor can be written as the difference 
of the total strain (𝜀) and the magnetic strain (𝜀𝑚) components such that 𝜀𝑒𝑙 = 𝜀 − 𝜀𝑚.  For 
isotropic materials, the magnetic strain components are given by Equation 4.6: 
(𝜀𝑖𝑗)
𝑚
=
(
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                      (4.6) 
where 𝜆𝑠 is the magnetostrictive coefficient of which is a property of the magnetostrictive 
material[132]. Here 𝑚1, 𝑚2, 𝑚3 represent the three different components of the unit vector, 𝑚, 
along the three different strain axes, 1,2, and 3, defined for the problem. These components are the 
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direction cosines of spontaneous magnetization with respect to the strain axes. Additionally, 
𝑐11, 𝑐12, 𝑐44 are components of the elastic stiffness tensor of the magnetic material. Finally, the 
equation for the effective field, (𝐻𝑒𝑓𝑓), used in Equation 4.1 is found by taking the partial 
derivatives of Equations 2-5 with respect to 𝑚, as given in Equation 4.7a, 
𝐻𝑒𝑓𝑓 = −
1
𝜇0𝑀𝑠
(
𝜕𝐸𝑡𝑜𝑡
𝜕𝑚
)                                                              (4.7a) 
= 𝐻𝑒𝑥𝑡 + 𝐻𝑒𝑥 + 𝐻𝑑 + 𝐻𝑚𝑒                                             (4.7b) 
𝐸𝑡𝑜𝑡 = 𝐸𝑒𝑥𝑡 + 𝐸𝑒𝑥 + 𝐸𝑑 + 𝐸𝑚𝑒                                               (4.7c) 
where 𝑀𝑠 is the saturation magnetization of the material. The derivatives for each energy term was 
expanded in Chapter 2 Section 3b. 
b. Finite Element Model 
A fully-coupled finite element model was developed by Liang et al.[108] in which the multiferroic 
heterostructure was modelled using three sets of equations to define device behavior: 1) linear 
piezoelectric, 2) elastodynamics and 3) micromagnetics. This coupled model has been used to 
design various multiferroic devices[69], [98], [106], [115], [117]. The geometry discussed here 
consists of a single CoFeB nanoellipse (100 nm x 80 nm x 6 nm) positioned between two Au 
trapezoidal ellipses with a short edge of 100 nm, a long edge of 200 nm, and a height of 80 nm. 
The shorter edge of the trapezoidal electrodes was positioned 100 nm above and below the edge 
of the ellipse, parallel to the major axis of the ellipse. The electrodes and ellipse were centered on 
an 800 nm x 800 nm x 500 nm PZT thin film substrate. The top view of the geometry used in the 
fully-coupled model is shown in Figure 4.1a. 
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Figure 4.1 (a) Layout of ballistic switching system showing relative location of magnetic CoFeB 
element with respect to electrodes for fully-coupled model. (b) Diagram showing motion of 
ellipse magnetization in response to application of strain (uniform uniaxial magnetic anisotropy) 
in fully-coupled (micromagnetics) model from initial state at 𝜃 = 00 when the time is 𝑡𝑜 to when 
𝜃 = 90𝑜 at crossover time 𝑡𝑐. 
Roller boundary conditions were applied to all side faces of the PZT substrate to simulate a 
substrate of infinite width. The top surface of the PZT substrate was mechanically free to displace 
in the 𝑥, 𝑦, and 𝑧- (out-of-plane) directions. Here the 𝑥, 𝑦, and 𝑧-axes represent the three different 
coordinate axes -- 1, 2, and 3. The bottom of the substrate was fixed, so that all displacements on 
this surface were set to zero. The bottom surface was also the ground plane of the applied voltage. 
Voltage was applied to the electrodes on the top surface. A tetrahedral mesh was used on the PZT 
substrate. The magnetic element was swept with a triangular mesh where each element was set to 
be a maximum of 5 nm. This upper limit was set using the exchange length, 𝑙𝑒𝑥 = √2𝐴𝑒𝑥/𝜇0𝑀𝑠2, 
of the material which was found to be 4.9 nm[124]. The Gilbert damping constant, saturation 
magnetization, exchange constant, elastic constants, and magnetostrictive coefficient of CoFeB 
used in the model were: α = 0.01[118]–[120], Ms = 1e6 [A/m][107], Aex = 1.5e-11 [J/m][107], c11 
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= 2.8e11 [N/m2][107], c12 = 1.4e11 [N/m
2][107], c44 = 0.7e11 [N/m
2][107], and λs = 110e-6[121], 
[122].  
The magnetization of each ellipse was initially aligned along the positive 𝑥-direction and allowed 
to relax for 1 ns to reach an initial equilibrium state. In the fully-coupled model, applying a voltage 
to the electrodes patterned on a piezoelectric substrate results in biaxial strain within the ellipse-
substrate interface such that principle tension and compression axes are directed along the 𝑦 - and 
𝑥-axes, respectively. When voltage is applied on the electrodes, the magnetoelastic effects allow 
the magnetization to rotate toward the 𝑦-axis (i.e., the minor axis of the ellipse) since CoFeB is 
negative magnetostrictive and will align along any axis of compression. Due to precessional 
motion of magnetization, the unit vectors will oscillate about the 𝑦-axis for few picoseconds before 
settling to the new equilibrium state. Since the ellipse is symmetric, clockwise (cw) or 
counterclockwise (ccw) motion are equally possible. Figure 4.1b illustrates ccw motion of the 
magnetization from its initial orientation when 𝜃 = 0𝑜at 𝑡 =  0 to when 𝜃 = 90𝑜 at 𝑡 =  𝑡𝑐 . Here, 
𝑡𝑐, is the time required for the magnetization angle 𝜃 to first reach ±90
o after the voltage is first 
applied, which we label as the crossover time. Specifically, when we plot the 𝑥-component (𝑚𝑥) 
of magnetization vs time, the crossover time is the first time when 𝑚𝑥 = 0. The crossover time 
was used to compare the effect of different strain ramps, amplitudes and material defects on the 
nanoellipse. Table 4.1 summarizes the different voltage amplitudes and resulting strain generated 
in the substrate for the fully-coupled model. 
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Table 4.1 Voltage amplitudes and equivalent strain values tested. 
Voltage Magnitude (V) Equivalent Strain (ppm) 
0.94 800 
1.41 1200 
1.88 1600 
2.35 2000 
A total of 12 simulations were conducted since the four different voltages were applied at three 
different ramp rates: 1e9 s-1, 1e10 s-1, and 1e11 s-1.  Here, the ramp rate refers to the time required 
to reach the maximum applied voltage. The ramp rate of 1e9 s-1 implies it takes 1 ns to reach the 
maximum voltage from the time the voltage is applied. 1e10 s-1 and 1e11 s-1 correspond to 0.1 ns 
and 0.01 ns respectively to reach the maximum applied voltage. Strain values up to 2000 ppm were 
tested since experimentally it is hard to achieve strain above 2000 ppm in thin film PZT. Figure 
4.2a shows that the in-plane mechanical strain of the fully-coupled model, 𝜀𝑦𝑦 − 𝜀𝑥𝑥, does not 
remain constant once the peak voltage is reached due to mechanical oscillations in the substrate. 
However, these small oscillations are neglected when modeling strain effects in the purely 
micromagnetics model as indicated in Figure 4.2b. This model is discussed next.   
 
Figure 4.2 (a) Strain profile resulting from applied voltage pulse in fully-coupled model. (b) 
Uniaxial anisotropy pulse used in micromagnetics simulations for approximating the strain 
pulse of the fully-coupled model. 
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c. Micromagnetics Model 
The micromagnetics model implemented in the open source MuMax3 software has a much faster 
run time in comparison to the fully-coupled finite element model. For this reason, a second set of 
simulations was conducted in MuMax3 to compare the predicted crossover times to see if it could 
be used as a possible design tool for future multiferroic heterostructures. Previous work indicates 
slight variations in behavior of multiferroic devices in the fully-coupled model and 
micromagnetics model where the fully-coupled model better predicts experimental results[82]. 
However, if the two models predict similar crossover time, it is more time efficient to use MuMax3 
for device design. 
In the purely micromagnetics model, small deformations and a constant uniform strain state in the 
CoFeB ellipse were assumed[82]. Subsequently, in the micromagnetics formulation, the 
magnetoelastic effective field was defined by 𝐻𝑚𝑒 = 3𝜆𝑠𝑌(𝜀𝑦𝑦 − 𝜀𝑦𝑦)/𝑀𝑠 where Y is the Young’s 
modulus of CoFeB, found to be 160 GPa[115], and (𝜀𝑦𝑦 − 𝜀𝑦𝑦) is the in-plane strain in the ellipse. 
The magnetoelastic field, 𝐻𝑚𝑒 , is represented by a uniform uniaxial magnetic anisotropy, 𝐾, 
defined as 𝐾 = 𝜇𝑜𝐻𝑚𝑒𝑀𝑠/2 [103]. Through this formulation, the strains in Table 4.1 were 
converted to equivalent uniaxial magnetic anisotropies within the CoFeB ellipse for the 
micromagnetics simulations.  
In the micromagnetics model, a 1 nm cubic mesh was used within the magnetic domain since faster 
run times allowed for smaller meshes. All magnetic material properties remained the same as in 
the fully-coupled model. Similarly, the magnetization within the CoFeB ellipse was initialized 
along the positive 𝑥-direction and allowed to relax for 1 ns before the ramped uniaxial anisotropy 
was applied along the minor axis of the ellipse, (i.e. the 𝑦-axis). The strain profiles of the fully-
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coupled model were represented in the micromagnetics formulation by defining the corresponding 
time varying uniaxial magnetic anisotropy as seen in Figure 4.2b. The oscillatory behavior of the 
mechanical strains in the fully coupled model were neglected in the micromagnetics formulation 
because their relative deviation is small compared to the magnitude of the strain. The crossover 
time was recorded for these simulations and compared to the fully-coupled model discussed in 
Section 4.3.  
d. Simulation with Defects 
One final set of simulations was studied to include geometric defects of the CoFeB ellipse. The 
simulated defect is illustrated in Figure 4.1b. Specifically, a semicircle 20 nm in radius is defined 
with the flat edge located 5 nm from the edge of the ellipse at 60o ccw from the 𝑥-axis. In this 
small semicircular region, the magnetization is fixed in the positive 𝑦-direction to simulate the 
location of a pinned magnetization site arising from fabrication defects. In the fully-coupled model, 
a strong bias magnetic field of 26 kOe was defined in this region. A corresponding uniform 
uniaxial magnetic anisotropy was defined in this region in MuMax3. These large pinning 
field/anisotropy was selected to reflect experimental data in which defects cause magnetization to 
be completely pinned in a localized region. The geometric defect studies were conducted for the 
four different strain amplitudes listed in Table 4.1 at an application rate of 1e9 s-1. Only the 
minimum strain rate was tested since the simulations indicated the largest deviation in crossover 
time occurred for the slowest ramp. All findings are presented next. 
4.3 Results and Discussion 
Figure 4.3a shows the strain-induced magnetization dynamics of a single CoFeB ellipse subjected 
to a maximum strain of 1200 ppm applied at a linear ramp rate of 1 GHz (i.e., 1e9 s-1 slope). The 
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magnetization is initialized along the positive 𝑥-direction and, for both models, is shown to be 
stable before strain is applied at 𝑡 =  1 ns. The magnetization does not rotate instantaneously and 
begins to rotate after a delay time (𝑡𝑑). This delay time corresponds to the first time when 𝑚𝑥 ≠ 1. 
The delay times are 𝑡𝑑  =  2.1 ns and 𝑡𝑑  =  1.6 ns for the fully-coupled and micromagnetics 
models, respectively. The 𝑥-component of magnetization for the ellipse reduces to 𝑚𝑥  =  0 (i.e., 
90º of rotation) at the crossover time (𝑡𝑐). The crossover time is recorded after the voltage is first 
applied at 1 ns, consequently, if the time it takes 𝑚𝑥 = 0 is 𝑛 nanoseconds, the corresponding 
crossover time, 𝑡𝑐 is 𝑛 − 1 nanoseconds. The crossover times for the fully-coupled and 
micromagnetics models are 𝑡𝑐  =  1.18  ns and 𝑡𝑐  =  0.8 ns, respectively. The 𝑥-component of 
magnetization in the fully-coupled model is 𝑚𝑥  =  −0.8 which corresponds to a maximum 
rotation angle of 143º. The rotation angle is calculated from an initial position of 0o to a final angle 
calculated by tan−1(𝑚𝑦/𝑚𝑥).  Similarly, the micromagnetics model reaches a minimum of 𝑚𝑥  =
 −0.75 corresponding to a maximum rotation angle of 138º. Although not shown on the plot, the 
𝑥-component of magnetization in both models approaches 𝑚𝑥  =  0 (i.e., 90º) for prolonged run 
time. 
Figure 4.3b shows the crossover times of the fully-coupled and micromagnetics models for all 
strain rates and strain amplitudes studied. The plot legend distinguishes fully-coupled models with 
“c” and the micromagnetics studies with “m.” The slope of the strain function ramp is denoted 
numerically. For example, “c9” identifies the results of the fully-coupled model for a strain 
function ramp with a slope of 1e9 s-1 (i.e., 1 GHz). As seen from Figure 4.3b, the crossover times 
decrease linearly with increasing strain amplitude and decrease with strain rate for the 
micromagnetics models. Similarly, this trend occurs for the fully-coupled models except for the 
1e11 s-1 strain rate where 𝑡𝑐  increases from 1600 ppm to 2000 ppm. In both models, the crossover 
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times at 1 GHz are significantly longer than the 10 GHz and 100 GHz strain rates. For the fully-
coupled model, 𝑡𝑐 at 1 GHz is reduced by 33% when strain is applied at 10 GHz or 100 GHz. For 
the micromagnetics model, 𝑡𝑐 at 1 GHz is reduced by 75% and 79% when strain is applied at 10 
GHz and 100 GHz, respectively. For both types of models, there is little difference in crossover 
times when the strain rate is increased from 10 GHz to 100 GHz, signifying a limiting value as 
strain rate is increased.  
The magnetization dynamics of the CoFeB element are determined by magnetoelastic effects and 
the ferromagnetic resonance (FMR) frequency of the ellipse. Macroscopically, FMR of a magnetic 
material is defined as the frequency with which the magnetic spins in a sample will reorient in the 
direction of a bias magnetic field. Before strain is applied, shape anisotropy maintains the 
magnetization directed along the 𝑥-axis in the initialized positive direction. When strain is applied 
along the 𝑦-axis, an energy well is produced which results in a preferential magnetization direction 
along the minor axis of the ellipse. The magnetization of the ellipse does not respond 
instantaneously and this delay in rotation corresponds to the FMR frequency of the ellipse. 
Although the geometry and material choice are the same in the fully-coupled and micromagnetics 
models, a difference in FMR is expected because the strain distributions do not match identically. 
Specifically, time-varying and spatially non-uniform strain distributions are seen in the fully-
coupled model while the micromagnetics simulation assumes a constant and spatially uniform 
strain distribution within the ellipse. Consequently, the delay and crossover times differ between 
the two models.  
The effects of strain on the FMR response for the CoFeB ellipse explain the decreasing trends in 
crossover times of the fully-coupled and micromagnetics models. The FMR frequency of the 
ellipse can be approximated using Kittel’s equation for a rectangular prism which indicates this 
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resonance frequency is proportional to the square root of applied strain. Consequently, the 
resonance frequency increases with strain amplitude and rate. This increase in resonance frequency 
corresponds to greater rotation rates of the element magnetization thereby decreasing the crossover 
times. Although the resonance frequency is proportional to the square root of applied strain, the 
range of strain values chosen is not large enough to show this dependence. Thus, a linear decrease 
of 𝑡𝑐 is found. In contrast to the other strain amplitudes and rates, the 2000 ppm strain amplitude 
at 100 GHz strain rate case shows non-uniform magnetization states. This indicates incoherent 
magnetization precession within the ellipse resulting in spatially non-uniform magnetization 
rotation. Consequently, the ellipse magnetization rotates slower compared to the 1600 ppm at 100 
GHz case because the rotation rate is volume averaged over the element. The incoherencies may 
result from reflections of waves within the element causing different regions of magnetization to 
rotate differently resulting in increased time for the total volume change of magnetization to rotate 
towards the 𝑦-axis.  
 
Figure 4.3 (a) 𝑥-component of the ellipse magnetization vs. time for an applied strain 
(anisotropy) at rate of 1e9 s-1 and amplitude of 1200 ppm (32 kJ/m3). (b) Crossover times of 
the fully-coupled and micromagnetics models for slopes of 1e9 s-1, 1e10 s-1, and 1e11 s-1 at 
strain amplitudes of 1200 ppm, 1600 ppm, and 2000 ppm. 
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Figure 4.4a shows the strain-induced magnetization dynamics of a single CoFeB ellipse subjected 
to a maximum strain of 1200 ppm applied at a linear ramp rate of 1 GHz with a defect located at 
θ = 60º. The 𝑥-component of magnetization (𝑚𝑥) is initialized along the positive 𝑥-direction and, 
for both models, oscillates about an average value below 𝑚𝑥  =  1. This average value is 𝑚𝑥  =
 0.78 and 𝑚𝑥  =  0.90 for the fully-coupled and micromagnetics models, respectively. Strain is 
applied to the ellipse along its minor axis at t = 1 ns. However, the magnetization does not rotate 
instantaneously and begins to rotate at a delay time 𝑡𝑑  =  1.2 ns in the fully-coupled simulation. 
Similarly, 𝑚𝑥 rotates at 𝑡𝑑  =  1.15 ns for the micromagnetics model. The magnetization reaches 
90º at 𝑡 =  1.7 ns for the fully-coupled study which corresponds to a crossover time 𝑡𝑐  =  0.7 ns. 
Similarly, 𝑚𝑥 reaches 90º at 𝑡 =  1.4 ns for the micromagnetics model corresponding to a 
crossover time 𝑡𝑐 = 0.4 ns. The 𝑥-component of magnetization in the fully-coupled model reaches 
a minimum of 𝑚𝑥  =  −0.2 which corresponds to a maximum rotation angle of 100
o. Similarly, 
the minimum value of the micromagnetics model is 𝑚𝑥  =  −0.50 corresponding to a rotation of 
120o. Although not shown on the plot, the 𝑥-component of magnetization in both models 
approaches 𝑚𝑥  =  0 (i.e., 90º) for 𝑡 >  2 ns. 
The decreases in crossover times for the ellipse with a defect relative to the ellipse without a defect 
are caused by changes in local magnetic anisotropy. Specifically, the defect region changes the 
anisotropy energy and direction in a local region, which has effects on the volume average 
magnetization through exchange interactions. In particular, the anisotropy within the defect region 
causes a preferential magnetization direction along the 𝑦-axis. As a result, the magnetization 
located near this area prefers a similar orientation. However, as distance away from the defect 
region is increased, less influence from the defect region is exerted on the ellipse magnetization. 
Consequently, the shape anisotropy of the ellipse dictates the magnetization direction at sufficient 
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distance from the defect area. In contrast, to the results shown in Figure 4.3a, the defect results in 
an initial equilibrium state with 𝑚𝑥  <  1 indicating that the magnetization is orientated at a 
nonzero angle. Thus, a smaller rotation angle is needed for the magnetization to fully rotate to 
𝑚𝑥  =  0 (i.e., 90º). This would result in shorter crossover times for both the fully-coupled and 
micromagnetics simulations.  
Figure 4.4 (a) 𝑥 −component of the ellipse magnetization vs. time for an applied strain 
(anisotropy) at rate of 1e9 s-1 and amplitude of 1200 ppm (32 kJ/m3) for ellipse with defect 
located at θ = 60º. (b) 𝑡𝑐 of the fully-coupled and micromagnetics models for slopes of 1e9 s
-1, 
1e10 s-1, and 1e11 s-1 at strain amplitudes of 1200 ppm, 1600 ppm, and 2000 ppm. 
 
4.4 Conclusion and Outlook 
In this study, a fully-coupled finite element model and micromagnetics model were used to 
investigate the effects of strain amplitude and strain rate on the dynamic magnetoelastic response 
of a CoFeB nanoellipse in a multiferroic heterostructure. The rate for magnetic reorientation of the 
ellipse was shown to increase with strain amplitude and rate. However, the time needed for the 
magnetization to rotate 90º at 10 GHz and 100 GHz strain rates varied only slightly, indicating an 
asymptotic increase in magnetization rotation rate. The presence of a semicircular defect located 
near the periphery of the ellipse increased the rotation speed and decreased the total rotation angle 
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as a result of local magnetic anisotropy changes. The results presented here can be used to guide 
strain-mediated nanomagnetic designs for applications in magnetic memory, nanomotors, or 
magnetic ratcheting devices.  
Chapters 3 and 4 have compared the results of modeling a magnetoelastic material using a fully-
coupled model which integrates linear piezoelectric equations with micromagnetics equations 
verses using a pure micromagnetics solver. Both chapters have indicated different predicted device 
behavior between the two models. To date, the fully-coupled model has been demonstrated to 
better predict experimental results of strain-mediated multiferroic materials[82], [83], [133]. Still, 
using a coupled model with linear piezoelectric equations often leads to optimistic predictions 
regarding the true device performance. Including material defects in the magnetic domain by using 
high magnetic anisotropy fields, as discussed in this chapter, is one method to improve current 
modeling methods of strain-mediated structures. Another approach is to replace the linear 
piezoelectric equations of the substrate to more realistically model the ferroelectric response of the 
substrate. This can be achieved through phase-field modeling techniques to capture polarization 
motion in the ferroelectric substrate and its corresponding effects on the magnetization dynamics. 
The development and results of this new model are discussed in Chapter 5.   
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V. Combined Ferroelectric and Micromagnetics Model of a Single Domain 
Magnetic Element 
5.1 Introduction 
Recent efforts towards creating nanoscale magnetic devices have propelled the development of 
strain-mediated multiferroic heterostructures[134]. These heterostructures have several potential 
applications including magnetic memory and particle manipulation for lab-on-chip 
technology[103], [106], [115], [117], [134]–[136]. Successful device implementation requires 
advanced computational modeling techniques that include interactions between ferroelectric and 
ferromagnetic materials to optimize its behavior. As such, a finite element model was developed 
that couples two phase field models with evolution of the order parameters governed by the Time-
Dependent-Ginzburg-Landau (TDGL) Equation (polarization) and the Landau-Lifshitz-Gilbert 
(LLG) Equation (magnetization). This enables assessing how the magnetoelastic response of 
magnetic nanostructures is impacted by non-linear ferroelectric behavior driven by domain wall 
motion in mechanically-coupled multiferroic composites.  
Past research efforts have resulted in a variety of multiferroic heterostructure designs based on the 
assumption of linear piezoelectric homogeneous strain within the substrate[47], [82], [103], [105], 
[117], [137]. In these heterostructures, strain generated in the ferroelectric substrate due to the 
applied voltage alters the magnetization of the ferromagnetic material through magnetostriction 
effects[138]. The magnetization response is affected by the heterostructure geometry, material 
properties and the substrate strain induced by the applied voltage[90]. In many experimental 
demonstration of strain-mediated multiferroic heterostructures, only a small fraction of the 
magnetic structures fabricated have displayed the predicted magnetization response[128], [139]. 
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For these experimental demonstrations, the strain has often been produced by using relaxor 
ferroelectric single crystals of [011] cut PMN-xPT or PIN-PMN-PT to obtain an in-plane biaxial 
tensile-compressive strain state[117], [140]. Le Conte et al.[140] experimentally demonstrated that 
in these materials the strain response is inhomogeneous at the micron scale. As a result, the 
magnetization response in patterned Ni squares were heterogeneous across the substrate. Figure 
5.1 exhibits the dissimilar strain behavior in the substrate and corresponding effects on the 
magnetization.  This inhomogeneity may be the result of surface roughness, non-uniform charge 
distribution, or the focus of this chapter: domain structure in the ferroelectric material.  
 
Figure 5.1 (a) the measured strain variation in [011] cut PMN-PT sample using XMCD-PEEM 
by Lo Conte et al.[140] The measured strain is the in-plane piezo-strain 𝜀[100] − 𝜀[01−1] for an 
applied field of 0.66 MV/m and (b) the corresponding magnetization configuration of 1 𝜇𝑚 Ni 
squares in response to the applied electric field. Initially all elements formed the vortex state but 
the final magnetization configuration is different on different parts of the sample. The color 
squared represent the field required to switch from the vortex state to the bi-domain 
magnetization state[140]. 
The domain structure of the ferroelectric material gives it enhanced piezoelectric properties. 
Similar to piezoelectric materials discussed in Chapter 1, all ferroelectric materials will 
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mechanically deform in the presence of an applied electric field. However, in this special class of 
piezoelectric materials, ferroelectrics have an intrinsic spontaneous electric polarization and 
associated spontaneous strain in the absence of any field. This intrinsic polarization implies that 
the change in polarization of the material is not linearly proportional to the applied electric field, 
instead the relationship is a nonlinear behavior, the difference in the Polarization (P) vs Electric 
Field (E) of a piezoelectric and ferroelectric material are shown in Figure 5.2.  
 
Figure 5.2 (a) the linear response of the polarization to the applied field in a piezoelectric 
material vs (b) the nonlinear response of polarization to an applied electric field. 
This nonlinear behavior is a result of the polarization arrangement within the ferroelectric material. 
For each phase, there are multiple variants of polarization, each variant has its own unique 
spontaneous polarization and associated strain. With sufficiently high electric fields or stresses, 
the polarization can be switched to a different variant in the same phase or undergo a complete 
phase transformation. The mechanism of this change in polarization is through domain wall or 
phase boundary motion. This domain wall motion provides an increased electrical-mechanical 
coupling behavior which leads ferroelectric materials to having higher dielectric constants which 
produce a large strain response with an application of electric field[141]. The model developed 
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and presented in this chapter is used to assess the effect of ferroelectric domain wall (FDW) 
dynamics in the ferroelectric substrate on nanoscale magnetic structures. In these simulations, an 
electric field is applied in-plane to drive FDW motion in a rhombohedral crystal and study its 
interactions with single domain magnetic nanostructures for the first time. The introduction of 
strain inhomogeneity resulting from FDW motion offers additional insight on the magnetization 
response within multiferroic heterostructures as a result of the non-linear ferroelectric response of 
a substrate. 
Many past research efforts have focused on modeling the response of ferroelectric or ferromagnetic 
films under the application of external fields[141]–[148]. There have been a smaller number of 
ferroelectric and ferromagnetic coupled models. Hu et al.[149], [150] presented a 
phenomenological model for the magnetization reorientation of different materials due to the strain 
response of homogenous ferroelectric substrates. Zhong et al.[151] studied the effects of CFO thin 
film grown on a linear homogeneous PMN-PT substrate under an applied out-of-plane electric 
field. Wang et al.[152] created a model to study the interactions of CFO and BiFeO films. Hu et 
al.[153] analyzed the out-of-plane magnetization response of CFO patterned rectangles on BaTiO3 
film. Liang et al.[68] developed a bi-directional model coupling linear piezoelectric, 
micromagnetics and elastodynamics equations using a finite element platform. This bi-directional 
model has been used to guide design of various devices with both in-plane and out-of-plane 
magnetization[83], [84], [98], [115], [154], [155] and has better predicted the behavior of the 
multiferroic heterostructures[82], [156]. The use of linear piezoelectric constitutive equations 
neglects the effects of any FDW motion within the substrate. Among the few efforts to couple the 
evolving domain structure of a ferroelectric to the magnetic behavior of a heterostructure, none 
have addressed the effects of a rhombohedral domain structure on a magnetostrictive material even 
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though this domain structure is most commonly used in strain-mediated multiferroic 
heterostructures.  
In this chapter, results of simulations are presented that detail the effects of FDW motion within a 
ferroelectric rhombohedral single crystal substrate of Pb(In1/2Nb1/2)O3-Pb(Mg1/3Nb2/3)O3-PbTiO3 
(PIN-PMN-PT) on the in-plane magnetization dynamics of Ni disks. The strain change 
experienced by the Ni disk depends on whether the Ni is deposited away from a domain wall that 
subsequently sweeps under the entire disk or is deposited across an existing domain wall.  In this 
work, the Ni disks modeled are assumed to have been deposited on a ferroelectric substrate with 
domains present.  In the first case the Ni disk is deposited on one rhombohedral domain and a 
FDW then sweeps under the entire disk and strains it. In the second case, the Ni disk is deposited 
on a FDW and spans across two rhombohedral variants. As the FDW moves, only half of the disk 
is strained. The results are compared to the effect of linear piezoelectric strain induced in the 
substrate using the model developed by Liang et al. [68]. 
5.2 Simulation Details 
a. Landau-Devonshire Theory for Ferroelectrics 
Phenomenological thermodynamics based on Landau-Devonshire theory have been demonstrated 
to provide good predictions for the strain effects on the polarization behavior of a material, given 
that the thermodynamic potential function exists[73].  To include strain effects on the ferroelectric 
material, the free energy of the material is written in terms of the independent variables 
strain(𝜀𝑖𝑗) and polarization(𝑃𝑖)and provided in Equation 5.1. 
𝑑𝐹 = 𝜎𝑖𝑗𝑑𝜀𝑖𝑗 + 𝐸𝑖𝑑𝑃𝑖                                                          (5.1) 
72 
 
Here F is the Helmholtz-free energy for an isothermal system, 𝜎𝑖𝑗 is the second-rank stress tensor 
and 𝐸𝑖 is the component of the electric field. Using the Landau-Devonshire theory of 
ferroelectrics, the free energy in Equation 5.1 can be expanded to Equation 5.2 below: 
𝐹(𝜀, 𝑃) =
1
2
𝛼𝑖𝑗𝑃𝑖𝑃𝑗 +
1
3
𝛽𝑖𝑗𝑘𝑃𝑖𝑃𝑗𝑃𝑘 +
1
4
𝛾𝑖𝑗𝑘𝑙𝑃𝑖𝑃𝑗𝑃𝑘𝑃𝑙 +
1
5
𝛿𝑖𝑗𝑘𝑙𝑚𝑃𝑖𝑃𝑗𝑃𝑘𝑃𝑙𝑃𝑚
+
1
6
𝜔𝑖𝑗𝑘𝑙𝑚𝑛𝑃𝑖𝑃𝑗𝑃𝑘𝑃𝑙𝑃𝑚𝑃𝑛 +⋯+
1
2
𝑐𝑖𝑗𝑘𝑙𝜀𝑖𝑗𝜀𝑘𝑙 − 𝑎𝑖𝑗𝑘𝜀𝑖𝑗𝑃𝑘 −
1
2
𝑞𝑖𝑗𝑘𝑙𝜀𝑖𝑗𝑃𝑘𝑃𝑙     (5.2) 
Where 𝛼𝑖𝑗, 𝛽𝑖𝑗𝑘, 𝛾𝑖𝑗𝑘𝑙, 𝛿𝑖𝑗𝑘𝑙𝑚, and 𝜔𝑖𝑗𝑘𝑙𝑚𝑛 are phenomenological expansion coefficients, 𝑐𝑖𝑗𝑘𝑙, 
𝑎𝑖𝑗𝑘, and 𝑞𝑖𝑗𝑘𝑙 are the elastic, piezoelectric and electrostrictive constant tensors, respectively. The 
coefficients are all constants with the exception of 𝛼𝑖𝑗 which is linearly proportional to the 
temperature. The electrostrictive constants tensor(𝑞𝑖𝑗𝑘𝑙) can be found from the electrostrictive 
coefficients(𝑄𝑖𝑗𝑘𝑙) of a material measured from experiments using the elastic tensor and the 
relationship 𝑞𝑖𝑗𝑘𝑙 = 2𝑐𝑖𝑗𝑚𝑛𝑄𝑚𝑛𝑘𝑙. When the material is centrosymmetric, as in the case of a 
ferroelectric material, the odd terms are dropped leading to a simplified form of the free energy 
given in Equation 5.3[73]. 
𝐹(𝜀, 𝑃) =  
1
2
𝛼𝑖𝑗𝑃𝑖𝑃𝑗 +
1
4
𝛾𝑖𝑗𝑘𝑙𝑃𝑖𝑃𝑗𝑃𝑘𝑃𝑙 +
1
6
𝜔𝑖𝑗𝑘𝑙𝑚𝑛𝑃𝑖𝑃𝑗𝑃𝑘𝑃𝑙𝑃𝑚𝑃𝑛 +⋯+
1
2
𝑐𝑖𝑗𝑘𝑙𝜀𝑖𝑗𝜀𝑘𝑙                
−
1
2
𝑞𝑖𝑗𝑘𝑙𝜀𝑖𝑗𝑃𝑘𝑃𝑙                                                                                                               (5.3) 
This energy formulation is capable of capturing the nonlinear behavior of ferroelectric materials 
but must be derived for each phase of a ferroelectric material. Lv et al.[157] developed a unique 
10th order energy expansion based on the Landau-Devonshire theory to capture the variant and 
phase transitions in rhombohedral single crystal Pb(In1/2Nb1/2)O3-Pb(Mg1/3Nb2/3)O3-PbTiO3 (PIN-
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PMN-PT) which is used to govern the ferroelectric substrate behavior in this combined model. For 
this particular phase, the three polarization components of the material can be reduced to two in-
plane polarization components. This is a result of the polarization perpendicular to the applied 
field plane, in the [110] direction, is zero throughout the polarization switching process. The initial 
cubic coordinate system of the material is displayed in Figure 5.3a with the simplified two 
component coordinate system provided in Figure 5.3b. In Figure 5.3b, R1, R2, R3, and R4 indicate 
the different variants of polarization that can be expected in this rhombohedral phase.   
 
Figure 5.3 (a) Cubic coordinate system used to develop phase field model by Peng et al. (b) The 
simplified 2D coordinate system containing the four different variants of polarization, R1, R2, 
R3 and R4. This plane is the diagonal plane seen in (a) with the z-direction as the [110] direction. 
 
The two component Landau-Devonshire energy developed by Lv et al.[157] for PIN-PMN-PT is 
provided Equation 5.4: 
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𝑓𝐿𝐷 = 𝛼1(𝑝𝑦
2 + 𝑝𝑧
2) +
1
2
𝛼11(2𝑝𝑦
4 + 𝑝𝑧
4) +
1
4
𝛼12(4𝑝𝑦
2𝑝𝑧
2 + 𝑝𝑧
4) +
1
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6 + 𝑝𝑧
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4𝑝𝑧
2 + 𝑝𝑧
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4𝑝𝑧
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2𝑝𝑧
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16
𝛼11112(2𝑝𝑦
2𝑝𝑧
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8𝑝𝑧
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+
1
16
𝛼11223(4𝑝𝑦
4𝑝𝑧
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2𝑝𝑧
8) +
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𝛼11123(2𝑝𝑦
6𝑝𝑧
4 + 𝑝𝑦
2𝑝𝑧
8)                                   (5.4) 
b. Ferroelectrics Phase-Field and Finite Element Model 
The total free energy of this ferroelectric material is a combination of the 10th order Landau-
Devonshire energy in Equation 5.4, the gradient energy, elastic energy, and the electric energy.  
The gradient energy is similar to the magnetic exchange energy discussed in Chapter 2 which 
prefers parallel alignment for neighboring electric dipoles. A higher energy is expected when 
parallel dipoles are misaligned. This energy affects the domain wall thickness in the material. The 
elastic energy is a result of the stress induced in the material and the electric energy is a direct 
effect of the electric field applied to the ferroelectric material. The equations for these energies as 
a function of the two polarization components, 𝑝𝑦 and 𝑝𝑧 are presented in Equations 5.5 – 5.8 
[158]. 
𝑓𝑔𝑟𝑎𝑑 =
1
2
𝐺(𝑝𝑦,𝑦
2 + 𝑝𝑧,𝑧
2 + 𝑝𝑦,𝑧
2 + 𝑝𝑧,𝑦
2 )                                       (5.5) 
𝑓𝑒𝑙𝑎𝑠 =
1
2
𝐶22
′ (𝜀𝑦𝑦
𝑒𝑙 )
2
+
1
2
𝐶33
′ (𝜀𝑧𝑧
𝑒𝑙)2 + 𝐶23
′ 𝜀𝑦𝑦
𝑒𝑙 𝜀𝑧𝑧
𝑒𝑙 + 2𝐶44
′ (𝜀𝑦𝑧
𝑒𝑙 )
2
                  (5.6) 
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𝑓𝑒𝑙𝑒𝑐 = −𝐸𝑦𝑝𝑦 − 𝐸𝑧𝑝𝑧 −
1
2
𝜅0(𝐸𝑦
2 + 𝐸𝑧
2)                                       (5.7) 
Here, 𝐺 is the gradient coefficient, 𝐶22
′ , 𝐶33
′ , 𝐶23
′ , and 𝐶44
′  are the transformed cubic elastic stiffness 
components, 𝐸𝑦, 𝐸𝑧 , and 𝜅0 are the electric field components along each axis, 𝑦 and 𝑧, and the 
permittivity of free space respectively. For further details of the development of this phase-field 
model, readers are encouraged to see references [157] and [158]. The phase field model was then 
implemented in a finite element platform to study ferroelectric material behavior in the presence 
of external stress and electric fields by Lv et al.[158].  
The temporal response of polarization to external (stress or electric) fields is governed by the Time-
Dependent-Ginzburg-Landau(TDGL) Equation. The 2D TDGL equation is given in Equation 5.8. 
𝛽𝑝?̇? = (
𝜕𝑓
𝜕𝑝𝑦,𝑦
)
,𝑦
+ (
𝜕𝑓
𝜕𝑝𝑦,𝑧
)
,𝑧
−
𝜕𝑓
𝜕𝑝𝑦
                                         (5.8𝑎) 
𝛽𝑝?̇? = (
𝜕𝑓
𝜕𝑝𝑧,𝑦
)
,𝑦
+ (
𝜕𝑓
𝜕𝑝𝑧,𝑧
)
,𝑧
−
𝜕𝑓
𝜕𝑝𝑧
                                         (5.8𝑏) 
𝑓 = 𝑓𝐿𝐷 + 𝑓𝑔𝑟𝑎𝑑 + 𝑓𝑒𝑙𝑎𝑠 + 𝑓𝑒𝑙𝑒𝑐                                                 (5.9) 
Here 𝛽 is the inverse mobility constant and 𝑓 is the total energy of the system, given in Equation 
5.9, which is the sum of the Landau-Devonshire, gradient, elastic and electric energies. Using first 
variations techniques as in Chapter 2, the governing equation was converted to a weak form for 
use in a finite element platform. The model developed was demonstrated to successfully predict 
the behavior of polarization in rhombohedral PIN-PMN-PT. Various polarization dynamics were 
observed in PIN-PMN-PT film, including the formation of 71o and 109o domain walls from an 
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initially randomized polarization state. In addition, the model predicts polarization switching 
behavior at sufficiently high fields when 71o FDWs were present but no corresponding FDW 
motion. FDW propagation was observed for substrates with 109o domain wall presents which 
would subsequently sweep across the substrate rotating the polarization direction to be 
energetically favorable with the applied field orientation[158].  The 109o domain wall was used to 
study the effects of FDW motion on magnetic nanoelements in a new finite element model to better 
understand magnetization response in strain-mediated multiferroic heterostructures.  
Due to limitations of computer memory, the simulated heterostructure must be on the order of 500 
nm. As a result, the geometry for the ferroelectric substrate modeled was a 2D, 500 nm x 240 nm 
substrate with [011] cut PIN-PMN-PT properties[158]. Since ferroelectric domains can vary in 
size between 100’s of nanometers to few microns[159], a single 109o FDW was artificially initiated 
at the center of this substrate.  To set a FDW at a specific location, the polarization on the left and 
right of the FDW were defined. The polarization had components 𝑃𝑥 and 𝑃𝑦 on the left of the FDW 
and components 𝑃𝑥 and – 𝑃𝑦 on the right of the FDW as illustrated in Figure 5.4b. Once these initial 
conditions were applied, the system relaxed to form the desired equilibrium FDW governed by 
TDGL. The boundary conditions developed by Lv et al.[158] included periodic boundary 
conditions to imitate an infinite substrate and allow for expansion and contraction of the 
boundaries without producing any additional strain. These boundary conditions are presented in 
Figure 5.4a.  
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Figure 5.4 (a) The boundary conditions implemented by Lv et al.[158] in the finite element 
model for PIN-PMN-PT where 𝑢 represents the displacements in the 𝑥-direction. An additional 
set of three equations (not shown) are prescribed for the displacements in the 𝑦-direction. (b) 
The PIN-PMN-PT substrate used in the model to represent strain-mediated multiferroic 
heterostructure. To initiate the FDW at a specific location, the polarization vectors on the left and 
right of the domain wall must be prescribed as shown. 
After the formation of the FDW, an electric field on 0.46 MV/m was applied in the [110] direction 
causing FDW propagation to the right. The magnitudes of the polarization components were 𝑃𝑥  =
0.271 [
𝐶
𝑚2
] and 𝑃𝑦  =  0.384 [
𝐶
𝑚2
] [158] and the applied electric field was 0.46 MV/m. After a 
mesh convergence study, it was determined that the minimum size mesh to use for the propagation 
of the FDW was a 6 nm triangular mesh.  
c. Coupled Ferroelectrics and Micromagnetics Model   
In the phase field model with magnetization as the order parameter, the evolution of magnetization 
is governed by the LLG Equation, Equation 5.10: 
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?̇? = −𝜇0𝛾(𝒎 × 𝑯𝑒𝑓𝑓) + 𝛼(𝒎 × ?̇?)                                          (5.10) 
where, 𝒎 is the normalized magnetic moment vector and the over dot represents the time 
derivative, 𝜇0 is the permeability of free space, 𝛾 is the gyromagnetic ratio, 𝛼 is the damping 
constant, and 𝑯𝑒𝑓𝑓 is the effective magnetic field. The total free energy for the magnetic 
domain, 𝐸𝑡𝑜𝑡𝑎𝑙 = 𝐸𝑧𝑒𝑒𝑚𝑎𝑛 + 𝐸𝑒𝑥 + 𝐸𝑚𝑐𝑎 + 𝐸𝑑𝑒𝑚𝑎𝑔 + 𝐸𝑒𝑙𝑎𝑠, is the sum of the Zeeman, magnetic 
exchange, magnetocrystalline, demagnetization and elastic energies[90]. Details of finding each 
energy term are discussed in Chapter 2. 𝑯𝑒𝑓𝑓 is found by taking the partial derivative of the total 
free energy with respect to magnetization: 𝑯𝑒𝑓𝑓 = −(1/𝜇0𝑀𝑠) (𝜕𝐸𝑡𝑜𝑡𝑎𝑙/𝜕𝒎) where 𝑀𝑠 is the 
saturation magnetization[68].   
To study individual magnetic reorientations on different parts on a ferroelectric substrate, a Ni disk 
was positioned at two different locations on the substrate to observe magnetization dynamics due 
to the motion of different FDW configurations as seen in Figure 5.5a and 5.5b. In the first 
simulation, the Ni disk was positioned so the FDW starts to the left of disk and then the FDW 
propagated through the substrate travelling across the entire bottom surface of the Ni disk. This is 
referred to as “Left” disk since the FDW was initialized on the left of the disk. In the second 
simulation, the Ni disk was positioned such that the FDW bisects the disk. The FDW propagates 
across half of the Ni disk when the ferroelectric is excited.  This is referred to as “Middle” disk 
since the FDW was initialized in the middle of the disk.  
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Figure 5.5 (a) the initial polarization (blue arrows) and magnetization (red arrows) configuration 
of the “Left” Ni disk where the FDW sits entirely on the left side of the magnetic element. The 
bottom panel indicates that displacements are directly transferred from the ferroelectric surface 
to the magnetic domain. (b) The initial polarization and magnetization configuration for the 
“Middle” Ni disk where the FDW sits directly underneath the magnetic domain. The bottom 
panel indicates the direction of the applied field E which will cause the FDW to propagate to the 
right in the positive x-direction. The coordinate axis are labelled for reference. 
The displacements in the 𝑥- and 𝑦- directions from the 2D surface of the ferroelectric substrate 
were transferred onto the bottom surface of the disk. When an amorphous magnetic material is 
deposited on a ferroelectric substrate, the strain in the magnetic material is zero even when there 
are eigenstrains in the ferroelectric substrate associated with polarization. To account for this zero 
initial strain in the disk, the transferred displacements were normalized with respect to the 
displacement generated from the FDW formation. The disk itself was mechanically constrained to 
suppress rigid body rotation by fixing the displacements at the left edge of the disk.  To capture 
the effects of magnetostrictive behavior of the material, the influence of the magnetization induced 
strain on the Ni disk was represented as a body force derived from the magnetostrictive strain, 𝜀𝑖𝑗
𝑚 
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(Equation 5.11)[90], the elastic constitutive relationship between stress (𝜎𝑖𝑗
𝑚) and strain,  
(Equation 5.12)[160], and mechanical equilibrium equation (Equation 5.13)[160].  
𝜀𝑖𝑗
𝑚 =
3
2
𝜆𝑠 (𝑚𝑖𝑚𝑗 −
1
3
)                                                                   (5.11) 
𝜎𝑖𝑗
𝑚 = 𝜆𝜀𝑘𝑘
𝑚 + 2𝜇𝜀𝑖𝑗
𝑚                                                    (5.12) 
𝜎𝑖𝑗,𝑖
𝑚 + 𝑓𝑗
𝑚 = 𝜌𝑢𝑗,𝑡𝑡                                                        (5.13) 
Where 𝜆𝑠 is the magnetostrictive constant, 𝜆 and 𝜇 are the first and second Lame’s elastic 
constants, 𝜌 is the density of the magnetic element, and 𝑢𝑗,𝑡𝑡 is the second time derivative of the 
displacements. Substitution of Equation 5.12 into Equation 5.13 yields the three different force 
components listed in Equation 5.14. 
𝑓1 = 𝜌𝑢1,𝑡𝑡 − 𝜆𝑠(𝜀𝑘𝑘,1 − 2𝜇𝜀𝑖1,𝑖)                                           (5.14𝑎) 
𝑓2 = 𝜌𝑢2,𝑡𝑡 − 𝜆𝑠(𝜀𝑘𝑘,2 − 2𝜇𝜀𝑖2,𝑖)                                           (5.14𝑏) 
𝑓3 = 𝜌𝑢3,𝑡𝑡 − 𝜆𝑠(𝜀𝑘𝑘,3 − 2𝜇𝜀𝑖3,𝑖)                                           (5.14𝑐) 
Next, the divergence of Equation 5.11 is found in Equation 5.15 and substituted into Equation 5.14 
to find the equivalent body force due only to magnetization changes within the material.   
𝜀𝑖𝑗,𝑗 =
3
2
𝜆𝑠(𝑚𝑖,𝑖𝑚𝑗 +𝑚𝑖𝑚𝑗,𝑖)                                                    (5.15𝑎) 
𝛿𝑖𝑗𝜀𝑘𝑘,𝑖 = 𝜀𝑘𝑘,𝑗 =
3
2
𝜆𝑠(𝑚𝑘,𝑗𝑚𝑘 +𝑚𝑘𝑚𝑘,𝑗) = 3𝜆𝑠(𝑚𝑘,𝑗𝑚𝑘)                 (5.15𝑏) 
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Plugging Equation 5.15a and 5.15b into the three force components yields the final form of the 
body force included in the finite element model: 
𝑓1 = 𝜌𝑢1,𝑡𝑡 − 3𝜆𝑠 [𝜆(𝑚1,1𝑚1 +𝑚2,1𝑚2 +𝑚3,1𝑚3)
+ 𝜇 ((𝑚1,1 +𝑚2,2 +𝑚3,3)𝑚1 +𝑚1𝑚1,1 +𝑚2𝑚1,2 +𝑚3𝑚1,3)]                (5.16𝑎) 
𝑓2 = 𝜌𝑢2,𝑡𝑡 − 3𝜆𝑠 [𝜆(𝑚1,2𝑚1 +𝑚2,2𝑚2 +𝑚3,2𝑚3)
+ 𝜇 ((𝑚1,1 +𝑚2,2 +𝑚3,3)𝑚2 +𝑚1𝑚2,1 +𝑚2𝑚2,2 +𝑚3𝑚2,3)]               (5.16𝑏) 
𝑓3 = 𝜌𝑢3,𝑡𝑡 − 3𝜆𝑠 [𝜆(𝑚1,3𝑚1 +𝑚2,3𝑚2 +𝑚3,3𝑚3)
+ 𝜇 ((𝑚1,1 +𝑚2,2 +𝑚3,3)𝑚3 +𝑚1𝑚3,1 +𝑚2𝑚3,2 +𝑚3𝑚3,3)]               (5.16𝑐) 
The magnetic material properties and geometry used in these studies were those of a nanometer 
scale polycrystalline Ni disk (i.e. isotropic) with diameter of 200 nm and thickness of 5 nm. The 
exchange constant, saturation magnetization, damping constant, Young’s Modulus, 
magnetostrictive constant, and the two magnetoelastic coupling coefficients were: 𝐴 = 1.05𝑒 −
11 [𝐽/𝑚],[90]  𝑀𝑠 = 4.85𝑒5 [𝐴/𝑚],[90] 𝛼 = 0.038,[161]  𝑌 = 200 [𝐺𝑃𝑎],[90] 𝜆𝑠 = −34𝑒 −
6,[90]  𝐵1 = 6.2𝑒6 [𝑁/𝑚
2],[90] and 𝐵2 = 4.3𝑒6 [𝑁/𝑚
2],[90] respectively. 
d. Coupled Ferroelectrics and Micromagnetics Model Results 
With the field applied in the [110] direction, the FDW propagates to the right beneath the Ni disk 
to the edge of the substrate as seen in the lower panel images of Figure 5.6a and 5.6b. The lower 
panel demonstrates the final polarization configuration (arrows) in the substrate after full 
propagation of the FDW. The upper panel of Figure 5.6a shows the final magnetic configuration 
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(arrows) and biaxial in-plane principal strain,𝜀1 − 𝜀2 (color bar) for the “Left” disk. The resulting 
in-plane biaxial strain difference and magnetization configuration within the “Middle” disk is 
visible in the upper panel of Figure 5.6b. 
 
Figure 5.6 (a) (Upper panel) The final magnetization (arrows) and average in-plane principal strain 
difference, 𝜀1 − 𝜀2, (color bar) and (Lower panel) the final polarization configuration (arrows) after full 
propagation of the FDW within the 200 nm (a) “Left” disk and (b) “Middle” disk. 
 
In Figure 5.7a the average principal strain difference across the bottom surface of the “Left” disk 
is plotted as ∆𝐿𝑒𝑓𝑡. The initial strain in the nickel element was set to zero to approximate a system 
where the disk was deposited after FDW relaxation. As time increased, a continuous growth of the 
in-plane principal strain difference was observed as the upward polarization domain increased in 
size and stretched the substrate in the 𝑦-direction while compressing in the 𝑥-direction. As the 
FDW propagated through the disk, a 0.48% strain difference was generated in its path of motion.  
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Similar strain behavior is evident in the “Middle” Ni disk case where the FDW was located at the 
center of the disk. The bottom surface principal strain difference behavior is captured in the 
∆𝑀𝑖𝑑𝑑𝑙𝑒 curve of Figure 5.7a. As the FDW propagated, the change in the in-plane strain 
continuously increased in magnitude as well. However, the time of propagation for the FDW 
across the bottom surface of the disk was shorter. As the FDW moved across the bottom surface 
of the disk, it also generated a strain of 0.48% in the region of FDW propagation. Since the strain 
was generated on only half the surface of the disk, the average strain for the disk measured was 
0.24%. This value is expected since the region with no FDW motion recorded a strain of 
approximately 0%. In the left region with no FDW motion, a local region of 1.4% compressive 
strain oriented along the 𝑥-direction was observed resulting from the mechanical boundary 
condition to suppress rigid body rotation. Experimentally, one would expect pinning sites due to 
defects in the magnetic disk which would produce similar localized regions of high magnetic 
anisotropy as discussed in Chapter 4.  The strain responses of the different FDW configurations 
resulted in two unique final magnetic configurations. 
For the “Left” disk, the average magnetization angle settled at 𝜃𝑚 = −35
𝑜as evident in Figure 
5.7b from the 𝐿𝑒𝑓𝑡 curve. The increase in 𝜃𝑚 between t = 1.1 and 1.95 ns corresponds to the 
ramping of the electric field within this time interval. The slight overshoot and then drop off the 
angle at the end of the ramp when the field was held constant results for low damping of Ni, 𝛼 =
0.038. The total magnetization change was ∆𝜃𝑚 = 45
𝑜 due to the FDW propagation in the “Left” 
disk. 
In the “Middle” disk, the average magnetization settled at 𝜃𝑚 = −25
𝑜. However, the 
magnetization was not uniform within the domain. The magnetization in the region where the 
84 
 
FDW did not propagate (left of the FDW), was measured to be 𝜃𝑚 = −11
𝑜 and 𝜃𝑚 = −37
𝑜in the 
propagation region (right of the FDW). The tendency of the magnetization to align along the 𝑥-
direction in the left region is a result of the strain produced from the mechanical boundary 
condition creating an artificial easy axis of magnetization causing small pinning effects. With 
approximately zero strain in the surrounding region to overcome this effect, the magnetization 
prefers horizontal alignment in the region left of the FDW despite 0% strain in the region. 
However, the average magnetization in the right of the disk is uniform and closely matches the 
magnetization direction obtained for “Left” disk. The total magnetization change predicted from 
the model was ∆𝜃𝑚 = 55
𝑜 due to the FDW propagation in the “Middle” disk. 
 
Figure 5.7 (a) the in-plane biaxial principal strain difference, Δ, of the “Left” and “Middle” 
disks and (b) the volume average magnetization angle, 𝜃𝑚, of these simulations. 
5.3 Comparison with Linear Piezoelectric Model 
a. PIN-PMN-PT Coordinate Transformation 
The results of the new ferroelectric and micromagnetics model were then compared to the linear 
piezoelectric model developed by Liang et al.[68]. In this model, properties of [110] crystal cut of 
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PIN-PMN-PT[162] were used to predict the magnetization response due to the linear piezoelectric 
substrate alone, assuming no FDWs present in the substrate. The piezoelectric coefficients 
provided in reference [43] from experimental results were defined for PIN-PMN-PT such that 
[011] is along the 𝑧- axis, and [0-11] and [100] were along the 𝑥- and 𝑦- axis respectively. In order 
to ensure the linear model was directly comparable to the ferroelectric model discussed in Section 
5.2, a transformation of coordinates was necessary such that the [011] access was aligned in-plane 
and voltage applied along the same direction. For ease of calculation, the 𝑥- and 𝑧- axis were 
switched making the [011] direction the 𝑥-axis in the linear model. Pictorially, this transformation 
is given in Figure 5.8. 
 
Figure 5.8 (a) The transformation of the out-of-plane [011] direction to the (b) in-plane direction 
to directly compare the nonlinear ferroelectric model in section 5.2 to the currently used linear 
piezoelectric finite element model. 
Several modeling checks were conducted to ensure the results of the linear piezoelectric model. In 
the first validation test, a finite element model, let’s call it Model A, was created in which the 
coordinate axis and material properties referenced by  Sun et al.[162] were set-up as in Figure 5.8a. 
The out-of-plane electric field was varied from 0 to 0.8 MV/m and the strain components of the [0 
1 -1] and [1 0 0] directions were measured at each field value. These values were then compared 
to experimental results of PMN-PT (similar material properties) to ensure the model set-up was 
capable of predicting experimentally measured strain values expected in the ferroelectric substrate 
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used in strain-mediated multiferroic heterostructures.  The results of this modeling test are shown 
in Figure 5.9a with the corresponding experimental data of [011] cut PMN-PT provided in Figure 
5.9b demonstrating good agreement. Model A can thus be used as a reference model to compare 
the results of a transformed coordinate system discussed next.  
 
Figure 5.9 (a) The [01-1] and [100] strain components predicted from the linear piezoelectric 
finite element model when varying the applied field in the [011] direction between 0 and 
0.8MV/m and (b) the experimental data obtained for the same strain components in a sample of 
PMN-PT measured by Xiao et al.[163] 
A second validation test was conducted to check that the transformation of the coordinates were 
successful. In a second model, Model B, the coordinate axis and material properties from Sun et 
al.[162] were transformed according to Figure 5.8b, where the 𝑥- and 𝑧- axes were interchanged. 
In this model, the electric field was applied for one value only, 0.46 MV/m, to match the electric 
field used in Section 5.2. The corresponding strain difference between, 𝜀22 and 𝜀11was found. This 
result of Model B was then compared to the strain difference between  𝜀33  and 𝜀22 of Model A. 
Note that the strain on the plane parallel to the applied field was computed for each model to mimic 
the configuration implemented in the model of Section 5.2. Finally, the strain values obtained were 
compared to the theoretical value predicted using linear piezoelectric equations. All values are 
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summarized in Table 5.1 with the percent error being calculated with respect to the transformed 
coordinate system in Model B since this was used for the linear piezoelectric model to compare 
with the results of Section 5.2d.   
Table 5.1 Strain value comparison to validate modeling results of linear piezoelectric model 
 Strain (ppm) 
Model A 799.81 
Model B 806.30 
Theoretical 891.5 
% Error 9.5 
 
b. Linear Model Simulation Set-up and Results 
To simulate the strain-mediated multiferroic heterostructure, a 200nm Ni disk was placed on an 
800 nm x 800 nm PIN-PMN-PT substrate with a 0.46 MV/m electric field applied in the 𝑥-
direction. The initial magnetization within the magnet was set with the magnetization angle at 
negative 90o. This initial set-up is depicted in Figure 5.10a. The final magnetization configuration 
of the 200nm Ni assuming linear piezoelectric strain generated in the substrate due to the lack of 
FDW motion is seen in Figure 5.10b. The color bar plots the in-plane principal strain difference 
generated in the magnetic disk.   
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Figure 5.10 (a) The model set-up for the linear piezoelectric model for a similar device structure with 
no polarization domains or FDWs present. (b)  The final magnetization configuration (arrows) and 
average in-plane principal strain difference, 𝜀1 − 𝜀2, (color bar) predicted from the linear piezoelectric 
model 
When no FDW propagates through the substrate, the strain values are derived from the 
electromechanical coupling coefficients and not the quadratic relationship between the strain and 
polarization. As a result, the in-plane biaxial strain was calculated to be approximately 0.065%. 
This is lower than the predicted strain values found in Table 5.1 and may be a result of the thin Ni 
disk experiencing some clamping effects on the linear substrate. Additionally, with no motion of 
domains, the strain eventually settled to this value since no domain growth occurs. The linear 
model predicted that with just the small biaxial strain difference, the largest change in 
magnetization angle would occur with ∆𝜃𝑚 = 90
𝑜. Past simulations using this linear piezoelectric 
model have all predicted similar large magnetization rotations with small applied fields. However, 
the new TDGL and LLG simulations indicate the motion of FDW within the substrate may impede 
the ideal magnetization behavior expected from linear models. The strain and magnetization 
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response of the linear piezoelectric model are plotted on the same plots shown in Figure 5.7 to 
directly compare the linear model with the new nonlinear ferroelectric model in Figure 5.11.  
    
Figure 5.11 (a) the in-plane biaxial principal strain difference, Δ, of the “Left”, “Middle”, and 
“Linear” disks and (b) the volume average magnetization angle, 𝜃𝑚, of these three simulations. 
5.4 Conclusion and Outlook 
In this work, the rhombohedral symmetry phase field model of PIN-PMN-PT substrate was 
combined with LLG and elastodynamics equations to study the effects of inhomogeneous strain in 
strain-mediated multiferroic heterostructures. The previous models used to predict the behavior of 
single domain magnetic islands on a ferroelectric substrate could only account for linear behavior 
of the substrate. In these simplified models, linear actuation of the substrate resulted in large 
changes in magnetization, even at small input strains. However, as this new model indicates, strain 
inhomogeneity arising from the nonlinear effects of the ferroelectric material, can drastically 
diminish the degree of magnetization reorientation.  This model serves as a stepping stone towards 
understanding why arrays of otherwise identical magnetic islands experience disparate switching 
behavior in experiments conducted at identical input voltages across a single ferroelectric 
substrate. Theoretically, this simulation framework can better guide the design of future 
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multiferroic nanostructures to account for the nonlinear ferroelectric responses at or near domain 
walls.  
Work still remains in expanding the 2D ferroelectric phase-field model to a full 3D finite element 
model. The current framework for the ferroelectric model allows for a fully 3D model of FDWs in 
the ferroelectric substrate. However, to implement this ferroelectric model with the 3D 
micromagnetics equations requires large computational time and memory which makes this model 
a challenge as a practical design tool. Future improvements for this model will explore methods to 
lessen the run time. However, with the development of faster solver techniques the methods 
discussed in this chapter can be used to better design and understand magnetic structure behavior 
in multiferroic composite structures. As Chapters 3-5 have indicated, the non-uniform strain 
response in these multiferroic structures greatly impacts the magnetization behavior when 
magnetization lies in-plane of the magnetic domain. However, this presents a problem with the 
repeatability of device behavior across an array of patterned devices. One alternative is to consider 
out of plane magnetization to capture and manipulate magnetic beads for cell sorting devices. This 
pathway towards multiferroic cell sorting devices is discussed in Chapter 6.       
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VI. Modeling Interactions between Magnetic Beads and Perpendicular 
Magnetic Anisotropy Disks 
6.1 Introduction  
In order to effectively use multiferroic structures as magnetic bead based cell sorting techniques, 
the magnetic field gradients from the multiferroic structure must be large enough to effectively 
trap magnetic beads. These large field gradients are typically created by using large external 
permanent magnets, which scale inefficiently to the nanoscale. Current research efforts are geared 
towards the micron- and nano-scaled devices for higher density, targeted cell sorting 
applications[6], [164]. One proposed solution to produce these gradients at the smaller scale is to 
use an array of patterned soft magnetic material on a substrate. In this solution, the necessary 
magnetic field gradients are produced by magnetizing each patterned element using an external 
magnet[165]–[169]. However, this solution still includes the use of a permanent magnetic for 
successful operation. 
To achieve magnetization of patterned magnetic elements in a substrate without the use of an 
external magnet, the perpendicular magnetic anisotropy (PMA) effect can be utilized. PMA is 
when the magnetization components of a material align completely out-of-plane of the material. 
This effect is a result of either geometry of the material or the interface properties in a 
material[170], [171]. Specifically, PMA will occur in a ferromagnetic material below a critical 
thickness or in a magnetic multilayer system. To generate stronger magnetic field gradients, it is 
beneficial to use a multilayer system to produce the PMA effect. Using a multilayer allows more 
control of the magnetic field gradients without being limited by the critical thickness required 
when PMA is simply a result of the geometry. When magnetic field gradients arise from pure 
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geometry effects, it is beneficial to have a larger volume of magnetic material. Purely geometry 
related PMA effect is less desirable since it is limited by the critical thickness of the material, 
resulting in a smaller volume magnet.  
We proposed a method of using patterned disks composed of alternating layers of Cobalt (Co) and 
Nickel (Ni) as a method to trap magnetic beads without the use of an external magnet. Co/Ni 
multilayers were desired because of their demonstrated capability of larger PMA when compared 
to other combinations of Co multilayers, such as Co and Silver (Ag) and Co and Copper (Cu)[172], 
[173]. Additionally, the magnetic field gradients can be further tuned by adjusting the relative 
thickness of the Co and Ni layers. This is achieved since the resulting magnetic saturation (𝑀𝑠) is 
changed when the thicknesses of the layers are altered. Using PMA based sorting methods can 
increase the density of cell sorting devices and may be the solution necessary to overcome the 
strain inhomogeneity challenges arising for in-plane magnetic structures discussed in previous 
chapters. A simple finite element model is used to observe the interactions of the magnetic beads 
and a Co/Ni disk with PMA in order to predict the feasibility of future multiferroic cell sorting 
devices using PMA instead of in-plane magnetization. 
6.2 Simulation Details 
A finite element software was used to simulate the force interactions between the Co/Ni disk and 
the magnetic bead used for magnetic cell sorting applications. The Co/Ni multilayer was simplified 
as a single disk with thickness of 4 nm to match the thickness of the fabricated Co/Ni multilayers. 
The magnetic beads used for cell sorting applications are typically made of superparamagnetic 
nanoparticles enclosed in a polymer coating. This complex structure was reduced to one solid 
magnetic sphere, which we term the magnetic core. A gap was added between the bottom surface 
of the magnetic core and the top surface of the magnetic disk to represent the thickness of the 
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polymer coating.  It should be noted that these simplifications could affect the magnitude of the 
resulting interaction forces, thus the simulations were mainly used as a design tool to understand 
general trends of interaction forces between the magnetic core and the Co/Ni multilayer disk. The 
layout of the model is seen in Figure 6.1. The image represents the side view of the disk and 
magnetic bead where the 𝑧-axis is in the vertical direction, the 𝑥-axis is in the horizontal direction, 
and the 𝑦-axis (not shown) is out of plane.    
 
Figure 6.1 Side view of model layout where the top circle represents the magnetic bead and the 
bottom rectangle displays the Co/Ni multilayer disk. The “Gap” between the bottom surface of 
the bead and the top surface of the disk is representative of the polymer coating.  
Several parameters were varied to study how different factors would influence the force 
interactions between the Co/Ni disk and the magnetic bead. These factors included the diameter 
of the Co/Ni disk as well as the magnetic saturation, 𝑀𝑠, of the disk. In addition, the magnetic bead 
size was varied to account mimic commercially available magnetic beads which could be used for 
experimental verification. Additional simulations analyzed how varying polymer thickness of the 
magnetic bead might affect the capture forces. The set-up of the different simulations are described 
next.  
The first set of simulations analyzed how changing bead diameter alone might affect the interaction 
forces between the magnetic bead and disk. In these simulations, the Co/Ni disk diameter was held 
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constant at 4 𝜇m. Bead diameters between 400 nm and 4 𝜇m were tested. For many of the available 
magnetic beads used in cell sorting technologies, the polymer coating to magnetic core ratio is 
approximately 2:1. This constant ratio was applied to the simulations to determine the appropriate 
gap size. 
Next, the effect of changing the disk diameter was studied. In this simulation, 𝑀𝑠 was held constant 
at 1000 emu/cc and tested for two different bead diameters of 1 𝜇m and 2 𝜇m using the constant 
ratio of polymer thickness to magnetic core as being 2:1 to determine the gap size. The disk 
diameters tested were {2, 4, 6, 8} 𝜇m.  Additional simulations were conducted to observe any 
changes in force interactions due to changing gap size only. In these simulations two magnetic 
core sizes were tested, a 500 nm magnetic core diameter and a 1000 nm magnetic core diameter. 
These diameters are representative of a 1 𝜇m and 2 𝜇m magnetic bead respectively with a variable 
thickness of polymer coating. The polymer thickness/gap sizes simulated varied between 200 and 
500 nm. 
One last set of simulations was done to observe the changes in force interactions due to 
changing 𝑀𝑠. In these simulations, the Co/Ni disk diameter was held constant at 4 𝜇m. Five 
different 𝑀𝑠 values were tested, {600, 700, 800, 900, 1000} emu/cc. These values fall within the 
range of 𝑀𝑠 values of Co and Ni which are 487 and 1400 emu/cc[174], [175], respectively. As 
mentioned in Section 6.1, the 𝑀𝑠 values of the Co/Ni disks can be tuned by adjusting the different 
thicknesses of the Co and Ni during the fabrication of the layered structure. For each of the five 
𝑀𝑠 values, four different magnetic bead diameters were tested, {0.2, 0.4, 0.6, 0.8} 𝜇m. These bead 
diameters were selected since smaller bead diameters provide higher spatial resolution during 
image analysis. A constant polymer to magnetic core ratio of 2:1 was used.   
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For all simulations, the magnetization in the Co/Ni disk was set to be out-of-plane, directed along 
the positive 𝑧-axis. The relative permeability of the magnetic core was equal to the relative 
permeability of the commercially available magnetic beads found to be 11.3[176]. A triangular 
mesh of 40 nm was swept through the thickness of the magnetic disk. A 20 nm tetrahedral mesh 
was used for the magnetic core. The interaction force between the magnetic core and Co/Ni disk 
was then calculated by varying the 𝑥-position of the magnetic core while keeping the 𝑧-position 
constant. The 𝑧-position was varied from the left of the disk, where 𝑥 values of position are 
negative, and moved in positive 50 nm increments towards the center of the disk when 𝑥 =  0. 
The corresponding force components (𝐹𝑥 , 𝐹𝑦, 𝐹𝑧) on the magnetic bead at each location was 
calculated. These results of all the studies are summarized next.  
6.3 Simulation Results and Discussion 
First we consider the effects of changing bead diameters with constant disk diameter of 4 𝜇m and 
𝑀𝑠 value of 1000 emu/cc. The smallest bead diameter to disk diameter ratio was 1:10 while the 
largest ratio simulated was 1:1. The five total bead diameters tested were {400, 1000, 2000, 2800, 
4000} nm. Figure 6.2 summarizes these results. In Figure 6.2a, the 𝑥-componenet of the force is 
provided as the bead location is swept from 𝑥 = −3 𝜇m to 𝑥 = 0 𝜇m where 0 𝜇m represents the 
center of the disk. Due to symmetry of the Co/Ni disk, it is sufficient to end force calculations at 
the center of the disk in order to determine overall trends in the force profile. Note that the initial 
location of the bead is to the left of the disk, where the disk edge is located at 𝑥 = −2 𝜇m. The 
location of the disk is displayed by the blue rectangle in the bottom on the plot. In Figure 6.2b the 
𝑧-component of the force is plotted. Both force components are seen to increase with increasing 
bead diameter suggesting larger beads will produce stronger interaction forces with the Co/Ni disk. 
However, as the bead diameter approaches the disk diameter, there is a shift in the location of the 
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maximum 𝑧-component force. With smaller bead diameters, the location of maximum force is 
close to the edge of the disk around  𝑥 = −2 𝜇m, however, this peak shifts towards the center of 
the disk as the bead diameter increases. These results are consistent with findings by Rapport et 
al.[21] who studied the interaction of magnetic beads with magnetic domain walls. In these 
findings, she demonstrated in smaller bead to domain wall width ratios, the trapping forces are 
higher along the edges of the domain wall. As this ratio increases, such that the bead diameter is 
equal to or much greater than the domain wall width, the attractive force between the two objects 
is localized in the center of the domain wall.  For localized trapping of beads then, it is important 
to consider both the size of the bead and the disk to determine the location of capture to properly 
design the structure used for cell sorting.  
 
Figure 6.2 (a) The 𝑥-component of the force interactions between the a 4 𝜇m Ni/Co disk 
positioned with the edge at 𝑥𝑏𝑒𝑎𝑑 = −2 𝜇m and centered at 0 𝜇m for bead diameters varying 
between 400 nm and 4000 nm and (b) the corresponding 𝑧-components of force. 
Figure 6.3a summarizes the effects of a changing disk diameter on the effects of the maximum 
force interaction. Here the maximum force value is found by taking the norm of all the force 
components, 𝐹 =  √𝐹𝑥2 + 𝐹𝑦2 + 𝐹𝑧2  at all 𝑥-positions and then finding the maximum value from 
97 
 
these values. In these simulations, the bead size was held fixed at 1 and 2 𝜇m. The results indicate 
that the maximum force will be higher for the smaller disk diameters. As the disk size increases, 
the maximum interaction force will reach an asymptotic value. Thus, there is a limiting maximum 
force value between the Co/Ni disks and the magnetic beads. Higher forces are predicted when the 
bead size is larger, consistent with the results of the previous simulation. For increased force 
interactions, larger bead sizes may be desired. In these studies the gap was based on the constant 
polymer thickness to magnetic core ratio of 2:1. In the next set of simulations, the gap size was 
varied and the resulting maximum force variations are presented in Figure 6.3b. For this 
simulation, the Co/Ni disk was held fixed at 4 𝜇m and the gap was varied. A similar trend is 
observed for the 1 𝜇m and 2 𝜇m bead, which indicates as the gap sizes increase, the maximum 
capture force decreases and tends towards an asymptotic value. Larger forces are again predicted 
for the larger beads. Thus, minimum gap sizes are desired and magnetic beads with a lower 
polymer thickness to magnetic core ratio may be considered for future implementation of strain-
mediated multiferroic cell sorting applications.  
 
Figure 6.3 (a) Maximum Force vs Disk Diameter is plotted for 1 𝜇m and 2 𝜇m magnetic beads 
and (b) the maximum force vs the gap size is plotted for the same sized magnetic beads at a 
constant disk diameter of 4 𝜇m.  
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In the last study, the effect of 𝑀𝑠 and bead diameter were observed for the interaction force 
between the Co/Ni disk and the magnetic core. The results are shown in Figure 6.4. Here, the 
maximum value of the force magnitude, √𝐹𝑥2 + 𝐹𝑦2 + 𝐹𝑧2, was plotted for varying bead diameter 
and the five different 𝑀𝑠 values. The results of these study show a small increase in the maximum 
capture force with increasing bead diameter for a constant 𝑀𝑠 value. However, the maximum 
capture force increases significantly with increasing values of 𝑀𝑠. In fact, the capture force nearly 
doubles from 0.1 pN to 0.2 pN when the 𝑀𝑠 value changes from 700 emu/cc to 1000 emu/cc for a 
constant bead diameter of 0.4 𝜇m. This indicates it is beneficial to tune the 𝑀𝑠 of the Co/Ni 
multilayers to be as high as possible to obtain the largest possible capture forces.  
 
Figure 6.4 Maximum force vs the bead diameter for different 𝑀𝑠 values. 
These modeling results were used as a design tool for fabrication and testing of magnetic bead 
capture on Co/Ni multilayer disks. Since the models predicted highest capture forces with an 
increased 𝑀𝑠 value, the fabricated Co/Ni films were created with an 𝑀𝑠 of 800 emu/cc. To study 
a range of diameters, Co/Ni disks were fabricated with diameters of 4-7 𝜇m. A variety of bead 
sizes were used for the microfluidic channel testing, including magnetic beads ranging from 200-
2800 nm. Details of the fabrications and experimental steps are beyond the scope of this 
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dissertation as they were conducted in collaboration with other graduate students, Yu-Ching Hsiao 
and Reem Khojah, however experimental results are provided in Figure 6.5 to compare with 
modeling predictions made in this chapter. Figure 6.5a shows the fluorescent microscope image 
of magnetic beads captured on 7 𝜇m Co/Ni multilayered disks. This image indicates that the beads 
preferentially stay along the perimeter of the disks as predicted by the models. Additionally, Figure 
6.5b depicts a normalized intensity map providing numerical evidence of highest bead trapping 
along the edges of the disk.   
 
Figure 6.5 (a) Fluorescent microscope image of nanomagnetic capture and build-up on 7 µm 
Co/Ni multilayer disks. (b) Normalized intensity map of the image overlay shows high magnetic 
trapping region on the perimeter of Co/Ni multilayer disks[177]. 
6.4 Conclusion and Outlook 
In this chapter, the force interactions of FeO3 magnetic beads with a Ni/Co multilayer disk were 
simulated. Different parameters were varied to understand how geometry and material properties 
might affect these interactions to better understand the ability of this system to be integrated into 
a magnetic cell sorting devices.  These simulations suggest the geometry of the disk and bead will 
affect the location of capture of the magnetic beads on the magnetic disk. When the ratio of the 
magnetic bead to the magnetic disk is smaller, the beads are likely to be captured along the 
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perimeter of the disk. However, as this ratio is increased, the magnetic beads are likely to be 
captured towards the center of the Co/Ni disk. The simulations predict a limiting force value when 
the bead size is held fixed and the disk diameter is increased. Additionally, simulation results 
indicate that stronger forces are expected for higher 𝑀𝑠 values of the Co/Ni multilayer systems 
which can be adjusted by changing the thickness of the Co and Ni layers. This chapter serves as a 
stepping stone towards realizing the feasibility of magnetic cell sorting using multiferroic 
composite structures. Although this simplified model does not integrate the linear piezoelectric or 
ferroelectric equations used in the previous chapters, this model can be integrated with existing 
models to better understand the behavior of multiferroic structures for cell sorting applications. 
Past work by Li et al.[106] and Wang et al.[115] have demonstrated successful modeling of 180o 
PMA switching behavior in strain-mediated composite structures. Integrating the 180o switching 
model with the force model discussed in this chapter will allow for a better predictive tool of 
magnetic bead interactions with strain-mediated multiferroic structures.  Since the experimental 
results are conducted in a microfluidic channel, an added refinement of this model will include 
drag forces from the fluid. These improvements to the model will help create a platform for better 
modeling strain-mediated multiferroic structures with PMA for cell capture and release.   
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VII. Conclusion 
This dissertation has addressed some key issues for implementing future multiferroic cell sorting 
devices. Magnetic cell sorting is desirable for its simple and fast sorting mechanism but scaling 
magnetic cell sorting techniques has been a challenge due to the inability to control magnetism at 
the nanoscale. Multiferroic composite structures offer one potential solution for overcoming these 
scaling challenges. This work offered some potential solutions for integrating multiferroic 
structures to be used in cell sorting devices for a scalable sorting mechanism in the future. 
In Chapter I, the motivation for multiferroic cell sorting capabilities was discussed. The research 
in current multiferroic composite structures and cell sorting technologies were reviewed. Some 
desired characteristics of cell sorting were addressed and current limitations of designing 
multiferroic structures for use in cell sorting were considered. Chapter II reviewed the key concepts 
for understanding the dynamics of magnetization in multiferroic composite structures. 
Additionally, the current state of the art modeling techniques used for multiferroic heterostructures 
were reviewed.    
Chapter III of the dissertation introduced a new three ellipse design for implementing 360o 
magnetization rotation for future cell sorting devices. This model employs magnetization 
dynamics to successfully switch a magnetic element 360o using two voltage pulses. This design 
offers a simplified control mechanism and less intricate geometry over the currently available 
multiferroic devices which are capable of this similar magnetization rotation. However, the high 
strain values needed for the desired magnetization rotation cannot be achieved with linear 
piezoelectric materials and nonlinear ferroelectric materials must be considered for future 
fabrication of the device. 
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In Chapter IV, the sensitives of dynamic magnetization switching were analyzed. Since the 
dynamics of magnetization switching is a result of the input voltage, different voltage amplitudes 
and ramps were used to observe changes in a single domain magnetic ellipse. Results indicated 
that the small changes in the voltage magnitude change the time response of magnetization which 
ultimately affected the ballistic switching of the magnet. Additionally, the presence of defects in 
the structure were modelled demonstrating a resulting change in magnetization behavior which 
would affected the final magnetic configuration of the device.  
Chapter V implements a new finite element model capable of capturing the nonlinear response of 
the substrate and corresponding effects on magnetization. Currently available modeling tools can 
only predict the magnetization dynamics of a single domain element on a linear substrate. In this 
chapter, an already developed phase-field model of polarization in a rhombohedral symmetry 
substrate was integrated with mechanics and micromagnetics. The results of the model 
demonstrated how the same input voltage can drastically change the magnetization response of the 
magnetic element which may be deposited on different domain configurations of the ferroelectric 
substrate. This model can be used to better understand why inhomogeneous magnetization 
switching is observed in magnetic elements patterned across a ferroelectric substrate and guide the 
design of future multiferroic cell sorting devices.  
In Chapter VI, perpendicular magnetic anisotropy (PMA) was considered for cell capture in sorting 
devices. A simplified model was developed to understand the force interactions between the 
magnetic bead and Co/Ni multilayer disks with PMA. Results of these simulations indicated that 
the capture forces change with geometry and material properties for the disk and bead. These 
simulations demonstrated the highest trapping forces occurred along the perimeter of Co/Ni disks 
which were verified with microfluidic experiments matching this prediction.  
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The projects presented in this dissertation offer more insight on the future of multiferroic 
composites for use in cell sorting. Multiferroic cell sorting would be beneficial for use in more 
compact table top sorting devices. These ideas can also be extended to sorting of viruses and DNA 
chains, much smaller in size than cells, since multiferroic structures can be efficiently operated at 
the nanoscale. The work conducted herein offers a pathway towards novel diagnostic devices to 
be explored in the future.  
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