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In this paper, we are concerned with the existence and asymptotic
behavior of standing wave solutions ψ(x, t) = e−iλEt of nonlinear
Schrödinger equations with electromagnetic ﬁelds i ∂ψ
∂t = −(∇ +
i A(x))2ψ + λW (x)ψ − f (|ψ |2)ψ , (t, x) ∈ R × RN , with E being a
critical frequency in the sense that infx∈RN W (x) = E . We show that
if the zero set of W − E has several isolated connected components
Ω1, . . . ,Ωk such that the interior of Ωi is not empty and ∂Ωi is
smooth, then for λ > 0 large there exists, for any non-empty subset
J ⊂ {1,2, . . . ,k}, a standing wave solution which is trapped in a
neighborhood of
⋃
j∈ J Ω j .
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
We are concerned with nonlinear Schrödinger equations with an electromagnetic potential
i
∂ψ
∂t
= −(∇ + i A(x))2ψ + λW (x)ψ − f (|ψ |2)ψ, (t, x) ∈ R × RN , (1.1)
here i is the imaginary unit, λ is the parameter corresponding to Plank constant, A(x) = (A1(x), A2(x),
. . . , AN (x)) is a real vector (magnetic) potential with magnetic ﬁeld B = curl A and W (x) is a scalar
electric potential.
E-mail address: tangzw@bnu.edu.cn.
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ψ(x, t) = exp(−iλEt)u(x) (1.2)
to (1.1) when λ is suﬃciently large, where E is a real number and u(x) is a complex-valued function
which satisﬁes
−(∇ + i A(x))2u(x) + λ(W (x) − E)u(x) = f (∣∣u(x)∣∣2)u(x), x ∈ RN . (1.3)
We say that a local complex-valued function u is k-bump, if |u| has exactly k local maxima in RN . In
this paper we consider the existence of multi-bump solutions to problem (1.3).
In recent years, much attention has been devoted to the study of the existence for one-bump
or multi-bump bound states of (1.3) under the case A(x) ≡ 0. In particular, when f (t) = t p−22 ,
2< p < 2NN−2 for N  3 and 2< p < +∞ for N = 1,2, which leads to investigate the positive solutions
u : RN → R to the semilinear elliptic equation
−u(x) + λ(W (x) − E)u(x) = ∣∣u(x)∣∣p−2u(x), x ∈ RN .
Set v(x) = h− 2p−2 u(x) with h−2 = λ, the above equation comes to
−h2v(x) + (W (x) − E)v(x) = ∣∣v(x)∣∣p−2v(x), x ∈ RN . (1.4)
Under the condition infx∈RN W (x) > E , there have been enormous investigations on problem (1.4).
In [19], using a Lyapunov–Schmidt reduction, Floer and Weinstein established the existence of a stand-
ing wave solutions of (1.4) and W (x)− E is a bounded function having a non-degenerate critical point
for suﬃciently small h > 0. Moreover they showed that u concentrates near the given non-degenerate
critical point of W − E when h tends to 0. Their method and results were later generalized by Oh
[22,23] to the higher-dimensional case and the existence of multi-bump solutions concentrating near
several non-degenerate critical points of W − E as h tends to 0 was obtained. For more results, we
refer to A. Ambrosetti, A. Malchiodi, S. Secchi [2], A. Ambrosetti, M. Badiale and S. Cingolani [1],
S. Cingolani and M. Lazzo [11], S. Cingolani and M. Nolasco [14], M. Del Pino, P. Felmer [15,16].
It seems that Byeon and Wang [5,6] were the ﬁrst to study energy level and the asymptotic be-
havior of positive solutions to problem (1.4) under the condition infx∈RN W (x) = E .
In [7], D. Cao and E.S. Noussair extended the results of Byeon and Wang [5] and [6]. They showed
that if and the zero set of W − E has several isolated connected components Ω1, . . . ,Ωk such that the
interior of Ωi is not empty and ∂Ωi is smooth, then for h > 0 small there exist, for any non-empty
subset J ⊂ {1,2, . . . ,k}, solutions of problem (1.4) concentrating simultaneously at ⋃ j∈ J Ω j , that is,
to obtain solutions uh such that h
− 2p−1 uh → w as h → 0 and w satisﬁes w = 0 for RN \⋃ j∈ J Ω j and
w|Ω j is the ground state solution of
⎧⎨
⎩
−w = wp−1, x ∈ Ω j,
w > 0, x ∈ Ω j,
w = 0, x ∈ ∂Ω j .
(1.5)
In their argument of the main results, the isolation of the ground state solution of (1.5) plays an
important role.
There are also many works on the following similar nonlinear Schrödinger equations with an elec-
tromagnetic potential
(
h
i
∇ − A(x)
)2
u(x) + (W (x) − E)u(x) = f (∣∣u(x)∣∣2)u(x), x ∈ RN , (1.6)
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of magnetic ﬁelds, they found existence of solutions for (1.9) by solving an appropriate minimization
problems for the corresponding energy functional in the case of N = 2 and N = 3.
More recently, K. Kurata [21], S. Cingolani [9], S. Cingolani and S. Secchi [12], D. Cao and Z. Tang [8]
have veriﬁed the existence of single-bump or multi-bump bound states of (1.6) under the condition
infx∈RN W (x) > E .
In [13], S. Cingolani and S. Secchi proved the existence of standing wave solutions for (1.6) on R3,
they dealt with the physically meaningful case of a constant magnetic ﬁeld B = (s,0,0) having source
in the potential A(x) = b/2(−x2, x1,0) corresponding to the Lorentz gauge.
We refer to T. Bartsch, E.N. Dancer and S. Peng [4] in the case of W (x) − E  0, they obtained the
existence of multi-bump semi-classic bound states of (1.6) which concentrate simultaneously at the
local minima of W (x)− E under the condition that W (x)− E is non-negative. Moreover, they obtained
the asymptotic behavior of the bound states as h suﬃciently small. In [10], S. Cingolani, L. Jeanjean
and S. Secchi developed the result obtained in [4], they obtained the existence result of multi-peak so-
lutions to (1.6) under more general nonlinearities which is nearly optimal. In particular, they dropped
the isolatedness condition which required in [4] and they covered the case of nonlinearities, which
are not monotone.
In the present paper, we consider the standing waves of (1.3) under the condition infx∈RN W (x) = E ,
we assume that the zero set of W − E has several isolated connected components Ω1, . . . ,Ωk such
that the interior of Ωi is not empty and ∂Ωi is smooth. We will obtain the similar results with D. Cao
and E.S. Noussair [7]. However, our method has essential difference with the methods used in [7]. We
mainly follow the idea of Y. Ding and K. Tanaka [17] to modify the nonlinearity and using the decay
ﬂow to obtaining our main results. Let us point out that although the idea was used before for other
problems, the adaptation to the procedure to our problem is not trivial at all, since the appearance of
electromagnetic potential A(x), we must consider our problem for complex-valued functions and so
we need more delicate estimates.
Our paper is organized as follows: In Section 2, we describe our main results (Theorem 2.2). Sec-
tion 3 is devoted to preliminary results. Section 4 contains the proofs of the main results.
We will use the same C to denote various generic positive constants, and we will use o(1) to
denote quantities that tend to 0.
2. Main results
We set V (x) = W (x) − E and rewrite (1.3) in the following form
−(∇ + i A(x))2u(x) + λV (x)u(x) = f (∣∣u(x)∣∣2)u(x), x ∈ RN . (2.1)
Our hypotheses on A(x) and V (x) are:
(A1) A j(x) ∈ C1(RN ,R) ( j = 1,2, . . . ,N).
(V1) V (x) ∈ C(Rn,R) satisﬁes V (x) 0 and lim inf|x|→∞ V (x) > 0.
(V2) The zero set of V (x), Ω := int V−1(0) is non-empty and has smooth boundary and Ω = V−1(0).
(V3) Ω consists of k components: Ω = Ω1 ∪ Ω2 ∪ · · · ∪ Ωk and
Ω i ∩ Ω j = ∅ for all i = j.
We write
∇Au = (∇ + i A)u.
Let
H1A
(
RN
) := {u ∈ L2(RN): ∇Au ∈ L2(RN)},
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N ) is the Hilbert space under the scalar product
(u, v) = Re
∫
RN
((∇u + i A(x)u)(∇v + i A(x)v)+ uv¯),
the norm induced by the product (.,.) is
‖u‖H1A(RN ) =
(∫
RN
(|∇Au|2 + |u|2)
) 1
2
=
(∫
RN
(∣∣∇u + i A(x)u∣∣2 + |u|2))
1
2
=
(∫
RN
(|∇u|2 + (∣∣A(x)∣∣2 + 1)|u|2)− 2Re ∫
RN
i A(x)u¯∇u
) 1
2
.
Let
E :=
{
u ∈ H1A
(
RN
)
:
∫
RN
V (x)|u|2 < ∞
}
with the norms
‖u‖2E =
∫
RN
(|∇Au|2 + V (x)|u|2).
We can easily see that (E,‖.‖E) is a Hilbert space and E ⊂ H1A(RN ).
We deﬁne for open set K ⊂ RN ,
H1A(K ) =
{
u ∈ L2(K ): ∇Au ∈ L2(K )
}
,
‖u‖H1A(K ) =
(∫
K
(|∇Au|2 + |u|2)
) 1
2
,
E(K ) =
{
u ∈ H1A(K ):
∫
K
V (x)|u|2 < ∞
}
,
‖u‖E(K ) =
(∫
K
(|∇Au|2 + V (x)|u|2)
) 1
2
.
Let H0,1A (K ) be the Hilbert space deﬁned by the closure of C
∞
0 (K ,C) under the scalar product (.,.).
Moreover, we have the following diamagnetic inequality (see [18] for example):
∣∣∇Au(x)∣∣ ∣∣∇∣∣u(x)∣∣∣∣, for ∀u ∈ H1A(RN),
and this fact means that if u ∈ H1A(RN ), then |u| ∈ H1(RN ).
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N ) and the spaces H1(RN ) are not comparable; more precisely, in gen-
eral H1A(R
N )  H1(RN ) and H1(RN )  H1A(R
N ). However it is proved by G. Arioli and A. Szulkin [3]
that if K is bounded domain with regular boundary, then H1(K ) and H1A(K ) are equivalent, where
H1A(K ) = {u ∈ L2(K ): ∇Au ∈ L2(K )} with the norm ‖u‖H1A(K ) = (
∫
K (|∇Au|2 + |u|2))
1
2 .
Our assumptions on the nonlinearity f (t) are as follows:
( f1) f : [0,∞) → R is continuous and limt→0 f (t) = 0.
( f2) limt→∞ f (t
2)
ts = 0 for some s < 4/(N − 2) if N  3, some s > 0 for N = 1,2.
( f3) For some 2< θ < s + 2 we have 0< θ2 F (t) < f (t)t for all t > 0 where F (t) =
∫ t
0 f (τ )dτ .
( f4) f (t) is increasing on (0,∞).
Let
Eλ :=
{
u ∈ H1A
(
RN
)
:
∫
RN
V (x)|u|2 < ∞
}
with the norms
‖u‖2λ =
∫
RN
(|∇Au|2 + λV (x)|u|2).
The energy functional associated with (2.1) is deﬁned by
Jλ(u) = 1
2
∫
RN
(∣∣∇u + i A(x)u∣∣2 + λV (x)|u|2)− 1
2
∫
RN
F
(|u|2) for u ∈ Eλ,
where F (t) = ∫ t0 f (s)ds.
We say that u(x) ∈ Eλ is a least energy solution of (2.1) if and only if
Jλ(u) = cλ := inf
{
Jλ(u): u ∈ Eλ \ {0} is a solution of (2.1)
}
.
For λ large, the potential well Ω = int(V−1(0)) plays an important role and the following problem
{
−(∇ + i A(x))2u(x) = f (|u(x)|2)u(x), x ∈ Ω,
u(x) ∈ H0,1A (Ω)
(DΩ )
is some kind of limit problem of (2.1) and the solutions are characterized as critical points of
IΩ(u) = 1
2
∫
Ω
∣∣∇u + i A(x)u∣∣2 − 1
2
∫
Ω
F
(|u|2) for u ∈ H0,1A (Ω).
We also say that u ∈ H0,1A (Ω) is a least energy solution of (DΩ) if and only if
IΩ(u) = c(Ω) := inf
{
IΩ(u): u ∈ u ∈ H0,1A (Ω) \ {0} is a solution of (DΩ)
}
.
For the following connected problem
−(∇ + i A(x))2u(x) + (λV (x) + 1)u(x) = ∣∣u(x)∣∣p−2u(x), x ∈ RN , (2.2)
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the existence of least energy solutions of (2.2) which are concentrated on the one of subsets of zero
set Ω of V (x). In [25], we proved that for any non-empty subset J ⊂ {1,2, . . . ,k}, (2.2) has a standing
wave solution which is trapped in a neighborhood of
⋃
j∈ J Ω j for λ large.
In present paper, we consider problem (2.1) which has essential differences with (2.2) as a results
of the potential of (2.1) is critical frequency case.
Our main results are:
Theorem 2.2. Suppose (A1), (V1)–(V3) and ( f1)–( f4) hold. Then for any ε > 0 and any non-empty subset J
of {1,2, . . . ,k}, there exists Λ = Λ(ε) > 0 such that, for λΛ, (2.1) has a solution uλ ∈ E satisfying
∣∣ Jλ(uλ) − c(Ω j)∣∣ ε for j ∈ J , (2.3)∫
RN\Ω J
(∣∣∇uλ + i A(x)uλ∣∣2 + λV (x)|uλ|2) ε, (2.4)
where Ω J =⋃ j∈ J Ω j . Moreover, for any sequence λn → ∞, we can extract a subsequence λni such that uλni
converges strongly in H1A(R
N ) to a function u(x) which satisﬁes u(x) = 0 for x /∈ Ω J , and the restriction u|Ω j
is a least energy solution of
{
−(∇ + i A(x))2u(x) = f (∣∣u(x)∣∣2)u(x), x ∈ Ω j,
u(x) ∈ H0,1A (Ω j)
for j ∈ J .
Corollary 2.3. Under the same assumption of Theorem 2.2, there exists Λ > 0 such that for λ > Λ, (2.1) has
at least 2k − 1 bound states.
Remark 2.4. With the same argument in [10, Remark 1.2], under the condition of (A1), (V1)–(V3)
and ( f1)–( f4), we can prove that the solution uλ ∈ E , founded in Theorem 2.2 satisﬁes |uλ(x)| ∈
C1,αloc (R
N ,R) with 0< α < 0. Indeed, set uλ = v + iw , with v , w real-valued, we have
−v + λV (x)v = G := f (|uλ|2)v − 2A(x) · ∇w − ∣∣A(x)∣∣2v + (div A(x))w
and
−w + λV (x)w = H := f (|uλ|2)w + 2A(x) · ∇v − ∣∣A(x)∣∣2w + (div A(x))v.
Since uλ ∈ E , it follows that uλ ∈ H1(K ) for each bounded set K ⊂ RN and thus v,w ∈ H1(K , R) ⊂
L2
∗
(K ,R). By ( f2) and (A1), it is easy to check that G, H ∈ Ls(K ,R), where s = min{ 2∗(p−1) ,2}. Using
standard bootstrap argument we can prove that v,w ∈ C1,α(K ,R) with 0< α < 1.
3. Preliminaries
From the assumption (V3) on V (x), for j ∈ {1,2, . . . ,k}, we can ﬁnd bounded open subset Ω ′j with
smooth boundary such that
(i) Ω j ⊂ Ω ′j for all j,
(ii) Ω ′ i ∩ Ω ′ j = ∅ for all i = j.
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space E(K ), where K is one of the following sets:
K = RN , Ω ′j ( j = 1,2, . . . ,k), or RN \
⋃
j∈ J
Ω ′j
(
J ⊂ {1,2, . . . ,k}). (3.1)
We can deﬁne a norm on E(k) by
‖u‖2λ,K =
∫
K
(|∇Au|2 + λV (x)|u|2) for all λ 0.
For K = RN , ‖u‖λ,RN = ‖u‖λ . It is easy to see that ‖.‖λ,K is equivalent to ‖.‖E(K ) .
The following proposition is one of the keys of the our argument.
Proposition 3.1. There exist δ0 > 0, ν0 > 0 such that for the set given in (3.1) and for λ 0
δ0‖u‖2λ,K  ‖u‖2λ,K − ν0‖u‖2L2(K ). (3.2)
Proof. We ﬁrstly prove the case K = Ω ′j for some j ∈ {1,2, . . . ,k}.
Let d = dist(Ω j, ∂Ω ′j), since Ω j ⊂ Ω ′j , we have d > 0. Let δ = d4 and we denote Ωδj = {x ∈ Ω ′j:
dist(x, ∂Ω j) < δ}, thus there exists a positive number γ0 > 0 such that V (x)  γ0 on Ω ′j \ Ωδj . We
choose a cut-off function ζ ∈ C∞0 (Ω ′j) such that
⎧⎪⎪⎨
⎪⎪⎩
ζ(x) ≡ 1, x ∈ Ωδj ,
0 ζ(x) 1, x ∈ Ω ′j,∣∣∇ζ(x)∣∣ C, x ∈ Ω ′j,
where C is a positive constant dependent only on the distance d := dist(Ω j, ∂Ω ′j). By Poincaré in-
equality we have
∫
Ω ′j
ζ 2|u|2  C
∫
Ω ′j
∣∣∇(ζ |u|)∣∣2.
From the deﬁnition of ζ , we know that |∇ζ | ≡ 0 on Ωδj , since V (x)  γ0 on Ω ′j \ Ωδj and by the
diamagnetic inequality we have that for λ > 0
∫
Ω ′j
ζ 2|u|2  C
∫
Ω ′j
|∇ζ |2|u|2 + ζ 2∣∣∇|u|∣∣2
 C
∫
Ω ′j
λV (x)|u|2 + |∇Au|2 = C‖u‖2λ,Ω ′j .
Similarly, we have
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Ω ′j
(1− ζ )2|u|2  C
∫
Ω ′j
λV (x)|u|2
 C
∫
Ω ′j
λV (x)|u|2 + |∇Au|2 = C‖u‖2λ,Ω ′j .
Thus we have
∫
Ω ′j
|u|2  C‖u‖2
λ,Ω ′j
, (3.3)
where the constant C dependent only on d and γ0. We choose ν0 < 1C , from (3.3) it is easy to see
that we can ﬁnd δ0 > 0 such that inequality (3.2) holds.
Now we come to see the case of K = RN . We choose R > 0 large enough such that ⋃kj=1 Ω ′j ⊂
BR(0), where BR(0) denotes the ball centered at 0 with radius R . We also deﬁne a cut-off function
ζ ∈ C∞0 (Rn) such that
⎧⎨
⎩
ζ(x) ≡ 1, x ∈ BR(0),
0 ζ(x) 1, x ∈ RN ,∣∣∇ζ(x)∣∣ C, x ∈ RN .
Since V (x) satisﬁes the condition (V2), thus we also can ﬁnd a positive γ0 > 0 such that V (x) γ0
on RN \ BR(0). The following argument is similar the case of K = Ω ′j and we omit it.
For the case K = RN \⋃ j∈ J Ω ′j( J ⊂ {1,2, . . . ,k}), the proof is similar with the case of K = RN and
we also omit it here and thus we complete the proof of Proposition 3.1. 
In what follows, we ﬁx non-empty subset J ⊂ {1,2, . . . ,k} and we set
Ω J =
⋃
j∈ J
Ω j, Ω
′
J =
⋃
j∈ J
Ω ′j, χΩ ′J (x) =
{
1 for x ∈ Ω ′J ,
0 for x /∈ Ω ′J .
From ( f1)–( f4) we see there exists an a > 0 such that
f
(
ξ2
)
 ν0 for ξ ∈ [0,a], and f
(
ξ2
)
 ν0 for ξ  a.
Now we deﬁne
f˜
(
s2
)= min{ f (s2), ν0} (3.4)
and
g
(
x, s2
)= χΩ ′J (x) f (s2)+ (1−χΩ ′J (x)) f˜ (s2). (3.5)
Set G(x, t) = ∫ t0 g(x, s)ds, then it is easy to see that
G
(
x, ξ2
)
 g
(
x, ξ2
)
ξ2. (3.6)
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Φλ(u) = 1
2
∫
RN
(|∇Au|2 + λV (x)|u|2)− 1
2
∫
RN
G
(
x, |u|2) : E → R.
It is easy to check that Φλ(u) ∈ C2(E,R) and its critical points are solutions of
−(∇ + i A(x))2u(x) + λV (x)u(x) = g(x, |u|2)u(x), x ∈ RN .
We remark that f˜ (t) = f (t) for t ∈ [0,a] and a critical point u(x) of Φλ(u) is solution of (2.1) if and
only if |u| a in RN \ Ω ′J .
We have the following compactness results
Proposition 3.2. For λ  0, Φλ(u) satisﬁes (PS)c condition for all c ∈ R. That is any sequence (un) ⊂ E
satisfying for c ∈ R
Φλ(un) → c, (3.7)
Φ ′λ(un) → 0 strongly in E∗, (3.8)
has a strongly convergent subsequence in E, where E∗ is the dual space of E.
For giving the proof of Proposition 3.2, we need the following lemma ﬁrstly.
Lemma 3.3. Suppose that a sequence (un) ⊂ E satisﬁes (3.7) and (3.8). Then there exists constant M(c)which
is independent of λ 0 such that
limsup
n→∞
‖un‖2λ  M(c).
Proof. It follows from (3.7) and (3.8) that
Φλ(un) − 1
θ
Φ ′λ(un)un = c + o(1) + εn‖un‖λ,
where εn → 0 as n → ∞. Thus
(
1
2
− 1
θ
)∫
RN
(|∇Aun|2 + λV (x)|un|2)− 1
2
∫
RN
G
(
x, |un|2
)+ 1
θ
∫
RN
g
(
x, |un|2
)|un|2
= c + o(1) + εn‖un‖λ.
Since
G
(
x, |un|2
)= χΩ ′J (x)F (|un|2)+ (1− χΩ ′J (x)) F˜ (|un|2),
and
g
(
x, |un|2
)|un|2 = χΩ ′J (x) f (|un|2)|un|2 + (1− χΩ ′J (x)) f˜ (|un|2)|un|2,
where F (t) = ∫ t0 f (s)ds and F˜ (t) = ∫ t0 f˜ (s)ds. Thus we have
2732 Z. Tang / J. Differential Equations 245 (2008) 2723–27481
2
∫
RN
G
(
x, |un|2
)− 1
θ
∫
RN
g
(
x, |un|2
)|un|2
=
∫
Ω ′J
[
1
2
F
(|un|2)− 1
θ
f
(|un|2)|un|2
]
+
∫
RN\Ω ′J
[
1
2
F˜
(|un|2)− 1
θ
f˜
(|un|2)|un|2
]
. (3.9)
We remark that for t ∈ [a,∞),
1
2
F˜
(
t2
)− 1
θ
f˜
(
t2
)
t2 = 1
2
ν0t
2 − 1
θ
ν0t
2 =
(
1
2
− 1
θ
)
ν0t
2
and for t  a, by the assumption ( f3) we have that
1
2
F
(
t2
)− 1
θ
f
(
t2
)
t2  0.
Thus from (3.9) we obtained that
(
1
2
− 1
θ
)(
‖un‖2λ − ν0
∫
RN
|un|2
)
 c + o(1) + εn‖un‖λ.
Hence from (3.2), we have
(
1
2
− 1
θ
)
δ0‖un‖2λ  c + o(1) + εn‖un‖λ.
Thus ‖un‖λ is bounded as n → ∞ and
limsup
n→∞
‖un‖2λ  M(c) :=
(
1
2
− 1
θ
)−1
δ−10 c.
This completes the proof of Lemma 3.3. 
Now we give the proof of Proposition 3.2.
Proof of Proposition 3.2. From Proposition 3.1 and Lemma 3.3, we know that (un) is bounded in Eλ
and thus is bounded in H1A(R
N ), so there exists a subsequence of (un) still denote (un) such that
un ⇀ u weakly in Eλ
(
H1A
(
RN
))
,
un → u strongly in Lploc
(
RN
)
.
Now we prove that un → u in Eλ . First of all, it is easy to check that u is critical point of Φλ(u),
namely for any ψ ∈ Eλ
Re
∫
RN
(∇Au∇Aψ + λV (x)uψ¯)= Re
∫
RN
g
(
x, |u|2)uψ¯.
It follows from (3.7) and (3.8) that
(
Φ ′λ(un) − Φ ′λ(u)
)
(un − u) → 0,
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∫
RN
(∣∣∇A(un − u)∣∣2 + λV (x)|un − u|2)− Re
∫
RN
g
(
x, |un|2
)
un(un − u) + Re
∫
RN
g
(
x, |u|2)u(un − u)
=
∫
RN
(∣∣∇A(un − u)∣∣2 + λV (x)|un − u|2)− Re
∫
Ω ′J
f
(|un|2)un(un − u)
− Re
∫
RN\Ω ′J
f˜
(|un|2)un(un − u) + Re
∫
Ω ′J
f
(|u|2)u(un − u) + Re
∫
RN\Ω ′J
f˜
(|u|2)u(un − u),
by the deﬁnition of f˜ (t), we have
∣∣∣∣Re
∫
RN\Ω ′J
(
f˜
(|un|2)un − f˜ (|u|2)u)(un − u)
∣∣∣∣
=
∣∣∣∣Re
∫
RN\Ω ′J
(
f˜
(|un|2)un − f˜ (|un|2)u)(un − u)
∣∣∣∣+
∣∣∣∣Re
∫
RN\Ω ′J
(
f˜
(|un|2)u − f˜ (|u|2)u)(un − u)
∣∣∣∣
 ν0‖un − u‖2L2 + ν0
∣∣∣∣Re
∫
RN\Ω ′J
u(un − u)
∣∣∣∣.
Since un ⇀ u in Eλ , we have Re
∫
RN
u(un − u) → 0, from un → u in L2(Ω ′J ), we know that
Re
∫
Ω ′J
u(un − u) → 0. Thus, we have
ν0
∣∣∣∣Re
∫
RN\Ω ′J
u(un − u)
∣∣∣∣→ 0.
We also remark that un → u strongly in Lp(Ω ′J ) for 2< p < 2∗ , thus by (3.2) and the assumption ( f2),
we have
δ0‖un − u‖2λ  ‖un − u‖2λ − ν0‖un − u‖2L2
 Re
∫
Ω ′J
f
(|un|2)un(un − u) − Re
∫
Ω ′J
f
(|u|2)u(un − u) + O (1) → 0
as n → ∞. Therefore un → u in Eλ and this completes the proof of Proposition 3.2. 
Proposition 3.4. Assume sequence (un) ⊂ E and (λn) ⊂ [0,∞) satisfying
λn → ∞, (3.10)
Φλn (un) → c, (3.11)∥∥Φ ′λ (un)∥∥∗ → 0. (3.12)n λn
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un ⇀ u weakly in E and H
1
A
(
RN
)
for some u ∈ E. Moreover
(i) u ≡ 0 in RN \ Ω J and u(x) is a solution of
{
−(∇ + i A(x))2u(x) = f (∣∣u(x)∣∣2)u(x), x ∈ Ω j,
u(x) ∈ H0,1A (Ω j)
(3.13)
for j ∈ J ;
(ii) un converges to u(x) in a stronger sense, namely
‖un − u‖λn → 0,
un → u strongly in E and H1A
(
RN
);
(iii) un(x) also satisﬁes ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∫
RN
λnV (x)|un|2 → 0,
Φλ(un) →
∑
j∈ J
IΩ j (u),
‖un − u‖λn,RN\Ω ′J → 0,
‖un − u‖λn,Ω ′j →
∫
Ω j
|∇Au|2 for j ∈ J .
Proof. As the similar proof with Lemma 3.3, we can prove that
limsup
n→∞
‖un‖2λn  M(c).
Thus (un) stays bounded as n → ∞ in E and H1A(RN ), we may assume that for some u ∈ E
un ⇀ u weakly in E and H
1
A
(
RN
)
,
un → u a.e. in RN ,
un → u strongly in Lqloc
(
RN
)
for 2 q < 2N
N − 2 .
Now we come to show (i). Set Cm := {x ∈ RN : V (x) 1m }, for n large, we have∫
Cm
|un|2  m
λn
∫
RN
λnV (x)|un|2  m
λn
∫
RN
(
λnV (x)|un|2 + |∇Aun|2
)= m
λn
‖un‖2λn → 0.
Thus u(x) = 0 on ⋃∞m=1 = RN \ Ω . Next, for any ϕ ∈ C∞0 (Ω j,C), j ∈ {1,2, . . . ,k}, we have∣∣Φ ′λ (un)ϕ∣∣ ∥∥Φ ′λ (un)∥∥∗ ‖ϕ‖λn → 0,n n λn
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Re
∫
Ω j
(∇Au∇Aϕ + uϕ¯) = Re
∫
Ω j
g
(
x, |u|2)uϕ¯.
By the deﬁnition of g(x, t), we know that for j ∈ J , u(x) satisﬁes (3.13). For j ∈ {1,2, . . . ,k} \ J , setting
ϕ = u(x) we have
∫
Ω j
|∇Au|2 − f
(|u|2)|u|2 = 0,
that is
‖u‖20,Ω ′j −
∫
Ω ′j
f
(|u|2)|u|2 = 0.
On the other hand, since Ω ′j is bounded with smooth boundary, by Remark 2.1 we have that ‖u‖20,Ω ′j
is equivalent with ‖u‖21,Ω ′j , by Proposition 3.1 we have that there exist two positive constants c0
and d0 such that
0= ‖u‖20,Ω ′j −
∫
Ω ′j
f
(|u|2)|u|2
 c0‖u‖21,Ω ′j − ν0
∫
Ω ′j
|u|2  d0‖u‖20,Ω ′j .
Thus u = 0 in Ω j for j ∈ {1,2, . . . ,k} \ J and thus we get (i).
For (ii), we know that
Φ ′λn (un)(un − u) − Φ ′λn (u)(un − u)
= ‖un − u‖2λn − Re
∫
RN\Ω ′J
f˜
(|un|2)un(un − u) + Re
∫
RN\Ω ′J
f˜
(|u|2)u(un − u)
− Re
∫
Ω ′J
f
(|un|2)un(un − u) + Re
∫
Ω ′J
f
(|u|2)u(un − u).
Since un → u in Lp(Ω ′J ) and the assumption ( f2) we have
Re
∫
Ω ′J
[
f
(|un|2)un − f (|u|2)u](un − u) → 0 as n → ∞.
On the other hand
2736 Z. Tang / J. Differential Equations 245 (2008) 2723–2748∣∣Φ ′λn (un)(un − u)∣∣ ∥∥Φ ′λn (un)∥∥∗λn‖un − u‖λn

∥∥Φ ′λn (un)∥∥∗λn (‖un‖λn + ‖u‖λn )→ 0.
Thus we have
‖un − u‖2λn − Re
∫
RN\Ω ′J
(
f˜
(|un|2)un − f˜ (|u|2)u)(un − u) → 0.
As a similar argument in the proof of Proposition 3.1, we obtain that
δ0‖un − u‖2λn  ‖un − u‖2λn − ν0‖un − u‖2L2(RN )
= ‖un − u‖2λn − Re
∫
RN\Ω ′J
(
f˜
(|un|2)un − f˜ (|u|2)u)(un − u) + o(1) → 0
and thus (ii) is obtained.
Now we show (iii). Indeed
1
2
∫
RN
λnV (x)|un|2 = 1
2
∫
RN\Ω J
λnV (x)|un|2
= 1
2
∫
RN\Ω J
λnV (x)|un − u|2  ‖un − u‖2λn → 0.
This completes the proof of Proposition 3.4. 
Proposition 3.5. There exists a constant Λ0 > 0 such that if uλ is a critical point of Φλ(u) for λΛ0 , then
|uλ| a. In particular, uλ solves the original problem (Sλ).
Proof. We use notation Br(x) = {y ∈ RN : |x− y| < r}. Since uλ ∈ E is a critical point of Φλ(u), namely
uλ satisﬁes the following equation
−(∇ + i A(x))2uλ(x) + λV (x)uλ(x) = g(x, |uλ|2)uλ(x), x ∈ RN .
By Kato’s inequality
|uλ| Re
(
uλ
|uλ|
(∇ + i A(x))2uλ(x)
)
,
there holds

∣∣uλ(x)∣∣− λV (x)∣∣uλ(x)∣∣− g(x, |uλ|2)∣∣uλ(x)∣∣ 0, x ∈ RN ,
since |uλ| 0 and V (x) 0 we have

∣∣uλ(x)∣∣− (g(x, |uλ|2))∣∣uλ(x)∣∣ 0, x ∈ RN ,
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such that for any 1< q < 2
∣∣uλ(x)∣∣ C(r)
∫
Br (x)
∣∣uλ(x)∣∣q.
By Proposition 3.3, for any sequence λn → ∞ we can extract a subsequence still denote λn such that
uλn → u0 ∈ H0,1A (Ω J ) strongly in H1A
(
RN
)
.
In particular,
uλn → u0 ∈ H0,1A (Ω J ) strongly in L2A
(
RN \ Ω J
)
.
Since λn → ∞ is arbitrary, we have
uλ → u0 ∈ H0,1A (Ω J ) strongly in L2A
(
RN \ Ω J
)
as λ → ∞.
Thus, choosing r ∈ (0,dist(Ω J ,RN \ Ω ′J )), we have uniformly in x ∈ RN \ Ω ′J that
∣∣uλ(x)∣∣  C(r)
∫
Br (x)
∣∣uλ(x)∣∣q
 C(r)
(
meas Br(x)
)1− q2 ‖uλ‖qL2(Br (x))
 C(r)
(
meas Br(x)
)1− q2 ‖uλ‖qL2(RN\Ω J )
→ 0.
This completes the proof of Proposition 3.5. 
4. Proof of main results
For j ∈ J we consider the following two functionals
IΩ j (u) =
1
2
∫
Ω j
∣∣∇u + i A(x)u∣∣2 − 1
2
∫
Ω j
F
(|u|2) for u ∈ H0,1A (Ω j),
and for u ∈ E(Ω ′j) = H1A(Ω j),
Φλ,Ω ′j (u) =
1
2
∫
Ω ′j
(∣∣∇u + i A(x)u∣∣2 + λV (x)|u|2)− 1
2
∫
Ω ′j
F
(|u|2). (4.1)
By the assumptions ( f1)–( f4), one can easily see that both of IΩ j (u) and ΦΩ ′j (u) have mountain pass
geometry. That is,
(i) IΩ j (0) = Φλ,Ω ′ (0) = 0.j
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‖u‖0,Ω j  ρ0 ⇒ IΩ j (u) 0,
‖u‖0,Ω j = ρ0 ⇒ IΩ j (u) ρ1, (4.2)
‖u‖0,Ω j  ρ0 ⇒ Φλ,Ω ′j (u) 0,
‖u‖0,Ω j = ρ0 ⇒ Φλ,Ω ′j (u) ρ1. (4.3)
Here we use the notation:
‖u‖0,Ω j =
∫
Ω j
(∣∣∇u + i A(x)u∣∣2 + |u|2) for u ∈ H0,1A (Ω j).
(iii) There exists ϕ j(x) ∈ C∞0 (Ω j,C) such that
∥∥ϕ j(x)∥∥λ,Ω ′j =
∥∥ϕ j(x)∥∥0,Ω j  ρ1,
Φλ,Ω ′j (ϕ j) = IΩ j (ϕ j) < 0.
We deﬁne the following minimax values (mountain pass):
c j = inf
γ∈Γ j
max
t∈[0,1] IΩ j
(
γ (t)
)
,
cλ, j = inf
γ∈Γλ, j
max
t∈[0,1]Φλ,Ω
′
j
(
γ (t)
)
,
where
Γ j =
{
γ ∈ C([0,1], H0,1A (Ω j)): γ (0) = 0, IΩ j (γ (1))< 0},
Γλ, j =
{
γ ∈ C([0,1], H1A(Ω ′j)): γ (0) = 0,Φλ,Ω ′j (γ (1))< 0}.
It is standard to verify the Palais–Smale condition for IΩ j (u) and Φλ,Ω ′j (u) and c j, cλ, j are achieved
by critical points. We denote the corresponding critical points by ω j(x) and ωλ, j(x) respectively.
We have the following lemma.
Lemma 4.1.
(i) 0< ρ1  cλ, j  c j for all λ 0.
(ii) c j (cλ, j respectively) is a least energy level for IΩ j (u) (Φλ,Ω ′j (u) respectively), that is
c j = inf
{
IΩ j (u): u ∈ H0,1A (Ω j) \ {0}, I ′Ω j (u) · u = 0
}
,
cλ, j = inf
{
Φλ,Ω ′j (u): u ∈ H1A
(
Ω ′j
) \ {0}, Φ ′
λ,Ω ′j
(u) · u = 0}.
(iii) c j = maxr>0 IΩ j (rω j), cλ, j = maxr>0 Φλ,Ω ′j (rωλ, j).
(iv) cλ, j → c j as λ → ∞.
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extend u to u˜ ∈ H1A(Ω ′j) by
u˜ =
{
u(x) in Ω j,
0 in Ω ′j \ Ω j,
we regard H0,1A (Ω j) ⊂ H1A(Ω ′j). Thus we have Γ j ⊂ Γλ, j and
cλ, j = inf
γ∈Γλ, j
max
t∈[0,1]Φλ,Ω
′
j
(
γ (t)
)
 inf
γ∈Γ j
max
t∈[0,1]Φλ,Ω
′
j
(
γ (t)
)
= inf
γ∈Γ j
max
t∈[0,1] IΩ j
(
γ (t)
)= c j . (4.4)
Thus we have (i). Using the monotonicity of the term f (|u|2) with respect to |u|, the proof of (ii) and
(iii) is standard.
Now we show (iv). Using Proposition 3.3, we may extract a subsequence λn → ∞ such that
ωλ, j → u0 strongly in H1A(Ω ′j),
where u0 ∈ H0,1A (Ω j) is a solution of (3.7) and
Φλ,Ω ′j (ωλ, j) → IΩ j (u0).
By the deﬁnition of c j , we have
lim sup
λ→∞
cλ, j = lim sup
λ→∞
Φλ,Ω ′j (ωλ, j) IΩ j (u0) c j .
Compare with (4.4), we get (iv) and this completes the proof of Lemma 4.1. 
We choose R  2 such that
IΩ j (Rω j) < 0. (4.5)
Without loss of generality, we assume that J = {1,2, . . . , l} (l  k). We remark that the project t →
tRω j belongs to Γ j and satisﬁes maxt∈[0,1] IΩ j (tRω j) = c j for any j ∈ J . Now we set
γ0(s1, s2, . . . , sl)(x) =
l∑
j=1
s j Rω j(x) for all (s1, s2, . . . , sl) ∈ [0,1]l, (4.6)
Γ J =
{
γ ∈ C([0,1]l, E): γ (s1, s2, . . . , sl) = γ0(s1, s2, . . . , sl)
for all (s1, s2, . . . , sl) ∈ ∂
([0, l]l)
}
and
bλ, j = inf
γ∈Γ j
max
(s1,s2,...,sl)∈[0,1]l
Φλ
(
γ (s1, s2, . . . , sl)
)
.
We remark that Γ J = ∅ since γ0 ∈ Γ J and thus bλ, J is well deﬁned. We denote c J =∑lj=1 c j , we have
the following lemmas.
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(i)
∑l
j=1 cλ, j  bλ, J  c J for all λ 0.
(ii) Φλ(γ (s1, s2, . . . , sl)) c J − ρ1 for all λ 0, γ ∈ Γ J and (s1, s2, . . . , sl) ∈ ∂([0,1]l). Here ρ1 is given in
(4.2), (4.3) and (i) in Lemma 4.1.
Proof. For any given γ ∈ Γ J , we denote for j = 1,2, . . . , l
T j(s1, s2, . . . , sl) =
∫
Ω ′j
f (|γ (s1, s2, . . . , sl)(x)|2)|γ (s1, s2, . . . , sl)(x)|2∫
Ω ′j
|∇Aγ (s1, s2, . . . , sl)(x)|2 + λV (x)|γ (s1, s2, . . . , sl)(x)|2
and we deﬁne a map T : [0,1]l → Rl as follows
T (s1, s2, . . . , sl) =
(
T1(s1, s2, . . . , sl), T2(s1, s2, . . . , sl), . . . , Tl(s1, s2, . . . , sl)
)
.
We have for (s1, s2, . . . , sl) ∈ ∂([0,1]l)
T j =
∫
Ω ′j
f (|s j Rω j |2)|s j Rω j |2∫
Ω ′j
|∇A(s j Rω j)|2 + λV (x)|s j Rω j |2 =
∫
Ω ′j
f (|s j Rω j |2)|ω j |2∫
Ω ′j
|∇Aω j |2 + λV (x)|ω j |2 .
Thus for (s1, s2, . . . , sl) ∈ ∂([0,1]l),
T (s1, s2, . . . , sl) =
( ∫
Ω ′1
f (|s1Rω1|2)|ω1|2∫
Ω ′1
|∇Aω1|2 + λV (x)|ω1|2 , . . . ,
∫
Ω ′l
f (|sl Rωl|2)|ωl|2∫
Ω ′l
|∇Aωl|2 + λV (x)|ωl|2
)
.
By the assumptions ( f1), ( f3) and ( f4) and (4.5) we have
deg
(T , [0,1]l, (1,1, . . . ,1))= 1. (4.7)
By the property of topological degree, there exists (s1, s2, . . . , sl) ∈ [0,1]l such that
∫
Ω ′j
f (|γ (s1, s2, . . . , sl)(x)|2)|γ (s1, s2, . . . , sl)(x)|2∫
Ω ′j
|∇Aγ (s1, s2, . . . , sl)(x)|2 + λV (x)|γ (s1, s2, . . . , sl)(x)|2 = 1 for all j = 1,2, . . . , l. (4.8)
Now we come to show (i).
Since γ0 ∈ Γ J , we have
bλ, J  max
(s1,s2,...,sl)∈[0,1]l
Φλ
(
γ0(s1, s2, . . . , sl)
)
= max
(s1,s2,...,sl)∈[0,1]l
l∑
j=1
IΩ j (s j Rω j)
=
l∑
j=1
c j = c J .
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that
∫
Ω ′j
f (|γ (sγ )(x)|2)|γ (sγ )(x)|2∫
Ω ′j
|∇Aγ (sγ )(x)|2 + λV (x)|γ (sγ )(x)|2 = 1 for all j = 1,2, . . . , l,
which means that Φ ′
λ,Ω ′j
(γ (sγ )(x)) · γ (sγ )(x) = 0 for all j = 1,2, . . . , l. Thus for u(x) = γ (sγ )(x), we
have
Φλ(u) = Φλ,RN\Ω ′J (u) +
l∑
j=1
Φλ,Ω ′j (u),
where
Φλ,RN\Ω ′J (u) =
1
2
∫
RN\Ω ′J
(∣∣∇u + i A(x)u∣∣2 + λV (x)|u|2)− 1
2
∫
RN\Ω ′J
F˜
(|u|2).
Since F (|u|2) ν0|u|2, we have
Φλ,RN\Ω ′J (u) =
1
2
∫
RN\Ω ′J
(∣∣∇u + i A(x)u∣∣2 + λV (x)|u|2)− 1
2
∫
RN\Ω ′J
F˜
(|u|2)
 1
2
‖u‖2
λ,RN\Ω ′J −
1
2
‖u‖2L2(RN\Ω ′J )
 δ0
2
‖u‖2
λ,RN\Ω ′J  0.
Thus
Φλ(u) = Φλ,RN\Ω ′J (u) +
l∑
j=1
Φλ,Ω ′j (u)
l∑
j=1
Φλ,Ω ′j (u)

l∑
j=1
inf
{
Φλ,Ω ′j (v): v ∈ H1A
(
Ω ′j
) \ {0}, Φ ′
λ,Ω ′j
(v) · v = 0}
=
l∑
j=1
cλ, j .
Since γ ∈ Γ J is arbitrary, we have bλ, J  cλ, J .
For (ii), we remark that for any γ ∈ Γ γ (s1, s2, . . . , sl) = γ0(s1, s2, . . . , sl) on ∂([0,1]l), thus by the
deﬁnition of γ0, for (s1, s2, . . . , sl) ∈ ∂([0,1]l) we have
Φλ
(
γ0(s1, s2, . . . , sl)
)= l∑
j=1
IΩ j (s j Rω j)
2742 Z. Tang / J. Differential Equations 245 (2008) 2723–2748and IΩ j (s j Rω j) c j for all j = 1,2, . . . , l. On the other hand, for some j0 ∈ J , s j0 = 1 or s j0 = 0 and
thus IΩ j0 (s j0 Rω j0 ) 0. Therefore
Φλ
(
γ0(s1, s2, . . . , sl)
)

∑
j = j0
IΩ j (s j Rω j) c J − ρ1.
This completes the proof of the whole lemma. 
Corollary 4.3. bλ, J → c J as λ → ∞, moreover bλ, J is a critical point of Φλ for large λ.
Proof. From Lemma 4.1, we know that cλ, j → c j as λ → ∞, thus from the above lemma, it is clear
that bλ, J → c J as λ → ∞. Thus, we may choose λ0 large enough such that for all λ  λ0, bλ, J >
c J − ρ1. Since Φλ(u) satisﬁes Palais–Smale condition, by the standard deformation argument we can
see that bλ, J is a critical value of Φλ(u) for λ λ0. This completes the proof of the corollary. 
We use the following notation
Φ
c J
λ =
{
u ∈ E: Φλ(u) c J
}
.
We choose
0< μ <
1
3
min
j∈{1,2,...,l}
c j (4.9)
and deﬁne
Dμλ =
{
u ∈ E: ‖u‖λ,RN\Ω ′J μ,
∣∣Φλ,Ω ′j (u) − c j∣∣μ for all j ∈ J}.
We remark that ω j is the least energy solution of (3.7) and
Φλ,Ω ′j (ω j) =
1
2
∫
Ω j
(∣∣∇ω j + i A(x)ω j∣∣2)− 12
∫
Ω j
F
(|ω j |2)= c j .
Thus Dμλ ∩ Φc Jλ contains all the functions of the following form
ω(x) =
{
ω j(x), x ∈ Ω j,
0, x ∈ RN \ Ω J .
We have the following lemma.
Lemma 4.4. There exist σ0 > 0 and Λ0  0 independent of λ such that
∥∥Φ ′λ(u)∥∥∗λ  σ0 for λΛ0 and for all u ∈ (D2μλ \ Dμλ )∩ Φc Jλ . (4.10)
Proof. We prove it by contradiction. Suppose that there exist λn → ∞ and un ∈ (D2μλn \ D
μ
λn
) ∩ Φc Jλn
such that ‖Φ ′λn (u)‖∗λn → 0. Since un ∈ D
2μ
λn
, thus un is bounded in E (H1A(R
N )) and Φλn (un) stays
bounded as n → ∞. We may assume that
Φλn (un) → c  c J
up to a subsequence.
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(H1A(R
N )) and
lim
n→∞Φλn (un) =
l∑
j=1
IΩ j (u) c J , (4.11)
lim
n→∞‖un‖
2
λn,Ω
′
j
=
∫
Ω j
(∣∣∇u + i A(x)u∣∣2) for all j ∈ J , (4.12)
lim
n→∞
∫
Ω ′j
F
(|un|2)=
∫
Ω j
F
(|u|2), (4.13)
lim
n→∞
∫
RN\Ω ′J
(∣∣∇un + i A(x)un∣∣2 + λnV (x)|un|2)= 0. (4.14)
Since c J =∑lj=1 c j and c j is the least energy level for IΩ j (u), thus we have two possibilities:
(1) IΩ j (u|Ω j ) = c j for all j ∈ J .
(2) IΩ j0 (u|Ω j0 ) = 0, that is u|Ω j0 = 0 for some j0 ∈ J .
If (1) occurs, we have
1
2
∫
Ω j
∣∣∇u + i A(x)u∣∣2 − 1
2
∫
Ω j
F
(|u|2)= c j for all j ∈ J
and it follows from (4.12)–(4.14) that un ∈ Dμλn for large n which is a contradiction to un ∈ (D
2μ
λn
\ Dμλn ).
If (2) occurs, from (4.12) and (4.13) that
∣∣Φλn,Ω ′j (un) − c j0 ∣∣→ c j0  3μ.
This is also a contradiction to un ∈ (D2μλn \ D
μ
λn
) and we complete the proof. 
The following proposition is the key of the proof of our main result.
Proposition 4.5. Let μ satisfy (4.9) and let Λ0 be the constant given in Lemma 4.4. Then for λ  Λ0 there
exists a solution uλ of (Sλ) satisfying uλ ∈ Dμλ ∩ Φc Jλ .
Proof. We argue indirectly and assume that Φλ(u) has no critical points in D
μ
λ ∩ Φc Jλ . Since Φλ(u)
satisfy Palais–Smale condition, there exists a constant dλ > 0 such that
∥∥Φ ′λ(u)∥∥∗λ  dλ for all u ∈ Dμλ ∩ Φc Jλ ,
and from Lemma 4.4 we have
∥∥Φ ′λ(u)∥∥∗  σ0 for all u ∈ (D2μλ \ Dμλ )∩ Φc Jλ .λ
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ϕ(u) =
{
1 for u ∈ D
3μ
2
λ ,
0 for u /∈ D2μλ
and 0 ϕ(u) 1 for any u ∈ E .
For any u ∈ Φc Jλ , we deﬁne
W (u) = −ϕ(u) Φ
′
λ(u)
‖Φ ′λ(u)‖∗λ
: Φc Jλ → E.
Here we identify E∗ and E by the Riesz representation theorem. We consider the following deforma-
tion ﬂow η : [0,∞) × Φc Jλ → Φc Jλ deﬁned by
dη
dt
= W (η(t,u)), η(0,u) = u ∈ Φc Jλ .
η(t,u) has the following properties:
d
dt
Φλ
(
η(t,u)
)= −ϕ(η(t,u))∥∥Φ ′λ(η(t,u))∥∥∗λ  0, (4.15)∥∥∥∥dηdt
∥∥∥∥
λ
 1 for all t,u, (4.16)
η(t,u) = u for all t  0 and u ∈ Φc Jλ \ D2μλ . (4.17)
Let γ0(s1, s2, . . . , sl) ∈ Γ J be a path deﬁned in (4.6) and we consider η(t, γ0(s1, s2, . . . , sl)) for large t.
Since for all (s1, s2, . . . , sl) ∈ ∂([0,1]l), γ0(s1, s2, . . . , sl) /∈ D2μλ , thus we have by (4.16) that
η
(
t, γ0(s1, s2, . . . , sl)
)= γ0(s1, s2, . . . , sl) for all (s1, s2, . . . , sl) ∈ ∂([0,1]l)
and η(t, γ0(s1, s2, . . . , sl)) ∈ Γ J for all t  0.
Since suppγ0(s1, s2, . . . , sl)(x) ⊂ Ω J for all (s1, s2, . . . , sl) ∈ ∂([0,1]l) and hence Φλ(γ0(s1, s2, . . . ,
sl)(x)) and ‖γ0(s1, s2, . . . , sl)(x)‖λ,Ω ′j , etc. do not depend on λ 0. On the other hand
Φλ
(
γ0(s1, s2, . . . , sl)(x)
)
 c J for all (s1, s2, . . . , sl) ∈ [0,1]l
and Φλ(γ0(s1, s2, . . . , sl)(x)) = c J if and only if s j = 1R , that is γ0(s1, s2, . . . , sl)(x)|Ω j = ω j for all j ∈ J .
Thus we have
m0 := max
{
Φλ(u): u ∈ γ0
([0,1]l) \ Dμλ } (4.18)
is independent of λ and m0 < c J .
From (4.16), it is easy to see that for any t > 0,
∥∥η(0, γ0(s1, s2, . . . , sl))− η(t, γ0(s1, s2, . . . , sl))∥∥ t.
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for large number T , there exists a positive number γ0 > 0 which is independent of λ such that for all
j = 1,2, . . . , l and t ∈ [0, T ],
∥∥Φ ′
λ,Ω ′j
(
η
(
t, γ0(s1, s2, . . . , sl)
))∥∥∗
λ
 γ0. (4.19)
We claimed that for large T ,
max
(s1,s2,...,sl)∈[0,1]l
Φλ
(
η
(
T , γ0(s1, s2, . . . , sl)(x)
))
max
{
m0, c J − 1
2
τ0μ
}
, (4.20)
where m0 is given in (4.18), τ0 = max{σ0, σ0γ0 } and σ0 is given in (4.10).
In fact, if γ0(s1, s2, . . . , sl)(x) /∈ Dμλ , then by (4.18) we have Φλ(η(T , γ0(s1, s2, . . . , sl)(x)))m0 and
thus (4.20) holds. Now we consider the case γ0(s1, s2, . . . , sl)(x) ∈ Dμλ , we consider the behavior of
η˜(t) := η(t, γ0(s1, s2, . . . , sl)).
We set d˜λ :=min{dλ,σ0} and T = σ0μ2d˜λ . We consider two cases:
(1) η˜(t) ∈ D
3μ
2
λ for all t ∈ [0, T ].
(2) η˜(t0) ∈ ∂D
3μ
2
λ for some t0 ∈ [0, T ].
When (1) holds, we have ϕ(η˜(t)) ≡ 1 and ‖Φ ′λ(η˜(t))‖∗λ  d˜λ for all t ∈ [0, T ]. Thus by (4.15), we
have
Φλ
(
η˜(T )
)= Φλ(γ0(s1, s2, . . . , sl))+
T∫
0
d
ds
Φλ
(
η˜(t)
)
= Φλ
(
γ0(s1, s2, . . . , sl)
)−
T∫
0
ϕ
(
η˜(s)
)∥∥Φ ′λ(η˜(s))∥∥∗λ ds
 c J −
T∫
0
d˜λ ds = c J − d˜λT
= c J − 1
2
σ0μ c J − 1
2
τ0μ.
When (2) holds, there exists 0 t1 < t2  T such that
η˜(t1) ∈ ∂Dμλ , (4.21)
η˜(t2) ∈ ∂D
3μ
2
λ , (4.22)
η˜(t) ∈ D
3μ
2
λ \ Dμλ for all t ∈ [t1, t2]. (4.23)
It follows from (4.22) that
∥∥η˜(t2)∥∥λ,RN\Ω ′ = 3μJ 2
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∣∣Φλ,Ω ′j0 (η˜(t2))− c j0
∣∣= 3μ
2
for some j0 ∈ J .
We only see the later case, the former case can be dealt in a similar way. By (4.21),
∣∣Φλ,Ω ′j0 (η˜(t1))− c j0
∣∣μ.
Thus we have
∣∣Φλ,Ω ′j0 (η˜(t2))− Φλ,Ω ′j0 (η˜(t1))
∣∣ ∣∣Φλ,Ω ′j0 (η2) − c j0
∣∣− ∣∣Φλ,Ω ′j0 (η1) − c j0
∣∣
 1
2
μ.
On the other hand, by the mean value theorem, there exists t′ ∈ (t1, t2) such that
∣∣Φλ,Ω ′j0 (η˜(t2))− Φλ,Ω ′j0 (η˜(t1))
∣∣= ∣∣∣∣Φ ′λ,Ω ′j0
(
η˜(t′)
) · dη˜
dt
(t′)
∣∣∣∣(t2 − t1).
From (4.16) and (4.19) we have that
t2 − t1  1
2
μ
γ0
.
Thus we have
Φλ
(
η˜(T )
)= Φλ(γ0(s1, s2, . . . , sl)(x))+
T∫
0
d
ds
Φλ
(
η˜(s)
)
ds
= Φλ
(
γ0(s1, s2, . . . , sl)(x)
)−
T∫
0
ϕ
(
η˜(s)
)∥∥Φ ′λ(η˜(s))∥∥∗λ ds
 c J −
t2∫
t1
ϕ
(
η˜(s)
)∥∥Φ ′λ(η˜(s))∥∥∗λ ds
= c J − σ0(t2 − t1)
 c J − 1
2
τ0μ
and thus (4.20) is proved. We recall that η˜(T ) = η(T , γ0(s1, s2, . . . , sl)) ∈ Γ J . Thus
bλ, J Φλ
(
η˜(T )
)
max
{
m0, c J − 1
2
τ0μ
}
. (4.24)
However by Corollary 4.3, we have bλ, J → c J as λ → ∞. This is a contradiction with (4.24), thus
Φλ(u) has a critical point uλ(x) ∈ Dμλ for large λ and by Proposition 3.4, uλ(x) is a solution of the
original problem (Sλ). 
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Proof of Theorem 2.2. Let uλ(x) be a solution of the problem (Sλ) obtained in Proposition 4.5, apply-
ing Lemma 3.3, for any given sequence λn → ∞, we can extract a subsequence, still denote it by λn
which satisﬁes the conclusion of Proposition 3.4. With the same argument in the proof of Lemma 3.4,
we can extract a subsequence of uλn still denote uλn such that uλn → u in E (H1A(RN )) and
lim
n→∞Φλn (un) = c j for all j ∈ J , (4.25)
lim
n→∞
∫
RN\Ω ′J
(∣∣∇uλn + i A(x)uλn ∣∣2 + λV (x)|uλn |2)= 0. (4.26)
Since the limits in (4.25) and (4.26) do not depend on the choice of sequence λn → ∞, thus we
have (2.3) and (2.4) and the limit function u(x) satisﬁes:
(1) u(x) ≡ 0 for x ∈ RN \ Ω J .
(2) u(x)|Ω j is a least energy solution of
{
−(∇ + i A(x))2u(x) = f (∣∣u(x)∣∣2)u(x), x ∈ Ω j,
u(x) ∈ H0,1A (Ω j)
for j ∈ J .
This completes the proof of Theorem 2.2. 
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