Abstract. Nikol'skii inequalities for various sets of functions, domains and weights will be discussed. Much of the work is dedicated to the class of algebraic polynomials of total degree n on a bounded convex domain D. That is, we study σ := σ(D, d) for which
Introduction
Nikol'skii inequalities have many uses and were investigated in many articles (see [N] , [K] , [NT] , [DP] , [D] and [DT] for example). In most texts on approximation (see [DL, Theorem 2.6, p. 102] and [TB, 4.3.6, p. 130] ) P Lp (D) , 0 < p ≤ q ≤ ∞, where P ∈ P n .
On our way we will obtain results of more general form for different weights or sets of functions which we use later. We hope these more general results will be useful in the future.
In Section 2 we obtain some general results relating L p and L q norms for some finite dimensional space of functions. In Section 3 we describe the relation of Nikol'skii inequalities with estimates of the Christoffel functions. In Section 4 we use the results on the unit ball and the cube to deduce results on σ (see (1.3)) for many domains. In Section 5 we introduce the new method of extension to obtain upper estimates for the behaviour of σ that fit more domains.
In Section 6 we obtain additional results to establish the lower estimate of σ. In Section 7 we examine many examples in which we make use of Sections 2, 3 and 4. An effort is made to establish sharp estimates of σ, that is, to show that for some polynomials P of total degree n and some p and q (mainly 2 and ∞)
) P Lp (D) with σ = σ(D, d) of (1.3). The behavior of the Christoffel function on l p balls in
is computed in Section 8. Further applications of our technique are given in Section 9.
We will use the notation ϕ(n) ≈ ψ(n) to indicate that c −1 ψ(n) ≤ ϕ(n) ≤ cψ(n) with some positive c independent of n.
General results
In this section we obtain some general results. We begin with the following basic result/observation.
Theorem 2.1. Suppose D is a domain in R d , µ a positive measure on D, and S a subspace of bounded functions on D. Suppose also that for some p, 0 < p < ∞ (2.1) f L∞ (D,µ) ≤ M f Lp (D,µ) , for all f ∈ S.
Then, for any f ∈ S ) f Lq (D,µ) .
Remark 2.2. In the above proof we used the condition (2.1) for a single and exactly the same function f for which we obtained (2.2) and (2.3). Further discussion will often be relevant to the validity of (2.1) for a certain subspace S, so we included the notation S here for convenience.
Remark 2.3. If µ is nonsingular and dµ = w(x)dx with a function w(x) > 0 a.e. in D,
f L∞ (D,µ) = f L∞(D) = ess sup x∈D |f (x)|. One observes that when µ is an atomic measure on D, that is µ(x) = µ({ξ k })δ ξ k (x) (where δ ξ is the point mass at ξ), f L∞(D,µ) = sup |f (ξ k )| and f Lp (D,µ) = ( |f (ξ k )| p µ({ξ k })) 1/p , 0 < p < ∞, in which case Theorem 2.1 still applies.
Recall that P n = P n,d denotes the space of algebraic polynomials of total degree ≤ n in d variables.
Corollary 2.4. Suppose D ⊂ R d is a bounded domain, µ a finite positive measure on D and suppose for some n
If in addition we assume (2.5) for all n, we have for
where c 2 = c 2 (r, q) is a positive constant depending only on r and q.
Proof. The inequality (2.6) is an immediate corollary of Theorem 2.1 as the boundedness of D
To prove (2.7) we choose an integer s such that sp ≥ q (the case q = r = ∞ is obvious). As ϕ ∈ P n implies ϕ s ∈ P ns , we have
and hence
which implies (2.7) for q ≤ ps and r ≥ q.
Remark 2.5. The above result remains valid if the sequence of polynomial subspaces {P n } is replaced with any sequence {Q n } of subspaces of L ∞ (D, µ) satisfying the property that ϕ ∈ Q n implies ϕ s ∈ Q ns for all positive integers s. Useful examples of such sequences of subspaces may include even polynomials (of certain degree), radial polynomials, and others.
We note that in applying Theorem 2.1 and Corollary 2.4, we usually set p = 2 or p = 1. We also note that the requirement that (2.5) is valid for all polynomials of total degree n is not crucial for deducing (2.6) but it is for the proof of (2.7).
It is already clear from Theorem 2.1 that if (2.1) is satisfied with smallest possible M > 0, then
In some cases K has to be substantially bigger as we see from the following example.
Example 2.6.
(the Lebesgue measure normalized by
The first author seems to remember vaguely that the above example (or a similar one) was given to him by V. Totik during a coffee break in a conference in Banff a decade ago. This example answers negatively the problem posed in [BE, p. 3244 
and any fixed δ ∈ (0, π)).
Remark 2.7. In Theorem 2.1 one can replace polynomials of (total) degree n and D ⊂ R d by trigonometric polynomials of (total) degree n and D ⊂ T d (the torus) or by spherical harmonic polynomials of degree n and D ⊂ S d−1 (the unit sphere in R d ). In the proof of (2.6) P n can be replaced by a subspace of P n for which (2.5) is satisfied and for example we may choose to deal with polynomials of degree n orthogonal to polynomials of degree k for some k < n.
Nikol'skii inequality and Christoffel function
In this section we establish relations between the Nikol'skii inequality and the Christoffel function.
From now on, we consider only real-valued functions. For a bounded domain
finite measure µ on D and a finite dimensional space S of bounded continuous functions on D,
the Christoffel function λ (S, D, µ, x) is given by
where
is an orthonormal basis of S on D with respect to µ. Apriori the Christoffel function depends on the choice of the orthonormal basis of S, but we will show below that it does not. This fact and some other basic results of this section are perhaps known, but as the proofs are short, we include them for completeness. We also give them in a form and under conditions we need.
Note that we use N to denote the dimension of the space S. For spaces of polynomials of degree n we normally have N ≈ n s with appropriate s.
Throughout this section we use the function C(S, D, µ, x) rather than λ (S, D, µ, x) .
Asymptotics of the Christoffel function for different polynomial spaces has been studies in various papers, see, for example [T] and references therein. However, known results are usually concerned with the asymptotic behaviour of the Christoffel functions at a fixed point as the degree n approaches infinity. For our problem, a different quantity is of importance, namely, the order (with respect to n) of the maximum value of the function
The definition (3.1) can be extended to the situation when S is a finite dimensional space of continuous functions on all R d (but with the basis
In the following few statements and proofs, the corresponding situation is treated in the parentheses. In particular, this is the situation when S consists of polynomials (algebraic, trigonometric, spherical harmonics). 
In particular, C(S, D, µ, x) does not depend on the choice of the orthonormal basis of S (on
be an orthonormal basis of S on D (or of restrictions of functions from S to D). We set f = N k=1 a k ϕ k , a k ∈ R, and by the Parseval identity
Using the Cauchy-Schwartz inequality,
, and hence
To show that the minimum in (3.2) is attained, select a k = ϕ k (x), k = 1, . . . , N. As (3.2) is valid for any orthonormal basis, C(S, D, µ, x) does not depend on the choice of that basis.
As a corollary of Theorem 3.1 and Theorem 2.1 we have:
Corollary 3.2. Under the conditions of Theorem 3.1 and setting
for f ∈ S, q ≤ 2 and r > q we have
For S = P n a stronger corollary follows, as will be mentioned in Section 7.
The following elementary result (observation) will be useful.
Proof. For x ∈ D 1 (or for x ∈ R d ) and f ∈ S we have
When µ is the Lebesgue measure (dµ = w(x)dx and w(x) = 1), we set the Christoffel function
. This situation will be our primary focus for the remainder of the paper.
In what follows, it will be understood that det T = det A. In addition, whenever we refer to an affine transformation T on R d , we assume that it is non-degenerate, i.e., det T = 0. The space S of functions on T will be naturally mapped to the space S T of functions on
, where g ∈ S T and f ∈ S. We now track how the Christoffel function will change under the affine transformation of the domain.
which directly implies (3.5).
While very simple, the above theorem will be used frequently. Note that the space of algebraic polynomials is affine-invariant: P T n = P n . For convex bodies (convex compact sets with non-empty interior) D ⊂ R d , we can show that the maximum (up to a constant factor) of the Christoffel function is attained at the boundary ∂D of D. First we establish a geometric lemma and then apply it in our context.
Proof. For any x ∈ D, consider any segment [y, z] containing x with y, z ∈ ∂D, y = z.
Without loss of generality, we can assume that λ :=
. Take T to be the homothety with coefficient λ and center at y, i.e.,
Proof. Assume that the maximum on the left hand side is attained at a point x ∈ D. Apply Lemma 3.5 for x, let T be the resulting affine transformation. By Theorem 3.3,
and as T (∂D) = ∂T (D), the proof is complete.
Further strengthening of Theorem 3.6 is possible allowing us to prove a similar inequality with ∂D replaced by a smaller set (even one-point set for some domains), see Section 9.
Remark 3.7. For some D we know that
For the unit Euclidean ball (or ellipsoid) the maximum is achieved at all points of the boundary (see Theorem 4.1). For the cube (or its affine transformation) the maximum is achieved at all vertices (see Theorem 4.4). Moreover, the proof of Theorem 4.2 implies max x∈∂D
2 (see (4.1)) and (4.4) of Theorem 4.1 implies for any point
Therefore, for n large enough max C(P n , D, x) has to be attained at a point close to the boundary. This gives credence to our conjecture below that max x∈D C(P n , D,
An extreme point of a convex set
4. Christoffel function on the ball and the cube, and applications
be the unit Euclidean ball in R d . (Later we will make use of the notation B d p for the more general l p unit balls.) The ball of radius r centered at x 0 is x 0 + rB d 2 . We also define
Theorem 4.1. We have The lower bound
For the proof in the other direction, it is sufficient to show C(P n , B , we note that
as all the other terms contain x 2 to a positive power and hence are equal to zero at x = 0.
We now have
(−1), the normalized Jacobi polynomials, satisfy
is shown in [S, p. 168] . We note that in [S] the value at −1 is given in the proof, more precisely,
for the orthogonal nonnormalized Jacobi polynomials, and the normalization contributes an additional factor equivalent to m 1/2 , see [S, (4.3. 3), p. 68].
and c depends only on the diameter of D.
Proof. By Theorem 4.1,
for any x on the sphere x 2 = 1, and hence using Theorem 3.4,
There is x ∈ D such that x − x 0 2 = r and hence for that x
As polynomials are continuous and D is compact,
which concludes the proof.
2 ) and inf λ r λ = r > 0, then
Proof. As Theorem 3.4 and [D] imply C(P n ,
2 , (3.4) implies the inequality. Theorem 4.2 and the first inequality imply the equivalence where the constants of the equivalence depend on the diameter of D and on r.
Proof. Using [DT, Theorem 6.6, 
Using [S, (7.32 .2), p. 168], the one-dimensional orthonormal polynomials with weight w(x) = 1
as it is shown that that the maximum occurs at both −1 and 1 (whenever α = β ≥ −
2
). Therefore,
Theorem 4.5. Suppose for an affine transformation T on R d and the cube
where c 1 depends on det T and d.
Proof. Using Theorem 3.3, Theorem 3.4, and Theorem 4.4, we conclude that 
and the proof is complete as x ∈ D was chosen arbitrarily.
Some simple examples of applications of the above theorems in the context of Nikol'skii inequalities are given in Section 7.
Upper estimate of C(P n , D)
The quite elementary comparison result Theorem 3.3 used in conjunction with Theorem 3.4 will be extremely useful for lower and upper estimates of C(P n , D). A simple illustration of this idea is Theorem 4.3, where a Euclidian ball is inscribed into the domain. This may fail to work near the boundary of a domain with large curvature. To remedy this, we will employ two more ideas: affine transformations to "squeeze" the ball, and an "extension" that allows one to step away slightly from the boundary of the domain. We begin with an estimate of C(P n , B Lemma 5.1. We have
where c depends only on d.
Proof. Let P n ∈ P n be such that P n (v
. We claim that
. Let y be the point on the segment joining x := (1, 0, . . . , 0) and v d n where |P n | attains maximum value. As P n (v , then the largest value of |P n | on the segment I joining −x and y is M, and it is attained at y. We apply Markov's inequality on I for P n and the mean value theorem to obtain (note that the length of I is at most 2 + n −2 /3 ≤
Hence, |P n (x)| ≥ M/2 ≥ 1/2, which leads to a contradiction.
With Q n (·) := P n (·)/ P n L∞(B d 2 ) , and using Theorem 4.1, we conclude
The following result is the core of our "extension" technique.
Proof. The result follows immediately from Theorem 3.3, Lemma 5.1 and Theorem 3.4.
According to the above theorem, the Christoffel function can be bounded from below if the appropriate affine image of B d 2 can be inscribed into the domain, while mapping v d n into the point of interest. This is applicable for any fixed n. Our next result provides a bound for all n if a certain "cone"-type set (as in (5.1)) can be inscribed into the domain. Note that for s = 1 (5.1) describes a right circular cone, while for s = 1/2 we obtain almost a spherical cap. , 1], and furthermore
where c depends only on α, β, and d.
Proof. We need to construct an affine transformation T with not too small | det T | such that
The idea is that T maps the x 1 axis to the line through x parallel to u. More precisely, take T (·) = x + A(· − v 
2 with its first coordinate equal to 1 − t is located at most √ 2t away from (1 − t, 0, . . . , 0) in a direction orthogonal to (1, 0, . . . , 0). This fact and the structure of T imply that it is sufficient to prove
Indeed, since s ∈ [1/2, 1], we have
, and Theorem 5.2 yields
as required.
Remark 5.4. If D is convex and we are interested in estimating C(P n , D) from above, then 
Lower estimate of C(P n , D)
To obtain lower estimates of C(P n , D) we construct examples of algebraic polynomials that have uniform norm of constant order and a small L 2 norm. The main ingredient of such examples will be good univariate polynomials constructed in Lemma 6.1. We thank Igor Shevchuk for suggesting the reference [KLS] , which contains useful technical details that allowed us to simplify the proof of the lemma. 
√
1 − x 2 . For any n, m ≥ 1 and y ∈ [−1, 1], there exists a polynomial P n = P n,m,y of degree ≤ n such that (6.1) P n (y) = 1,
where c 1 > 0 depends only on m.
Proof. For k := ⌊ n m ⌋ + 1, k ≥ 1 and (k − 1)m ≤ n < km. Let T k (x) := cos(k arccos(x)) be the Chebyshev polynomial of degree k, and let x j = cos(jπ/k), 0 ≤ j ≤ k, be the corresponding Chebyshev partition of [−1, 1]. For any y ∈ [−1, 1], we can choose j, 0 ≤ j ≤ k, so that y ∈ [x j , x j−1 ]. We will use the polynomial t j from [KLS, Lemma A.1, p. 1246 ] defined as
We are ready to define P n = P n,m,y :
Clearly, P n is an algebraic polynomial of degree ≤ (k − 1)m ≤ n satisfying (6.1).
Straightforward arguments imply
with constants of equivalence depending only on m. Therefore, to prove (6.2), it is sufficient to show (6.4)
with an absolute constant c. For (6.4), we use the fact that following (6.3), t j (y) ≥ 4 3 .
We will need the following useful estimates (see [KLS, (5.6) ]): (x j−1 − x j ), and hence, by (6.5), 8|x −x j | ≥ 2ρ k (y). Further, using (6.5) again, we get
and (6.5), we conclude
which completes the proof of (6.4) for all x.
We will present two constructions.
First, we can obtain a lower estimate of C(P n , D) in terms of parallel section functions of D. 
where h ∈ R is the smallest h such that D ∩ {x ∈ R d : x · ξ = t + h} = ∅, and Vol d−1 is the
Theorem 6.2. For any non-empty compact set D ⊂ R d , unit vector ξ ∈ R d , and n, m ≥ 1, we have (6.6) In particular, if A D,ξ (t) ≤ Mt λ for some M > 0, λ < m − 1 and all t > 0, then
where c may, in addition, depend on M and λ.
Proof. Let h ∈ R be from the definition of A D,ξ (t). Since D is bounded, we can choose b > 0 such that 0 ≤ x · ξ − h ≤ 2b for any x ∈ D. Let P n = P n,m,1 be the polynomial from Lemma 6.1
). By (6.1), Q n C(D) ≥ P n (1) = 1, so using (6.2), we proceed as follows:
which implies (6.6). The corollary (6.7) is immediate.
The use of the parallel section function will be illustrated in the proof of Theorem 8.1.
The second construction uses the tensor product of polynomials from Lemma 6.1.
where c > 0 depends only on d.
Proof. By Theorem 3.3 and Theorem 3.4,
Letñ = ⌊n/d⌋. Using Lemma 6.1 with m = 1, we define
Then Q n is a polynomial of total degree ≤ n and Q n (y) = 1. Using (6.2), we have
Therefore,
where in the last step we used ρñ(t) ≤ c(d)ρ n (t) for t ∈ [−1, 1].
A simple example can be the estimate C(P n , B d 2 ) ≥ cn d+1 . Take T to be the identity, y = (1, 0, . . . , 0), the inequality follows by ρ n (0) ≤ 2n −1 and ρ n (1) = n −2 . Another immediate example is the lower bound of Theorem 4.4. More examples will be given later.
Applications, some simple examples
In this section we use the results of Sections 2, 3, and 4 to find the power σ = σ(D) for many domains D in the Nikol'skii inequality given by
, for ϕ ∈ P n and 0 < p < q ≤ ∞.
As is common in this type of question, we seek to determine σ in
with the constants of the equivalence (7.1) depending on D but not on n. Recall that by (2.7)
of Corollary 2.4, the Nikol'skii inequality for (p, q) = (2, ∞) with some σ (determined in (7.1))
implies the Nikol'skii inequality for all (p, q), 0 < p < q ≤ ∞, with the same σ.
The equivalence (7.1) implies that the power σ of (7.1) is the optimal σ of the Nikol'skii inequality as it is achieved for p = 2 and q = ∞. In fact, (7.1) implies that it is achieved for q = ∞ and any p as supposing that for some σ 1 < σ
contradicts (7.1) when we use Corollary 2.4.
We will also try to find x 0 ∈ D such that
where x 0 does not depend on n. Of course, there is more than one possibility for x 0 even when ϕ L∞(D) of (7.1) is equal to |ϕ(x 0 )| of (7.2). In situations discussed here x 0 does not depend on n. We also find for various y ∈ D
with some σ 1 < σ, and examples of such will be useful. The main tools in this section will In particular, note that C(P n , D) ≈ n σ is equivalent to (7.1).
We first observe the situation for an interior point y of D.
with the constants of equivalence depending only on r, R and d.
Proof. We use 
, and this in turn implies our equivalence.
We now give a few examples using estimates on affine transformation of the cube.
given by » or (star of David or five-pointed star)
Proof. We use for any extreme point x ∈ D (a point that is not an interior point of a segment with two different endpoints in D) two affine maps of the square, D 1 and D 2 , each containing
x as its extreme point with D 1 ⊂ D ⊂ D 2 and observe that on the square S (see [DT, Th. 6.6] and Theorem 4.4)
For the next example we recall that a (convex) polytope D in R d is a convex hull of finitely many points such that D has a non-empty interior.
is a polytope and x is any extreme point of D. Then
and the constants of the equivalences depend only on d and the diameter and shape of D.
Suppose in addition that S k is a k-face of D and y ∈ S k satisfies (y + rB and y ∈ S k , so y i = −1 for i > k, and for i ≤ k |y i − z i | < r/ √ k implies |z i | < 1. The function
which is given by j Φ j,n (x) 2 , where Φ j,n (x) is any orthonormal basis of
where ϕ i is the Legendre polynomial of degree i such that ϕ i L 2 [−1,1] = 1. We now note that
2 ≈ n and, using Theorem 4.4,
The above implies (7.5) when D is the cube [−1, 1] d and, using Theorem 3.4, it implies (7.5) for any affine transformation of the cube.
To prove (7.5) for general polytopes, we define Example 7.4. The cone D, the convex hull of ξ = (0, 0, 1) and {(x, y, z) :
Proof. We set D 1 as the convex hull of (0, 0, 1), (0, ±1, 0) and (±1, 0, 0) which satisfies D 1 ⊂ D and is a pyramid which is a polytope in R 3 . We set D 2 as the convex hull of (0, 0, 1), (0, ± √ 2, 0) and (± √ 2, 0, 0) which satisfies D ⊂ D 2 , and D 2 is also a polytope (pyramid) in R 3 . Using (7.4) and earlier considerations, we have (7.6).
Obviously, the relation (7.6) holds for any affine map of D in Example 7.4.
Example 7.5. For D half the disc i.e. D = {(x, y) :
Proof. To prove (7.7) we set
To prove (7.8) we set
As D i are polytopes in R 2 and R 3 , the results follow the usual considerations.
For half the ball D = {(x, y, z) : x 2 + y 2 + z 2 ≤ 1, z ≥ 0} the situation is more elaborate and will be dealt with in Section 9 where the corresponding behaviour will be shown to be n 5/2 (σ = 5).
where P n,s is the set of polynomials of degree n in s variables. Then (7.9) sup ϕ∈P n,k+k
For the cylinder D = {(x, y, z) :
where ξ = (x, y, z) is any point which satisfies x 2 + y 2 = 1 and z = 0 or z = 1.
Proof. Let {Φ j,n (x, y)} be any orthonormal basis of polynomials (over A × B) in k + l variables which are of total degree ≤ n. The inverse of the Christoffel function C(P n , A × B, (x, y)) = j Φ j,n (x, y) 2 is independent of the choice of the orthonormal basis of P n . Therefore,
This implies (7.9) using Theorem 3.1.
The implication on the cylinder follows, as on the disc, the supremum is achieved at any point of the unit circle, and on the interval [0, 1] the supremum is achieved at 0 and 1 (see Theorem 4.1 and Theorem 4.4).
Observation 7.7. For domain D and affine transformation T Theorem 3.4 implies
and for 0 < p ≤ q ≤ ∞ and ϕ ∈ P n
Hence the transformation T influences the constant in front of n σ(
) but not the σ of the Nikol'skii inequality (unless T depends on n). Moreover, if two points, ξ 1 and ξ 2 , satisfy
the equality holds for T ξ 1 and T ξ 2 in relation to T D as well. The influence of the above on "thin" sets can be illustrated by considering the triangle A given by (±1, 0) and (0, √ 3) and a second triangle B given by (±1, 0) and (0, ε) for which the transformation T A = B yields
The equivalence (7.9) also yields the following: for µ 1 = (1, 0), µ 2 = (−1, 0) and µ 3 = (0, ε)
we have
(in the sense of differential geometry), and suppose the outward pointing unit normal vector n(x) for x ∈ ∂D satisfies the Lipschitz condition |n(x) − n(y)| ≤ L|x − y|, x, y ∈ ∂D, with some L > 0. Then C(P n , D) ≈ n d+1 .
Proof. By the equivalence of (iii) and (v) in [W, Theorem 1] , a ball of radius L −1 rolls freely inside D (in the terminology of [W] ). This immediately implies that for some family of centres {x λ } λ ⊂ D, our set D is the union of the Euclidean balls of radius L −1 with those centres, i.e.,
2 ) and, using Theorem 4.3, we complete the proof.
We note that if D is a compact set in R d such that the boundary ∂D is a (d − 1)-dimensional C 2 submanifold in R d , then the Lipschitz condition is satisfied, and the above theorem is applicable. This will be applied in the next section for l p balls in R d with 2 ≤ p < ∞.
Let us give some other examples. For a torus in R 3 given by D := (x, y, z) : R − x 2 + y 2 2 + z 2 ≤ r 2 , 0 < r < R,
we have C(P n , D) ≈ nas required.
Remark 8.4. In fact, the lower estimate in the above proof implies that 
Sharp subsets and further examples
We will present an improvement of Theorem 3.6 and illustrate its application. Trivially, D is always a sharp subset of D with c = 1 -it is enough to take T to be the identity. We are, however, interested in rather "small" sharp subsets. For instance, it is not hard to see that any vertex of a convex polytope is a sharp subset of the polytope. Another example was given in Lemma 3.5, which states that for any convex body D the boundary ∂D is a sharp subset of D with c = 2 −d . Repeating the steps of the proof of Theorem 3.6, we obtain the following:
Theorem 9.2. Let Ω be a sharp subset of a compact set D ⊂ R d . Then
where c is the constant from Definition 9.1.
Therefore, if we established that Ω is a sharp subset of D, then to compute the order of max x∈D C(P n , D, x), it is sufficient to consider only x ∈ Ω.
Remark 9.3. If D is a convex body, then Lemma 3.5 allows one to restrict verification of the condition from Definition 9.1 to x ∈ ∂D. Indeed, suppose for any x ∈ ∂D, there exists T 1 ( x) ∈ ∂D, obtain the corresponding T , and consider the composition T 2 (·) := T 1 (T (·) ). and y = (1, 0, −1). Then C(P n , B 3 + ) −1 ≤ cρ n (1)ρ n (0)ρ n (−1) ≤cn −5 .
Remark 9.8. It is not hard to generalize the above approach to show that C(P n , B 
