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Abstract
Automated collaborative ﬁltering is a popular technique for reducing information
overload and the task is to predict missing values in a data matrix. Extraction of local
linear models is a useful technique for predicting the missing values. Linear models
featuring local structures of the high-dimensional incomplete data set are estimated by a
modiﬁed linear fuzzy clustering algorithm. Fuzzy c-varieties (FCV) is a linear fuzzy
clustering algorithm that estimates local principal component vectors as the vectors
spanning prototypes of clusters. Least squares techniques, however, often fail to ac-
count for ‘‘outliers’’, which are common in real applications. In this paper, a technique
for making the FCV algorithm robust to intra-sample outliers is proposed. The
objective function based on the lower rank approximation of the data matrix is mini-
mized by a robust M-estimation algorithm that is similar to FCM-type iterative pro-
cedures. In numerical experiments, the diagnostic power of the ﬁltering system is shown
to be improved by predicting missing values using robust local linear models.
 2004 Elsevier Inc. All rights reserved.
Keywords: Fuzzy c-varieties; Robust clustering; Collaborative ﬁltering; Principal
component analysis
*
Corresponding author. Tel.: +81-72-254-9355; fax: +81-72-254-9915.
E-mail addresses: honda@ie.osakafu-u.ac.jp (K. Honda), ichi@ie.osakafu-u.ac.jp (H. Ichih-
ashi).
URL: http://www.ie.osakafu-u.ac.jp/~honda.
0888-613X/$ - see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.ijar.2004.02.001
www.elsevier.com/locate/ijar
International Journal of Approximate Reasoning 37 (2004) 127–144
1. Introduction
Automated collaborative ﬁltering is a useful tool for reducing information
overload and has been considerably successful in many areas [13,17,18]. Fil-
tering systems are built on the assumption that items to be recommended are
the items preferred by users who have similar interests to the active user. The
task is then to predict the applicability of items to the active user based on a
database of users’ ratings. The problem space can be formulated as a matrix of
users versus items, with each element representing the user’s rating of a speciﬁc
item and the goal is to predict the missing values in the data matrix [8].
GroupLens [13,17] is a well-known neighborhood-based algorithm in which
the subset of neighbors is chosen considering similarities to the active user with
the weighted averages of ratings used to generate predictions for the active
user. However, existing methods often require a large memory space because
the ﬁltering systems have to retain all the ratings for calculating each missing
value.
Honda et al. [12] proposed the use of local linear models for predicting the
missing values. Linear models featuring local structures of a high-dimensional
incomplete data set are estimated by a modiﬁed linear fuzzy clustering algo-
rithm. Fuzzy c-varieties (FCV) [1,2] is a linear fuzzy clustering technique that
captures the local linear structures of data sets. The prototypes of clusters are
the lower dimensional linear varieties spanned by the vectors forming the
orthonormal bases of principal subspaces. Because the basis vectors are derived
by solving the eigenvalue problems of fuzzy scatter matrices, they are regarded
as the local principal component vectors of the data sets. FCV clustering can be
formulated as the extraction of local principal components based on minimi-
zation by the least squares criterion, which performs lower rank approximation
of the data matrix [20]. While the objective function of the FCV algorithm is
composed of the distances between data points and prototypical linear varie-
ties, the same function can be derived from the least squares criterion that
achieves component-wise approximation. In [10–12], missing values in a data
matrix are ignored by multiplying ‘‘0’’ weights to the corresponding recon-
struction errors and the local models are estimated without elimination or
imputation of data elements. Once the local linear models are obtained,
missing values can be predicted using a few simple linear models, and so an
advantage of the method is the low memory requirements.
However, linear models based on the least squares technique are sensitive to
outliers and the derived models are easily inﬂuenced by noise. In real appli-
cations, two diﬀerent types of noise often exist. One occurs when the data set
includes noise samples and all elements of the noise samples need to be elim-
inated. The other is data including intra-sample outliers. For example, in the
case of information ﬁltering, if some users give incorrect ratings to several
items, the data set should be analyzed by ignoring the ratings corresponding to
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noise, not by removing entire users. For the robust subspace learning of a noisy
data set containing intra-sample outliers, de la Torre et al. [5,6] proposed a
robust principal component analysis technique based on robust M-estimation
and applied the technique to a problem in computer vision by modeling the
outliers that typically occur at the pixel level.
Results of the fuzzy clustering algorithm are also inﬂuenced by outliers and
several techniques for handling noise have been proposed. Dave’s noise clus-
tering [3] introduced an additional ‘‘noise cluster’’ so that all noise samples
could be dumped into a single cluster and other clusters could capture the local
structures ignoring noise samples. The possibilistic clustering technique pro-
posed by Krishnapuram and Keller [14] tried to make data partitioning robust
by using a possibilistic constraint. However, in many cases, almost every
sample includes a few noise elements and conventional robust clustering
methods fail to derive good results because all noise samples are eliminated,
even though only a few elements of the samples are noise.
A technique for making the linear clustering algorithm robust by handling
intra-sample noise and predicting missing values using robust local linear
models is proposed. Introducing the M-estimation technique, the lower rank
approximation is performed by ignoring only noise elements. The novel clus-
tering algorithm is based on iterative reweighted least squares (IRLS) [9] in
which additional weight parameters enable a robust approximation to be ob-
tained by using an iterative procedure without solving a non-linear system of
equations. So, the proposed technique has the following advantages. Using
IRLS approach, the proposed algorithm is reduced to a simple iterative pro-
cedure, which is similar to that of the linear fuzzy clustering with missing values
[10,11]. The close connection contributes to applying the proposed method to
missing values estimation with robust local linear models. Then, the collabo-
rative ﬁltering system with the linear fuzzy clustering is modiﬁed by using
robust models.
The structure of this paper is as follows: in Section 2, a new robust linear
clustering approach is proposed and applied to the missing value estimation
problem. In Section 3, the diagnostic power of the ﬁltering system is shown to
be improved by predicting missing values using robust local linear models. The
last section oﬀers some conclusions.
2. Simultaneous application of robust principal component analysis and fuzzy
clustering
2.1. Local principal component analysis using least squares criterion
Let X ¼ ðxijÞ denote an ðn mÞ data matrix consisting of m-dimensional
observation of n samples. The matrix is often denoted as X ¼ ðx1; . . . ; xmÞ using
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n-dimensional column vectors xj composed of the elements of the ith columns
of X , or X ¼ ð~x1; . . . ; ~xnÞT using m-dimensional column vectors ~xi composed of
the ith row elements of X respectively. In the following, column vectors are
shown in bold face and column vectors which are composed of the row ele-
ments of a matrix are indicated by tildes ðÞ.
The goal of the simultaneous approach to PCA and fuzzy clustering is to
estimate local principal component vectors that express local linear structures
of a data set by partitioning the samples into several linear clusters. FCV is a
clustering method that partitions a data set into C linear fuzzy clusters. The
objective function of FCV consists of distances from data points to p-dimen-
sional prototypical linear varieties spanned by linearly independent vectors ack
as follows [1,2]:
Lfcv ¼
XC
c¼1
Xn
i¼1
uhci ð~xi
(
 bcÞTð~xi  bcÞ 
Xp
k¼1
aTckRciack
)
; ð1Þ
Rci ¼ ð~xi  bcÞð~xi  bcÞT; ð2Þ
where uci denotes the membership degree of the data point ~xi to the cth cluster
and T represents the transpose of the vector. bc is the center of the cth cluster.
The weighting exponent h is added for fuzziﬁcation. The larger h is, the fuzzier
the membership assignments are.
From the necessary condition for the optimality oLfcv=oack ¼ 0, the optimal
ack are derived by solving the following eigenvalue problem.
Sfcack ¼ lckack; ð3Þ
where Sfc is the generalized fuzzy scatter matrix,
Sfc ¼
Xn
i¼1
uhciRci: ð4Þ
Because the optimal ack are eigenvectors corresponding to the largest eigen-
values, the vectors are regarded as the fuzzy principal component vectors ex-
tracted in each cluster considering the memberships [21].
In the same way, the cluster centers and the memberships are updated from
the conditions oLfcv=obc ¼ 0 and oLfcv=ouci ¼ 0 respectively. An iterative
algorithm is used to derive the clustering result.
Honda et al. [10,11] proposed to modify the objective function using least
squares criterion and discussed the relationship between the FCV clustering
algorithm and the local PCA technique based on the lower rank approximation
of a data matrix. Introducing memberships uci, the least squares criterion for
fuzzy local PCA is deﬁned as
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Llsc ¼
XC
c¼1
tr ðX
n
 YcÞTU hc ðX  YcÞ
o
; ð5Þ
where Uc ¼ diagðuc1; . . . ; ucnÞ and Yc ¼ ðycijÞ denotes the lower rank approxi-
mation of the data matrix X in the cth cluster,
Yc ¼ FcATc þ 1nbTc ; ð6Þ
where Fc ¼ ð~f c1; . . . ; ~f cnÞT is the ðn pÞ score matrix and Ac ¼ ðac1; . . . ; acpÞ is
the ðm pÞ principal component matrix of the cth fuzzy cluster. 1n is n-
dimensional vector whose elements are all 1.
With ﬁxed memberships, the extraction of local principal components in
each cluster is equivalent to the calculation of Fc, Ac and bc such that the least
squares criterion of Eq. (5) is minimized.
From the necessary condition for the optimality of the objective function
oLlsc=obc ¼ 0, we have
bc ¼ ð1Tn U hc 1nÞ1ðX T  ATc F Tc ÞU hc 1n: ð7Þ
Usually, in PCA, the principal component score is constrained to have zero
mean. Considering fuzzy partitioning, the constraint is replaced with
F Tc U
h
c 1n ¼ 0. Then, Eq. (7) is reduced to
bc ¼ ð1Tn U hc 1nÞ1X TU hc 1n: ð8Þ
Eq. (8) is equivalent to the updating rule for the cluster center bc in the FCV
algorithm. Substituting Eqs. (6) and (8), Eq. (5) becomes
Llsc ¼
XC
c¼1
trðX Tc U hc XcÞ
  2trðX Tc U hc FcATc Þ þ trðAcF Tc U hc FcATc Þ; ð9Þ
where Xc ¼ X  1nbTc . From oLlsc=oFc ¼ O,
FcATc Ac ¼ XcAc: ð10Þ
Under the condition ATc Ac ¼ I , which is used in the FCV algorithm, we have
Fc ¼ XcAc and the objective function is transformed as follows:
Llsc ¼
XC
c¼1
trðX Tc U hc XcÞ
  trðATc X Tc U hc XcAcÞ ¼ Lfcv: ð11Þ
Therefore it can be said that Eq. (5) is equivalent to the objective function of
FCV and the minimization problem is solved by computing the p largest sin-
gular values of the fuzzy scatter matrix and the associated vectors.
By the way, Eq. (5) can also be expressed as
Llsc ¼
XC
c¼1
Xn
i¼1
uhci
Xm
j¼1
xij
 

Xp
k¼1
fcikacjk  bcj
!2
: ð12Þ
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This formulation means that the clustering criterion is composed of the com-
ponent-wise approximation of the data matrix.
2.2. Robust local principal component analysis
When we deal with a data matrix including noise elements, local models
based on least squares techniques are easily distorted. To handle noise in fuzzy
clustering, Dave [3] introduced an additional ‘‘noise cluster’’ so that all noise
samples could be dumped into that single cluster and other clusters could
capture the local structures ignoring noise samples. The possibilistic clustering
technique proposed by Krishnapuram and Keller [14] tried to make the data
partitioning robust by using a possibilistic constraint. In the possibilistic ap-
proach, the objective function is minimized with no constraints on member-
ships other than the requirement that memberships should be in ½0; 1, i.e., the
membership value of a sample represents the possibility of the sample
belonging to the cluster. These two robust clustering approaches have close
relationship and can be identiﬁed with robust estimators based on statistics.
Then, a uniﬁed view of them and a general perspective were presented by Dave
and Krishnapuram [4].
However, in the analysis of large scale databases with high-dimensional
observations, in many cases, almost every sample includes a few noise elements
and conventional robust clustering methods fail to derive good results because
all noise samples are eliminated, even though only a few elements of the
samples are noise. In this section, a technique for handling intra-sample out-
liers in local PCA is introduced based on the component-wise least squares
approximation. The M-estimation technique is a useful method for estimating
robust models. The goal of the technique is to derive the solution ignoring
outliers that do not conform to the assumed statistical model.
For robust principal component analysis of a noisy data set including intra-
sample outliers, de la Torre et al. [5,6] proposed a robust subspace learning
technique based on robust M-estimation. In the robust PCA technique, the
energy function to be minimized is deﬁned as
Lrpca ¼
Xn
i¼1
Xm
j¼1
q xij
 

Xp
k¼1
fikajk  bj
!
; ð13Þ
where qðÞ is a class of robust q-functions [9]. In [5,6], the Geman–McClure
error function [7] is used,
qðxÞ ¼ x
2
x2 þ r2j
; ð14Þ
where rj is a scale parameter that controls the convexity of the robust function.
In the optimization process, the value of rj is decreased by the deterministic
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annealing technique. To solve the minimization problem, the use of both the
iteratively reweighted least squares (IRLS) technique [9] and the gradient
descent method with a local quadratic approximation was proposed. In the
following, a robust local PCA technique is proposed by introducing the q-
function into the FCV algorithm using the least squares criterion of Eq. (12).
The objective function of robust FCV with entropy regularization [15] is de-
ﬁned as follows:
Lrfcv ¼
XC
c¼1
Xn
i¼1
uci
Xm
j¼1
q xij
 

Xp
k¼1
fcikacjk  bcj
!
þ k
XC
c¼1
Xn
i¼1
uci log uci:
ð15Þ
The entropy term is added for fuzziﬁcation instead of the weighting expo-
nent of the standard FCV algorithm. The larger k is, the fuzzier the mem-
bership assignments are. The fuzziﬁcation technique is used because of
several merits, e.g., ‘‘singularities’’ do not occur even if several sample points
are on the prototypes and cluster centers are the means of ~xi simply weighted
by uci’s.
To obtain a unique solution, the objective function is minimized under the
constraint that
F Tc UcFc ¼ I ; c ¼ 1; . . . ;C; ð16Þ
F Tc Uc1n ¼ 0; c ¼ 1; . . . ;C; ð17ÞXC
c¼1
uci ¼ 1; i ¼ 1; . . . ; n; ð18Þ
and ATc Ac is orthogonal. Eq. (18) corresponds to the probabilistic constraint for
memberships. In the proposed method, Eq. (16) is used for normalization in-
stead of ATc Ac ¼ I because that is a common practice in PCA.
The optimal solution cannot be derived from eigenvalue problems because
the clustering criterion is transformed by the non-linear q function. Thus, the
solution is derived based on the IRLS technique in which the minimization
problem is formulated as a weighted least squares problem with an ðn mÞ
weight matrix Wc ¼ ðwcijÞ in each cluster. wcij represents the positive weight for
the previous residual ecij ¼ xij 
Pp
k¼1 fcikacjk  bcj. For the Geman–McClure q
function, the weight wcij is given by
wcij ¼ wðecij; rjÞecij ; ð19Þ
where
wðecij; rjÞ ¼ oqðecijÞoecij ¼
2ecijr2j
ðe2cij þ r2j Þ2
; ð20Þ
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and the objective function is modiﬁed as follows:
Lrfcv0 ¼
XC
c¼1
Xn
i¼1
uci
Xm
j¼1
wcije2cij þ k
XC
c¼1
Xn
i¼1
uci log uci: ð21Þ
Minimization of the modiﬁed objective function approximately achieves the
optimization of Eq. (15) because the ﬁrst derivative with ﬁxed wcij is similar to
that of Lrfcv as follows:
oLrfcv0
oecij
¼ 2uciwcijecij
ﬃ 2ucir
2
j ecij
ðe2cij þ r2j Þ2
¼ oLrfcv
oecij
: ð22Þ
If the parameter rj has a large value, the modiﬁed objective function gives
similar results to the FCV algorithm since all the weights wcij have similar
values.
To derive the optimal Ac and bc, Eq. (21) is rewritten as follows:
Lrfcv ¼
XC
c¼1
Xm
j¼1
ðxj  Fc~acj  1nbcjÞTUcWcjðxj  Fc~acj  1nbcjÞ
þ k
XC
c¼1
Xn
i¼1
uci log uci; ð23Þ
where Ac ¼ ð~ac1; . . . ; ~acmÞT and Wcj ¼ diagðwc1j; . . . ;wcnjÞ. From oLrfcv=o~acj ¼ 0
and oLrfcv=obcj ¼ 0, we have
~acj ¼ ðF Tc UcWcjFcÞ1F Tc UcWcjðxj  1nbcjÞ; ð24Þ
bcj ¼ ð1Tn UcWcj1nÞ11Tn UcWcjðxj  Fc~acjÞ: ð25Þ
In the same way, we can derive the optimal Fc and uci. Eq. (21) is equivalent to
Lrfcv ¼
XC
c¼1
Xn
i¼1
ucið~xi  Ac~f ci  bcÞT eWcið~xi  Ac~f ci  bcÞ
þ k
XC
c¼1
Xn
i¼1
uci log uci; ð26Þ
and oLrfcv=o~f ci ¼ 0 and oLrfcv=ouci ¼ 0 yields
~f ci ¼ ðATc eWciAcÞ1ATc eWcið~xi  bcÞ; ð27Þ
uci ¼ exp
n
ð~xi  Ac~f ci  bcÞT eWcið~xi  Ac~f ci  bcÞ=k 1o; ð28Þ
where eWci ¼ diagðwci1; . . . ;wcimÞ.
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The proposed algorithm can be written as follows.
Robust Fuzzy c-Varieties (Robust FCV) Algorithm
Step 1: Initialize Uc;Ac; bc; Fc randomly in each cluster and normalize them so
that they satisfy the constraints Eqs. (16)–(18) and ATc Ac is orthogonal.
Choose termination thresholds 1 and 2.
Step 2: Calculate the initial Wc in each cluster.
Step 3: Update Ac using Eq. (24) and transform so that each ATc Ac is orthogo-
nal.
Step 4: Update Fc using Eq. (27) and normalize so that the constraints of Eqs.
(16) and (17) are satisﬁed.
Step 5: Update bc using Eq. (25).
Step 6: Update Uc using Eq. (28) and normalize so that Eq. (18) holds.
Step 7: If
max
c;i
juNEWci  uOLDci j < 1;
then go to Step 8. Otherwise, return to Step 3.
Step 8: Update Wc’s using Eq. (19). If
max
c;i;j
jwNEWcij  wOLDcij j < 2;
then stop. Otherwise, return to Step 3.
The orthogonal matrices in Steps 1, 3 and 4 are obtained by such a tech-
nique as Gram-Schmidt’s orthogonalization.
Usually the initial value of the parameter rj is large and is annealed in the
optimization process. The initial partitioning can then be said to be given by
the FCV algorithm.
2.3. Handling missing values and application to collaborative ﬁltering
Aside from noise or outliers, missing values are also common in real world
data analysis. In such cases, a priori knowledge about observations is often
available although many noise elements are not identiﬁed prior to analysis. In
[10,11], missing values in a data matrix are ignored by multiplying ‘‘0’’ weights
over the corresponding reconstruction errors. Considering binary weights dij,
dij ¼ 1; xij is observed;0; xij is missing

ð29Þ
the objective function of FCV with missing values is deﬁned as
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Lfcvm ¼
XC
c¼1
Xn
i¼1
uci
Xm
j¼1
dij xij
 

Xp
k¼1
fcikacjk  bcj
!2
þ k
XC
c¼1
Xn
i¼1
uci log uci:
ð30Þ
The novel method is also applied to incomplete data sets. To handle missing
values, the weight parameter wcij is redeﬁned as follows:
wcij ¼
2r2j
ðe2cij þ r2j Þ2
; xij is observed;
0; xij is missing:
8><>: ð31Þ
If all the weights wcij for the observed elements xij are 1, the proposed method is
equivalent to the FCV algorithm with missing values [10,11].
Once local linear models are estimated, the missing values of the data matrix
X can be predicted using the corresponding elements of the approximation
matrix Yc because Yc includes no missing values [12]. The cluster of the user is
determined based on the maximum membership assignment and the missing
value xij is predicted from the corresponding value ycij. This means that the
missing values are estimated based on the assumption that data points
including missing values should exist on the nearest points to the prototypical
linear varieties spanned by the local principal component vectors.
Using the local linear models, the ratings of new active users can also be
predicted. Memberships and principal component scores of the new active
users are estimated by Eqs. (28) and (27), respectively, and ycij can be predicted
using the following equation.
ycij ¼
Xp
k¼1
fcikacjk þ bcj: ð32Þ
Even when we have an enormous number of users, the missing values can be
predicted by using only Eqs. (28), (27) and the local principal component
matrix Ac while memory-based algorithms such as GroupLens must retain all
elements of the users versus items matrix. In this sense, the proposed prediction
method is an eﬃcient technique with fewer memory requirements.
3. Numerical experiments
3.1. Analysis of artiﬁcial data sets
Numerical experiments were performed using an artiﬁcial data set. The 3-D
data set composed of 24 samples forms two lines, with the goal of the analysis
being to capture these lines. Applying the FCV algorithm ðh ¼ 2Þ to this
136 K. Honda, H. Ichihashi / Internat. J. Approx. Reason. 37 (2004) 127–144
complete data set, the samples could be partitioned into two linear clusters.
Fig. 1 shows the clustering result in which  and  represent the two clusters
and the dotted lines are their prototypes. The prototypes represent the two
lines properly.
The robustness of the proposed method was ﬁrst compared to conventional
noise clustering techniques. Replacing randomly selected elements with noise
values, a noisy data set including 21% noise samples was constructed. Figs. 2
and 3 show 3-D plot and 2-D projections of the noisy data set. Note that each
‘‘noise sample’’ includes only one noise element, i.e., the noise sample points
are on the line in one of three projections in Fig. 3. Fig. 4 shows clustering
results derived from the standard FCV algorithm, the FCV algorithm with
noise clustering mechanism and the proposed method. In Fig. 4, the dotted
lines represent the prototypes of two clusters ( and ). k ¼ 0:05 and the scale
parameter rj was annealed by the following schedule:
r2j ¼
0:5
logðt þ 2Þ ; ð33Þ
Fig. 1. Clustering result by FCV with a complete data set.
Fig. 2. 3-D plot of a noisy data set (21%).
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where t is the iteration index. Fig. 5 shows the trajectory of the coeﬃcient.
Although the prototypes of the standard FCV algorithm were inﬂuenced by
outliers, the noise clustering version and the proposed algorithm were able to
capture the two lines properly. Noise clustering ignored the samples including
noise element and assigned them to the noise cluster represented by the tri-
angles in Fig. 4. In contrast, the proposed algorithm ignored only the noise
elements and assigned the noise samples into proper clusters. In this way, the
algorithm provides a similar result to noise clustering except for the assignment
of noise samples when the data set includes only a few noise elements.
The more diﬃcult case in which the data set included 67% noise samples was
also considered. 3-D plot of the data set is shown in Fig. 6. Because the data set
has many noise samples, the local structure cannot be captured intuitively.
However every noise sample is on a line in one of three projections because it
includes only one noise element. The prototypes derived by FCV with noise
clustering and the proposed robust FCV algorithm are shown in Fig. 7. Only
the proposed method captured the two lines properly because good observa-
tions were eﬀectively used, with only noise elements ignored. In this way, the
x1
x2
0 0.5 1
0
0.5
1
(a)
x2
x3
0 0.5 1
0
0.5
1
x1
x3
0 0.5 1
0
0.5
1
(b) (c)
Fig. 3. 2-D projections of a noisy data set (21%): (a) x1  x2, (b) x2  x3 and (c) x1  x3.
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proposed method is a useful technique for analyzing data sets with intra-
sample outliers.
The same experiment was then performed using an incomplete data set
including both noise elements and missing values. The data set was made by
withholding 10 elements from the noisy data set (21%). The  in Fig. 3 rep-
resents samples whose one element is missing. For example,  in the projection
on x1  x2 ﬁeld indicates that the third element of the sample is missing. The
standard FCV algorithm and the FCV with noise clustering algorithm cannot
σ2
t0 50 100 150
0.2
0.4
0.6
Fig. 5. Annealing schedule (Eq. (33)).
Fig. 4. Clustering results with a noisy data set (21%): (a) FCV, (b) FCV(NC) and (c) Robust FCV.
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capture the local structures because analysis of incomplete data is impossible
without eliminating all samples that have missing values. Fig. 8 shows proto-
types of the derived clusters. The  represents samples including one missing
value. The proposed method could analyze the data set without the inﬂuence of
Fig. 6. 3-D plot of a noisy data set (67%).
x1
x2 Robust FCV
FCV
(NC)
0 0.5 1
0
0.5
1
(a)
x2
x3
Robust FCV
FCV
(NC)
0 0.5 1
0
0.5
1
x1
x3
Robust FCV
FCV
(NC)
0 0.5 1
0
0.5
1
(b) (c)
Fig. 7. Clustering results with a noisy data set (67%): (a) x1  x2, (b) x2  x3 and (c) x1  x3.
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noise or the loss of information. Because the derived prototypes were ﬁtted
properly to the (original) intrinsic structure shown in Fig. 1, they are also
useful for missing value estimation, in which the missing values are assumed to
be generated from the intrinsic models.
3.2. Application to collaborative ﬁltering
The prediction technique presented in Section 2.3 was implemented for
collaborative ﬁltering and tested with ratings data collected for purposes
of anonymous review from the MovieLens movie recommendation site [16].
The data set is composed of 100,000 ratings from 943 users, with every
user having evaluated at least 20 ratings on a scale from 1 to 5 based on
the semantic diﬀerential (SD) method. 20,000 ratings were randomly selected
as test data. Only the 1240 movies that had been evaluated by at least four
users were used because other movie ratings were diﬃcult to predict from
correlations among the users. In the proposed technique, users were parti-
tioned into two clusters and one principal component vector was extracted
from each cluster. Parameters were given by k ¼ 6:0 and the annealing schedule
was
r2j ¼
5:0
logðt þ 2Þ : ð34Þ
In addition, ratings were also predicted using the original GroupLens [17], a
non-personalized prediction method [8] and FCV with missing values [12]. The
original GroupLens system predicts the jth rating of the ith active user using a
weighted sum of the ratings of the other users:
yij ¼ xi þ
Pn
u¼1ðxuj  xuÞ  xiuPn
u¼1 xiu
; ð35Þ
Fig. 8. Clustering result with an incomplete noisy data set ( represent samples with one missing
element).
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where xi is the average of the ratings voted by the ith user. The weights xiu are
the similarity measures between the ith user and the uth user and the original
GroupLens used Pearson correlation coeﬃcients. In the non-personalized
prediction method, ratings were computed using deviation-from-mean average
over all users, i.e., missing values were calculated using Eq. (35) in which all
weights were constrained to be 1. Table 1 shows a comparison of the results.
To assess the accuracy of the four prediction methods, the mean absolute
error (MAE) and receiver operating characteristic (ROC) sensitivity are used.
MAE is the average of the absolute deviation between prediction ycij and rating
xij. ROC sensitivity is a measure of the diagnostic power of a system [19]. The
sensitivity refers to the probability of a randomly selected good item being
accepted by the ﬁlter. The greater the value, the richer the performance. The
maximum value is 1. In this experiment, movies whose ratings were larger than
3 were regarded as good items and the ﬁltering system recommended movies
whose predictions were larger than 3.5. Then, the probability was calculated as
(number of recommended items whose ratings were larger than 3)/(number of
items whose ratings were larger than 3). The proposed method provided the
best performance, i.e., the local linear models derived by the proposed method
represented the principal local features properly. In this way, the proposed
method is useful for extracting robust local features of large scale databases
and robust local models are available for missing value estimation. However,
model parameters, such as the number of clusters C or the dimensionality of
the local subspaces p must be chosen carefully. In this experiment,
ðC; pÞ ¼ ð2; 1Þ was the best choice, but the performance severely depends on the
data set. In the real application, the parameters should be determined by cross-
validation techniques.
4. Conclusion
A new linear fuzzy clustering method that is robust to intra-sample noise
was proposed. By introducing the ‘‘component-wise’’ robust M-estimation
technique, the FCV algorithm was generalized to noisy data sets. Although the
Table 1
Comparison of prediction algorithms (MAE: mean absolute error, ROC: receiver operating
characteristic sensitivity)
Algorithm MAE ROC
Non-personalized method 0.821 0.714
GroupLens 0.762 0.762
FCV with missing values 0.754 0.777
Robust FCV 0.751 0.789
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objective function includes non-linear functions, additional weight para-
meters make it possible to derive the solution by an FCM-like iterative algo-
rithm in which the weight parameters control the responsibility of each element
in the local modeling. While conventional noise clustering techniques and
possibilistic approaches ignore all ‘‘noise samples’’, even when the samples
include only a few noise elements, the proposed method ignores only ‘‘noise
elements’’. In this paper, the memberships were fuzziﬁed by using entropy
regularization. It can easily be shown that a similar iterative algorithm is
formulated based on the standard fuzziﬁer used in the original FCV clustering.
When a priori information about the observation is available, missing values
can also be handled by constraining the associated weights to 0. Once local
linear models are estimated, the missing values of the data matrix can be
predicted using the corresponding elements of the approximation matrix.
In numerical experiments, the diagnostic power of the ﬁltering system was
shown to be improved by predicting missing values using robust local linear
models.
In spite of the usefulness, however, the FCV clustering has several draw-
backs. For example, the prototypical linear varieties have inﬁnite ‘‘size’’, and
they may regard widely separated clusters as a single cluster. To solve the
‘‘size’’ problem, the convex combination of the squared distance from a data
point to a cluster center and the squared distance from the same point to a
linear variety was used as the clustering criterion in the Fuzzy c-elliptotypes
(FCE) clustering [1,2]. However, the novel approach cannot be enhanced to the
robust FCE clustering without further modiﬁcation of the objective function
because the clustering criterion must be written in component-wise formulation
as Eq. (12). The modiﬁcation is included in future works.
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