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Gleichverteilte Folgen in lokal kompakten Ra'.umen 
Einleitung 
Fur eine gegebene Folge } = { xn} in [o,oo [ und beliebige nicht-
negative Zahlen a,b (0~ a< bi oo) sei }'.'.[a,bC die charakteristische 
Funktion des Intervalles [ a,b[ und A(~;a,b;N) definiert durch 
N 
A(1;a,b;N) = L f[ b[(x ). 
n=l a, n 
Bekanntlich heisst eine Folge ~ in [0,1[ in diesem Intervall gleich-
verteilt (glv.), wenn 
(1) 
gilt. 
lim 
N~co 
A(~;a,b;N) = b-a fur alle a,b 
N (0~a<b~l) 
Es seien ftir ein beliebiges abgeschlossenes Intervall [a,b] 
(0~a< b~oo) mit C([a,bJ), R([a,b]) und R+([a,b)) beziehungsweise 
die Mengen aller komplexwertigen, reellwertigen, und nichtnegativen 
reellwertigen stetigen Funktionen auf [a,b] bezeichnet. Ftir b=oo ver-
langen wir dabei fur eine Funktion f aus einer dieser Mengen die 
Existenz des endlichen Grenzwertes lim f(x). Eine Folge' in [0 1 1[ 
x~oo 
ist genau dann glv. in diesem Interval 1, wenn 
(2) 1 N fl lim N L f (xn) == f (x) dx 
N --i-- oo n=l 0 
ftir alle f6C([0,1]) 
gilt. Dies erklart gleichzeitig die-zumindest theoretische - Bedeu-
tung gleichverteilter Folgen ftir die Approximation von Integralen. 
Bei gegebener Folge } in [o, oo[_ kann (1) schon deshalb nicht 
ftir alle a,b (Oi a< b< oo) gel ten, weil stets A(1;a,b;N)~ Nist. 1st 
jedoch ~ = { xn} glv. in [0,1[ und ist bei gegebenem c>0 11, die Folge 
{YJ='_cxn} , dann gilt, wie man leicht einsieht, 
(1 I) A (YJ ; a, b; N) ( ) lim c - N = b-a fur alle a, b O ~ a< b ~ c • 
N~oo 
Diese Beziehung ist wieder gleichwertig mit 
(2 I) l N __ 1c lim N L cf(yn) f(x)dx fur alle f ~ C([0,c]). 
N-;. oo n=l 0 
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.. 
Diese Uberlegungen sind aber offenbar unzureichend, wenn die 
Integration nicht auf ein festes Interval! (o,c] beschrttnkt bleiben 
soll, d.h. wenn mit Hilfe einer einzigen _Folge {x} fUr beliebiges 
n. C 
c > 0 und jede beliebige Funktion f e C([O,c]) das Integral f f (x)dx 
aus den Funktionswerten f(x) in t!.hnlicher Weise wie in (29) berech-
n 
net werden soll. Dieses Ziel lttsst sich jedoch bei geeigneter Ab-
~nderung des in (2') verwendeten Swnmationsverfahrens tats~chlich 
erreichen, und zwar durch ~infUhrung eines neuen, mit dem Lebesgue' 
schen Mass dx ~qui val en ten normierten Masses d<p auf ( O, oo [ mi t 
positiver und stetiger Radoh-Nikodym-Ableitung ~. Im ersten Teil 
der vorliegenden Notiz werden Verteilungseigenschaften einer Folge 
in [o,co[ bezilglich der neu eingefilhrten Swnmationsmethode unter-
such~, die wie im Falle der Gleichverteilung in [0,1[ auf die spe-
zielle Struktur der Zahlengeraden Bezug nehmen. Auf Fragestellungen, 
die auch filr Folgen in allgemeinen lokal kompakten Rttumen sinnvoll 
bleiben, wird im zweiten Teil eingegangen. 
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I. Folgen in (0,oo [ 
1. Gleichverteilung bezUglich stetiger Verteilungsfunktionen 
Unter einer Verteilungsfunktion auf dem Intervail [a, bJ (0 ~a< b~ oo) 
verstehen wir im folgenden immer eine nichtnegativwertige, monoton im 
engeren Sinn steigende stetige Funktion ~ auf [a,bJ, ftir die ~(a)=0 
-1 
und cp (b) = 1 gilt (ftir b = +co verlangen wir .lim q, (x) = 1). Mi t Cf 
[ ] X~(D bezeichnen wir die auf 0,1 (bzw. [ 0,1 [) dehnierte Umkehrfunk-
tion von <p, d.h. 
-1 
lf'(X) = y ... <p (y) = X ftir a~ X ~ b, 0~y~l. 
-x -1 [ FUr <p(x) = 1-e auf (0,co[ ist also q, auf 0,1[ definiert durch 
-1 ~ (y) = -log(l-y). 
Bereits Schoenberg [1] hat Gleichverteilung von Folgen beztiglich 
einer Verteilungsfunktion auf [0,1] definiert. Van der Corput [2] unter-
sucht Verteilungseigenschaften von Folgen in [o,co[ und Hlawka [3] be-
handelte t:ihnliche Pra.gen fHr Folgen in kompakten topologischen Rliumen. 
Die folgenden Uberlegungen beziehen ihre Anregungen aus diesen und noch 
zu erwt:ihnenden Arbeiten. Wir beschrt:inken uns dabei auf Folgen in [0,co[; 
Folgen in ]-oo,+oo[ konnen in analoger Weise behandelt werden. 
Def .1: Es sei cp eine Verteilungsfunktion auf [o,oo [ • Eine Folge } in 
[o,co[ heisst dcp - glv. in [ 0, oo [ , wenn 
(3) 
gilt. 
lim 
N-+co 
A();a,b;N) = 
N cp(b)- cp(a} fUr alle a,b 
(0~a<b~oo) 
Das Differential df soll hierbei das durch ~ auf [o,oo[ definierte 
Lebesgue-Stiel tjes-Mass andeuten (vgl. Halmos [ 4] § 15 (9)). dq> -Gleich-
verteilung der Folge f kann wieder mit Hilfe des Riemann-Stieltjes-Inte-
grales beztiglich q> auf C([0,coJ) charakterisiert werden. Der Beweis ver-
lt:iuft in den Ublichen Bahnen und soll der Vollstt:indigkeithalber kurz an-
oo 
gefUhrt werden. Das Integral { f(x)d'f' (x) einer Funktion fE.C([0,oo]) 
0 kann hierbei sowohl. als uneigentliches Riemann-Stieltjes-Integral als 
auch (mi t gle_ichem Recht) als eigentliches Riemann-Stiel tjes-Integral 
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Uber [o,oo] aufgefasst werden. Dabei wird +oo als Z_erlegungspunkt 
zugelassen, f(oo) = lim f(x) und f(oo) = 1 definiert und von den 
· X-+00 
Zerlegungsfolgen 0 = x1 < x 2 < ••• < xn-l < xn = oo verlangt, dass 
max { q,(x1 +1 )- <p(x1 ): 1~ i~ n-·lf gegen 0 geht. 
Satz 1: Die Folge ~ = { x.n} ist dann und nur dann .d'f - glv. in [0,oo[, 
wenn 
1 N 00 (4) lim I: f(x) = J f (x) d f (x) filr alle fE.C([0,oo]). N N-..oo n=l n 0 
gilt. 
Beweis; Es sei (3) erfiillt und f~R+([O,oo]) (es genilgt, solche 
Funktionen zu betrachten) sowie E. > 0 gegeben. Die Funktion f kann 
durch eine endliche Linearkombination g von charakteristischen Funk-
tionen X[a. ,a. 1 C (0 = a1 < a 2 < ••• < ak_1< ak = oo) bis auf £ gleich-
m~ssig appr5xi~!ert werden. Dann folgt (4) aus der Abschlttzung 
und der Tatsache, dass der letzte Term rechts wegen (3) fUr wachsendes 
N beliebig klein wird. 
Ist umgekehrt (4) erfiillt und a,b (0~ a< b~ oo) sowie f >0 gege-
ben, dann existieren ~nktionen f 1 ,f2 6 R+([O,ooJ) derart, dass 
f 1 ~ X e,a, b ( f f 2 und { [ f 2 (x)-f 1 (x)] d<p(x) < E. gilt. Wir erhalten 
00 00 
<p(b)-cp(a)- E = £ f [a, b [ (x) dcp(x)- £ ~ t f 1 (x) dq>(x) = 
1 N 
= lim N L f 1 (xn) ~ lim inf 
N~ oo n=l N-+--oo 
00 00 
'f(b)-<p(a)+e = C Xta,b[(x)dCf(x)+e? £ f 2 (x)dcp(x) = 
A(} ;a,b,N) 
N 
00 
= lim ; L f 2 (xn)? lim sup A(~;:, b;N) 
N ~ oo n=l N-+ oo 
und somit (3). 
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Wir schliessen an den Beweis von Satz 1 folgende einfache Bemer-
kungen an: 
1) In (3) kann "ftir alle a, b (0 ~a< b ~ oo)" ersetzt werd.en durch 
"fur alle a,b (0~a< b<oo)" oder ''fur a=0 und alle b (0<b<oo)". 
2) In (4) kann C((0,ooJ) ersetzt werden durch R([0,oo]), R+((o,oo]), 
durch die Menge L((0,oo[) aller Funktionen in C([0,oo]) mit kompaktem 
Triiger, oder durch L+([O,oo[) = R+([O,oo])f'\ L((0,oo(). 
3) Eine reellwertige Funktion f auf [o,oo[ heisse R-integrierbar 
auf [0,oo] , wenn sie hochstens abziihlbar viele Unstetigkeitsstellen 
besitzt und auf [o,oo[ beschr~nkt ist. Die Funktion fist dann auf 
[o,oo] bezilglich q> Riemann-Stieltjes-integrierbar. Eine gleichwertige 
Definition ist folgende: zu jedem f>0 gibt es zwei Funktionen 
00 
f 1 , f 2 E;.. R( [0, oo]) derart, dass f 1 ~ f ~ f 2 und j [ f 2 (x)-f1 (x)] dcp(x)< E 
gilt. In (4) kann "ftir alle feC([O,oo])" er~etzt werden durch "fur 
alle auf (o, oo] R-integrierbaren Funktionen f". 
Zwischen d<f-glv. Folgen in [o,oo[ und glv. Folgen in (0,1[ be-
steht ein einfacher Zusammenhang (vgl. Schonberg [1] 15 .): 
Satz 2: Es sei q, eine Verteilungsfunktion auf [o,oo [ . Die Folge 
)={ x0 \ ist genau dann dq,-glv. in [o,co [, wenn die Folge "yt =<po}= 
= { cp(xn)} in [0,1[ glv. ist. 
Beweis: Es sei} d<p-glv. in [0,oo[ und gE:C([0,1]). Dann gilt 
f = go If £C([0,oo]) und 
1 1 00 N J g(y) dy = J f -1 = J f (x) d<p(x) 1 .[ f(xn) o 'f' (y)dy = lim N 
0 0 0 N-+oo n=l 
1 N 
= lim I: g('('(x )) . 
N-+oo N n=l n 
-1 1st umgekehrt 'Y1 glv. in [0,1[ und fE:C((0,ooJ), dann gilt g=f o q, e. 
C([0,1]) und 
oo Joo 1 f f (x) dtf(X) = g o cp(x) dq,(x) = f g(y) dy = 
0 0 0 
N N ! ~ g(q,(xn)) = lim 1 L f(x ) . 
n=l N ~ oo N n=l n = lim N-oo 
= 
-!st also ~={Yn} eine glv. Folge __ in [0,1[, dann ist!=lf-l o"Y{'= 
= { f (yn)} d<(>-glv. in [ O,oo( und der Ubergang von 11 zu 
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-1 [ <f o "l liefert sH.mtliche d<p -glv. Folgen in 0,oo [. 
2. Diskrepanz bezUglich einer Verteilungsfunktion auf (0,oo( 
In der Theorie der Gleichverteilung wird die Diskrepanz D(~,N) 
einer Folge "t = { y n \ in [ 0, 1 [ folgendermassen definiert: 
(5) D( N) I A(~;a,b;N) ~, = sup N · -
0ia<b~l 
(b-a) I 
Bekanntlich ist 11 genau dann glv. in [0,1 [, wenn 
gilt. (Weyl [5]). 
I 
lim D(,yz,N) = 0 
. N ...+oo 
Ist <p eine Verteilungsfunktion auf [0,oo[ und setzen wir fur 011 a< b~ 1 
a' ·=q>-1 (a), b' =<p-1 (b) (=oo ftir b=l) tind )='1'-l o tt={<f1 (yn)J, dann 
gilt 
A61;a,b;N) = A(f;a' ,b' ;N). 
Definieren wir also 
(6) 
so folgt 
(7) -1 D('Yl,N) = D'f ('f o 7l ,N) 
(vgl. [5] Satz 7). Damit erhalten wir das folgende, natUrlich auch 
leicht direkt zu beweisende Ergebnis, das auch zum Beweis von Satz 2 
hUtte verwendet werden k~nnen. 
Satz 3. Die Folge }= { xn} ist genau dann dcp -glv. in [o,oo l , wenn 
lim 
N --+oo 
Die Bedeutung der Diskrepanz wird auch durch einen Satz von 
Koksma (7] aufgezeigt, den wir in einer etwas verallgemeinerten 
Formulierung wiedergeben. Der Beweis ist im wesentlichen derselbe 
wie bei Koksma, 
Satz 4. Es sei ~ eine Verteilungsfunktion und f eine reellwertige 
Funktion mit beschrUnkter Schwankung V(f) auf dem festen Interval! 
[a,b] (.'.oo~ a<b~+oo). Es sei} ={ xn} eine Folge in [a,b[ und 
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D<D(f: ,N) = sup 
T l a~ X< y ~ b 
Dann gilt 
1 N fb j N Lf(x0 ) -J f(x)d<p(x) ~V(f).n<pq,N> 
n=l a 
ftir alle N ~ 1 • 
Beweis: Es gilt 
N lb N f (x) dq, (x)- L f (xn) = Nf (x)f (x) 
a n=l 
b b 
/ -N f· f(x)df(x) + 
a a 
N 
- E f(x > = 
n=l n 
N b 
= Nf(b) - L f(x0 ) - N f 'f (x)df(x) = 
n=l a 
N b b 
= L f df(x) - NJ <p(x)df(x) .~ 
n=l x a 
n 
J!_ ,~ . tb 
~ L .J }]x b,(x) df (x) - NJ cp (x) df (x), 
n=l a n' :.i a 
wobei fur eine beliebige reellwertige Funktion g auf [a,b] 
b f-g(x) df (x) = 
a 
y.~ry. 1,Y-1, max {min[fCy.)-f(y. 1>, yi-y. ·1·11,~v,}. 
1 - 1 - 1· l S . !i 1 1 - . 1 - ~ j . 
_1_m 
Wenn g als einzige Unstetigkeiten in J a,b( an endlich vielen Stellen 
zj (a< z 1 < ••. < zk < b) Sprunge von der Htlhe s j (1 ~ j ~ k) besi tzt, so 
gilt 
b J- g(x) df (x) 
a 
f zl k-1 
= g(x)df(x) + L_ 
a j=l 
.zj+l j g(x)df(x) + 
zj 
.b k 
+ j g(x)f(x)dx + :[_ s. lim [ f(z .+f)-f(z .-E)] . 
zk j=l J f-. 0 J J 
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Hieraus folgt insbesondere 
b 
Da das Riemann-Stieltjes-Integral f -N1(x)df(x) existiert, gilt ausser-
dem a 
Wir erhalten somit 
lb N b N f(x)dg(x) - L. f(xn)~j-[A(~;a,x;N) - N(t,(x)-q,(a)~df(x)~ 
a n=l a 
Da dieselbe Ungleichung fur die Funktion -f gilt, erhalten wir die Be-
hauptung. 
3, Verteilungsfunktionen mit positiver stetiger Ableitung 
Es sei eine Funktion he R+ ( O,oo ) mi t folgenden Eigenschaften 
gegeben: 
(8) h(x)> 0 fur alle xE [o,co[ 
-00 J h(x)dx = 1. 
0 
X 
Dann ist f(x) = f h(t)dt eine Verteilungsfunktion auf [o,oo[ und 
dq> = h dx. Umgek~hrt lasst sich jede stetig differentierbare Vertei-
lungsfunktion ~ mit positiver Ableitung auf [o,oo[ in dieser Weise er-
halten. Beispielsweise fuhrt die Funktion h(x) = e-x auf die Vertei-
-x lungsfunktion ~(x) = 1-e . 
1st also eine Folge f ={x0 } hdx-glv. in [o,oo[, dann gilt 
l N oo 
lim N L. g(x ) = f g(x)h(x)dx 
N~oo n=l n O 
(9) 
-9-
filr alle R-integrierbaren Funktionen g auf [o,co [ . Nun ist wegen der 
Stetigkeit der nirgends verschwindenden Funktion h eine reellwertige 
Funktion f auf [o,oo[ genau dann R-integrierbar und 0(h(x)) (ftir 
f 
x-oo), wenn die Funktion g = h auf [o,oo[ R-integrierbar ist. (9) 
ist daher gleichbedeutend mit 
(10) 
l N f (x ) oo 
N1.::oo N 1 h(x:) = { f(x)dx 
filr alle R-integrierbaren Funktionen f auf [o,oo[, die O(h(x)) sind. 
Die Menge dieser Funktionen bezeichnen wir kilnftig mit S(h(x)). 
f Andrerseits gilt f G: L([o,co[) genau dann, wenn g = h E. LC[0,oo[). 
Aus der Gtiltigkeit von (10) ftir all f€.L([0,oo[) folgt also· die Giil-
tigkeit von (9) ftir alle gGL([0,oo[) und nach Satz 1, Bemerkung 2, 
die hdx-Gleichverteilung der Folge ~. Wir erhalten als folgenden Satz: 
Satz 5, Es sei h E. R+([O,co]) wie in (8). Eine Folge } ={xn~ ist genau 
dann hdx-glv. in [ 0, oo· [ , wenn 
N f(x) 00 
(11) 1 lim N 
N~oo 1 h(x:) = f f (x) dx fur alle f € S (h (x)) . 0 
Hierbei kann S(h(x)) ersetzt werden durch L([0,oo[) oder L+([O,oo[). 
-x -x Wir wenden dies auf die Funktion h(x) = e und cp(x) = 1-e an. 
Um eine in [0,oo[ hdx-glv. Folge )= { xn} zu erhalten, gehen wir von 
einer in [0,1] glv. Folge-ri=f yn\ aus. 0hne Einschrankung der Allge-
meinheit ktinnen wir annehmen, dass y f. 0 filr alle n gilt (andernfalls 
- n 
konnen wir durch Streichung aller Nullen in l'/. stets eine glv. Folge 
dieser Art erhal-ten). Dann ist auch die Folge ~' ={ 1-ynl glv. in 
[0,1[ und 1-y f, 1 ftir alle n. Nach der auf Satz 2 folgenden Bemer-
n -1 
kung ist die Folge ~ =cp ('Y)_') = { -log yni hdx-glv. in [o,oo [ • Wegen 
h(x) = y . und der Umkehrbarheit aller Schritte erhalten wir folgen-
n n 
des Ergebnis: 
Kor.5.L 1st die Folge-vi.={ yn\ glv. in Jo,1J, dann gilt 
(12) 
1 N f(-log y ) Joo 
lim N L n = f (x) dx ftir alle f c S (e -x). 
n=l Yn 0 
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1st 11.={ yn} eine Folge in]0,1] und gilt (12) filr alle fE-L((O,oo[), 
dann ist"l glv. in ]o,1J • 
Setzen wir in (10) f = ~ta, b C (0 ~ a< b < oo), dann erhal ten wir 
filr eine in ( O,oo [ hdx-glv. Folge ¥ = { xn} 
1 N Xea, b [.(xn) 
lim N n~l h(xn) = b-a fUr alle a,b 
N~oo 
(Oja<b<oo). 
Dies fUhrt zu einer Charakterisierung hdx-gleichverteilter Folgen in 
[O,oo[ analog zu Definition 1: 
Satz 6. Es sei ~ ={xn\ eine Folge in [O,oo( und hfR+([O,oo]) wie in 
(8). FUr O ~a< b < oo sei Bh <); a, b ;N) definiert durch 
N fta, b((xn) 
Bh(i ;a,b;N) = f1 h(xn) 
Die Folge} ist genau dann hdx-glv. in [o,oo[, wenn 
,'Bh();a,b;N) 
lim ___ N___ = b:..a fUr alle a,b (0~ a~ b-< oo) 
N -->00 
(13) 
gilt. 
Beweis: Nach Satz 5 brauchen wir nur nachzuweisen, dass (10) ftir alle 
fE L+((O,oo[} gilt, 1st f(x) = O ftir alle xs c~l und 
m = inf { h(x) : 0, x ~ c} , dann gibt es in gegebenem £ > 0 eine end-
lichte (nichtnegative) Linearkombination g charakteristischer Funk-
tionen Xcai ,ai+lc (0-= al< a2 <: ••• < ak-1 < ak = c) derart, dass 
i f-g II < { min (1,m) 
gilt. Wie im Beweis von Satz 1 folgt 
1 N f (xn) Joo I N I f (xn)-g(xn)j N L h(x ) - f(x)dx ~ ½ L h(x ) + 
n=l n O · n=l n 
1 c 1. 1 N g(x ) loo l + I f(x)-·g(x)j dx + ~ n - 0 g(x)dx ~ 0 N n=i h(xn) 
N ~ i ~ 
n=l 
m 
h(x) 
n 
i 
+-• 
C 
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fur hinreichend grosses N. 
4. Diskrepanz-S~tze 
Die Gtite der Approximation in (11) kann fur bes'timmte Funktionen 
f mi ttels der Diskrepanz der Falge { xn} abgeschi:l.tzt werden. Der folgen-
de Satz ist eine unmittelbare Folgerung aus Satz 4. 
X 
Satz 7. Es sei heR+((O,oo]) wie in (8) und <p(x) =f h(t)dt fur x~O. 
Ferner sei I= { xn} eine Falge in [o,oo [ , f eine r2enwertige Funk-
tion auf [o,oo[ und ! auf [o,oo( von beschrankter Variation v(!), 
Dann gilt 
(14) 1 N L N n=l 
f(x) 
n 
h(x) 
n 
- ~
00 f (x) dx J~ v<!>D<f <~ ,N) 
fUr alle N~ 1. 
Wir bemerken, dass unter den angegebenen Voraussetzungen die 
Funktion f beztiglich der Verteilungsfunktion<p Uber [o,co] Riemann-
Stieltjes-integrierbar ist; das angeschriebene Integral ist also de-
finiert und endlich. 
-x Fur den Spezialfall h(x) = e erhalten wir unter Berticksichti-
gung von (7) folgendes Korollar (die Folgen { yn\ und { 1-yn} in] 0,1 [ 
haben gleiche Diskrepanz): 
Kor,7.1, Es sei f eine reellwertige Funktion auf [O,oo[ und exf auf 
[O,oo[ von beschrankter Variation V(exf). 1st "'}. = { yn} eine beliebige 
Falge in] O, 1[ , dann gilt 
-J CX> J 0 f(x)dx < V(exf) .D(11,N) 1 N ~ N n=l 
f(-log y) 
. . n, 
Yn 
fUr alle N ~ 1. 
Satz 5 und Satz 7 k6nnen insbesondere zur Berechnung von Inte-
gralen Uber beliebige endliche Intervalle [a,b] verwendet werden, 
wenn f durch f. X-ra, b] ersetzt wird. Es ist aber unbefriedigend, dass 
in (14) nicht die Variation von f sondern die Variation von f eingeht, 
und dass die Diskrepanz Df(~,N) mittels der Differenzen 
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gebildet wird, nicht aber mittels der nach Satz 6 eigentlich n~her 
liegenden Differenzen 
(15) Bh(f;a,b;N) I N - (b-a) • 
Allerdings w~re es sinnlos, das supremum der Ausdrucke in (15) 
-Uber all a, b (0 fa< b <co) zu nehmen, da dieses wegen der Beschr~nkt-
hei t von Bh(};a,b;N) stets unendlich ist. Wir definieren also zu-
nl:l.chst ftir jedes feste c.>- O 
Satz 8. Es sei hE R+((O,ooJ) wie in (8). Die Folge ~= [ xn} ist genau 
dann hdx-glv. in [o,oo[ , wenn 
(16) 
gilt. 
lim Eh(,,N,c) = 0 
N--+oo 
ftir alle c >O 
Beweis. Ist (16) erftillt, dann gilt (13) und nach Satz 6 ist] hdx-glv. 
in [o,co[. Wir setzen nun umgekehrt die OOltigkeit von (13) voraus, 
geben c > 0 und die nattirliche Zahl m vor und w~hlen N derart, 
0 
Bh(}; kc (k+l)c ;N) 
,~-
m m C 1 
- -N m 2 m, 
fur alle N? N0 und 0~ k~ m-1. 
Es seien a, b (0~ a< bi c) beliebig gegeben und 
k c 
a 
m 
(k +l)c 
a i a<----
m 
(kb-l)c kc 
---- < b~ _E_ • 
m m 
Dann folgt (mit trivialen Anderungen fUr a= 
k c 
a 
m 
oder b = 
dass 
k c kbc 
Bh(J;a,b;N) I I B ('. a (kb-ka)c I+ -- -·N) (b-a) ~ I h ' m m ' N N m 
k C kbc 
8h (f; a ,a;N) Bh<! ;b, -·N) m .m , 
+ N + N 
Ist m so gross gewahlt worden, dass der letzte Ausdruck kleiner als ~ 
ist, dann gilt Eh(~;N,c)~f filr alle N?N. Damit ist (16) bewiesen. l o 
Ist f eine komplexwertige Funktion auf [o,oo[, dann heisst die 
abgeschlossene HUlle der Menge {xi [o,oo [ : f(x) J o} bekanntlich der 
Trager von f, 
Satz 9. Es sei h.a-R+([O,cn]) wie in (8) und i={xn\ eine Folge in 
[o,oo [ • Ferner sei f eine reellwertige Funktion auf [o,oo [ , deren 
Trager in [o,c[ enthalten ist und die auf (o,c[ von beschrankter 
Variation V(f) ist. Dann gilt 
I 1 N f (xn) f c I . (17) NI:, h(x) - f(x)dx ~V(f)Eh(f,N,c), ftir alle N_? 1. 
n=l n 0 
Beweis. Wegen f(c) = 0 schliessen wir wie im Beweis von Satz 4 
C 
N j f(x)dx 
0 
N Jc 
= L 
n=l X 
n 
N JS ~~ 
n=l 0 
N f (x ) N 
L h(x\ = ~ 
n=l n n=l 
f(c)-f(x) c 
___ ....,.._n_ +Nf (x).x / + 
h(xn) 0 
C 
•N f x df(x) = 
0 
1 C 
h(x) df(x) - N f x df(x) S, 
n 0 
,X(O,x t(xn) C 
h(x) df(x) - N f x df(x) = 
n 0 
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l 
Eine Anwen.dung derselben Ungleichung auf die Funktion -·f liefert 
wieder das gewtinschte Resultat. 
1st die reellwertige Funktion f auf dem Intervall [O,c] von be-
schrankter Variation V(f,c), dann ist die Variation der Funktion 
f Xco,c] a.uf jedem Intervall, [O,c+e] (e>O) nach oben beschrankt durch 
V(f,c) + lt(c)j. Setzen wir 
dann erhalten wir durch Anwendung von Satz 9 folgendes Korollar: 
Kor.9.1: Es sei h~ R+([O,oo]) wie in (8)und 1 ={ xn\ eine Folge in 
[O,oo [ . Ferner sei f eine reellwertige Funktion auf [ O,oo [ , die in 
jedem Intervall [O,c] von beschrankter Variation V(f,c) ist. Dann 
gilt 
(18) 
l N f(x) c 
N ~ h(xn) X (O,c](xn) - f f(x)dx I ~[v(f,c)+jf(c)j] · 
n=l n 0 
ftir alle c>O und alle N~ 1. 
Wahrend die Diskrepanz (6) bei gegebener Folge} nur von Nab-
hangt, geht in Eh(~,N,c) noch der Parameter c ein, Unter der zusatz-
lichen Voraussetzung der Monotonie von h (wie sie beispielsweise fur 
-x h(x) = e gegeben ist) konnen wir beide Diskrepanzbegriffe auf ein-
fache Weise miteinander in Verbindung bringen. Die Notwendigkeit einer 
zusatzlichen Annahme Uber h wird klar, wenn wir bedenken, dass bei 
festem N die Diskrepanz Eh('z,N,c) nur von den Werten von h an den end-
lich vielen Stellen x1 , ... ,xN i:bhangt, zur Bildung der Diskrepanz 
D<p(,,N) aber wegen cp(x) = j h(t)dt die Gesamtheit aller Werte von 
0 h herangezogen wird. 
Satz 10: Es sei h £ R+ ([O,ooJ) wie in (8) und monoton fallend, sowie 
X 
tp(x) = J h(t)dt fur x~ 0 und ~ eine Folge in [o,ro[ • Dann gilt 
0 
2 
Eh <l ,N,c) ~ h(c) Dcp(f ,N) fur alle c > O und alle 
Nl 1. 
Beweis: Filir Of a<. b ~ c gilt 
Bh();a,b;N) 
N 
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- (b·-a) l = I 1 N I N n=l ~Ca,bt(xn) h(x ) + 
-Joo 
0 
n 
tca,bt(x) 
h(x) h(x)dx j. 
Die Funkt:ion ~ Ca' b [ ist 
h 
zwar hat :ihre Schwankung 
2 < -~ 
auf [o,oo[ von beschrankter Variation und 
dort den Wert hfb) • Nach Satz 7 gilt wegen 
h(b) = h(c) 
I Bh (~ ; Na' b; N) - I 2 (b-a) ~ h (c) Dq,<) ,N), 
woraus di,e Behauptung folgt. 
-x Wir wenden dies wieder speziell auf den Fall h(x)=e an und 
erhalten aus Kor.9.1 unter Berticksichtigung von (7) folgendes Ergebnis: 
Satz 11: Es sei f eine reellwertige Funktion auf (o,oo [ , die in jeden 
Interval! [o,c] von beschr~nkter Variation V(f,c) ist und 11_ ={ yn} eine 
Folge in JI 0,1 [ . Dann gilt 
I N f(-log yn) (19) . ½ L ---- 1[o,c](-log(yn)) + 
n=l Yn 
fur alle C.> O und N~ 1. 
Aus Satz 9 und 10 geht hervor, dass bei gegebener Folge-11 und mono-
ton fallender Funk ti on h die Approximation in (17) um so besser ist, 
je langsamer h fur x➔ oo gegen O konverg1ert. Anschaulich ist das auch 
X 
deshalb klar, weil die Funktion ~(x) = j h(t)dt dann fur x.-oo gleich-
ms.ssiger gegen 1 konvergiert und die Gl~eder der Folge { f-l(yn)} sich 
gleichmassiger uber die positive Halb gerade verteilen. Wahlen wir 
Stelle der Funktion h(x) -x etwa die Funktion h(x) E an = e = 
< e > o), dann tritt an Stelle von (19) die Formel (x+l)l+E. 
1 N 
N L. 
n==l 
f_(x)dx[:i 2[v(f,c)+lf<c>IJ 
. (c+l)l+c D(1,N), 
f 
speziell fur E =1 
1 I ½ f_. f ( y~ -1) C 
n=l yn 
X [O,c](:n -1)- l f(x)dx,~ 2[v(f,c)+jf(c)j] • 
2 
• (c+l) n<-vi,,N) 
und bei Wahl von h(x) = 1 2 die Formel 
!_ !_ (x+e)(log1(x+e)] 
"I 1 N Y nf ( Y n ) ( Y ) c l [ ] N 1 e Y2e -e X[o,c] e n_e - £ f(x)dx ~ 2 V(f,c)+jf(c)I • 
n 
• (c+e) [1og(c+e)J 2 .D(71.,N). 
Mit Hilfe von Satz 10 ktlnnen wir noch eine zu Satz 8 analoge 
Aussage beweisen, in der der Parameter c nicht mehr aufscheint. 
Satz 12: Es sei hGR+([O,ooJ) wie in (8) und monoton fallend, Fur 
eine Folge ~ = { xn} in [o,w[ sei Eh(,,N) definiert durch 
Eh('&,N) = sup h(c) 
· ( 0~a<bic<oo 
Dann ist Eh(,,N) endlich. 
Bh(~;a,b;N) I 
----- - (b-a) N 
Die Folge 'ist genau dann hdx-glv. in [o,oo[, wenn 
(20) 
Beweis: Wir setzen 
gilt 
also 
lim Eh(,,N) = 0, 
N -!I- oo 
X 
qi (x) = f h ( t) dt ftir x ~ 0. Fur O ~ a< b ~ c <. oo 
0 
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und weite,r (20), falls' in (O,oo[ hdx-glv. ist. 
Andrerseits gilt 
(21) 
Aus (20) folgt also wegen h(c) i Odie Gtiltigkeit von (16) und damit 
die hdx-Gleichverteilung von z in [ O, oo [. 
Wir bemerken zum Schluss, dass wegen (21) bei monoton fallender 
Funktion h in (17) die Diskrepanz Eh(1,N,c) und in (18)(wegen der Ste-
tigkeit von h) die Diskrepanz E:(,,N,c) jeweils durch den Ausdruck 
hfc) Eh(),N) ersetzt werden kann. 
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II. Folgen in lokal kompakten nicht kompakten Raumen 
5. Gleichverteilung beziiglich normierter Borelmasse. 
Im folgenden sei X ein lokal kompakter nicht kompakter Haus-
dorffscher Raum mi t abzahlbarer Umgebungsbasis W = {V n : n ~ 1} • 
OhneE Einschrankung der Allgemeinheit nehmen wir an, dass alle V 
n 
offen sind und kompakte abgeschlossene Htille besitzen. Das Komple-
ment einer Menge A in X bezeichnen wir mit A', ihre abgeschlossene 
Htille in X mi t A. 
* Es sei X = Xu{w} die Ein-Punkt-Kompaktifizierung von X. Die 
* offenen Um.gebungen von win X sind bekanntlich die Vereinigungs-
mengen von {w} mit den Komplementen der kompakten Mengen in X. Ist 
m 
A eine beliebige kompakte Menge in X und Ac U1 V, dann ist m n= n 
{a,} u ( ul V ) r eine in der offenen Menge {00 } u A f enthal tene of-
n= n 
* fene Umgebunffl von win X Da es nur abzahlbar viele Mengen von 
der Form ( n½!l Vn)' gibt, besitzt auch x* eine abzahlbare Umgebungs-
basis. 
* Die Klassen der Borelmengen in X bzw. X , d,h. die von allen 
* kompakten Mengen in X bzw. X erzeugten cr-Ringe (in diesem speziel-
len Falle o-Algebren, vgl. [4] § 5 und § 51) seien mit h bezw •• b* 
bezeichnet. Offenbar gilt .Z 1 =$ u {E u { oo} : E f£); }cJ'; *. Andrer-
seits entha'.l t :& 1 alle Mengen der eben konstruierten Umgebungs-
* * basis in X , also auch alle offenen Mengen in X, als ihre Komple-
mente alle kompakten Mengen in x* und damit (da ..& 1 offenbar ein cr 
-Ring ist) alle Borelmengen in x*. Es gilt also Y!i-* =:6 u {E y {00 }:E ~~H. 
Infolge der Gilltigkeit des zweiten Abzahlbarkeitsaxiomes ist jede 
Borelmenge auch Bairemenge und jedes Borelmass auch Bairemass und da-
mi t regular (s. [4] § 51 und § 52). Ist µ ein Borelmass auf X und de-
finieren wir µ *(E) = µ(E) und /\E V { w}) = µ(E) fur alle E E- '$ (also 
* * * µ ({w}) = 0), dann erhalten wir ein Mass µ auf X , das eine Erwei-
terung vonµ darstellt und µ*(x) =µ (X) erfullt. Die Menge aller nicht-
trivialen Borelmasse auf X bezeichnen wir mit 1tl , die Untermenge aller 
normierten Borelmasse (µ (X) = 1) mit11. Die Mengen der entsprechenden 
* ~ * auf X erwei terten Masse seien 1n und ll . 
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Es sei ::t (X) die Menge aller stetigen komplex-wertigen Funktionen 
auf X mit kompaktem Trager und .:( (X) die Menge aller stetigen kom-
00 
plexwertigen Funktionen auf X, die im Unendlichen verschwinden (d.h. 
ausserhalb geeigneter kompakter Untermengen von X beliebig klein wer-
den) • ..'.!+(X) und .:t. +(X) seien die entsprechenden Mengen von nichtnega-
CX) 
tiven Funktionen. Ferner bezeichnen wir mit C(X*), R(X*) und R+(x*) 
beziehungsweise die Mengen aller stetigen komplexwertigen, reellwerti-
gen und nichtnegativen reellwertigen Funktionen auf x* und mit c*(x), 
R*(x) und R~(X) ih+e Einschrankungen auf X. Schliesslich seien C(X), 
R(X) und R+(X) beziehungsweise die Mengen aller stetigen komplexwer-
tigen, reellwertigen und nichtnegativen reellwertigen Funktionen auf X. 
c*(x) ist die Menge jener Funktionen feC(X), fur die der endliche 
Grenzwert lim f(x) existiert. Es gilt..z:· (X) c: .t (X) c c*(x) c C(X), 
"' x -+CX> >" 
.l (X) ist die Vervollstandigung von :t.'. (X) in der Norm II f I I = sup If (x) I 
OO x,x 
und c*(x) = { a.1 + f: a komplex, fl':..L (X)}. 
00 
* Im folgenden denken wir uns notigenfalis die Funktionen aus C (X) auch 
ohne:.i Anderung der Bezeichnung stetig auf x* fortgesetzt. Eine Funk-
tion fE.R+*(X) heisse Urysohn-Funktion, wenn O <f(x)< 1 fur alle xeX 
= = 
gilt. 
* ·llf Es sei µ If:. 11, gegeben. Eine Folge {xii in x* heisst bekannt-
Iich dµ~ - glv. in x*, wenn 
(22) 
gilt (s. 
N 
lim 1 L f(x) = 
N ➔ co N n=l n I f(x)ddµ*(x) fur alle ft; ccx*) x* 
* § 1; wir verwenden dµ an Stelle von \.J zur Kennzeich-
nung des Masses, um wie in Teil I die Schreibweise bei der Betrachtung 
absolut stetiger Masse beibehalten zu konnen). Um eine sinnvolle Ver-
allgemeinerung zu erhalten und Satze uber Gleichverteilung in kompak-
ten Raumen anwenden zu konnen, verwenden wir folgende Definition. 
Def .2. Es sei JJ 6n gegeben, Eine Folge {x! in X heisst dµ -glv. in 
X, wenn 
(23) 
gilt. 
lim 
N -+ oo 
N ! L f(x) = fx f(x)(dµ(x) 
n=l n 
fur alle f e .! (X) 
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Der Trager T(µ) eines Masses µ ist bekanntlich die abgeschlossene 
Hulle der Menge aller Punkte in X, fur die jede Umgebung positives Mass 
besitzt. Falls T(µ) kompakt ist, ist Definition 2 konsistent mit der 
Definition der dµ -Gleichverteilung der Folge {x } im kompakten Raum 
n 
T(µ ). Von Interesse sind fur uns im folgenden allerdihgs vorwiegend 
Masse mit nicht kompaktem Trager. 
Hilfssatz 1: Es sei µ ~n gegeben. Die Folge {xJ in X ist genau dann 
* * dµ -glv. in X, wenn sie dµ -glv. in X ist. 
* * Beweis: Ist {x } dµ -glv. in X, dann gilt (22) und damit auch (23). 
n * * Es sei nun {x } dµ-glv. in X. Wegen µ(X) = µ (X) = 1 gilt (22) jeden-
n 
* falls fur alle konstanten Funktionen auf X. Aus (23) folgt ferner die 
Gi.il tigkei t dieser Gleichung fur alle Funktionen f ~ ~ (X), da sich jede 
.:,0 
solche Funktion durch Funktionen aus ;;!Z, (X) gleichmassig approximieren 
* lassen. Da jede Funktion f e C(X) Summe einer Konstanten und einer 
Funktion aus ,:.[ (X) ist, gilt (22). 
00 
Offenbar kann in (23) .Z: (X) durch..t+(X), c*(x), R*(x) und R+*(x) 
ersetzt werden. Ausserdem gilt (23) nach Hilfssatz 1 und [3] Satz 6 
noch fur die in Definition 3 qeschriebene grossere Klasse von beschrank-
ten, aber nicht notwendigerweise stetigen Funktionen. 
Def,3: Eine reellwertige Borel-messbare Funktion f auf X heisst bezug-
lich eines Masses µ e. 11'{;, R-integrierbar, wenn es zu jedem £ > 0 zwei 
* Funktionen f 1 ,f2 <f- R (X) derart gibt, dass f 1 ~ f ~f2 und 
J [f2 (x)-ft; (x)J ddµ(x) < £ gilt. 
X Fiir unsere Zwecke ist die im folgenden Hilfssatz angefuhrte Klasse 
von beziiglich eines Masses µ ~ n R-integrierbaren Funktionen von be-
sonderem Interesse: 
Hilfssatz 2: Es sei µ4n gegeben und f eine beschrankte, Borel-mess-
bare reellwertige Funktion auf X, die in X, abgesehen von einer ab-
geschlossenen µ-Nullmenge A,stetig ist. Dann ist f bezuglich µ R-in-
tegrierbar. 
Beweis: Wir setzen wie ublich f+ = max (O,f) und f = max (0,-f). 
+ - + -Dann gilt f = f -f und f ,f besitzen die gleichen Eigenschaften wie 
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f. Da Differenz zweier R-integrierbarer Funktionen wieder R-integrier-
bar ist, genugt es, die Behauptung fur eine nichtnegativwertige Funk-
tion f zu beweisen. 
Wir Glefinieren f(oo) = 0 und setzen A*= A IJ {00 }. Dann ist A* eine 
* . * * * kompakte JJ ·-Nullmenge in X und f ist stetig auf X '\ A ('\ bedeute 
Mengentheoretische Subtraktion). Es sei w1 eine offene Umgebung von 
A* in x*, fur die _JJ*(w1 ) <_2 llfiitl gilt. Ferner sei w2 eine offene 
Umgebung von A* in x* und w2 c w1 • Wir wa'.hlen zwei Urysohn-Funktionen 
+ * h1 ,h2 ~ R (X) derart, dass 
l 0 fur X ~ W2 1 fur xf,W 1 
* { 0 fur x~A 
1 fur x¢ w2 
gilt. Wir setzen f 1 = f .h1 und f 2 = f .h2 + llf I I •(1-h1 ). Dann gilt 
fl (x) = f (x) = f 2 (x) fur x ,J w1 
f 1 (x) = f(x)h1 (x) ~f(x) ~f2 (x) =f(x) + llf ll<l-h1 ) (x)) 
fur x e w1 , w2 
f 1 (x) = O ~f(x) ~f2 (x) = f(x)h2 (x) + llf II fur xc. w2 , 
also f 1 ~ f ~ f 2 insbesondere auf X. Wegen f 1 (x) = 0 und f 2 (x) = II f II 
* * fur x ~ A sind f 1 und f 2 stetig auf X • Ferner gilt 
Es folgt 
f 2 (x) - f 1 (x) -{ 
- o fur x ; w1 
~ 2 II f I I fur x ~ w1 • 
Ix [f2 (x)-f1 (x)Jc.ldµ(x) _= fx*[f2 (x)-f1 (x)] d/\x) < 
~ 2 llfll µ{Wl) < £. 
Nach Hilfssatz 2 ist die charakteristische Funktion XE jeder 
Borelmenge E in X, deren Rand das Mass O hat, bezuglich µ R-in-
tegrierbar. Setzen wir in (23) f = XE' dann erhalten wir die 
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Aussage, dass ftir eine in X dµ -glv. Folge {x} ihre relative Haufig-
n 
kei t in E gegen das Mass von E strebt (s. [3] Satz 6). Dass sich diese 
Aussage sogar unter schwacheren Voraussetzungen auch umkehren lasst, 
hat mir vor einigeh Jahren Herr Professor Hlawka (damals bezugnehmend 
auf den Fall eines kompakten Raumes X) brieflich mitgeteilt. Dain der 
allgemein zuganglichen Literatur ein entsprechender Satz meines Wissens 
noch nicht zu finden ist (vgl. [s] § 2.8), sei der Beweis des folgenden 
Satzes vollstandigkeitshalber zur Ganze wiedergegeben. 
Satz 13: Es sei µ f,; n und eine Folge E,; = {x } in X gegeben. Fur eine 
n 
Borelmenge E i,$ und N ~1 sei A(E,;;E;N) definiert durch 
N 
A(E,;;E;N) = I xE(xn). 
n=l 
Die Folge f;. ist genau dann d µ -glv. in X, wenn 
(24) lim 
N ➔ oo 
A(E,;;E;N) 
N = lJ (E) 
ftir alle kompakten Borelmengen E 
sitzt. 
gilt, deren Rand das:; Mass O be-
Beweis: Nach dem oben gesagten haben wir den Beweis nur mehr in einer 
Rich tung zu ftihren. Es sei (24) erftill t und f G.:.t._' + (X) gegeben. Fur jede 
reelle Zahl a ~O setzen wir E = {x : f(x) > a}. E0 bezeichne den of-
= a = 
. - 0 fenen Kern von E. Fur O,;;. a< S gilt E = E :::,, E ::;, {x: f(x)> a}::i E0 -
a a a "' 
= Es~E~. Die Randmengen Ea' E: und Es' E; sind daher disjunkt. Wegen 
µ(X) = 1 konnen hochstens abzahlbar viele Mengen E positives Mass 
a 
haben. 1st e: >0 gegeben, dann wahlen wir a = 0 < a < ••. < a 1 < o 1 n-
< II f 11 < an derart, dass ai -ai-l < e: und 
Fur i=O ist E = X, fur i > 1 sind die 
µ (Ea~ E~. ) = 0 ftir 1 ,;;. i ,;;. n gilt. 
Es folgt 
ao = 
n-1 
f ex> - e: ~ I 
i=l 
n 
a. 
]. 
= I (a. -a. 1 ) ]. ].-
i=l 
n 
f (x) ~ I a. XE ]. 
' 
i=l ai-1 
XE (x) 
a. 
]. 
E (x) 
a. 
]. 
]. ]. Mengen E kompakt. 
ai 
n-1 
(x) = I ai 
i=l 
( XE (x)- XE 
ai ai+l 
(x)) = 
= f 1 (x) ~ f (x) 
n 
= I a. ( XE (x)- XE (x)) = ]. i=l a. a i-1 j_ 
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fur alle x ~ X. Wegen (24) erhal ten wir 
IX f (x) •dlJ (x)-e: ~IX f1 (x), dlJ (x) = N :;! 
< 
= 
> 
"" 
1 lim inf N 
N-+co 
. 1 
N 
}: f(x > 
n 
n=l 
N 
1 N 
N l 
n=l 
}: f(x >. lim sup N 
N-+ 00 n=l n 
Dae: beliebig gewahlt war, folgt (23). 
Ist das Mass lJ ~- 1'l nicht auf einer abzahlbaren Menge in X konzen-
triert und ~ = {x} eine beliebige Folge in X, dann gibt es kompakte 
n 
Mengen E von positivem Mass, fur die A(~;E;N) = 0 f(ir alle N ~1 gilt. 
Die Menge X '\. {x : n~l} ist namlich offen und von positivem Mass. 
n 
Aus der Regularitat von lJ folgt die Behauptuhg. Die Gleichung (24) 
gilt im allgemeinen also auch bei dlJ -Gleichverteilung der Folge ~ 
in X nicht fur alle kompakten Mengen. Andrerseits sieht man wie im 
Beweis von Satz 14 leicht, dass jede offene Umgebung einer kompakten 
Menge eine kleinere offene Umgebung dieser Menge enthalt, deren Rand 
das Mass O besitzt. Wenden wir das auf die abzahlbare Menge jener 
Paare V , V ~ 0 an, fur die V c V gilt, dann sehen wir, dass wir bei 
n m n m 
gegebenem Mass lJ ~ n ohne Einschrankung der Allgemeinhei t annehmen 
konnen, dass der Rand jeder Menge der Umgebungsbasis U/ das Mass 0 
besitzt. Aus (24) folgt dann, dass jede dl,l -glv. Folge im Trager des 
Masses lJ dicht liegt. 
· 1st l,1~1t gegeben, dann ist die Existenz dl,l -glv. Folgen in X 
durch ein bekanntes metrisches Resultat uber Folgen in kompakten 
Raumen gesichert (s. [3] Satz 11), das sich auch auf den Fall eines 
lokal kompakten nicht kompakten Raumes ubertragen lasst. Es sei X00 
die Menge aller Folgen in X (also das kartesische Produkt von ab-
* zahlbar vielen Exemplaren der Menge X) und X die Menge aller Fol-
00 
gen in x*. In X bzw. x* filhren wir mittels lJ 
00 00 
* bzw.lJ wie ublich 
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* ein normiertes Massµ bzw. µ ein, indem wir das Produkt von ab-
= Q) 
. *~ * zahlbar vielen Exemplaren der Massraume (X,$,µ ) bzw. (X ,cJ> ,µ ) 
bilden (s. [4] § 38). Dabei 1st (X= ,..:t = ,µ=) die Einschrankung von 
*. * * * (X ,~ • µ ) auf die Menge X E. :S. , die wir auch erhal ten, wenn wir 
00 GJ 00 00 ,co 
* * * von X dieµ -Nullmenge aller Folgen in X 
Q) Q) 
abziehen, fQr die min-
* eine Koordinate in X) gleich = 1st. Da destens ein Glied (d.h. 
Q) 
* * * µ=-fast alle Folgen in X dµ -glv. sind, sind µ=-fast alle Folgen 
. * * in X dµ -glv. in X. Aus Hilfssatz 1 schliessen wir: 
Satz 14: Es sei µt$1t gegeben und µ= das zugehorige Produktmass im 
messbaren Folgenraum (X ,;i; ) • Dann 1st µ -fast jede Folge in X 
Q) Q) Q) 
d µ-glv. in X. 
Da es zu jedem Mass µe.n dµ -glv. Folgen gibt, lasst sich 
auch jede in X uberall dichte Folge zu einer dµ -glv. Folge umordnen 
(s. [3] Satz 17) • 
6. Unbeschrankte Funktionen 
Es sei wieder µ~-n gegeben. Aus Hilfssatz 2 und der Bemerkung, 
die Definition 3 vorangeht, folgt, dass fur eine dµ -glv. Folge 
{x} in X die Beziehung (23) auch fUr alle beschrankten (und daher 
n 
automatisch integrierbaren) '.stetigen komplexwertigen Funktionen auf 
X gilt. Wir untersuchen nun in welchem Masse die Beziehung (23) auch 
fur integrierbare, aber unbeschrankte stetige Funktionen auf X zu-
trifft. 
Es sei f e. R+ (X) unbeschrankt und fur jedes k> 1 die beschrank-
= 
te stetige Funktion fk definiert durch fk(x) = min {f(x),k} fur alle 
XE. X. 1st die Folge {x } dµ 
n 
1 .N lim inf r N N-+= n=l 
-glv. in X, so erhalten wir 
1 · '.1, 
N 
f(x ) > 1m• N-' I f1/'~n ) = n = N + co n=l 
= I fk(x)dµ (x) 
X 
fur alle k> 1. 
-
Da die Folge {fk} monoton gegen f konvergiert, gilt 
und daher jedenfalls 
(25) lim inf 
N -+ m 
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1 N J N l f(xn) ! . f(x)dµ (x). 
n=l X 
Also trifft (23) sicher filr alle nicht integrierbaren Funktionen aus 
R+(X) zu. 
Die folgenden Satze zeigen, dass die GUltigkeit von (23) im all-
gemeinen nicht auf alle stetigen integpierbaren Funktionen ausgedehnt 
werden kann, wie auch diedµ -glv. Folge {x } in X gewahlt wird. Fur n . 
jede solche Folge gibt es aber sicher unbeschrankte integrierbare 
stetige Funktionen auf X, filr die (23) erfilllt ist. 
Satz 15: Es sei µen gegeben und {x : 1< n < m} eine abzahlbare n .., 
µ -Nullmenge in X, deren abgeschlossene Hillle nicht kompakt ist. 
Dann existiert eine integrierbare Funktion f~ R+(X) derart, dass 
lim sup 
N -+ m 
k 
Beweis: Wir setzen Wk= ~l- Vm und 
f (x ) = m • 
n 
erhalten eine monoton gegen X 
konvergierende Folge offener Mengen Wk mit kompakter abgeschlossener 
.,.+ Hiille. Wir definieren induktiv eine Folge von Funktionen f E.- (X). 
s 
Es sei n1 = 1 und m1 der kleinste Index m mit folgenden Eigenschaften: 
µ(V ) < ½. 
m 
Wir wahlen die Urysohn-Funktion f 1 ~.::+(X) so, dass 
gilt und erhalten 
f 1 (x) = { : 
fur X = xl 
filr X f!. V 
. ml 
Ix f 1 (x) d µ (x) ~ µ (V ) < ½. 
ml 
Es seien die Funktionen f 1 , ••• ,fr~J'..+(X) und die Indizes 
m1 < m2 < ••• < mr, ~ < n2 < • • • < nr berei ts so gewahl t, dass folgende 
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Bedingungen erfUllt sind: 
1) f (x) = 0 
s 
far alle xr/,V (l~s~r) 
m 
s 
(1 ~ s < t !, r) 
3) X ~ W fur 1 < n < n 
n m == == s 
s 
4) 
Ix 
1 (1!,s~r) f (x) d µ (x) < -
s 2s 
5) 1 
ns I f (x ) = s (1 ~ s ~ r). n s n 
s n=l 
Infolge unserer Voraussetzung sind nicht 
Es sei n 1 der kleinste Index n derart, dass r+ 
alle x 
n 
X ,i W , 
n· m 
kleinste Index m mit folgenden Eigenschaften: 
Wir wlihlen die 
X E, V 
nr+l m 
1 JJ (V ) < 
m ( l) 2r+l r+ n 1 r+ 
V n W = 0. 
m m 
r 
Urysohn-Funktion f' 1 6..C.+(X) so, dass r+ 
r 
= { 0
1 fUr X = X 
f' 1 (x) nr+l r+ fiir x -.j. V 
· mr+l 
gilt und setzen f 1 = (r+l)n 1 f' 1 • r+ r+ r+ 
in W enthalten. 
m 
.r d 
sow1e mr+l er 
Offenbar gilt n 1 > n und m 1 > m • Die Bedingungen 1) - 3) r+ r r+ r 
sind auch fur r+l an Stelle von r erfUllt. Ferner gilt 
J f 1 (x)d JJ (x) ~ (r+l)nr+l µ (V ) < - 1-X r+ mr+l 2r+l 
und wegen 3) und der Wahl 
1 
nr+l 
von nr+l 
nr+l 
~ f 1 (x ) = l r+ n 
n=l 
1 
nr+l 
f 1 (x ) = r+ n 1 r+ 
r+l. 
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00 
Nun setzen wir f = L 
s-1 
reellwertig. Ausserdem giI~ 
f • Wegen 1) und 2) ist f nichtnegativ 
s 
r 
f(x) = I 
s=l 
f (x) 
s 
mr 
fiir alle X E u V 
m=l m 
also ist f in jedem Punkt x '=- X stetig. Aus 4) erhal ten wir 
Andrerseits folgt 
also 
Ix f(x)d µ (x) = 00 1 
s=l 
J f (x) d µ (x) < 1 • X s 
aus 5) fiir jedes s!l 
n n 
s 1 
s 
1 1 f(x) > 1 f (x) = s, n n = n s n 
s n=l s n=l 
N 
lim sup½ L f(x) = 
N -+ 00 n=l n 
(X) • 
= w 
m 
r 
Die Voraussetzungen von Satz 15 sind insbesondere erfiillt, wenn 
µ nicht atomar ist (d.h. µ({x}) = O fur alle xE-X gilt; vgl. [4] 
§ 40) ,,nicht ;kompakten Trager besi tzt und die Folge {x } in X dµ -
n 
glv. ist. 
Kor. 15.1; Es sei ein nicht atomares Massµ mit nicht kompaktem 
Tr~ger gegeben und {x} eine dµ -glv. Folge in X. Dann existiert eine 
n 
dµ -integrierbare Funktion f R+(X) derart, dass 
N 
lim sup i L f (x ) = oo • 
N-+ co n=l n 
Zwecks Vereinfachung der Sprechweise bedienen wir uns folgender 
Definition: 
Def.3: Es sei µ~n und eine Folge ~ = {x } in X gegeben. Eine Borel-
n 
messbare komplexwertige Funktion f auf X heisst (~,dµ )-summierbar, 
wenn f dµ -integrierbar ist und 
gilt. 
1 lim N N -+ co 
N 
1 
n=l 
f(x) 
n 
= J f (x) d µ (x) 
X 
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Die F61.ge ,ist also genau dann dµ -glv. in X, wenn jede Funktion 
fE R+*(x) <,,dµ )-summierbar ist, Unter den Voraussetzungen von Korol-
+ lar 15.1 gibt es aber stets eine integrierbare Funktion f € R (X), die 
nicht <,,dµ )-summierbar ist. 
Besi tz t das Mass µ 611:Z einen kompakten Trager T ( µ ) und is t die 
dµ -glv. Folge ,= {x} in T( µ) enthalten (solche Folgen gibt es 
n 
stets), dann trifft die Aussage von Kor. 15.1 sicher nicht mehr zu, 
da jede Funktion f i& C(X) auf T( µ) stetig und beschrankt, also auch 
<,,dµ )-summierbar ist. Dass auch die andere Voraussetzung in Kor. 
15,1 nicht einfach fallen gelassen werden kann, zeigt das folgende 
Beispiel. 
Es sed X die Menge aller naturlichen Zahlen in. der diskreten To-
pologie und µ~/'t definiert durch 
µ( {k}) = 1 
2k 
(1 ~ k <co). 
Die Menge aller integrierbaren komplexwertigen Funktionen ist ein-
fach die Menge aller Folgen f von komplexen Zahlen, fur die die 
Reihe co 
fx l f(x)~·ctµ(x) = l k=l 
konvergiert. Beispielsweise ist die durch f(k) 
tion auf X unbeschrankt (es gilt sogar lim f(k) 
grierbar. k +co 
k 
= 
22 definierte Funk-
k 
= co), aber dµ -inte-
Wir definieren die Folge, = {x} in X folgendermassen: 
n 
x2m-1 = 1 ftir alle m>l = 
x2(2m:..:1)=2 fur alle m>l = 
x4(2m-1)=3 fur alle m>l = 
. . . . 
. ' 
allgemein 
(26) x = k fur alle m ~ 1, k ~ 1. 
2k-l(2m-1) 
Da jede naturliche Zahl n auf genau eine Weise in der Form 
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(m~ 1, k~ 1) 
geschrieben werden kann, ist die Folge ~ durch (26) wohldefiniert. 
1st k~l gegeben, dann gilt (fUr die einpunktige Menge {k}) 
A(~; {k} ;N) = m fUr 2k-l (2m-1) ~ N < 2k-l (2m+l) 
(m ~ 1), und fUr solche N wei ter 
also 
m A(~;{k};N) 
2k-l(2m+l) < N 
-1 
k 2 (2m+l) 
< A(~;{k};N) 
N 
< m 
== 2k-l(2m-1) 
1 1 
- -< 
2k=2k(2m-1) ' 
(27) A(~; {k};N) N 
1 <----
= k 
k-1 k-1 fUr 2 (2m-1)~ N < 2 (2m+l). 
2 (2m-1) 
Insbesondere gilt 
(28) A(~;{k};N) 1 <' ..!_ fUr alle N~l. N 2k = k 2 
FUr N ~2k-l folgt dies aus (27), wenn wir m=l setzen, fUr N < 2k-l ist 
A(~;{k};N) = 0 und (28) daher ebenfalls erfUllt. 
Es sei nun f eine beliebige komplexwertige ctµ -integrierbare 
Funktion auf X und E > 0 willkUrlich gegeben. Wir wahlen erst k so 
0 
gross, dass 
OC) 
}: 
k=k +1 
0 
< € 
gilt. Da bei gegebenem k in (27) mi t N auch m gegen oo wachst, konnen 
wir einen Index N derart finden, dass 
0 
A(~; {k };N) 
N 
1 € 
2k ~ -k-0 -(1_+_1 _f _(k_)_I_> fUr alle N ~N und 0 
gilt. Es folgt 
1
1 N 
N n~l f(xn) - J f (x) d µ (x) I 
X 
fur 1 < k ~ k 
... - 0 
= I r A(~;{k};N) f(k)- r f(k)I ~ 
k=l N k=l 2k 
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k 
0 A(;; {k} ;N) 
;kl 
< 1 lf(k) I+ == N k=l 
co 
k 
0 
1 IA(~;{k};N) - ..!...I If (k) I! }: E f(k) + N 2k k (1+ f(k) + k=k +1 k=l 0 
0 
00 
lf(k)I 
+ 1 < 2E fur N ~N • 2k = k=k +1 0 
0 
Also ist die Funktion f(;,dµ )-summierbar. 
In einem lokal kompakten nicht kompakten Hausdorffschen Raum X 
gibt es stets eine abzlihlbare Menge {ak : 1! k <co} ohne Haufungspunkte. 
Identifizieren wir die natilrliche Zahl k mit dem Folgenglied ak und 
ilbertragen wir die eben angestellten Uberlegungen auf das durch 
1 µ({a})= -k 2 k filr alle k > 1 = 
auf X definierte rein atomare Mass µ e 11- , dann erhal ten wir: In einem 
lokal kompakten, nicht kompakten Hausdorffschen Raum X gibt es stets 
ein rein atomares Mass µ£~n mit nicht kompakten Trager und eine dµ -
glv. Folge; = {x} derart, dass jede dµ -integrierbare komplexwerti-
n 
ge Funktion (;,dµ )-summierbar ist. 
Filr eine reellwertige Funktion f auf X schreiben wir wie ilblich 
lim f(x) = oo, falls f ausserhalb geeignet gewahlter kompakter Mengen 
X +co 
durch beliebig grosse positive Konstanten nach unten beschrankt ist. 
Satz 15. Es sei µ~11. gegeben und; = {x} eine in X dµ -glv. Folge. 
n 
+ Dann gibt es eine (;,dµ )-summierbare Funktion fe R (X) derart, dass 
lim f(x)=co. 
X +co 
Beweis: Wahre:qd es im Beweis von Satz 15 darauf an kam, eine Funktion 
zu konstruieren, die auf den Gliedern der Folge; moglichst haufig 
hinreichend grosse Werte annahm, konstruieren wir nun eine Funktion 
die auf den Gliedern der 
diese die Schwankung der 
konnen. 
Folge; so selten grosse Werte annimmt, dass 
Folge {i I f(xn)} nicht stark beeinflussen 
n=l 
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k 
Wir setzen wie im Beweis von Satz 15 Wk= ml.di Vm und konnen ohne 
Einschrankung der Allgemeinheit voraussetzen, dass der Rand jeder 
Menge V das Mass null hat. Wegen 
m k 
wk' wk C: mld1 (Vk' vk) 
trifft dasselbe ftir 
eine Teilfolge {Wk 
jede Menge 
} und eine 
Wk zu. Wir bestimmen wieder induktiv 
Folge von Urysohn-Funktionen f ~ R+(X) 
s 
und setzen k1=1 unds fl (x) = 1 ftir alle xi,.; X. Ausserdem wa'.hlen wir 
N1~ 1 so gross, 
gilt. 
dass 
A(;;Wl ;N) 
N JJ(W{) I < 1 
Es seien die Indizes k1 < k2 < ••• < kr' die Zahlen N1 < N2 < ..• < Nr 
und die Urysohn-Funktionen f 1 > f 2 > ••• > f in R+ (X) berei ts so ge-
= =- = r 
wa'.hlt, dass folgende Bedingungen erftillt sind: 
1) 
2) 
3) 
4) 
5) I 
X €- W ftir l<n<N 
s-1 (1 ~ s ~ r) n k == = 
s 
Wk C Wk (l~s~r) 
s-1 s 
JJ(Wk ) <-1- (l~s~r) 
== s-1 
s 2 
f: ftir xe wk f (x) = s-1 (1 ~s ~r) s fiir x{wk 
s N 1 I f (x) 
- Ix f s (x) d JJ (x) I < 12 fur alle N s n 
n=l r 
A_(_;;_wk/~2 ___ µ(W' ) I<..!_ 
N k r 
r 
fur alle N > N 
= r 
N>N 
= r 
(1 ~ s ~ r) 
(ftir s = 1 ist Bedingung 1) leer und Bedingung 2) und 4) erftillt, wenn 
wir formal Wk = 0 setzen). Wir bestimmen zuna'.chst den Index k 1 > k r+ r 
so, dass die ~edingungen 1) - 3) ftir r+l an Stelle von s erftillt sind 
+ und dann die Urysohn-Funktion f 1 ~ R (X) so, dass Bedingung 4) auch r+ 
fur r+l an Stelle von s erftill t ist. Insbesondere gilt dann f 1 < f . r+ = r 
Schliesslich wiihlen wir den Index N 1 > N so; dass 5) und B) ftir r+l r+ r 
an Stelle von r erftillt sind. 
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00 
Wir setzen nun f(x) = l f (x). Da die Folge {Wk} durch Ein-
s=l s s 
schliessung vollstandig geordiiet ist, folgt aus 4) 
r 
(29) f<x> = l 
s=l 
f (x) 
s 
ftir alle x ~Wk. 
r 
Wir ersehen daraus, dass f auf ganz X nichtnegativ reellwertig und 
stetig ist. Ftir alle xt/, Wk gilt f (x) > r, 
= 
woraus lim f(x) = oo folgt. 
Ausserdem ist f wegen der Abschatzung X-+ co 
fx f(x) 
00 
IX fs(x) 
00 
dµ(x) = l d1J (x)~ ,1 + l µ (\\'' ) ~ 3, -; 
... k 
s=l <· .s=l s 
integrierbar. 
1st N~l gegeben, dann ist r durch die Ungleichung Nr~N< Nr+l 
eindeutig bestimmt. Wir erhalten wegen Bedingung 1) und (29) 
l N l N r+2 
N l f(xn) = N l l f (x) ~ 
n=l n=l s=l s n 
< 
... 
r 1 N 2 N I N I f ex>+ N I f 1 (x ) < s n r+ n = 
s=l n=l n=l 
< 
= 
r 1 N 
A(,;Wk ;N) 
I I f (x) + 2 r < N s n N = 
s=l n=l 
< 
= 
r [ f X f s (x) d µ (x) ~] ~ (Wk )+ fil I + + 2 
s=l r r 
< 
... 
f f(x) 3 1 dµ(x) + - +--
r r-2 X 2 
Da mi t N auch r gegen oo strebt, fol gt 
1 N I lim sup N l f(xn) ~ 
N -+ 00 n=l X 
f (x) dµ(x). 
und hieraus in Verbindung mit (25) die Behauptung. 
< 
= 
1st eine Funktion g e. R+ (X) gegeben, dann bezeichnen wir in An-
lehnung an die fUr Funktionen einer reellen Veranderlichen gebrauch-
liche Schreibweise mit O(g) die Menge aller komplex-wertigen Funk-
tionen f auf X, fur die es eine von f abhangige kompakte Menge Af und 
eine ebenfalls von f abhangige positive Konstante cf derart gibt, dass 
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fiir alle x ~ Af 
gilt. 
Satz 17. Es sei µe-n gegeben und; = {x} eine dµ -glv. Folge in X. 
n 
Ferner sei die Funktion ge,R+(X) (;,dµ)-summierbar. Dann ist auch 
jede Funktion f~O(g)n C(X) (~,dµ)-summierbar. 
Beweis: + Es geniigt die Behauptung fiir Funktionen fE O(g)n R (X) nach-
zuweisen. Es sei solch eine Funktion fund ein £ > 0 gegeben, sowie 
A eine kompakte Menge in X und c eine positive Konstante mit folgenden 
Eigenschaften 
f (x) < cg(x) 
.. 
fiir alle xeA' 
f g(x)d µ(x) < E. • A' C 
Ferner sei die Urysohn-Funktion he. ,;t+ (X) so gewa'.hl t, dass 
h(x) = 1 fiir alle xe A. 
Dann gilt wegen 
1 N lim N I N -+- 00 n=l 
also 
g = gh + g(l-h) und gh~~+ (X) 
= 
= 
< 
= 
1 N g (x )(1-h (x )) = lim N I g(x )- lim n n n N-+-00 n=l n N-+-00 
fx g(x) dµ(x) - fx g(x) h(x) dµ(x) = 
fx g(x) (1-h(x)) dµ(x) ~ 
f g(x) dµ(x)< ! A' c 
1 N 
N I 
n=l 
1 N 
lim sup N l 1 N l cg(x )(1-h(x )) < 
N n=l n n N-+- 00 n=l 
N 
g(x )h(x )= 
n n 
£ 
1 . l ~ f( ) 1· 1m sup N L . x = 1m 
N -+- 00 n=l N -+- 00 
1 N 
f(x )h(x )+ lim sup N l f(x )(1-h(x )) < 
n n N ~ co n=l n n == 
~ fx f(x) h(x) dµ(x) + £ < 
== 
~ fx f(x) dµ(x) + e. 
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Da € > O beliebig gewahlt war, folgt hieraus in Verbindung mit (25) 
die Behauptung. 
Sind endlich viele (;,dµ)-summierbare Funktionen f 1 , ••• ,f in + m - m 
R (x) gegeben, dann ist auch ihre Summe f = l fk (;,dµ)-summierbar 
und damit auch jede Funktion der Klasse O(f)~=C(X), die sicher jede 
der Klassen O(fk)n C(X) (1 ~k~m) umfasst; im allgemeinen aber grosser 
als ihre Vereinigung sein wird. Dieses Resul tat Hisst sich in folgen-
der Weise auf den Fall einer abzahlbaren Menge von (;,dµ)-summierbaren 
Funktionen fke R+(X) abertragen: 
Satz 18. Es sei µ,-n gegeben und ; = {x } eine dµ-glv. Folge in X, so.-
n 
wie {fk} eine Folge von (;,dµ)-summierbaren Funktionen in R+(X). Dann 
gibt es eine (;,dµ)-summierbare Funktion f~ R+(X) derart, dass 
fke O(f) far alle k~ 1, 
s 
Beweis: Wie im Beweis von Satz 14 setzen wir W 
s = m~l Vm. Fur jede 
Funktion g e R+ (X) definieren wir 
Ferner sei 
XEW} 
s 
(s~l). 
Da jede Funktion fk (;,dµ)-summierbar ist, ist ok endlich. 
(k~ 1). 
Wir wahlen zunachst eine monoton gegen O konvergierende Folge 
positiver Zahlen ck derart, dass 
co 
ck fx (30) 1 fk(x) dµ(x) < CX) k=l 
und co 
1 ckok < CX) 
k=l 
gilt. Wir bestimmen nun induktiv eine Teilfolge {ck} 
(31) 
< ••• < k 
s <· •• ) ' far die 
erfallt ist und betrachten die Funktion 
s 
filr alle s > 1 
= 
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co 
f = l ck 
s=l s 
f 
s 
Auf jeder Menge W (s >l) ist f wegen (31) eine gleichmassig konver-
s -
gente Reihe stetiger Funktionen, also ist f auf ganz X nichtnegativ 
reellwertig und stetig. Wegen ck < c 
- s s 
und (30) ist f integrierbar und 
I f(x) dµ(x) = f ck 
X s=l s 
< 
.. 
co 
}: 
s=l 
C 
s 
f (x) dµ(x) ~ 
s 
f (x) dµ(x). 
s 
Es sei e >O gegeben und r.::,1 so bestimmt, dass 
co co 
I 
s=r+l 
co<}: co< k s - s s 
s s=r+l 
e 
gilt. :Qa jede Funktion f (t,dµ)-summierbar ist, existiert ein N > 1 
s o= 
derart, dass fur jedes s ~ r 
I! r f (x) - I f (x) dµ(x) I < e N n=l s n X s r ck 
gilt. Es fol gt 
N 
i I f<x > -
N n=l n 
I f(x) dµ(x) I= 
X 
lsil 
[1 N 
Ix = ck N l fs(xn) f (x) s s n=l dµ(x~ 
s 
fiir alle N > N 
- 0 
-~ 
-
r 
ck I N 
- Ix dµ(x)I + 
co 
< }: 1 If ex> f (x) I N' ck os = n=l s n s s=l s s=r+l s 
< 
= 
e 
r . + E= 2e 
r 
fur al 1 e N > N . 
= 0 
Also ist f c,,dµ)-summierbar. Ausserdem gilt 
1 
fs ~ ck f , 
s 
womit alles bewiesen ist. 
< 
== 
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7. Unbeschrankte Masse 
Wir betrachten nun ein nicht notwendigerweise norrniertes nicht 
triviales Borelmass µ auf X. Ist µ endlich, dann ist das Mass 
µ' = µ~X) µ norrniert. Ist die Folge ~ = {xn} in X dµ'glv., dann gilt 
lim µ(X.) I f(x) = f f(x) dµ(x) 
N ➔ 00 N n=l n X 
ftir alle (!;, µ ~~) )-summierbaren Funktionen f, insbesondere ftir alle 
beztiglich µ R-integrierbaren reellwertigen Funktionen auf X. 
Um die Integration auch im Falle eines unendlichen Massesµ 
auf die Durchschnittsbildung tiber Funktionswerte auf Elementen einer 
Folge ~ in X zurtickftihren zu konnen, gehen wir wie in Abschnitt 3 zu 
einem mit J1 aquivalenten Mass µ' tiber. Um die Satze der vorangehen-
den Abschnitte anwenden zu konnen, mtissen wir aber sicherstellen, dass 
die Radon-Nikodym-Ableitung h = ~~' und die zu ihr inverse Funktion ½ 
stetig sind ( [4] § 31, § 32). 
Hilfssatz 3. Es sei µ e. rt1. gegeben. Dann existiert eine tiberall posi-
tive Funktion hE:R+(X) derart, dass f x h(x) dµ(x) = 1, 
Bewei s : Fur j edes V ~ }ii 
n 
sei h e.z:·+(X) eine Urysohn-Funktion, die auf 
n 
V positivist. Ferner sei 
n 
genden Eigenschaften: 
00 
I 
n=l 
00 
I 
n=l 
a 
n 
co 
a 
n 
{a} eine Folge positiver Zahlen mit fol-
n 
< 00 
I h (x) dµ(x) <oo, X n 
Die Funktion h' = I a h ist tiberali positiv, integrierbar und 
n n 
als Summe einer gleichmR~lig konvergenten Reihe stetiger Funktionen 
selbst stetig. Das Integral f X h' (x) dµ(x) ist sicher posi tiv, also 
besitzt die Funktion 
h = h' J h ' (x) dµ (x) 
X 
1 
die verlangten Eigenschaften. 
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1 1stµ endlich, dann konnen wir einfach h = µ(x) setzen. 1stµ 
unendlich, dann ist die Funktion h sicher nicht konstant. Durch 
geeignete Wahl der Funktionen h konnen wir stets erreichen, dass 
n 
him Unendlichen verschwindet. Beispielsweise konnen die Funktionen 
h infolge des Zusammenfallens von Borel- und Baire-Mengen in X und 
n 
x* so gewahlt werden, dass sie ausserhalb von V verschwinden ( [4] 
n 
§ 50 C,E, § 51 D). Dann gilt 
co 
h' (x) = l 
n=N+l 
co 
a h (x) < l 
n n = 
n=N+l 
a 
n 
N 
ftir alle x f:- n~l V n; 
also wird auch h ausserhalb geeigneter kompakter Mengen beliebig 
klein. 
1st µ E:.m gegeben und h wie in Hilfssatz 3, dann ist das durch 
µ' (E) = f E h (x) dµ (x) filr alle E E. $ 
definierte Borelmass µ' normiert. Es existiert nach Satz 14 sicher 
eine dµ'-glv. Folge E; = {x} in X. Ftir diese gilt dann 
n 
(32) lim ~ n]l g(xn) = fx g(x)h(x)dµ(x) filr alle g E. 0(1) f\ C(X), 
N + co 
sogar filr alle bezilglich µ• R-integrierbaren reellwertigen Funktionen 
g auf X. Setzen wir in (32) f = gh, dann erhalten wir 
(33) . lim 
N +co 
1 N f(x) L n = 
N n=l h(xn) fx f(x) dµ(x). 
Satz 19. Es sei µ f:.·m gegeben und h wie in Hilfssatz 3, sowie E; ={x} 
n 
eine Folge in X. Die folgenden Aussagen sind aquivalent: 
a) Die Folge E; ist '1hdµ-glv, 
b) (33) gilt filr alle f e.:! (X) • 
c) (33) gilt filr alle f;;; 0(h) 11 C(X). 
d) (33) gilt filr alle bezilglich µ R-integrierbaren reellwertigen 
Funktionen f ,s 0(h). 
Beweis: 1st E; "hdµ-glv. und fr;..0(h)li C(X) gegeben, dann gilt filr die 
Funktion g = Ii E 0(1) c C(X) die Gleichung (32), also filr f=gh die 
Gleichung (33). Dies zeigt die 1mplikation a)~ c). Wegen 
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.:! (X) c O(h)n C(X) folgt b) aus c). Ist b) erfilll t und g .s .z. (X) gegeben, 
dann gilt (33) fur die Funktion f = gh<!':- L (X), was auf die Gleichung 
(32) filhrt. Also trifft (32) fur alle Funktionen g6::l(x) zu und ~ ist 
· hdµ-glv. 
Um di.e Aquivalenz a)# d) zu erhalten, tiberlegen wir, dass die 
folgenden Feststellungen iiber die reellwertige Borelmessbare Funktion 
f gleichbedeutend sind: 
f 1) Die Funktion g =hist beztiglich des Masses µ' R-integrierbar, 
* 2) Zu jede,m e:: > 0 gibt es zwei Funktionen f 1 , f 2 e;; R (X) derart, dass 
f 1 ~ ~ ~ f 2 und f [f2 (x)-f1 (x)] h(x) dµ(x)< J:: gilt. 
X 
3) Zu jedem E::>O gibt es zwei Funktionen fi,f2~:0(h)n R(X) derart, 
dass fi ~ f ~ f 2 un~'. f X [f2 (x)-fi (x)] dµ (x)< E. gilt (aber nicht 
notwendigerweise : 6 R*(x)). -
4) Die Funktion f liegt in O(h) und ist beziiglich des Massesµ R-in-
tegrierbar (die einschrankenden Funktionen in R*(x) konnen dann 
selbst in O(h) gewatllt werden). 
E~ ist also d) aquivalent mit der Gultigkeit von (32) fur alle bezug-
lich µ' R-integrierbaren reellwertigen Funktionen g; dies ist aber 
wieder aqu:i valent mi t a). 
Der Trager eines unendlichen Borelmasses µ ist sicher nicht 
kompakt. Ist µ nicht atomar, dann gibt es nach Korollar 15.1 zu jeder 
hdµ-glv. Folge ~= {x} in X stets eine 'hdµ -integrierbare Funktion 
n 
+ g e- R (X) derart, dass 
1 N 
lim sup N l g(x) = oo 
N -+co n=l n 
gilt. Setzen wir f = gh, dann ist fE R+(X) ctµ -integrierbar und 
l N f(x) 
lim sup l n - oo N h(x) - . 
N -+co n=l n 
Im allgemeinen ist es also nicht moglich, die Folge ~ so zu wahlen, 
dass (33) filr alle dµ -integrierbaren Funktionen in C(X) zutrifft. 
Ein Gegenstiick zu dieser Aussage liefert der folgende Satz. 
Satz 20. Es sei µE,?/tgegeben und gE-R+(X) dµ-integrierbar. Dann gibt 
es eine Funktion h wie in Hilfssatz 3 derart, dass fur jede hdµ-glv. 
Folge {x } in X 
n 
gilt. 
lim 
N +00 
1 
N 
N 
I 
n=l 
f(x) 
n 
h(x) 
n 
= 
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f X f(x)dµ fur alle f€0(g)nC(X) 
Beweis: Wir wahlen zuerst eine Funktion h1 wie in Hilfssatz 3 und 
setzen hl+g 
h = --------
1 + fxg(x)d\l(x) 
Dann ist auch h eine Funktion von der in Hilfssatz 3 beschriebenen 
Art. Es sei nun die Folge {x } in X hdµ-glv. und die Funktion 
n 
f e, O(g) n C(X) gegeben. Dann ist die Funktion ~ beschrankt und 
l+g 
! = ~ (1+ f g(x)dµ(x)) ~ K(l+ f g(x)dµ(x)). 
l+g X X 
Also liegt fin O(h) und aus Satz 19 c) folgt die Behauptung. 
Fur eine dµ-integrierbare Funktion f~ C(X) gilt (33) genau 
f dann, wenn die Funktion h (~, hdµ)-summierbar ist. In Erganzung 
zu Satz 19 lassen sich daher aus den S~tzen 16, 17 und 18 die fol-
genden Aussagen ableiten: 
Satz 21. Es sei µ 12,?t,t gegeben, h wie in Hilfssatz 3 und {x } eine in 
n 
X. hdµ-glv. Folge. 
a) Es gibt stets eine dµ-integrierbare Funktion fe R+(X), fur die 
sowohl 
als auch lim 
x+00 
lim 
N-+ 00 
l N f(x) f 
N l h(xn) = X f(x)dµ(x) 
n=l n 
f(x) 
h (x) = oo gilt. 
b) Gilt fi:Jir eine dµ-integrierbare Funktion g €- R+ (X) 
dann gilt auch 
lim 
N-+ oo 
lim 
N + 00 
1 . N g(x ) f 
N l h(x:) = X g(x) dµ(x), 
n=l 
l N f(x) 
N l h(xn) = Ix f(x) dµ(x) 
n=l n 
fur alle f <eO(g)fl C(X). 
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c) Es sei + {fk} c R (X) eine Folge dµ-integrierbarer Funktionen, fur die 
1 N fk(xn) fx fk(x) lim N 1 h(x) = dµ(x) fur alle k>l = N-+ 00 n=l n 
. + gilt. Dann gibt es eine dµ-integrierbare Funktion fe R (X), fur die 
1 N f(xn) I 
N l h(x) = f(x) dµ(x) 
n=l n X 
lim 
N-+ 00 
und fke O(f) fur alle k ~1 gilt. 
Von Interesse ist noch der Fall eines auf der CJ -Algebra aller 
Borelmengen gegebenen Massesµ , das moglicherweise auch auf kompak-
ten Mengen den Wert oo annimmt. Ein Beispiel hierfur ist etwa das auf 
der Zahlengeraden durch 
fur alle E 1:, $ 
definierte Massµ oder, im Falle eines unendlichen Borelmasses µ auf 
* * X, das in Abschnitt 5 eingefuhrte Massµ auf X. 
Hilfssatz 4: Es sei ein Mass µ auf $ gegeben und die Menge Y ex defi-
niert durch 
Y = {ye, X: µ (V) = co.fur jede Umgebung V von y} • 
Dann ist Y abgeschlossen in X-und die Einschrankung µ1 von µ auf 
den lokal kompakten Unterraum x1 = X \, Y von X ein Borelmass auf x1 . 
Beweis: Es sei ye Y und V eine beliebige Umgebung von y. Dann ist V 
auch Umgebung mindestens eines Punktes von Y und daher µ (V) = oo. Es 
folgt ye Y und Y = Y. Die Menge x1 = x, Y ist off en in X und daher 
lokal kompakt in der relativen Topologie. Offenbar gentigt auch x1 dem 
zweiten Abzahlbarkeitsaxiom. Eine in x1 kompakte Menge E ist auch kom-
pakt in X, daher ist µ1 jedenfalls auf den Borelmengen von x1 defi-
niert. Jeder Punkt in E besitzt mindestens eine offene Umgebung von 
endlichem Mass. Da bereits endlich viele hiervon E uberdecken, ist 
auch µ1 (E) endlich und µ1 ein Borelmass auf x1 . 
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FUr jede dµ-integrierbare Funktion f~C(X) gilt notwendigerweise 
f (y) = 0 fur alle ye Y, also auch 
fx f(x) dµ(x) = f f(x) dµ1 (x). 
Xl 
Wir konnen die Integration dµ-integrierbarer stetiger Funktionen also 
auf Integration tiber dem lokal kompakten Raum x1 zurilckftihren und 
hierauf die bisher abgeleiteten Satze anwendeo. Insbesondere konnen 
wir die auf x1 positive und stetige integrierbare Funktion h so kon-
struieren, dass sie als Funktion auf x1 im Unendlichen verschwindet, 
also stetig auf X festgesetzt werden kann. Unter anderem erhalten wir 
folgendes Resultat: 
Satz 22. Es sei ein Massµ auf.'.t gegeben und Y wie in Hilfssatz 4. 
Dann gibt es eine nur auf Y verschwindende dµ-integrierbare Funktion 
+ h E. R (X) und eine Folge {x } in x,Y derart, dass 
n 
. 1 N f(x) fx f(x) }: n dµ (x) filr alle lim - h(x) = N 
n=l n f e. O(h) n C(X), 
speziell also ftir alle f e..t'(X'\. Y) gilt. 
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