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Re´sume´ – Cet article propose de nouvelles approches de segmentation non supervise´e. Nous proposons d’exploiter les proprie´te´s
d’une nouvelle mesure de distance reposant sur la construction d’arbres de recouvrement minimaux duaux : le « Dual Rooted
Prim Tree »(DRooPi), pour construire une paire de classes candidates. Ces classes correspondent a` une partition de l’ensemble des
sommets connecte´s par un Droopi. La partition est obtenue par coupure simple du plus grand segment de l’arbre de recouvrement
minimal partiel qu’est Droopi, dont les deux racines sont de´finies par la paire de sommets choisie au hasard. Des fonctions de
consensus sont ensuite calcule´es sur l’ensemble des classes associe´es a` chaque paire de sommets. Pour obtenir la partition finale,
un algorithme de classification spectrale est applique´ avec comme mesure de distance les fonctions de consensus de´finies. Des
re´sultats sont obtenus sur divers donne´es synthe´tiques et re´elles.
Abstract – This paper proposes new approaches to unsupervised clustering. We propose to exploit properties of a new distance
measure based on the construction of dual rooted minimal spanning trees : the “ Dual Rooted Prim Tree ” (DRooPi), to build
a pair of candidate classes. These classes correspond to a partition of the set of vertices connected by a Droopi. The partition is
obtained by a single cut of the largest edge of Droopi tree, which is a partial minimal spanning tree. The two roots are defined
as the pair of vertices randomly taken. Some consensus functions are computed on the cluster ensemble. In order to obtain a
final clustering, a spectral clustering algorithm is applied with as distance measure the consensus functions defined. Results are
obtained on various synthetic and real data sets.
1 Introduction
Une taˆche de segmentation non supervise´e consiste a` de´-
finir une partition d’un champ de donne´es multidimension-
nel en un ensemble de classes pour lesquelles aucune in-
ofrmation a priori n’est disponible (nombre, forme, tailles
respectives...). Nous ne discuterons pas dans ce papier du
choix de la me´trique utilise´e pour de´finir une mesure de
ressemblance entre deux « vecteurs » du champ de don-
ne´es analyse´.
Parmi les multiples approches de´veloppe´es pour re´-
soudre ce proble`me, nous citerons par exemple les me´-
thodes de classification hie´rarchique, les algorithmes de
partitionnement . . . [5] Les re´sultats obtenus par diffe´-
rentes me´thodes de segmentation, voire par une seule me´-
thode mais avec des parame`tres d’initialisation diffe´rents,
sont en ge´ne´ral tre`s divers. Par conse´quent, des approches
ont e´te´ de´veloppe´es afin de combiner un ensemble de par-
titions « candidates », visant a` produire une segmenta-
tion finale unique. Certaines de ces approches utilisent des
fonctions de consensus base´es par exemple sur des matrices
de co-association [3], des votes [2], des repre´sentations en
hypergraphe [10], des me´langes de mode`les [11].
Dans cette communication, nous proposons d’utiliser le
concept de combinaison de me´thodes et une nouvelle me´-
thode de segmentation non supervise´e base´e sur des arbres
a` recouvrement minimal (minimal spanning tree : MST)
a` racines duales. Une caracte´ristique attractive de la seg-
mentation base´e sur les MSTs est sa capacite´ a` prendre
en compte une information ge´ome´trique aussi bien locale
que globale sur la distribution des donne´es a` partitionner.
Dans [4], Griskschat et al. ont montre´ que les arbres de
diffusion a` racines duales pour la classification permettent
de de´finir une matrice de similarite´ qui prend en compte
une information de voisinage alors que la distance Eucli-
dienne e´choue a` capturer cette information. En fait, un
arbre a` racines duales permet d’extraire des classes a` l’in-
te´rieur de l’ensemble de donne´es initiales sans de´finir une
partition des donne´es, car tous les sommets n’ont pas be-
soin d’eˆtre connecte´s. De plus, il pre´sente une variabilite´
plutoˆt importante par rapport a` l’ensemble d’initialisation
des parame`tres. Dans ce sens, il peut eˆtre conside´re´ comme
une me´thode de partitionnement faible. Dans notre me´-
thode, la partition finale est obtenue en appliquant un al-
gorithme de classification spectrale [8] sur des matrices de
co-association qui ont montre´ eˆtre des matrices d’affinite´
admissibles. Toutes ces approches seront aborde´es dans la
Section 2. Dans la section 3, des re´sultats expe´rimentaux
seront pre´sente´s sur des donne´es synthe´tiques et re´elles.
2 Accumulation de preuves
Soient X un ensemble de N points ∈ RL et
{C1i, . . . , CKi} = Pi une partition de X en K classes,
telle qu’elle est obtenue par Ai, ou` i ∈ [1, . . .M ] ; Ai
de´signe ici un algorithme ou un jeu de parame`tres d’ini-
tialisation d’un algorithme de segmentation particulier.
Soit P = (P1, . . . , PM ) l’ensemble des segmentations. Soit
G = (V,E) un graphe non dirige´ ou` V = (v1, . . . , vN )
est l’ensemble de N sommets et E = (e1, . . . , eN−1)
correspond a` l’ensemble de segments. Le poids d’un seg-
ment mesure la dissimilarite´ ou la se´paration entre deux
sommets. Dans cet article, seule la distance Euclidienne
sera conside´re´e bien que l’on peut souligner que d’autres
me´triques peuvent eˆtre utilise´es [7].
Tre`s souvent en pratique, la me´thode utilise´e pour
construire P est l’algorithme K-means, peu couˆteux et
facilement implantable. L’inconve´nient est que K-means
tend a` ge´ne´rer des classes convexes, ce qui dans le cas
ge´ne´ral peut eˆtre une limitation. Nous proposons ici de
construire l’ensemble P en re´alisant une coupure unique
(« single cut ») sur le MST obtenu par la re´union de deux
sous-MSTs (sMSTs), initialise´ en deux sommets distincts
et dont la construction est stoppe´e de`s lors que les deux
sMSTs posse`dent un sommet commun.
Plusieurs algorithmes permettent de construire un MST
[6]. Dans ce papier, la me´thode propose´e est base´e sur les
proprie´te´s de construction de l’algorithme de Prim [9]. Le
MST est totalement connecte´, acyclique (aucune boucle),
unique : inde´pendant du sommet initial (si il n’existe
pas d’e´galite´ dans la matrice de distance). L’algorithme
de Prim connecte au graphe partiellement connecte´
a` l’ite´ration i le sommet non encore connecte´ le plus
proche du graphe (au sens d’une me´trique arbitraire). Les
sous-arbres obtenus apre`s N −1 ite´rations de l’algorithme
de Prim sont des MSTs de´finis sur l’ensemble des N
sommets connecte´s. Le poids d’un MST, de´fini comme la
somme des poids des segments connectant les sommets,
est minimal.
2.1 Arbre de recouvrement dual
Dans [4], Griskschat et al. ont propose´ une nouvelle
mesure de distance entre deux points (ou sommets)
d’un champ de donne´es multidimensionnel, base´e sur le
temps exprime´ en nombre d’ite´rations de l’algorithme de
construction de Prim, ne´cessaire pour observer la « colli-
sion »des deux sMSTs. A chaque ite´ration, les deux sMSTs
sont incre´mente´s 1. Les ite´rations sont re´alise´es jusqu’a`
ce que les deux arbres aient un sommet en commun ; le
graphe final n’est pas donc force´ment totalement connecte´.
Tous les points de X ne sont donc pas force´ment inclus
dans l’un ou l’autre des deux sMSTs quand les ite´rations
sont stoppe´es.
Nous proposons ici une variante de cet algorithme, qui
consiste a` n’incre´menter a` chaque ite´ration qu’un seul des
deux sMSTs suivant un crite`re de couˆt minimal. Pour une
ite´ration donne´e, un seul sommet sera connecte´ a` l’un des
1. L’incre´mentation est ici a` comprendre au sens ou` un nouveau
sommet est connecte´ a` l’arbre qui se construit.
deux sous-arbres (et non les deux) qui devra eˆtre celui de
couˆt minimal. On notera l le couˆt ou le poids du segment
utilise´ pour cette connexion. L’inte´reˆt de cette approche
re´side dans la proprie´te´ suivante : permettre une meilleure
prise en compte du voisinage de chaque racine dans la de´-
finition d’une nouvelle distance. Ce processus de construc-
tion s’arreˆte e´galement quand les deux sous-arbres se ren-
contrent. Niter de´signera le nombre d’ite´rations effectue´es
jusqu’a` ce que l’algorithme de construction soit stoppe´.
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Figure 1 – Arbres de recouvrement minimaux duaux
construit sur un ensemble de donne´es. Les symboles X in-
diquent les sommets racines. Le segment en pointille´ cor-
respond au dernier segment connecte´.
L’arbre final obtenu en conside´rant l’ensemble des
sommets et segments appartenant a` l’un ou l’autre
des sMSTs associe´s a` chacune des deux racines sera
de´signe´ dans la suite par le nom de « Dual Rooted
Prim (Droopi) Tree ». Le graphe Droopi enracine´ en
xi ∈ X et xj ∈ X sera note´ DR(xi, xj). Diffe´rentes
mesures d(xi, xj) de proximite´ peuvent eˆtre propose´es a`
partir du DR(xi, xj) : diter = Niter, dleng =
∑Niter
iter=1 liter,
dmax = maxiter∈[1,Niter]liter.
Le graphe Droopi satisfait quelques proprie´te´s inte´res-
santes, l’une d’elle sera beaucoup utilise´e dans le reste
du papier : pour un couple de sommets {v1, v2} servant
comme racines des deux sous-arbres, le dernier segment
construit, de poids note´ lmax
– connecte les deux sous-arbres ensemble,
– est toujours le plus long (avec un poids maximal)
parmi l’ensemble des segments des deux sous-arbres,
– de´finit une distance dmax
Par conse´quent, chaque couple de sommets racines me`ne
a` la construction d’un graphe Droopi qui connecte un sous-
ensemble de sommets, qui peut eˆtre facilement partitionne´
en deux classes en appliquant une coupure simple pour
enlever le dernier segment. Pour chaque couple de noeuds
racines conside´re´, les membres d’une classe rec¸oivent le
meˆme label et les labels sont enregistre´s.
Pour chaque re´alisation de l’algorithme de parti-
tionnement de graphe avec diffe´rentes initialisations,
Pi = {C1i, C2i}, i ∈ [1,M ] repre´sente la partition de l’en-
semble de sommets connecte´s par un couple de sommets
{v1i, v2i} (ou` i indique ce choix particulier de racines).
Il est important de souligner que C1i ∪ C2i 6= V et par
conse´quent, l’algorithme produit deux classes labelise´es
et un ensemble de sommets non labelise´s. Ceci me`nera
a` quelques affinements dans la de´finition de mesure
de co-association, comme de´crite dans la sous-section
suivante.
2.2 Mesures de co-association
Suivant les travaux de Fred et Jain [3], nous proposons
de combiner les re´sultats de classification (l’ensemble des
Pi) afin de calculer une matrice de similarite´ par une ap-
proche d’accumulation de preuves. L’ide´e directrice en est
que des points appartenant a` la meˆme classe (inconnue)
seront plus souvent affecte´s a` une classe commune Cki par
les diffe´rentes me´thodes de classification ou par les dif-
fe´rentes re´alisations conside´re´es d’une segmentation par-
tielle (tous les sommets de X ne sont pas pris en compte
dans DR(xi, xj)). Par conse´quent, prendre en compte
la fre´quence (mesure de co-association) avec laquelle les
points sont labelise´s dans une classe commune permet de
mettre en e´vidence certains groupes dominants. Cette me-
sure a e´te´ souvent utilise´e dans la litte´rature [10, 3]. Pour
l’ensemble des M partitions re´alise´es,
co assoc(xi, xj) =
n(xi, xj)
M
, (1)
ou` n(xi, xj) correspond au nombre de fois qu’une paire de
points xi et xj a e´te´ classe´e dans le meˆme groupe parmi
les M partitions re´alise´es.
Tous les points ne sont pas labelise´s par la re´alisation de
DR(xi, xj) (Fig. 1) ; afin de prendre en compte cette infor-
mation dans la mesure de similarite´, nous proposons de
de´finir la mesure de co-association de´finie co assoc2,
co assoc2(xi, xj) =
n(xi, xj)
m(xi, xj)
, (2)
ou` m(xi, xj) est le nombre de partitions dans P ou` xi ET
xj ont e´te´ labelise´s (0 ≤ m(xi, xj) ≤M).
Bien que ces mesures de co-association reposent sur des
heuristiques facilement compre´hensibles, elles peuvent eˆtre
sensiblement modifie´es pour mieux correspondre aux ca-
racte´ristiques du proble`me conside´re´. Afin d’aborder le
proble`me de sommets non labelise´s existant dans l’ap-
proche Droopi, on peut choisir de conside´rer ces som-
mets comme e´tant des e´le´ments d’une classe de rejet. Si
nn(xi, xj) correspond au nombre de fois ou` aussi bien xi
que xj appartiennent a` cette classe de rejet, une modi-
fication naturelle de la de´finition (1) pourrait eˆtre par
conse´quent co assocmod =
n+nn
M
. Comme cette mesure
accorde une importance identique aux classes de´tecte´es et
a` la classe de rejet, nous proposons ici de conside´rer :
co assoc3(xi, xj) =
n(xi, xj)
m(xi, xj)
+
nn(xi, xj)
M
, (3)
Comme m ≤M , cela revient a` appliquer un plus fort coef-
ficient aux classes de´tecte´es et donc un plus faible pour la
classe de rejet. Bien que nous ne pouvons pas e´tablir ceci a`
partir de conside´rations the´oriques, nous observons expe´ri-
mentalement qu’utiliser cette dernie`re mesure tend a` clas-
ser les observations aberrantes ou « outliers »ensemble.
Dans cette e´tude, nous proposons d’exploiter ces me-
sures dans le cas particulier d’utilisation d’algorithmes de
classification spectrale. Dans ce contexte, la matrice d’af-
finite´s A conside´re´e est de´finie par
A(i, j) =∝ β exp
{
+
co assoc(xi, xj)
σ
}
(i, j) ∈ [1, N ]2, ou` β et σ sont des constantes a` de´terminer.
Les re´sultats pre´sente´s sont obtenus par utilisation de
l’algorithme de classification spectrale de Ng et al. [8],
qui exploite les proprie´tes des valeurs propres normalise´es
du Laplacien normalise´ d’un graphe totalement connecte´
de´crit par la matrice A(i, j) 2. Cette me´thode sera nom-
me´e par la suite « Evidence Accumulation Clustering by
Droopi tree Cut (EAC-DC) ».
3 Etude expe´rimentale
Afin de valider et d’e´valuer les performances des ap-
proches propose´es, des tests sur des donne´es synthe´tiques
et des donne´es re´elles extraites de la banque de donne´es
de « UCI Machine Learning Repository »[1] ont e´te´ re´ali-
se´s. Dans toutes nos expe´riences, pour chaque algorithme
teste´, un ensemble deM = 100 parame`tres d’initialisation
tire´s ale´atoirement a e´te´ conside´re´.
Nous comparons nos approches avec divers algorithmes
base´s sur des fonctions de consensus sur l’ensemble des
classes :
– classification par accumulation de preuves base´e sur
une mesure de co-association avec un algorithme hie´-
rarchique « average link »(EAC-AL) [3],
– repre´sentation en graphe et en hypergraphe comme
de´crite dans [10] (CSPA, HGPA et MCLA),
– vote cumulatif, voir [2] pour plus de de´tails et de de´-
finitions (URCV, RCV, ACV),
– partition me´diane (QMI) [11].
Ces me´thodes utilisent l’algorithme K-means pour former
leur ensemble de classes. Il est a` noter que, bien que nous
conside´rons le nombre de classes a priori connu, les me´-
thodes cite´es sont non supervise´es.
3.1 Re´sultats sur des donne´es synthe´-
tiques
Le tableau 1 reporte les re´sultats obtenus avec les dif-
fe´rentes fonctions de consensus introduites pre´ce´demment
(Fig. 2 sont repre´sente´s les re´sultats de nos approches sur
ces donne´es). La mesure de performance est de´finie par le
rapport entre le nombre d’objets bien classe´s sur le nombre
d’objets total (la re´fe´rence est connue). Nos approches
arrivent a` de´tecter correctement les classes, malgre´ leurs
formes, tandis que les autres me´thodes e´chouent a` trouver
ces classes non-convexes.
3.2 Re´sultats sur des donne´es re´elles
Le premier ensemble de donne´es conside´re´ est
« Iris »(150 points dans un espace caracte´ristique a` 4 di-
mensions) [1]. Il contient trois classes de varie´te´s de fleurs
2. Il faut noter ici qu’en toute ge´ne´ralite´, dans le cas ou` M peut
eˆtre faible, toutes les distances d(xi, xj) peuvent n’eˆtre pas de´finies.
Dans ce cas, on choisira arbitrairement de fixer A(i, j) = 0.
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Figure 2 – Re´sultats obtenus avec nos approches propose´es EAC-DC sur diffe´rents ensemble de donne´es synthe´tiques
quelle que soit la mesure de co-association utilise´e. Les labels des classes sont indique´s par des symboles.
Table 1 – Re´sultats obtenus sur les donne´es synthe´tiques
Me´thodes Demi-lunes Deux spirales Deux cercles
EAC-DC (1, 2, 3) 1 1 1
EAC-AL 0.7675 0.5550 0.5200
QMI 0.7550 0.5050 0.5150
URCV 0.7600 0.5000 0.5200
RCV 0.7650 0.5300 0.5200
ACV 0.5000 0.5000 0.5000
CSPA 0.7300 0.5025 0.5550
HGPA 0.5000 0.5000 0.5000
MCLA 0.7275 0.5050 0.5400
avec une classe bien se´pare´e des autres et deux classes
proches. Le deuxie`me ensemble de donne´es « breast cancer
Wisconsin »a e´te´ analyse´. Il est constitue´ de 683 vecteurs
de 9 dimensions caracte´ristiques se´pare´s en deux classes.
Le troisie`me ensemble de donne´es teste´ est « Wine »,
compose´ de 178 vecteurs de 13 dimensions incluant trois
classes de ce´pages diffe´rentes. Les re´sultats obtenus par les
diffe´rents algorithmes sont pre´sente´s dans le tableau 2.
On constate que la me´thode de´veloppe´e donne de meil-
leures re´sultats sur les donne´es Iris et breast cancer. En
ce qui concerne les donne´es Wine, les performances de nos
approches sont plutoˆt convaincantes.
Table 2 – Re´sultats obtenus sur les donne´es re´elles
Me´thode Iris Breast Cancer Wisconsin Wine
EAC-DC 1 0.9067 0.9678 0.7022
EAC-DC 2 0.9267 0.9605 0.7022
EAC-DC 3 0.9200 0.9606 0.7022
EAC-AL 0.8733 0.9429 0.6910
CSPA 0.9200 0.8448 0.7135
HGPA 0.9200 0.6501 0.7022
MCLA 0.8933 0.9575 0.7247
URCV 0.8800 0.9590 0.6742
RCV 0.9000 0.9663 0.6854
ACV 0.9067 0.9649 0.6966
QMI 0.8800 0.9356 0.6011
4 Conclusion
Dans ce papier, nous avons pre´sente´ une nouvelle
me´thode de segmentation non supervise´e, base´e sur le
concept d’accumulation de preuves et sur la combinai-
son de re´sultats de multiples segmentations. Nous avons
propose´ d’exploiter les proprie´te´s d’une nouvelle construc-
tion de graphe nomme´e Droopi pour e´tablir l’ensemble de
classes. Cette construction permet de mieux capturer la
ge´ome´trie intrinse`que globale et locale des donne´es. De
multiples re´alisations de la segmentation par une cou-
pure sur le MST sont effectue´s a` partir d’un ensemble
de parame`tres d’initialisation choisis ale´atoirement et per-
mettent de construire un ensemble de classes graˆce a` de
nouvelles mesures de co-association propose´es. L’extension
de la me´thode propose´e avec des arbres a` K racines est en
cours d’e´tude. Les performances de cette nouvelle me´thode
ont e´te´ e´value´es sur un ensemble de donne´es synthe´tiques
et re´elles, soulignant des caracte´ristiques des algorithmes
propose´s tre`s inte´ressantes et prometteuses.
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