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Abstract
This thesis deals with exciton relaxation processes in thin polycrystalline films and matrix-
isolated molecules of the perylene derivatives PTCDA (3,4,9,10-perylenetetracarboxylic
dianhydride) and MePTCDI (N,N′-dimethylperylene-3,4,9,10-dicarboximide). Using fem-
tosecond pump-probe spectroscopy, transient absorption spectra, excitonic relaxation in
the lowest excited state subsequent to excitation, and exciton-exciton interaction and an-
nihilation at high excitation densities have been addressed.
Transient absorption spectroscopy in the range 1.2 eV–2.6 eV has been applied to thin poly-
crystalline films of PTCDA and MePTCDI and to solid solutions of PTCDA and MePTCDI
molecules (monomers) in a SiO2 matrix. We are able to ascribe the respective signal con-
tributions to ground state bleaching, stimulated emission, and excited state absorption.
Both systems exhibit broad excited-state absorption features below 2.0 eV, with dominant
peaks between 1.8 eV and 2.0 eV. The monomer spectra can be consistently explained by
the results of quantum-chemical calculations on single molecules, and the respective exper-
imental polarization anisotropies for the two major transitions agree with the calculated
polarizations. Dimer calculations allow to qualitatively understand the trends visible in
the experimental results from monomers to thin films. The broad excited state absorption
band between 1.8 eV and 2.0 eV allows to probe the population dynamics in the first ex-
cited state of thin films. We show that excitons created at the Γ−point relax towards the
border of the Brillouin zone on a 100 fs time scale in both systems. Excitonic relaxation
is accelerated by increase of temperature and/or excitation density, which is attributed
to stimulated phonon emission during relaxation in k−space. Lower and upper limits of
the intraband relaxation time constants are 25 fs (resolution limit) and 250 fs (100 fs) for
PTCDA (MePTCDI). These values agree with the upper limit for the intraband relax-
ation time of 10 ps, evaluated from time-resolved luminescence measurements. While the
luminescence anisotropy is in full accordance with the predictions made by a luminescence
anisotropy model being consistent with the exciton model of Davydov-split states, the
pump-probe anisotropy calls for an explanation beyond the models presently available. At
excitation densities > 1019 cm−3, the major de-excitation mechanism for the relaxed exci-
tons is exciton-exciton annihilation, resulting in a strongly reduced exciton life time. Three
different models for the microscopic behavior have been tested: a diffusion-limited annihi-
lation model in both three and one dimensions (with diffusion constant D as fit parameter)
as well as a long-range single-step Förster-type annihilation model (with Förster radius
RF as fit parameter). For PTCDA, the latter two, being structurally equivalent, allow to
fit a set of multiexponential decay curves for multiple initial exciton densities with high
precision. In contrast, the three-dimensional diffusion-limited model is clearly inferior. For
all three models, we extract annihilation rates, diffusion constants and diffusion lengths (or
Förster radii), for both room and liquid helium temperature. Temperature dependence
and orders of magnitude of the obtained parameters D or RF correspond to the expecta-
tions. For MePTCDI, the 1D and the Förster model are in good agreement for a smaller
interval of excitation densities. For a initial exciton densities higher than 5 × 1019 cm−3,
the 3D model performs significantly better than the other two.
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1. Introduction
The market volume of about 400 million US-dollars in 2004 and 2005 [1] for passive matrix
displays based on organic (i. e., composed primarily of hydrocarbons) electroluminescent
material is a clear evidence that the field of organic light emitting devices has emerged
from its early stages of invention [2, 3], surpassed the level of mere innovation, and reached
the stage of industrial production. Typical fields of application so far are consumer
electronics with small to medium size displays for cell phones or PDAs1, but also some
flat TV displays with tens of inches in diagonal have been developed. Forecasts envision
large area lighting applications or displays on disposable flexible substrates. Flexibility is
also very attractive for “plastic electronic” devices, containing, e. g., organic transistors
[4].
In contrast to the organic LED, organic solar cells have not yet reached a comparable
level of maturity. Twenty years after their first presentation [5], the power conversion
efficiencies do not exceed a few percent, in contrast to some 15% for industrial solar cells
based on silicon. Nevertheless, intensive research is carried out in this field on the way
to finding materials promising higher efficiencies.
One principal reason why new technologies conquer the market are low cost in com-
bination with favorable or improved properties. Organic solar cells and OLEDs are het-
erostructures typically made of multiple thin films that can be produced on a large scale
by sequential evaporation, or – in the case of polymers – by inkjet printing or spin coat-
ing. These manufacturing processes are simple and cheap, compared to the processing
of inorganic semiconductors. Another particular advantage of thin-film devices from or-
ganic material is the unlimited variety of the organic synthesis, which in principle allows
to custom-tailor highly specialized substances. Still, despite the existing commercial ap-
plications, the microscopic understanding of the electronic and related optical properties
and relaxation processes in organic semiconducting material is still rather limited, com-
pared to their inorganic counterparts. The numerous degrees of freedom hamper the
theoretical understanding, which calls for more profound experimental efforts.
The group of organic material for device applications is commonly divided into poly-
mers and “small molecules”. In this context, “small’ is meant relative to the size of
polymer chains, and small molecules usually contain some tens of carbon atoms, such as,
e. g., perylene (20 atoms) or C60 (60 atoms). Besides, one separates amorphous mole-
cular materials on the one hand from crystalline materials on the other hand, with the
molecules as structural units. Molecular crystals are weakly bound by van der Waals
forces, which results in bonding energies significantly smaller than those of covalent or
ionic bonds. Hence, in contrast to covalently bound semiconductor crystals, where the
electronic structure of the valence electrons is largely determined by the crystal forma-
tion, the weak van der Waals forces evoke only moderate changes in the molecules
1Personal digital assistants
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upon formation of the crystal lattice, and the molecules mainly retain their individual
identities.
In this thesis, we aim at crystals of small molecules of the perylene derivatives 3,4,9,10-
perylenetetracarboxylic dianhydride (PTCDA) and N,N′-dimethylperylene-3,4,9,10-di-
carboximide (MePTCDI). A characteristic property of these materials is their ability
to form molecular crystals with a highly anisotropic structure. In particular, the crystals
are called quasi-one-dimensional (quasi-1D), because the lattice constant in one direction
is much smaller than the other two lattice constants. This results in a columnar stacking
of the molecules and a strong interaction of adjacent molecules in the stack, which leads
to the formation of strong excitonic bands. PTCDA and MePTCDI can be regarded as
paradigmatic representatives of quasi-1D materials.
For device applications, the understanding of the lowest excited states is of essential
importance. In PTCDA and MePTCDI crystals, these states can be excited by illumi-
nation with visible light with photon energies above 2 eV. Due to the strong interaction
between electron and hole in these molecules, bound exciton states are created rather than
free charge carriers. Our particular aim is to understand the various relaxation processes
of these photo-generated excitons which follow optical excitation in polycrystalline films
of PTCDA and MePTCDI. Before it is possible to make statements about relaxation
time constants and relaxation pathways, it is first mandatory to understand the higher
excited states of PTCDA and MePTCDI films. Since these states are closely related to
the excited states of the monomers, we will first address isolated molecules and apply
our knowledge to explain the film spectra afterwards. Our discussions of the relaxation
process will be done in the framework of exciton band structure models, currently the
only microscopic picture used for the description of the optical spectra of such materials.
Since the excitonic relaxation processes happen on an ultrafast time scale in the fs- and
ps-regime, we employ femtosecond pump-probe spectroscopy as experimental tool.
This thesis is divided into five chapters and a subsequent summary. Chapter 2 presents
the model systems PTCDA and MePTCDI in more detail. Besides, the theoretical base-
ment for the understanding and discussion of the key questions will be laid. We will
elaborate on the extensive experimental pump-probe setup in Chapter 3. Therefore,
some concepts of pulsed and nonlinear optics have to be introduced at the beginning
of the chapter. Presentation of the experimental results start with Chapter 4, where we
will illustrate transient absorption spectra of MePTCDI and PTCDA monomers and thin
films. The spectra will be discussed in comparison with results from quantum-chemical
calculations. Based on the conclusions of this chapter, we will tackle the question of
relaxation of excitons subsequent to excitation in the Brillouin zone from the absorbing
state to the emitting state in Chapter 5. The findings of this chapter about the depen-
dence of this process on excitation intensity will lead us to the question of exciton-exciton
interaction and annihilation, which we will report on in Chapter 6.
2
2. Quasi-1D organic molecular crystals
It was noted in the introduction that the properties of the excited states of organic
molecular crystals (OMCs) are primarily determined by the properties of the molecules
they are built of. This chapter starts with a brief introduction of the fundamentals being
applied to obtain the energetic states and bands of OMCs from the molecular states in
Sect. 2.1. Afterwards, we will present our quasi-one-dimensional model systems PTCDA
and MePTCDI. In Sect. 2.3, the concepts of optical absorption, subsequent relaxation
and emission are discussed in the framework of band structure models. We will finish
this chapter with Sect. 2.4 by raising open questions about excitonic relaxation processes
being addressed in this thesis.
2.1. Organic molecular crystals
In principle, there are two different approaches to describe the optical properties of a
semiconductor crystal. One approach is usually applied to systems where the exciton for-
mation is a small energetic effect in comparison with the formation of one-particle bands.
The starting point is to introduce one-particle states and to refine these states by the in-
clusion of correlation effects. The resulting many-particle states, such as Wannier-Mott
excitons, are called large-radius excitons, because the rather weak interaction between
electron and hole leads to a large distance between them. This concept is commonly
applied to inorganic semiconductors1.
In contrast to this method, one can also start from the isolated molecule (monomer)
and then introduce intermolecular interactions. Such an approach makes sense if the ex-
citon binding energy is large compared to the one-particle bandwidths, which is typically
the case in molecular crystals, being weakly bound by van der Waals-interaction2. The
most basic representation of such a small radius exciton theory considers only Frenkel
excitons (FE), assuming electron and hole to be located on the same molecule. Ground
and excited states of the crystal can then be described by a many-electron wave function
which is formed out of a basis of single molecular wave functions [9]. In this case, the
eigenstates are more closely related to molecular states than to one-particle crystal states.
Intermolecular interaction gives rise to a finite hopping integral for the transfer of the
excitation from one molecule to one of its neighbors3.
Small radius exciton theories require the understanding of isolated molecules prior to
discussion of interaction effects in the crystal. In this section, the basic concepts are only
outlined, based upon common literature such as [6, 9–11].
1In GaAs, for example, the binding-energy of the Wannier-Mott exciton of 4.2 meV is small compared
to the one-particle bandwidth of ∼ 2 eV (see, e. g., [6]).
2Even for PTCDA with its coplanar stacking, the binding energy of the lowest excitation is about 1 eV
(derived from [7]), while the one-particle bandwidth is on the order of 0.2 eV [8].
3An additional type of exciton, the charge-transfer exciton (CTE), will be introduced later in this section.
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2.1.1. Isolated molecules
Adiabatic approximation Generally, the problem to be solved to obtain the wave func-
tion Ψtotx for an arbitrary stationary eigenstate x of a molecule is the time-independent
Schrödinger equation:
Ĥtot Ψtotx (ri, RA) = E
tot
x Ψ
tot
x (ri, RA) . (2.1)
Here, ri are the coordinates of the electrons with masses mel and RA the coordinates of
the nuclei with masses Mnuc. The Hamiltonian takes the following form:
Ĥtot = T̂el + Vel−el + Vel−nuc + Vnuc−nuc + T̂nuc , (2.2)
where Tel and Tnuc are kinetic energies of the electrons and nuclei, respectively. The
Coulomb interaction potentials between electrons is Vel−el, between nuclei Vnuc−nuc, and
between electrons and nuclei Vel−nuc.
An essential step towards the solution of Eqs. (2.1, 2.2) is the Born-Oppenheimer
approximation or adiabatic approximation: Since the mass of an electron is much smaller
than of a nucleus (mel Mnuc), the electrons react instaneously to changes of the nuclear
configuration. The problem can then be simplified to finding a solution for a fixed set
of (parametric) values {RA} for the nuclear coordinates. This motivates to separate the
total wave function Ψtotx with x = (n,m) into an electronic part Ψn and a vibrational
part χn,m:
Ψtotx = Ψn(ri)
∣∣∣∣
{RA}
χn,m(RA) . (2.3)
In Eq. (2.3), Ψn is the wave function for all electron coordinates ri for a fixed nuclear
configuration and obeys the Schrödinger equation for the electrons4
Ĥel Ψn(ri) = E
el
n Ψn(ri) with Ĥ
el(ri) = T̂el(ri) + Vel−el(ri) + Vel−nuc(ri) . (2.4)
χn,m(RA) is the wave function of the nuclei and solves the vibrational problem for the
m-th phononic state of the electronic state n with energy Eeln :
Ĥvib χn,m(RA) = E
vib
n,m χn,m(RA) with Ĥ
vib = T̂nuc(RA) + E
el
n (RA) . (2.5)
The total excitation energy relative to the ground state,
∆En,m = (E
el
n + E
vib
n,m) − Eel0 , (2.6)
is thus a sum of the electronic and the vibrational part. Application of the adiabatic
approximation is only valid if the electronic state does not change during the nuclear
vibration and implies ∆Evib  ∆Eel.
4Electron spin is neglected.
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One-particle wave functions Since an analytical solution for the Ψn(ri) cannot be found
for more than two electrons, the common procedure is to consider only a single electron in
an effective potential veff defined by the states of all other particles and to start with one-
particle basis functions ϕm(r). We thus obtain the one-particle Schrödinger equation:
ĥeff ψn(r) = εn ψn(r) , (2.7)
where ĥeff = t̂el + v
eff is an effective Hamiltonian and εn the eigenvalue for the eigenstate
ψn. The matrix-elements of ĥ
eff can be computed by
heffm,n = 〈ϕm|ĥeff |ϕn〉 . (2.8)
The wave functions ψn can be approximated by a superposition of basis functions ϕm,
i. e.,
ψn =
∑
m
cn,m ϕm . (2.9)
Solving the Schrödinger equation Eq. (2.7) then allows to calculate a new effective po-
tential veff from the ψn. Multiple additional iterations of this procedure help to sequen-
tially refine the solution for the ψn and εn. Correlations between the particles (many-body
effects) are introduced in a next step via configuration interaction.
2.1.2. From molecules to molecular crystals
We now sketch how to obtain one-particle electronic bands from the molecular orbitals, if
we apply the results for the monomer and transfer them to the crystal. Since we consider
Frenkel (molecular) excitons, the best approach is to use the molecular excited states
to deduce the excited states of the crystal. This is referred to as Frenkel exciton theory,
where the strong interaction between electron and hole is already included in the solution
for the molecular states.
Tight-binding Hamiltonian Throughout the following discussion, we consider a linear
(one-dimensional) crystal with N molecules and periodic boundary conditions. Let Ψ0,1n
be the molecule at lattice site n in its ground or first excited state, respectively. Higher
excited states are not considered now. The ground state |0〉 of the linear crystal is then
given by the product of molecular wave functions:
|0〉 = | . . .Ψ0n−1Ψ0nΨ0n+1 . . . 〉 , (2.10)
and the first excited state |n〉 with one exciton at site n by
|n〉 = | . . .Ψ0n−1Ψ1nΨ0n+1 . . . 〉 . (2.11)
As noted above, the interaction between hole and electron is already included in Ψ1n.
The product wave functions |n〉 are considered orthogonal, i. e., 〈m|n〉 = δm,n . The
5
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excitation may be transferred to adjacent molecules in the chain, which motivates to
write the matrix elements of the exciton Hamiltonian ĤEx as:
m = n : hm,m = 〈m|ĤEx|n〉 = εm on-site energy (2.12)
m 6= n : hm,n = 〈m|ĤEx|n〉 = Jm,n exciton-hopping integral . (2.13)
The essential correlation effect introduced here is the matrix element Jm,n of the Frenkel
transfer integral J between two exciton configurations. Hence, the major task is to find an
appropriate representation of J . For this purpose, it is helpful to formulate the problem
in second quantization notation and to solve it in the momentum space.
In second quantization notation, the tight-binding Hamiltonian takes the following
form:
ĤEx =
∑
n
εn a
†
nan +
∑
m,n
m6=n
Jm,n a
†
man , (2.14)
where a†n and an are operators to create and annihilate an exciton at site n, respectively:
a†n|0〉 = |n〉 (2.15)
an|n〉 = |0〉 . (2.16)
Momentum space ĤEx in Eq. (2.14) is in general not diagonal. The site index n is thus
no good quantum number. Transferring the problem to the momentum space, however,
allows for some simplifications that essentially diagonalize ĤEx. In order to replace
the site index n by a quasi-continuous quantum number k, we Fourier-transform the
operators an and a
†
n:
ak =
1√
N
∑
n
e−iknan a
†
k =
1√
N
∑
n
eikna†n , (2.17)
where for the quantum number k holds:
k =
2π
N
l −N
2
< l ≤ N
2
(2.18)
As N → ∞, ∆k → 0, and k becomes continuous. The back-transformation of Eq. (2.17)
is given by:
an =
1√
N
∑
k
eiknak a
†
n =
1√
N
∑
k
e−ikna†k , (2.19)
If we introduce the momentum representations of an and a
†
n in Eq. (2.19) into ĤEx in
Eq. (2.14), we obtain5:
ĤEx =
∑
k
(ε0 + Lk) a
†
kak , (2.20)
5During this step the translation symmetry comes into play:
εm = εn−x = εn and Jm,n = Jm,n−x = Jm,0 .
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where Lk is the “lattice sum”
Lk =
∑
m6=0
eikm J0,m . (2.21)
As can be clearly seen in Eq. (2.20), the Hamiltonian ĤEx now is diagonal, i. e., there
is no transfer between any states k and k′. k is thus a good quantum number. Another
particular advantage of the momentum representation is that the eigenstates |k〉 and the
eigenvalues ε(k) can be written down immediately:
|k〉 = a†k|0〉 =
1√
N
∑
n
eikn |n〉 (2.22)
ε(k) = ε0 + Lk = ε0 +
∑
m6=0
eikm J0,m . (2.23)
In the one-dimensional case, the lattice sum Lk converges rapidly, so that the nearest-
neighbor approximation (m = ±1) is usually sufficient. We thus obtain the following
approximation for a the exciton band in a one-dimensional crystal:
ε(k) = ε0 + 2J cos k . (2.24)
ε(k) describes a continuous (as N → ∞) band of energy values for a continuous k
with a single parameter J and the bandwidth 4|J |. Reasonable values for J can already
be derived from first order point-dipole approximations for the molecules. Depending on
the orientation of the point dipoles, J becomes either positive or negative. For J > 0,
the system is called an H-aggregate, and the exciton dispersion ∂ε/∂k is negative, which
implies that the Γ−point at k = 0 is the highest state in k−space. If J < 0, we talk of a
J-aggregate with a positive exciton dispersion and with the lowest state at k = 0 6. Both
cases are schematically shown in the center panel of Fig. 2.1.
For spectroscopy, it is important to know which excited crystal states are involved in
optical transitions. It can be shown that the total transition dipole moment P of the
crystal can be written as:
P = δkk′
√
Np , (2.25)
where k is the crystal wave vector, k′ the wave vector of the light wave, and p a molecular
transition dipole moment. For visible light, the wavelength λ′ is large compared to the
lattice constant. Since the momentum conservation in Eq. (2.25) requires k = k′ =
2π/λ′, absorption (or emission) of light is only possible if k = k′ = 0. This means
that optical transitions are only allowed at the Γ−point. This constraint leads to very
different behavior for H-aggregates and J-aggregates, as depicted in Fig. 2.1. For J-
aggregates, the lowest state is at k = 0, which results in both absorption and emission at
the Γ−point7. For H-aggregates, absorption at the Γ−point is followed by a very rapid
6J-aggregates are extensively studied in [12].
7Yet, Stokes shift from additional interactions is responsible that the wavelengths for absorption and
emission usually differ.
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Figure 2.1.: One-dimensional exciton band scheme for positive and negative values of equal size
of the Frenkel transfer integral J . Center panel: ε(k) after Eq. (2.24) as a function of wave
vector k for J > 0 (solid line) and J < 0 (dotted). Left panel: For J > 0, emission from the
lowest state at k = π is dipole forbidden. Right panel: Absorption and emission can occur at
the Γ−point (k = 0). In both cases, the exciton bandwidth is 4|J |.
relaxation in k−space. Since the lowest state is at k = π, luminescence is forbidden unless
the momentum conservation is fulfilled by support of a lattice phonon.
The presented approach to obtain exciton bands in a linear crystal is only the sim-
plest possible case. For additional effects, the Hamiltonian in Eq. (2.14) is to be refined
accordingly. Relevant examples for possible effects are as follows: More than one molecule per unit cell results in additional exciton wave functions,
which essentially results in additional bands (one per molecule per unit cell). The
resulting “Davydov-splitting” between these bands will be discussed in Sect. 2.3.3. The transition from a 1D to a 3D system is formally done by introduction of site
vectors n and 3D wave vectors k instead of scalars. Yet, the 3D lattice sum Lk
(cf. Eq. (2.21)) may not converge as easily as in the 1D case. More sophisticated exciton models encompass additional effects such as transfer of
the hole or electron to an adjacent molecule (charge-transfer excitons). In Sect. 2.3,
we will present band models for perylene derivatives including charge-transfer states. Interaction between excitons and molecular or lattice vibrations (phonons) has not
yet been considered. This will also be addressed in Sect. 2.3.
2.2. The perylene derivatives MePTCDI and PTCDA
The increased interest in organic molecular crystals concentrates on finding materials
with promising properties for optoelectronic devices. Especially the demand for rea-
sonably high charge carrier mobilities has led to materials with strong intermolecular
interaction. In addition to the demand for exciton energies in the visible range, much
8
2.2. The perylene derivatives MePTCDI and PTCDA
O
O O
O
O O
PTCDA
O
O O
O
N NCH3 CH3
MePTCDI
xz
y
Figure 2.2.: Chemical structures of 3,4,9,10-perylenetetracarboxylic dianhydride (PTCDA) and
N,N′-dimethylperylene-3,4,9,10-dicarboximide (MePTCDI), together with the molecular coor-
dinate system. The PTCDA molecule and the carbon backbone of the MePTCDI molecule
share a D2h symmetry.
research has aimed at planar π−conjugated aromatic molecules with substituents at the
periphery of the molecules that allow to fine-tune the optical spectra to accommodate
specific requirements. Combination of the need for flatness and strong intermolecular
interaction has made systems with coplanar arrangement with small intermolecular dis-
tance preferable. Prominent examples are derivatives of the perylenetetracarboxylic acid
(PTC-derivatives, or also perylene derivatives) [13–15] and phthalocyanine dyes [16].
In framework of this thesis, we consider two of the most prominent perylene derivatives
as model compounds, namely PTCDA (3,4,9,10-perylenetetracarboxylic dianhydride) and
MePTCDI (N,N′-dimethylperylene-3,4,9,10-dicarboximide), cf. Fig. 2.2. PTCDA has be-
come a paradigmatic material because it has been shown to readily form highly ordered
films [17, 18], where the molecules are oriented parallel to various substrates. Various
other perylene derivatives, among them also MePTCDI, have solar cell applications [5, 19–
21]. For typical devices, polycrystalline thin films in the nanometer range made by vapor
deposition are of particular interest. For this reason, this work focuses on investigations
of thin films of 25–35 nm thickness.
Figure 2.3 depicts the crystal structure for MePTCDI as given in [14]. The structure
is monoclinic centrosymmetric, and the unit cell contains Z = 2 molecules. Additional
parameters are given in the caption of Fig. 2.3. The planar molecules arrange face-to-face,
which results in a closely stacked structure along one lattice direction. In MePTCDI, the
in-stack lattice constant is a = 3.87 Å, which is not only significantly smaller than the
other lattice constants, but also small compared to the size of the molecule (N-N′-distance:
11.3 Å). Hence, the crystal can be regarded as a two-dimensional array of one-dimensional
stacks. Therefore, MePTCDI (and also PTCDA) crystals are considered paradigmatic
representatives of quasi-1D systems.
A particular property of such a quasi-1D system is the strong mutual overlap of the
π−electron systems, which leads to the strong coupling or strong molecular overlap be-
tween adjacent molecules8. Although two neighboring molecules in the stack are shifted
with respect to each other within the molecular plane, this overlap of the π−systems
still amounts to ≈ 50 %. For MePTCDI, this is depicted in the lower right corner of
Fig. 2.3. The strong intermolecular overlap leads to the expectation of large electronic
8Planar molecules alone need not necessarily lead to a strong overlap of the π−systems and a stacked
structure: For example, anthracene molecules are perfectly flat, but the molecules do not at all lie
above each other (crystal structure data for anthracene are given in [16]).
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Figure 2.3.: Crystal structure of MePTCDI, derived from [14]. Shown are projections of 2 × 2
unit cells onto the b-c-plane (100), the a-b-plane (001), and the a-c-plane (010). The crystal
structure is monoclinic centrosymmetric with Z=2 molecules per unit cell, a = 3.87 Å, b =
15.58 Å, c = 14.60 Å, β = 97.65 °. The frame in lower right corner depicts the mutual overlap
of two adjacent molecules in the stack.
bandwidths and high charge carrier mobility. Yet, the reported electron mobility values
for PTCDA did not exceed 3× 10−2 cm2/Vs for vapor-deposited layers at room tempera-
ture [22]. However, these values might still be limited by impurities, which calls for new
measurements with single crystals of highest purity.
Evidence for the quasi-1D nature of MePTCDI can be seen in the fact that the interac-
tion between translationally inequivalent stacks of molecules (cf. Fig. 2.3) is much smaller
than the in-stack coupling, as inferred from the observation of Davydov-splitting [23],
which will be addressed in Sect. 2.3.3.
As for the PTCDA crystal, the structure is shown in Fig. 2.4, with structural data
from [24]. In general, the same statements about strong intermolecular coupling valid
for MePTCDI also apply to PTCDA: the lattice constant in stacking direction (3.72 Å)
is much smaller than the other two lattice constants, making PTCDA also a quasi-1D
system. PTCDA also contains two molecules per unit cell arranged under an angle of
10
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Figure 2.4.: Crystal structure of α−PTCDA, derived from [24]. Shown are projections of 2 × 2
unit cells onto the b-c-plane (100), the a-b-plane (001), and the a-c-plane (010). The crystal
structure is monoclinic centrosymmetric with Z=2 molecules per unit cell, a = 3.72 Å, b =
11.96 Å, c = 17.34 Å, β = 98.8 °.
nearly 90° in a herringbone-like structure.
The PTCDA structure in Fig. 2.4 refers to the α−phase of PTCDA. It has been
shown that deposition at room temperature preferentially results in films of the α−phase,
whereas the β−phase preferentially grows at low substrate temperatures [25, 26]. Apart
from the fact that our samples were grown by deposition on room-temperature substrates
and should therefore predominantly consist of the α−phase, the difference in the spectra
is small [26]. For these reasons, we need not consider this polymorphism in our investi-
gations.
2.3. Exciton band structure models
Our particular interest lies in the investigation of (time-resolved) excitonic relaxation
processes in thin films of MePTCDI and PTCDA, preferably for optoelectronic device
applications. Therefore, the microscopic understanding of the lowest excited state in
these materials is of essential importance for us. This motivates to apply the formalism
outlined in Sect. 2.1 to our quasi-1D model systems, and to seek to understand optical
transitions in the framework of band structure models.
Before turning to the treatment of the crystal, however, we summarize some properties
of PTCDA and MePTCDI monomers being helpful for further considerations. A major
11
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advantage of the PTCDA-derivatives is their simple molecular behavior. The lowest
electronic excitation is a dipole-allowed π− π∗ transition, with a strong transition dipole
along the long molecular axis of the molecule [27–30]. Using the molecular coordinate
system in Fig. 2.2, we identify this direction as the x-direction. The electronic excitation
couples predominantly to one effective vibrational mode of the carbon backbone, which
dominates the absorption and emission spectra. Figure 2.5 (a) depicts this for MePTCDI
in solution. Emission spectra of MePTCDI and PTCDA in solution are shown in Figs. 4.1
and 4.2 9. The range above 2.2 eV up to 3.0 eV in Fig. 2.5 (a) is referred to as S1 manifold.
Around 3.4 eV, there is another small absorption feature [23] from the S0 → S2-transition,
which is related to a transition dipole moment oriented along the short molecular y-
axis [27, 28].
2.3.1. Quasi-1D band structure model
Upon formation of the crystal, the molecular excitonic states form excitonic bands, as
outlined in Sect. 2.1.2. In principle, the one-dimensional approach with the tight-binding
Hamiltonian for Frenkel excitons (FE) from Eq. (2.14) is still applicable, yielding the
result for the 1D exciton band in Eq. (2.24). Yet, the above treatment is too simple
to adequately describe the optical spectra and requires the inclusion of additional ef-
fects. Various band structure models [8, 23, 36–40] have addressed this subject with
increasing complexity and sought to understand absorption and emission spectra as well
as properties of the electronic excitations. Throughout this work, we will use the model
of Hoffmann et al. [8, 23, 34] for quasi-1D systems with strong intermolecular overlap
as a basis and a framework for further considerations and discussion10. The result for a
MePTCDI crystal is shown in Fig. 2.5, and we will briefly outline the underlying con-
cepts. It is worth mentioning at this stage that this preferential choice does not affect
the conclusions drawn from the experimental results in the Chapters 4–6.
Due to the strong overlap of the π−systems in stack direction, the concept of the
molecular Frenkel exciton is not sufficient anymore. This overlap leads to a decreased
energy of the lowest charge-transfer exciton (CTE) states, where electron and hole are
located on different molecules. In this case, strong mixing between FE and CTE occurs.
For the simplest case of a dimer, this mixing of two Frenkel and two CT states leads
to 2× 2 supermolecular dimer states, either two of even or odd symmetry. In the crystal,
this results in the electronic bands depicted in Fig. 2.5 (d), where any vibronic coupling
of the mixed FE/CT states is omitted. The strongest support to incorporate CT states is
the interpretation of electroabsorption spectra [38, 39], rather than the linear absorption
spectra. Still, the detailed shape and the polarization dependence of the absorption
spectra are additional arguments in favor of the charge-transfer exciton.
In addition to the inclusion of CT states, Hoffmann et al. considered the linear
coupling of both FE and CTE to the effective internal vibrational mode, using a Holstein
9The “effective mode” actually has a vibrational substructure, resolved for PTCDA films by Raman
spectroscopy. Helium nanodroplet isolation spectroscopy (HENDI, cf. [31]) with very high resolution
has successfully been applied tp PTCDA monomers [32] and MePTCDI monomers [33].
10We will also address the developments of Mazur et al. [39] and Vragović and co-workers [40] in
Sect. 2.3.2.
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Figure 2.5.: Excitonic band structure for MePTCDI and experimental spectra (adapted from [34]).
Leftmost panel (a): absorbance of MePTCDI molecules in chloroform solution (concentration
0.3µmol/l, from [23]). Panel (b) depicts the experimental (dashed line) and the calculated
(solid line) absorption spectra for an MePTCDI crystal. Panels (c) and (e) show the vibronic
model states from the Holstein formalism, either at k = 0, or at k = π. Net contributions
are summarized by shaded areas, either with Frenkel character (dark gray) or CT character
(light gray). Panel (d) depicts the purely electronic dispersion of the FE-CTE mixing bands,
without any coupling to the phonon modes from the Holstein model. Rightmost panel (f):
emission from an MePTCDI single crystal at 10 K, measured by Canzler [35], together with
the calculated emission energies at k = π to vibrational levels of the ground state. The 00-
transition is strictly dipole forbidden. The dotted line symbolizes the excitonic band with
negative dispersion in the lowest S1 state. A corresponding band structure for PTCDA can
also be found in [34].
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model [41, 42], allowing not only vibrations of the excited molecule, but also displaced
exciton-phonon configurations over the complete stack. In total, the Hamiltonian has the
following shape:
ĤFCTHol = Ĥ
FE
Hol + Ĥ
CT + ĤCT−ph + ĤFE−CT , (2.26)
where ĤFEHol is the complete 1D Holstein Hamiltonian containing linear coupling between
exciton and phonon systems:
ĤFEHol = Ĥ
FE
elec + Ĥ
ph + ĤFE−ph . (2.27)
We will not go into too much detail and discuss explicit expressions for all operators in
Eqs. (2.26) and (2.27), but only mention their purpose. In fact, ĤFEelec corresponds to
the pure electronic Frenkel Hamiltonian ĤEx in Eq. (2.14) from Sect. 2.1.2, limited to
nearest neighbor-hopping with transfer integral J :
ĤFEelec =
∑
n
εn a
†
nan +
∑
n
J (a†nan+1 + a
†
n+1an) . (2.28)
In Eq. (2.27), Ĥph is the phonon Hamiltonian for the fundamental internal vibrational
mode, and ĤFE−ph couples the otherwise independent exciton and phonon systems. Ac-
cordingly, Eq. (2.26) extends the Holstein concept to CT states: ĤCT describes the
on-site energy of a CT state arising from the transfer of an electron at site n to its near-
est neighbor at site n ± 1. The hopping of CT states as a whole is neglected, because
the simultaneous hop of two particles is expected to be on a much smaller energy scale.
ĤCT−ph couples electron and hole to the same internal vibrational mode as the FE. Fi-
nally, ĤFE−CT is the Hamiltonian for the mixing of Frenkel and charge-transfer states.
The treatment is still carried out in the concept of small radius exciton theories, since
only nearest-neighbor interactions are discussed. The structure of ĤFCTHol in Eq. (2.26)
has also been used by Hennessy et al. for a similar model, yet limited to the treatment
of dimers only [38]. In contrast, Hoffmann et al. treat the 1D stacks as infinite chains.
Details about the choice of basis functions and diagonalization of ĤFCTHol are given
in [8, 34], where also all technical questions are addressed in detail and the relevant
fit parameters are reported. Here, we rather focus on the result, which is shown for
MePTCDI in Fig. 2.5 11. The structure of the eigenstate spectrum is best visualized by
the Frenkel (U2FE) and the CT (U
2
CTE) character of the states. These are shown as
shaded areas in panels (c) at the Γ−point and (e) at the band edge. The FE character at
k = 0 determines the absorption coefficient, which agrees very well with the experiment,
as can be seen from panel (b). In the rightmost diagram (f), the emission spectra from a
single crystal is compared to the expected peaks of the modeled luminescence spectrum
from the lowest point at k = π back to the vibrational levels of the ground state. Again,
the agreement is favorably well. In particular, the 00-transition is strictly dipole forbidden
and not observed in luminescence. The indirect emission in k−space agrees with low
external quantum efficiencies of a few percent, as reported by Nollau et al. [43].
11For PTCDA, a corresponding band structure plot can be found in [34].
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In contrast to the impression one might get from the illustration of the Holstein states
in Fig. 2.5, the lowest absorbing state at k = 0 and the lowest emitting state at k = π
are discrete. The convolutions with Gaussian line shapes are for comparison purposes.
For MePTCDI, the energy of the lowest state at k = 0 is at 2.11 eV, while for k = π its
energy is at 2.065 eV. For PTCDA, we obtain 2.22 eV vs. 2.175 eV. The difference in both
cases is ≈ 45 meV. Hence, both MePTCDI and PTCDA are H-aggregates with a negative
exciton dispersion dE/dk 12. As argued in the discussion following Eq. (2.25), we expect
the population created by photo-excitation at k = 0 to relax very rapidly to the lowest
state at k = π. Throughout this thesis, we will call this process intraband relaxation or
relaxation in k−space.
2.3.2. Alternative models
As noted in the previous section, multiple other band structure models have been devel-
oped to explain the spectra and the energetic structure of perylene derivatives. In this
section, we briefly want to comment on two of them.
Mazur et al. [39] have proposed a three-dimensional analog of the Merrifield
model [44]. It contains mixing between Frenkel and CT states and their coupling to the
effective internal mode at the molecular site (i. e., the “molecular vibron”). Its primary
aim is to explain the absorption and, in particular, the electroabsorption spectra of bulk
PTCDA [45]. The predicted spectra agree very well with the experimental data, except
for the anisotropy of the electroabsorption. This open issue, however, was attributed with
good justification to the imperfectness of the samples. The 3D model lays the foundation
for further application of the 1D treatment for similar systems, and the fit parameters in
both cases are in reasonable agreement. One of the key statements of Mazur et al. is
the imperative role that they attribute to the charge-transfer excitons when it comes to
the explanation of electroabsorption.
Vragović and co-workers considered a 3D model solely based on Frenkel excitons,
while neglecting any CT contributions. Phononic interaction is also limited to the case of
intramolecular vibrations. The authors focus on the modeling of absorption and photolu-
minescence in PTCDA (α−phase). The correspondence with experimental linear absorp-
tion spectra is good. Yet, Mazur et al. [39] have noted that the deficiencies are evident
when it comes to the comparison with electroabsorption spectra in particular, which is
regarded as the main evidence for the existence of CT states. As for photoluminescence
(PL), Kobitski et al., who carried out investigations of time-resolved PL measurements
of PTCDA thin films and single crystals [46, 47], claim very good agreement with the
model of Vragović and co-workers.
In conclusion, band structure models are the only microscopic picture currently used
for describing optical spectra of materials such as perylene derivatives. Despite many
open questions about the precise nature and dispersion of the bands, the only properties
of direct importance for the discussion in the framework of this thesis – namely a negative
dispersion of the lowest band, in combination with indirectly emitting states – is accepted
by all studies presented here.
12In Fig. 2.5 (d), we have symbolized this negative dispersion for the lowest Holstein states by a dotted
line.
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2.3.3. Davydov splitting and Davydov components
For later use in this thesis, we now return to the formation of excitonic bands in the
framework of a 1D pure Frenkel exciton model as in Sect. 2.1.2 and refine it for systems
with Z = 2 molecules per unit cell. As can be seen from Figs. 2.3 and 2.4, this is the
case for MePTCDI and PTCDA crystals. In complete analogy to the Hamiltonian in
Eq. (2.14), we can write:
ĤEx,Z =
∑
nα
εnα a
†
nαanα +
∑
mβ,nα
mβ 6=nα
Jmβ,nα a
†
mβanα , (2.29)
where the summation indices α and β symbolize the translationally non-equivalent mole-
cules A and B in the unit cell. Again, the momentum representation is better suited
for finding a solution. After Fourier-transformation of the creation and annihilation
operators a†nα and anα, we obtain instead of Eq. (2.29):
ĤEx,Z =
∑
k
∑
αβ
(ε0αδαβ + L
αβ
k ) a
†
kαakβ . (2.30)
Of course, ĤEx,Z is diagonal with respect to k, but there are still transfer elements
between states α and β. Essentially, the lattice sum matrix Lαβk of rank 2 × 2 has to
be diagonalized. This leads to two solutions ε±(k) for two excitonic bands which are
split in energy. The Davydov-splitting ∆ε = |ε+ − ε−| is small compared to the total
excitation energy, because the in-plane intermolecular coupling for a quasi-1D system
is much smaller than the in-stack coupling. ∆ε is also small compared to the excitonic
dispersion |ε(π) − ε(0)|.
Davydov-splitting can also be discussed in the picture of transition dipole moments.
In Fig. 2.6, this is depicted for the unit cells of both MePTCDI (top panel) and PTCDA
(bottom panel). The major molecular transition dipole moments along the molecular
x-axis for the two molecules are denoted by PA and PB, respectively. PA and PB are
the molecular transition dipole moments for the Frenkel excitons. Superposition of PA
and PB yields two mutually perpendicular transition dipole moments
13.
P± =
PA ± PB√
2
. (2.31)
As for PTCDA, P± are nearly equal in size, because of the mutual orientation of the mole-
cules in the unit cell. For later use in this thesis, we define the ratio ξ = |P−|/|P+|. Since
P+ ⊥P−, a polarization dependence of the absorption spectra should be observable. For
MePTCDI, Davydov-splitting has in fact been verified by polarized absorption measure-
ments in highly ordered films [23]. In PTCDA, however, this was not possible, because
macroscopically oriented films are not available, which is not surprising for the almost
isotropic in-plane orientation of the molecules. Still, Davydov-splitting was proven in
PTCDA by ellipsometry on single crystals [48].
13More details on the geometrical aspects of the orientation of the molecules and P± can be found in [23].
The coupling concept is still applicable although the molecular planes are tilted with respect to the
(100) plane, which cannot be clearly seen in Fig. 2.6.
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Figure 2.6.: Top: Unit cell of MePTCDI with two molecules. The major transition dipole moments
for Frenkel excitons PA and PB couple to form two Davydov components. Bottom: The
same situation, but for PTCDA. Note that since the angle is close to 90°, the Davydov
components are almost equal in size.
2.4. Questions of interest
In this chapter, we have outlined the electronic and related optical properties of the
quasi-1D materials PTCDA and MePTCDI. Despite increasing interest in these materials
in the last decade, virtually no information about the ultrafast excitonic response of
these materials after photo-excitation is available14. Our particular interest lies in the
exciton dynamics in the lowest excited state S1-manifold. We will briefly summarize the
status of ultrafast measurements on MePTCDI and PTCDA, excluding the nature of
photoluminescence, which is subject to a controversial debate.
Review of ultrafast measurements Canzler [35] has extensively studied MePTCDI thin
films using pump-probe spectroscopy. Among many other topics, he addressed the de-
population of the lowest absorbing state at the Γ−point, extracting an upper limit of 50 fs
for the life time from the decrease of the stimulated emission signal. The interpretation
14This is in surprising contrast to a variety of other vanguard materials. As prominent examples where
ultrafast relaxation processes have been extensively studied, we mention here polymers [49–51], J-
aggregates in solution [52, 53], or other organic molecular crystals such as oligothiophenes [54, 55] or
even the 1D-stacked phthalocyanines [56, 57].
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is based on an assumed absence of any coherent interaction of pump and probe pulses,
which became questionable when repeating the experiment in this work (cf. Sect. 5.2.1).
Moreover, Canzler performed spectrally resolved pump-probe measurements to inves-
tigate the relaxation into the emitting state. An intraband relaxation time of about 50 fs
was reported. Since the transient transmittance signal was superimposed by phononic
modulations and the chirp present in the probe spectrum, a definite statement about
the intraband relaxation time constant could not be made. Besides, the conclusions were
based on the absence of intermediate states between absorbing and emitting states. How-
ever, this cannot be trivially derived, since transient absorption is not sensitive to specific
momentum states in k−space.
Ino and co-workers [58] have reported relaxation time constants for the S1 and S2 state
of PTCDA thin films, measured by two-photon photoelectron spectroscopy (2PPE). The
molecules were ionized by very intense degenerate excitation into high-energy states with
a photon energy of 5 eV, far above the S2 manifold. With 2PPE, it is not possible to
distinguish different momentum states; in fact, Ino et al. have not discussed their results
in the framework of band structure models at all. Besides, the 2PPE experiment with
fixed photon energies does not allow to derive information about higher excited states.
Open questions As seen from this short review of (ultrafast) measurements on PTCDA
or MePTCDI, only a few questions are answered, while many answers are still missing.
In particular, the relaxation dynamics in the lowest excited state (intraband relaxation
or relaxation in k−space) in thin films is of very high importance. Excitons created by
photo-excitation relax rapidly towards the surface of the Brillouin zone into the a lowest
state where they recombine either by a radiative or nonradiative decay with intrinsic
life times. Hence, the intermediate time window after intraband relaxation and prior to
recombination is decisive for the “adventures” the excitons undergo during their life time.
In the example of an organic solar cell, this would correspond to the time available to
separate hole and electron at a heterojunction. Directly linked to this idea would be the
question of how the excitons may reach such a junction, e. g., by diffusion. And if two
excitons met in space during the diffusion process, would they interact?
Thus, a detailed understanding of excitonic properties is essential for all further ap-
plications. We therefore formulate the questions and topics to be addressed within this
thesis:
Intraband relaxation: Is it possible to time-resolve the relaxation process in k−space,
and what do we learn from it? This can be regarded as a direct continuation of the
work of Canzler [35]. We will address the important questions of the relaxation
pathway, of intermediate states, of temperature and excitation dependencies. The
treatment will be done on basis of the band structure model by Hoffmann in
Sect. 2.3.1.
A time resolution of about 25 fs and undistorted (unchirped) pulses are required for
this experiment. This could only be achieved by the extension of the experimental
setup through the integration of a new pulse shaper device. We will report on the
outcome of its implementation, being an important part of this work, in Sect. 3.3.3.
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Transient and nonlinear spectra: Relaxation dynamics in the excited state are to be mon-
itored. The method of choice is excited state absorption by pump-probe spec-
troscopy. The interpretation of intraband relaxation is thus only reliably possible
if the transitions to higher excited states are known. Hence, transient spectra of
PTCDA and MePTCDI films are imperative.
Just as in the derivation of the crystal states from the molecular states in Sect. 2.1,
nonlinear absorption spectra of the solid state cannot be understood without know-
ledge about nonlinear spectra of isolated molecules. Therefore, transient absorption
spectra of MePTCDI and PTCDA monomers are mandatory.
Experiment vs. models: This thesis clearly is an experimental work. Still, it is important
to discuss in what way existing model calculations can contribute to the under-
standing of the experimental data. Are the data in accordance with the concept of
band structure models? Can quantum-chemical calculations predict transient spec-
tra and transition dipole moments that correspond to the experimental results? If
there is a disagreement, which issues should theoreticians focus on?
Exciton-exciton interaction: All previous list items consider only single excitons that do
not interact. This presumption becomes questionable in pump-probe experiments,
because measurements of nonlinear properties require high excitation densities.
What information can we extract from intensity dependence? How do excitons
interact and annihilate? On a microscopic scale, annihilation is always related to
diffusion: Does the excited state dynamics allow to extract diffusion properties and
diffusion constants and lengths?
In fact, annihilation at high exciton densities is of great importance for device appli-
cations: Baldo et al. have shown how exciton-exciton interaction and annihilation
restrains the efficiency of triplet emitter OLED [59, 60] and that singlet-singlet anni-
hilation is a crucial loss mechanism to be overcome in attempts towards electrically
pumped organic lasers [61]. Although MePTCDI and PTCDA are indirect emitters
and thus not suited for OLED, certain aspects might be of general importance.
Molecular fingerprints: Which differences are there in the relaxation behavior of PTCDA
and MePTCDI?
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Since the excitonic relaxation processes in condensed matter happen on an extremely
rapid time scale, they usually cannot be time-resolved by conventional electronic pho-
todetectors, even though improvements have increased the time resolution of such de-
vices down to the picosecond range [62]. The use of ultrashort laser pulses is still the
only method to achieve a time resolution of a few femtoseconds. Within the framework of
this thesis, the control over a reliable pulsed ultrafast laser source was a key requirement
for data quality. Consequently, this chapter introduces the experimental background
necessary to understand how to make, manage, manipulate, and measure ultrafast light
pulses.
3.1. Pulsed light
Initially, some fundamental mathematical concepts about light pulses are recalled which
are beneficial for further considerations. This short description is closely related to com-
mon textbooks on ultrafast laser science such as [62, 63]. Here, we address only the most
important properties.
3.1.1. Pulse length, pulse shape, bandwidth limitation
Fundamentals
The propagation of electromagnetic waves are fully described by the time and space
dependence of the electric field being related to one another via the wave equation. For
our discussion, the spatial dependence of the electric field E(r, t) can be omitted, because
we are primarily interested in the temporal evolvement of the laser pulse and the relation
between the time and frequency domain:
E(t) =
E(r, t)
E(r)
. (3.1)
Even though the measured quantities are real, the discussion is facilitated by the use
of a complex description. The (real) electric field E(t) can thus be be described as
E(t) =
1
2
Ẽ(t) eiΓ (t) + 1
2
Ẽ∗(t) e−iΓ (t) , (3.2)
where Ẽ(t) is a complex envelope function, Ẽ∗(t) its complex conjugate, and e±iΓ (t) are
fast varying phase terms with a total phase Γ (t). As usual, the frequency spectrum E(ω)
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is related to the electric field E(t) via the Fourier transform
E(ω) =
1√
2π
∞∫
−∞
dtE(t) e−iωt (3.3)
=
1
2
Ẽ(ω − ω0) e−iϕ(ω−ω0) +
1
2
Ẽ∗(ω + ω0) e−iϕ(ω+ω0) , (3.4)
where Ẽ(ω) is a complex amplitude. The function ϕ(ω) is called the spectral phase, which
contains the time vs. frequency information.
It is worth mentioning that the spectrum may in principle cover negative frequencies.
In most practical cases, however, the spectral amplitude E(ω) is centered around a mean
frequency ω0, the carrier frequency, and it spans a symmetric interval ∆ω of positive
frequencies. In the time domain, this motivates to rewrite Eq. (3.2) as
E(t) =
1
2
Ẽ(t) eiω0t e−iφ(t) + 1
2
Ẽ∗(t) e−iω0t eiφ(t) . (3.5)
Here, φ(t) denotes the temporal phase, which will be called the phase in the following1. It
is worth mentioning that the usefulness of the separation of the carrier frequency from the
envelope function is limited to cases were ∆ω  ω0. This is referred to as slowly-varying
envelope approximation (SVEA), which is hardly fulfilled for extremely short pulses. For
instance, the period T of an electromagnetic wave with wavelength 600 nm is T ≈ 2 fs.
In case of, e. g., 5 fs-pulses, the envelope function varies on a time scale not much longer
than the optical cycle, which implies that such a pulse essentially covers a considerable
part of the visible spectrum. In our experiments, where a typical pulse length is of the
order of 25 fs, the SVEA is well fulfilled.
Exemplary case
As indicated, pulse length and spectral width are linked to one another. In order to
visualize this correlation, we consider a simple pulse with Gaussian envelope, where all
the spectral components are initially in phase:
E(t) = Re
(
E0 e
iω0t e−β t
2
)
and I(t) = I0 e
−2β t2 . (3.6)
The form factor
β =
2 ln 2
∆τ2p
(3.7)
is related to the width ∆τp of the pulse, which is defined as the FWHM (full width at
half maximum) of the pulse intensity I(t) = |E(t)|2.
For simplicity, we omit here and in the following the expression of the real part in
Eq. (3.6). Fourier transformation of Eq. (3.6) yields the spectrum
E(ω) =
E0√
2β
e−(ω−ω0)
2/(4β) and I(ω) = I0 e
−(ω−ω0)2/(2β) . (3.8)
1Obviously, the decomposition of Γ into ω0 and φ(t) is not unique, but commonly, as in our case, ω0 is
the carrier frequency at the pulse peak.
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As can be seen from Eq. (3.8), the spectral FWHM is ∆ν = ∆ω/(2π) = 2 ln 2/(π∆τp),
and one obtains for the time-bandwidth-product of a pulse with Gaussian envelope:
∆ν∆τp =
2 ln 2
π
≈ 0.4413 . (3.9)
In general, ∆ν∆τp ≥ K, where the constant K solely depends on the pulse envelope.
The equality only holds if, as assumed, all spectral components are in phase. In this case,
the pulse is called bandwidth-limited or Fourier-limited, and for a given spectrum the
minimum possible pulse duration can be calculated. As an example for our experiment,
a bandwidth-limited 20 fs pulse, centered at 640 nm, has a FWHM of ∆λ = 30 nm, but
the complete spectrum covers almost 100 nm. The step towards shorter pulses becomes
more and more difficult the shorter the pulse actually gets.
Apart from a Gaussian envelope, a hyperbolic secant-shaped (“sech2”) pulse is also of
major importance, because experimentally, pulses from femtosecond lasers are very often
sech-shaped. In this particular case, the time-bandwidth-product is 0.3148. Throughout
this work, we have assumed Gaussian envelopes as in Eq. (3.6) because of their simplicity
and the actual shape of our pulses (between Gaussian and sech2). An extensive overview
of commonly used pulse shapes can be found in [62, 63].
3.1.2. Propagation of a light pulse through dispersive media
The a priori assumption of a bandwidth-limited pulse as in Eq. (3.6) is no longer fulfilled
if the light pulse traverses a normal dispersive (and not absorbing) medium of a given
thickness x. Because of dispersion, the different spectral components inside the envelope
are separated in time. This can be accounted for by the introduction of a spectral phase
factor in Eq. (3.8) in the spectral domain:
e−iϕ(ω) = e−ik(ω)x with k =
ωn(ω)
c
. (3.10)
Here, c is the velocity of light and n the refractive index. Applying the SVEA, we can
expand k(ω)x = ϕ(ω) in a Taylor series:
k(ω)x =
∞∑
m=0
1
m!
∂mk
∂ωm
∣∣∣∣
ω0
(ω − ω0)m x (3.11)
If we truncate the expansion after the second derivative2 and incorporate the spectral
phase term into Eq. (3.8), we can analytically solve the reverse Fourier transformation.
We obtain for the electric field after transmission through the medium:
E(t) ∝ E0 exp
{
i
[
ω0
(
t− x
vφ
)
+ c1
(
t− x
vg
)2]}
exp
{
−β1
(
t− x
vg
)2}
(3.12)
2Let k′′ be the second derivative of k with respect to ω.
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The following abbreviations have been used in Eq. (3.12):
β1 =
β
1 + 4k′′2x2β2
vφ =
ω0
k
(3.13)
c1 =
2k′′xβ2
1 + 4k′′2x2β2
vg =
∂ω
∂k
∣∣∣∣
ω0
(3.14)
It is worth discussing Eq. (3.12) in comparison with Eq. (3.6): The first term of the first exponential states that the central frequency ω0 is delayed
by an amount x/vφ, where vφ is the phase velocity. Since an absolute phase is not
a measurable quantity, this delay has no effect. The exponent of the second exponential shows that the pulse envelope is still
Gaussian. However, the center of the pulse is delayed with respect to the inci-
dent pulse by x/vg, where vg is the group velocity of the wavepacket. The form
factor β1 is smaller than β, which implies that the pulse is broadened. Comparison
of Eqs. (3.7, 3.14) yields the new pulse length3:
∆τout = ∆τin
√
1 + 4 k′′2 x2
(
2 ln 2
∆τ2in
)2
. (3.15)
This means that the shorter the pulse, the more severe the influence of dispersion,
and the longer the output pulse. Experimentally, it is very important to consider
these effects that may be introduced by lenses or filters. From Eqs. (3.10, 3.11) it
follows:
∂k
∂ω
=
1
c
(
n+ ω
∂n
∂ω
)
=
1
c
(
n− λ∂n
∂λ
)
(3.16)
∂2k
∂ω2
=
1
c
(
2
∂n
∂ω
+ ω
∂2n
∂ω2
)
=
λ3
2πc2
∂2n
∂λ2
(3.17)
∂3k
∂ω3
=
1
c
(
3
∂2n
∂ω2
+ ω
∂3n
∂ω3
)
= − λ
4
4π2c3
(
3
∂2n
∂λ2
+ λ
∂3n
∂λ3
)
(3.18)
...
Hence, if the derivatives of k are known, the dispersion and the pulse length after
transmission through the medium can be calculated with Eq. (3.17). In particular,
k′′ > 0 for normal dispersive media in the visible range. Refractive index data can
be deducted from data for optical materials and is available for a huge number of
glasses (see, e. g., [64]). First- and third order derivatives are noted for use further
below. The second term of the first exponential in Eq. (3.12) contains a phase which has
a quadratic time dependence. According to our definition Γ (t) = ω0t − φ(t) and
3Here, ∆τp = ∆τin for the input pulse, to distinguish it from ∆τout for the output pulse.
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the SVEA, we can write the instantaneous angular frequency, which contains the
frequency vs. time-information, as
ω(t) =
dΓ (t)
dt
= ω0 −
dφ
dt
. (3.19)
With Eqs. (3.12, 3.14) we finally obtain:
ω(t) = ω0 + 2 c1
(
t− x
vg
)
. (3.20)
Except for the above observation that the wavepacket is delayed, it follows from Eqs.
(3.14, 3.17) with k′′ > 0 that the frequency increases linearly with time. Therefore,
the pulse is said to be linearly positively chirped or up-chirped. This means that the
leading part of the pulse is more “reddish” than the trailing part, which is more
“blueish”.
The linear time dependence of the temporal phase ϕ(t) in Eq. (3.12) being responsible
for the delay is related to the first-order derivative of k(ω) in the Taylor expansion in
Eq. (3.12). The square time dependence of ϕ(t), being responsible for the linear chirp,
is related to the second derivative. For higher orders, this correspondence is equivalent.
Experimentally, the time vs. frequency-information is easier to access than the frequency
vs. time-information. For these reasons, the m−th order of the Taylor series is usually
directly identified with the chirp of (m− 1)-th order:
x
∂k
∂ω
∣∣∣∣
ω0
−→ Delay (no chirp) (3.21)
x
∂2k
∂ω2
∣∣∣∣
ω0
−→ GVD, “Group velocity dispersion” (linear chirp) (3.22)
x
∂3k
∂ω3
∣∣∣∣
ω0
−→ TOD, “Third order dispersion” (quadratic chirp) (3.23)
...
With the help of Eqs. (3.16-3.18) we can then compute specific delay, linear and
quadratic chirp of optical materials of a certain thickness. Table 3.1 contains some ma-
terials of importance for our experimental setup. We will make use of some data later in
Sect. 3.3.3. In the context of that section, it is also useful to define the so-called group
delay τ(ω), i. e., the time of arrival of a certain frequency. This happens in complete
analogy to Eq. (3.19) in the time-domain:
τ(ω) =
∂ϕ(ω)
∂ω
=
∂k(ω)x
∂ω
. (3.24)
The concepts of this chapter are of fundamental importance when dealing with ultra-
short pulses. Since dispersion cannot be avoided in our experiments due to lenses, filters,
nonlinear crystals, etc., we will review in Sect. 3.3 various pulse compression methods to
compensate for the chirp.
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Table 3.1.: Specific delay, linear chirp and quadratic chirp for common materials at a wavelength
of 640 nm. FS: Fused silica. Due to low dispersion and high transmission in the UV, FS glass
is popular in femtosecond spectroscopy. BK7: “Borkron” glass. SF10: “Schwerflint” glass.
Al2O3: Sapphire. TeO2: Tellurium dioxide. “o” denotes ordinary axis and “e” extraordinary
axis. Refractive index data taken from [64, 65].
Material
Delay Linear chirp Quadratic chirp
k′(ω) [fs/mm] k′′(ω) [fs2/mm] k′′′(ω) [fs3/mm]
FS 4981.1 25.9 28.1
BK7 5120.4 62.4 29.6
SF10 5949.1 225.5 127.5
Al2O3 (o) 5979.7 81.1 37.9
TeO2(o) 8130.0 728.0 478.1
TeO2(e) 8743.3 857.5 568.3
3.2. Generation of ultrashort tunable pulses
With the fundamentals of pulse characteristics and propagation from Sect. 3.1 in mind,
we now turn towards the generation of ultrashort pulses as realized in our experiment.
Without going into too much detail, this section covers three major components, each
of which can be regarded as a fundamental step towards the generation of femtosecond
pulses over the whole visible spectrum: the fundamental laser source, the generation of
white light that provides wide spectral ranges for both pump and probe pulses, and the
parametric amplification of the pump-pulses. Figure 3.1 shows the complete experimental
setup.
3.2.1. Ti:sapphire amplifier system
Core piece and starting point is a home-built passive Kerr-lens mode-locked Ti:sapphire
oscillator. Its cavity setup follows the simple arrangement with only the active laser
medium and a cavity-internal prism compressor [66] (more on prism compressors in Sect.
3.3.2) to compensate for GVD. The pulsed regime is achieved by wobbling one of the
prisms, which causes sufficient intensity fluctuations inside the resonator to start the
mode-locking process (see, e. g., [62]). The Ti:sapphire oscillator is pumped by a com-
mercial diode-pumped solid state laser (Spectra-Physics, model “Millenia V”) with intra-
cavity second harmonic generation (SHG) running at an output power of approximately
2.3 W (cw) at 532 nm. The nearly Gaussian output pulses of the Ti:sapphire laser have an
energy of 1 nJ/pulse at 795 nm with 70 fs pulse length, which corresponds to a bandwidth
product of 0.465, close to the bandwidth limit of K = 0.4413.
The 78 MHz pulse train from this “seed” laser is injected into a commercial Ti:sapphire
regenerative amplifier (Spectra-Physics, model “Spitfire”). By means of Pockels cells
and polarization optics, a single pulse is trapped in a laser cavity and makes some 20
round trips through the laser rod before it is ejected from the resonator. The popula-
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Kerr-Lens-Modelocked
Ti:Sapphire oscillator
home-built
Intracavity-doubled
Nd:YVO4
Spectra-Physics ("Millenia V")
Regenerative
Ti:Sapphire amplifier
Spectra-Physics ("Spitfire")
Intracavity-doubled
Nd:YLF
Spectra-Physics ("Merlin")
795nm, 70fs
1nJ/pulse @78MHz
532nm cw
2.3W pump
527nm, 500ns
9mJ/pulse
1 kHz
White-light / femtosecond continuum generation
Seed
795nm, 80fs
0.75mJ/pulse @1kHz
Non-collinear optical
parametric amplifier (NOPA)
home-built
Acousto-optic
programmable dispersive filter
Fastlite ("Dazzler")
Pulse compression
Pump-probe spectroscopy
450nm-700nm, 20fs
Pump Probe
560nm-700nm,
20fs
480nm-
1020nm,
200fs
20nJ/pulse @ 1kHz~ 100µJ/pulse@ 1kHz
3.2
3.3
3.4
Figure 3.1.: Block diagram of the experimental setup. The fundamental light source is a fem-
tosecond Ti:sapphire amplifier system. The high output energy per pulse is used to generate a
broad spectrum from visible light to near infrared by nonlinear optical processes (white-light-
generation, WLG). The pump-beam is amplified by non-collinear parametric interaction, and
the probe pulses are manipulated with a pulse shaper (“Dazzler”). Pulse compressors in both
beam paths allow to compensate for linear chirp. The probe beam may also be guided from the
WLG directly to the experiment, providing an extraordinarily broad spectrum. The section
numbers on the left hand side indicate the sections containing more detailed discussions of the
framed components.
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tion inversion is accomplished by synchronous pumping with a 1 kHz frequency-doubled
Nd:YLF-laser (Spectra-Physics, model “Merlin”) at 527 nm. The final output pulses usu-
ally still have the same wavelength and bandwidth as the seed pulses, but an energy
of 750µJ/pulse, and they are thus amplified by almost six orders of magnitude. This
extremely high peak intensity in the Gigawatt range facilitates nonlinear optical effects
that are used for spectral broadening into the visible spectrum of the near-IR output as
discussed in the next section.
3.2.2. Continuum generation
The major constraint of pulsed Ti:sapphire light sources is the fact that even with broad-
band mirror sets, their tunability is limited to the band width of the Ti:sapphire emission.
However, nonlinear optical effects, especially self-phase-modulation (SPM), allow to con-
vert the narrowband amplifier output into a continuous visible spectrum, which will be
the topic of this section. The discussion of SPM is generally very complex, and here only
the basic concepts are presented.
Nonlinear polarization
Firstly, we note that in case of very high light intensities the optical parameters and
response of matter becomes a function of the incident light intensity. The induced macro-
scopic polarization P of a given medium can thus be expanded in a power series expansion
of higher orders of the electric field E. For the i−th component Pi, we can write [67] 4
Pi(ωp, ωq, . . . , t) =
∞∑
n=1
P
(n)
i =
∞∑
n=1
χ
(n)
ijk . . .︸ ︷︷ ︸
1+n elements
(ωp, ωq, . . . ) Ej(ωp, t) Ek(ωq, t) · · ·︸ ︷︷ ︸
n components
. (3.25)
Here and in the following, the assumption is made that the medium reacts instantaneously
to the incident electric field. In general, the nonlinear susceptibilities χ(n) are tensors of
(1 + n)−th rank. In the simple case that the χ(n) are scalars – which is sufficient for the
discussion to follow – the polarization can be expressed as:
P (t) = P (t)(1) +P (t)(2) +P (t)(3) + · · · = χ(1)E(t)+χ(2)E(t)2 +χ(3)E(t)3 + · · · (3.26)
Dependent on which order P (n) is responsible for a certain nonlinear effect, one talks of
n−th order effects.
SPM and white-light-generation
The refractive index of many materials has been found to depend on the intensity of an
incoming electromagnetic wave:
n(t) = n0 +
1
2
n2 I(t) , (3.27)
where n0 is the usual weak-field refractive index and n2 the nonlinear refractive index,
which is usually positive. It can be shown that n2 ∝ χ(3), i. e., the intensity-dependence
of the refractive index in Eq. (3.27) is a third-order nonlinear optical effect [67].
4Eq. (3.25) obeys the summation convention for i, j, k. . . . and p, q, . . . . The electric fields involved may
have different energy, as proposed.
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Figure 3.2.: Intensity envelope of a
Gaussian light pulse. The earlier
times lie on the left side of the
graph. The dashed line shows the
time-dependence of the central fre-
quency for positive n2. |δω| is maxi-
mal for the steepest slope dI(t)/dt.
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If we consider a light pulse that traverses such a medium of thickness x, its temporal
phase equals φ(t) = k(t)x = n(t)ω x/c. The instantaneous frequency as defined by
Eq. (3.19) can then be written as
ω(t) = ω0 −
n2 ωx
2c
dI(t)
dt
, (3.28)
where n2 appears as the derivative of n(t). For a Gaussian pulse envelope as used in
Eq. (3.6), Eq. (3.28) becomes:
ω(t) = ω0 +
n2 ωx
c
I0β t e
−2β t2 . (3.29)
This corresponds to a frequency variation δω(t) = ω(t) − ω0,
δω(t) =
n2 ωx
c
I0 β t e
−2β t2 . (3.30)
The concept presented here is known as self-phase-modulation (note that δω(t) =
−dφ(t)/dt) because a single pulse modifies its own characteristics by nonlinear interaction
with the medium. Looking at Eq. (3.28), it can be seen that the pulse spectrum broadens
with intensity. In particular, new “red” frequencies are created in the leading part of
the pulse, whereas new “blue” frequencies are created in its trailing part. This behavior
is sketched in Fig. 3.2, where the intensity envelope and also the symmetric spectral
variation δω are shown. Fourier transformation of the self-phase-modulated electric
field would then provide the new broadened spectrum.
As can be seen from Eq. (3.30), for small times δω increases approximately linearly
with t. In accordance with Eq. (3.20), this can be understood as linear chirp: The
new frequencies are not synchronized inside the pulse envelope, and the pulse leaves the
medium strongly chirped.
Besides, Eq. (3.30) demonstrates that the higher the pulse intensity, the broader
the spectrum5. This phenomenon is called supercontinuum generation or white-light-
generation. First continua have been reported already in 1970 [68], and the first fem-
tosecond continua in the 1980’s [69]. Today, spectra with a hundreds of nanometers of
5Of course this statement is no longer valid when all the assumptions and simplifications made here
break down.
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Figure 3.3.: Supercontinuum generated in a 2 mm thick sapphire disc (thick solid line). For im-
mediate use in parametric amplification (Sect. 3.2.3) or the AOPDF pulse-shaper (Sect. 3.3.3),
the flat pedestal between 500 nm and 750 nm can be used as is. For transient absorption exper-
iments with broad spectra as presented in Chapter 4, two special interference filters (unknown
manufacturer, models “WS-Filter 2252/2254”) allow to level the high dynamics around the
fundamental pump from three orders of magnitude to one only (thin solid line and dashed
line). Shaded area at the bottom: excitation spectrum (Ti:sapphire amplifier output).
bandwidth are routinely generated. In our experiment, this is accomplished by focusing
a few µJ/pulse of the 795 nm amplifier output into high purity sapphire discs of 1–2 mm
thickness. The resulting supercontinuum is shown in Fig. 3.3. The sapphire disc offers
the advantages of broad spectra, high damage threshold, and ease of use.
As for the detailed mechanism and the limitations of the materials’ abilities to generate
white-light continua, the discussion is still ongoing. On the one hand, more detailed ex-
amination of the χ(3)−mechanism indicates that properties of the spatial beam intensity
distribution must be mapped onto to the index change, which implies that in Eq. (3.27)
n(t) = n(r, t). This leads to the formation of a Kerr lens that triggers self-focusing6, an
imperative for SPM [70, 71]. On the other hand, n2 alone cannot account for supercontin-
uum generation: as an example, media such as LiF or CaF2 feature extraordinary broad
spectra in spite of a small n2. Additional phenomena such as multiphoton excitation and
associated plasma generation in connection with chromatic dispersion [72, 73] have also
been proven to accompany SPM.
6In fact, this is the mechanism for Kerr-lens mode-locking in Ti:sapphire lasers.
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3.2.3. Optical parametric amplification
Once the white-light continua have been generated, they may in principle be used directly
for two-color pump-probe experiments, after possible subsequent pulse compression and
shaping (Sect. 3.3). In the case of the pump beam for our experiment, however, the
continuum is first amplified with a home-built non-collinear optical parametric amplifier
(N-OPA).
In terms the definition in Eq. (3.25), the process of OPA can be written as [67]
P
(2)
i (ωi) =
∑
j,k
χ
(2)
ijk(ωi = ωp − ωs)Ej(ωp)Ek(ωs) , (3.31)
with so-called pump, signal, and idler photons of energy ωp, ωs, and ωi, respectively. A
high-energy photon with energy h̄ωp annihilates and amplifies a weak signal with energy
h̄ωs, whereas the idler (ωi < ωp) satisfies the conservation of energy and the phase-
matching-condition, i. e. the conservation of momentum:
ωp = ωs + ωi energy conservation (3.32)
h̄kp = h̄ks + h̄ki phase-matching condition (3.33)
Hence, OPA is a second-order nonlinear process. To accomplish the phase-matching
condition with sensible efficiency, typically birefringent crystals with high χ(2) such as
BBO (β−barium-borate, β−BaB2O4) are used [74]. Furthermore, the crystal is seeded
with a weak signal wave of the correct frequency for high efficiency, namely the ensemble
of signal waves present in the white-light continuum.
Yet, the collinear arrangement between pump and seed beam limits the temporal
output and bandwidth, because after Eq. (3.33) only the phase velocities and not the
group velocities are matched. This group velocity mismatch can be overcome by a non-
collinear arrangement [75–77]. In this case, a broad spectral range can be phase-matched
simultaneously, because only the projection of the idler group velocity onto the seed group
velocity matters.
In our experiment, the pump beam is the second harmonic of a fraction of the am-
plifier output, which coincides in space and time in a 1 mm BBO crystal (type I-ooe-
phasematching, θ = 32◦) with the white-light continuum. The non-collinear angle be-
tween pump and seed is ∼ 4.5◦. Since the incident continuum is chirped, the temporal
delay between seed and pump allows to tune the maximum of the output. In combination
with the tilt angle of the BBO crystal, the output is in principle tunable from 500 nm to
750 nm. For our samples, however, mainly the window between 500 nm and 600 nm is of
interest. Output pulses usually have an energy of some µJ/pulse7.
7Various methods have been employed to optimize or extend N-OPA functionality: The gain bandwidth
is increased if the chirp of the white-light continuum is reduced [78, 79]. Pulse front-tilting improves
spatial overlap of seed and pump and reduces the group velocity mismatch [80, 81], use of CaF2 extends
the output to the (near) UV [79, 82].
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3.3. Pulse characterization and manipulation
The preceding section has discussed the generation of tunable and amplified ultrashort
pulses from a “quasi-monochromatic” Ti:sapphire laser source. Yet, these pulses are
usually heavily chirped and require temporal compression to rearrange the dephased
frequencies inside the pulse envelope. Measurements of the pulse length are necessary
to determine the success of pulse compression techniques. These concepts are subject of
this section.
3.3.1. Optical correlation
At the beginning of this chapter, it was already pointed out that ultrashort pulses are
the only means to measure ultrafast relaxation processes. For the same reason, of course,
pulse lengths can only be determined by using other ultrashort reference pulses whose
lengths define the time resolution. These all-optical techniques are generally called cross-
correlation (XC) techniques. In case that a pulse is correlated with itself, we speak of
auto-correlation (AC).
For cross-correlation, the two beams overlap in space and time in a nonlinear medium
with instantaneous response. The time delay τ between the pulses can be adjusted by a
variable translation stage with a retroreflector in either of the beam paths that transforms
spatial dependence into time information (1 fs =̂ 0.33µm). For full characterization of
the output intensity Ixc of the nonlinear medium, all “n−th order correlation-functions”
have to be known, i. e., Ixc becomes [62]
Ixc(τ) =
∑
n
∞∫
−∞
dt
∣∣∣χ(n) {E1(t) + E2(t− τ)}n
∣∣∣
2
, (3.34)
with input fields E1(t) and E2(t − τ). In practice, it is usually sufficient to stop at the
second order in Eq. (3.34). For that purpose, our experiment is equipped with a crystal
for sum-frequency generation (SFG) at the sample position, and the two beams impinge
under a small but nonzero angle in order to generate an SFG signal in the crystal:
P
(2)
i (ω3) =
∑
j,k
χ
(2)
ijk(ω3 = ω1 + ω2)Ej(ω1)Ek(ω2) . (3.35)
This signal is detected in direction of the bisector of the incident beams. Eq. (3.34) then
simplifies to:
Ixc,2(τ) ∝
∞∫
−∞
dt I1(t)I2(t− τ) . (3.36)
Ixc,2 is called the second-order background-free cross-correlation. We define the cross-
correlation width ∆τxc as the FWHM of Ixc,2. Practically, one pulse acts as (short) gate
or reference pulse and the other one as pulse to be measured.
In the case of auto-correlations, the actual FWHM ∆τp of the pulse intensity I(t) =
|E(t)|2 can only be extracted from Iac,2 under assumption of a certain envelope, because
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Figure 3.4.: Concept of a spatial pulse shaper. Spectral narrowing is of course optional and might
be part of the modulator itself.
the pulse shape cannot be derived from Iac,2, since the convolution Eq. (3.36) is symmetric.
For a Gaussian pulse, Iac,2 remains Gaussian and the original pulse width ∆τp can be
recovered from ∆τIac,2 by the relation ∆τIac,2 =
√
2 ∆τp
8. What applies to the pulse
envelope is also valid for the phase: Iac,2 does not provide it either, and chirp-reduction
is thus done solely by iterative changes of the amount of dispersive material in the beam
path and comparison of pulse durations.
A key experimental issue is a sufficient conversion efficiency, motivating to use only
thick crystals. Yet, thick crystals introduce additional chirp to the pulse. Moreover,
their spectral acceptance bandwidth is limited [74], which mandatorily requires very thin
crystals. In our experiment, we use type I-ooe-phasematching in a 25µm BBO crystal
cut at θ = 45◦.
3.3.2. Pulse compression
It has been shown how the propagation through dispersive media introduce GVD, TOD,
and even higher orders of chirp to a pulse. Although SPM in white-light generation
creates new frequencies, the pulse is not compressed automatically. Spectral rephasing
is necessary in both cases. As expected for the Taylor-expansion of the spectral phase
in Eq. (3.11), the highest non-zero term has the most impact. To compress a pulse, it is
therefore necessary to cancel GVD first, then TOD, and so on.
Various pulse compression methods have been developed, and most of them base on
obvious concepts of spatial dispersion in connection with dispersive elements [83]. Fig-
ure 3.4 depicts the principle of operation: At first, the spectrum of the incident beam
is spatially widened. A modulator introduces additional dispersion as a function of the
angular frequency ω: For a positively chirped pulse, the red components then traverse a
longer optical path than the blue components9. In this way, the dephasing between red
and blue components inside a pulse envelope can be overcome. Afterwards, the frequen-
cies are united in space again. Commonly used compressors of this kind are especially
prism and grating compressors or programmable LCD arrays [84].
The advantage of prism compressors is the ease of use: four prisms10 (two of which are
8I1 cannot be employed because it only reveals the coherence length. For sech pulses, the ratio is
∆τIac,2 ≈ 1.462 ∆τp.
9In the frequency domain, the output spectrum is a product of the input spectrum and the modulator
transfer function M(ω): Eout = Ein ·M(ω) .
10Or two prisms in double-pass configuration.
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responsible for angular dispersion, and the other two serve as the modulator) fully allow
to cancel the GVD. However, as seen in Sect. 3.1.2, GVD is not independent of TOD
or even higher orders or chirp. In fact, a prism compressor overcompensates the TOD,
and therefore it does not allow the pulse to reach the Fourier limit. This can only be
done in combination with a grating compressor. As an example, a suitable configuration
allowed to cancel dispersion up to the cubic chirp to produce 6 fs-pulses [85]. Yet, grating
compressors heavily suffer from diffraction losses, produce a poor beam profile quality,
and their alignment is a tedious task, especially in combination with a prism compressor.
For this reason, the N-OPA output in our experiments is only compressed by means of
two quartz prisms in double-pass configuration. Typical pump pulses as required for our
pump-probe experiments have pulse lengths of ∼ 20-25 fs and a bandwidth product of
∼ 0.55–0.60 .
To reduce the losses by gratings, dielectric “chirped mirrors” [86] can be employed
alternatively. The penetration depth into the dielectric coating varies with frequency and
allows for really custom-tailored dispersion. On the other hand, this makes the mirrors
rather inflexible if the requirements change and different spectra are used. In summary, all
proposed methods share the problem that the different orders of chirp cannot be changed
independently of one another, so that complex and often also quite bulky combinations
are required.
3.3.3. The acousto-optic programmable dispersive filter (AOPDF)
In contrast to the disadvantages of conventional pulse shapers mentioned in the previous
section, a novel pulse shaping device that is part of our experimental setup can overcome
these restrictions. One major task in the framework of this thesis was to integrate this
acousto-optic programmable dispersive filter (AOPDF) [87] into the pump-probe setup
and to explore its capabilities and limitations. The commercial device (Fastlite, model
“Dazzler”) has been used successfully in many measurements presented later in this thesis.
Usually, it is placed in the probe beam path (cf. Fig. 3.1) to shape the white-light
continuum as necessary. Here, we shortly introduce its operating principle before we
discuss an exemplary case of pulse compression.
Principle of operation
The AOPDF has been proposed by Tournois [88] and is based on collinear acousto-optic
interaction. Earlier acousto-optic transverse deflectors have already been used before [89]
for pulse-shaping. At a glance, the special advantages of the AOPDF are as follows: It has the ability for simultaneous control of spectral envelope and spectral phase
that allows (nearly) arbitrary shaping. In contrast to the above solutions, the user can access and modify the spectral phase
up to the cubic chirp separately (FOD =̂“ fourth order dispersion”, (cf. Eq. (3.21f.)).
All control is done via a computer interface. The device needs not be placed in the Fourier plane of the dispersion line as the
modulator in Fig. 3.4.
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Figure 3.5.: Principle of operation of the AOPDF (after [90]): different frequencies ωi of the input
pulse interact with the ultrasonic wave at well-defined positions z(ωi) inside the active medium
and are diffracted from the ordinary to the extraordinary axis. With a custom-tailored acoustic
wave, it becomes possible to rephase the spectral components with an arbitrary phase pattern. The dimensions of the active unit are very compact (2′′ × 3′′), which facilitates
integration into an optical setup.
Especially the first two points are of utmost importance and make the “Dazzler” a
very flexible and powerful tool. Figure 3.5 depicts the basic layout and the operating
principle, which has been described in detail in [88, 90, 91]: The significant part is an
active medium. This is a birefringent crystal (TeO2) of length L in which the optical wave
interacts with an ultrasonic wave that propagates into the same direction. The ultrasonic
wave is launched by a piezoelectric transducer attached to the crystal. The light pulses
impinge along the ordinary axis of the birefringent medium. It is well known that the
ordinary and extraordinary optical modes can be coupled efficiently by acousto-optical
interaction [92]. The phase-matching condition in this case reads:
h̄ke(ω) = h̄ko(ω) + h̄K(z(ω)) . (3.37)
Here, the ki are the wave vectors along the (extra-)ordinary axes, K is the wave vector of
the acoustic wave, and z the propagation direction. If K is monotonic, there is a distinct
position z(ω) for every angular frequency ω where energy can be transferred from the
ordinary to the extraordinary mode efficiently. The respective spectral component then
travels L−z(ω) on the extraordinary axis. Because the phase and group velocities differ in
both modes, each frequency will see a different time delay which depends on the shape of
the acoustic wave. Consequently, the additional (spectral) phase imposed by the AOPDF
as a function of ω can be written as
ϕAOPDF(ω) = k(ω)L = ko(ω) z(ω) + ke (ω) (L− z(ω)) + ψ(z(ω)) , (3.38)
where ψ(z(ω)) is the acoustic phase.
Going back into the definition of the spectral phase in Eqs. (3.10, 3.11), we see that
the phase is additive. Hence, we can compensate for the chirp of our input pulse if we
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zero the spectral phase:
ϕfinal = ϕinitial + ϕAOPDF = 0 . (3.39)
If we can expand ϕAOPDF(ω) in a power series, this condition is fulfilled if all its coefficients
are just the opposite of the coefficients of the Fourier series for the spectral phase, i. e.,
ϕ(n) :=
∂nϕAOPDF
∂ωn
∣∣∣∣
ω0
= −x ∂
nk
∂ωn
∣∣∣∣
ω0
∀ n (≥ 2) , (3.40)
where the definition of (3.11f.) has been used11. One of the key advantages of the AOPDF
is that these coefficients ϕ(n) are accessible via the computer interface directly (up to the
cubic chirp). Once the necessary coefficients to zero ϕfinal have been determined, the
shape of the ultrasonic waveform K(z(ω)) is calculated by the “Dazzler” software. The
acoustic wave in the device can be launched by the operator upon request and runs in loop
mode. The determination of the parameters for a particular experimental configuration
is described further below.
Besides the phase, the AOPDF can also shape the amplitude of the spectrum: The
diffraction efficiency from the ordinary to the extraordinary mode is defined by the power
of the acoustic wave S(t) at position z(ω). More precisely, the output spectrum is propor-
tional to the product of the input spectrum (which the AOPDF assumes to be perfectly
flat) with the spectral shape of the acoustic wave, S(αω):
E out(ω) = E in(ω) · S(αω) . (3.41)
Here, α is the ratio of the speed of sound to the speed of light inside the medium. In
practice, however, the short-wavelength pedestal of the supercontinuum in Fig. 3.3 is not
perfectly flat, which results in deviations from the desired spectral amplitude. In terms of
pulse envelopes, this imperfectness eventually limits the minimum achievable bandwidth
product in case of an asymmetric spectrum12. Still, the ability to attenuate the power
arbitrarily is handy and makes neutral density filters for attenuation dispensable.
Implementation and exploration
In our experimental setup, the common task for the AOPDF is to compensate for chirp
introduced by dispersive elements and to provide custom-tailored ultrashort pulses with a
flat spectral (and optical) phase at the sample position. If additional material like filters,
waveplates, cryostat windows, or similar, are inserted in the beam path, the phase needs
to be readjusted.
As already indicated in Sect. 3.1.2, the spectral phase is easier to access than the
temporal phase. It can be determined by time-resolved optical gating [94]: One after
another, spectral slices of the AOPDF output of about 6 nm width are cross-correlated
in the BBO SFG crystal as described in Sect. 3.3.1. A N-OPA-pulse with about 22 fs
pulse length, centered around 570 nm (as used as pump pulse in the experiment), serves
as reference pulse. The maxima of the cross-correlations result in a representation for
11Remember that only orders n ≥ 2 are really relevant.
12Real-time deconvolution in loop mode with adjustable parameters would be desirable. Currently, no
plans to implement this feature exist [93].
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the group delay (cf. Eq. (3.24)) τ(ω) = dϕ(ω) / dω, the derivative of the spectral phase.
If we fit a power series to the group delay,
τ(ω) =
∑
n
an(ω − ω0)n , (3.42)
the spectral phase ϕ(ω) can be recovered by the integration of Eq. (3.42):
ϕ(ω) =
∫
dω
∑
n
an(ω − ω0)n . (3.43)
Comparison of Eq. (3.43) with Eq. (3.40) finally yields the representation of coefficients
of the power series representation of the spectral phase:
ϕ(n) = (n− 1) ! an−1 . (3.44)
With this procedure, the operator obtains the coefficients −ϕ(n) to feed into the software
of the AOPDF controller to eliminate the spectral phase as in Eq. (3.39).
Figure 3.6 shows examples of the effectiveness of the AOPDF. Before its implementa-
tion, a conventional quartz prism compressor in double-pass configurations was used.
The group delay over the relevant interval amounted up to 200 fs (with a TOD of
∼ 3 × 103 fs2) [35]. With the AOPDF, the remaining group delay throughout the same
interval was on the order of only 25 fs after correction, which is a clear improvement.
Furthermore, the phase does not need to be readjusted if the spectrum is changed, in
contrast to the prism compressor, which is only optimized for one center frequency ω0.
On a day-to-day basis, the AOPDF operation is uncritical and does not require further
adjustment. This is advantageous because the phase determination is a time-consuming
process.
Despite all obvious benefits, the user has to do the splits to achieve minimum pulse
lengths, because of self-dispersion of the AOPDF. As can be seen from Table 3.1, the
active unit (TeO2) introduces an extraordinary large chirp. The 25 mm length of the TeO2-
crystal results in a GVD of ∼ 2× 104 fs2, exceeding the maximum possible compensation
of 104 fs2 of the device. The only way to overcome this limitation with a reasonable
optical layout is to use a prism compressor of highly dispersive “Schwerflint” glass (SF10).
Table 3.1 indicates that in order to compensate 104 fs2, more than 40 mm of SF10 are
necessary13.
Still, the finite prism size reduces the available theoretical bandwidth to about 120 nm,
since a part of the dispersed spectrum misses the second prism. As seen in Sect. 3.1,
the 120 nm convert to a ∆τp of 5 fs. Owing to the limited length of the acousto-optic
interaction, however, the ultrasonic wave does not fit into the the active unit in this
particular case, so that the phase-matching condition is not fulfilled. In reality, the
available bandwidth amounts to 35 nm (Gaussian FWHM), yielding a ∆τp,min of ∼ 15 fs,
which has been realized in test runs in our laboratory.
Recently, a new design of the AOPDF has been presented that allows direct shaping
of a N-OPA output [95] where the TeO2-crystal is cut differently. This enables the device
13The prism distance for our SF10 compressor is 70 cm only. For BK7, about 5 m would be required.
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Figure 3.6.: Minimum group delay for two different configurations: Solid squares are without
AOPDF (from [35]), but with a conventional prism compressor. Open circles are with AOPDF
after major changes in the previously optimized optical layout, but without phase correction.
Solid circles corresponds to the open circles’ layout, after phase correction with the AOPDF
(shifted by -25 fs for clarity). Error bars in result from the finite length of the reference pulse
(vertical) and the uncertainty in the phase-matching angle (horizontal) for SFG.
to fully compensate for its own chirp, and there is no need for an additional prism
compressor. Unfortunately, it is not possible to upgrade from the existing version by a
mere replacement of the crystal unit [93].
3.4. Spectroscopic methods
3.4.1. Transient transmittance spectroscopy
Our primary interest lies in the relaxation of populations of the optically excited states
in our systems on a femtosecond and picosecond time scale. These investigations are
addressed by the technique of nonlinear transient absorption spectroscopy (TA) with
ultrashort laser pulses. TA is a so-called pump-probe technique in which the sample
is perturbed at t = 0 by an intense pump pulse Epu(k1, t) that propagates into direction
k1. A macroscopic polarization P (t) is created that decays with time. The delayed
(comparatively weak) probe pulse Epr(k2, t) at t = τ with propagation direction k2
interrogates the dynamics of the non-equilibrium state. The pump-probe signal can then
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generally be described as (e. g. [96])
Ipp(τ) = 2 Imωpr
∞∫
−∞
dt Epr(t)P
(3)∗(t) , (3.45)
i. e. the time-dependent response of the system enters the formulation through an induced
third-order polarization effect or χ(3)-effect. In the case of the impulsive limit, where
Epr(k2, t) = δ(τ), Eq. (3.45) becomes:
Ipp(τ) ∝ Im P (3)∗(τ) . (3.46)
It has been shown that the third-order polarization P (3) can be described as [97]
P (3)(k2) = χ
(3) Epu(k1)Epu(k1)Epr(k2) , (3.47)
which means that the pump pulse creates a third-order polarization which radiates into
the direction k2 of the probe beam
14.
The variation of intensity in probe direction motivates to measure the pump-probe
signal as pump-induced transmission change of the probe beam:
∆T
T
=
Tpumped − T0
T0
, (3.48)
where Tpumped is the transmission of the probe beam in presence of the pump and T0
the transmission of the unpumped sample. In this context, it is worth mentioning that
although we might talk of transient absorption, we always measure it as transient trans-
mittance or differential transmission ∆T/T . ∆T can be measured directly if a reference
beam is employed that balances the probe beam in the unpumped state. For this pur-
pose, the reference beam can be attenuated with a variable neutral density filter. Since
the reference is only a power calibration, it need not traverse the sample. T0 can be
determined by blocking both the reference and the pump beam. The general concept is
depicted in the schematic of the experiment in Fig. 3.7.
It can be shown that as a first approximation the differential transmission is propor-
tional to the pump intensity:
∆T
T
≈ 2χ
(3)
χ(1)
Ipu . (3.49)
14At this point, it is very important to note that this is only a very rudimentary discussion. The concept
that Ipp is the diffraction of the pump beam in the probe direction is in fact general. A more profound
description of the pump-probe signal should be made completely in the density-matrix formalism
which includes both coherent (non-diagonal elements) and incoherent (diagonal elements) processes.
If the time scale of the experiment is long compared to the excitonic dephasing time, only incoherent
processes are measured. Four-wave-mixing experiments in the work of Canzler [35] showed that
the excitonic dephasing time T2 was found to be ∼ 20 fs, which is just below our time resolution.
Therefore, we only discuss the incoherent processes, i. e., the dynamics of excited state populations
and their lifetimes T1. In density-matrix formalism, this means that the off-diagonal elements of the
density operator can be ignored.
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Figure 3.7.: Schematic of the experimental setup (detail of Fig. 3.1). Pump-beam: from N-
OPA. Probe beam: unshaped white light continuum (Sect. 3.2.2) or shaped with the AOPDF
(Sect. 3.3.3). Detection is differential: the probe beam and a reference beam illuminate two
SI-PIN photodiodes (Hamamatsu, type “G-7830”), and only the difference signal ∆T is output
and amplified (HMS Elektronik, model “564”) before the lock-in amplifier input (Stanford
Research Systems, model “SR 850”). Flipping mirrors FM2 and FM3 allow to send the probe
and reference beams through a monochromator (Acton research, model “Spectra Pro 750”) for
spectral dispersion and an energy-resolved pump-probe signal. Flipping mirror FM1 is used for
auto- and cross-correlation measurements (cf. Sect. 3.3.1) at the sample position. The SFG
signal is detected with a photomultiplier (Hamamatsu, type “R 212”).
When it comes to the determination and comparison of absolute exciton densities, this
relation is of importance. On the one hand, the exciton density is proportional to the
pump intensity Ipu. On the other hand, ∆T/T is related to the exciton density via
a detection efficiency factor η. This mutual dependence allows to control if a signal
contribution stems from the correct nonlinear effect.
Actual exciton densities can be computed by the following relation:
n0 =
λ0
hc
1
A
Pcw
νRep
α (3.50)
Here, λ0 is the center wavelength of the pulse spectrum, A the size of the focal spot on the
sample, Pcw the time-integrated (cw equivalent) beam power, νRep the laser repetition
frequency (Pcw/νRep the energy per pulse), and α the absorption coefficient of the sample
for λ0. Eq. (3.50) is valid for linear absorption. Due to the small sample thickness of a
few nanometers, we consider homogenous excitation along the beam path. The focal size
A has been estimated to be circular with ∼ 50µm in diameter, measured by the FWHM
of a Gaussian spot.
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Because the changes in absorption (or transmission) are small (down to 10−5) the
differential detection is used in combination with phase-sensitive detection. This means
that the periodic pump-probe signal, whose frequency is determined by the 1 kHz repe-
tition rate of the laser system, is filtered by means of a lock-in amplifier to increase the
signal-to-noise ratio. A laser-synchronized chopper in the pump beam blocks every other
pump pulse, so that the detection frequency is half the laser frequency.
3.4.2. CW absorption and emission, time-resolved luminescence
In addition to the pump-probe setup, other experimental units have been employed for
sample characterization and for measurements of data presented in the framework of this
thesis. CW absorption spectra were measured by a commercial spectrophotometer (Shi-
madzu, model “UV 3100”). A commercial fluorescence spectrometer (SPEX, model “FluoroMax”) was used for
measurements of CW emission and fluorescence excitation spectra. Time-resolved luminescence measurements were performed with a streak camera
(Hamamatsu, model “C4880”). In the time-resolved luminescence measurements,
the samples were excited with the second harmonic of the 880 nm output of a
commercial Ti:sapphire-laser (Spectra-Physics, model “Tsunami”, ps-version) which
was pumped by an Ar+- laser (Spectra-Physics, model “BeamLok 2060”). Time
resolution for this setup was 10 ps, limited by the synchronization jitter of the laser
pulses with the detection system.
Whenever required, all these devices have been corrected for spectral dependencies,
i. e., for the instrument response and detector efficiencies. For the discussion of lu-
minescence and pump-probe anisotropies, it was necessary to characterize the intrinsic
anisotropy of the samples, which was done by polarization-dependent detection. To ac-
count for the polarization dependence of the instruments (in particular, “FluoroMax”
and streak camera setup), we have employed an ideal unpolarized halogen light source
(Mikropack, model “HL 2000”) and a scattering standard (Labsphere, model “SRS-99-
010”).
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MePTCDI matrix-isolated systems and thin films
This chapter presents the transient absorption spectra of MePTCDI and PTCDA. In
the introduction of our model systems in Chapter 2, we already pointed out that the
understanding of single or isolated molecules are key prerequisites for the clarification
of crystalline material. In our time-resolved transient absorption (TA) experiments, the
population dynamics of the lowest excited exciton state S1 are of interest
1, monitored by
the probe beam, exciting the sample into unknown higher states Sn. Knowledge about
the energy of these excites states Sn and the allowed optical transitions S1 → Sn (or also
S0 → Sn) and their polarization is crucial for the interpretation of experimental results.
For this reason, we first discuss the properties of matrix-isolated molecules of MePTCDI
and PTCDA in Sect. 4.2. The advantage of single molecules lies with the possibilityto
compare experimental results with quantum-chemical computational methods providing
excited states energies and transition dipole moments between them.
For the remainder of this thesis, we then turn our attention towards the investigations
of thin polycrystalline films. As for this chapter, of course, the focus is on transient spectra
of thin polycrystalline films in Sect. 4.3. Predictions of quantum-chemical calculations
for such complex systems are limited. Yet, dimer calculations will help us to understand
qualitatively the changes from isolated molecules to the thin film.
In order to have all characteristics of the samples at hand before discussing the pump-
probe results, the following section presents linear cw absorption and emission spectra of
the samples that have been used throughout this work. We elaborate on their preparation,
and, in the case of the matrix systems, their degree of monomericity, in comparison with
thin film spectra and spectra of molecules in solution.
4.1. Linear absorption and emission spectra
4.1.1. Matrix-isolated molecules
Transient pump-probe spectroscopy measures nonlinear properties (χ(3)-effects) of the
sample. As indicated in the preceding chapter, only the excitation with a high pulse en-
ergy deposited in a strongly confined focus allows to access higher orders of the nonlinear
polarization and reveals nonlinearities of the sample, provided that the concentration of
molecules in the focus is high enough. Of course, the easiest and most commonly ap-
plied way to study isolated molecules is in solution. In case of the perylene derivatives
MePTCDI and PTCDA, however, the particular challenge is their very poor solubility.
1Recall that S1 denotes the lowest excited exciton state, including its vibrational progression, which we
will not consider in this work. This also applies to the other Sn.
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For example, Bulović et al. [37] showed that for solutions of PTCDA in dimethyl sul-
foxide (DMSO), aggregate formation occurs already at concentrations less than 1µmol/l.
The same holds for MePTCDI: monomer-like behavior was only reported for typical con-
centrations of smaller than 1µmol/l by Hoffmann et al. [23].
For a 1µM–solution, the mean molecular distance in 3D amounts to ∼ 110 nm, which
results in molecular densities so small that measurements of nonlinear properties are
extremely difficult or even impossible. One way to overcome this limitation is to add
suitable functional substituents to increase their solubility. In fact, Oliveira et al. [98,
99] have reported on successful measurements of two-photon absorption cross sections of
several perylene derivatives in solution2, with typical concentrations of about 10−3 mol/l.
Of course, any functional group attached to the molecule alters its character: electronic
and therefore also optical properties are modified.
Another way to increase the concentration and still to avoid aggregation is to embed the
molecules into a rigid matrix without any intermediate solution step. This new technique
has been introduced by Fröb and co-workers. Our samples were used by courtesy of
Fröb et al., who produced such “solid solutions”, where the dye was co-evaporated onto
room-temperature glass substrates under high vacuum (10−6 mbar) together with silicon
oxide (SiO2) acting as the matrix. The dyes, purified by gradient sublimation, were
evaporated from indirectly heated ceramic crucibles, and SiO2 was deposited by electron
beam evaporation. The total sample thicknesses amounted to 1.65µm with a dye volume
concentration of 1%. This concentration results in an average molecular distance of about
3 nm, which is only 4.5 times larger than the mean distance in a polycrystalline film, and
9 times larger than the distance of adjacent molecules in the stacking direction [14, 24]. In
comparison to a 1µmol/l–solution, the volume density is thus increased by about 5×104,
which is sufficient for pump-probe experiments.
4.1.2. Thin polycrystalline films and monomers in solution
Like the matrix-isolated systems, the thin films have been produced by physical va-
por deposition. Earlier works [100, 101] and routine measurements with atomic force
microscopy (AFM) have proven that under the given conditions, the films are polycrys-
talline, with the size of the crystallites being on the order of 50-100 nm. As substrates
for the films, c-oriented sapphire discs have been used because of their high thermal
conductivity (1.6 × 104 W(mK)−1 at 10 K [102]), an advantage that becomes important
during measurements at helium temperature presented in the following chapters. Sam-
ple thicknesses (∼ 35 nm) were estimated from cw absorption spectra, in combination
with absolute values of the absorption coefficients α as published for MePTCDI [103] and
PTCDA [104].
Linear absorption and emission spectra of dye molecules in solution are shown for
comparison with the spectra of the matrix-isolated systems. In order to obtain well-
defined concentrations, the material was dissolved from vapor-deposited thin films as
described in [23].
2(n-butylimido) perylene (BuPTCD), bis-(benzimidazo) perylene (AzoPTCD), bis-(benzimidazo) thiop-
erylene (Monothio BZP), bis-(phenethylimido) and n-pentylimido-benzimidazo perylene (PAzoPTCD)
44
4.1. Linear absorption and emission spectra
A
b
so
rb
a
n
ce
 [
a
.u
.]
ε 
[1
0
4
 l 
(m
o
l c
m
)-
1
]
E
m
is
si
o
n
 [
a
.u
.]
A
b
so
rb
a
n
ce
 [
O
D
]
0
2
4
6
8
0.3 
0.2
0.1
0
MePTCDI
(c)
(a)
(b)
Energy (eV)
1.8 2.0 2.2 2.4 2.6 2.8 3.01.61.4
x
y
Molecule in
solution
Thin film
Matrix-isolated
molecules
O
O O
O
N NH3C CH3
Figure 4.1.: Absorption and emission spectra of MePTCDI solution, thin film, and the matrix-
isolated samples in comparison. Thick lines in all panels show the absorbance: (a) molar
extinction coefficient ε of MePTCDI in chloroform (0.3µmol/l) [23], (b) absorbance of a thin
polycrystalline film (∼ 35 nm on sapphire), (c) 1% MePTCDI/SiO2 matrix sample, measured
as cw fluorescence excitation. Thin lines are normalized emission spectra (in (a), MePTCDI
dissolved in chloroform (0.4µmol/l)). All data were taken at room temperature. The inset
depicts the molecular structure and the molecular coordinate system.
4.1.3. Comparison of linear spectra
Figure 4.1 shows the linear absorption and emission spectra of all three MePTCDI samples
at a glance. Thick lines are absorption spectra and thin lines emission spectra. Emission
spectra have been measured as photons per time and wavelength interval I(λ) dλ and
have been converted to illustrate photons per time and frequency interval I(ν) dν [105]:
I(ν) dν ∝ I(λ) 1
ν2
. (4.1)
The range 2.2–3.0 eV for the molecule in solution is referred to as S1 manifold, and it
has been been well investigated theoretically [27–30] for the case of the PTCDA molecule.
The transition dipole for the S0 → S1 absorption was found to be oriented along the long
axis of the molecule, which in our coordinate system corresponds to the x-axis (inset in
Fig. 4.1). The vibrational progression of the absorbance in (a) exhibits three distinct
peaks with separations of 170 meV, which are often treated as one effective internal vi-
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brational mode [38], and they can be explained by an ensemble of broadened vibrational
substructures [29, 33, 106].
Since the small signal was disturbed by thin-film interferences from the SiO2 matrix,
the absorbance of the matrix-isolated sample was measured as fluorescence excitation.
For MePTCDI in Fig. 4.1 (c), the fluorescence excitation clearly resembles the absorp-
tion spectrum of the molecule in solution, while it differs enormously from the thin film
spectrum. In particular, its peak at 2.30 eV and the shoulder at 2.47 eV are also 170
meV apart. Similarly, the emission spectrum also shows a substructure pointing towards
single molecule behavior with the S1,0 → S0,0 transition3 lying at 2.21 eV and a S1,0 →
S0,1 transition at 2.07 eV. The spectral broadening and the moderate energetic shift of
60 meV of the highest peak in comparison with the monomer in solution may be caused
by interaction with the solvent environment4.
As for the absorption and emission spectra of the PTCDA matrix system in Fig.
4.2 (c), these distinct features are still visible, but much less pronounced. The fluorescence
excitation now peaks at 2.39 eV, and a small shoulder at 2.54 eV can be just be recognized.
For the emission, the S1,0 → S0,0 transition now appears at 2.29 eV and the S1,0 →
S0,1 transition at 2.14 eV, and the relative separations of 150 meV are still in reasonable
accordance with the values for the molecules in solution. The broadened shape might
be ascribed to beginning aggregation. Still, the shape is obviously much closer to the
solvent spectrum than to the thin film spectrum. Proehl et al. [107] have demonstrated
in OMBE-grown films that already the in-stack interaction of two molecules leads to
absorption spectra similar to the film spectrum. A similar conclusion has been drawn
by Wewer et al. [33], who have shown that already small oligomers of MePTCDI and
PTCDA in helium nanodroplets alter the spectrum towards film spectra. Obviously, our
PTCDA/SiO2-samples predominantly exhibit monomer spectra, and we thus conclude
that the monomer character predominates.
4.2. Transient absorption spectra of matrix-isolated systems
We now turn to the presentation of the transient spectra, which have been recorded by
spectrally resolving the probe beam spectrum behind the sample with a monochromator
(cf. Fig. 3.7). For the probe beam spectrum, the complete white light continuum (range
1.20–2.60 eV) as shown in Fig. 3.3 has been employed, without any subsequent compensa-
tion of group velocity dispersion. As a consequence of the chirp, the group delay, i. e., the
time of arrival τ0(E) for the separate spectral components, is not constant, which results
in a distorted spectrum because different spectral components are probed at different
time delays.
For this reason, we have initially recorded spectrally resolved TA signals as a func-
tion of time for several selected probe energies. Three representative traces from a 1%
MePTCDI/SiO2 sample are depicted in Fig. 4.3.
3Sm,n denotes the n-th vibrational level of the m-th electronic state.
4In fact, Wewer et al. [32, 33], who measured high-resolution absorption spectra of MePTCDI and
PTCDA molecules in a weakly perturbing helium nanodroplet matrix, have underlined that solvent
interaction may dramatically shift solution spectra by more than ∼ 200 meV. However, an extended
discussion of solvent interaction is beyond the scope of this thesis.
46
4.2. Transient absorption spectra of matrix-isolated systems
PTCDA
A
b
so
rb
a
n
ce
 [
a
.u
.]
 
ε 
[1
0
4
 l 
(m
o
l c
m
)-
1
] 
 
0
2
4
6
8
E
m
is
si
o
n
 [
a
.u
.]
 
A
b
so
rb
a
n
ce
 [
O
D
]
Energy (eV)
1.8 2.0 2.2 2.4 2.6 2.8 3.01.61.4
0.0
0.1
0.2
0.3
0.4
(c)
(a)
(b)
Molecule in
solution
Thin film
Matrix-isolated
molecules
O
O O
O
O O
x
y
Figure 4.2.: Comparison of spectra as in Fig. 4.1, but for PTCDA. Molar extinction coefficient ε
of PTCDA in (a) was evaluated from a 1.1µmol/l–solution in dimethyl sulfoxide (DMSO).
Monomer emission in solution stems from a 0.4µmol/l–solution in chloroform. Film spectra
in (b) are from a ∼ 35 nm film on sapphire. Spectra of the 1% PTCDA/SiO2 matrix sample
are shown in (c).
It can be clearly seen that the |∆T/T | signals for 2.30 eV, 2.00 eV, and 1.80 eV are
shifted in time, with respect to their onsets. Interestingly, the curve for 2.00 eV exhibits
two spikes in the first 200–300 fs, even though the actual ∆T/T signal remains zero.
These spikes stem from a coherent artifact that can occur during pulse overlap, if pump
and probe electric fields interact in the sample coherently to form a polarization grating5.
A similar coherence spike can even be detected in a neat SiO2 matrix, which has then
been used as a reference sample for the characterization of the group delay τ0(E). The
group delay is also shown in Fig. 4.3, symbolized by open triangles6.
Let S(τi, Ej) = (sij) be the ∆T/T signal matrix of multiple transient spectra as lines,
each of them at different pump-probe delays τi. Energetic (wavelength) information thus
5For a discussion of the coherent artifact, see [62] and references therein.
6In Fig. 4.3, the complete group delay throughout the range of the white light spectrum in Fig. is
about 1 ps. White light generation was performed in a 2mm thick sapphire plate, as described in
the last chapter. Looking at the GVD from sapphire in Table 3.1, it is evident that additional media
such as filters and beamsplitters strongly contribute to GVD, underlining the common need for pulse
recompression.
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Figure 4.3.: Pump-probe traces from a 1% MePTCDI/SiO2 matrix sample as a function of delay
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have been shifted vertically by 3× 10−3 and −2× 10−3, respectively. Open triangles pointing
towards the right demonstrate the group delay τGr (cf. Eq. (3.24)) for the relative spectral
component of the probe beam (right axis). Calibration was done with a neat SiO2 matrix
sample. See text for details.
is in columns Ej . If ∆i is a vector of length max(j) containing the temporal calibration
at every energy Ej , then the corrected transient spectrum matrix can be computed by
si,j → si+∆i,j (4.2)
All transient spectra in this section have undergone this mandatory correction, whose
accuracy is about 200 fs.
4.2.1. MePTCDI transient absorption
Figure 4.4 depicts the transient spectrum of MePTCDI as a function of the probe energy
in the range between 1.2 eV and 2.6 eV. The samples were excited into the lowest S1 state
with 22 fs pulses centered around 2.33 eV (532 nm, with FWHM 28nm). The resolution
of all transient spectra in this chapter is 3 nm (defined by a constant monochromator slit
width), and the sampling step width was 4 nm. In order to avoid artifacts from possible
signal contributions from a coherence regime during pulse overlap, and because of the
uncertainty in the temporal calibration, we only present spectra at delays of 500 fs or
larger. By this time, the |∆T/T | signals in Fig. 4.3 have already surpassed their maxima
and decay thereafter. Because of the high frequency of phonon oscillations in perylene-
derived molecules [29, 108], we assume that by 500 fs the geometry of the excited molecule
has already relaxed into some equilibrated state. Vibrational relaxation times below 400 fs
have also been confirmed for similar perylene derivatives by Van Dijk et al. [109, 110].
No significant changes in the shape of the spectra in Fig. 4.4 can be recognized, which
implies that we look at a single state only, i. e., the excitons do not cross over multiple
states probed simultaneously in the period observed. The transient transmittance signal
can generally be explained by a sum of three contributions:
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Figure 4.4.: Transient spectra of 1% MePTCDI/SiO2 matrix sample for probe pulse delays of
500 fs, 750 fs, and 1.5 ps. Probe polarization was parallel to the pump polarization, except for
open squares (probe and pump polarization perpendicular). Excitation was at 2.33 eV. Thin
solid lines are fluorescence excitation and emission spectra as in Fig. 4.1 (c). Data taken at
room temperature.
Ground state bleaching (GSB): GSB, also called nonlinear absorption (NLA), is a conse-
quence of the change of the linear absorption coefficient α because of depopulation
of the ground state S0. Therefore, the transmission of the probe beam is increased
compared to the unpumped sample, and ∆T/T is positive.
Stimulated emission (SE): If the probe energy is resonant with a transition from the
relaxed excited state S1,0 to the ground state S0,0 or one of its vibrational levels
S0,n , the probe pulse can trigger stimulated emission into the direction of the probe
beam, which results in a positive ∆T/T -contribution.
Excited state absorption (ESA): In case that the probe energy matches the difference
Sn – S1 between a higher excited state Sn and the S1 state, energy from the probe
beam is absorbed, provided that the optical transition is dipole-allowed. This is
one of the reasons why TA is a useful tool in spectroscopy: excited states that
cannot be accessed with conventional linear spectroscopy can be populated with a
pump-probe technique7. Since the transmission of the probe beam is reduced by
ESA, ∆T/T is negative.
In Fig. 4.4, it can be clearly seen that above 2.20 eV, the shape of the ∆T/T signal
closely resembles the shape of the linear absorbance, which is shown again at the bottom
7Of course, multi-photon processes, like in a one-beam two-photon absorption experiment, must also be
considered.
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of the panel. Therefore, we attribute the major signal contribution in this region to GSB.
A closer look reveals that the maximum of the differential transmittance ∆T/T lies at
2.26 eV, whereas the maximum of the absorbance is at 2.30 eV. This energetic shift can be
interpreted under consideration that SE is also present in the signal: Due to the Stokes
shift, the S1,0 → S0,0 transition between the excited zero phonon state S1,0 and the zero-
phonon ground state S0,0 lies at 2.21 eV and is clearly visible as a shoulder in the emission
spectrum. The spectrum for SE corresponds to the spectrum of spontaneous emission.
This transition will also be probed as stimulated emission, and the SE contribution should
appear in the ∆T/T -signal with its maximum at 2.21 eV. The observed peak at 2.26 eV
thus arises from the fact that we see a superposition of both GSB and SE. Additionally,
a shoulder in the transient transmittance shows up at 2.07 eV which clearly corresponds
to the S1,0 → S0,1 peak of the emission spectrum. Hence, we assign this feature to SE
back to the one-phonon ground state S0,1.
The presence of SE is an indication that the transient transmittance signal stems
mainly from isolated molecules: In case of an aggregated crystalline sample, MePTCDI
has a negative exciton dispersion in k−space [34, 111], cf. Chapter 2. The intraband
relaxation time for the depopulation of the initially prepared absorbing state at the
Γ−point towards the border of the Brillouin zone is on the order of 100 fs [112, 113]. In
this case, no stimulated emission would be observable, since then the cross-section for the
indirect transition is much smaller. Intraband relaxation in MePTCDI and PTCDA will
be the topic of the next chapter of this thesis. At energies below ∼ 2.0 eV, the spectrum
exhibits one pronounced peak around 1.81 eV and a broad structure around 1.38 eV, both
with negative ∆T/T , and with a peak ratio of about 3.1 : 1. This can be interpreted as
ESA from S1 into higher states of even symmetry, which are dipole-forbidden from the
ground state S0. The main peak at 1.81 eV is rather narrow, whereas the second feature
is broad. Around the fundamental amplifier output of ∼ 1.56 eV, the spectrum may be
distorted due to the heavily self-phase-modulated white light continuum (cf. Fig. 3.3).
We will therefore not discuss any features in this range.
4.2.2. PTCDA transient absorption
The transient absorption spectrum ∆T/T for the PTCDA/SiO2 matrix sample in Fig. 4.5
looks very similar to that of MePTCDI, with two large ESA bands and a broad GSB/SE
feature. Again, the general shape of the spectra does not vary with time, except for
slight variations, which can be explained by the overall reduced signal-to-noise ratio. The
signal-to-noise ratio did not allow a determination of the perpendicular orientation below
1.5 eV.
In accordance with MePTCDI, the maxima of the absorbance at 2.39 eV and of the
transient transmittance at 2.35 eV do not coincide. The S1,0 → S0,0 transition in emission
now lies at 2.29 eV, i. e., the Stokes shift is of the same order as for MePTCDI. A SE
contribution S1,0 → S0,0 also explains the shift between the maxima of ∆T/T and the
absorbance, as in the case of MePTCDI. However, no distinct shoulder for stimulated
emission from the S1,0 → S0,1 transition is visible.
In general, the transient absorption spectra of our PTCDA matrix sample somewhat
resemble thin film spectra as presented in Sect. 4.3 later in this chapter: In contrast to
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Figure 4.5.: Transient spectra of 1% PTCDA/SiO2 matrix sample for probe pulse delays of 500 fs,
750 fs, and 1.5 ps. Open squares: perpendicular polarization at 500 fs. Excitation was at
2.39 eV (518 nm). Thin solid lines are fluorescence excitation and emission spectra as in Fig.
4.2 (c). Data taken at room temperature.
MePTCDI, the peaks are broader, which might be related to beginning aggregation in
the sample, as already considered in Sect. 4.1.3. This fact also holds for the main ESA
peak S1 → Sn, which now lies around 1.87 eV, and there is also a broad feature around
1.43 eV with a small ESA contribution. The peak ratio, 3.2 : 1, is nearly the same as for
MePTCDI.
4.2.3. Anisotropy and transition dipole moments
In addition to the energy of the excited states, we can evaluate the polarization of the
transition dipole moments from the data in Figs. 4.4 and 4.5, using the concept of polar-
ization anisotropy. Inserting a λ/2-waveplate into the pump beam under an angle of 45°
rotates the pump polarization by 90° and makes it perpendicular to the probe polariza-
tion. In Figs. 4.4 and 4.5, only the results for a delay of 500 fs are shown as open squares,
corresponding to the solid squares for mutually parallel pump and probe polarizations.
In the context of luminescence, the anisotropy on the one hand provides information
about the dynamics of transition dipole moments, e. g., the rotation of excited molecules
in solution emitting fluorescence with a polarization being different from the polariza-
tion of excitation (but with the same transition dipole moment). One the other hand,
polarization anisotropy helps to detect energy transfer between states, if absorbing and
emitting dipoles actually differ.
For a pump-probe experiment, the emitting dipole is to be replaced by the probed
transition dipole. In full accordance with the luminescence anisotropy [114], the pump-
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probe anisotropy can then be defined as
r(t) =
I‖(t) − I⊥(t)
I‖(t) + 2I⊥(t)
, (4.3)
where I‖ and I⊥ are pump-probe signals ∆T/T parallel and perpendicular to the linearly
polarized excitation, respectively. In pump-probe, we first create a population in S1
being proportional to the square of the projection of the transition dipole moment p1 for
absorption onto the pump electric field EPu. The probe beam probes either the same
transition dipole (GSB and SE) or any transition dipole to higher states (ESA). Again,
the signal is proportional to the square of the projection of the relevant transition dipole
moment p2 to the probe polarization (EP,‖ or EPr,⊥)
8. Averaging over an isotropic
ensemble of molecules – like in our case of randomly oriented molecules inside the SiO2
matrix –, Eq. (4.3) can be rewritten as
r(θ) =
1
5
(3 cos2 θ − 1) , (4.4)
where θ is the angle between the pumped and the probed dipole. Upper and lower limits
of Eq. (4.4) are r = 0.4 or r = −0.2 for mutually parallel and perpendicular dipoles,
respectively.
MePTCDI It has already been pointed out that the transition dipole moment for
the S0 → S1–transition for PTCDA is oriented parallel to the long molecular axis, i.
e., x-polarized. Of course, the same holds for MePTCDI for symmetry reasons. For
the GSB/SE peak at 2.26 eV in Fig. 4.4, we obtain from Eq. (4.3) r = 0.32 ± 0.03 . In
the case of GSB and SE, pump and probe transition dipoles have the same orientation,
and we would rather expect r = 0.4. Nevertheless, the experimental value is clearly not
r = −0.2. The D2h symmetry of the molecular backbone limits the orientation for any
probe transition dipole p2 either to p2‖p1 or to p2⊥p1. Therefore, we can state with
confidence that even though the measured value does not fully coincide with the expected
one, the transition dipoles in fact have the same polarization (x), i. e., they are oriented
parallel the long axis of the MePTCDI molecule in agreement with the assumption of
GSB and SE. The ESA peak at 1.81 eV has an anisotropy of r = 0.33 ± 0.02 , which
means that the transition S1 → Sn (where Sn is the state in question) is also x-polarized.
PTCDA For PTCDA, the pump-probe anisotropies evaluate to r = 0.35 ± 0.13 for
the GSB/SE-peak at 2.35 eV and r = 0.35 ± 0.07 for the main ESA peak at 1.87 eV.
This result gives evidence that this prominent S1 → Sn transition is also x-polarized, in
consistence with MePTCDI. All anisotropies reported here do not change considerably
with time.
8We will elaborate more on this subject in Sect. 5.1.2, where fluorescence anisotropy is used to explain
the coupling between inequivalent stacks of molecules.
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4.2.4. Assignment by means of quantum-chemical calculations
In order to understand the nature of the excited states and the transition dipole mo-
ments between them, we now compare the experimental results with results from highly
correlated quantum-chemical calculations. As already underlined, our main interest lies
in transitions S1 → Sn giving rise to excited state absorption, allowing us to probe the
dynamics in the excited S1 manifold.
The calculations have been carried out by K. Schmidt, D. Beljonne, and J.-L.
Brédas 9. Results have initially been reported in [115]. In this thesis, we focus on the
major results required for the assignment of experimentally observed transitions. Here, we
only outline the computational methods, and more details can be found in Appendix A.
Schmidt et al. have applied the intermediate neglect of differential overlap (INDO)
method [116] with the Coupled Cluster singles and doubles model (CCSD) [117] and the
multireference determinant single and double configuration-interaction technique (MRD-
CI) [118]. The ground state S0 was optimized with density functional theory (DFT),
and the first excited singlet state S1 with time-dependent density functional theory (TD-
DFT). To account for possible geometrical relaxation of the molecule after excitation by
the pump, calculations have been done for both the ground state (S0) and first excited
state (S1) geometry. In the first case, the probe pulse would be absorbed before the
structure of the excited molecule were able to relax. In the latter case, the molecule
would rearrange and lower its energy first before absorption of the probe pulse.
MePTCDI The result for the MePTCDI molecule is shown in Fig. 4.6 for the CCSD
method only. Since the result for the MRD-CI technique is qualitatively very similar to
it, we do not draw the MRD-CI result, but numerical data for both methods are listed
in Table A.1 in Appendix A. The short vertical bars in the center panel illustrate the
energetic levels for the calculation in S1-optimized geometry, either with respect to the
ground state (top tickmarks), or with respect to the lowest excited S1 state 1B3u (bottom
tickmarks), and the long vertical bars display the oscillator strength of the respective
transition. This illustration allows to recognize the states’ symmetries immediately: Odd
symmetry (ungerade) states are dipole-allowed from the even symmetry (gerade) ground
state state S0, whereas even symmetry (gerade) states are dipole-allowed from the odd
symmetry (ungerade) S1 state.
All lines are convolutions of the states with Gaussians of 175 meV FWHM. For com-
parison and completeness, the thin lines represent convolutions of the respective states
for the S0-optimized geometry. As the order of the states and the oscillator strengths
associated to them is essentially independent of either S1- or S0-optimized geometry, no
distinction is possible between the excited state absorption S1 → Sn taking place from
the structurally unrelaxed or fully relaxed S1 state. Concerning ground state absorption
S0 → Sn , it is evident that the above a priori assumption to pump only the S1 state is
justified, because the higher states starting with 1B2u at 3.58 eV (referred to as S2 level
9Address: School of Chemistry and Biochemistry and Center for Organic Photonics and Electronics,
Georgia Institute of Technology, Atlanta, Georgia 30332-0400, USA.
D. Beljonne’s additional address: Service de Chimie des Matériaux Nouveaux, Centre de Recherche
en Electronique et Photonique Moléculaires, Université de Mons-Hainaut, B-7000 Mons, Belgium.
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Figure 4.6.: Quantum-chemical calculations of the MePTCDI single molecule (CCSD method).
The upper frame (a) shows the absorption from the ground state S0 (1Ag) and the lower
frame (b) the absorption from the lowest excited state 1B3u (S1). All lines are convolutions
with Gaussians of 175 meV FWHM. Thick lines: S1-geometry, thin lines for comparison: S0-
geometry. All labels refer to the D2h symmetry of the MePTCDI backbone. Note that for
the S1 → Sn transitions, the axis for the energy from the ground state (top tickmarks) is only
valid for the S1-optimized result.
in [23]) are very well separated in energy.
For ESA, the CCSD-calculation for MePTCDI exhibits three distinct peaks with ener-
gies 1.27 eV (3Ag), 1.93 eV (4Ag), and 2.57 eV (6Ag) with respect to 1B3u. The 4Ag state
is accompanied by a small satellite, 5Ag, at 1.97 eV
10. All four transitions are x-polarized,
i. e., the relevant transition dipole moment is parallel to the absorbing transition dipole
for S0 → S1 11. After Eq. (4.4), this result implies a pump-probe anisotropy of r = 0.4.
Thus, it is obvious to assign the 4Ag state to the experimentally observed peak at 1.81 eV;
in either case, no “competing” states are available.
Since the computational energetic separation between the 3Ag and the 4Ag equals
0.66 eV, we would expect the 3Ag state at about 1.14 eV, which is unfortunately just
beyond the range experimentally accessible with white light from sapphire and silicon
photodetectors. The experimentally observed broad structure around 1.38 eV can thus
not clearly be correlated to the calculation. However, it might be attributed to the
beginning formation of aggregates, because a similar peak shows up in the transient thin
film spectra [113, 119] as illustrated in the following section. Considering the distance
10Full result in Table A.1, also for MRD-CI. Values for CCSD are in better agreement with the experiment.
11MRD-CI results have the same polarizations.
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Figure 4.7.: Same as in Fig. 4.6, but for the PTCDA molecule (CCSD method). Again, ground
state absorption is in (a), and absorption from S1 in (b). All labels refer to the D2h symmetry
of the PTCDA molecule.
of 0.64 eV between the 4Ag and the 6Ag state, we would expect to find the latter in the
experiment at 2.45 eV. The transient spectra in Fig. 4.4 give no clear indication of an
ESA peak in the accessible region up to 2.6 eV. Thus, the 6Ag state is either at higher
energies or its oscillator strength is significantly smaller than calculated.
PTCDA Figure 4.7 displays the result of the CCSD calculations for the PTCDA mole-
cule. As for MePTCDI, the S1 → Sn absorption in the CCSD calculation is dominated
by three major peaks 3Ag (1.28 eV), 5Ag (1.91 eV, with satellite 4Ag, 1.90 eV), and 6Ag
(2.49 eV), with energies from 1B3u. Again, all these transitions are also x-polarized, and
the experimental results are in full consistence with the calculation: We can assign the
prominent experimental feature around 1.87 eV to the 5Ag peak. The broad peak around
1.43 eV is again most likely related to beginning aggregation (cf. Sect. 4.3), and the ex-
pected 6Ag is out of range on the high-energy flank. For a complete overview, energies,
oscillator strengths and polarizations of the first 20 energy levels above the ground state
are listed in Table A.2 for PTCDA, for both CCSD and MRD-CI calculations.
It is worth questioning whether the nature of the pronounced ESA peaks in MePTCDI
and PTCDA might actually not be of excitonic character, but instead rather due to pump-
induced charge carrier generation. For example, Bulović et al. [37] already reported on
a peak around 1.85 eV for a PTCDA solution in the strongly polar N−methylpyrrolidone
(NMP) that they attributed to charges. Proehl and co-workers [120] also detected a
peak in this range when growing PTCDA monolayers on charged mica substrates. From
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the quantum-chemical point of view, both the absorption of the charged molecule and
the excitonic S1 → Sn transition are expected to have similar energies [121].
Compared to the PTCDA molecule in solution, where the room-temperature lifetime
amounts to 4 ns [37], the lifetimes of the pump-probe signals as shown in Fig. 4.3 are very
short, since they are on the order of ∼ 55 ps for the peak at 1.81 eV and ∼ 45 ps for the
peak at 2.27 eV. Hence, we certainly do not deal with charges, as for them the expected
lifetime is very long.
Another, albeit indirect indication, are recent results from Oliveira et al., who mea-
sured two photon absorption absorption (TPA) cross sections on various perylene deriva-
tives [98, 99]. Their experiments reveal TPA resonances at energies that can be correlated
to the 4Ag/5Ag states in our experiment, being confirmed by first TPA calculations on
these materials [122].
4.3. Transient absorption spectra of thin films
4.3.1. MePTCDI and PTCDA transient absorption
A pronounced excited state absorption band is mandatory for the investigation of ultrafast
excited state relaxation dynamics in our samples. Ideally, it lies within the pedestal of
the white light supercontinuum (cf. Fig. 3.3) between 700–500 nm (1.77–2.48 eV) being
shapeable with the AOPDF pulse shaper (Sect. 3.3.3), and it is wide enough to absorb
even the broad spectrum of an ultrafast probe pulse. From the results of the preceding
sections on isolated molecules, we have seen that the dominant ESA peaks in the range
of 1.80–1.90 eV satisfy this constraint. Besides, their separation from the ranges where
ground state bleaching occurs is sufficiently large to rule out the latter, which facilitates
the discussion of the composition of the transient transmittance signal. Here, we show
that thin films of MePTCDI and PTCDA, which are the main subject of our attention,
behave similarly.
The transient absorption spectra of two thin films of MePTCDI and PTCDA are
depicted in Figs. 4.8 and 4.9, respectively, together with the linear absorption spectra.
Transient spectra have been obtained in the same manner as the ones for the matrix-
isolated systems. The samples were pumped resonantly with 25 fs pump pulses into
the lowest S1 state as indicated by the pump spectra. Despite obvious similarities, the
difference between the two materials is surprisingly much more pronounced than for the
matrix-isolated systems shown in Figs. 4.4 and 4.5.
Again, the spectral shape remains mainly unchanged for both samples for different
delays. In contrast to the matrix-isolated samples, where the signal-to-noise ratio is
limited due to the small nominal thickness, thin film spectra can be recorded even at
large delays12. From the experimental results, three main trends can be extracted: The most prominent feature is still the main ESA peak in the range 1.80 –2.00 eV,
and it became visibly broader. However, whereas its shape and position in PTCDA
12As can be seen, the relaxation in MePTCDI is faster than in PTCDA, despite the fact that the ex-
perimental conditions were comparable. We will discuss this more quantitatively in the framework of
exciton-exciton annihilation and diffusion in Chapter 6.
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Figure 4.8.: Transient spectra of thin polycrystalline film (∼ 35 nm) of MePTCDI on sapphire for
various probe delays. Pump and probe polarizations were parallel. Excitation was at 2.16 eV
(573 nm). The spectra around the fundamental amplifier output of 1.56 eV are distorted and
have been suppressed. The thin line is the absorbance from Fig. 4.1 (b). Data were taken at
room temperature.
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Figure 4.9.: As in Fig. 4.8, but for a PTCDA film (∼ 35 nm) on sapphire. Excitation was at
2.22 eV (558 nm). Linear absorption is taken from Fig. 4.2 (b).
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remains nearly unchanged, it has shifted in MePTCDI by 100 meV into the blue
and has become plateau-like. In both cases, the small feature around 1.40 eV has increased strongly. For the
MePTCDI thin film, it has even caught up with the main peak at 1.91 eV, and –
except for very early times – the peak ratio is close to one. Besides, the energetic
shift (80 meV) is again much larger than for the PTCDA sample, where the peak
around 1.82 eV still predominates. As in the case of the matrix samples, the film spectra exhibit strong ground state
bleaching contributions above ∼ 2.05 eV, whose shapes compare favorably well with
the shapes of the linear absorption spectra. Maxima of the transient transmittance
∆T/T and of the absorbance are separated in both samples by about 30 meV. As
already mentioned above, stimulated emission cannot be held responsible for this
shift here, because by 500 fs, the intraband relaxation in MePTCDI and PTCDA is
already completed (cf. Sect. 5.2, [112, 113]), and the SE cross section is very small
at the border of the Brillouin zone. However, ∆T/T becomes negative around 2.30–
2.35 eV, which without doubt is caused by superposition of an additional significant
ESA contribution. This contribution is stronger in MePTCDI, as can be seen by
the peak ratios of the linear absorbance compared to the ones in the ∆T/T -signal.
4.3.2. From monomer to thin film
Unfortunately, a full quantum-chemical description of the thin film is not possible, due
to the increasing complexity of the problem13. Yet, already dimer calculations allow
conclusions in what manner the energetic states behave when more than one molecule
is considered. Again, the calculations presented here were done by K. Schmidt, D.
Beljonne, and J.-L. Brédas. They applied the INDO/S-method in combination with
the CCSD technique to both MePTCDI and PTCDA stack dimers in the respective
crystal geometry (cf. Sect. 2.2). More details about the computational methods used are
again given in Appendix A.
In Figs. 4.10 and 4.11, all experimental results (top panels) and computational results
(bottom panels) for the excited state absorption S1 → Sn are displayed. In general, the
correlation between experiment and calculation is better for MePTCDI. As the dimer
calculation was performed in S0-optimized geometry, only the S0-optimized results for
the monomer calculation are depicted.
One important remark should be made at this point about the electronic states in-
volved: For the single molecules, we have seen in Sect. 4.2.4 that the lowest excited S1
state is 1B3u with odd symmetry, from which the probe beam excites into higher ger-
ade states. In the case of a dimer, the mixing between the Frenkel excitons (FE) and
Charge-transfer states (CT) leads to a total of four supermolecular dimer states instead of
the single 1B3u state, as noted in Sect. 2.3.1. Either two are of even or odd symmetry. The
lowest of these four states is 2Ag [100], being populated by excitation into either 1Au or
2Au and subsequent ultrafast relaxation. The probe pulse then excites into higher states
13Besides, it would also be beyond the scope of this (experimental) work.
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Figure 4.10.: Comparison of experimental spectra and quantum-chemical results at a glance.
Top panel with right axis: Experimental transient spectra for a MePTCDI thin film (solid
squares) and the matrix-isolated molecules (multiplied by 3, solid line). Lower panel with
left axis: Oscillator strength for convoluted ESA spectra (Gaussian, 175 meV FWHM) for the
MePTCDI dimer (open squares) and monomer (divided by 3, thin line, CCSD S0-optimized
geometry) for transitions from the lowest excited state (2Ag or 1B3u, respectively).
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Figure 4.11.: Comparison of experiment and calculations as in Fig. 4.10, but for PTCDA. Ex-
perimental data for the matrix samples have been multiplied by 4, the curve for the monomer
calculations has been divided by 3.
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of odd symmetry. For this reason, Figs. 4.10 and 4.10 depict the transitions 2Ag → Sn
for the dimer calculations. From an experimental point of view, we omit an extensive
discussion of the nature of the experimentally probed state at this stage, because this
question will be addressed in the next chapter.
Obviously, Figs. 4.10 and 4.11 show that the development from the monomer to the
dimer agrees reasonably well with the experimental data. Despite the very similar result
for single molecules, the dimer spectra exhibit fundamental differences between MePTCDI
and PTCDA in terms of the two ESA peaks around 1.85 eV and 2.35 eV: In MePTCDI,
the latter gains a lot of oscillator strength at the expense of the former, while in PTCDA
their ratio essentially remains constant. Furthermore, the inequality in the ratio between
the peaks around 1.85 eV and 1.45 eV is also reflected very well in the calculations, and
the shift of the 1.45 eV peak with respect to the small monomer features in this spec-
tral region is reproduced by the calculations. As for the polarizations of the transitions
2Ag → Sn to higher states – in comparison to the monomer with its isolated states –, the
manifold number of close contributing states would necessitate an extensive discussion,
which we want to avoid here. An overview of the polarizations and states involved in
2Ag → Sn absorption is given in Appendix A.
In conclusion, we have presented transient absorption spectra of matrix-isolated mole-
cules and thin films of MePTCDI and PTCDA, measured by pump-probe spectroscopy.
The transient spectra of the matrix-isolated molecules were consistently explained and
understood with help of quantum-chemical calculations. We were able to assign major ex-
cited state absorption transitions observed in the experiment. Signal contributions from
ground state bleaching and stimulated emission are in accordance with the expectation
towards isolated molecules. Polarization anisotropy allowed us to deduce the polarizations
of the optical transitions, which could be confirmed by the calculations. In contrast to the
similarity of the spectra of the matrix-isolated molecules, thin-film spectra of MePTCDI
and PTCDA look distinctly different. The observed changes between the monomers and
the films can be explained qualitatively by means of stack dimer calculations. In all ex-
periments, the most prominent feature is a broad excited state absorption band in the
range 1.80–2.00 eV, enabling us to use it for further investigation of the excited states
relaxation dynamics as presented in the next chapters.
60
5. Exciton dynamics: Photoluminescence and
intraband relaxation
We now turn towards intraband relaxation, i. e., the relaxation of excitons in k−space
subsequent to optical excitation. For the remainder of this thesis, we will look at thin
polycrystalline films of PTCDA and MePTCDI. As outlined in Chapter 2, MePTCDI
and PTCDA share a negative exciton dispersion in the lowest excited state, leading to
a very rapid depopulation of the absorbing state at the Γ−point. In this chapter, we
address and discuss in detail this particular relaxation process and its dependence on
temperature and excitation intensity.
Time-resolved luminescence measurements presented in Sect. 5.1 are the easiest and
most obvious possible access to this relaxation. In the framework of this section, we
also develop a model for the luminescence anisotropy being fundamentally different for
MePTCDI and PTCDA. Our model is based on the accepted existence of Davydov-split
states due to the coupling between inequivalent stacks of molecules.
In the succeeding Sect. 5.2, we move in reverse time direction towards excitation,
looking in detail at the intraband relaxation with the 300-fold higher time resolution
of the pump-probe setup. By variation of exciton densities and temperature, we can
demonstrate that the absorbing state is depopulated by assistance of phonons on a 100 fs
time scale. Besides, we also discuss the pump-probe anisotropies and show that its full
understanding calls for more sophisticated theoretical models.
5.1. Time-resolved photoluminescence
5.1.1. Relaxation into the emitting states
We consider time-resolved photoluminescence (PL) as the most straightforward starting
point for the time-resolved investigation of relaxation after optical excitation. Luckily,
there is a large temporal overlap between time-resolved PL (usable from 5 ps to the
ns-regime) and our preferentially employed pump-probe techniques (which can be used
between 20 fs and 500 ps). Both techniques provide complementary information: While
PL probes the relaxed excited states, pump-probe can monitor both the absorption and
the emission process, also including information about the higher excited states. The
apparent advantage of PL lies in its moderate experimental effort1, allowing to extract
the following information: From the rise of the luminescence signal, we can evaluate the time necessary to
complete excited-state relaxation, i. e. the time required for the population of the
emitting state(s).
1In comparison to pump-probe techniques.
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5. Exciton dynamics: Photoluminescence and intraband relaxation The decay of luminescence provides information about the relaxation of the emitting
state(s) themselves and their lifetimes. Spectral information directly converts to energetic information. Especially in com-
bination with the previous point, the character of the emitting state(s) may be
clarified.
Of course, different materials are expected to show distinctly different PL signatures.
Our specific interest lies in the difference between PTCDA and MePTCDI. This is not
related or limited to PL only. Clearly, for a profound description, none of the three items
listed above should be considered alone, and only a combination of all points allows full
understanding. We mainly focus on the first point, the population of the emitting state(s)
and we will touch the other two only if required for the interpretation.
The discussion about the nature of the emitting states in PTCDA-like material is
controversial and still ongoing. Numerous experimental efforts have been undertaken to
elucidate this contentious point: Time-resolved works on PTCDA heterostructures [123],
ultrathin amorphous films [25], thin polycrystalline films [46], and single crystals [47]
have left open questions. For MePTCDI, the knowledge is even scarcer, despite similar
efforts on ultrathin films [25, 124], thin polycrystalline films [35, 43], and single crystals
[35]. However, a detailed investigation of the emitting states is beyond the scope of this
thesis.
The basic principle of the population of the emitting state has already been sketched
in the introduction of the bandstructure scheme in Fig. (2.5). Excitons created at the
Γ−point at k = 0 relax towards the border of the Brillouin zone (BZ) because of the
negative exciton dispersion in k−space. Luminescence is an indirect process to vibrational
levels of the ground state and therefore only possible with the aid of appropriate phonons.
Figure 5.1 shows the transient photoluminescence for MePTCDI and PTCDA thin films
(35 and 25 nm) at room temperature and at 10 K. The samples have been excited with
the second harmonic of a Ti:sapphire oscillator at 2.80 eV, creating exciton densities of
∼ 1017cm−3. We have ensured a linear dependence of photoluminescence on the excitation
density to exclude possible exciton-exciton interaction2. For illustration of absorption
and emission properties, Fig. 5.1 (b) and (d) also depict low-temperature absorption and
emission spectra. In particular, polarized MePTCDI absorption spectra reveal Davydov
splitting, which has already been introduced in Chapter 2 and which we will discuss in
detail in the following section 5.1.2.
Because our major interest is the temporal evolution, the PL for both samples has
been spectrally integrated over the major (central) emission peak. We note that in all
cases, the PL traces do not decay with a single exponential because of the interplay of
several states. For a more detailed discussion on the nature of the emitting states, we
refer the reader to [46, 47] for PTCDA and [35] for MePTCDI. The rise of luminescence
can be fitted by an exponential function with a rise time of 10 ps, limited by the time
resolution of the streak camera setup. In other words, the upper limit for the population
of the emitting states and therefore also the upper limit for the intraband relaxation time
2In Sect. 5.2.2 and Chapter 6, we will quantify limits for the exciton densities above which exciton-exciton
interaction and annihilation must be taken into account.
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Figure 5.1.: Left panels: Normalized time-resolved photoluminescence for MePTCDI (a) and
PTCDA (c) thin films at room temperature (solid circles) and at 10 K (open circles). In
all cases, luminescence was spectrally integrated over the major (central) emission peak
(MePTCDI 1.78 eV, PTCDA 1.84 eV). For illustration, the transient luminescence spectra
(0..50 ps) at 10 K are depicted in (b) for MePTCDI and (d) for PTCDA. The panels on the
right also show low-temperature absorption spectra of thin films (adapted from [23]). The
highly ordered MePTCDI film in (b) exhibits a small Davydov splitting of 11 meV in absorp-
tion (b), whereas the absorbance of the PTCDA film is independent of polarization.
constant is 10 ps, but the relaxation process might actually be much faster. Moreover,
no conclusion about temperature dependence can be drawn. The limit of 10 ps is already
one very important result from the PL measurements, and, in comparison to the values
reported in the literature ([46, 47], for PTCDA), equal to a five fold improvement. Still,
the relaxation process is not time-resolved, and therefore higher time resolution with the
pump-probe technique, presented in Sect. 5.2, is mandatory.
5.1.2. Davydov splitting and luminescence anisotropy
We leave aside the question of intraband relaxation time constants for a moment and
turn towards the “fingerprints” of our two different systems becoming manifest in photo-
luminescence. As in the previous chapter, anisotropy measurements enable us to provide
information about the distribution and the dynamics of transition dipole moments in our
samples. Furthermore, they can be employed to detect population changes between dif-
ferent energetic levels being sensitive to different optical transitions, i. e., with different
transition dipole moments. We remark that in contrast to Sect. 4.2.3, we now consider the
luminescence anisotropy and not the pump-probe anisotropy. Of course, the definition
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from Eq. (4.3) still holds:
r(t) =
I‖(t) − I⊥(t)
I‖(t) + 2I⊥(t)
. (5.1)
To investigate the population dynamics of the excited state, we recall that Davydov
splitting (DS) of all energetic levels is a result of the coherent superposition of molecular
levels, due to the fact that there are two molecules in the unit cell. If we discuss it in the
framework of quasi-one-dimensional systems, we consider two stacks of two translationally
inequivalent classes of molecules. In this case, “quasi-1D-states” coherently couple3. DS
has been verified in MePTCDI by polarized absorption ([23], depicted in Fig. 5.1 (b))
and in α−PTCDA by ellipsometry [48]. Values of ∆E = 11 meV for the former and
∆E = 37 meV in the latter case have been reported at the Γ−point. However, calculations
predict a drastically reduced splitting of ∆E = 1 meV [40] or even less [100] for the border
of the Brillouin zone, where DS has not yet been observed directly in luminescence,
employing high spectral resolution. The concept of luminescence anisotropy developed
in this section uses a different approach. We first have to introduce the theoretical
background for further discussion of the luminescence anisotropy for a system of coupled
dipoles.
Luminescence anisotropy model
According to the superposition of Davydov-split band states, the transition dipole mo-
ments to these split states can be regarded as a coherent superposition of molecular
transition dipole moments. In Fig. 2.6, this has already been sketched for the unit cells
of MePTCDI and PTCDA.
We now consider a single unit cell containing two molecules, oriented arbitrarily with
respect to our laboratory coordinate system. For simplicity, the treatment is done in a
2D isotropic model4. Fig. 5.2 (a) depicts the laboratory system (coordinates x and y), the
two molecular transition dipole moments PA and PB, as well as their sum PA + PB and
their difference PA −PB. Let θ be the angle between the x-axis and the dipole PA + PB.
The normalized vectors
P± =
PA ± PB√
2
(5.2)
are called Davydov components (DCs). Obviously, the ratio ξ = |P−|/|P+| of their
absolute values is determined by the mutual orientation of the molecules in the unit cell.
In case of absorption for a crystal with N molecules, this superposition yields for the
total transition dipole [40]
P±,N =
√
N sa
PA ± PB√
2
, (5.3)
where sa is a vibronic overlap factor for absorption. Although the shape of the absorption
spectra can only be explained by superposition of Frenkel and charge-transfer states,
3Please note that we keep talking of quasi-1D states although Davydov splitting is independent of the
dimensionality.
4We will comment on the 3D case further below.
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Figure 5.2.: Left (a): 2D laboratory system for coupled molecular transition dipole moments PA
and PB, with additive and subtractive superpositions PA + PB and PA −PB, respectively. In
the example (a), the orientation of PA and PA actually corresponds to the orientation of two
molecules in the MePTCDI unit cell. Right (b): Overview of excitation and population of two
Davydov-split states |ψ0±〉, subsequent intraband relaxation, and the transitions allowed in
indirect emission. For the example in (b), ξ2 = 1/3.
the transition dipole moments P± are dominated by the Frenkel contribution [8, 34,
38, 39].
For the indirect emission back to the higher vibrational states of the ground state, it
is important to include the coupling of adjacent molecules in stack direction, which also
leads to Davydov-split states |χ±〉 of the vibrational progression. The phonon-assisted
emission thus allows four transitions dipole moments [40]
µ++ = µ−− = se
(
PA + PB
)
(5.4)
µ+− = µ−+ = se
(
PA − PB
)
, (5.5)
with a Franck-Condon factor se for emission. The absorption into |ψ0±〉 at the Γ−
point and the emission |ψπ±〉 → |χ±〉 onto the vibrational states |χ±〉 at the border of the
Brillouin zone are sketched in the simplified band structure plot in Fig. 5.2.
In order to evaluate the microscopic emission contribution of a single pair of molecules
in the unit cell, we define the direction of the linearly polarized pump electric field parallel
to the x-axis (cf. Fig. 5.2):
EPu = EPu
(
1
0
)
. (5.6)
In anisotropy measurements, the population is probed parallel and perpendicular to the
polarization of excitation by emission of radiation. We thus obtain for the probe electric
fields5:
EPr,‖ = EPr
(
1
0
)
and EPr,⊥ = EPr
(
0
1
)
. (5.7)
5This concept is general and not limited to luminescence anisotropy, and it may also be applied in
pump-probe experiments.
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In this coordinate system, the Pi and µij are best represented in polar coordinates:
P+ = P+
(
cos θ
sin θ
)
and P− = P−
(
sin θ
cos θ
)
= ξP+
(
sin θ
cos θ
)
(5.8)
µ++
−−
= se P+
(
cos θ
sin θ
)
and µ+−
−+
= se P−
(
sin θ
cos θ
)
= se ξP+
(
sin θ
cos θ
)
(5.9)
The two Davydov-split states |ψ0±〉 are initially populated according to the ratio ξ
of the respective transition dipole moments P+ and P− (Fig. 5.2) and the orientation of
those with respect to the pump electric field. The populations n± are proportional to the
square of the projections of P± to EPu:
n+(θ) ∝ (P+ EPu)2 (5.10)
n−(θ) ∝ (P− EPu)2 . (5.11)
In Fig. 5.2, we illustrate an example for ξ2 = 1/3. If the emission is incoherent, we can
add the contributions from the |ψπ±〉 to the |χ±〉 under consideration of the respective
transition dipole moment(s). For example, the contribution from |ψπ+〉 to |χ+〉, detected
parallel to the x-axis, yields
I++‖ (θ) = C (P+ EPu)
2(µ++ EPr,‖)
2 , (5.12)
with a proportionality factor C. If we sum up all possible contributions with the defini-
tions made in Eqs. (5.4–5.11), we obtain the contribution from one unit cell for parallel
and perpendicular direction:
I‖(θ) =
∑
i,j=+,−
Iij‖ (θ) =
∑
i,j=+,−
C ni(θ) (µij EPr,‖)
2
= C E2PuE
2
Pr P
4
+
(
cos2 θ + ξ2 sin2 θ
)2
(5.13)
I⊥(θ) =
∑
i,j=+,−
Iij⊥ (θ) =
∑
i,j=+,−
C ni(θ) (µij EPr,⊥)
2
= C E2PuE
2
Pr P
4
+
(
(1 + ξ4) cos2 θ sin2 θ + ξ2 (sin4 θ + cos4 θ)
)
. (5.14)
The treatment in a 2D model implies that the molecules and therefore also all vectors
for the DCs for absorption and emission as well as the electric field polarizations lie
parallel to the substrate. This is a reasonable assumption for such planar molecules as
MePTCDI and PTCDA [23, 101]. In order to obtain the macroscopic contribution from
the whole isotropic polycrystalline sample6, the microscopic contributions in Eqs. (5.13,
5.14) have to be integrated over the angle θ from 0 to 2π, leading to the following simple
expressions:
I‖ = C
(
3(1 + ξ4) + 2ξ2
)
(5.15)
I⊥ = C
(
(1 + ξ4) + 6ξ2
)
. (5.16)
6Our laser spot size by far exceeds the size of the crystallites.
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Figure 5.3.: Anisotropy r as a func-
tion of the ratio ξ of the Davydov
components for a 2D system (thick
line) and a 3D system (thin line).
Dashed vertical lines indicate theo-
retical and experimental limits for
MePTCDI and PTCDA. See text
for explanation.
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The luminescence anisotropy of our sample in a 2D model can then be computed by
insertion of Eqs. (5.15, 5.16) into the definition of the anisotropy in Eq. (5.1):
r2D(ξ) =
2 − 4ξ2 + 2ξ4
5 + 14ξ2 + 5ξ4
. (5.17)
We note that even if the populations of |ψπ±〉 would be changed by equilibration or down-
relaxation, i. e.
ñ+ = ñ− =
n+ + n−
2
or
{
ñ+ = 0
ñ− = n+ + n−
. (5.18)
the “relaxed” anisotropy r̃2D(ξ) takes the same value as in Eq. (5.17). For clarity, Fig. 5.3
illustrates r2D(ξ), and also r3D(ξ) for completeness
7. It is worth discussing the limits of
the very important result for r2D(ξ) in Eq. (5.17) for a moment: Firstly, the absence of any Davydov components (ξ = 0) yields r(0) = 0.4. This
limit is in full consistence with the result for an ensemble of randomly oriented
dipoles in an isotropic sample. Secondly, r(ξ) is a measure for the orientation of the two molecules in the unit cell,
because it only depends on ξ = |P−|/|P+|. In particular, Eq. (5.17) reveals that for
identical size of the DCs with ξ = 1, r2D disappears. This is obvious from symmetry
arguments8. This upper limiting case becomes extremely interesting for our model
system PTCDA, where the two molecules in the unit cell are arranged under an
angle of δ =82.2°, as shown in Fig. 2.6. This leads to nearly equally sized DCs P+
and P−.
7Apart from the fact that the treatment of the 3D system is a more tedious task, it generally can be
done the same way as for the 2D case. We just mention the result and display it in Fig. 5.3:
r3D(ξ) =
2 − 2ξ2 + 2ξ4
5 + 10ξ2 + 5ξ4
. (5.19)
8r3D(1) does not disappear because the transverse electric fields of EPr cannot monitor any projection
of dipoles onto the longitudinal direction, which results in “missing” population information.
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Measurements of luminescence anisotropies
After the theoretical discussion of the expected luminescence anisotropies for our model
systems MePTCDI and PTCDA, we now present the experimental results. Prior to
time-resolved PL, we have carefully verified our main assumption of isotropically ori-
ented crystallites in the thin film. For that purpose, we have performed polarized cw
absorption measurements with a spectrophotometer for vertical and horizontal orienta-
tion, and also under an angle of 45° as double-check. Moreover, cw luminescence has also
been proven to be isotropic by means of polarized emission measurements with a fluores-
cence spectrometer. Hence, our working hypothesis of randomly oriented crystallites was
justified.
Figure 5.4 depicts luminescence decay curves for MePTCDI and PTCDA, for both
room temperature and low temperature. For the measurements at 10 K, the samples
were kept in helium vapor continuous flow in a bath cryostat. Solid circles illustrate
parallel polarization of excitation and emission detection. These data have already been
shown in Fig. 5.1. Open circles symbolize the data for emission being perpendicular to
the polarization of excitation. The polarization dependence of the streak camera setup
was accounted for by a calibration as described in Sect. 3.4.2.
For MePTCDI at room temperature in Fig. 5.4 (a), we obtain a value of r ≈ 0.2 for
the initial anisotropy. This experimental value is now compared with theoretical and
experimental limits reported by Hoffmann [23] which are also depicted in Fig. 5.3 by
vertical lines. The angle of orientation of the two MePTCDI molecules in the unit cell is
δ = 36.8°. In the simplest theory considering only Frenkel excitons, ξ can be computed
by the following relation:
ξ =
sin(δ/2)
cos(δ/2)
. (5.20)
Inserting the angle of δ = 36.8° into Eq. (5.20), we obtain a theoretical lower limit
of ξ = 0.33. Further contribution from, e. g. CT states, would increase ξ. On the
other hand, Hoffmann evaluated an experimental polarization ratio of ξ2 = αs/αp for
a highly ordered film of MePTCDI on a stretched polymer substrate. Here, αs and αp
are the absorbances perpendicular and parallel to the principal orientation, respectively.
The outcome of this experiment was an upper limit of ξ = 0.5. Any reduction of the
imperfections of the samples and the increase of the experimental accuracy would only
have led to a reduced value of ξ. Thus, the expected window of the anisotropy ranges
from r(0.33) = 0.24 from geometry up to r(0.5) = 0.13 for the experiment. Assuming a
reasonable 5% error in the stability of the streak camera system, we can estimate the error
for the luminescence anisotropy to ∆r ≈ 0.04 (for MePTCDI). Hence, our experimental
value of r = 0.2 ± 0.04 in Fig. 5.4 (a) is in good agreement with the above limits.
In the case of PTCDA, we have pointed out that P+ and P− are nearly equally
sized, yielding a theoretical limit of ξ ≈ 0.87 after Eq. (5.20). We therefore expect a
nearly vanishing luminescence anisotropy from Eq. (5.17). This behavior also agrees
quite favorably with the experimental result in Fig. 5.4 (c), where r more or less equals
zero. We thus conclude that the initial time-resolved luminescence anisotropy for both
MePTCDI and PTCDA can fully be explained with the exciton model of Davydov-split
states.
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Figure 5.4.: Polarization-dependent time-resolved photoluminescence (normalized) for MePTCDI
(left column) and PTCDA (right column) thin polycrystalline films. The corresponding
anisotropies were calculated as defined by Eq. (5.1). In all PL panels, solid circles depict
mutually parallel polarizations of excitation and emission, while for the open circles the emis-
sion was detected perpendicular to excitation. (a) and (c) are at room temperature, and (b)
and (d) are at 10 K. The small insets in (a) and (c) symbolize the orientation of the two
molecules in the unit cells.
For comparison, we have also determined the PL anisotropy at low temperature to learn
about the origin of the anisotropy decay for MePTCDI in Fig. 5.4 (a). Low-temperature
data in Fig. 5.4 do neither show any significant decay of r for MePTCDI, nor for PTCDA.
To initially comment on the starting values of the PL anisotropies, we point towards the
offsets in the PL curves as a result of the long-lived luminescence from the previous
excitation. When computing r = (I‖ − I⊥)/(I‖ + 2I⊥), these offsets essentially cancel in
the numerator and add in the denominator, thus leading to an artificially reduced value
for r, as visible for MePTCDI. However, this cannot account for the fact that in PTCDA,
r ≈ 0.03 has slightly increased. Because the lower limit for r definitely is r = 0, this
slight increase can most likely be attributed to the experimental accuracy (of 0.025 for
the same 5% laser stability).
69
5. Exciton dynamics: Photoluminescence and intraband relaxation
The absence of a decay of r with time indicates that the samples keep their polarization
memory for a long time. The only way to lose this memory is the diffusion of excitons
from their parent crystallite where they were created into adjacent crystallites with a
different macroscopic orientation. In other words, a constant r demonstrates that the
transfer of excitons by diffusion into adjacent crystallites is inhibited. Schüppel et al.
[125] recently have shown in PTCDA by luminescence quenching experiments that this
diffusion can be described by a thermally activated hopping process, with an activation
energy of approximately 13 meV. This energy corresponds to a temperature much higher
(150 K) than our measurement temperature of 10 K. We therefore conclude that this
thermally activated hopping mechanism can explain the behavior of the anisotropy decay
in Fig. 5.4.
5.2. Ultrafast intraband relaxation
Resuming the discussion of the actual intraband relaxation time constants started at the
beginning of this chapter, we have found the necessity for much higher time resolution
than provided by the streak camera setup. For this reason, we have explored our samples
with the pump-probe technique, offering a time resolution of about 30 fs, more than 300
times better than the streak camera setup. For the remainder of this thesis, we will
continue with the presentation of pump-probe results, whilst the samples of choice will
still be thin polycrystalline films.
5.2.1. Depopulation of the absorbing states
The most straightforward pump-probe experiment is to investigate the changes of the
population of the absorbing state |ψ0〉 at the Γ−point9, because the principle knowledge
of how |ψ0〉 can be accessed is obvious: A stimulated emission/nonlinear absorption
experiment that transfers the excited state population in S1 back to the ground state S0
(or one of its vibrational levels S0,n) can be carried out without any knowledge about
higher excited states, as is imperative for the interpretation of an excited state absorption
experiment. Clearly, the transition dipole moment for SE is the same as for absorption.
Degenerate pump-probe
During the brief review of the measurements of the excitonic relaxation in MePTCDI by
Canzler [35] in Sect. 2.4, we already mentioned that the depopulation of the absorbing
state |ψ0〉 was estimated to be on the order of 50 fs. This value was extracted from
degenerate pump-probe experiments, one of which is illustrated in Fig. 5.5, symbolized
by the curve with the open circles. The inset depicts the measurement principle of equal
pump and probe spectra. Experimentally, this is accomplished quite easily by splitting a
small fraction from the pump beam to serve as probe beam. The very first decay with a
time constant of 50 fs of the (positive) transient transmittance ∆T/T was interpreted as
the decay of stimulated emission (SE) in the absorbing state |ψ0〉, while the subsequent
decay was explained by the recovery of the bleached ground state. Hence, this 50 fs time
9For this and the following subsection, we omit the fact that |ψ0〉 is Davydov-split as in Sect. 5.1.2
(pump and probe beam polarizations are mutually parallel).
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Figure 5.5.: Two spectrally integrated res-
onant pump-probe measurements on
MePTCDI thin films for comparison.
Data are presented as differential trans-
mittance ∆T/T as a function of probe
delay. Data with open circles are repro-
duced from Canzler [35]. New mea-
surement data, gathered in the frame-
work of this thesis, are symbolized by
open squares. In both cases the sam-
ples were excited in the lowest excited
state and probed as depicted in the
inset. The shaded grey area depicts
the (equal) pump and probe spectrum.
The curve for the new data has been
shifted vertically and horizontally for
clarity and better comparison. Mea-
surements were carried out at room
temperature.
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constant would then correspond to the time required to depopulate the absorbing state
towards the border of the BZ.
In order to verify this “reference data”, this experiment has been repeated with a 35 nm
polycrystalline film of MePTCDI. Our experimental conditions were comparable to the
original ones: the time resolution was approximately 30 fs, measured by auto-correlation,
the exciton density created was on the order of 5×1019 cm−3, and pump and probe spectra
were placed amidst the lowest excited state band. In Fig. 5.5, the new data are symbolized
by open squares, which have been shifted vertically and horizontally to the reference data
for clarity. Whereas the two curves relax very similarly after their maxima, the rise of
∆T/T significantly differs. The fact that the new data oscillate symmetrically around
the steep onset of the curve makes us very suspicious because it extremely resembles
and points towards a coherent artifact (see, e. g., [62]). Phononic modulations (that
are superimposed on the original data) can hardly explain such symmetric spikes. Our
repeated experiment thus definitely casts some doubt on the original interpretation [35] of
the degenerate pump-probe experiment. We conclude that unfortunately no information
about the depopulation of the absorbing state can be extracted from our SE experiment,
leaving open the answer to the question of intraband relaxation.
Excited state absorption
Another issue of the discussed degenerate pump-probe experiment is the fact that the
∆T/T signal is in general composed of contributions from stimulated emission (probing
the S1 state) and nonlinear absorption (NLA, probing the ground state S0). However,
excited state absorption might also be present, if the system also offers optical transitions
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from S1 to higher excited states at the respective energy. Now, NLA can be omitted if
the probe spectrum is shifted to lower energies and placed beyond the onset of linear
absorption. Different pump and probe spectra also allow us to use a cutoff filter between
the sample and the detector to block unwanted stray light from the pump beam.
Here, our knowledge of the transient film spectra from Sect. 4.3 comes into play, indi-
cating that both MePTCDI and PTCDA have a very broad excited state absorption band
in the range of 1.80–2.00 eV. For this reason, in all further pump-probe measurements we
have used a Gaussian envelope probe spectrum, centered around 640 nm (1.94 eV) with a
FWHM of 34 nm (100 meV). Amplitude and phase of the probe pulses have been shaped
with the AOPDF pulse shaper that was presented in Sect. 3.3.3 10. The Gaussian spectral
envelope allowed probe pulses with a temporal FWHM ∆τp of 23 fs.
PTCDA Figure 5.6 presents the result for the excited state absorption experiment for
PTCDA. As shown in (b), the sample was pumped resonantly at the lowest excited
state, creating exciton densities of 3 × 1019cm−3, which corresponds to one exciton per
85 molecules. The probe spectrum around 640 nm is also depicted as dark shaded area.
The cross-correlation measurements by sum-frequency generation resulted in a FWHM of
∆τxc ≈ 40 fs for the cross-correlation envelope. Looking at Fig. 5.6 (a), we first note that
the negative sign of the ∆T/T signal indicates that its origin actually is excited state
absorption. At a first glance, the rise of |∆T/T | appears to happen approximately on a
50 fs time scale.
We will now comment in detail on this particular temporal evolution of the transient
transmittance in Fig. 5.6 (a), taking into account the limited instrument response. Our
aim is learn about the relaxation of excitons in k−space, after they have been created
by a pump pulse of Gaussian shape and finite length at the absorbing state |ψ0〉 at the
Γ−point. For a sketch of this process, we remind the reader of Figs. 2.5 or 5.2. Let τr,1
be the life time of |ψ0〉 being depopulated by intraband relaxation towards the border of
the BZ by a single channel:
nψ0(t) = nψ0,0 e
−t/τr,1 Θ(t) , (5.21)
with the Heaviside step function Θ(t). If we look at a band state |ψk〉 with a dif-
ferent k−vector (0 < k ≤ π/a) being fed by this population, its population increases
correspondingly:
nψk(t) = nψ0,0 (1 − e−t/τr,1)Θ(t) . (5.22)
We will postpone the discussion about the actual nature of |ψk〉 until later in this chapter.
We now consider that we probe this band state in our pump-probe experiment. In the
ideal impulsive limit, both pump and probe are δ(t)-pulses with infinite time resolution.
In this particular case, we would be able to observe nψk(t) from Eq. (5.22) directly as
∆T/T signal. Due to the finite length of the pulses, however, the measured signal S(t)
10From Figs. 4.8 and 4.9, we know that the broad ESA bands of MePTCDI and PTCDA peak at slightly
higher wavelengths than the chosen center wavelength of 640 nm. However, since the usable spectral
output window of the AOPDF is limited, the chosen configuration still allowed to use the device down
to 570 nm for other experiments, which would otherwise not have been possible.
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Figure 5.6.: Left (a) Normalized transient transmittance for a PTCDA thin film for the first few
hundred femtoseconds, taken at room temperature. Dashed line: integrated cross-correlation
by Eq. (5.26). Thin and thick solid lines are fits with one and two exponentials after Eqs.
(5.28, 5.30), respectively. See text for a detailed discussion. Right (b) depicts the experimental
configuration with linear absorption of the thin film (dashed), transient absorption at 500 fs
(solid line) as well as pump and probe spectra.
must be described as a convolution of the population nψk(t) with the instrument response
R(t) of finite temporal length:
S(t) =
∞∫
−∞
dt′ nψk(t
′ − t)R(t′) . (5.23)
In our case, the instrument response is given by the Gaussian cross-correlation envelope
of pump and probe beam, as defined in Sect. 3.3.1:
R(t) = Ixc,2(t) = I0 exp
(
−4 ln 2
∆τ2xc
t2
)
. (5.24)
To facilitate reading, it is helpful to define the abbreviation τ̃xc = ∆τxc/
√
4 ln 2. The
convolution in Eq. (5.23) can then be written as
S(t) =
∞∫
−∞
dt′ nψ0,0
(
1 − e−(t′−t)/τr,1
)
Θ(t′ − t) I0 e−t
′2/τ̃2xc . (5.25)
Before we finally write down the complete resolution of Eq. (5.25), we regard our
probed state |ψk〉 as instantaneously fed, i. e., its population rate kr,1 = 1/τr,1 is infinite.
Let Ixc,2(t) be the real time resolution. Just like the example in the previous paragraph
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with δ−pulses, this now corresponds to the other extreme. Then, the solution to Eq.
(5.25) is fairly simple:
Sxc(t) = −
1
2
[
1 + erf
(
t
τ̃xc
)]
, (5.26)
where Sxc(t) has been normalized to -1. The function erf(t) denotes the error function,
which is defined as
erf(t) =
2√
π
t∫
0
dx exp(−x2) . (5.27)
Eq. (5.26) essentially is the integrated cross-correlation envelope function and defines
the measurable pump-probe signal Sxc(t) for a nonphysical instantaneously rapid intra-
band relaxation. Therefore, Sxc(t) corresponds to the time resolution of the system. In
Fig. 5.6 (a), the integrated cross-correlation is symbolized by the dashed line. Clearly,
|∆T/T | initially rises approximately (parallel) with time resolution. Yet, after a few tens
of femtoseconds, ∆T/T moves away from Sxc(t). Hence, we can already remark that our
transient transmittance signal can definitely resolve the intraband relaxation process of
excitons away from |ψ0〉.
For a more quantitative interpretation and the extraction of actual values for τr,1, we
solve Eq. (5.25) analytically and obtain:
S1(t) = −
1
2

1 + erf
(
t
τ̃xc
)
− e
−
4 tτr,1−τ̃2xc
4 τ2r,1
(
1 + erf
(
2 tτr,1 − τ̃2xc
2 τ̃xcτr,1
))
 . (5.28)
Again, S1(t) has been normalized to -1. The best fit of S1(t) to the data with a value
of τr,1 = 40 fs (with fixed τ̃xc = 25 fs) is also shown as thin solid line in Fig. 5.6 (a).
Although it performs quite reasonably, the fit shows some clear deviations from the data
after some 50 fs, where the experimental curve is bent more smoothly. As for our fit
function, such an additional curvature can only be accomplished by the introduction of a
second decay time constant τr,2 bending the fit at the relevant position. This motivates
to rewrite Eq. (5.22) and to introduce a second exponential including a second relaxation
time constant τr,2:
nψk(t) = nψ0,0
(
1 − a1 e−t/τr,1 − a2 e−t/τr,2
)
Θ(t) . (5.29)
The result for our fit function corresponding to Eq. (5.28) then reads:
S2(t) = −
1
2

1 + erf
(
t
τ̃xc
)
−
∑
i=1,2
ai e
−
4 tτr,i−τ̃
2
xc
4 τ2r,i
(
1 + erf
(
2 tτr,i − τ̃2xc
2 τ̃xcτr,i
))
 . (5.30)
S2(t) has also been fit to our data, yielding best values for τr,1 ≈ 0 (τr,1 ≤ τ̃xc) and
τr,2 = 88 fs. In order to reduce the number of free parameters, we used a1 = a2 =
1
2 . These
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values are suited to sufficiently describe the data. We thus assume that both exponentials
in Eq. (5.29) contribute equally, which is the simplest case. The corresponding curve is
depicted in 5.6 (a) as thick solid line, matching the experimental PTCDA data very well
and significantly better than the fit with S1(t) with a single exponential.
It is important to stress that the above formulation so far is just a mathematical trick
to obtain S2(t). Introducing a second time constant as in Eq. (5.29) may suggest that
the band state |ψk〉 is actually populated with excitons from two different sources. This
is not reasonable because all population has to come from |ψ0〉. The main concept that
comes into play here is the fact that the excited state absorption is sensitive to different
momentum states. In terms of the observation of two decay time constants, we there-
fore conclude that we probe two states simultaneously. Since τr,1 is on the order of time
resolution or smaller, the most straightforward conclusion is that it describes the initial
excitation into the absorbing state |ψ0〉. The second time constant τr,2 represents the
intraband relaxation time constant towards the border of the BZ, and the signal contribu-
tion stems from the state |ψk〉. Since the oscillator strength for a pump-probe transition
from any |ψk〉 to higher band states |φk〉 should not strongly depend on k, the choice of
a1 = a2 =
1
2 is also justified with this assumption. In the case of a multi-step relaxation
process with intermediate states, τr,2 is an upper limit for the depopulation time of |ψ0〉.
One important remark should also be made about the above statement τr,1 ≈ 0 (τr,1 ≤
τ̃xc). Because the zero position of the time axis had to be adjusted manually – due to
the fact that the temporal pulse overlap accords with an arbitrary translation position
in space of the used translation stage – a definite value for τr,1 cannot be given. For the
thick solid fit curve in Fig. 5.6, a value of τr,1 = 2 fs has been retrieved from the fit. A
slightly different choice of the zero position of the time axis yields a fit of equal quality
for the onset with a slightly changed value for τr,1. The statement τr,1 ≈ 0 (τr,1 ≤ τ̃xc)
thus means “τr,1 is below the time resolution limit”.
MePTCDI After the somewhat tedious introduction of the mathematical apparatus,
the treatment of the results for the MePTCDI thin film is now significantly easier. The
experimental conditions for this experiment were comparable: A resonant pump pulse
created excitons densities of 2 × 1019cm−3 at the Γ−point, corresponding to one exciton
per 95 molecules. Again, the probe spectrum was centered around 640 nm.
In the same manner as before, Fig. 5.7 sketches the experimental outline together with
the results. From the data in Fig. 5.7 (a) we can draw the same conclusions for MePTCDI
as has been done for PTCDA: At first, negative ∆T/T identifies excited state absorption
as the signal source. At the border of the displayed range, |∆T/T | starts to decrease
again, which is also the case for PTCDA, although hardly visible in Fig. 5.6. The origin
of this decrease is exciton recombination and exciton-exciton annihilation and happens
on a much longer time scale than currently investigated. This process will be discussed
later in this chapter, and in detail in Chapter 6. Secondly, |∆T/T | also starts to rise with
time resolution, but bends away from it and exhibits a subsequent delayed rise. Fitting
with the double-exponential fit function S2(t) from Eq. (5.30) works best with the values
τr,1 ≈ 0 (τr,1 ≤ τ̃xc) and τr,2 = 56 fs and convincingly describes the experimental data.
For the fit displayed in Fig. 5.7, τr,1 = 3 fs was used. Despite the more rapid relaxation
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Figure 5.7.: Same as in Fig. 5.6, but for a MePTCDI thin film. Left (a) Experimental data
at room temperature, integrated cross-correlation (dashed) symbolizing time resolution, thick
and thin solid line (double and single exponential fit, respectively). Right (b) depicts this
experiment’s configuration with thin film linear absorption (dashed), transient absorption at
500 fs (solid line) as well as pump and probe spectra.
process, the single-exponential fit with S1(t) is visually inferior, as can be seen from Fig.
5.7 (a) (thin solid line). As before, we therefore conclude that the depopulation time of
|ψ0〉 towards the border of the Brillouin zone for MePTCDI under the given conditions
has an upper limit of τr,2 = 56 fs.
Before we continue with a detailed investigation of intraband relaxation under differ-
ent experimental conditions, there is another important remark to be made. Under the
assumption that the higher exciton bands we probe into have the same k−dependence
and a k−independent transition dipole from the lowest excited band, exciton relaxation
should affect the transient transmittance neither temporally nor spectrally. Regarding
the higher state(s) we probe into, we actually know the spectrum from our own inves-
tigations in Chapter 4. Their exciton dispersion will be determined by the coupling of
completely different molecular states than in the lowest excited state, and their exciton-
phonon coupling might be different. Thus, it is most unlikely that both dispersion and
transition dipole moments remain the same. Yet, the fact that we observe two relaxation
time constants is directly interpreted as the sign that dispersion and/or transition dipole
moments do change.
5.2.2. Intensity and temperature dependence
Up to now, we have not commented on the mechanism of excitonic relaxation. Relaxation
in k−space, of course, requires the wave vector k to be changed. Just as in the indirect
emission process, this is done by the aid of phonons. Obviously, two straightforward ways
to alter the phononic properties of the sample are the variations of excitation intensity
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and/or sample temperature, which will be addressed in this section.
The dependence on temperature and on excitation intensity was measured with the
same configuration as the data presented in the previous section, using excited state
absorption, monitored by a probe beam centered around 640 nm. Again, the samples
were pumped resonantly into the lowest excited state. Metallic neutral-density filters
were employed to modify the pump intensity. For the low-temperature measurements,
the samples were mounted to a cold finger of a helium continuous flow optical cryostat.
The exciton densities created were estimated as described in Sect. 3.4.1. In order to
keep the figures less overcharged and not to mention exciton densities repeatedly, they
have been summarized in Table 5.1. The numbers in the columns
(
(h) = high intensity,
(m) = moderate intensity, (l) = low intensity
)
, broken down both by sample and by
temperature, then denote the densities that are related to a certain label in one of the
following graphs.
Ultrafast initial relaxation
Figures 5.8 shows the normalized transient transmittance ∆T/T for PTCDA for the first
few hundred femtoseconds after excitation for room temperature (a) and low temperature
(b). The data already shown in Fig. 5.6 are also repeated as open circles in (a). For better
comparison, each curve has been normalized to its maximum value. We note that the
total time window displayed is different for both panels, so that the curvature of the rise
of |∆T/T | can be better seen.
As for the exemplary case in Fig. 5.6, fit functions are displayed. We first employed
S2(t) to fit the data. If in this case it turned out that τr,2 → τr,1 ≈ τ̃xc, S2(t) and S1(t)
are no longer distinguishable. In this case, the fit S1(t) with one exponential is displayed,
which is commonly the case for the highest excitation densities.
Keeping the temperature constant in (a), it is clearly visible that the relaxation process
is slowed down with decreasing excitation intensity. While the delayed rise of |∆T/T | is
pronounced for curves (m) and (l), it is not visible for (h). There, ∆T/T even remains
Table 5.1.: Exciton densities created by the pump pulse (all values in cm−3) for the pump-
probe experiments in Chapters 5 and 6. The letters
(
(h),(m),(l)
)
in parentheses correspond
to the labels of the curves in the figures starting with Fig. 5.8. The curves (time scans) for
intermediate densities (h-m) and (m-l) are not always shown in the figures, yet the parameters
that have been evaluated from them, e. g., the τr,2 as in Fig. 5.10. Exciton densities were
estimated using Eq. (3.50).
Sample T [K]
Exciton densities related to figure labels [cm−3]
(h) (h-m) (m) (m-l) (l)
PTCDA 295 3.1 × 1020 1.4 × 1020 3.1 × 1019 1.6 × 1019 3.9 × 1018
PTCDA 5 2.2 × 1020 1.1 × 1020 2.5 × 1019 1.3 × 1019 2.9 × 1018
MePTCDI 295 2.4 × 1020 1.2 × 1020 2.4 × 1019 1.1 × 1019 1.9 × 1018
MePTCDI 5 1.9 × 1020 1.0 × 1020 2.1 × 1019 1.1 × 1019 2.8 × 1018
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Figure 5.8.: ∆T/T (normalized) for
a PTCDA thin film at 295 K (a)
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each. Solid lines are fits, and the
dashed line is the integrated cross-
correlation. Note the different time
axes.
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Figure 5.9.: Same as in Fig. 5.8, but
for a MePTCDI thin film. Data
from Fig. 5.7 are repeated as open
circles (m) at 295 K.
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Figure 5.10.: Intraband relaxation
time constants τr,2 extracted
from the fits to the data in Figs.
5.8 and 5.9. The gray rectangle
highlights the range where the
single exponential fit performs
better. Labels (h),. . . ,(l) are as
in the previous figures (cf. Ta-
ble 5.1) and apply to all four
curves, from big τr,2 to small
τr,2.
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parallel to the integrated cross-correlation, at the limit of time resolution. Comparison of
a certain exciton density in 5.8 (a) and (b) also demonstrates that a temperature increase
accelerates the relaxation process.
As for the MePTCDI thin film, our exemplary curve in Fig. 5.7 revealed a faster
intraband relaxation process than the one for PTCDA. This observation is also confirmed
by Fig. 5.9, where the intensity and temperature dependence for MePTCDI is displayed.
Moreover, intensity and temperature dependence valid for PTCDA are also confirmed by
the MePTCDI measurements in Fig. 5.9, although they are less pronounced, especially
the latter. Figure 5.10 displays the values of the intraband relaxation times for the
two samples for the various initial exciton densities and temperatures. At the highest
excitation densities, the rise of |∆T/T | is at or close to the limit of time resolution and
completely described by a single exponential behavior. In these cases, S1(t) has been used
to fit the data. The corresponding range is highlighted in Fig. 5.10 by the gray rectangle.
In all other cases the value of τr,2 is displayed. Table 5.2 summarizes the values of the fit
parameters τr,1 and τr,2 for the data points in Fig. 5.10.
The relaxation in k−space requires the emission of phonons. Converting the energy
difference between the lowest absorbing and the emitting states of 40–45 meV (cf. Sect.
Table 5.2.: Values for the fit parameters for the data points in Fig. 5.10: If S1(t) is more appro-
priate, only one value (τr,1) is given. If S2(t) is suited better, the combination of τr,1 and τr,2
is listed.
Sample T [K]
Relaxation time constants τr,1 [fs] or τr,1 / τr,2 [fs]
(h) (h-m) (m) (m-l) (l)
PTCDA 295 29 30 2 / 88 2 / 100 2 / 100
PTCDA 5 2 / 46 2 / 86 2 / 153 3 / 175 2 / 242
MePTCDI 295 25 25 3 / 56 1 / 43 2 / 86
MePTCDI 5 25 25 21 / 41 7 / 85 2 / 95
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2.3) in MePTCDI and PTCDA thin films to wavenumbers, this corresponds to values of
320–340 cm−1. Scholz et al. [29] and Tenne et al. [126] have addressed the vibronic
properties in PTCDA thin epitaxial films and single crystals, respectively, using Raman
spectroscopy. Hasche et al. [108] have used ultrafast time-domain spectroscopy to in-
vestigate coherent phonon oscillations in thin films of MePTCDI. Despite the fact that
in neither case phonons with the appropriate energy have been found, multiple other
phonons with energies around 100 cm−1 [29, 108, 127] and relatively large Raman cross-
section have been detected which could play a role in the relaxation process. Phonon
emission can either be spontaneous or stimulated by phonons already present in the crys-
tal. The fact of a faster relaxation at higher temperatures corresponds to increased stim-
ulated phonon emission caused by higher thermal concentration of stimulating phonons.
Higher excitation density will also cause a higher phonon concentration and thus leads
to increased stimulated phonon emission. Hence, the trends in Figs. 5.8–5.10 can be well
understood qualitatively.
As far as our limits of about ∼ 250 fs and ∼ 100 fs for the intraband relaxation time
constant τr,2 for the lowest excitation are concerned, it remains open whether these values
are already the intrinsic low density limits. Ino et al. [58] have reported upper and lower
limits of 360 fs and 250 fs, respectively, for the relaxation time constant of the S1 state in
PTCDA at room temperature. However, they did not comment on the excitation densities
used, and excitation took place into high-energy states of 5 eV, making the comparison
somewhat difficult.
Long-time behavior and streak camera limit
Up to now, we have looked at the intraband relaxation process from two different view-
points separately. Time-resolved photoluminescence has taught us about the arrival of
excitons in the emitting states, and from excited state absorption in pump-probe we were
able to estimate the duration of the relaxation process. In this paragraph, we create the
overlap of the two measurement techniques by direct comparison of the individual results
from PL and pump-probe.
Fig. 5.11 depicts again the time-resolved PL data from Sect. 5.1 as open squares in
direct comparison with the pump-probe data from Figs. 5.8 and 5.9. This time, the data
are displayed for a broad time range until 180 ps and with a logarithmic ordinate. Labels
for all curves
(
(h), . . .
)
and exciton densities created by the pump pulse are the same
as in the previous figures. At high intensities, the rapid decay is mainly governed by
exciton-exciton interaction and annihilation, as we will see in the next chapter.
With decreasing pump intensity, the life time of the probed (pump-probe) state(s)
drastically increases and approaches the intrinsic life time, which is determined by exciton
recombination. As for the luminescence data, we have already noted in Sect. 5.1.1 that we
have ensured the PL signal to depend linearly on the pump intensity, pointing towards the
absence of exciton-exciton interaction. The density created in this case was ∼ 1017 cm−3.
In Fig. 5.8 (a), the low-intensity limit for the PTCDA pump-probe data is depicted as
(l) with solid squares, corresponding to an excitation density of 3.9 × 1018 cm−3, which
is still one order of magnitude higher than for the streak camera measurement. Unfortu-
nately, the signal-to-noise ratio did not allow to reach this limit. It can be seen that the
low-intensity data (m) are superimposed by some modulation. Nevertheless, the PL data,
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Figure 5.11.: Comparison of time-resolved photoluminescence (open squares) data from Fig. 5.1
with long-time pump-probe data on a logarithmic scale for various excitation intensities. Left
(a) PTCDA thin film, right (b) MePTCDI thin film. All data are at room temperature.
Symbols and corresponding labels are the same as Figs. 5.8 and 5.9, and initial exciton densities
are as in Table 5.1. The PL curves have been shifted vertically by 0.3 to better distinguish
them from the low-intensity pump-probe data (l). Note the different y coordinates indicating
much faster decay in MePTCDI.
shifted upwards by 0.3, shows a temporal behavior and a life time which are very similar.
In either case, the tail of the curves show a nearly linear decay, indicating the absence
of exciton-exciton interaction. In the case of MePTCDI in Fig. 5.8 (b), this accordance
between the PL data and the low-intensity pump-probe data (l) is even better, since both
curves are essentially parallel11.
The results indicate that with the low-intensity curves (l) we have reached the streak
camera limit and exciton-exciton interaction should be considered at densities higher than
∼ 5×1018 cm−3. The second conclusion that we can draw is that upon basis of the data in
Fig. 5.11, our state |ψk〉 monitored in pump-probe is likely to be the emitting state, |ψπ〉.
This would imply that the τr,2 extracted from the ESA measurements are real intraband
relaxation times and not only upper limits. However, an irrefutable statement about the
nature of |ψk〉 is unfortunately not possible from the time dependence of the ESA signal
alone.
11The suspicious modulations at high densities (h) and (h-m) are no artifacts. They stem from a collective
excitation of the whole film. Due to local heating effects, an acoustic shock wave forms and propagates
in the film, changing the mass density. This alters the optical response of the probed region. This
effect has been well understood for thin films of phthalocyanines [128].
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5.2.3. Pump-probe anisotropy
In Sect. 5.1.2, we have employed luminescence anisotropy to obtain supplementary infor-
mation about our model systems, and we found a convincing accordance of our anisotropy
model with the experimental results. It is therefore obvious to also determine the pump-
probe anisotropy and to compare it to the PL anisotropy. This means that we will readopt
our formalism of Davydov-split doublets |ψ0±〉 populated upon excitation by the pump
beam, and we will also consider Davydov-split band states |ψk±〉.
Experimentally, the ∆T/T signal was measured simultaneously for mutually parallel
and perpendicular probe polarization. This was accomplished by insertion of a a broad-
band half wave plate (λ/2) tilting the probe beam polarization by 45° with respect to the
pump polarization. A polarizing beam splitter placed behind the sample separated both
probe polarizations, which were then recorded by individual auto-balanced photodetec-
tors as described in Sect. 3.4.1. As in the streak camera measurements, we have verified
that the samples did not show anisotropic behavior which might be caused by intense ex-
citation. This was done by measurements of the time-integrated polarization-dependent
luminescence at the pump-probe setup.
Figure 5.12 shows again the pump-probe data on a long time scale for excitation density
(m) from Fig. 5.11, symbolized by open circles, for MePTCDI (left) and PTCDA (right).
The perpendicular counterparts are displayed with solid circles. In the two lower panels,
the pump-probe anisotropies as computed by Eq. (5.1) are depicted. In contrast to the
luminescence anisotropies shown in Fig. 5.4, two major differences can be identified. Not
only are the pump-probe anisotropies for both materials astonishingly similar, but also for
the anisotropy of PTCDA r 6= 0 holds, which is in clear contradiction to the PL results.
The easiest guess that this unexpected result may be attributed to an experimental error
or artifact can be refuted by our observation that other thin films of PTCDA reproducibly
show the same behavior. Moreover, the time dependence of the pump-probe anisotropies
in Fig. 5.12 proves that this effect cannot be explained by a mere calibration error of the
two polarization channels12.
The particular difficulty in the analysis of this open issue is the lack of information
about the target states and the probed transition dipole moments in pump-probe. In
luminescence, the final states |χ±〉 and the dipole moments µij
(
where i, j = (+,−)
)
, for
emission are known. As for excited state absorption of a thin film, however, neither of
them are really known, and the quantum-chemical calculations on an isolated dimer can
only provide limited information.
We now consider the most obvious case of Davydov-split higher excited states |φk±〉
the probe pulse excites into from the probed state |ψk±〉. Then, the (2D) treatment can be
done in full analogy to luminescence anisotropy, as sketched in Fig. 5.2, with transition
dipole moments µ′ij
(
i, j = (+,−)
)
for the S1 → Sn transition. We do not make an
a priori statement about their actual orientation. From symmetry arguments, our only
justified assumption is that as in luminescence the ratio of the µ′ is given by
ξ =
∣∣∣µ′+−
−+
∣∣∣ /
∣∣∣µ′++
−−
∣∣∣ . (5.31)
12Without displaying all data, we note that also the data for other excitation densities (h),. . . show the
same behavior. The effect is thus independent of the excitation density.
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Figure 5.12.: Polarization-dependent pump-probe measurements and the resulting pump-probe
anisotropies for MePTCDI (a,b) and PTCDA (c,d). “p” and “s” denote mutually parallel and
perpendicular polarization of pump and probe beam, respectively. Parallel data (open circles)
are the same as (m) from Fig. 5.11. The perpendicular curve was recorded simultaneously at
the same excitation density.
If µ′‖µ, we immediately get the same result as in Eq. (5.17), independent of whether the
populations of |ψk±〉 are equilibrated. Thus, for PTCDA, where ξ ≈ 0.9, r2D = r̃2D ≈ 0 is
also expected for the pump-probe anisotropy. Assuming the other extreme of transition
dipole moments µ′⊥µ, we obtain for the 2D anisotropy
r2D,⊥(ξ) =
−2 + 4ξ2 − 2ξ4
7 + 10ξ2 + 7ξ4
, (5.32)
and again, this compacts to r2D = r̃2D = 0, if ξ = 1. Hence, regardless of the mutual
orientation of µ and µ′, in PTCDA one expects r2D ≈ 0 for any two states |ψk±〉, |φk±〉
that show Davydov splitting.
The experimental fact that r(0) ≈ 0.2 in PTCDA suggests that this contradiction
may be resolved solely by additional states that are not Davydov-split. This is only
possible if one drops the concept of interaction between inequivalent stacks. Treatment
of the question in this oriented gas model of non-interacting stacks would allow to explain
values of r2D = 0.4 (probed dipole ‖ pumped dipole) or r2D = −2/7 (probed dipole ⊥
pumped dipole) or in between (mixture of transitions)13. However, the oriented gas model
clearly fails with the interpretation of the proven luminescence anisotropy for PTCDA
and MePTCDI.
13The value of -2/7, following from Eq. (5.32) for the limiting case ξ = 0, is due to the 2D treatment. In
3D treatment, of course, we obtain -2/5 as predicted by Eq. (4.4).
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Another loophole would be the assumption of completely different states in pump-probe
and luminescence. For example, the pump-probe state |ψk±〉 might be a precursor of the
emitting state |ψπ±〉. This is extremely unlikely because the temporal behavior of the low-
intensity limit (l) of ∆T/T and the luminescence signal are almost identical, requiring
|ψπ±〉 to be very short-lived, in clear contradiction to the theoretically expected lifetime
for an indirect emission process in luminescence [40]. An alternative idea might be an
absorbing state |ψ0±〉 being actually depopulated via two completely different channels
towards |ψk〉 and |ψπ±〉. In this case, |ψk〉 ought not to be Davydov-split (in puzzling
contrast to |ψ0±〉 and |ψπ±〉), and the transition dipole moment for ESA ought to have
identical orientations in MePTCDI and PTCDA, requiring an additional short-axis po-
larized dipole to obtain r(0) ≈ 0.2. Moreover, the two depopulation rates of |ψ0±〉 should
essentially be identical. The question concerning the expected ESA contribution from
the Davydov-split emitting state remains open. This construction seems utmost artifi-
cial. We therefore conclude this section with the remark that a full understanding of the
pump-probe anisotropy requires a much deeper understanding the states and transition
dipole moments involved in excited state absorption than currently available. However,
this is only possible with extended experimental efforts and in close combination with
more sophisticated quantum-chemical calculations.
Although not all questions raised in this chapter could be fully answered, we now sum-
marize the findings of ultrafast intraband relaxation. Using excited state absorption, we
were able to time-resolve the intraband relaxation process from the Γ−point to the border
of the Brillouin zone in thin films of MePTCDI and PTCDA. For moderate excitation
densities on the order of 1019 cm−3, this process happens on a ∼ 60 fs (MePTCDI) and
∼ 90 fs time scale (PTCDA). Intraband relaxation is accompanied by stimulated emission
of phonons. Reducing the number of phonons available by decreasing the pump intensity
and/or the temperature proved to slow down the relaxation process. We also tentatively
conclude that the probed state in ESA is the emitting state. From the viewpoint of
time-resolved luminescence, the rise time of the signal is in accordance with the upper
limit of the ESA measurements. The experimental results for the different luminescence
anisotropies in MePTCDI and PTCDA were in full accordance with the predictions made
by a luminescence anisotropy model being in full consistence with the exciton model of
Davydov-split states.
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high excitation densities
Up to now, we have considered excitons only as “isolated” (quasi-)particles being well
separated in space and contributing independently to the total transient transmittance
signal. Yet, the strong dependence of the excited state absorption signal on excitation
intensity observed in Sect. 5.2.2 demonstrates that exciton-exciton interaction can not be
neglected in high excitation regimes. In this chapter, we want to quantify this intensity
dependence, using three different models to describe the annihilation process. We will
present these models in Sect. 6.1 and apply them to our ESA data in Sect. 6.2. For
both room and liquid helium temperature, we will extract annihilation rates, diffusion
constants, annihilation radii, and diffusion lengths.
6.1. Annihilation models
6.1.1. Introduction
The comparison of pump-probe traces at various excitation densities in Fig. 5.11 on a
logarithmic scale indicated that for initial exciton densities higher than 5 × 1018 cm−3,
a nonlinear decay of the transient transmittance log(−∆T/T ) becomes apparent. This
implies that the ∆T/T signal does not decay with a single exponential unless we have
reached the low-density limit (l) 1. Deviations from single exponential behavior imply
that multiple concurrent relaxation processes contribute to the signal.
Here, we separate the de-excitation by annihilation from intrinsic exciton recombina-
tion. The latter might itself be accomplished by various relaxation channels, such as
radiative and nonradiative recombination2. These channels are in the following substi-
tuted by one single effective channel with a generalized life time τ . Then, the general
rate equation for the population n of the probed first excited state can be written as:
d
dt
n(t) = −n(t)
τ
− f γ n(t)2 . (6.1)
Here, the first term on the right hand side stands for the generalized population change
in the low-density limit decaying with the single-exciton rate 1/τ . The second term
is due to the bimolecular annihilation process and therefore scales with the square of
n(t). The annihilation rate “constant” γ may actually be time-dependent, as we will see
further below. Usually, the additional coefficient f appears explicitly in the rate equation
Eq. (6.1), indicating the type of the annihilation reaction.
1As in the previous chapter, we keep the uniform labels (h),. . . ,(l). Values are given in Table 5.1.
2This is definitely the case for MePTCDI and PTCDA thin films.
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First, we consider the reaction S1+S1 → X+S0, with S0 being the ground state,
S1 the first excited singlet state, and X a higher excited state. If no exciton remains
after bimolecular annihilation, f = 1. This case applies, e. g., if the excitons dissociate
to create an ionized state, which is typically assumed in the early works on molecular
crystals [129]. If, however, the annihilation of a pair leaves one exciton behind after an
intermediate step ( S1+S1 → Sn+S0 → S1+S0), f = 12 . In the literature, the discussion
about the actual value of f is often only touched or even completely omitted. Mostly, f
is considered to be 12 without any further discussion. In any case, the maximum error in
the determination of the annihilation rate constant γ due to the parameter f is a factor
of 2, since 12 ≤ f ≤ 1 .
When deriving the second term in Eq. (6.1), the common procedure is to regard ex-
citons as mobile particles and to solve the diffusion equation under given constraints to
obtain n(x, t). Changes of the particle density are expressed by a current of ∆N particles
per unit time ∆t normal through a given surface A:
jN =
∆N
∆t
1
A
eA = −D∇n(x, t) , (6.2)
with diffusion constant D. The solution to γ is then related to finding an appropriate ex-
pression for ∇n(x, t). In the following subsections, we discuss three different microscopic
models for exciton-exciton annihilation: three-dimensional diffusion, one-dimensional dif-
fusion, and annihilation via a single-step Förster transfer.
6.1.2. Three-dimensional annihilation
In the simplest case, excitons are assumed to be particles with isotropic diffusion constant
D3D, which annihilate if a pair comes closer than a critical distance ā. This distance
corresponds to an average 3D-lattice constant. An approximate solution was already
given for the equivalent problem of coagulating particles by Smoluchowski [130] and
reviewed in [131]
γ3D = 8πD3Dā
(
1 +
ā√
2D3Dπt
)
. (6.3)
We briefly sketch the derivation of Eq. (6.3) to be able to translate the ideas to the
single-step mechanism in Sect. 6.1.4. The derivation is based on the related problem of
particle capture by an immobile trap. Assuming an interaction distance ā and an initially
uniform exciton concentration n0, the diffusion problem around the spherical quenching
sphere of a single trap can be exactly solved and gives for the exciton current into the
trap (see, e. g., [132]):
|jN | = γT,3D · n0 , (6.4)
with the trapping rate constant
γT,3D = 4πD3Dā
(
1 +
ā√
D3Dπt
)
. (6.5)
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We now consider a volume V containing N excitons and NT non-interacting traps. Let
the corresponding densities be n = N/V and nT = NT/V . Then, the exciton number
changes according to Ṅ = −NT|jN |, leading to an average exciton density:
d
dt
n = −γT,3D · n0 · nT . (6.6)
This rate equation describes the diffusion of excitons driven by the concentration gradient
∇n between the inner boundary given by the trap-surface (n(ā) = 0) and the outer
boundary given by the undisturbed region far away n(r → ∞) = n0. If additional
processes change the concentration at the outer boundary, n0 should be replaced by its
actual value. It can thus be approximated by the average concentration n, and Eq. (6.6)
becomes:
d
dt
n = −γT,3D · n · nT . (6.7)
The rate law (6.7) for the trapping problem can easily be applied to bimolecular
annihilation. Then, each exciton acts as a trap and nT = n. In addition, the rate
constant γT,3D for the particle current into the trap has to be modified, since now the
trap is mobile, too. As the relative motion of two diffusing particles can be described
by an effective diffusion constant Deff = D3D + D3D [130, 131], the rate constant γT,3D
becomes γ3D as given in Eq. (6.3)
3.
The t-dependence of the annihilation constant arises from the fact that proximate exci-
tons, or excitons closest to traps, will interact first. Progressively greater inter-particular
distances result in decreasing annihilation rates. In many cases, the rate constant γ3D is
even considered only for time scales t ā2/(2D3Dπ). Using the nearest neighbor hopping
time tH = ā
2/(6D3D), this corresponds to t tH. At such time scales, the transient term
in Eq. (6.3) can be neglected and the rate constant takes the simple, time-independent
form γ3D = 8πD3Dā.
6.1.3. One-dimensional annihilation
Although we do not make an a priori statement about the dimensionality of the diffusion
process, the above premise of an isotropic diffusion constantD3D seems somewhat unlikely
in a highly anisotropic molecular crystal, such as PTCDA and MePTCDI. Suna [133] has
pointed out that the rate constants for diffusion-controlled reactions in molecular crystals
strongly depend on the dimensionality of the system. For the one-dimensional case, the
rate constant for bimolecular annihilation is given by (see, e. g., [134]):
γ1D =
1
aN0
√
8D1D
πt
, (6.8)
3We note that this scenario actually refers to an annihilation reaction S1+S1 → X+S0, where both
excitons are destroyed, i. e., f = 1. One might think at first glance that use of the trapping rate law
implies a survival of one exciton (the trap). However, the annihilation of the trap is included by the
fact that the concentration n of “excitons falling into traps” refers to all excitons and thereby includes
the “excitons acting as traps”.
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with a being the 1D-lattice constant, D1D the diffusion constant along the considered
direction, and N0 the 3D molecular density.
The rate constant γ1D in Eq. (6.8) can be retrieved from the one-dimensional diffusion
problem for a semi-infinite slab. Let the initial population be constant (n(x, t = 0) = n0),
and let there be a perfect sink at the surface of the slab, i. e., n(x = 0, t) = 0. The
exciton current density into the sink is then given by
√
D1D/(πt) [135]. If we treat the
3D molecular crystal as a system of 1D stacks with a trapping site density nT, the
treatment can be done analogously to the 3D case in Eq. (6.7), and we obtain:
d
dt
n = −γT,1D · n · nT . (6.9)
Here, the annihilation rate constant is
γT,1D =
1
aN0
√
4D1D
πt
. (6.10)
Similar to the 3D case, the transition towards the annihilation problem is done by taking
nT = n and by using the effective diffusion constantDeff = D1D+D1D in the rate constant
γT,1D, arriving at the annihilation rate constant γ1D in Eq. (6.8). In remarkable contrast
to the 3D diffusion problem, the 1D rate constant γ1D does not approach a finite value
for large t. Thus, the dynamics in 1D will be significantly different from the 3D case.
6.1.4. Förster-type interaction and annihilation
The two diffusion models discussed so far assume that the excitons diffuse sufficiently
rapid in many steps of the type S1+S0 → S0+S1 towards each other, until they annihilate
via a short range interaction in a final step of the type S1+S1 → X+S0. As an alternative
model, we now discuss the case that annihilation occurs without exciton diffusion and
just by a single, long-range annihilation step.
As seen in Figs. 4.8 and 4.9, both PTCDA and MePTCDI show strong photoinduced
absorption in the range between 1.7–2.0 eV. This allows for good spectral overlap with the
photoluminescence (shown in Fig. 5.1), peaking around 1.80 eV. Thus, efficient Förster
type energy transfer with a large Förster radius RF can be expected for the annihilation
step S1+S1 → Sn + S0, with Sn being the state the probe pulse excites into in the excited
state absorption experiments.
To derive a rate law for such a single-step annihilation mechanism, we start again with
the trapping problem. Förster [136] considered a model in which a donor molecule is
surrounded by a statistic distribution of acceptor molecules with volume density nT. For
a single donor molecule, the decay rate follows from a summation of the intrinsic decay
rate 1/τ and all energy transfer rates to the surrounding acceptor molecules. Averaging
over all distributions of donor molecules leads to the time-dependent exciton population
on the donor molecules [136]:
n(t) = n0 exp
(
− t
τ
− 4
3
πR3F
√
πt
τ
nT
)
. (6.11)
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Derivation with respect to t yields a rate equation
d
dt
n = −n
τ
− γF · n · nT , (6.12)
with a rate constant
γF =
2
3
π R3F
√
π
τt
. (6.13)
This formalism is used to discuss luminescence quenching experiments in molecular crys-
tals with an acceptor (quencher) concentration nT [137]. For application to annihilation
experiments, we identify nT = n as in the diffusion problem and arrive at a rate law of the
general form of Eq. (6.1), with an annihilation constant γF. The rate constant γF for the
single-step annihilation mechanism is (apart from the role of τ) structurally equivalent
to the rate constant for the 1D diffusion model, as both share a t−1/2 dependence.
6.2. Application of annihilation models
In this section, we turn towards the application of all three annihilation models to
our pump-probe data in order to identify the most appropriate annihilation process.
Initially, the experimental conditions are briefly recapitulated: Thin films of PTCDA
and MePTCDI with 25 nm and 35 nm thickness were excited resonantly into the low-
est excited S1 state using 25 fs pump pulses, centered around 2.22 eV for PTCDA and
2.16 eV for MePTCDI. The probe pulses were shaped by the AOPDF (Sect. 3.3.3) with
a Gaussian spectral envelope centered around 1.94 eV and a FWHM of 100 meV. Be-
cause both PTCDA and MePTCDI show strong photoinduced absorption in this range
(Sect. 4.3), we were able to monitor the populations in the S1 manifold by means of
excited state absorption. Measurements have been performed at room and liquid helium
temperature over a wide range of excitation densities. Figure 5.11 has already presented
the room-temperature data on a long time range for both PTCDA and MePTCDI. The
data for 5 K will be presented together with the fits in the following section Sect. 6.2.1.
Values for the annihilation constants, diffusion constants, diffusion lengths, and Förster
radii will then be summarized later in Sect. 6.2.2.
6.2.1. Fits to experimental data
We have solved the rate equation Eq. (6.1) with the different annihilation constants γi
from Eqs. (6.3),(6.8),(6.13). The coefficient f in Eq. (6.1) has been chosen to be f = 12 ,
assuming an annihilation reaction S1+S1 → Sn+S0 → S1+S0, which implies that the
ionization of the higher excited Sn state plays only a marginal role.
The results for the exciton density n(t) are as follows: For the 3D diffusion model, we
obtain
n3D(t) = n0 e
−t/τ
[
1 + c′
(√
2D3Dτ
ā
(1 − e−t/τ ) + erf
(√
t
τ
))]−1
, (6.14)
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with the abbreviation c′ = 4π n0 ā
2
√
D3Dτ/2 . The error function “erf” has already
been defined in Eq. (5.27). For the 3D mean lattice constants, we derive āP = 7.24 Å
for PTCDA [24] and āM = 7.57 Å for MePTCDI [14] from the crystal structures. Since
we cannot detect n(t) directly, we have to establish the link to the detected signals
|∆T/T (t)|. For that purpose, we have used a detection efficiency factor η = |∆T/T |/ n
mapping exciton densities to signals. This factor can be determined from the initial
density n0 = n(t = 0) which can be estimated using Eq. (3.50)
4.
The low-density life times τ were extracted from linear fits to the tails of the low-
intensity pump-probe data log(−∆T/T ). For room temperature, these data are shown in
Fig. 5.11 (label “(l)”). Yet, the rather noisy signal at this excitation density resulted in
broad ranges of possible values for τ . The most trustworthy values τopt were τP,5K = 5.7 ns
and τP,295K = 470 ps for PTCDA, and for MePTCDI τM,5K = 3.3 ns and τM,295K = 235 ps.
Fits with the annihilation model from Eq. (6.14) were performed for distinct (i. e., fixed
during the fitting procedure) values of the different τi. The error bars of the fit parameters
were estimated using estimated error bars for the τi
5. Hence, only one parameter, the
diffusion coefficient D, was fit at a time, making the fits more reliable.
The solutions for the 1D diffusion annihilation model and for the single-step Förster-
type annihilation model are:
n1D(t) = n0 e
−t/τ
[
1 +
n0
aN0
√
2D1Dτ erf
(√
t
τ
)]−1
. (6.15)
nF(t) = n0 e
−t/τ
[
1 +
1
3
π2 n0R
3
F erf
(√
t
τ
)]−1
. (6.16)
The distance a of adjacent molecules is the 1D lattice constant, i. e., aP = 3.72 Å for
PTCDA and aM = 3.87 Å for MePTCDI. The respective 3D molecular densities are
N0,P = 2.64 × 1021 cm−3 and N0,M = 2.30 × 1021 cm−3. The fit parameters were D1D for
the 1D model and RF for the Förster model. In all cases, the same values for the life
times τi as for the 3D model have been employed.
The apparent similarity between the 1D diffusion-limited process and static annihi-
lation via Förster interaction has already been pointed out early [129, 133], which is
frequently mentioned in the literature. Yet, the discussion usually remains limited to
extracting values for γF or γ1D only. In this work, we perform a more detailed analysis
and actually provide values for the diffusion constants D and the Förster radius RF.
PTCDA Figure 6.1 again depicts the pump-probe ESA data for high (h) and moderate
(m) excitation densities (cf. Table 5.1 and Sect. 5.2.2) for room temperature as in Fig. 5.11,
together with the best fit curves for all three annihilation models. The vertical scale of
the panels (a) and (b) has been adjusted to match best the range of the individual curves.
Low-temperature data is presented in Fig. 6.2. In all four cases, the fit curves for the
1D-diffusion limited process are in striking agreement with the experimental data. As
4Our treatment implies that the population is generated instantly by a single pump pulse at t = 0.
5These error bars were rather large: τmax ≈ τopt × 1.45, τmin ≈ τopt × 0.65 .
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Figure 6.1.: Fits to pump-probe ESA data from a PTCDA thin film at room temperature at
high (h),(a) and moderate (m),(b) excitation densities. The fit curves have been calculated as
defined by Eq. (6.15) for 1D diffusion annihilation and by Eq. (6.14) for 3D diffusion annihila-
tion. Fit curves for the single-step Förster model after Eq. (6.16) coincide with curves for 1D
annihilation. Results are displayed for the best fits. Excitation densities are as in Table 5.1.
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Figure 6.2.: As in Fig. 6.1, but at 5 K, again for high (h),(a) and moderate (m),(b) excitation
densities. Again, curves for the 1D and the Förster model coincide.
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expected from the same structure and the same t−1/2 dependence of the annihilation
constants γ1D and γF, this also applies to the Förster single-step model – the curves
actually coincide. We emphasize that we have also fit the models to the curves for the
two remaining excitation densities (h-m) and (m-l) (cf. Table 5.1) at room temperature
and achieved fits of as high quality as in Figs. 6.1 and 6.2.
In contrast, the 3D-diffusion model shows clear discrepancies in all cases. Still, when
the parameter ā is no longer kept constant in the fitting process for the 3D diffusion
model, it is in fact possible to obtain fits from Eq. (6.14) also for the 3D model being
in good agreement with the data. However, this results in rather unphysical values of
ā ≈ 20 Å, large compared to the actual lattice constants.
We interpret our results as an evidence that – in case that we consider a diffusion-
limited process – exciton transport in PTCDA thin films is primarily one-dimensional,
along the stacking direction. However, it is as just to conclude that exciton annihilation
might be due to a single-step Förster-type annihilation process6.
MePTCDI Figures 6.3 and 6.4 depict the ESA data for MePTCDI thin films at high
(h) (panel (a)) and moderate (m) (panel (b)) excitation densities for room temperature
and low temperature, respectively. As above, the fits with the 1D diffusion model for
moderate excitation densities (m) are in very good agreement with the experimental
data. Of course, this also applies to the single-step Förster model, as the curves coincide
again. The 3D model in these cases is clearly inferior. However, the situation drastically
changes when we look at the high excitation (h) density data in Figs. 6.3 (a) and 6.4 (a).
There, the 1D model and the Förster model completely fail, whereas the 3D diffusion
model describes the data very convincingly. As far as the two intermediate excitation
densities (h-m) and (m-l) (cf. Table 5.1) are concerned, we note that for the excitation
density (m-l) only the 1D and the Förster model are in clear accordance with the data.
For density (h-m) all fits are of similar mediocre quality, but with slight advantages in
favor of the 3D model.
If we again consider a diffusion-limited process, our results indicate that at not too
high excitation densities (m), exciton transport in MePTCDI thin films is also one-
dimensional, along the stacking direction, just as in PTCDA. Yet, with increasing exciton
density the transport is described much better by a 3D diffusion model. Hence, not only
does the question arise which process is responsible for the change of the transport prop-
erties. Since our quasi-1D samples have a high intrinsic anisotropy, it is also interesting
how such a 3D transport in a stacked environment should look like7.
In the similar columnar materials class of phthalocyanines, evidence for hopping be-
tween adjacent stacks has been found [139]8, which could increase the dimensionality of
the system. Theoretical models of 1D diffusion with escape by inter-stack hopping [140]
6It should be noted that decay kinetics described by a t−1/2-dependence could also be due to to exciton
trapping by impurities in the crystalline structure (cf. Eq. (6.9)). Then, the decay rate should depend
linearly on the initial exciton density. The nonlinear dependence of the decay rate (best seen in
Fig. 5.11) on excitation intensity shows that this is not the case for PTCDA (and also MePTCDI).
7We would assume 3D transport rather in isotropic material, as shown, e. g., in the amorphous Alq3
(tris(8-hydroxyquinoline) aluminum) [138].
8In triplet-triplet exciton annihilation.
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have confirmed that even if they happen infrequently, these hops can affect the decay
kinetics, especially at longer times. If we examine Figs. 6.3 (a) and 6.4 (a), it might be
possible that this hopping process is effective after some 25 ps.
We should therefore estimate the inter-stack coupling in MePTCDI compared to
PTCDA, where the 3D model is not appropriate. Intuitively, one might think that the
mutual orientation of the two stacks in MePTCDI (cf. Fig. 2.6, where the unit cells are
depicted) under only a small angle favors inter-stack coupling in contrast to the PTCDA
crystal with its herringbone-like orientation of stacks. However, in the first approxima-
tion the inter-stack coupling in MePTCDI and PTCDA is in fact of similar strength9.
Moreover, similar coupling strength can also be inferred from the observation that the
Davydov-splitting is on same order of magnitude [23, 48]. Hence, the mere assumption
of a preferred inter-stack hopping in MePTCDI alone does not completely resolve the
open issue, although it might play a small role.
Figure 6.5 shows fits to pump-probe data from a PTCDA thin film at room temper-
ature, as in Fig. 6.1, but at an excitation density of 1.4 × 1021 cm−3, 4.5 times higher
than for the curve (h) in Fig. 6.1 (a). Interestingly, the 3D diffusion model now performs
significantly better than the 1D diffusion/single-step Förster model, comparable to the
MePTCDI examples at high intensities (h) above. Hence, for a given excitation den-
sity n0, relaxation processes in PTCDA happen with a relaxation rate being achievable
in MePTCDI using excitation densities of almost one order of magnitude lower.
For the annihilation reaction S1+S1 → Sn+S0 → S1+S0, it is generally assumed that
the higher excited Sn state loses its energy by vibronic (phononic) relaxation. We therefore
tentatively conclude that the cross sections for phononic relaxation in MePTCDI are
significantly larger than in PTCDA. The accelerated intraband relaxation processes in
MePTCDI in Sect. 5.2.2 point in the same direction. For a complete understanding and
resolution of this problem, however, enhanced models and additional theoretical efforts
are required, which are beyond the scope of this thesis. As far as the data at high
excitation intensities are concerned, our models in Eqs. (6.14–6.16) are certainly limited.
9The matrix-element between nonequivalent molecules in the unit cell in point dipole approximation is
5.83 meV for MePTCDI and 3.89 meV for PTCDA, calculated by Hoffmann after [100].
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6.2.2. Summarized fit results
In this section, the results for the different fit parameters D,RF, γi are summarized. The
outcome for the D and RF is displayed in Fig. 6.6. For the presentation in this figure
and for the discussion in this section, an important remark is to be made: In Sect. 6.2.1
we have pointed out that the single-exciton relaxation rate 1/τ could only be determined
with large error bars due to the limited signal-to-noise ratio at the low-density limit. In
fact, the values for τi (for a given temperature or material) varied by about a factor of 2.
The fits have been carried out with distinct values of τ , and the Figs. 6.1–6.5 depict the
most appropriate fits to the data. This is to say that the values for the τi in these figures
are not necessarily always the same. The error bars in Fig. 6.6 indicate the possible
variations as a result of the different life times τi used in the fits
10.
PTCDA We first discuss the results for PTCDA. The diffusion constants D1D and
Förster radii RF are depicted by triangles in Fig. 6.6 (a) and (b), respectively. For
both room and low temperature, the obtained D1D are independent of the initial exciton
density n0. This proves that the diffusion model from Sect. 6.1.3 can be consistently
applied for various excitation densities n0. The temperature dependence of D1D shows
an increase from (4.5 ± 1)×10−3 cm2 s−1 at helium temperature to (4 ± 1)×10−2 cm2 s−1
at room temperature. These values are related to annihilation rates via Eq. (6.8), and
we obtain γ1D,5K = (1.05 ± 0.15) × 10−15 t−1/2 cm3 s−1/2 and γ1D,295K = (3.3 ± 0.5) ×
10−15 t−1/2 cm3 s−1/2 at 5 K and 295 K, respectively.
Schüppel and co-workers [125] have extracted exciton diffusion constants and diffu-
sion lengths for PTCDA from luminescence quenching measurements in a double layer sys-
tem of PTCDA/TiOPC (titanyl-phthalocyanine). They extracted values of 10−3 cm2 s−1
at 5 K and 6 × 10−3 cm2 s−1 at 295 K, which are smaller than our values by a factor
of 5–7. This difference might be explained with the fact that the probed state in our
experiments could differ from the emitting state probed in the luminescence quenching
measurements, so that a direct comparison of the values is not appropriate. Moreover,
the time widow we look at in our experiments is substantially shorter. Thus, we may see
a higher effective diffusion coefficient D1D because fewer excitons have been bound by
traps and impurities. One might also have in mind local heating effects due to the up to
1000-fold higher excitation density in the pump-probe experiments. Yet, such an effect
cannot held responsible, because our D1D does not depend on n0.
A thermally activated hopping process can be regarded as the probable cause for the
increase ofD1D by one order of magnitude [132]. One should note that this increase inD1D
goes in parallel with a decreased life time τ as a result of the activation of nonradiative
decay channels. Therefore, the resulting root mean square displacement
Λ1D =
√
2τD1D (6.17)
may eventually be independent of the temperature. In fact, we obtain Λ1D ≈ 74 nm at 5 K
and Λ1D ≈ 68 nm at 295 K. Remarkably, the average distance of excitons in the stack at
the highest excitation density (h) for PTCDA (n = 3.1 × 1020 cm−3) is approximately
10These errors are much larger than the mere (numerical) uncertainty due to the fit algorithm.
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Figure 6.6.: Diffusion constants and Förster radii obtained from the fits to pump-probe data.
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Bottom (c): Diffusion constants D1D from 1D model (left frame) and D3D from 3D model
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to the data points are again abbreviations for the excitation densities (Table 5.1). Center
panel (b): Förster radii for PTCDA (triangles) and MePTCDI (squares) obtained from the
single-step Förster model. No points are shown for MePTCDI for n0 > 10
20 cm−3 since the
Förster model is no longer appropriate. Error bars indicate the variations due to different
values of the life time τ used in the fits.
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∆x = a ·N0/n = 3.1 nm, which is much smaller than the root mean square displacement.
Thus, one of the premises for the derivation of the annihilation constant is not fulfilled,
namely the assumption of non-interacting traps. The nevertheless high accuracy of the
fit might be explained by the arguments given in the derivation of the 3D-model for the
case of overlapping diffusion regions. Alternatively, the underlying mechanism could be
a single-step mechanism as discussed below.
Gulbinas et al. [56, 57] as well as Mi et al. [141] have carried out investigations of
excited state dynamics at high excitation densities of various phthalocyanines11, which
also belong to the class of stacked quasi-1D materials. Both groups have obtained 1D
annihilation constants in the range γ1D,295K ≈ 1− 3× 10−15 t−1/2 cm3 s−1/2, in very good
accordance with our values. Gulbinas et al. [56] have also converted the annihilation
constants to 1D diffusion constantsD1D, being interestingly about one order of magnitude
lower than our values. The in-stack distance a for phthalocyanines is on the same order
as for PTCDA, but the molecular density N0 is smaller by a factor of two (due to the
larger molecules), which can already explain a factor of 4 in Eq. (6.8).
The Förster radii RF for the single-step Förster model are shown in Fig. 6.6 (b),
symbolized by triangles for PTCDA. The resulting RF are all in the range of 2.8 ± 0.5 nm.
From Eq. (6.13), we can evaluate the corresponding annihilation rates γF,5K = (1.3 ±
0.2)× 10−15 t−1/2cm3 s−1/2 (5 K) and γF,295K(3 ± 0.6)× 10−15 t−1/2cm3 s−1/2 (295 K). In
accordance with D1D in the 1D diffusion model, the RF obtained do not depend on the
initial exciton density n0 neither for room nor for helium temperature, which confirms the
consistency of the model. Furthermore, it can be seen that the RF are also independent of
T . Temperature-independent values for RF are consistent with the observed temperature-
independent values for the diffusion length Λ1D in the 1D-model, since both parameters
describe an effective length scale for the interaction.
A temperature-independent RF is physically reasonable for the assumed Förster
transfer: Because the S1 → S0 emission spectrum overlaps very well with the excited state
absorption band S1 → Sn, a temperature-dependent change of the shape of the spectra
will not strongly impact on the spectral overlap integral, which determines the Förster
transfer rate. The good spectral overlap, together with the fact that both transitions
are strongly allowed singlet-singlet transitions, can also explain the large value of RF.
It is similar to Förster radii in effective donor-acceptor energy transfer systems, since
essentially the same type of transitions is involved. This is in contrast to the mechanism
of a nearest-neighbor jump in the diffusion model, where the excitons jump to the nearest
neighbor via the reaction S1+S0 → S0+S1. For this jump to an unexcited molecule, the
spectral overlap between S1 → S0 emission and S0 → S1 linear absorption is decisive.
Because of the large Stokes-shift in PTCDA films, this overlap is dominated by the
wings of the spectra. Thus it is strongly influenced by temperature dependent changes
in the peak-width. Rising temperature gives broader spectra, larger overlap and finally
larger diffusion constants.
An isotropic Förster interaction seems to be difficult to reconcile with the highly
anisotropic stacked structure, but – as stated above – RF is a parameter carrying infor-
mation about effective interaction lengths, and it has been acquired by averaging over a
11Vanadyl-/Lead-/Chlorine-Aluminium/Magnesium-Phthalocyanine (VOPC, PbPC, ClAlPC, MgPC)
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large volume. If we count the number N of PTCDA molecules inside a sphere with radius
RF, we obtain N ≈ 240, which indicates that our system is already turning towards an
isotropic system.
For completeness, we also list the diffusion constants D3D obtained within the 3D
diffusion-limited model, although it is clearly inferior: D3D,5K = (6.4± 0.5)×10−5 cm2 s−1
at 5 K and D3D,295K = (3.1 ± 0.3) × 10−4 cm2 s−1 at 295 K, which corresponds to anni-
hilation constants γ3D,5K ≈ 1.25 × 10−10 cm3 s−1 and γ3D,295K ≈ 5.5 × 10−10 cm3 s−1, re-
spectively. The hopping times at 295 K are tH = ā
2/(6D3D) = 2.8 ps and thus very short
compared to the time scale we investigate. Thus, in our regime the transient term in the
3D annihilation rate constant in Eq. (6.3) is indeed only a minor correction (O(10−6)).
Larger corrections would be expected from other approximations inherent in the sim-
ple 3D model: The obtained diffusion constants correspond to 3D root mean square
displacements
Λ3D =
√
6τD3D , (6.18)
which gives values of 11 nm at 295 K or 20 nm at 5 K. These root mean square displace-
ments are only 1–1.5 orders of magnitude above the average lattice constant ā = 7.24 Å
and thus the continuum approximation in the 3D model becomes already crude. Further-
more, Λ3D is only a factor of 4–7 above the Förster radius obtained from the single step
model. Alternatively expressed, the number of single diffusion steps during the exciton
life time is only, e. g., 160 at 295 K. For such a small number of diffusion steps, a distinc-
tion between pure diffusion models and long-range single step models becomes difficult
and combined models would be most appropriate. These problems of the 3D-diffusion
results arise much less in the 1D-diffusion model, since there the obtained displacements
are much larger and the number of single diffusion steps is of the order of ∼ 27, 000 at
295 K, providing internal consistency to the 1D-diffusion model.
MePTCDI We finally summarize the fit parameters for MePTCDI. In Fig. 6.6 (c), the
values for the diffusion constants D1D (left frame) and D3D (right frame) are displayed,
whichever model is more appropriate at the respective excitation density. For moderate
densities (m),(m-l), the diffusion constant D1D increases from (4.4 ± 0.8)× 10−2 cm2 s−1
at 5 K to some (5 ± 2.5) × 10−1 cm2 s−1 at room temperature, which corresponds to
annihilation rates γ1D,5K = (3.8 ± 0.4) × 10−15 t−1/2 cm3 s−1/2 and γ1D,295K = (1.25 ±
0.3) × 10−14 t−1/2 cm3 s−1/2 at 5 K and 295 K, respectively. Compared to PTCDA, the
annihilation rates in MePTCDI are about 3–4 times higher, which thus results in diffusion
constants for MePTCDI being about one order of magnitude larger. This result agrees
with the perception that all relaxation processes in MePTCDI happen much faster. The
observation of the suspiciously high diffusion constants D1D and diffusion lengths Λ1D –
we obtain Λ1D of (160± 70) nm – indicates that for MePTCDI, an important additional
relaxation component seems to be missing in the rate equation Eq.̃(6.1). One might
consider a much higher impurity or static trap concentration than in PTCDA.
Since RF enters the formula for γF in Eq. (6.13) in the cubic term, the 3–4-fold increase
of γ1D for MePTCDI leads to Förster radii which are only about 1.5 times higher for
MePTCDI than for PTCDA: In Fig. 6.6 (b), RF is in the range of 3.8 ± 0.6 nm, and it is
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(almost) independent of temperature and excitation density n0 in the observed range, in
accordance with PTCDA.
For high excitation densities (h-m),(h) the right frame in Fig. 6.6 (c) depicts the results
for the diffusion constants D3D resulting from the 3D diffusion model. For density (h),
we obtain D3D,5K = 9 × 10−4 cm2 s−1 at 5 K and D3D,295K = (1.2 ± 0.1) × 10−3 cm2 s−1
at 295 K, which are related to annihilation constants γ3D,5K = 1.7 × 10−9 cm3 s−1 and
γ3D,295K = (2.28 ± 0.04) × 10−9 cm3 s−1, respectively. For the 3D diffusion lengths, we
obtain Λ3D = 13 nm at room temperature and Λ3D = 34 nm at low temperature.
The hopping time tH = ā
2/(6D3D) derived from these values amounts to only 1 ps
at room temperature and is very small compared to the measurement time. Again,
this means that in Eq. (6.3) the transient term is negligible. Since the single-exciton
relaxation rate in Eq. (6.1) can also neglected because of the dominating annihilation
rate, the exciton density would solely depend on a t−independent rate γ. We then obtain
a hyperbolic behavior for the description of the exciton density n:
n(t) =
n0
1 + γ n0 t
. (6.19)
Eq. (6.19) is the limiting case for the highest excitation densities, and it can in fact also
be applied to PTCDA data above densities of 1021 cm−3, which corresponds already to
one exciton per two molecules. It is evident that in this case, the predictive power of our
three models fails, because the premises as introduced in the sections 6.1.2–6.1.4 are no
longer fulfilled. Still, this does not answer the open question of the surprising difference
between PTCDA and MePTCDI. The most promising path to the understanding would
be to focus efforts on the clarification of the differences of the single-exciton relaxation
behavior in particular, which seems to be significantly different for the both materials
and is in either case not well enough understood.
In conclusion of this chapter, we first have presented three different models to de-
scribe exciton-exciton annihilation processes at excitation densities higher than about
5 × 1018 cm−3: a three-dimensional diffusion-limited model, a one-dimensional diffusion-
limited model, and a single-step long-range Förster-type annihilation model. Whereas
the annihilation rates for the two latter models are structurally equivalent and predict
the same type of decay law, the one for the former looks significantly different. All
three models essentially have one free parameter: the diffusion constants D3D and D1D
or the Förster-radius RF. We have applied all three models to a set of excited state
absorption data from pump-probe experiments. This has been done for various excita-
tion densities, at both room and helium temperature, and for two materials PTCDA and
MePTCDI. In case of PTCDA, all data can be explained with high precision by the 1D
diffusion-limited model and the single-step Förster model. In these cases, the whole set
of intensity-dependent multi-exponential decay curves can be consistently fitted. Tem-
perature dependence and order of magnitude of the obtained parameters D1D or RF
correspond to expectations in both models. The 3D annihilation law is significantly less
adequate to describe the decay data unless the excitation density exceeds 5× 1020 cm−3.
For MePTCDI, the 1D model and the Förster model can also successfully describe the
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decay kinetics, with consistent results for the parameters D1D or RF. Yet, these mod-
els can only be applied at excitation densities less than 5 × 1019 cm−3. The 3D model,
however, performs significantly better than the other two at densities around 1020 cm−3.
This clear difference between the two materials indicates that the single-exciton decay
rate entering the annihilation formalism is not yet adequately described for MePTCDI in
our models. Therefore, additional efforts should especially focus on a better understand-
ing of this point, preferably with samples of very high purity to rule out trapping caused
by impurities.
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Within the framework of this thesis, we have investigated thin polycrystalline films and
matrix-isolated molecules of the perylene derivatives PTCDA (3,4,9,10-perylenetetra-
carboxylic dianhydride) and MePTCDI (N,N′-dimethylperylene-3,4,9,10-dicarboximide).
The crystalline phases of these materials are paradigmatic representatives of quasi-one-
dimensional organic molecular systems. We addressed transient absorption spectra, exci-
tonic relaxation in the lowest excited state subsequent to excitation, and exciton-exciton
interaction and annihilation at high excitation densities by means of femtosecond pump-
probe spectroscopy.
7.1. Summary
The knowledge about the nature of the higher excited states and the optical transitions
involved in pump-probe experiments are mandatory prerequisites for the investigation
of the excited state dynamics based on nonlinear spectroscopy. Upon formation of the
molecular crystal, the excited states of the crystalline material are dominated by the
excited states of the isolated molecules, which therefore need to be understood first.
For this reason, we first addressed the topic of transient absorption spectra. Since
the solubility of PTCDA and MePTCDI is too low to prepare solutions not exhibiting
aggregation and still allowing to measure nonlinear optical properties, we used samples
where the dye molecules were embedded in a SiO2 matrix. Transient absorption spectra in
the energetic range of 1.2–2.6 eV have been measured with a time resolution of 500 fs. The
shape of the spectra did not change with time. We were able to ascribe the respective
signal contributions to ground state bleaching, stimulated emission, and excited state
absorption. Comparison with quantum-chemical calculations carried out by Schmidt et
al. allowed to identify the major excited state absorption (ESA) peak around 1.80 eV as
the molecular 1B3u → 4Ag transition (where the label refers to the symmetry of the carbon
backbone of MePTCDI or PTCDA). From the pump-probe anisotropy, the orientation of
the transition dipole moment was determined to be parallel to the long molecular axis,
in accordance with the result of the calculations. Two additional states – 3Ag and 6Ag –
predicted by the calculations at the borders of the observable range could not be assigned
without doubt.
As the trustworthiness of the quantum-chemical calculations was proven by the good
agreement with the results of the experiments on the isolated molecules, we have also
considered calculations on stack dimers by Schmidt et al. to explain the transient ab-
sorption spectra of thin films. In contrast to the monomer spectra, which were very
similar for PTCDA and MePTCDI, the thin film spectra looked distinctly different. The
trends visible in the experimental result from monomer to thin film could be understood
qualitatively from the changes the calculations exhibited between monomer and dimer
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spectra. In particular, three main ESA bands were experimentally observed, around
1.45 eV, 1.85–2.00 eV, and around 2.30 eV. The broad middle energy ESA band was con-
sidered suitable for the investigation of the following excited state relaxation dynamics,
where the probe pulse spectrum was placed in the middle of this strong transition, so
that the population in the first excited state could be monitored.
The second major topic was the relaxation of excitons in the lowest excited state sub-
sequent to photo-excitation at the Γ−point. We discussed this question in the framework
of a band structure model by Hoffmann et al. [8, 34]. From time-resolved lumines-
cence measurements, an upper limit of 10 ps for the population of the emitting states
was deduced. Excited state absorption time-resolved the intraband relaxation process
and revealed relaxation time constants of 60 fs (MePTCDI) and 90 fs (PTCDA) for mod-
erate excitation densities (O(1019) cm−3) at room temperature. We showed that the
relaxation process was accelerated by increase of temperature and/or initial excitation
density, which could be explained by stimulated phonon emission during relaxation in
k−space. We determined a lower limit of 25 fs (resolution limit) for excitation densities
> 1020 cm−3 and upper limits of 250 fs (PTCDA) and 100 fs (MePTCDI) at low excitation
densities (O(1018) cm−3) at helium temperature (signal-to-noise ratio limit).
These measurements were only made possible by the integration of a new pulse shaping
device into the pump-probe setup, the acousto-optical programmable dispersive filter
(AOPDF). The AOPDF allowed us to flatten the spectral phase of the probe beam,
which was necessary to generate shorter probe pulses and to avoid generation of phononic
modulations due to the chirped probe pulse that otherwise would have been superimposed
on top of the transient absorption signal.
From the comparison of the long-time behavior of the pump-probe ESA signal with
the luminescence signal, we tentatively concluded that the state monitored in the ESA
experiments was the emitting state. With increasing excitation density, the decay of the
pump-probe signal was significantly accelerated, which was interpreted as exciton-exciton
interaction and annihilation at densities higher than 5 × 1018 cm−3.
In order to understand the underlying mechanism of annihilation and its related para-
meters, we have modeled the experimental multiexponential decay dynamics for a set of
intensity-dependent decay curves of PTCDA and MePTCDI for both room and low tem-
perature. Three different models have been tested: a diffusion-limited annihilation model
in both three and one dimensions (where the diffusion constant D was the major fit pa-
rameter), and a long-range Förster-type annihilation model, with the Förster radius
RF being the main fit parameter. The structure of the 1D diffusion-limited model and
the Förster model are structurally equivalent. For PTCDA, the 1D and the Förster
models fit the data with high precision, while the 3D model was clearly inferior unless
the initial excitation density was very high (5 × 1020 cm−3). Temperature dependence
and orders of magnitude of the obtained parameters D or RF corresponded to the ex-
pectations. However, a decision between them could not be made based on our data. In
case of MePTCDI, the 1D and the Förster model were in good agreement for a smaller
interval of excitation densities. For an initial exciton density higher than 5 × 1019 cm−3,
the 3D model performed significantly better. This result suggests that the single-exciton
relaxation rate, which is distinctively faster than in PTCDA, does not enter the formalism
adequately.
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7.2. Outlook
In the preceding summary, we have left aside one open issue which could not satisfac-
torily be answered. While the luminescence anisotropy is in perfect agreement with the
expectation from our model calculation and fully consistent with the generally accepted
concept of Davydov splitting, the pump-probe anisotropy could not be explained. The
degree of knowledge about the states and the transition dipole moments involved in lu-
minescence is still much higher than in the pump-probe experiments, although this thesis
adds numerous new contributions to the knowledge base of nonlinear optical properties
of PTCDA and MePTCDI. In any case, more sophisticated models with support from
quantum-chemical model calculations are mandatory.
A first step towards finding an answer to this open question would certainly be to
consider a third perylene derivative as test material, first in luminescence, and later
in pump-probe. A possible option would probably be 3,4,9,10-perylenetetracarboxylic
bis-benzimidazole (PTCBI), which has been used in the Tang solar cell [5]. However,
compared to PTCDA and MePTCDI, the level of understanding of PTCBI is rather
modest, at least as far as nonlinear, time-resolved and ultrafast processes are concerned.
No band structure models have been adapted to it yet. Yet, a time-resolved luminescence
anisotropy experiment, which is much less extensive than a pump-probe experiment,
would in fact be a good starting point.
In this thesis, it has not been fully proven that the state probed in pump-probe spec-
troscopy is actually the emitting state. Still, it is likely that indeed it is. A break-
through in this context would be an ultrafast experiment on time-resolved luminescence
with the pump-probe setup using up-conversion of the luminescence light, because it
would help to clarify the nature of the probed states in ESA and in luminescence. Fem-
tosecond luminescence anisotropy should then be in accordance with the luminescence
anisotropy as measured with the streak camera system, which would be another test for
our model. However, given our experience that it is already very hard even to detect
the time-integrated luminescence with the pump-probe setup, this experiment appears
extraordinary difficult1.
As far as the transient spectra of the matrix-isolated samples are concerned, it would
definitely be desirable to improve the already satisfying accordance with the quantum-
chemical calculations, also as a feedback for the predictive power of the calculations. On
the one hand, samples with a lower concentration of dye molecules may help to underline
the monomer character of the samples. On the other hand, additional experiments at
energies below 1.2 eV will surely answer the question about the nature of the observed ESA
transition around 1.35 eV (whether it is the 3Ag state or not). This is not straightforward,
since it would require a different probe light source and additional IR photodetectors
which are currently not part of the experimental setup. A femtosecond continuum with a
broader high-energy pedestal towards the near UV (e. g. from CaF2 or LiF) may help to
1We recall that PTCDA and MePTCDI are indirect emitters with poor luminescence yield. In fact, we
have measured the time-integrated luminescence with the pump-probe setup to exclude any intrinsic
anisotropy of the samples. Still, both time-resolved and spectrally resolved measurements would be
necessary. A 200 kHz Ti:Sa amplifier system, which we unfortunately do not have access to, is definitely
better suited for this experiment.
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detect the 6Ag state, but it might still be masked by ground state bleaching contributions.
A very interesting question would also be the clarification of the microscopic mechanism
of exciton-exciton annihilation. It fact, it would be possible to distinguish between the
1D diffusion-limited model and the Förster model: Using a set of SiO2 matrix-systems
with sequentially reduced dye concentrations could rule out the diffusion model, since the
dye molecules would at some stage be too far apart in space, so that only a long-range
Förster transfer would be possible. However, this will probably result in an insufficient
signal-to-noise ratio, at least with a 1 kHz system. Alternatively, one could try to produce
1D isolated stacks, being separated by walls or large outer substituents that would prevent
3D coupling to a large degree and allow interaction in only one direction, as was shown
in the stacked quasi-1D phthalocyanines [139].
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Appendix A.
Quantum-chemical calculations
The quantum-chemical calculations presented in Chapter 4 have been carried out by K.
Schmidt, D. Beljonne, and J.-L. Brédas. This chapter provides additional informa-
tion to the summary given in Sects. 4.2.4 (monomers) and 4.3.2 (dimers).
General information
The ground state S0 was optimized with density functional theory (DFT), and the first
excited singlet state S1 with time-dependent density functional theory (TDDFT) [142–
144], using the B3LYP exchange-correlation functional [145] and the split valence basis
set SV(P) [146] as implemented in TURBOMOLE [147–149]. For the excited state en-
ergies and transition dipole moments, the intermediate neglect of differential overlap
(INDO/S) method [116] has been used (employing the Mataga-Nishimoto potential to
describe Coulomb repulsion terms [150]) combined with two different schemes to in-
clude correlation effects: the Coupled Cluster with singles and doubles (CCSD) method
[117, 151] and the multireference double-configuration-interaction (MRD-CI) technique
[118, 152].
Both approaches are size-consistent and incorporate higher excitations (i.e., doubly,
triply, and quadruply excited configurations) that are necessary to provide more quan-
titative predictions. In particular doubly excited determinants constitute a significant
portion of the excited states that are active in two-photon absorption [152–156]. CCSD
and MRD-CI both have been demonstrated to provide the excited state energies and
transition dipole moments in good agreement with experiment and, thus, to reliably de-
scribe excited state absorption [157] and non-linear optical processes such as two-photon
absorption [158–161] and third-harmonic generation [159, 160] in conjugated molecules.
To account for possible geometrical relaxation of the molecule, calculations have been
done for both the ground state (S0) and first excited state (S1) geometry.
In all methods, the molecular orbitals entering the active space of configuration in-
teraction (CI space) ranged from the six highest occupied to the six lowest unoccupied
molecular orbitals. In case of MRD-CI, the singly excited determinants HOMO → LUMO,
HOMO → LUMO+1, HOMO-1 → LUMO, HOMO-1 → LUMO+1 and the doubly excited
HOMO, HOMO → LUMO, LUMO determinant served as references.
Tables A.1 and A.2 list names, ground state energies, polarizations as well as oscillator
strengths from the ground state S0 and the S1 state for MePTCDI and PTCDA. The
data are listed for the first 20 states above 1B3u, and they are organized by computational
method and by geometry.
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Table A.1.: Name, ground state energy, oscillator strengths and polarizations for the first 20 electronic states above the lowest excited state
for the MePTCDI molecule, by calculation method and by geometry. f(S0) and f(S1) are oscillator strengths from the ground state S0
and the S1 state, respectively. Labels refer to the D2h symmetry of the MePTCDI backbone. Data reproduced from [115].
CCSD MRD-CI
S1-geometry S0-geometry S1-geometry S0-geometry
Name E(eV) f(S0) f(S1) Name E(eV) f(S0) f(S1) Name E(eV) f(S0) f(S1) Name E(eV) f(S0) f(S1)
1Ag 0 - - 1Ag 0 - - 1Ag 0 - - 1Ag 0 - -
1B3u 2.69 0.79(x) - 1B3u 2.93 0.83(x) - 1B3u 2.71 0.92(x) - 1B3u 2.95 0.94(x) -
2Ag 3.08 0 < 10
−2 2Ag 3.51 0 0.04(x) 2Ag 3.14 0 < 10
−2 2Ag 3.57 0 0.02(x)
1B1g 3.56 0 < 10
−2 1B1g 3.70 0 < 10
−2 1B1g 3.69 0 0.01(y) 1B1g 3.80 0 < 10
−2
1B2u 3.58 < 10
−2 0 1B2u 3.72 0.01(y) 0 1B2u 3.78 0.01(y) 0 1B2u 3.90 0.02(y) 0
2B1g 3.63 0 < 10
−2 2B1g 3.89 0 0.09(y) 2B1g 3.83 0 0.09(y) 2B1g 4.16 0 0.12(y)
3B1g 3.85 0 < 10
−2 3B1g 4.11 0 0.02(y) 3B1g 4.03 0 0.04(y) 3Ag 4.23 0 0.34(x)
3Ag 3.97 0 0.41(x) 3Ag 4.15 0 0.26(x) 3Ag 4.04 0 0.49(x) 3B1g 4.29 0 < 10
−2
2B2u 4.41 0.22(y) 0 4B1g 4.62 0 < 10
−2 4B1g 4.68 0 < 10
−2 4B1g 4.79 0 < 10
−2
4B1g 4.47 0 < 10
−2 2B2u 4.64 0.31(y) 0 2B2u 4.68 0.32(y) 0 2B2u 4.91 0.53(y) 0
4Ag 4.63 0 0.85(x) 3B2u 4.87 0.24(y) 0 4Ag 4.81 0 1.05(x) 4Ag 5.08 0 1.27(x)
5Ag 4.67 0 0.01(x) 4Ag 4.91 0 0.97(x) 3B2u 4.93 0.18(y) 0 3B2u 5.12 0.07(y) 0
3B2u 4.70 0.24(y) 0 5Ag 4.99 0 < 10
−2 4B2u 5.17 0.23(y) 0 4B2u 5.40 0.13(y) 0
4B2u 4.95 0.08(y) 0 4B2u 5.16 0.43(y) 0 5B2u 5.25 0.29(y) 0 5B2u 5.41 0.48(y) 0
5B2u 4.98 0.30(y) 0 5B2u 5.22 < 10
−2 0 2B3u 5.48 0.04(x) 0 2B3u 5.54 0.01(x) 0
2B3u 5.21 0.01(x) 0 2B3u 5.29 0.01(x) 0 6B2u 5.49 0.06(y) 0 5B1g 5.55 0 0.02(y)
6Ag 5.26 0 0.17(x) 6Ag 5.34 0 0.22(x) 5Ag 5.50 0 0.11(x) 6B2u 5.57 0.04(y) 0
6B2u 5.30 0.06(y) 0 6B2u 5.38 0.10(y) 0 3B3u 5.68 < 10
−2 0 5Ag 5.61 0 0.09(x)
5B1g 5.34 0 < 10
−2 5B1g 5.40 0 0.02(y) 7B2u 5.81 0.05(y) 0 3B3u 5.95 0.03(x) 0
3B3u 5.40 < 10
−2 0 3B3u 5.57 < 10
−2 0 4B3u 5.87 1.05(x) 0 7B2u 6.07 0.03(y) 0
4B3u 5.44 < 10
−2 0 4B3u 5.72 0.03(x) 0 8B2u 5.96 0.28(y) 0 4B3u 6.14 0.79(x) 0
6B1g 5.47 0 < 10
−2 5B3u 5.79 0.89(x) 0 6B1g 5.99 0 0.01(y) 6B1g 6.20 0 0.02(y)
1
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Table A.2.: Name, ground state energy, oscillator strengths and polarizations for the PTCDA molecule, by calculation method and by
geometry. f(S0) and f(S1) are oscillator strengths from the ground state S0 and the S1 state, respectively. Labels refer to the D2h
symmetry of PTCDA. Data reproduced from [115].
CCSD MRD-CI
S1-geometry S0-geometry S1-geometry S0-geometry
Name E(eV) f(S0) f(S1) Name E(eV) f(S0) f(S1) Name E(eV) f(S0) f(S1) Name E(eV) f(S0) f(S1)
1Ag 0 - - 1Ag 0 - - 1Ag 0 - - 1Ag 0 - -
1B3u 2.74 0.78(x) - 1B3u 2.98 0.82(x) - 1B3u 2.75 0.90(x) - 1B3u 3.00 0.92(x) -
2Ag 3.09 0 < 10
−2 2Ag 3.53 0 0.03(x) 2Ag 3.16 0 < 10
−2 2Ag 3.59 0 0.01(x)
1B1g 3.54 0 0.05(y) 1B1g 3.72 0 0.01(y) 1B1g 3.70 0 < 10
−2 1B1g 3.82 0 < 10
−2
1B2u 3.59 < 10
−2 0 1B2u 3.73 < 10
−2 0 1B2u 3.77 0.01(y) 0 1B2u 3.90 0.01(y) 0
2B1g 3.63 0 0.03(y) 2B1g 3.84 0 0.07(y) 2B1g 3.82 0 0.11(y) 2B1g 4.11 0 0.10(y)
3B1g 3.93 0 0.02(y) 3B1g 4.20 0 0.04(y) 3B1g 4.08 0 0.01(y) 3Ag 4.28 0 0.33(x)
3Ag 4.02 0 0.41(x) 3Ag 4.21 0 0.27(x) 3Ag 4.09 0 0.50(x) 3B1g 4.36 0 0.03(y)
2B2u 4.34 0.21(y) 0 2B2u 4.55 0.24(y) 0 2B2u 4.63 0.32(y) 0 4B1g 4.83 0 < 10
−2
4B1g 4.50 0 < 10
−2 4B1g 4.67 0 < 10
−2 4B1g 4.69 0 < 10
−2 2B2u 4.86 0.47(y) 0
4Ag 4.64 0 0.08(x) 3B2u 4.91 0.63(y) 0 4Ag 4.83 0 0.95(x) 3B2u 5.10 0.43(y) 0
5Ag 4.65 0 0.73(x) 4Ag 4.93 0 0.83(x) 3B2u 4.93 0.45(y) 0 4Ag 5.11 0 1.15(x)
3B2u 4.74 0.54(y) 0 5Ag 4.97 0 0.02(x) 4B2u 5.17 0.15(y) 0 4B2u 5.43 0.23(y) 0
4B2u 4.92 0.04(y) 0 4B2u 5.18 0.04(y) 0 1B1u 5.43 < 10
−2 0 2B3u 5.49 0.01(x) 0
1B1u 5.15 < 10
−2 0 2B3u 5.24 0.01(x) 0 2B3u 5.43 0.04(x) 0 5B2u 5.55 0.04( ) 0
2B3u 5.18 0.02(x) 0 6Ag 5.31 0 0.27(x) 5B2u 5.47 0.08(y) 0 5Ag 5.58 0 0.12(x)
6Ag 5.23 0 0.19(x) 1B1u 5.37 < 10
−2 0 5Ag 5.50 0 0.11(x) 5B1g 5.58 0 0.03(y)
5B2u 5.32 0.05(y) 0 5B2u 5.40 0.09(x) 0 5B1g 5.53 0 0.06(y) 6B1g 5.63 < 10
−2 0
5B1g 5.36 0 0.04(y) 5B1g 5.43 0 0.02(y) 3B3u 5.68 < 10
−2 0 3B3u 5.99 0.05(x) 0
3B3u 5.40 < 10
−2 0 3B3u 5.57 < 10
−2 0 4B3u 5.87 1.07(x) 0 4B3u 6.12 0.79(x) 0
6B1g 5.41 0 < 10
−2 4B3u 5.73 0.39(x) 0 6B2u 5.91 0.02(y) 0 6B2u 6.13 0.01(y) 0
4B3u 5.44 < 10
−2 0 5B3u 5.79 0.61(x) 0 6B1g 5.93 0 < 10
−2 7B1g 6.20 0 0.01(y)
1
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Appendix A. Quantum-chemical calculations
Dimer-specific information
Dimer calculations have been carried out in the crystal geometry (MePTCDI [14], PTCDA
[24]) for two molecules in stack direction: Single molecules in S0 -geometry using the
B3LYP functional and the CCSD method with a CI space 12/12. Selected data for the
stack dimers are listed in Tables A.3 and Table A.4, respectively. Data appear by courtesy
of K. Schmidt, D. Beljonne, and J.-L. Brédas.
Table A.3.: Names, ground state energies, and oscillator strengths f(2Ag) for the transitions
2Ag → Sn from the lowest excited state 2Ag to higher excited states S2 for a MePTCDI dimer
in stack geometry. The list of states covers the spectral range as displayed in Fig. 4.10.
Polarizations are named for the strongest transitions.
MePTCDI
Name E(eV) f(2Ag) Name E(eV) f(2Ag) Name E(eV) f(2Ag)
1Ag 0 - 9Au 4.10 0.04(x) 15Au 4.79 0.05(x)
2Ag 2.70 - 10Ag 4.12 0 16Au 4.81 0.01(x)
1Au 2.88 0.01(z) 10Au 4.33 0.03(x) 21Ag 4.82 0
3Ag 2.99 0 11Ag 4.36 0 22Ag 4.82 0
2Au 3.17 0.03(z) 12Ag 4.38 0 23Ag 4.84 0
4Ag 3.47 0 13Ag 4.42 0 17Au 4.86 0.02(x)
3Au 3.49 0.04(x) 14Ag 4.47 0 24Ag 4.87 0
4Au 3.56 < 10
−2 11Au 4.48 0.01(y) 18Au 4.88 0.01(x)
5Au 3.57 0.01(x) 15Ag 4.51 0 25Ag 4.88 0
5Ag 3.59 0 16Ag 4.52 0 19Au 4.90 < 10
−2
6Ag 3.62 0 17Ag 4.56 0 26Ag 4.90 0
6Au 3.67 < 10
−2 12Au 4.60 0.12(x) 20Au 4.95 0.41(x)
7Ag 3.68 0 18Ag 4.63 0 27Ag 4.97 0
8Ag 3.85 0 13Au 4.69 < 10
−2 21Au 4.97 0.07(x)
7Au 3.85 0.04(y) 19Ag 4.73 0 22Au 4.99 < 10
−2
9Ag 3.98 0 14Au 4.74 0.14(x) 28Ag 5.00 0
8Au 4.03 0.12(x) 20Ag 4.79 0 29Ag 5.00 0
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Table A.4.: Names, ground state energies, and oscillator strengths f(2Ag) for the transitions
2Ag → Sn from the lowest excited state 2Ag to higher excited states S2 for a PTCDA dimer
in stack geometry. The list of states covers the spectral range as displayed in Fig. 4.11.
Polarizations are named for the strongest transitions.
PTCDA
Name E(eV) f(2Ag) Name E(eV) f(2Ag) Name E(eV) f(2Ag)
1Ag 0 - 12Au 4.44 0.08(x) 24Au 4.92 < 10
−2
2Ag 2.76 - 12Au 4.44 0.01(x) 24Ag 4.93 0
3Ag 2.90 0 13Ag 4.52 0 25Ag 4.95 0
1Au 3.01 0.01(z) 14Au 4.56 0.10(x) 26Ag 4.95 0
2Au 3.09 < 10
−2 14Ag 4.57 0 27Ag 4.97 0
4Ag 3.48 0 15Au 4.60 0.05(x) 25Au 4.98 0.02(x)
3Au 3.50 0.04(x) 15Ag 4.70 0 26Au 5.00 0.02(z)
4Au 3.54 < 10
−2 16Au 4.69 0.04(x) 28Ag 5.03 0
5Au 3.61 0.01(y) 16Ag 4.69 0 27Au 5.07 0.07(x)
5Ag 3.62 0 17Au 4.69 < 10
−2 28Au 5.08 0.20(x)
6Ag 3.64 0 17Ag 4.70 0 29Ag 5.09 0
6Au 3.68 < 10
−2 18Ag 4.72 0 30Ag 5.13 0
7Ag 3.75 0 18Au 4.73 0.01(z) 29Au 5.17 0.04(x)
7Au 3.78 0.06(y) 19Au 4.73 0.28(x) 31Ag 5.22 0
8Ag 3.80 0 20Au 4.76 0.04(x) 30Au 5.22 0.05(x)
8Au 4.07 0.09(x) 19Ag 4.78 0 32Ag 5.26 0
9Ag 4.12 0 21Au 4.79 < 10
−2 31Au 5.27 0.02(x)
9Au 4.13 0.05(x) 22Au 4.80 0.08(x) 33Ag 5.29 0
10Ag 4.19542 0 20Ag 4.81 0 32Au 5.29 0.15(x)
10Au 4.28 0.01(x) 21Ag 4.85 0 33Au 5.34 0.02(y)
11Ag 4.30 0 22Ag 4.89 0 34Ag 5.35 0
11Au 4.32 0.01(x) 23Ag 4.89 0 35Au 5.38 < 10
−2
12Ag 4.34 0 23Au 4.91 < 10
−2 36Ag 5.41 0
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[86] R. Szipöcs, K. Ferencz, C. Spielmann, and F. Krausz, “Chirped multilayer coatings for
broad-band dispersion control in femtosecond lasers”, Opt. Lett., vol. 19, pp. 201–203, 1994.
[87] D. Kaplan and P. Tournois, “Acousto-optic spectral filtering of femtosecond laser pulses”
in Ultrafast optics IV (F. Krausz et al., ed.), pp. 105–118, Springer, Berlin, 2004.
[88] P. Tournois, “Acousto-optic programmable dispersive filter for adaptive compensation of
group delay time dispersion in laser systems”, Opt. Commun., vol. 140, pp. 245–249, 1997.
[89] M. A. Dugan, J. X. Tull, and W. S. Warren, “High-resolution acousto-optic shaping of
unamplified and amplified femtosecond laser pulses”, J. Opt. Soc. Am. B, vol. 14, pp. 2348–
2358, 1997.
[90] F. Verluise, V. Laude, Z. Cheng, C. Spielmann, P. Tournois, and A. Migus, “Amplitude
and phase control of ultrashort pulses by use of an acousto-optic programmable dispersive
filter: pulse compression and shaping”, Opt. Lett., vol. 25, pp. 575–577, 2002.
[91] F. Verluise, V. Laude, J. P. Huignard, and P. Tournois, “Arbitrary dispersion control of
ultrashort optical pulses with acoustic waves”, J. Opt. Soc. Am. B, vol. 17, pp. 138–145,
2000.
[92] A. Yariv and P. Yeh, Optical waves in crystals. Wiley, New York, 1984.
116
Bibliography
[93] P. Tournois, private communication, 2005.
[94] J. Chilla and O. Martinez, “Analysis of a method of phase measurement of ultrashort pulses
in the frequency-domain”, IEEE J. Quantum Elect., vol. 27, pp. 1228–1235, 1991.
[95] A. Monmayrant, A. Arbouet, B. Girard, B. Chatel, A. Barman, B. J. Whitaker, and D. Ka-
plan, “CMB6: Optimisation of NOPA output pulse shaping using an AOPDF with disper-
sion self-correction” in Conference on Lasers and Electro-Optics/Quantum Electronics and
Laser Science and Photonic Applications, Systems and Technologies 2005, (Optical Society
of America, Washington, DC), 2005.
[96] G. Stock and W. Domcke, “Detection of ultrafast molecular-excited-state dynamics with
time- and frequency-resolved pump-probe spectroscopy”, Phys. Rev. A, vol. 45, pp. 3032–
3042, 1992.
[97] J. Shah, “Ultrafast spectroscopy of semiconductors and semiconductor nanostructures” in
Springer Series in Solid-State Sciences (M. Cardona, P. Fulde, K. von Klitzing, and H.-J.
Queisser, eds.), Springer, Berlin, 1996.
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C. R. Mendonça, “Perylene derivatives with large two-photon absorption cross-sections for
application in optical limiting and upconversion lasing”, Adv. Mat., vol. 17, pp. 1890–1893,
2005.
[100] M. Hoffmann, Frenkel and charge-transfer excitons in quasi-one-dimensional molecular crys-
tals with strong intermolecular orbital overlap. PhD thesis, Institut für Angewandte Photo-
physik, Technische Universität Dresden, 2000.
[101] K. Floreck, Untersuchungen zum Zusammenhang zwischen Excitonendynamik und Schicht-
struktur in organischen Farbstoffaufdampfschichten. Diplomarbeit, Institut für Angewandte
Photophysik, Technische Universität Dresden, 1997.
[102] A. Goldsmith, T. Waterman, and H. Hirschhorn, Handbook of thermophysical properties of
solid materials, vol. 3–Ceramics. Pergamon Press, Oxford, first ed., 1961.
[103] A. B. Djurisic, T. Fritz, and K. Leo, “Determination of optical constants of thin absorbing
films from normal incidence reflectance and transmittance measurements”, Opt. Commun.,
vol. 166, pp. 35–42, 1999.
[104] A. B. Djurisic, T. Fritz, and K. Leo, “Modeling the optical constants of organic thin
films: application to 3,4,9,10-perylenetetracarboxylic dianhydride (PTCDA)”, Opt. Com-
mun., vol. 183, pp. 123–132, 2000.
[105] W. H. Melhuish, “Absolute spectrofluorometry” in National Bureau of Standards Special
Publication 378, Accuracy in spectrophotometry and luminescence measurements : Proceed-
ings of the conference held at the National Bureau of Standards, Gaithersburg, Md. March
22-24, 1972 (R. Mavrodineanu and J. I. Shultz, eds.), pp. 137–150, National Bureau of
Standards, Washington, 1973.
117
Bibliography
[106] M. Wewer and F. Stienkemeier, “Molecular versus excitonic transitions in PTCDA dimers
and oligomers studied by helium nanodroplet isolation spectroscopy”, Phys. Rev. B, vol. 67,
p. 125201, 2003.
[107] H. Proehl, T. Dienel, R. Nitsche, and T. Fritz, “Formation of solid-state excitons in ultrathin
crystalline films of PTCDA: From single molecules to molecular stacks”, Phys. Rev. Lett.,
vol. 93, p. 097403, 2004.
[108] T. Hasche, T. W. Canzler, R. Scholz, M. Hoffmann, K. Schmidt, T. Frauenheim, and
K. Leo, “Coherent external and internal phonons in quasi-one-dimensional organic molecular
crystals”, Phys. Rev. Lett., vol. 86, pp. 4060–4063, 2001.
[109] E. M. H. P. Van Dijk, J. Hernando, J.-J. Garćıa-López, M. Crego-Calama, D. N. Reinhoudt,
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mann, “Transient absorption spectroscopy and quantum-chemical studies of matrix-isolated
perylene-related molecules”, Phys. Rev. B (submitted), 2005.
[116] J. Ridley and M. Zerner, “Intermediate neglect of differential overlep technique for spec-
troscopy - pyrole and azines”, Theo. Chim. Acta, vol. 32, pp. 111–134, 1973.
[117] G. D. Purvis III and R. Bartlett, “A full coupled cluster singles and doubles model: The
inclusion of disconnected triples”, J. Chem. Phys., vol. 76, pp. 1910–1918, 1982.
[118] R. J. Buenker and S. D. Peyerimhoff, “Individualized configuration selection in CI calcula-
tions with subsequent energy extrapolation”, Theor. Chim. Acta, vol. 35, pp. 33–58, 1974.
[119] K. Schmidt, D. Beljonne, J.-L. Brédas, E. Engel, K. Leo, and M. Hoffmann, in preparation.
[120] H. Proehl, R. Nitsche, T. Dienel, K. Leo, and T. Fritz, “In situ differential reflectance
spectroscopy of thin crystalline films of PTCDA on different substrates”, Phys. Rev. B,
vol. 71, p. 165207, 2005.
[121] K. Schmidt, private communication, based on TD-DFT calculations of PTCDA ions, 2005.
118
Bibliography
[122] K. Schmidt, private communication, 2005.
[123] F. F. So and S. R. Forrest, “Evidence for exciton confinement in crystalline organic multiple
quantum wells”, Phys. Rev. Lett., vol. 66, pp. 2649–2651, 1991.
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