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Molecular simulations are computer experiments that allow us to investigate thermo-
dynamic and transport properties of complex chemical systems. Here, we have investi-
gated self-assembly of organogelators and analysed the diffusion characteristics of small
molecules in the nanopores of zeolites. Molecular gels are attractive soft-materials with
viscoelastic properties with applications in drug delivery, tissue engineering, sensing, etc.
Small organic amphiphilic gelators act as a building block of complex 3-dimensional net-
work in molecular gels. Due to time and length scale differences, the understanding and
characterization of early stage aggregation of gelators is difficult using experimental tech-
niques. Classical and quantum mechanical approaches have been used to understand the
self-assembly of gelator molecules and to rationalize the gelation. We have used density
functional theory (DFT) to derive new quantity namely, pseudo-cohesive energy density
to rationalize the gelation of di-Fmoc-L-lysine. Molecular dynamics is used to probe the
self-assembly and conformation of gelators in DMSO-water. We have also studied the self-
assembly of 12-hydroxyoctadecanamide in octane. We used DFT to calculate the dimer
energy in the vacuum and meta-dynamics simulation to calculate potential of mean force
in the condensed phase. Interestingly, we found that, dimer energetics was not sufficient
to elucidate bulk aggregation behavior, such as, probability distribution of different dimers
in aggregation. We also observed different types of branched and mesh-like networks in
the aggregation, which are analogous to the network found through experimental imaging
techniques. Zeolites are crystalline materials with well defined nanoporous channels and
act as molecular sieves. They are attractive for catalytic applications due to their tunable
Bronsted and Lewis acidity. A wide array of zeolite polymorph offers versatile micro and
meso-porous channels to accommodate small molecules like glucose to big and complex
lignocellulose molecules for undergoing chemical transformations. In this current study,
we present the transport properties of  -glucose into Faujisite zeolite framework. We have
investigated the trajectory of the glucose molecule into porous material and found that, the
diffusivity of glucose inside zeolite pore is two orders of magnitude smaller than that of
bulk solutions. We have also observed the variable loading rate of glucose molecule inside
pore at different temperatures.
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Classical molecular dynamics simulation techniques are extensively used in this thesis
work. In this chapter, some key concepts of molecular dynamics simulation are briefly
discussed.
1.1 Molecular Dynamics
Molecular dynamics is a computational technique, which is widely used to investigate
the structural details at atomic level, measure dynamic properties ( e.g., diffusion coeffi-
cient, viscosity, mean square displacement, etc.) and equilibrium properties(e.g., Density)
by solving Newton’s equation of motion. In 1957, Alder and Wainwright used this tech-
nique for the first time to study the dynamics of hard-sphere particles[2]. In 1964, Aneesur
Rahman simulated a system of 864 argon atoms using Lennard-Jones potential to calculate
self-diffusion and pair-correlation[159]. In 1970, he simulated liquid water, which con-
sidered more complex long range Coulombic interactions[160]. Rahman’s works laid the
foundation of molecular dynamics simulation and he is dubbed as the father of molecular
dynamics. In the fig-1.1, we have shown, how a simple molecular dynamics simulation
works. It starts with initializing positions and velocities of particles. Typically, posi-
tions are initialized randomly and velocities are assigned from Boltzmann distribution for
1
a given temperature. Then, potential energy is calculated either using empirical equations
also known as force field or solving Schrödinger’s equation (aka. First principle method).
Force acting on each particle is calculated from the derivative of potential energy. Posi-
tions and velocities are updated using numerical integrator (e.g., velocity Verlet, leapfrog,
etc.). Thermodynamic and physical properties are calculated on new positions. Positions,
velocities and properties are saved for post analysis.
Molecular dynamics is governed by a lot of algorithms such as integrator, periodic
boundary conditions, thermostats, barostats, etc. Some of the key algorithms are discussed
in the subsequent sections.
1.1.1 Integrator
Newton’s second law of motion describes the time evolution of N body system. In
Newtonian dynamics, every particle is governed by following relationships,








Here, Fi is the total force acting on the ith particle, ai is the acceleration on it and mi is the





Integrator is a numerical approach to solve equation (1.2) for N body system. Most com-
mon integrator in molecular dynamics simulation includes Verlet integrator[203], velocity
2
Figure 1.1: Flow chart of simplified molecular dynamics simulation
3
Verlet[186] integrator, leapfrog integrator[77], etc.
1.1.1.1 Verlet Integrator
Taylor series expansion of position is used to derive Verlet integrator,
ri(t+ t) = ri(t) + tvi(t) +
1
2
 t2ai(t) + ..... (1.4)




If we add eqn-1.4 and 1.5 and rearrange, we get the formula for position
ri(t+ t) = 2ri(t)  ri(t  t) + ai(t) t2 (1.6)
This method does not require velocity to update position, but velocity is required to cal-






The truncation error for position and velocity are O( t4) and O( t2) respectively[3].
1.1.1.2 Leapfrog Integrator















By rearranging eqn-1.9, we immediately get formula for position,




If, we subtract eqn-1.8 from eqn-1.9 and use position formula from Verlet method (eqn-




 t) = v(t  1
2
 t) + a(t) t (1.11)
1.1.2 Time step
Time step ( t) can be viewed as the width of grid in a numerical integrator. Time
reversibility of Newtonian mechanics is greatly affected by the choice of  t[52]. Due to
computational resource limitation, it’s desirable to use the larger time step in molecular
dynamics study, as it helps to explore the system of interest in a longer time scale. Un-
fortunately, time step can not be arbitrarily big, the choice of  t is limited by the fastest
frequency of vibration of the system. In molecular simulation, typically covalent bonds
associated with hydrogen atoms have the fastest frequency. So the magnitude of  t de-
pends, how these bonds are treated. The unconstrained bonds with hydrogen atoms limit
the time step to 1 fs [79] range. Molecular dynamics studies are often accelerated by keep-
ing these bond rigid by using constraint algorithms such as SETTLE[137], SHAKE[171],
RATTLE[5], LINCS[72], etc. Constraint algorithms help to increase the  t up to 2 fs. In
coarse-grained simulations, 20-50 fs time step is employed by reducing degree of freedom
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of molecules[129, 130]. But, the larger time step comes with the expense of overlooking
the detailed atomic interactions. Tuckerman et al.[196, 195] used multiple time steps ap-
proach (known as RESPA) to accelerate force calculations. This approach splits the force
calculation into two components respectively, slow and fast varying forces.
1.1.3 Periodic boundary condition (PBC)
Periodic boundary condition is an ingenious technique to overcome the surface effect
in the simulation that arises from the box boundaries[19]. It also helps to mimic an in-
finite system using only tiny portion of it. This algorithm ensures that, particles move
smoothly without experiencing any boundaries. Simulation boxes are replicated infinitely
in 3D space. When, a particle leaves the central box, one of the periodic images enters
through the opposite side of the box from an adjacent box. In fig-1.2, an example of PBC
is represented.
For replication of box, the shape of the box is needed to be space filling polyhedron,
so that, they can be stacked in three dimensions. Commonly used shapes in molecular
dynamics includes cubic, rectangular, rhombic, dodecahedron, and truncated octahedron
[1].
Figure 1.2: Example of one dimensional periodic system
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1.1.4 Force Fields
Force fields are empirical relationships, describe inter and intra molecular interactions
in a molecular Simulation. Force field parameters are derived using experimental data
and quantum mechanical calculations. There are three major types of force fields used in
molecular simulations, respectively all atom force field(e.g., AMBER[125], CHARMM[67,
123], OPLS-AA[87], etc.), united atom force filed(e.g., TraPPE-UA[163, 131]), and coarse
grained force field(e.g., MARTINI coarse-grained[130]). All atom force field treats each
atom explicitly including polar and non-polar hydrogens. United atom force fields repre-
sents CHx group by a pseudo atom located at the position of carbon atom. Coarse-grained
model represent several interaction sites as a single bead. In fig-1.3, different representa-
tions of force fields are shown.
Force field functions are divided into bonded and non-bonded interactions. Bonded
interactions are used to maintain the internal structure of molecules and non-bonded inter-
actions determine, how a molecule interacts with molecular surroundings.





kl(l   leq)2 (1.12)




k✓(✓   ✓eq)2 (1.13)






Ci’s are the constants of cosine series expansion of torsional potential.
Bond stretching is the stiffest degree of freedom out of all internal coordinates. This
potential helps to keep bond length near it’s equilibrium value. There is quadratic penalty
in potential energy due to deviation from equilibrium bond length. Quadratic potential
for bond stretching is not desirable when there is bond breaking between atoms. More






Here, De is the well depth of potential and a determines the stiffness of bond.
Angle bending generally follows quadratic potential similar to bond stretching. But
angle bending is less stiffer than bond bending (k✓ < kl). Torsion potential modulates the
plane change associated with four atoms. It is the weakest degree of freedom among all
internal coordinates. In general, torsion is periodic in nature, that’s why cosine/sine series
is used to express this potential. Unlike bond stretching and angle bending, torsion has
multiple minima, respectively gauche(+), trans and gauche(-).
Non-bonded potential consists of Lennard Jones (LJ) potential[111] and electrostatic
potential. LJ potential (eqn-1.16) takes care of van der Waals interaction between two
atoms. LJ potential consists of short range repulsive term (r 12) and long range attractive



















Charged particles interact with each other through Coulombic potential (eqn-1.17). In
eqn-1.17; qi, qj , rij and ✏o refer to partial charges on ith and jth atom, charge separation







Figure 1.3: Butanol-1,(a) All atoms (b) United atoms (c) Coarse grained representation
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Figure 1.4: Internal coordinates of a molecule (a) bond, (b) angle, and (c) torsion
Figure 1.5: Lennard Jones potential for argon (  = 3.5 Å, ✏ = 120 K)
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1.1.5 Thermostat and barostat
In a simple molecular dynamics simulation, we solve Newton’s equation of motion us-
ing numerical integration schemes. This approach creates an ensemble, which conserves
the total energy of the system. Such kind of isolated system is termed as micro-canonical
ensemble or NVE ensemble. But, usually in real experiments, pressure and/or temperature
are kept to desired values. For that reason, modifications are needed in integrator to in-
corporate influence of temperature and pressure. Thermostat and barostat are the methods
to do this task. Incorporating of thermostat and barostat underpins the creation of more
realistic ensembles such as canonical (NVT), isothermal-isobaric (NPT), grand canonical
(µV T ) ensembles, etc. Most frequently used thermostat includes Anderson thermostat[4],
Berendsen thermostat[13], Nose Hoover thermostat[141, 78], etc. Andersen thermostat as-
signs velocity randomly from Maxwell distribution to keep temperature to desired value.
Berendsen thermostat rescales velocity such that system temperature reaches to desired
value exponentially. Berendsen thermostat is considered as weak thermostat, as it does not
allow kinetic energy fluctuation. Weak thermostat can not produce correct ensembles. For
that reason, it is not recommended to use this thermostat during sampling stage. But, it is
advantageous to use during equilibration stage to reach desired temperature. Nose Hoover
thermostat uses extended Hamiltonian to check the system temperature. It couples the
system with fictitious heat bath using extra degree of freedom. Nose Hoover thermostat
can create correct canonical ensemble. Commonly used barostat in molecular dynamics
study includes Berendsen barostat[13], Parrinello-Rahman barostat[150]. Berendsen baro-
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stat is considered as weak barostat, not advisable to use during sampling stage. Parrinello-
Rahman barostat is commonly used during production run or sampling stage.
1.1.6 Free energy calculation
Estimating free energy difference between two states (reaction coordinate) is very im-
portant for many instances, e.g., drug discovery[207] , protein engineering [219], reaction
designing[229], and molecular docking, etc. Sampling probability of a state in molecular
simulation is proportional to the Boltzmann weight of that state,
P / exp(  U
kBT
) (1.18)
U(ri) is the potential energy of that state. If, there is a huge energy barrier (>> kBT )
between two states, as shown in fig-1.6, then sampling probability of intermediate regions
become quite challenging. Those regions often remain unsampled or under-sampled during
finite amount of simulation time. Due to that reason, deriving the exact free energy profile
connecting states of interest is considered as demanding task. Widely used techniques such
as metadynamics[104, 103], umbrella sampling[192, 193], steered molecular dynamics[65,
7] overcome this high energy barrier by augmenting the hamiltonian of the system with
extra degree of freedom or biased potentials, equation-1.19.
H = T + U + b(⇠) (1.19)
Here, H , T , U , and b(⇠) represent hamiltonian, kinetic energy, potential and biased
potential respectively.
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Figure 1.6: Sketch of umbrella sampling method
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1.1.6.1 Umbrella sampling
In umbrella sampling, reaction coordinate (⇠) is divided into many small windows.
Biased potential(bi(⇠)) is applied at each window to overcome high energy barrier. Com-
monly used biased potential is harmonic potential also known as umbrella potential,
bi(⇠) = k(⇠   ⇠i)2 (1.20)
k is the force constant, determines the strength of umbrella potential, and ⇠i is the center of
given window. k needs to be selected with great care, so that there are sufficient overlap-
ping between successive windows. Once sufficient amount of samples are collected, unbi-
ased free energy profile is derived by combining the distribution of multiple windows using
WHAM (Weighted histogram analysis method)[101, 183] or umbrella integration[93, 93],
etc.
1.1.6.2 Metadynamics
In contrast to umbrella sampling, during metadynamics[104, 103] simulation, biased
potential is deposited along reaction coordinate (also known as collective variable) at cer-
tain interval of time. As bias potentials are added to system’s hamiltonian, system can
escape trapped minima. After certain time, system’s potential energy profile along reac-
tion coordinate become flat, then system can be sampled with equal probability everywhere









W is height of Gaussian and   is the width of Gaussian. From the accumulated biased
potentials, we can estimate the free energy,





RATIONALIZING THE GELATION BEHAVIOR OF DI-FMOC-L-LYSINE IN
ORGANIC SOLVENT-WATER MIXTURES FROM FIRST PRINCIPLES
CALCULATIONS
This chapter is adapted from the computational aspects of previously published article:
Seyed Meysam Hashemnejad, Md Masrul Huda, Neeraj Rai, and Santanu Kundu, Molec-
ular Insights into Gelation of Di-Fmoc-l-Lysine in Organic SolventWater Mixtures., ACS
Omega 2017, 2 (5), 1864-1874
2.1 Introduction
Molecular gels are attractive soft materials due to their wide array of proven and poten-
tial applications such as tissue engineering[108, 115], drug delivery[198, 148, 184, 53, 17],
reaction media[225, 220, 36], cosmetics, etc. There has been a huge surge of interests to
understand molecular gelation due to their stimuli-responsive and tunable behaviours[211].
These gels are the result of hierarchical self-assembly of small gelator molecules in or-
ganic and/or aqueous media. Precise and dynamic interactions between gelators-solvents
and gelators-gelators play a vital role in the formation of these gels, which are not well un-
derstood. It is crucial to develop a better understanding of this gelation process to design
new soft materials. One can tailor the desired property of gel through tweaking the weak
non-covalent interactions such as hydrogen bonding, dispersion, and ⇡   ⇡ interaction of
different functional groups present in gelator molecules[157, 122, 49]. These gel are stim-
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uli responsive, such as temperature[223], ultraviolet light[158], pH[26], solubility[188],
etc. Solubility responsive gel is prepared by dissolving gelators into a suitable solvent
and followed a poor solvent is added. Amphiphilic gelators exhibit complex interaction
between themselves and solvents. The fine balance between dissolution of amphiphilic
gelators in solvent and nucleation of aggregation determine final gelation state. Due to this
dynamic and subtle balance, often it is very challenging to predict if a particular solvent
or a binary solvent mixture will result in gel. Different types of solubility quantifying pa-
rameters such as Kamlet-Taft[43, 42], dielectric constant[126, 76], Hildebrand solubility
parameter, Hansen solubility parameter [165, 35, 106, 222] are widely used in literature
for prior rationalizing of gelation[165, 105]. Results of using these parameters are mixed,
intrigued and specific[211, 105]. There are no global correlation established to rationalize
gelation. Hansen solubility parameter (HSP), which consists of three components, respec-
tively dispersion, polar, and hydrogen bonding, is frequently used parameter to correlate
gelation of LMWGs in particular solvents. Unfortunately, only one of three components
correlates gelation in most of the cases, and others remain uncorrelated[105]. Moreover,
Hensen solubility parameters for complex gelator molecules are not known experimentally.
HSPs are calculated using group contribution theory for complex molecules. Group con-
tribution theory assumes that cohesive energy density is additive[57]. But, this assumption
is conditionally valid and can be ineffective for complex gelators[105].
Computational tools have also been used to study the gelation behavior of molecular
gels. Density functional theory (DFT)[15, 113, 180], molecular dynamics (MD)[51, 175,
121], Monte Carlo (MC)[114, 121] are commonly used tools to study early stage aggrega-
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Figure 2.1: (a) Line diagram of di-Fmoc-L-lysine, (b) chemical structure of gelator with
electrostatic potential map(left) and labeling to identify the location of solvent binding
sites (right), and (c) optimized structure of the 1-propanol molecule (solvent) at different
interaction sites around di-Fmoc-L-lysine (gelator).
tion, equilibrium geometry of gelator, or even for prior prediction of gelation. Data-driven
models, such as quantitative structure property relationship (QSPR) is also used to pre-
dict gelation a priori[66]. Gupta et al.[66] used QSPR successfully to screen 9 di-peptide
based gelators out of 2025 potential candidates. Tuttle et al.[51] used coarse-grain molec-
ular dynamics for screening tri-peptide based gelator from a pool of 8000 tri-peptides.
Density function theory (DFT) has become a de facto standard tool to understand the site-
specific interactions between molecules. It can accurately estimate binary interactions (e.g.
binding energy)[32, 170]. Utilizing DFT to approximate the cohesive energy density can
be an appealing technique to describe gelator-solvent interaction. Here, we explored this
technique to rationalize the gelation and dissolution of di-Fmoc-L-lysine[166] or Fmoc-
Lys(Fmoc)-OH, in organic solvent-water mixtures. In literature[166], pH triggered gela-
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tion of di-Fmoc-L-lysine was reported. Chemical structure of gelator is shown in fig-2.1(a).
It has two Fmoc moieties in two ends, ether linker, amide, carboxylic, and alkane group in
backbone. Solubility triggered method is used as a gelation stimulant. Our experimental
collaborators, Dr. Kundu ,and Dr. Hashemnejad [70] investigated the gelation of di-Fmoc-
L-lysine in binary mixture of organic solvents (DMF, DMSO, acetone, propanol, ethanol,
and methanol) and water. They first dissolved the gelator in one of the organic solvents,
which is a good solvent for gelator, then water was added as poor solvent. For details
of gel preparation and gel characterization, readers are referred to published article[70].
They tried to rationalize the observed gelation and dissolution behaviours using Hilde-
brand and Hensen solubility parameters. Applicability of solubility parameters will be
discussed briefly. In this chapter, we will broadly discuss the rationalization of gelation
and dissolution using density functional theory. We will also discuss different possible
dimer orientations from their binding energies.
2.2 Computational methodologies
All calculations were carried out using Gaussian09[55] quantum chemistry software
package. Due to torsional flexibility, gelator molecule can take different optimized geome-
tries depending upon initial conformations. Eight optimized geometries were generated,
only energetically most favorable conformation was picked to perform binding energy cal-
culations. M06-2X density functional[230] and (6-311+g**)[99, 134] basis set was used
to optimize geometries for solvent-monomer systems and to calculate binding energy. Ul-
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Figure 2.2: Solubility parameters of different solvents and gelator. Texts in red and blue
represent experimentally observed dissolution temperatures and gelation behaviours[70]
respectively
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trafine grid was used for numerical integration. Frequency calculation was carried for each
optimized geometry to ensure final structure is a minima (lack of imaginary frequency).
2.3 Results and discussions
2.3.1 Rationalization of solubility and gelation using Hildebrand and Hensen solu-
bility parameters
Initially, our collaborators[70] tried to rationalize gelation of di-Fmoc-L-lysine using
solubility parameters, commonly used approach in literature[35, 18]. For gelation, the
primary condition is, gelator molecule needs to be soluble in the solvents. If a gela-
tor/solute is soluble in a solvent, then they have similar Hansen/Hildebrand solubility
parameters. The solubility parameters for di-Fmoc-L-lysine is not known experimen-
tally. To evaluate the applicability of solubility parameter for gelation, the Hansen solu-
bility parameters were calculated for di-Fmoc-L-lysine molecule using group contribution
theory[71]. Hansen solubility parameters of di-Fmoc-L-lysine are respectively,  dispersion=








H bond)=30.56 MPa0.5[70]. For better comparison,
Hansen and Hildebrand solubility parameters for different solvents[68] and di-Fmoc-L-
lysine are shown in fig-2.2. Experimental dissolution temperatures and gelation states in
binary mixtures[70] are also shown in fig-2.2.
As shown in fig-2.2, Hildebrand solubility parameters do not correlate the solubility
trend of different solvents consistently. For example, among the alcohols, methanol has
the approximately similar solubility parameter that of gelator, yet gelator is only soluble
at elevated temperature and does not form a stable gel in a binary mixture. In contrast,
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propanol’s Hildebrand solubility parameter is not similar to the gelator, but it forms stable
gels. Similarly, in the case of aprotic solvents, acetone has a very different solubility
parameter than the gelator, yet the gelator is readily soluble in it and forms gel.
As shown in fig-2.2, the dispersion component of HSPs of di-Fmoc-L-lysine is in stark
contrast to any given solvents. Also, all protic solvents have similar values. So, no obvious
conclusion can be drawn using the dispersion component. For polar component, acetone
and methanol both have almost identical values to gelator, but they exhibit very differ-
ent dissolution and gelation behavior. Similarly,  H bond does not demonstrate consistent
consequences.
Table 2.1: Binding energies (kJ/mol) of different solvents with di-Fmoc-L-lysine at
different interaction sites.(Note: red indicates maximum binding energy sites)
Sites Water Propanol DMSO DMF Ethanol Acetone Methanol
1 -32.8 -44.4 -67.9 -60.1 -43.3 -38.9 -40.3
2 -37.5 -44.1 -82.7 -52.4 -43.4 -35.6 -41.5
3 -50.8 -53.8 -83.0 -59.2 -53.8 -49.5 -53.6
4 -39.6 -45.9 -40.6 -49.9 -45.6 -43.6 -43.3
5 -38.4 -46.6 -65.3 -56.1 -42.6 -48.3 -41.9
6 -39.8 -43.6 -112.7 -76.2 -36.5 -56.1 -44.4
7 -24.7 -34.6 -32.8 -23.2 -29.5 -22.4 -24.9
8 -24.8 -26.5 -31.8 -28.5 -25.6 -22.5 -25.3
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Table 2.2: Molecular volume (cm3/mol) of different solvents with di-Fmoc-L-lysine at
different interaction sites
Sites Water Propanol DMSO DMF Ethanol Acetone Methanol
1 410.233 470.351 479.892 503.066 406.910 480.221 477.448
2 467.977 474.925 472.895 496.611 458.707 488.455 493.943
3 428.043 495.775 471.181 505.864 478.974 464.140 475.176
4 472.345 478.255 471.026 542.729 488.391 454.891 455.084
5 468.800 479.425 498.422 470.413 477.020 504.281 452.594
6 455.577 506.087 489.275 485.248 473.499 488.391 455.758
7 453.648 485.817 482.963 490.656 478.531 486.088 496.417
8 451.031 495.028 525.108 485.091 530.939 501.704 490.405
2.3.2 Rationalization of solubility and gelation using computational approach
The effectiveness of solubility parameters to rationalize the solubility and gelation
of the certain gelator-solvent combination depends on, how well geometric mixing rule
[74, 178]can approximate the binary interactions. It has been shown that the geometric
mixing rule appears inadequate when molecules differ significantly in their size, as is the
case in the present work[41, 80]. To overcome this limitation, we calculated the binary
interaction between the gelator and solvent using density functional theory (DFT). Ideally,
one would carry out a detailed molecular simulation to calculate the solute-solvent inter-
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Table 2.3: Gelator-solvent average binding energy (Ua), maximum binding energy (Um),
ratio of binding Energy and enthalphy of vaporization ( Hvap), ratio (⇤) of pseudo
cohesive energy density of gelator (PCEDg-s) and cohesive energy density of the solvent
(CEDS), dissolution temperature of gelator in organic solvents, and its gel formation upon
addition of water
Solvents Ua(kJ/mol) Um(kJ/mol) Ua/ Hvap ⇤ Tsol Gelation
DMF 50.9 76.2(6) 1.6 0.167 22oC Gel
DMSO 64.6 112.7(6) 1.24 0.191 22oC Gel
Acetone 39.6 56.1(6) 1.27 0.211 22oC Gel
1-Propanol 42.5 53.8(3) 0.89 0.141 50oC Gel
Ethanol 40.4 53.8(3) 0.95 0.123 78oC Gel
Methanol 39.4 53.6 (3) 1.04 0.094 50oC Unstable
Water 36.0 50.8(3) 0.82 0.035 - Insoluble
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action, but this will be an extremely time-consuming process[163]. Furthermore, classical
simulations rely on empirical force fields, and their accuracy can sometimes be suspect
unless there is significant experimental data to validate the accuracy of the force field. For
this reason, we took an approach that does not rely on empirical force fields, and that does
not require extensive computational resources. We employed hybrid DFT to calculate the
binary interaction between the gelator and solvent at different binding sites. We selected
different binding sites (total of eight) based on the electrostatic potential map of the gelator
(see fig-2.1(b) and (c), which shows optimized geometries of the propanol-gelator at dif-
ferent site). It can be seen from fig-2.1(b), the negative electronic charge density or more
polarizable regions of the space depicted in red color are near the oxygen atoms in the
functional groups as well as at the aromatic groups. In addition to elucidating the different
energetic contributions to the gelator-solvent interaction, this computational approach al-
lows us to calculate a reasonable estimate of the gelator-solvent binding energy at different
binding sites (table-2.1). From table-2.3, it is evident that the site for the strongest bind-
ing is different for protic and aprotic solvents. Protic solvents (water and alcohols) interact
strongly with the acidic functional group at site 3, whereas aprotic solvents interact strongly
with the amide group at site 6. An average binding energy (Ua) is reported in table-2.3 by
averaging over 8 sites. Average binding energy is normalized with the heat of vaporization
of corresponding solvent. As shown in table-2.3, this quantity loosely correlate gelation.
Maximum binding is also reported in table-2.3, which has a weak correlation for gelation
behavior. That means, picking a single site randomly, is not sufficient to describe the binary
interaction. To consider the size of the solvent molecule, we introduced a new quantity,
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namely pseudo cohesive energy density (PCEDg-s). Molecular volume is calculated for
each site (table-2.2) and average is taken as #M . PCEDg-s is obtained using the following
equation, PCEDg s =
q
Ua/#M . PCEDg s approximates the binding energy per unit
volume and has same unit as cohesive energy density. Then this quantity is normalized by
the cohesive energy density of solvent molecule (CEDs), i.e., ⇤ = PCEDg s/ CEDs .
⇤ represents the strength of gelator-solvent interaction compared to solvent-solvent in-
teractions. Interestingly, ⇤ could clearly distinguish gelating, non-gelating and unstable
gel resulting solvent, as shown in table-2.3. The distinction between methanol that forms
unstable gel and water that forms precipitate is pronounced (0.094 vs. 0.035).
Figure 2.3: Optimized dimer configurations and their corresponding binding energies. (a)
AA-BB parallel stacking, (b) AA-BB Y-shaped stacking, (c) AB-BA mixed stacking, and
(d) AB-BA Y-shaped stacking.
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2.3.3 Dimer orientations
Different types of fiber branching, and linear growth are reported using experimen-
tal imaging techniques (e.g., AFM, TEM) in literature[70]. Hierarchical self-assembly of
gelators molecules enables these types of fibrous networks. Once gelators are solvated into
the suitable solvents, water initiates aggregation of gelators. In a complex self-assembly
process, apparently different dimer stacking modes play a central role at early aggregation.
To understand early aggregation, we performed structural optimization of dimer of the
gelator molecule using DFT. A dimer can provide important insights into early stage ag-
gregation without requiring extensive computation resources. Aromatic moieties can orient
in parallel or Y-shaped configuration (perpendicular or vertically tilted)[149]. Considering
that four different initial conformations were chosen, so that AA-BB and AB-BA both ar-
rangements can stack in parallel and in Y-shaped configuration (A and B are the aromatic
rings of the Fmoc moiety as shown in fig-2.1). The most stable dimer structure (bind-
ing energy = 132.97 kJ/mol) is obtained when the two aromatic moieties maximize their
⇡   ⇡ interactions through parallel stacking and carboxylic group of one of the molecules
interacts with the carboxylic and amine group of other molecule via hydrogen bonding
(fig-2.3(a)).
The second most stable structure is the case [fig-2.3(d)], where, the dimers stacked
helically. This structure is structurally very different compared to the most stable structure
but energetically it differs by only about 3 kJ/mol. In this case the aromatic moieties are
perpendicular to one another (Y-shape), while the carboxylic groups of both molecules
only participated in the hydrogen bondings [fig-2.3(d)]. Based on the dimer energetics, we
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speculate that two lowest energy structures possibly lead to fiber formation, branching, and
helicity in the gel.
2.4 Conclusions
Here, we presented a DFT based approach, which is simple yet effective to rationalize
the gelation of di-Fmoc-L-lysine in binary mixture of organic solvents (protic and aprotic)
and water. Normalized quantity ⇤, which is defined as ratio of the pseudo cohesive en-
ergy density of the gelator-solvent to the cohesive energy density of the solvent effectively
correlates gelation ability of LMWG in solvents. Proposed computational approach can
be used as quick screening tool for choosing suitable solvent for particular purpose before
doing actual experimental work.
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CHAPTER 3
PROBING THE EARLY STAGE OF AGGREGATION OF LOW MOLECULAR
WEIGHT GELATOR (12-HYDROXYOCTADECANAMIDE) IN OCTANE
3.1 Introduction
Molecular gels are made of low molecular weight gelators (LMWGs) and organic
solvents or water. Serendipitous discovery [201] of these type of gels has opened im-
mense opportunities in the field of stimuli responsive materials. Weak physical interac-
tions such as hydrogen bonding, dispersion force, electrostatic interaction, ⇡   ⇡ stack-
ing play vital role to form these gels [213, 210, 214]. Due to weak physical interac-
tions, these gels are dynamic in nature, external stimuli responsive [9, 227], reversible
[8, 226, 228], self-healing [189, 92, 118] and tunable [82, 205, 172] for desired applica-
tions. These features make molecular gels attractive for different applications such drug
delivery [198, 148, 184, 53, 17], tissue engineering [108, 115], reaction medium/catalyst
[225, 220, 36] , sensors [82, 59, 23], oil spills removal [144, 164, 212] and even for cancer
diagnosis and treatment [154, 153], etc. LMWGs are small amphiphilic molecule, dif-
ferent functional groups such as hydroxyl, amide, carboxylic acid, amine, aromatic rings,
hydrophobic alkyl groups are incorporated into them. Typically, Gelation process starts
with dissolving LMWGs into solvents by heating, followed by stimuli is applied in the
form of temperature [147, 156], pressure, pH [37, 147], anion switch [50], and solubility
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changes. At early stages, solvated LMWGs form small aggregates, then these aggregates
form different fibrillar networks such as branched fiber, entangled network of fibers, nano
rods, etc. Fibrillar 3D networks entrap solvent molecules, reducing their ability to flow
under gravity, which lead to viscoelastic material or gel.
To understand the stability and aggregation behaviours of molecular gel, it requires to
have molecular level information such as aggregation size distribution, aggregation sta-
bility, LMWGs binding mode, contributions of different functional groups of LMWGs,
etc. It is also essential to develop better insight into the evolution process of complex
SAFIN structure from small gelator molecules to design LMWGs with desired properties.
Current experimental techniques are not sufficient to explain the molecular arrangement
of LMWGs within fibers, the junction zones and SAFIN-solvent interface [200]. Differ-
ent direct imaging techniques such as x-ray diffraction, atomic force microscope(AFM),
scanning electron microscope(SEM), transmission electron microscope(TEM) are used to
understand the supramolecular aggregation. However, these methods necessitate removing
liquid solvents, leads to dried gel(xerogel) or semi-dried gel. Such method of preparing
sample for direct imaging most likely leads to change in morphology and fiber bundling,
which jeopardize the chance of getting correct conformation of SAFIN network [211, 135].
Indirect observation methods, such as small angle neutron scattering and small angle x-ray
scattering (SAXS) may be employed to get more detailed information of pristine gel. But,
the main challenge of such kind of indirect methods is, interpreting data through appropri-
ate and reliable models [211].
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Computational techniques such as coarse grained/atomistic molecular dynamics, Monte
Carlo, dissipative particle dynamics, quantum mechanics have been used extensively to
study self assembly of amphiphilic molecules. Particularly, quantum mechanical tech-
niques find a lot of interests [127, 216, 30, 100, 116, 222] to probe the optimized geom-
etry, spectra information and di/few-mer binding modes, etc. Albeit, these studies give
important insights into isolated gelator or couple of LMWGs but don’t include the effects
of solvents of bulk phase and temperature. Hashemnejad et al. used DFT to approximate
solvents effects by averaging binding energies of gelator-solvent at different interaction
sites [70]. The state-of-the-art computing resources restrict exploring of large system due
to prohibited cost and finite time [61, 62]. Coarse grained molecular dynamics is also an
appealing tool due to less intensive computing, which permits large length and time scale
simulations. It has been used to study aggregation propensity of LMWGs to screen poten-
tial gelator molecules [179, 51]. Tuttle and his co-workers reported the first ever tri-peptide
based hydro gelator using coarse grained simulations and machine learning technique [51].
However, large scale coarse-grained simulations sacrifice atomistic details of aggregation
due to loosely represented interaction sites. Atomistic simulation offers a subtle balance
between accuracy and cost. It has been used to study bulk phase aggregation by starting
some predetermined aggregation mode or several gelators into solvents [96, 40]. Stability
of these aggregation modes were monitored over the simulation trajectory. Recently, the
aggregations have been probed from randomly packed few hundreds gelators into solvents
[64, 63]. Large scale atomistic simulations of LMWGs are yet to be explored.
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12-Hydroxystearic acid and it’s derivatives can gelate organic solvents and water at
very low concentrations (<1%wt)[127]. These gels are widely used in lubrication indus-
tries. In this study, we are presenting early stage aggregation of 12-hydroxyoctadecanamide
(12-HSAMD) into octane. Experimental studies suggest the presence of crystallinity for
12-HSAMD gelators [168]. Gordon et al.[63, 64] used all-trans alkyl potential to accel-
erate crystallization in finite time scale. They studied 12-Hydroxysetaric acid in hexane
and looked into the chirality effects on aggregations and stability of rings like bundling of
gelators. In contrast, in our current studies, we looked into the dimer of this aggregates,
their energetics both in vacuum and condensed phase. We also explored, system size and
concentration dependency on aggregations. Role of solvent in the gelation process.
3.2 Computational Methodologies
TraPPE united atom force field [131, 25, 217] was used for 12-HSAMD and octane.
CHx groups were represented by pseudo-atoms located at the sites of carbon atoms and
all functional groups were treated explicitly. We used DFT calculations to re-parametrize
some torsional potentials of 12-HSAMD respectively, CH2-CH2-C=O, CH2-CH2-C-N, CH2-
C-N-H, O=C-N-H, CH2-CH2-CH-O and CH2-CH-O-H. Details of force field parameters
are give in the appendix section. We also derived harmonic torsional potential for alkane
backbone (CHx-CHx-CHx-CHx) by fitting trans-minima of respective potential energy sur-
face. Gaussian-09 [55] computational chemistry package was used for all DFT calcula-
tions. M06-2X [230] functional and (6-311+g**) [99, 134] basis set were employed for
these calculations.
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Molecular dynamics simulation was used to generate classical trajectories. We also
used metadynamics simulation to calculate potential of mean force of dimer. We ran
molecular simulation for different concentrations of gelator (Cg) and numbers of gela-
tor (Ng) . Metadynamics simulation was ran on system of 2 gelator molecules and 4000
octane molecules. Details of metadynamics is explained in an individual section. Packmol
[132] code was used to pack molecule randomly into simulation box. Initial packing den-
sity was lower than actual density to avoid bad contacts between molecules. In table-3.1,
number of octane molecules are represented for different Ng and Cg.
Table 3.1: Number of octane molecules for different basis of Ng and Cg
wt% 12-HSAMD
#HSA 5 12.5 20
100 - 1835 -
500 24904 9175 5243
1000 - 18350 -
This paragraph contains the molecular dynamics simulation parameters in general.
Otherwise, any special techniques or parameters are mentioned explicitly in the respec-
tive section. GROMACS[11, 14, 117, 199, 73, 155], version-5.04 was used for molecu-
lar dynamics simulation. Simulations were conducted at 293.15 K and 1 bar. The van
der Waals interactions have been truncated at 1.4 nm. Long-range tail correction (dis-
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persion correction) for LJ potential was employed for energy and pressure. Short range
electrostatic interactions were truncated at 1.4 nm. Long range electrostatic interactions
were computed using smooth particle-mesh Ewald method [31, 46]. Fourier grid spac-
ing was 0.16 nm, and fourth-order spline interpolation was used for charge distribution
into grids. Newton’s equation of motion was integrated using leap-frog integrator [13]
with 2 fs time-step. Bonds were fixed at their equilibrium lengths using LINCS algorithm
[72]. Energy minimization was employed on initial conformations using steepest-descent
to avoid overlaps in random packings. Equilibrations were done for 100 ps in NVT and
1 ns in NPT ensemble. During equilibration stages, temperatures were controlled using
velocity rescale thermostat[22] with 2.0 ps time-constant. Pressure of NPT equilibration
was controlled using Berendsen[13] barostat with time constant 2.0 ps and compressibility
4.5e-5 bar-1. During production runs, Nose-Hoover thermostat [141, 78] and Parrinello-
Rahman[150, 142] were used to create true NPT ensembles. MD simulations were ran
in two steps, during first 150 ns, we turned off all gauche minima of backbone torsion.
This step is named as all-Trans simulation. Followed by we relaxed torsional angels with
unmodified torsional potential, named as relaxed simulation. To avoid sudden shock in
potential profile change, we annealed system temperature from 293.15 K to 100 K and
heat up to 293.15 K again over 6 ns.
We ran another type of simulation to observe the evolution of the gelator aggregation
and temperature effect on aggregations. As gelator molecules aggregate very quickly even
during the equilibration steps, we adopted special technique for that. We turned off the
point charges of the during equilibration steps and we ran equilibration for very short time.
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We ran NVT and NPT equilibration for 2 ps. During the production run, we annealed the
temperature. First, we heated up the system from 293.15 K to 533.15 K over 6 ns and the
cooled down to 293.15 K within next 6 ns. We ran the all-Trans simulation for 150 ns.
Figure 3.1: Schematic diagram of potential wall used in different dimer conformation, (a)
parallel, (b) anti-parallel, (c) AA, (d) BB and (e) AB. Blue circle represents amdie group
and red circle represents hydroxyl functional group
We used PLUMED[194] with gromacs-2018 version to run metadynamics simulations.
We extracted different dimer conformations from Ng = 500 and Cg = 12.5 system at 150
ns. Except AA-conformation, all dimers were placed in 12⇥ 12⇥ 16 nm3 simulaton box.
We used 8 ⇥ 8 ⇥ 20 nm3 for AA-conformation, as it’s backbone is longer than others.
Once we placed dimer into the box, we filled the box with 4000 octane molecules. We
ran energy minimization, NV T and NPT equilibration using same protocol mentioned
in the previous section. Dimers was subjected to position restraint during minimization
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and equilibration step to retain their native stacking. During NPT equilibration, we used
COM-scaling to adjust box length fluctuations. After NPT equilibration, we released all
position restraints of dimer, and run metadynamics simulation in NV T ensemble. We used
flat bottom potential wall to sample different dimer conformations. A flat bottom potential





Kappa (k) is the force constant, a is wall’s location, o is offset to start wall, s is scaling
factor and e is power-law constant. We defined two center of geometries (COGs) referring
A and B respectively on amide and hydroxyl functional group. We also defined another of
COG on COGs of A and B , which is refereed as C. In Fig-3.1, left molecule’s centers will
be referred as A1, B1 and C1 and right molecule’s centers will be referred as A2, B2 and
C2.
For parallel conformation, As shown in the figure Fig-3.1, we used angle constraints
respectively on A1   B1   B2 and B1   A1   A2 between two participating molecules.
In parallel conformation these two angle should be approximately 900. Upper and lower
walls are applied at 1200 and 600 with force constant 1000 kJ/mol/rad2. Similarly, for anti-
parallel conformation, we applied upper and lower wall for A1   B1   A2 and A1   B2   A2
angles. We used distance between C1   C2 as collective variable for parallel and anti-
parallel dimers. For AA conformation, we applied angle constraint on B1   A1   A2 and
B2   A2   A1. Lower wall locates at 1500. Distance between A1   A2 was used as collec-
tive variable. For BB conformation, we applied angle constraint on angle A1   B1   B2.
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To prevent 1800 rotation pivoting around B1   B2 line, we used applied distance lower
wall between A1   A2 at 2 nm with force constant 2000 kJ/mol/nm2. Distance between
B1   B2 was used as collective variable. Similary for AB conformation, we applied an-
gle (A1   B1   A2) and distance(A1   B2) walls respectively at 1200, 600, and 1.5 nm.
Distance between A1   B2 was used as collective variable.
Along the collective variable, we disposed Gaussian potential at frequency of 500 steps.
Heights of Gaussian were 0.5 kcal for all except AA, which subjected to 1.5 kcal. Metady-
namics simulations were ran for 150 ns during sample collections. Convergence of error
calculation is shown in fig-A.1. Sampling distributions are also shown in fig-A.2.
3.3 Result and discussions
3.3.1 Effects of Torsion on Aggregation
Due to entropic freedom, long alky chain doesn’t allow crystallization in finite time
and length scale of simulation. To accelerate aggregation of 12-HSAMD molecule, gauche
state was removed from alkyl dihedral potential similar to Gordon et al.[63, 64]. To ex-
amine the effects of torsional angles of alkyl chain on gelator molecule, we run simulation
system of Ng = 500 and Cg = 12.5 at three different conditions. First type of simula-
tion was run for gauche-less/all-trans state, second type was relaxed torsional potentials of
alkyl chain, which was preceded by 150 ns of all-trans simulation. Last set was run for
unmodified potential. We calculated probability distribution of torsion angles as shown in
Fig-3.2(a).
To measure the distribution of torsion angles of alkyl chain, we computed histogram of
all torsion angles with the bin size of 1. We collected data over 150 ns time window. For
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Figure 3.2: (a)Probability distribution [⇢( )] of alkyl chain’s torsion (b) End-to-End
length( ) of 12-HSAMD vs. Time, and (c) Ball and Stick representation of 12-HSAMD.
Carbon, oxygen, hydrogen and nitrogen are represented by ochre, red, grey and blue
respectively.
all-trans, we collected data from 0 to 150 ns. For unmodified simulation and relaxed simu-
lation, data was collected from 1200 ns to 1350 ns, as average end-to-end length( ) of un-
modified system reasonably converged with relaxed simulation during this time window, as
shown in Fig-3.2(b). As shown in Fig-3.2(a), all-trans simulation has successfully removed
gauche state. Relaxed system has slightly lower gauche distribution compared to unmodi-
fied one and higher trans distribution. To get more accurate estimation of gauche defects,
we integrated the P ( ) in three regions respectively: 0 120o(Gauche-), 120 240o(trans),
240   360o(Gauche+). Results of integration is shown in table-3.2. We used Simpson’s
rule to perform numerical integration, using grid size of 0.5. During all-trans simulation
average end-to-end length( ) of gelator molecules remains stable. Average   fluctuates
around equilibrium value of 2.15 nm. Within, first 400 ns, relaxed system converged the
 , while unmodified system took at least 1200 ns. All-trans followed by relaxed technique
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saves 800 ns. From computational prospective, this is an extreme savings of computer
time.
Table 3.2: Quantitative representation of P ( ) over different regions of torsion profile
Probability(%)
System Gauche(g ) Trans(ts) Gauche(g+) (g  + g+)
Unmodified 4.34 91.39 4.27 8.61
all-trans 0.00 100.00 0.00 0.00
Relaxed 4.20 91.65 4.15 8.35
3.3.2 Effects of System Size and Concentration on Dimer Stacking
To understand effects of system size on aggregation, we ran simulation at Cg = 12.5
for three different system sizes (Ng) respectively: 100, 500 and 1000. For concentration
dependency, at Ng = 500, we ran simulations for three different concentration respectively
5, 12.5 and 20. We examined dimer orientations in these systems. Gelator molecule has
two functional groups, amide head group (A site) and hydroxyl mid group (B site) as shown
in Fig-3.2. If we consider all possible combinations between a pair of molecules, we can
identify five distinct combinations respectively: Parallel(AB-AB), anti-parallel(AB-BA),
AA, BB and AB as shown in Fig-3.9. We plotted 2d probability distribution of pairs of
molecules for dA A vs. dB B, as shown in Fig-3.3. dA A and dB B refer distance between
A1   A2 and B1   B2 of a pair of molecules respectively. We found four distinct hot-spots
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in heatmap. Each hot-spot represents distinct type of dimer, except middle hot-spot which
represents two. Typically, distance between A-site and B-site is approximately 1.6 nm in
a molecule. As shown in Fig-3.3, so when a pair of molecules form AA dimer, dA A is
within first minima and dB B is at approx. 3.2 nm. Similarly, for BB dimer, dB B is within
first minima and dA A is at approx. 3.2 nm .
To formally defined the dimer type, we identified if sites of gelator molecules are within
first minima of radial distribution. The first minima of A-A, B-B and A-B are in rdf plot
respectively 0.475 nm, 0.750 nm and 0.735 nm. Details of rdf are explained in appendix
section (fig-A.3). In addition we also defined a vector connecting carbon atom near amide
group (A-site) and carbon atom near hydroxyl group (B-site) for parallel and anti-parallel
conformation. Additional angle criteria was used for these two dimer type, as, we can
see in Fig-3.3, respective hot-spots are spatially spread. A dimer is considered parallel if
A1   A2 end and B1   B2 end within rcut or either of the ends is within cut-off and angle
between connecting vectors is less than or equal 30o. Similarly, A dimer is considered
anti-parallel if A1   B2 end and B1   A2 end with rcut or either of the ends within cut-off
and angle between connecting vectors less than or equal 30o. AA, BB, and AB type dimer
has respectively A1   A2, B1   B2 and (A1   B2 or A2   B1) end within rcut.
In Fig-3.4, we have shown the distributions of different dimer stacking. Regardless the
system size and concentration of gelator, distributions maintain the similar pattern. AB
type dimer has the highest percentage of occurrence in the system. BB type dimer has
the least occurrence in the system. Considering all systems, dimer distribution follows:
AB(28-30%) > Parallel (24-28%) > Anti-Parallel (16-18%) ⇡AA (16-17%) > BB (7-
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Figure 3.3: 2-d heatmap of probability distribution of pair of molecules for at Ng=500 and
Cg=12.5
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Figure 3.4: Probability distribution of dimer (a) different system size(Ng) at Cg=12.5, and
(b) different concentration(Cg) at Ng=500.
10%). With the system size increasing, we observed that parallel dimer decreases and AA
dimer stacking decreases slightly. In contrast anti-parallel, BB and AB dimer stacking
increases with system size increases. As shown in Fig-3.4(b), With the increasing concen-
tration of gelator, we observed the similar behaviour of system size dependency. In case of
concentration changes, distribution difference is less pronounced than system size depen-
dency. We also calculated the error bar for Ng = 500 and Cg = 12.5. For that purpose,
we ran four set of simulation with different starting conformation of gelator molecules. As
shown in Fig-3.4, size of error bar is very small compare to distribution size.
In the Fig-3.5, We have shown, how aggregates size change with different Ng and
Cg. We either extended PBC or/and reconstructed the PBC broken aggregates for better
visualization. To measure the dimension, we considered the coordinates of atoms, those
lie in the edge of aggregate. We observed either cylindrical fiber or tape like fiber. For
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Figure 3.5: Snap shot of aggregates after 500 ns (a) system of Ng = 100 and Cg = 12.5,
PBC is extended along Z direction, (b) system of Ng = 500 and Cg = 12.5, PBC is
unwrapped, (c) System of Ng = 1000 and Cg = 12.5, PBC is unwrapped (d) system of
Ng = 500 and Cg = 5, and (e) system of Ng = 500 and Cg = 20, PBC is unwrapped and
extended (Numbers in purple color represent width in ”nm” )
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cylindrical fiber, we have mentioned the diameter and for tape like fiber, both width and
depth were mentioned in the figure. Fig-3.5(a-c), shows aggregates of different system
sizes (Ng = 100, 500, 1000) at Cg = 12.5 and Fig-3.5(b,d,e), shows aggregates of different
concentration (Cg = 12.5, 5, 20) at Ng = 500. For a certain Cg = 12.5, when system
size is increased, we observed different conformations in aggregates. For, Ng = 100, there
is a liner fiber with diameter of 3.4 nm. For Ng = 500, there is a branching fiber stems
from main fiber. The junction of fibers is comparatively thicker than branches. Diameter
of branches varies from 3.1-3.2 nm, while junction is 5.9 nm. For Ng = 1000, we observed
the similar branching but the shape of fibers are different than earlier systems. In that case,
we observed tape like fibers. The main fiber is wider than branched fibers, which has the
dimension of (6.3 nm ⇥ 2.5 nm). The junction is very wider but slightly smaller than two
times of branched fibers. Interestingly, the fibers has similar thickness, range from 2.5
nm-2.9 nm. So in general, with increasing system size, we observed from isolated fibers
to branched fibers with junction zones and cylindrical to tape like fibers.
We also examined the concentration effects for particular system size (Ng = 500). We
already discussed the Cg = 12.5. For Cg = 5, we have comparatively larger box 19.06 nm
vs. 13.94 nm and vs. 11.83 nm. In that case we observed linear tape like fibers with some
shorter cylindrical fibers. There are a tape like junction zone with dimension of (5.5 nm ⇥
4.2 nm). We also have two cylindrical fibers which are not fully grown due to exhausted
gelators count in system. Those have almost similar dimensions ranges from 2.8-2.9 nm.
There is a short cylindrical fiber zone in between two tape like zone, has dimension of 3.2
nm. For the system of Cg = 20, where we have smaller box yet same number of gelators.
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This system has enough gelator to grow full network compared to earlier systems. In Fig-
3.5(e), we have unwrapped and extended the pbc to visualize entire aggregate patterns.
Quite interestingly, here we observed mesh-like network with extended pbc. Here fibers
grew in different directions, possibly will lead to 3d matrix like structure. In that system,
we have junction zone, cylindrical fibers, tape like fiber. Cylindrical fiber have similar
dimensions of earlier.
Figure 3.6: Evolution of aggregates from random packing for system of Ng = 500 and
Cg = 12.5 over 150 ns
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3.3.3 Evolution of aggregates
We looked at the aggregation evolution of our systems over time. As aggregation
happens quite faster, we only presented the all-Trans portion of simulation. For clus-
ter/aggregate analysis, we used following algorithm to determine cluster size and number
of clusters over time. We used rcut for our analysis from first minima of g(r) . We used
breadth first search approach for cluster analysis. We first assign a cluster id for a molecule
and then we keeping searching over set of molecules which are unassigned with cluster
id. Whenever a molecule meets distance criteria, then assigned it to current cluster. We
continue this searching, and compare distance criteria between every member of current
cluster to unassigned molecules. Once, no new molecule can be assigned to current cluster
or search space is exhausted, we randomly select a unassigned molecule and assigned a
new cluster id, which is consider as current cluster id. We keep repeating same procedure.
Once all molecules are assigned with a cluster id, we stopped searching.
In Fig-3.7, we represented different aggregation parameters such as Naggr, Nmono, Ndi,
Ntri and Smax aggr. Naggr represents the total number of aggregates. An entity is considered
as aggregate, if it has more than one gelator molecules. Nmono, Ndi and Ntri represent re-
spectively number of monomers, dimers and trimers. Smax aggr defines number of gelators
in the largest aggregate at any instance of simulation. As mentioned in the computational
details section, we heated up the system to isolate any aggregates formed during equili-
bration stage and then cooled down to room temperature gradually. Simulation length can
be divided into three parts, respectively (0   6 ns) heating up, (6   12 ns) cooling down
and (12   150 ns) constant temperature (293.13 K). After equilibration steps (t = 0), we
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have Nmono = 443 and few dimers. During heating period, initial temperature was not
high enough, as a results Nmono decreases steeply till 30 ps. During this time, monomers
mainly form dimer, trimer or smaller sized aggregates as shown in Fig-3.7(a, inset). From
30 ps to 1.5 ns, monomers, dimers, trimers and aggregates decreases relatively slowly but
max aggregate size increased steeply. During this time, dimers and trimers mainly joined
with larger aggregates. Max aggregate size is not stable, that implies it splits into smaller
aggregates and joins repeatedly. From 1.5 ns, system becomes hot enough to break the
aggregates. During 1.5 ns to 6 ns, Smax aggr decreased slowly and reached it’s minima. At
the same time, Nmono, increased very steeply due to segregation of the most of the larger
aggregates. During this time, Ndi and Ntri, increased very slowly. In nut shell, we can say,
due to high temperature aggregates break down into mostly monomers and slightly into
dimers and trimers.
From 6 ns to 12 ns, system was cooled down. During that period, Nmono, Ndi, Ntri
and Naggr decreased but Nmono decreased steeply. Smax aggr didn’t increased significantly
until 9 ns. As system cooled down, monomers started forming smaller sized aggregates,
after 9 ns those joined with larger aggregates. That’s why after we observed sudden shift in
Smax aggr. As shown in the Fig-3.7(b), mainly Smax aggr approached towards Ng. System
has few to no mono, di and trimers. During this time, system becomes stable. Noise in
Smax aggr mainly due to outer shell of aggregate sometimes loses some member and then
join back.
In Fig-3.6, we have shown evolution of aggregations from random packing to structured
network. For better visualization, we only show the gelator molecules.
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Figure 3.7: Number of aggregates formed and max cluster size over time for (Ng = 500
and Cg = 12.5wt%), (a) 0-12 ns, (b) 12-150 ns. Color bars on top represent the changes
in temperature over time and right color bar represents the temperature scale
3.3.4 Neighbour auto-correlation function
We calculated neighbour auto-correlation function to see the life time of neighbouring
pairs. We considered a distinct pair as neighbour, if any functional groups are within first
minima of g(r). If a particular pair of molecules is neighbour, their neighbour occupation









We pull out coordinate from system of (Ng = 500, Cg = 12.5wt%) after 400 ns, ran
simulation for 10 ns to do auto-correlation function analysis. We collected the data after
every 20 fs. Neighbour auto-correlation function is shown in Fig-3.8. As shown in inset
of Fig-3.8, instead of monotonic decrease in DACF (t), we observed a oscillatory trend in
first 10 ps, then it converge to the value of approx., DACF (t) = 0.75. A converged value
of 0.75 for an auto-correlation function indicates, neighbouring pairs are very stable.
48
Figure 3.8: Neighbour auto-correlation function of Ng = 500 and Cg = 12.5
3.3.5 Dimer energetics
Dimer is very important building block of aggregates. It is quite appealing to look
at their binding energy. That’s why, we measured their energetics both in vacuum and
condensed phase. From system of (Ng = 500, Cg = 12.5), we collected different dimer
conformations. Then we, optimized them by DFT method described in the computational
details section. In Fig-3.9(a), we have represented binding energies in the vacuum. We
also calculated potential of mean force (PMF) for each conformation in condensed phase.
Details of PMF calculations are explained in the computational details section. We used
metadynamics approach to calculate PMF of dimer in octane solvent. To sample particular
dimer stacking, we used different flat-bottom potential wall as shown in the Fig-3.9. Fig-
3.9(b), PMF of different dimer stackings are shown. As, PMF is state function, we set r =
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3.0 nm as reference (PMF=0 kJ/mol). In fig-A.1 and fig-A.2, we have shown respectively
error estimation of block average and sampling distribution over metadynamics simulation.
These two graph implies the correctness of PMF calculations.
Surprisingly, vacuum phase binding energies are too high compared to condensed phase
PMF well depth. In both cases, parallel and anti-parallel conformation have similar ener-
getics. Out of AA, BB and AB; AA has the highest binding energy. The discrepancies are
found in AB and BB dimer conformations. In vacuum, BB has higher energy than AB,
-57.83 vs. -47.03 kJ/mol. In contrast, in condensed phase, AB has higher potential well
depth than BB, -16.0 vs. -12.73 kJ/mol.
Even though, parallel and anti-parallel conformation have shown highest binding en-
ergy, but observed dimer distributions (fig-3.4) are not consistent with their energetics.
We believe that, when gelators molecules started aggregation, they aggregated with the
nearest neighbours with different geometric conformations. Due to strong auto-correlation
of neighbouring pairs, these dimers actually kinetically trapped with their earliest con-
formation. So, aggregation of gelator molecules are not only driven by their energetical
components, but also kinetically trapped situation is also a dominating factor.
3.3.6 Gelator-Solvent Interface
To understand the gel-sol interface behaviour, we studied relatively small system, Ng=100.
We selected this system as, aggregates simply formed linear fiber. In the Fig- 3.10, we have
shown the density profiles of gelator aggregate and solvent. Fig- 3.10(b) indicates from 0
to 4.5 nm along z-axis, aggregate is packed, where as from 4.5 to 8.16 nm aggregate is
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Figure 3.9: (a) Different dimer binding mode in vacuum and their binding energies and,
(b) potential of mean forces of different dimers
not fully grown. As system is relatively small, gelator molecules are already exhausted.
For that reason, we calculated density profile of solvent along z-axis from 0-4.0 nm (fig-
3.10(b)). It shows that gelator molecules formed aggregate such that, it is impermeable
for solvent molecules. Even though, gelator molecules contains long hydro-carbon chain,
yet octane solvent can’t diffuse into this aggregate. As shown in Fig- 3.10(c), At sol-gel
interface, there are density gradient exists.
3.3.7 Role of hydroxyl ([OH] ) in self-assembly
Weiss et. al. reported that gelator molecule without mid funcational group ([OH] )
does precipitate in octane solvent rather than forming gel[127]. It is interesting to look,
how the mid functional group plays role in self-assembly. For that purpose, we ran simu-
lation without hydroxyl functional group. In Fig-3.11(b), snapshot is shown after all-trans
and relaxed simulation at 500 ns. We observed that without hydroxyl functional group,
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Figure 3.10: (a) Solvent-Gelator representation of Ng=100 and Cg=12.5, solvent is
represented as transparent surface, (b) Density map of 12-HSAMD along x axis, and (c)
Density map of solvent along z-axis
Figure 3.11: Self assembly of system of Ng = 500 and Cg = 12.5 (a) With both
functional groups present (b) Without hydroxyl functional group (c) 75% of hydroxyl
functional group charge (d) 50% of hydroxyl functional group charge (e) 25% of hydroxyl
functional group charge
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Figure 3.12: Probability distribution of different dimer conformations for varying
hydroxyl charge weight
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gelators form bi-layer aggregate. There is no fiber or branching present in the aggregate.
As, this bi-balyer does not have any fiber or branching, it lost the ability to form gel.
We also ran simulation with reduced point charge on hydroxyl group respectively 75%,
50% and 25%. Reduced charge simulations were continued from previously completed
system of Ng = 500 and Cg = 12.5 (Fig- 3.11(a)). We ran 150 ns reduced charge simula-
tion. Self-assemblies are shown in Fig-3.11(c-e). As soon as, we reduced the point charges,
we observed that fiber with branching point completely deformed and started forming the
bi-layer like aggregate. We also collected the distribution of different dimer conformation,
as shown in the Fig-3.12. As we can see with reduced point charge of 50% and 25%,
anti-parallel, BB and AB dimers almost disappeared from system. Parallel and AA dimer
become dominating in the 50% and 25% charge. If we consider dimer energetics in vacuum
and condensed phase from Fig-3.9(a,b), we can see A   B and B   B have the weakest
interactions among all. Due to weak interaction associated with B site and reduced point
charges, it lost significantly to bind with other gelator molecules.
3.4 Conclusions
Understanding the early stage aggregations is very important for supramolecular mate-
rials. These knowledges will help to tailor materials with desired properties. In this study,
we have presented effects of gelator concentration and system size on aggregations. We
have shown that, self-assembly retains it’s fundamental properties regardless system size
and concentrations. We have also shown, the aggregation evolution from random starting to
self-assembled network. Dimer population doesn’t depends on their energetic behaviour.
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Self-assembly of gelators is rather kinetically trapped state. We hope these knowledges
will contribute towards understanding self-assembly of LMGWs.
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CHAPTER 4
MOLECULAR INSIGHTS INTO THE EARLY STAGE AGGREGATION OF
DI-FMOC-L-LYSINE BASED MOLECULAR GEL
4.1 Introduction
Gelators with embedded biological components (e.g., peptide, amino acid) carry spe-
cial importance due to their application in drug delivery, tissue engineering, nano-medicine,
etc. Uljin et al.[48, 218, 21, 28] and Gazit et al.[124, 24, 58, 146] extensively inves-
tigated fluorenyl-9-methoxycarbonyl peptide based molecular gels for such applications.
Self assembly of these peptide based amphiphiles are driven by the  -sheet type hydro-
gen bonding[48], ⇡-⇡ stacking, and solvophobic effects. Stimuli responsive amphiphiles
undergo complex interplay with their surroundings to form different micro-structures such
as ribbons, sheets, tubes [81, 231, 175]. Rational design of materials with biological sig-
nificance needs detailed understanding at atomic level. Molecular simulation techniques
allow to probe precise and detailed information of self assembly of nano-materials[110,
175, 109, 56].
In chapter-2, we have discussed the rationalization of solubility triggered gelation of
di-Fmoc-L-lysine in different solvents. Here, we will investigate the self-assembly of di-
Fmoc-L-lysine in DMSO-water binary mixtures. We used molecular dynamics to under-
stand, how the self-assembly of gelators is affected by composition of binary mixture. In
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this chapter, we will try to answer, how the stiffness of gelators, packing of gelators vary
with different compositions of DMSO-Water.
4.2 Computational Details
TraPPE-UAs [161, 162, 88, 185, 131] (The Transferable Potentials for Phase Equi-
libria ) were used for di-Fmoc-L-lysine. CHx groups of alkyl chain were replaced by
pseudo-atoms located at the sites of carbon atoms. Hydrogens of aromatic rings, and all
functional groups were treated explicitly. Dihedral potentials of aromatic rings were used
from OPLS[85]. Some of the bonds, angles, and dihedrals were parameterized by fitting
potential energy surfaces from DFT calculations. 1-octanol continuum solvent model along
with ChElPG fitting method [20] was used to derive CM5 partial charges[75]. Optimized
geometry of the gelator molecule for partial charge calculation was used from our previ-
ously published work[70]. Gaussian-09 [55] computational chemistry package was used
for scanning bonded parameters and point charge calculations. M06-2X [230] functional
and (6-311+g**) [99, 134] basis set were employed for these calculations. In the appendix
section, all the parameter are provided. Dimethyl sulfoxide (DMSO) force field devel-
oped by vahid et. al.[197] was used in this work, which is consistent with TraPPE force
field. We used TIP4P water model[86]. All simulations were carried on highly parallelized
molecular dynamics code GROMACS[11, 14, 117, 199, 73, 155]. The Van dar Waals and
electrostatic non-bonded interactions were defined by LJ 12-6 and Coulombic equations
respectively. Lorentz-Berthelot[120] mixing rule was used for unlike interactions in LJ po-
tential. The Van dar Waals interactions were truncated at 1.4 nm, and dispersion correction
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Figure 4.1: (a) Initial setup of 30% DMSO system, and (b) Ball and stick representation
of gelator and solvents
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was employed for energy and pressure. Short-range (real space) electrostatic interactions
were truncated at 1.4 nm. Long-range (reciprocal space) interactions were computed using
smooth particle-mesh Ewald (SPME) method [31, 46]. Charges were interpolated using
fourth order spline in 3D grids. Fourier grid spacing was 0.16 nm. Leapfrog integrator was
used to integrate Newton’s equations of motion with time step 2 fs. LINCS algorithm[72]
was used to constrain all bonds, which enabled 2 fs time-step. Random initial configura-
tions in a cubic boxes were created by using Packmol[132], as shown in fig-4.1. Initial
configurations were energy minimized by using steepest-descent minimizer to avoid any
bad contacts between atoms due to random packing. Systems were relaxed in NVT, and
NPT ensembles respectively for 200 ps, and 1 ns before production runs. For temperature
regulation both in NVT and NPT equilibration, velocity rescale thermostat[22] was em-
ployed with the time constant 2.0 ps. In NPT equilibration, Berendsen[13] barostat was
employed to control pressure with the time constant 2.0 ps, and compressibility 4.5e-5
bar-1. Production runs were carried out in NPT ensemble using Nose-Hoover thermostat
[141, 78] and Parrinello-Rahman barostat [150, 142]. Periodic boundary condition was
applied in all directions.
Free energy of solvation of di-Fmoc-L-lysine in the solvent was calculated using ther-
modynamic integration[95, 133] and Bennett Acceptance Ratio (BAR) method[12]. The
gelator molecule was coupled with a state variable ( ). Free energy between two states can










Here,  A = 0, represents no gelator molecule presents into the solvent and  B = 1 means
gelator molecule fully interacting with the solvent molecules. A set of intermediate  
was chosen to introduce gelator molecule smoothly into the solvent. Here, we chose 11
states for   from 0 to 1 with interval of 0.1. To avoid overlapping charge at   =0, we
used soft core potential[16] available in gromacs simulation package. Soft-core interaction
radius( ), soft-core   power and soft-core alpha were respectively 0.3 nm, 1.0 and 1.0.
For free energy calculation, we collected the sampling for 10 ns after equilibration at each
window ( )
4.3 Results and discussion
4.3.1 Dependency of aggregation on binary mixture’s composition
Di-Fmoc-L-lysine forms gel in the binary mixture of good solvent (DMSO) and poor
solvent (Water)[70]. Gelator was first dissolved into DMSO at room temperature and, then
water was added as poor solvent[70]. In this solubility triggered gelation process, water
acts as stimulant. It lowers the solubility of gelator in solvent phase, initiates aggregation
of gelators. While gelator is readily soluble in DMSO, it is insoluble in water. Combination
of two opposite factors create a subtle balance to result in final gelation state[70].
To understand the effects binary mixture composition, we setup molecular dynamics
simulation for different DMSO-water weight compositions, from 0% to 100% DMSO with
10% interval. To reduce the computational cost, we setup simulation as basis of 100 mg
gelator in 1 ml solvent, which is higher than reported in earlier work[70]. We used 100
gelator molecules as our count basis. In fig-4.2, simulation snapshots are shown. For bet-
ter visualization, we only have shown the gelator molecules in the box. We also extended
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Figure 4.2: Snap shots of di-Fmoc-L-lysine aggregates after 100 ns at different
composition of binary mixtures. (values in black color represent the width of fibers in
”nm”)
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the box using PBC, wherever gelator aggregates maintained continuous pattern over peri-
odic simulation box. At, 0% DMSO (100% water), experimentally system does not form
gel, as gelator is insoluble in pure water. In our previous work[70], we have shown using
density functional theory, average binding energy over eight distinct sites for water and
DMSO are respectively, -36.0 and -64.6 kJ/mol. Average binding energy indicates that
DMSO has higher binding strength than water solvents. But this does not gives the exact
notion of solubility of gelator into solvent. Also, the ratio of pseudo (explained in earlier
work[70]) cohesive energy density of gelator-solvent and cohesive energy density of sol-
vent are 0.035 and 0.167 respectively for water and DMSO. This ratio indicates strength
of binding energy of gelator-solvent compared to solvent-solvent. Clearly, water is less
likely to accommodate foreign gelator molecule than DMSO. At 100% water solvent, we
observed thick, discontinuous aggregate of gelator molecules. This aggregate tends to form
worm-like structure in pure water. Wormlike aggregate helps to decrease the exposed sur-
face area with solvent molecules. When, DMSO was introduced into our simulations, we
observed different types of aggregates such as helical chain and mesh like branching. In
literature, similar helical fibers[128, 181], branched network[38, 119, 70] in gels are re-
ported. In our earlier work we have reported the typical diameter of fibers are in order
of 10 nm[70]. In this computational study, we found that, the fibers diameter vary from
0.7-5 nm. Even though magnitude of diameters are similar, yet they are smaller than ex-
perimental reported values. Smaller diameter of fibers might be due to system size in this
computational study. Interestingly, from 60-70% DMSO solvents, gelator molecules are
no more forming any structured network or fiber, rather they form isolated small aggre-
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gates. From 80-100% DMSO solvents, gelator molecules become fully solvated. At these
concentration, systems are simply suffering from the absence of poor solubility, which is
the key stimulant for initiating aggregation[70].
Figure 4.3: Snap shots of 20% DMSO systems for different random packings
4.3.2 Effect of starting configuration
We setup simulation of 20% DMSO system for 4 different starting configurations. We
created different random starting configurations by using different seeds for random num-
ber generator. Final snap shots after 100 ns are shown in fig-4.3. Surprisingly, we got
different final conformations in aggregates. In first case, as shown in fig-4.3(a), we got a
helical fiber with a short branched fiber. The main fiber is continuous across the simulation
box but the branched fiber is not continuous. In second case [fig-4.3(b)], we observed 2
dimensionally growing mesh like network. This mesh like network has junction zones, at
each junction zones parent fiber splits into 2 off-spring fibers. In third case [fig-4.3(c)], we
observed two fibers form junction zone and then split again. Once they split from junction
zone, each of them branches. In fourth case [fig-4.3(d)], two fibers entangle each other to
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form thicker fiber. While they entangle, at the same time they branch to create mesh like
network. Similar to our current study, wang et. al.[208] have shown experimentally that
gel network can be tailored/switched between different topologies by controlling starting
temperature of sol-gel transitions. Using temperature controlled approach, they switched
spherulitic network to fibrillar network. Chen et. al.[27], altered mechanical strength by
using variable heating and cooling cycles.
In this study, we started simulation from different initial conformations which is anal-
ogous to controlling early stage nucleation in experimental studies.
Figure 4.4: Solvation free energies for different compositions of DMSO-water
64
4.3.3 Rationalizing aggregation using solvation free energy
Though, we can relate aggregation behaviour of di-Fmoc-L-lysine under variable bi-
nary mixture compositions using our previous study[70], where we calculated gas phase
binding energies. Here, we calculated solvation free energy, by dissolving 1 gelator molecule
into 5000 solvent molecules, keeping desired mass concentrations of binary solvent. Sol-
vation free energy quantifies the change in free energy as solute molecule(e.g. gelator
molecule) introduced into solvent phase from gas phase[39]. Negative solvation free en-
ergy refers spontaneous process. As our gelator molecule is amphiphilic in nature, means
it has strongly hydrophobic aromatic ring and different hydrophilic functional groups,
simply negative values might not give complex aggregation behaviour. We need to com-
pare the magnitudes of solvation free energy for different composition of binary mixtures.
Mochizuk et. al.[138] has shown that for aggregation of amphiphilic solutes in binary sol-
vent, solvophobic component plays vital role. In future, we plan to calculate the potential
of mean force between aromatic component of our gelator molecule.
In fig-4.4, we have presented the solvation free energies for different composition of bi-
nary mixture. The magnitude of  Gsolv increases as we increase the percentage of DMSO
into binary mixture. In pure water, gelator has  Gsolv=-60.59±1.02 kJ/mol, at this solva-
tion condition gelator molecules form wormlike aggregate, rather than fiber. This might
happen due to interaction between aromatic moieties is much stronger, which leads to col-
lapse all gelator to form wormlike aggregate. With increasing DMSO percentage, solva-
tion free energies are getting stronger, and allow the aggregate to enhance exposing surface
area with environment. As a result, aggregates able to explore/grow spatially in different
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topologies. Above 50% DMSO,  Gsolv becomes more stronger, it suppresses the interac-
tion energy between aromatic rings, as a result gelator molecules likely to favor being in
solvated rather than aggregating.
4.3.4 Density map
We have shown, how the density of solvents with different solubility arrange around
the gelator aggregate. In fig-4.5, density maps on xz plane and 1-d density variation along
x axis are shown for 30% DMSO system. We have collected samples for 20 ns from 80 to
100 ns. In fig-4.5(a), we can see all the gelator molecules aggregated on a single region.
View from yz plane for this aggregate has been shown in fig-4.2(d). For the visualiza-
tion purpose, water solvent is represented using transparent liquid material. As expected,
probability of finding DMSO solvents around gelator quite higher than water. Hydropho-
bic gelator molecules pushing the water molecules away from them and letting DMSO
molecules to form solvation shell around them. Apart from density maps, 1d density plots
also pronounced this behaviour.
4.3.5 Stiffness of single gelator molecule
To understand, how the stiffness of single gelator molecule is affected by binary mix-
ture compositions, we have calculated probability distribution of end-to-end distance (⇠)
of gelator molecules. The end-to-end distance of gelator molecule in gas phase is 2.28
nm. The stiffness of molecule is affected by the solubility of binary mixtures. In general,
when a solute molecule is exposed to a solvent with poor solubility, it will try to reduce
its exposing surface area with the solvent. A gelator can reduce exposing surface by short-
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Figure 4.5: (a) Snap shot of 30% DMSO system along y-axis, (b) 2D-density map of
di-Fmoc-L-lysine, (c) 2D-density map of DMSO (d) density profile of DMSO along
x-axis, (e) 2D-density map of water, and (f) density profile of water along x-axis
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Figure 4.6: Probability distributions of end-to-end distance of gelators at different binary
mixture compositions
68
ening its overall length or end-to-end length. As shown in fig-4.4, solvation free energy
(magnitude) increases with increasing percentage of DMSO in binary mixture. Increasing
solvation free energy indicates increasing solubility. From fig-4.6, we can see end-to-end
distance is shorter when binary mixture contains less percentage of DMSO. In pure water
(0% DMSO), gelators have the least end-to-end distances, whereas gelators have the largest
end-to-end distance in pure DMSO (0% water). In addition to average end-to-end length,
their distributions also change due to binary mixture compositions. At lower concentration
of DMSO, probability distributions are wider. At higher concentration of DMSO, gelators
end-to-end distributions are narrower. It is also interesting that, we saw some picks around
0.5 nm, that means due to strong aromatic rings interactions, some molecules bend and
form ⇡   ⇡ interactions within themselves. Even though, gas phase end-to-end length is
2.28 nm but in condensed phase gelator can extend its end-to-end length beyond this limit.
Figure 4.7: Probability distributions of orientations of neighbouring aromatic rings
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4.3.6 Orientation of aromatic rings
Hydrophobic aromatic rings play vital role in the aggregation of gelators. Ring orienta-
tions give the information about the packing density of aggregates. We calculated the angle
between neighbouring aromatic rings, those lie within first minima (0.60 nm) of RDF of
rings. For that purpose, we calculated the normal of each ring and measured the angle
between normals ( ). The most common aromatic ring is benzene, two benzene rings can
form sandwich, T-shaped stack and parallel-shifted stack[167]. Whereas small benzene
rings can stack with various planar angle, it’s not unlikely that current aromatic rings will
deviate from this behaviour. In fig-4.7, we have shown the probability distribution of ring
orientations for different binary mixture compositions. With the increasing concentration
of DMSO, this distribution shifts to higher value of  . At lower concentration of DMSO,
rings are likely to stay approximately parallel. At higher concentration, rings are taking
T/Y-shaped stacks. Again, solubility plays the role in ring orientations. Due to poor solu-
bility at lower concentration of DMSO, rings pack more closely, while at higher solubility
rings stack more loosely.
4.4 Conclusions
Here, we presented molecular dynamics simulation to study the early stage aggrega-
tion of di-Fmoc-L-lysine on binary mixture. We have shown the effect of compositions
of binary mixture on aggregation. Our observation from computational study is in good
agreement with experimental observations[70]. Stiffness of gelators and their packing in
different compositions of binary mixture can be justified from solvation free energies. We
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have also shown the nature of solvation shell near aggregates. In nutshell, we attempted to
probe the condensed phase behaviour of gelators.
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CHAPTER 5
DYNAMICS OF  -GLUCOSE IN THE NANOPORES OF FAUJASITE FRAMEWORK
5.1 Introductions
Zeolites are micro-porous aluminosilicate materials, which are naturally occurring or
chemically synthesized. There are a lot of applications of theses porous materials, such as
catalysts, desiccants, water filters, waste removals, etc. Zeolites are extensively used as cat-
alyst for hydrocarbon cracking[54, 102, 6], isomerization[187, 215, 209], aromatization[10,
206], etc. Due to versatile porous architectures such as pores, cages, channels, zeolites
can accommodate chemical spices with different sizes and shapes for catalytic purposes.
Strong Brønested and Lewis acidity with tunable activity and locality allow spontaneous
catalysis to be taken place on the zeolite surface or inside the porous regimes. Diffusion of
reactants and products inside the porous structure is a key metric to consider while design-
ing a reaction mechanism. Transport properties of diffused spices are often rate-limiting
step in a chemical transformation process.
Transport properties of guest molecules inside the complex porous structure can be in-
vestigated using experimental and theoretical techniques. Commonly used experimental
techniques encompass Fourier transform infrared spectroscopy, quasi-elastic neutron scat-
tering, pulsed field gradient NMR, Wicke-Kallenbach cells and etc[94, 90, 136, 173]. Due
to increasing computational power, theoretical tools such as molecular dynamics[176, 34,
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33, 145], kinetic Monte Carlo [151, 98, 182], Maxwell-Stefan approach [91, 97] and etc.,
are widely used to understand thermodynamics and transport properties inside zeolites.
Though, experimental techniques offer insights into diffusions, uptake and release rate of
guest molecules in porous materials, in complex channels or paths, these techniques tend to
overlook site specific details. Theoretical tools can give more detailed information on inter-
facial behaviours, transport mechanism in interconnected channels between cages. They
also offer information about the energy barriers of diffusion at interfaces and intercon-
nected channels. Sastre[176, 177] et al. have used molecular dynamics to investigate the
effect of interfacial blockage on reversibility of uptake and release of probing molecules.
They have shown that, adsorption and desorption paths of guest molecules equally affected
by surface resistance. Skoulidas et al. have used equilibrium molecular dynamics to un-
derstand the influences of pore shapes and connectivity on the transport properties of light
gases on zeolites. Zhou et al. explored the hydrogen bond dynamics of confined water
molecules inside zeolite using molecular dynamics[232]. Dubbeldam et al. used advanced
Monte Carlo sampling techniques (e.g., continuous fractional component Monte Carlo) to
investigate the change in enthalpy and entropy upon adsorption of guest molecules[191].
Zeolite plays quintessential role to catalyze the biomass conversion reactions. The
isomerization of glucose into fructose is particularly got intense interest due to impor-
tance of fructose as dietary sugar and valuable chemicals such 5-hydroxymethylfurfural
(HMF) and levulinic acid produced from fructose[221]. Isomerization can be achieved us-
ing enzymatic[112, 190, 29] or inorganic base catalysts[143]. Enzymatic isomerization is
often prohibitive[139, 45] due to expensive purification of raw material, maintaining de-
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sired pH level, periodic replacement of catalysts, and etc. However, zeolite based catalysts
can be used for isomerization reaction efficiently and cost effectively[174, 169].
The isomerization of glucose to fructose is investigated experimentally in Faujasite
based catalyst[47, 224]. In this work, we are going to study the transport properties of
 -glucose into Faujasite zeolite framework using molecular dynamics simulation. We in-
vestigated effects of temperature on the diffusion of  -glucose in Faujasite. We ran the
simulations at 4 different temperatures respectively 295, 320, 345 and 370 K. To under-
stand the transport behaviours, we have calculated the mean square displacement of guest
molecules inside and outside zeolite structure. Trajectories of single  -glucose and water
are also traced to understand the path of diffusion. We have shown the effect of tempera-
tures on the loading rate of water and glucose.
5.2 Computational Methodologies
Faujasite force field was taken from the work done by emami et al.[44] . Zeolite
framework was kept rigid in the simulation.  -glucose force field was generated us-
ing CHARMM-GUI[84]. Here, we used tip3p water model[123]. We relaxed the sur-
face hydrogen of Faujasite structure using cp2k software package[83]. We used density
functional approach using PBE functional[152] and double zeta basis set[202] with GTH
pseudopotential[60, 69] for relaxation of surface hydrogens.
Lorentz-Berthelot [120] mixing rule was used for unlike interactions. Classical molec-
ular dynamics simulations were carried on highly parallelized molecular dynamics code
GROMACS[11, 14, 117, 199, 73, 155].
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Figure 5.1: Initial setup of simulation
75
Figure 5.2: View of Faujasite slab along the principal axises
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The van dar Waals interactions was truncated at 1.2 nm with force switching from 1.0
nm. Dispersion correction was employed for energy and pressure. Short range electrostatic
interactions were truncated at 1.2 nm and long rang interactions have been computed us-
ing smooth particle-mesh Ewald method [31, 46]. We used leap-frog integrator to integrate
Newton’s equations of motion with time step 2 fs. Bonds associated with hydrogens in glu-
cose and water were constrained using LINCS algorithm [72]. Systems were energy min-
imized using steepest-descent method. As Faujasite structure were kept rigid, interactions
between Faujasite-Faujasite were excluded for pressure and virial calculations. Glucose
and water molecules were randomly packed into simulation box using Packmol[132]. Sys-
tems were equilibrated for 200 ps in NVT ensemble to reach desired system temperature
using Berendsen thermostat[13] with 2.0 ps time constant. System volume is equilibrated
in NPT ensemble for 2 ns. We applied pressure coupler along z-direction, as Faujasite is
periodic in x and y dimensions. We used Berendsen barostat[13] with 2 ps time constant.
Production runs were done on NVT ensemble using Nose-Hoover thermostat[141, 78]. We
collected production samples for 100 ns. Periodic boundary conditions were applied in all
directions. Faujasite surface is created using atomic simulation environment (ASE)[107]
such that 110 surface is normal to z-axis. Initial system is setup (fig-5.1) such that 110
surface is exposed to glucose and water. Faujasite slab contains a total of 4896 atoms
including balancing surface hydrogen. The dimensions were 6.8858, 4.8607 and 3.5868
nm along x, y and z. As shown in fig-5.2, Faujasite has identical projection along z and
x axises. We ran simulation at 30% saturation of glucose. Our system has 200 glucose
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molecules and 7400 water molecules, which make our desired saturation of glucose. We
ran simulation at four different temperatures respectively 295, 320, 345, and 370 K.
5.3 Trajectory of single glucose molecule
Glucose molecules can diffuse not only parallel to principal axises but also diagonally
inside Faujasite structure. We traced the path of a single glucose molecule over 100 ns
at 345 K as shown in fig-5.3(b-d). First 15 ns, the glucose molecule spent time outside
Faujasite. Then, it tried to diffuse into Faujasite pore. Diffusion of glucose did not happen
instantly, rather due to interfacial resistance, it spent some times on the surface of Faujasite.
As shown in fig-5.3(b and d), glucose entered into the slab diagonally. Initially, it stayed
in the closest pore near the surface, then it diffused to the next nearest pore of present one.
As shown in fig-5.3(b-d), glucose diffuses both parallel to principal axises and diagonally.
Over the 100 ns time span, we only observed the uptake of that particular glucose molecule
into the Faujasite, but no release from Faujasite.
5.4 Trajectory of single water molecule
We also traced the trajectory of single water over 100 ns at 345 K, as shown in fig-5.4.
Over the observed time span, water molecule’s uptake into the Faujasite and release from
Faujasite happened multiple times. It also travelled the most of the possible location inside
the slab. The traced path and the snap shot of all adsorbed water molecules (fig-5.5) is
similar. Water also diffused both parallel to principal axises and diagonally.
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Figure 5.3: (a) Snap shot of simulation along x-axis at 345 K, (b) trajectory of glucose
molecule on y-z (c) trajectory of glucose molecule on x-z and, (d) trajectory of glucose
molecule on x-y inside the slab
Figure 5.4: (a) trajectory of water molecule on y-z, (b) trajectory of water molecule on x-z
and, (c) trajectory of water molecule on x-y inside the slab
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Figure 5.5: Snap shot of adsorbed (a) glucose, view along z-axis, (b) glucose, view along
x-axis, (c) water, view along z-axis and (d) water, view along x-axis
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5.5 Mean square displacement and self-diffusion coefficient











MSD(t); d = 1, 2, 3 (5.2)
In molecular simulation, MSD is calculated over the average displacements of all par-
ticles using eqn-5.1. Ours is a heterogeneous system, is divided into two regions for MSD
calculations, respectively inside and outside of slab. Even though MSD calculation is
straight forward in a homogeneous system, but in case of heterogeneous system, special
care needs to be taken. For a region, when a particle leaves, its contribution is no more con-
sidered. When a new particle enters a region, we set current position as reference position
and also time lag (t) is set to zero for that particle. We have shown MSD for time lag of 200
ps (fig-5.6 and 5.7). We calculated MSD over 10 ns (from 90-100 ns) to get smooth MSDs.
As particles are keep changing the regions, collecting MSDs for 10 ns helped to get better
statistics for time lags. We calculated three components of MSD inside the slab due to
heterogeneous and complex environment, respectively  x2,  y2  z2. As, outside of the
slab is a homogeneous environment, we reported MSD on actual displacement ( r2). Af-
ter calculating mean square displacements, we can calculate the self-diffusion coefficient
using Einstein’s relationship (eqn-5.2)
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Figure 5.6: Mean square displacement (MSD) of glucose inside slab, (a) x-component,
(b) y-component, (c) z-component and (d) total MSD, outside the slab
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Figure 5.7: Mean square displacement (MSD) of water inside slab, (a) x-component, (b)
y-component, (c) z-component and (d) total MSD, outside the slab
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5.5.1 Mean square displacements and self-diffusion coefficients of glucose
The maximum pore diameter in Faujasite is 11.24 Å and the maximum end-to-end
length of a glucose molecule is 6.85 Å. We calculated MSD samples during 90-100 ns,
by this time most of the glucose molecules are adsorbed and they spent the time mostly
in a single pore, as shown in fig-5.3. Strictly speaking, reported MSDs for glucose are
mainly contributed from hopping of glucose molecules inside the pores. As shown in fig-
5.6, inside the Faujasite, MSDs follow similar trend for x, y, z components. First few
picoseconds, we observed the ballistic motion followed by the steep increase in MSDs.
Eventually, MSDs entered in the diffusive regimes. The maximum MSDs are approxi-
mately 0.025 nm2 for all components. If, we take the difference between maximum pore
diameter and maximum end-to-end length of glucose, the value is ⇠0.44 nm, and square of
that value is ⇠0.20 nm2. Considering Van der Waals radius, available path inside pore will
be smaller than 0.44 nm. If we compare maximum MSD and available path inside pore,
we can say, the motion of glucose is very restrictive inside Faujasite structure.
Self-diffusion coefficients (D) are calculated for 4 different temperatures, as shown in
fig-5.8. Self-diffusion coefficients increase with increasing temperature for both inside and
outside slab. The order of D is 10-11 m2/s inside slab, whereas outside slab or in bulk phase,
it is order of 10-9 m2/s.
5.5.2 Mean square displacements and self-diffusion coefficients of water
Unlike glucose, water is very diffusive both inside and outside of the slab. For wa-
ter, 90-100 ns time span is sufficient to explore the entire simulation cell. Water exhibits
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Figure 5.8: Diffusion coefficients of glucose (a) inside of the slab, along three principal
axises, and (b) outside of the slab
Figure 5.9: Diffusion coefficients of water (a) inside of the slab, along three principal
axises, and (b) outside of the slab
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different MSD trend for each component of x, y and z as shown in fig-5.7. In case of x com-
ponent, we observed short ballistic motion for 5 ps, then it enters to the diffusive regime.
MSDs are approximately linear after ballistic motion. At lower temperature, ballistic mo-
tion is not significant, but at higher temperature, the ballistic motion is more obvious. In
the case of y component, at lower temperatures, we observed linear MSD. But at higher
temperature (370 K), MSD increases more steeply, then it increases slowly. For z com-
ponent, we observed three types of slope in MSDs. Initially, MSDs change very slowly,
we speculate this happens due to interfacial resistance and pore blockages at entrances.
After that, MSDs increase quite sharply. Once the waters enter the pores, it can diffuse
more spontaneously, which causes MSDs to increase steeply. Finally, the slope of MSDs
decreased. This might happen, as water molecules are now experiencing the resistance
from walls of pores. As expected, MSDs change linearly outside slab, and the effect of
temperature is more evident.
In fig-5.9, we have shown the self-diffusion coefficients at different temperatures. The
x and y component of self-diffusion coefficients remain approximately invariant with tem-
peratures. The z component increases with temperature, but after 345 K, self-diffusion
coefficient decreases. At higher temperature, the high loading rate of glucose might freeze
the motion water, which results in decrease in D. Self-diffusion coefficients are in order
of 10-9 m2/s both inside and outside of the slab. But, water diffuses approx. 1.5-2.0 times
slower in Faujasite than bulk phase.
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Figure 5.10: Loading rate of glucose and water at different temperatures
5.6 Loading rate
In fig-5.10, we have reported the loading rate (q) of glucose and water in grams per
kilograms of Faujasite. Loading rate of glucose increases linearly up to 345 K, after that
loading rate decreases. With the increasing temperatures, glucose molecules gain more
energy (kBT ) to overcome the interfacial resistance, which results in increasing loading
rate. Loading rate did not keep increasing with temperature, as it also depended on satu-
ration of Faujasite with the guest molecules. Interestingly, loading rate of water decreases
with increasing temperature. As Faujasite is hydrophobic and more glucose molecules can




Here, we investigated the diffusion of glucose and water in Faujasite framework. Tra-
jectories of single glucose and water reveal the zig-zag diffusion path inside the Faujasite
structure. We found that, diffusion of glucose inside of the Faujasite is two order of mag-
nitude smaller than bulk solution. Diffusion increases with temperature linearly. Water
diffuses approx. 1.5-2.0 times slower in Faujasite than bulk phase. We observed that,
Loading rate of water and glucose are inversely proportional.
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CHAPTER 6
TOOLKITS FOR MOLECULAR SIMULATION AND VISUALIZATION
Molecular simulation is a computational approach, often a significant time is spent
to generate input files. Over the course of my PhD, I have developed some tools to
automate/semi-automate input generation process. Here, I will present some tools, that
can be used by scientific communities.
6.1 GenTopo: a tool to create template for gromacs topology
In a classical simulation, we need to assign force field parameters to different internal
coordinates, such as bonds, angles and torsions. For a small molecule, this might be a
trivial task, but for a large molecule which has hundreds of bonds, angles, torsions, be-
come very challenging. Creating all internal coordinates and assigning force field to them
manually is not only time consuming but also error prone. The tools such as pdb2gmx[14],
charmm-gui[84], TopoGromacs[204] can create/convert topology files for molecular simu-
lations. These tools significantly reduce the manual works. Here, We have presented a tool
(GenTopo) to assist creating template for gromacs topology. The tool is neutral to force
field and type of force field (e.g.: all atoms, united atoms and coursed grained). It simply
collect the atom types from user in pdb file, as shown in fig-6.1, for a example molecule.
One can assign the atom types after the 80th column in pdb file. User can define atom
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connectivity or may wish program to guess the connectivity. Program will automatically
generate all internal coordinates [fig-6.4] and types of internal coordinates [fig-6.3]. Once
template is generated, users should provide appropriate parameters.
6.1.1 Compile the source
Updated source code is available in github repo(github.com/masrul/GenTopo). Code is
written in fortran 2003 standards. Binary can be built from source code using any compiler
as shown in fig-6.2.
6.1.2 How to use
This a command line utility tool, can be invoked from terminal. Details of help, can be
found by invoking GenTopo gmx help. To create topology for a molecule, user can invoke
following command, GenTopo gmx -nstructs 1 -structs molecule.pdb 1. Here, -nstructs
can be used to provide number of PDB files, and -structs can be used to provide the name
of file and number molecules.
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Figure 6.1: Assigning atom types to pdb file
Figure 6.2: Building binary for GenTopo
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Figure 6.3: Force field type section generated by GenTopo
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Figure 6.4: Molecule type section generated by GenTopo
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6.2 Inception: A tool to pack molecules for molecular simulation
In molecular simulation, initial geometry is created by packing molecules randomly
in a box. Packmol[132] is one of the most popular software to create initial geometry.
Packmol lacks some feature, such as applying periodic boundary condition while packing,
solvating a existing system with solvents. To address these, here we are presenting a new
tool kit named Inception that addresses both issues. Source code can be downloaded from
github.com/masrul/Inception. Binary can be built using cmake.
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6.3 Python script to visualize molecule with Blender.
Blender is popular and open source 3D rendering/designing software. Though, it is
mainly used to create 3D animation in VFX industry, here we presented a python script
that can be used to visualize molecule. Blender offeres powerful tool to customize the
materials. This script can used with the latest Blender edition 2.80. In fig-6.5, we have
shown visualization of glucose molecule using blender for metallic and glossy material.
The intend of script is to create 3D objects, once objects are created through script, user can
customize material by using GUI of blender. The updated version of script be downloaded
from github.com/masrul/moly-blender.
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[32] B. Delley, M. Wrinn, and H. P. Lüthi, “Binding energies, molecular structures, and
vibrational frequencies of transition metal carbonyls using density functional theory
with gradient corrections,” The Journal of chemical physics, vol. 100, no. 8, 1994,
pp. 5785–5791.
98
[33] P. Demontis, G. Stara, and G. B. Suffritti, “Dynamical behavior of one-dimensional
water molecule chains in zeolites: Nanosecond time-scale molecular dynamics sim-
ulations of bikitaite,” The Journal of chemical physics, vol. 120, no. 19, 2004, pp.
9233–9244.
[34] P. Demontis, G. Stara, and G. B. Suffritti, “Molecular dynamics simulation of
anomalous diffusion of one-dimensional water molecule chains in Li-ABW zeolite,”
Microporous and mesoporous materials, vol. 86, no. 1-3, 2005, pp. 166–175.
[35] K. K. Diehn, H. Oh, R. Hashemipour, R. G. Weiss, and S. R. Raghavan, “Insights
into organogelation and its kinetics from Hansen solubility parameters. Toward a
priori predictions of molecular gelation,” Soft Matter, vol. 10, no. 15, 2014, pp.
2632–2640.
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“Molecular structure of guanine-quartet supramolecular assemblies in a gel-state
based on a DFT calculation of infrared and vibrational circular dichroism spectra,”
Langmuir, vol. 24, no. 14, 2008, pp. 7520–7527.
[181] B. A. Simmons, C. E. Taylor, F. A. Landis, V. T. John, G. L. McPherson,
D. K. Schwartz, and R. Moore, “Microstructure determination of AOT+ phenol
organogels utilizing small-angle X-ray scattering and atomic force microscopy,”
Journal of the American Chemical Society, vol. 123, no. 10, 2001, pp. 2414–2421.
[182] B. Smit and R. Krishna, “Monte Carlo simulations in zeolites,” Current Opinion in
Solid State and Materials Science, vol. 5, no. 5, 2001, pp. 455–461.
[183] M. Souaille and B. Roux, “Extension to the weighted histogram analysis method:
combining umbrella sampling with free energy calculations,” Computer physics
communications, vol. 135, no. 1, 2001, pp. 40–57.
[184] J. W. Steed, “Supramolecular gel chemistry: developments over the last decade,”
ChemComm, vol. 47, no. 5, 2011, pp. 1379–1383.
[185] J. M. Stubbs, J. J. Potoff, and J. I. Siepmann, “Transferable potentials for phase
equilibria. 6. United-atom description for ethers, glycols, ketones, and aldehydes,”
The Journal of Physical Chemistry B, vol. 108, no. 45, 2004, pp. 17596–17605.
[186] W. C. Swope, H. C. Andersen, P. H. Berens, and K. R. Wilson, “A computer simula-
tion method for the calculation of equilibrium constants for the formation of physical
clusters of molecules: Application to small water clusters,” The Journal of Chemical
Physics, vol. 76, no. 1, 1982, pp. 637–649.
112
[187] E. Taarning, S. Saravanamurugan, M. Spangsberg Holm, J. Xiong, R. M. West,
and C. H. Christensen, “Zeolite-catalyzed isomerization of triose sugars,” Chem-
SusChem: Chemistry & Sustainability Energy & Materials, vol. 2, no. 7, 2009, pp.
625–627.
[188] C. Tang, A. M. Smith, R. F. Collins, R. V. Ulijn, and A. Saiani, “Fmoc-
diphenylalanine self-assembly mechanism induces apparent p K a shifts,” Lang-
muir, vol. 25, no. 16, 2009, pp. 9447–9453.
[189] D. L. Taylor and M. in het Panhuis, “Self-healing hydrogels,” Adv. Mater., vol. 28,
no. 41, 2016, pp. 9060–9093.
[190] Y. B. Tewari, “Thermodynamics of industrially-important, enzyme-catalyzed reac-
tions,” Applied biochemistry and biotechnology, vol. 23, no. 3, 1990, pp. 187–203.
[191] A. Torres-Knoop, A. Poursaeidesfahani, T. J. Vlugt, and D. Dubbeldam, “Behavior
of the enthalpy of adsorption in nanoporous materials close to saturation conditions,”
Journal of chemical theory and computation, vol. 13, no. 7, 2017, pp. 3326–3339.
[192] G. M. Torrie and J. P. Valleau, “Monte Carlo free energy estimates using non-
Boltzmann sampling: Application to the sub-critical Lennard-Jones fluid,” Chemi-
cal Physics Letters, vol. 28, no. 4, 1974, pp. 578–581.
[193] G. M. Torrie and J. P. Valleau, “Nonphysical sampling distributions in Monte Carlo
free-energy estimation: Umbrella sampling,” Journal of Computational Physics,
vol. 23, no. 2, 1977, pp. 187–199.
[194] G. A. Tribello, M. Bonomi, D. Branduardi, C. Camilloni, and G. Bussi, “PLUMED
2: New feathers for an old bird,” Comput. Phys. Commun, vol. 185, no. 2, 2014, pp.
604–613.
[195] M. Tuckerman, B. J. Berne, and G. J. Martyna, “Reversible multiple time scale
molecular dynamics,” The Journal of chemical physics, vol. 97, no. 3, 1992, pp.
1990–2001.
[196] M. E. Tuckerman, B. J. Berne, and G. J. Martyna, “Molecular dynamics algorithm
for multiple time scales: Systems with long range forces,” The Journal of chemical
physics, vol. 94, no. 10, 1991, pp. 6811–6815.
[197] A. Vahid and E. J. Maginn, “Monte Carlo simulation and SAFT modeling study of
the solvation thermodynamics of dimethylformamide, dimethylsulfoxide, ethanol
and 1-propanol in the ionic liquid trimethylbutylammonium bis (trifluoromethylsul-
fonyl) imide,” PCCP, vol. 17, no. 11, 2015, pp. 7449–7462.
[198] K. J. van Bommel, M. C. Stuart, B. L. Feringa, and J. van Esch, “Two-stage enzyme
mediated drug release from LMWG hydrogels,” Org. Biomol. Chem., vol. 3, no. 16,
2005, pp. 2917–2920.
113
[199] D. Van Der Spoel, E. Lindahl, B. Hess, G. Groenhof, A. E. Mark, and H. J. Berend-
sen, “GROMACS: fast, flexible, and free,” J. Comp. Chem., vol. 26, no. 16, 2005,
pp. 1701–1718.
[200] J. H. van Esch, “We Can Design Molecular Gelators, But Do We Understand
Them?,” Langmuir, vol. 25, no. 15, 2009, pp. 8392–8394.
[201] J. H. van Esch and B. L. Feringa, “New functional materials based on self-
assembling organogels: from serendipity towards design,” Angew. Chem. Int. Ed.,
vol. 39, no. 13, 2000, pp. 2263–2266.
[202] J. VandeVondele and J. Hutter, “Gaussian basis sets for accurate calculations on
molecular systems in gas and condensed phases,” The Journal of chemical physics,
vol. 127, no. 11, 2007, p. 114105.
[203] L. Verlet, “Computer” experiments” on classical fluids. I. Thermodynamical prop-
erties of Lennard-Jones molecules,” Physical review, vol. 159, no. 1, 1967, p. 98.
[204] J. V. Vermaas, D. J. Hardy, J. E. Stone, E. Tajkhorshid, and A. Kohlmeyer,
“TopoGromacs: Automated topology conversion from CHARMM to GROMACS
within VMD,”, 2016.
[205] A. Wang, L. Cui, S. Debnath, Q. Dong, X. Yan, X. Zhang, R. V. Ulijn, and S. Bai,
“Tuning Supramolecular Structure and Functions of Peptide bola-Amphiphile by
Solvent Evaporation–Dissolution,” ACS Appl. Mater. Interfaces, vol. 9, no. 25,
2017, pp. 21390–21396.
[206] L. Wang, L. Tao, M. Xie, G. Xu, J. Huang, and Y. Xu, “Dehydrogenation and
aromatization of methane under non-oxidizing conditions,” Catalysis Letters, vol.
21, no. 1-2, 1993, pp. 35–41.
[207] L. Wang, Y. Wu, Y. Deng, B. Kim, L. Pierce, G. Krilov, D. Lupyan, S. Robinson,
M. K. Dahlgren, J. Greenwood, et al., “Accurate and reliable prediction of relative
ligand binding potency in prospective drug discovery by way of a modern free-
energy calculation protocol and force field,” Journal of the American Chemical
Society, vol. 137, no. 7, 2015, pp. 2695–2703.
[208] R.-Y. Wang, X.-Y. Liu, J. Narayanan, J.-Y. Xiong, and J.-L. Li, “Architecture of
fiber network: from understanding to engineering of molecular gels,” The Journal
of Physical Chemistry B, vol. 110, no. 51, 2006, pp. 25797–25802.
[209] Z. Wang, A. Kamo, T. Yoneda, T. Komatsu, and T. Yashima, “Isomerization of n-
heptane over Pt-loaded zeolite   catalysts,” Applied Catalysis A: General, vol. 159,
no. 1-2, 1997, pp. 119–132.
[210] Z. L. Wang, “Characterizing the structure and properties of individual wire-like
nanoentities,” Adv. Mater., vol. 12, no. 17, 2000, pp. 1295–1298.
114
[211] R. G. Weiss, “The past, present, and future of molecular gels. What is the status of
the field, and where is it going?,” J. Am. Chem. Soc., vol. 136, no. 21, 2014, pp.
7519–7530.
[212] R. G. Weiss and A. M. V. Mallya, “Systems and methods employing low molecular
weight gelators for crude oil, petroleum product or chemical spill containment and
remediation,”, July 18 2017, US Patent 9,708,521.
[213] R. G. Weiss and P. Terech, “Molecular gels,” SpringerBerlin, Germany, 2006, pp.
1–13.
[214] R. G. Weiss and P. Terech, “Molecular gels,” SpringerBerlin, Germany, 2006, pp.
449–551.
[215] J. Weitkamp, P. A. Jacobs, and J. A. Martens, “Isomerization and hydrocracking of
C9 through C16 n-alkanes on Pt/HZSM-5 zeolite,” Applied catalysis, vol. 8, no. 1,
1983, pp. 123–141.
[216] S. J. Wezenberg, C. M. Croisetu, M. C. Stuart, and B. L. Feringa, “Reversible
gel–sol photoswitching with an overcrowded alkene-based bis-urea supergelator,”
Chem. Sci., vol. 7, no. 7, 2016, pp. 4341–4346.
[217] C. Wick, J. Stubbs, N. Rai, and J. Siepmann, “Transferable potentials for phase
equilibria. 7. United-atom description for nitrogen, amines, amides, nitriles, pyri-
dine and pyrimidine,” J. Phys. Chem. B, vol. 109, 2005, pp. 18974–18982.
[218] N. K. Wijerathne, M. Kumar, and R. V. Ulijn, “Fmoc-Dipeptide/Porphyrin Molar
Ratio Dictates Energy Transfer Efficiency in Nanostructures Produced by Biocat-
alytic Co-Assembly,” Chemistry–A European Journal, vol. 25, no. 51, 2019, pp.
11847–11851.
[219] H.-J. Woo and B. Roux, “Calculation of absolute protein–ligand binding free energy
from computer simulations,” Proceedings of the National Academy of Sciences, vol.
102, no. 19, 2005, pp. 6825–6830.
[220] Y. Xia, Y. Wang, K. Chen, and L. Tang, “A facile approach to fabricate functional
3D macroscopic silica microtube networks using N, N-methylenediacrylamide
organogel as template,” ChemComm, , no. 41, 2008, pp. 5113–5115.
[221] S. Xu, L. Zhang, K. Xiao, and H. Xia, “Isomerization of glucose into fructose by
environmentally friendly Fe/  zeolite catalysts,” Carbohydrate research, vol. 446,
2017, pp. 48–51.
[222] N. Yan, Z. Xu, K. K. Diehn, S. R. Raghavan, Y. Fang, and R. G. Weiss, “How do
liquid mixtures solubilize insoluble gelators? Self-assembly properties of pyrenyl-
linker-glucono gelators in tetrahydrofuran–water mixtures,” Journal of the Ameri-
can Chemical Society, vol. 135, no. 24, 2013, pp. 8989–8999.
115
[223] X. Yan, Y. Cui, Q. He, K. Wang, and J. Li, “Organogels based on self-assembly of
diphenylalanine peptide and their application to immobilize quantum dots,” Chem-
istry of Materials, vol. 20, no. 4, 2008, pp. 1522–1526.
[224] N. Yaaini, N. A. S. Amin, and S. Endud, “Characterization and performance of hy-
brid catalysts for levulinic acid production from glucose,” Microporous and Meso-
porous Materials, vol. 171, 2013, pp. 14–23.
[225] C. Zhang, S. Wang, H. Huo, Z. Huang, Y. Li, B. Li, and Y. Yang, “Preparation
of helical mesoporous tantalum oxide nanotubes through a sol–gel transcription ap-
proach,” Chem. Asian J., vol. 8, no. 4, 2013, pp. 709–712.
[226] L. Zhang, S. Li, M. A. Squillaci, X. Zhong, Y. Yao, E. Orgiu, and P. Samorı̀,
“Supramolecular Self-Assembly in a Sub-micrometer Electrodic Cavity: Fabrica-
tion of Heat-Reversible ⇡-Gel Memristor,” J. Am. Chem. Soc., vol. 139, no. 41,
2017, pp. 14406–14411.
[227] S. Zhang, A. M. Bellinger, D. L. Glettig, R. Barman, Y.-A. L. Lee, J. Zhu, C. Cleve-
land, V. A. Montgomery, L. Gu, and L. D. Nash, “A pH-responsive supramolecular
polymer gel as an enteric elastomer for use in gastric devices,” Nat. Mater., vol. 14,
no. 10, 2015, p. 1065.
[228] X. Zhang, H. Mu, H. Li, Y. Zhang, M. An, X. Zhang, J. Yoon, and H. Yu, “Dual-
channel sensing of CO2: Reversible solution-gel transition and gelation-induced
fluorescence enhancement,” Sens. Actuators B Chem., vol. 255, 2018, pp. 2764–
2778.
[229] Y. Zhang, H. Liu, and W. Yang, “Free energy calculation on enzyme reactions with
an efficient iterative procedure to determine minimum energy paths on a combined
ab initio QM/MM potential energy surface,” The Journal of Chemical Physics, vol.
112, no. 8, 2000, pp. 3483–3492.
[230] Y. Zhao and D. G. Truhlar, “The M06 suite of density functionals for main group
thermochemistry, thermochemical kinetics, noncovalent interactions, excited states,
and transition elements: two new functionals and systematic testing of four M06-
class functionals and 12 other functionals,” Theor. Chem. Acc., vol. 120, no. 1-3,
2008, pp. 215–241.
[231] M. Zhou, A. M. Smith, A. K. Das, N. W. Hodson, R. F. Collins, R. V. Ulijn, and
J. E. Gough, “Self-assembled peptide-based hydrogels as scaffolds for anchorage-
dependent cells,” Biomaterials, vol. 30, no. 13, 2009, pp. 2523–2530.
[232] T. Zhou, P. Bai, J. I. Siepmann, and A. E. Clark, “Deconstructing the confinement
effect upon the organization and dynamics of water in hydrophobic nanoporous ma-
terials: Lessons Learned from zeolites,” The Journal of Physical Chemistry C, vol.
121, no. 40, 2017, pp. 22015–22024.
116
APPENDIX A
PROBING THE EARLY STAGE OF AGGREGATION OF LOW MOLECULAR































k (✓   ✓eq)2 (A.2)
k=force constant and ✓eq=equilibrium angle. Parameters are given in the table-A.3.
A.1.2.3 Torsional potential
Utor = c0   c1 cos + c2 cos2    c3 cos3  + c4 cos4    c5 cos5   (A.3)
  =torsion angle. Parameters are given in table-A.4.
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Table A.1: Atom types of force field definition
Type   (nm) ✏ (kJ/mol) Charge Ref.
C(= O) 0.3720 0.2827 0.424 [217]
CH2 0.3950 0.3850 0.000 [131]
CH(OH) 0.433 0.0831 0.265 [25]
CH3 0.375 0.8148 0.000 [131]
O(= C) 0.305 6568 -0.424 [217]
N 0.3340 0.9229 -0.800 [217]
H(N) 0.000 0.000 0.400 [217]
O(H) 0.3020 0.7732 -0.700 [25]
H(O) 0.0000 0.0000 0.435 [25]
119
Table A.2: Bond types of force field definition
Type Equilibrium Bond length (nm) Ref.
C(= O)  CH2 0.1520 [217]
CH2   CH2 0.1540 [131]
C = O 0.1229 [217]
N   C(= O) 0.1448 [217]
N  H 0.1010 [217]
O(H)  CH 0.1430 [25]
O  H 0.0945 [25]
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Table A.3: Angle types of force field definition
Type Equilibrium angle (o) force constant (kJ/mol/rad2) Ref.
C(= O)  CH2   CH2 112.70 488.593 [217]
CH2   CH2   CH2 114.00 519.654 [131]
CH2   CH2   CH 114.00 519.654 [131]
O = C   CH2 121.40 519.654 [217]
O = C  N 122.90 669.431 [217]
C(= O) N  H 109.50 293.052 [217]
CH2   C(= O) N 115.70 585.754 [217]
H  N  H 106.40 365.088 [217]
CH2   CH  O(H) 109.50 419.049 [25]



































































































































































































































































































































































































































































































Figure A.1: Block error analysis of meta-dynamics PMF calculation
A.3 Radial distribution function
For A-A end, we used rdf between oxygen of amide and nitrogen of amide. For B-B
end, we used carbon atom near hydroxyl group and for A-B end, carbon near amide and
hydroxyl group
123
Figure A.2: Probability distribution of collective variable (COM separations) in
metadynamics
124
Figure A.3: RDF of gelator molecule
125
APPENDIX B
MOLECULAR INSIGHTS INTO THE EARLY STAGE AGGREGATION OF
DI-FMOC-L-LYSINE BASED MOLECULAR GEL
126
B.1 Force Field






















Table B.1: Lennard-Jones parameters and point charges
Atoms   (nm) ✏ (kJ/mol) Charge Ref.
1 0.3600 0.2552 -0.106 [161, 162]
2 0.3600 0.2552 -0.106 [161, 162]
3 0.3600 0.2552 -0.102 [161, 162]
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Table B.1: Lennard Jones parameters and point charges (Continued)
Atoms   (nm) ✏ (kJ/mol) Charge Ref.
4 0.3200 0.4573 -0.015 [161, 162]
5 0.3200 0.4573 -0.025 [161, 162]
6 0.3600 0.2552 -0.101 [161, 162]
7 0.2360 0.2116 0.106 [161, 162]
8 0.2360 0.2116 0.106 [161, 162]
9 0.2360 0.2116 0.108 [161, 162]
10 0.2360 0.2116 0.110 [161, 162]
11 0.3600 0.2552 -0.076 [161, 162]
12 0.0500 0.0998 0.111 [162]
13 0.3200 0.4573 -0.015 [161, 162]
14 0.3600 0.2552 -0.102 [161, 162]
15 0.3600 0.2552 -0.106 [161, 162]
16 0.3600 0.2552 -0.106 [161, 162]
17 0.3600 0.2552 -0.101 [161, 162]
18 0.3200 0.4573 -0.025 [161, 162]
19 0.2360 0.2116 0.108 [161, 162]
20 0.2360 0.2116 0.106 [161, 162]
21 0.2360 0.2116 0.106 [161, 162]
22 0.2360 0.2116 0.110 [161, 162]
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Table B.1: Lennard Jones parameters and point charges (Continued)
Atoms   (nm) ✏ (kJ/mol) Charge Ref.
23 0.3950 0.3824 0.188 [131]
24 0.2800 0.4573 -0.219 [185]
25 0.3900 0.3409 0.359 [88]
26 0.3050 0.6568 -0.386 [88]
27 0.3520 0.4822 -0.447 [217]
28 0.0500 0.0998 0.335 [162]
29 0.4680 0.0831 0.166 [131]
30 0.3900 0.3409 0.288 [88]
31 0.3050 0.6568 -0.355 [88]
32 0.3020 0.7732 -0.358 [88]
33 0.0500 0.0998 0.387 [162]
34 0.3950 0.3824 0.043 [131]
35 0.3950 0.3824 0.017 [131]
36 0.3950 0.3824 0.019 [131]
37 0.3950 0.3824 0.175 [131]
38 0.3520 0.4822 -0.452 [217]
39 0.0500 0.0998 0.343 [162]
40 0.3900 0.3409 0.354 [88]
41 0.3050 0.6568 -0.390 [88]
129
Table B.1: Lennard Jones parameters and point charges (Continued)
Atoms   (nm) ✏ (kJ/mol) Charge Ref.
42 0.2800 0.4573 -0.222 [185]
43 0.3950 0.3824 0.185 [131]
44 0.3600 0.2552 -0.076 [161, 162]
45 0.3200 0.4573 -0.015 [161, 162]
46 0.0500 0.0998 0.111 [162]
47 0.3200 0.4573 -0.015 [161, 162]
48 0.3600 0.2552 -0.102 [161, 162]
49 0.3200 0.4573 -0.025 [161, 162]
50 0.3600 0.2552 -0.102 [161, 162]
51 0.3200 0.4573 -0.025 [161, 162]
52 0.3600 0.2552 -0.106 [161, 162]
53 0.2360 0.2116 0.108 [161, 162]
54 0.3600 0.2552 -0.101 [161, 162]
55 0.3600 0.2552 -0.106 [161, 162]
56 0.2360 0.2116 0.108 [161, 162]
57 0.3600 0.2552 -0.101 [161, 162]
58 0.3600 0.2552 -0.106 [161, 162]
59 0.2360 0.2116 0.106 [161, 162]
60 0.2360 0.2116 0.110 [161, 162]
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Table B.1: Lennard Jones parameters and point charges (Continued)
Atoms   (nm) ✏ (kJ/mol) Charge Ref.
61 0.3600 0.2552 -0.106 [161, 162]
62 0.2360 0.2116 0.106 [161, 162]
63 0.2360 0.2116 0.110 [161, 162]
64 0.2360 0.2116 0.106 [161, 162]
65 0.2360 0.2116 0.106 [161, 162]
B.1.2 Bonded interactions
B.1.2.1 Bond potential
Bonds were kept constraint at equilibrium length. Equilibrium lengths are given in
table-B.2.
Table B.2: Equilibrium bond lengths








Table B.2: Equilibrium bond lengths (continued)





















Table B.2: Equilibrium bond lengths (continued)





















Table B.2: Equilibrium bond lengths (continued)





















Table B.2: Equilibrium bond lengths (continued)












k✓ (✓   ✓eq)2 (B.2)
k✓=force constant and ✓eq=equilibrium angle. Parameters are given in table-B.3
Table B.3: Equilibrium angles and force constants
Angles ✓eq (o) k✓ (kJ/mol/rad2) Ref.
1-2-3 120.00 527.184 [161]
1-2-8 120.00 292.880 [161]
1-6-5 120.00 527.184 [161]
1-6-10 120.00 292.880 [161]
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Table B.3: Equilibrium angles and force constants (continued)
Angles ✓eq (o) k✓ (kJ/mol/rad2) Ref.
2-1-6 120.00 527.184 [161]
2-1-7 120.00 292.880 [161]
2-3-4 120.00 527.184 [161]
2-3-9 120.00 292.880 [161]
3-2-8 120.00 292.880 [161]
3-4-5 120.00 527.184 [161]
3-4-11 130.00 527.184 [161]*
4-3-9 120.00 292.880 [161]
4-5-6 120.00 527.184 [161]
4-5-18 110.00 527.184 [161]*
4-11-12 111.00 292.880 [161]
4-11-13 100.00 527.184 [161]
4-11-23 110.00 520.000 [131]*
5-4-11 110.00 527.184 [161]
5-6-10 120.00 292.880 [161]
5-18-13 110.00 527.184 [161]
5-18-17 130.00 527.184 [161]
6-1-7 120.00 292.880 [161]
6-5-18 130.00 527.184 [161]
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Table B.3: Equilibrium angles and force constants (continued)
Angles ✓eq (o) k✓ (kJ/mol/rad2) Ref.
11-13-14 130.00 527.184 [161]
11-13-18 110.00 527.184 [161]
11-23-24 111.00 742.887 scanned
12-11-13 111.00 292.880 [161]
12-11-23 109.00 292.880 [161]
13-11-23 113.00 520.000 [131]*
13-14-15 120.00 527.184 [161]
13-14-19 120.00 292.880 [161]
13-18-17 120.00 527.184 [161]
14-13-18 120.00 527.184 [161]
14-15-16 120.00 527.184 [161]
14-15-20 120.00 292.880 [161]
15-14-19 120.00 292.880 [161]
15-16-17 120.00 527.184 [161]
15-16-21 120.00 292.880 [161]
16-15-20 120.00 292.880 [161]
16-17-18 120.00 527.184 [161]
16-17-22 120.00 292.880 [161]
17-16-21 120.00 292.880 [161]
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Table B.3: Equilibrium angles and force constants (continued)
Angles ✓eq (o) k✓ (kJ/mol/rad2) Ref.
18-17-22 120.00 292.880 [161]
23-24-25 116.00 520.000 [89]*
24-25-26 125.00 520.000 [89]*
24-25-27 110.00 1216.000 scanned
25-27-28 120.00 293.052 [217]*
25-27-29 120.00 664.000 scanned
26-25-27 125.00 669.393 [217]
27-29-30 107.00 1059.000 scanned
27-29-34 112.00 754.000 scanned
28-27-29 120.00 459.000 scanned
29-30-31 126.00 335.054 [88]
29-30-32 111.00 293.484 [88]
29-34-35 114.00 520.000 [131]
30-29-34 111.00 520.000 [131]*
30-32-33 107.00 146.326 [88]
31-30-32 123.00 335.054 [88]
34-35-36 114.00 520.000 [131]
35-36-37 114.00 520.000 [131]
36-37-38 114.00 594.160 scanned
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Table B.3: Equilibrium angles and force constants (continued)
Angles ✓eq (o) k✓ (kJ/mol/rad2) Ref.
37-38-39 120.00 389.950 scanned
37-38-40 120.00 795.671 scanned
38-40-41 125.00 669.393 [217]
38-40-42 110.00 1216.000 scanned
39-38-40 116.00 293.052 [217]*
40-42-43 116.00 520.000 [88]*
41-40-42 125.00 520.000 [88]
42-43-44 111.00 742.887 scanned
43-44-45 110.00 520.000 [131]*
43-44-46 109.00 292.880 [161]
43-44-47 113.00 527.184 [161]*
44-45-48 130.00 527.184 [161]
44-45-49 110.00 527.184 [161]
44-47-50 130.00 527.184 [161]
44-47-51 110.00 527.184 [161]
45-44-46 111.00 292.880 [161]
45-44-47 100.00 527.184 [161]
45-48-52 120.00 527.184 [161]
45-48-53 120.00 292.880 [161]
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Table B.3: Equilibrium angles and force constants (continued)
Angles ✓eq (o) k✓ (kJ/mol/rad2) Ref.
45-49-51 110.00 527.184 [161]
45-49-54 120.00 527.184 [161]
46-44-47 112.00 292.880 [161]*
47-50-55 120.00 527.184 [161]
47-50-56 120.00 292.880 [161]
47-51-49 110.00 527.184 [161]
47-51-57 120.00 527.184 [161]
48-45-49 120.00 527.184 [161]
48-52-58 120.00 527.184 [161]
48-52-59 120.00 292.880 [161]
49-51-57 130.00 527.184 [161]
49-54-58 120.00 527.184 [161]
49-54-60 120.00 292.880 [161]
50-47-51 120.00 527.184 [161]
50-55-61 120.00 527.184 [161]
50-55-62 120.00 292.880 [161]
51-49-54 130.00 527.184 [161]
51-57-61 120.00 527.184 [161]
51-57-63 120.00 292.880 [161]
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Table B.3: Equilibrium angles and force constants (continued)
Angles ✓eq (o) k✓ (kJ/mol/rad2) Ref.
52-48-53 120.00 292.880 [161]
52-58-54 120.00 527.184 [161]
52-58-64 120.00 292.880 [161]
54-58-64 120.00 292.880 [161]
55-50-56 120.00 292.880 [161]
55-61-57 120.00 527.184 [161]
55-61-65 120.00 292.880 [161]
57-61-65 120.00 292.880 [161]
58-52-59 120.00 292.880 [161]
58-54-60 120.00 292.880 [161]
61-55-62 120.00 292.880 [161]
61-57-63 120.00 292.880 [161]
* Equilibrium angle is scanned and force constant is from literature
B.1.2.3 Torsion potential
Ryckaert-Bellman torsion potential:
Utor = c0   c1 cos + c2 cos2    c3 cos3  + c4 cos4    c5 cos5   (B.3)
141































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Due to limited rotational freedom at linker, harmonic torsions were used at linker’s posi-




k  (    eq)2 (B.4)
Table B.5: Equilibrium torsion angle and force constants
Angles  eq (o) k  (kJ/mol/rad2) Ref.
3-4-11-12 -60.20000 89.47899 scanned
3-4-11-23 59.75400 91.75483 scanned
5-4-11-12 120.81200 89.47899 scanned
5-4-11-23 -119.23400 91.75483 scanned
12-11-13-14 60.16400 89.47899 scanned
12-11-13-18 -120.16000 89.47899 scanned
14-13-11-23 -62.26700 91.75483 scanned
18-13-11-23 117.4090 91.75483 scanned
43-44-45-48 61.03000 91.75483 scanned
43-44-45-49 -118.17000 91.75483 scanned
43-44-47-50 -62.78400 91.75483 scanned
43-44-47-51 116.47500 91.75483 scanned
46-44-45-48 -58.94000 89.47899 scanned
46-44-45-49 121.86000 89.47899 scanned
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Table B.5: Equilibrium dihedral angle and force constants (continued)
Angles  eq (o) k  (kJ/mol/rad2) Ref.
46-44-47-50 59.47600 89.47899 scanned
46-44-47-51 -121.26400 89.47899 scanned
Improper torsion for ring planarity:
Improper torsion is applied to maintain the planarity of aromatic rings. Parameters are
given in table-B.6
Uimp tor = k (1 + cos(n    s)) (B.5)
Table B.6: Improper dihedral parameters
Imp-dihedrals  s (o) k  (kJ/mol/rad2) n Ref.
1-2-6-7 180.0 4.60240 2 [85]
2-3-1-8 180.0 4.60240 2 [85]
3-9-4-2 180.0 4.60240 2 [85]
4-11-5-3 180.0 4.60240 2 [85]
5-4-18-6 180.0 4.60240 2 [85]
6-5-10-1 180.0 4.60240 2 [85]
13-11-14-18 180.0 4.60240 2 [85]
14-19-15-13 180.0 4.60240 2 [85]
15-20-16-14 180.0 4.60240 2 [85]
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Table B.6: Improper dihedral parameters (continued)
Imp-dihedrals  s (o) k  (kJ/mol/rad2) n Ref.
16-15-21-17 180.0 4.60240 2 [85]
17-16-22-18 180.0 4.60240 2 [85]
18-13-17-5 180.0 4.60240 2 [85]
52-48-58-59 180.0 4.60240 2 [85]
48-53-45-52 180.0 4.60240 2 [85]
45-44-49-48 180.0 4.60240 2 [85]
49-45-51-54 180.0 4.60240 2 [85]
54-49-60-58 180.0 4.60240 2 [85]
58-54-64-52 180.0 4.60240 2 [85]
47-44-50-51 180.0 4.60240 2 [85]
50-56-55-47 180.0 4.60240 2 [85]
55-50-62-61 180.0 4.60240 2 [85]
61-55-65-57 180.0 4.60240 2 [85]
57-61-63-51 180.0 4.60240 2 [85]
51-47-57-49 180.0 4.60240 2 [85]
B.1.3 1-4 interaction sites
1-4 interaction sites on the aromatic rings of gleator molecule (tabel-B.7)
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Table B.7: 1-4 interaction sites
1-4s 1-4s 1-4s 1-4s 1-4s 1-4s 1-4s 1-4s 1-4s 1-4s
1-18 5-9 15-18 45-59 51-55 3-7 10-18 44-52 48-64 54-59
1-4 6-11 15-22 45-60 51-56 4-10 11-15 44-53 49-50 55-63
1-9 6-13 16-19 47-48 51-58 4-14 11-17 44-54 49-52 56-61
2-10 6-17 17-20 47-54 51-60 4-17 11-19 44-55 49-53 56-62
2-11 6-8 18-19 47-61 51-65 4-8 13-16 44-56 49-61 57-62
2-5 7-10 18-21 47-62 52-60 5-14 13-20 44-57 49-63 59-64
3-13 7-8 19-20 47-63 53-58 5-16 13-22 45-50 49-64 60-64
3-18 8-9 20-21 48-51 53-59 5-22 14-17 45-57 50-57 62-65
3-6 9-11 21-22 48-54 54-57 5-7 14-21 45-58 50-65 63-65
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