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1. INTRODUCTION 
In a recent article Rall [6] surveyed the theory and applications of finite 
rank modifications of linear operators in Banach spaces. Most results deal 
with modification of nonsingular operators; the only result in [6] concerning 
modifications of singular operators is the construction of the Hurwitz 
pseudoinverse for operators with a Fredholm theory. A generalization of this 
construction, in the setting of Fredholm integral equations of the second 
kind, was given by Atkinson [2] and Anselone [l]. One of the authors [4] 
studied the general theory of algebraic modifications of singular n x n 
matrices and gave applications including the computation of null vectors and 
oblique generalized inverses. Most of the theory in [ 1, 2, 41 is generalized 
and extended here to Fredholm operators of arbitrary index in Hilbert 
spaces. As in [4] the emphasis is on obtaining equations whose unique 
solutions are solutions of given singular operator equations. In particular, 
null vectors of singular operators can be found as unique solutions of 
modified operator equations. 
The operators obtained by the finite rank modifications are also used to 
derive some simple explicit expressions for generalized inverses of the given 
singular operators. 
2. PRELIMINARY MATERIAL 
Let H, and H, be real Hilbert spaces with inner product denoted by (s, .), 
and let B(H, , H,) be the set of all bounded linear operators from H, to H,. 
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Let N(A), R(A) and A* denote the null space, range and adjoint of an 
operator A, respectively. A is said to be a Fredholm operator if 
(1) A E w, 9 HA, 
(2) dim N(A) is finite, 
(3) dim N(A*) is finite, and 
(4) R(A) is closed in H, . 
We will denote by F(H,, H,) the set of Fredholm operators from H, to 
H,. For A E F(H, , H,) we define the index of A by 
i(A) = dim N(A) - dim N(A *). 
Fredholm operators appear frequently in practice, very often in the form 
Z-K, where K is a compact operator. Several results about Fredholm 
operators can be found, for example, in [ 71. The following theorem from 
[ 7, p. 1141 will be particularly useful to us. 
THEOREM 2.1. Zf A E F(H, , H,) and L is a compact operator then 
A-LEF(H,,H,)andi(A-L)=i(A). 
Given A E F(H,, H,), we wish to consider a finite rank modification L of 
A so that the operator B E A -L is either 1-1, onto or both, and has other 
properties which lead to a simple explicit construction of a generalized 
inverse of A. In addition, generalized inverses of B can be used to find all 
solutions of equations of the form Ax = b. 
We will denote by A:,,, the generalized inverse of A with respect to the 
complements S and M of N(A) and R(A), respectively [5, p. 3291, i.e., 
H,=N(A)@S 
H,=R(A)@M, 
and AJ,M is the unique linear operator from H, to H, satisfying 
(a) Ai,MA is the projection onto S along N(A), 
(b) ~,t,,AAst,,w = A&, 2 
Cc> AA&, is the projection onto R(A) along M, and (hence) 
(d) AA&A = A. 
(2.1) 
(2.2) 
We note that if A E F(H, , H,) then A:,,, E F(H,, H,) and i(Ai,+,) = -i(A). 
If A is l-l, we will abbreviate A:,,, by AA, and if A is onto, by A:. In all 
cases A’denotes the Moore-Penrose generalized inverse of A. 
We now state and prove some lemmas which will be useful in the 
following section. 
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LEMMA 2.2. If A and L are linear operators from H, to H, and if 
N(A)nN(L)=O andR(A)nR(L)=O, then A-L is l-l. 
Proof: If (A - L) x = 0, then Ax = Lx = 0 and therefore x = 0. 
LEMMA 2.3. Let R be a closed subspace of a Hilbert space H of Jinite 
codimension n, and let {vi]:, be a basis for R’. Let N be a subspace of H of 
finite dimension k, and {vi]: a basis for N. Then R n N = 0 IT the n x k 
matrix V- ((vi, vj)) is l-l. If k = n, then H = R @N iff V is invertible. 
Proof: Suppose R n N = 0 and V(a,, a2 ,..., c# = 0. Then C:=, aivi is 
inRnNandsoVisl-l.NowletyERnNandsupposeVisl-l.Sincey 
has the form C:=, civi then V(c,, c~,..., cJT = 0, which implies y = 0. If 
k = n, we need to show that H = R + N if V is invertible. Let the matrix (aij) 
be defined by (aii) = V- ‘((vi, vj)), and let zi = vi - CJ=, aji vj, i = 1, 2 ,..., n. 
We can verify that zi E R so that vi E R + N, i = 1, 2,..., n, and therefore 
R-=R+N. 
3. OPERATORS OF INDEX ZERO 
Let A E F(H,, HJ be a singular operator and i(A) = 0. Let {tii}‘: and 
(vi)? be a basis for N(A) and N(A*), respectively. We choose two sets of 
vectors {ui)y and {vi};2 and define B = A -L, where 
Lx= 2 (X,Ui)Vi. (3.1) 
i=l 
If ui = $i and vi = vi, i = 1, 2 ,..., m, this is the classic construction leading 
to the Hurwitz pseudoinverse of A [6]. Our construction does not require 
explicit knowledge of N(A) and N(A*), and indeed these subspaces can be 
found with the use of B. 
THEOREM 3.1. If {ui)y and {vi}7 are linearly independent then the 
following are equivalent: 
(1) N(A)nN(L)=O andR(A)nR(L)=O. 
(2) H, = N(A) @N(L) and H, = R(A) 0 R(L). 
(3) The m X m matrices V- ((vi, vj)) and U= ((ui, oj)) are inver- 
tible. 
(4) The operator B = A - L is invertible. 
Proof The first three statements are equivalent by Lemma 2.3. The 
fourth statement follows from the first by Lemma 2.2 and Theorem 2.1. 
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Suppose B is invertible. Then N(A) f~ N(L) = 0 and Lemma 2.3 implies H, = 
N(A)@N(L). Let xER(A)nR(L). Then x=Ar=Ly for some z andy in 
H,. We can write z = zi + zz and y =y, + y,, where z1 E N(A), z2 E N(L), 
y, E N(A) and y, E N(L). Therefore AZ, - Ly, = 0 and consequently 
B(z, + y,) = 0, which implies z2 = ->I, = 0. Then x = AZ, = 0 and hence if B 
is invertible the first statement is satisfied. 
Since the purpose of the construction is to obtain an invertible operator B 
in the simplest possible way, one may wonder if the rank of L may be taken 
to be less than m. In fact we can show that if B is invertible, then the rank of 
L is at least m. 
For the rest of this section we will assume (ui}y and {vi}? are chosen as 
in Theorem 3.1 so that B is invertible. If dim N(A) = 1, for example, u1 and 
v, must be chosen so that (u,, 4,) # 0 and (u,, vi) # 0; a random choice of 
U, and v, (without knowledge of 4, and vi) will probably suffice. A 
complete discussion of the choices of {ui}y and (vi): is contained in [4] for 
the case when A is a matrix. Details for the general case will be considered 
elsewhere in conjunction with numerical methods for the solution of singular 
Fredholm operator equations. The next few theorems illustrate the use of the 
invertible operator B. 
THEOREM 3.2. B-’ satisfies the following conditions: 
(1) B-’ E F(H,, H,), 
(2) AK’A = A, 
(3) B-‘A is the projection onto N(L) along N(A), 
(4) AB-’ is the projection onto R(A) along R(L). 
ProoJ BP ’ is bounded by the bounded inverse theorem. Let x E H, and 
z=B-‘AX. Since A(z-x)=Lz then A(z-x)=Lz=O by Theorem3.1, 
and hence Ax = AZ = AB-‘Ax. Therefore AB-‘A = A. This implies that 
B-IA and AB-’ are projections. The argument above also shows 
LB-IA = 0. In addition, AB-‘L = 0 since if x E H, and z = B-‘Lx, then 
AZ = L(z +x) = 0 by Theorem 3.1. The rest of the proof is straightforward. 
If b E R(A), then the unique solution of Bx = b is a particular solution of 
Ax = 6. By modifying b we can control which particular solution is obtained. 
THEOREM 3.3. Let b E R(A) and z E H,. Then the solution of Bx = 
b + Lz is a solution of Ax = b satisfying (x, ui) = - (z, ui), i = 1, 2 ,..., m. 
ProoJ x satisfies Ax - b = L(z + x) = 0 by Theorem 3.1. 
A significant feature of our construction is that we can find null vectors of 
A as unique solutions of operator equations. More precisely we have the 
following corollary. 
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COROLLARY 3.4. {B-‘vi}y is a basis for N(A) and ((B-l)* ui}y is u 
basis for N(A *). 
Proof: By Theorem 3.3, for each i, the solution of Bx = vi satisfies 
Ax= 0 and (x, uj) = -a,, i= 1, 2 ,..., m, where 6, is the Kronecker delta. 
The other result is found in a similar way. 
BP ’ cannot, of course, be a generalized inverse of A, but such an inverse, 
in fact A&Lj,RcLj, is easily constructed from B-l. 
THEOREM 3.5. A&L,,,c,, = B-‘AB-‘. 
ProoJ The result follows easily from Theorem 3.2. 
Given subspaces S and A4 satisfying (2.1)-(2.2), we can construct Ai,M as 
in Theorem 3.5 by letting {ui}‘: be a basis for S’ and (vi}; a basis for M. It 
should be pointed out that B ~ ’ and A i,M agree on R(A), and for arbitrary 
b E H,, both B-‘b and Ai,,b are solutions to the projected equation Ax = 
AB-‘b, where AB-‘b is the projection of b onto R(A) along M. From this 
point of view, BP’ is a more effective “inverse” of A than AJ,M. 
4. ONE-TO-ONE OPERATORS;~NTO OPERATORS 
Before studying modifications of operators of arbitrary nonzero index, it is 
convenient to consider first l-l operators. Let A E F(H,, HJ be l-l and 
i(A) = -n < 0. Let (vi}; be a basis for N(A*). By Theorem 2.1, a finite rank 
modification L of A cannot produce an invertible operator B. We aim 
instead to produce a l-l operator B whose Moore-Penrose inverse B: which 
is simple to construct, can be used much in the same way B-’ was used in 
the previous section. 
We choose an orthonormal set {vi}: and define B = A -L, where now L 
is given by 
Lx= 2 (x,A*vi)vi. (5) 
i=l 
Let W = span(vi};. Since R(L) is not necessarily W, a theorem such as 
Theorem 3.1 is not possible. 
LEMMA 4.1. B is l-l iffR(A)nR(L)=O. 
Proof: Let xER(A)flR(L). Then x=Az=Ly for somez andyEH,. 
If we let P be the orthogonal projection onto W’, we see that B = PA. Since 
Px = PAZ = PLy = 0, then Bz = 0, so z = 0 and x = 0 if B is l-l. The proof 
is complete because of Lemma 2.2. 
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THEOREM 4.2. V = ((vi, vj)) is invertible iff H, = R(A) @ W, in which 
case B is l-l. 
Proof The first part of the proof follows from Lemma 2.3. Since 
R(L) c W and R(A)f? W= 0 then R(L) n R(A) = 0. It then follows from 
Lemma 4.1 that B is l-l. 
For the rest of this section we will assume (vi}: is chosen as in 
Theorem 4.2 so that B is l-l. The following theorem is now useful. 
THEOREM 4.3. Zf T E B(H,, HJ is l-l and R(T) is closed then 
T+= (T*T)-1 F. 
Proof The proof is a simple consequence of a result in [3, p. 461. 
THEOREM 4.4. B.‘E F(H,, H,) and 
(1) i(B3 = -i(A). 
(2) B> is the identity on H,. 
(3) ABt is the projection onto R(A) along W. 
(4) ABtA =A. 
ProoJ By Theorem 2.1, B E F(H,, H,), so BtE F(H,, H,). We can 
show that N(B*) = W, so dim N(Bt) = n, and since Bt is onto, i(Bt) = n. 
Writing B* = A*P, where P is as in the proof of Lemma 4.1, we see that 
B*L = 0. Hence B*B = B*A, and the second statement follows from 
Theorem 4.3. Now AB’A = A trivially. The rest of the proof is 
straightforward. 
Since the equation Ax = b has a unique solution for b E R(A), and since B 
is not invertible, we cannot obtain a result as effective as Theorem 3.3. 
THEOREM 4.5. If b E R(A) then the solution of Bx = b - CyC 1 (b, vi) vi 
is the solution of Ax = b. 
ProoJ Since Ax - b = Cr=, (Ax - b, vi) vi, the result follows from 
Lemma 4.1. 
As in Section 3, we can use B to find N(A*). 
THEOREM 4.6. (vi - (B+j* A*v,}; is a basis for N(A*). 
Proof. Since I - ABt is the projection onto W along R(A), then Z- 
(Bt)* A* is the projection onto N(A*) along W1. Let zi = vi - (Bt)* A*vi, 
i = 1, 2,..., n. If Cy=i aizi= 0, then Cyzl aivi E W’n W, so {zi}; is linearly 
independent. 
Since a basis for N(A*) can also be obtained as {vi - AA+v,}y , the 
operator B seems to have little practical value. However, we have the 
following result. 
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THEOREM 4.7. AL = B’= (B*A)-’ B*. 
Proof. The results follow from Theorem 4.3, Theorem 4.4 and since 
B*B = B*A, as shown in the proof of Theorem 4.4. 
Theorem 4.7 reduces to Theorem 4.3 if W = N(A *). In view of 
Theorem 3.5, it is interesting to notice that A$ = B’AB+. 
Suppose now A E F(H,, HJ is onto and i(A) = m > 0. Let {#i)‘: be a 
basis for N(A). We choose an orthonormal set {ui}y such that the matrix 
U = ((ui, #])) is invertible and define B = A -L, with 
Lx = f (x, ui) Aui. 
i= I 
By considering L* as a modification of the l-l operator A* we can again 
derive a series of facts about B, the most significant of which is that 
A;= B+= B*(AB*)-‘, 
where S’ = span{ ai};. Here again we note that Ai = BtABt. 
5. GENERAL OPERATORS OF NONZERO INDEX 
Let AEF(H,,H,) with dimN(A)=m>O and dimN(A*)=n>O. We 
can assume i(A) = m - n < 0 without loss of generality, since if m - n > 0 
we can carry out the steps below with A* instead of A. 
Let {$i}‘: and {vi}: be a basis for N(A) and N(A*), respectively. We 
choose two sets {ui}y and {vi}7 and define B = A -L,, where 
L,x = $ (x, Ui) vi. 
i= I 
THEOREM 5.1. If {ui)‘: and (vi}‘: are linearly independent and if the 
m X m matrices Vz ((vi, wj)) and UC ((q, #j)) are invertible, then B E 
F(H,, HJ is l-l, i(B) = m - n and R(B) = R(A) @R(L,). 
ProoJ By Theorem 2.1, B E F(H,, H,) and i(B) = m - n. By 
Lemma2.3, H,=N(A)@N(L,). If xER(A)nR(L,), then x=Az=L,y 
for some z and y in H,. Since L, y E R(A) and V is invertible, then 
(y,ui)=O, i= 1,2 ,..., m. So x = L, y = 0, and by Lemma 2.2, B is l-l. 
Clearly R(B)cR(A)@R(L,). Let xER(A)@R(L,), so x=Az+L,y for 
some z and y in H,. Since z=z,+z, and y=y,+y,, where z,EN(A), 
y,EN(A),z,EN(L,),y,EN(L,),thenx=Az,+L,y,=B(z,-yy,). 
For the rest of this section we assume that {ui}y and {vi}7 are chosen as 
in Theorem 5.1 so B is l-l. Any generalized inverse B$ of B can now be 
40940!2 I6 
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constructed to play the role of B -’ in Section 3 and Bt in Section 4. Let W 
be a complement of R(B) and { wi}:-” an orthonormal basis for W. If we 
define C=B-L,, where 
n-m 
L,x = x (x, B*wi) wi, 
i=l 
then by Theorem 4.7, 
B; = (C*B)-’ C*. 
THEOREM 5.2. Bk satisfies 
(1) i(B&) = -i(A). 
(2) AB;A = A. 
(3) BLA is the projection onto N(L,) along N(A). 
(4) AB$ is the projection onto R(A) along R(L ,) 0 W. 
Proof i(Bk) = -i(B) = -i(A) by Theorem 2.1. Let xE H, and z = 
BiAx. Since BB$ is a projection onto R(B) then Bz = Ax. By Theo- 
rem 5.1, AZ -Ax = L,z = 0. So Ax = ABLAx. It now follows that BkA and 
ABL are projections, and we have also shown that L, BLA = 0. We next 
show that AB$L, =O. Let xEH, and z=BLL,x. As above, Bz=L,x 
so Az=L,(z+x)=O by Theorem5.1. Therefore ABkL,x=O. If wE W 
then AB$ w  = L, Bkw = 0. We have shown R(L,) @ W c N(ABL). Sup- 
pose ABLy=O. Since y=y, +y,, where y, E R(A) and y2 E R(L,) 0 W, 
then 0 = ABL y = y, and so y E R(L,) @ W. Therefore N(ABi) = 
R (L ,) @ W. The rest of the proof is straightforward. 
We now have the following extensions of Theorem 3.3, Corollary 3.4 and 
Theorem 3.5. 
THEOREM 5.3. Let b E R(A) and z E H,. Then the unique solution of 
Bx= b + L,z is a solution of Ax= b satisfying (x, ui) =- (z, ui), i= 
1, 2 ,..., m. 
Proof. The proof follows easily from Theorem 5.1. 
COROLLARY 5.4. Let xi = B&vi and yi = (Bk)* ui for i = 1,2,..., m, and 
let zi = wi - (C?* B*wifor i = 1, 2,..., n - m. Then {xi}: is a basis for N(A) 
and { yi}l; U {zi};-” is a basis for N(A*). 
Proof: For each i, xi satisfies Bxi = vi, so Axi = 0. If x7!, oixi = 0, then 
C~=,aiviE WnR(L,). But since WnR(L,)=O then a,=O, i= 1,2,...,m, 
and therefore (xi}: is a basis for N(A). Similarly, { yi}y is an independent 
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subset of N(A*). By Theorem 4.6 {zi}:-” is an independent subset of N(B*). 
However, N(B*) cN(A*). The set { y,}yU {zi}l-” is independent since if 
Cr=i a,y, + Cl:: bizi = 0, then Cy=i a,y, E N(B*) and CyEi aiui = 0. 
THEoREM 5.5. 4(LI,,,(,,,,, = B;AB; = (C*B)-’ C*A(C*B)-’ C*. 
ProoJ The result follows from Theorems 5.2 and 4.7. 
Given subspaces S and M satisfying (2.1~(2.2) let M = r@ W and 
construct B and C as above with (ui}y E S’, {vi}: E T and {wi}y- m E W. 
Then ASf,M is given by Theorem 5.5. We again point out that for b E H,, both 
BLb and Ai,M are solutions of the projected equation Ax = AB$ b. 
6. APPLICATIONS AND EXTENSIONS 
Let K: L,[a, b] -+ L,[a, b] be an operator defined by 
WY)(X) = I” G(x, 9 ~0) dt, 
(I 
where G(x, t) is such that K is a compact operator. Let I # 0 be an eigen- 
value of K and let {#i}y and { wi}‘f be a basis for N(1Z - K) and N(J+Z - K*), 
respectively. If we choose independent sets {ui}l and (ui}: such that the 
n x n matrices (jz vi(t) vj(t) dt) and (j”, ui(t) #j(t) dt) are invertible, then the 
compact operator Q given by 
(Qu><x> = j" ( G(x, t> - ,tl vi(X) ui(c)) y(t) dt 
is such that (AZ- Q) is invertible. If fE R@Z - K), the solution of 
(AZ - Q) z = f is a solution of (AZ-K) z = f satisfying (z, ui) = 0, i = 
1, 2,..., n. For each i, the solution of (U - Q) z = vi is in N(1Z - K), and the 
solution of (AZ - Q*) z = ui is in N(kZ - K*). These results are not new; they 
were obtained by Atkinson [2] for the case ui = vi, i = 1, 2,..., n, and later 
Anselone [I] indicated that span {vi}; could be any complement to 
R (U - K). However, Section 3 provides in this setting results beyond those 
in ] 1, 21. For example, it follows that for arbitrary fE L, [a, b], the solution 
of (AZ - Q) z = f is a solution of the projected equation (AZ-K) z = 
(AZ - K)(dZ - Q)-‘f, since (U - K)(AZ - Q)-‘f is the projection off onto 
R(AZ- K) along span {vi};. In addition, (AZ - Q)-‘(AZ - K)(IEZ - Q)-’ is 
the generalized inverse of AZ - K with respect to (Span{ Ui};)’ and span{vi}y . 
The perturbations in [ 1, 2] can also be of the form 
(Lx)(t) = f x&) vi(t), 
i=I 
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where ti E [a, b], i = 1, 2 ,..., II. Such perturbations are not covered in 
Section 3. However, most results of Section 3 can be generalized easily to 
Fredholm operators in Banach spaces. In particular, the invertible operator 
obtained in [ 1,2] can be related as above to the generalized inverse of 
(AZ - K) with respect to N(L) and R(L). 
An equation of the form (U- Q) z = f is a nonsingular Fredholm 
equation of the second kind, hence any of the usual methods can be used to 
solve it numerically. The practical difficulty lies in determining a correct 
form for the perturbation which leads to Q. Singular equations for which n is 
known appear in practice; one example is the interior Neumann problem for 
du = 0 on a simply connected planar region with a smooth boundary [2]. If 
n is not known, it seems possible that we can determine it from the fact that 
the resulting operator cannot be invertible if the perturbation has rank less 
than n. We can start with a perturbation of rank 1 and try to establish the 
nonsingularity of the resulting operator from the corresponding matrix 
obtained from discretization. If necessary, we would try other perturbations 
of rank 1. If the nonsingularity cannot be established, we proceed with 
perturbations of rank 2, etc. We are in the process of testing the feasibility of 
this procedure. It is useful to notice that if f E R(LI - K), the small size of 
the quantities (z, ui), i = 1, 2,..., n, would be an indication that an 
appropriate perturbation has been found since in theory (z, ui) = 0, 
i = 1, 2 ,..., n. 
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