Introduction
Physical phenomena measured across space, time, or both, typically exhibit correlation across these different dimensions. A variety of models have been proposed for describing the underlying correlation structure (see, for example, Andreas and Treviiio 1996; Box, Jenkins, and Reinsel 1994; Cressie 1991; Fuller 1996; Matern 1986; Sacks, Welch, Mitchell, and Wynn 1989; Trevino 1992; Yaglom 1987 ). An often reasonable assumption is that the error process (after the removal of trend and heterogeneity) is weakly stationary. Weak stationarity implies that the correlation between responses at two distinct locations is a function only of the distance (vector) between the two locations. If, in addition, the correlation is simply a function of the Euclidean distance (or some other scalar distance metric) between the locations, then the error process is said to be isotropic.
Stationarity, however, is not always a reasonable assumption, even for the zero mean, equal variance, error process. Sampson and Guttorp (1992) present a nonparametric method for estimating the nonstationary correlation often exhibited by environmental monitoring data. Their method is to distort or transform the location domain into a domain for which the error process is stationary (and even isotropic). Haas (1995) , in analyzing wet sulphate deposition over the conterminous United States, performs local stationary modeling in cylinders around individual locations.
These local models are then combined to form global models which, if necessary, are adjusted to ensure positive definiteness of the correlation function. Hughes-Oliver, Lu, Davis, and Gyurcsik (1998) present a parametric approach to modeling the nonstationary covariance due to the thermal non-uniformity patterns of a semiconductor deposition process. They model the variances and correlations separately, and their parametric forms are functions of the radial bands of thermal non-uniformity.
While the nonparametric approach of Sampson and Guttorp (1992) is very useful for obtaining predictions of the stochastic process, we believe that much insight and understanding of how the process behaves can be gained by parametric approaches. It is certainly true that there are many situations where a parametric model would be too complicated to be useful, but there are many 1 .. other situations where a parametric model could be both simple and informative. Furthermore, knowledge of some basic mechanisms driving the nonstationarity of a stochastic process can suggest parametric forms for the correlation structure which may not be readily obtained from the nonparametric approaches described above. The approach of Haas (1995) is locally parametric, but local interpretations do not easily extend to global interpretations, nor is a local approach guaranteed to have good global properties.
In this article, we consider the effect of point sources on a stochastic process. We define a point source to be an entity which drives a nonstationary stochastic process, either directly or indirectly.
This definition assigns at least one point source to every nonstationary stochastic process. In the event that a process has only a few influential point sources, then these may be identified and incorporated into the models, thus adding valuable information that could improve the fits, and hence inference, from the models. This information may also be useful in finding optimal locations for a designed experiment. Hughes-Oliver et al. (1998) use this approach, but they consider only a single form for the correlation, and they require a separate model for the variance. Moreover, they provide only necessary, not sufficient, conditions for their correlation form to be positive semidefinite. We present a large class of models to simultaneously model correlation and variance, and these models are guaranteed to be positive semi-definite.
In Section 2 we present a general approach to modeling the effect of a point source. A general class of resulting covariance kernels is presented, and detailed properties are given for a particular family from this class. These parametric models can account for, and also measure the effect of a point source. In Section 3 we discuss statistical inference using the models presented in Section 2.
In Section 4 we investigate, by a simulation study, the performance of a model from Section 2.
We also compare its predictive ability to some commonly used modeling approaches. In Section 5 we apply a model from Section 2 to a dataset of electromagnetism measurements taken in a field containing a metal pole. Comparisons are made to more commonly used approaches applied to the same dataset. In Section 6 we conclude with a discussion.
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Models for covariance nonstationarity
One approach for modeling a nonstationary process is to think first of an existing stationary process which is disrupted by the action of a point source. For example, consider an environmental pollution site (which may be transient, as in an accident, or permanent, as in a factory). The concentration of pollutant in absence of the pollution site is reasonably a stationary process. However, the pollution site causes a "shock" to the system which alters the stationarity. Sites close to the pollution site will have a different correlation pattern than sites far from the pollution site. The variance pattern may also be distorted in that measurements at sites closer to the pollution site may be more or less variable than measurements at sites far from the pollution site. As another example, consider the manufacturing process described in Hughes-Oliver et al. (1998) , where heat is a major factor driving the deposition of the chemical. If the wafer center is cold, then deposition is fairly even, uniform, and regular across the wafer. But if the wafer center is hot, the deposition has a strong patterned behavior across the wafer.
The nonstationary error (zero-mean) process may be described as follows. Let {X 1 (t) : t E D C R d } be the initial stationary error process and {X 2 (t) : tED C R d } be the error process induced by the point source. Assume X 1 (·) and X 2 (·) are independent. The resulting error process In either case, if both X 1 (·) and X 2 (-) are stationary, then so is Z(·); if X 2 (·) is nonstationary, then so is Z(·). Indeed, no matter what the properties of X 1 (·) and X 2 (·) are, the process Z(.) will exist and will have a positive semi-definite covariance pattern (Matern 1986; Yaglom 1987 ). Below we give general and specific suggestions on modeling X 1 (·) and X 2 (·) to achieve a shock-induced behavior in Z(·).
{Z(t)
:
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.. Cressie, 1991; Matern, 1986; Sacks et al. 1989; Yaglom, 1987) . Some ofthese covariance kernels are very smooth (in the mean square convergence sense), while others are not at all smooth; some allow both positive and negative correlations, while others only allow positive correlations.
The general
The class of nonstationary covariance kernels which are commonly used in statistics is, by contrast, very small. For continuous responses, the most commonly used are Brownian motion and Wiener processes. Brownian motion is a Gaussian random field with zero mean and covariance kernel (11tll + Ilsll-lit -sll)· Variance increases with Iltll, and the process has independent increments. A Wiener process is also a zero-mean Gaussian random field, but is defined only on 2, ... ,d}, with covariance kernel n1=lmin(ti,si) ' It also has increasing variance and independent increments. Other nonstationary covariance kernels may be found in Treviiio (1992 ) or Yaglom (1987 .
For the purpose of defining the shock-induced process of (1) or (2), and depending on the mechanics of a given process, one may choose a stationary covariance kernel RI (t, s) for Xl (') 
correlation is constant for all values of a as min(dt,d s ) increases for fixed \dt -dsl = OJ that is, a pair of sites falling on the same ring has the same correlation form (depending only on distance between sites) no matter how far this ring is from the point source.
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Statistical inference
The process Z(·) discussed in Section 2 is assumed to be an error process. In general, however, we are interested in a stochastic process Y (.) having an unknown (possibly changing) mean which needs to be estimated. For example, we may consider a linear regression model for y (.) :
where
. ,k are known functional forms, and Z(t)
is as in Section 2. As a specific case, we may assume Z(·) has covariance kernel (3). Below we consider two aspects of statistical inference: parameter estimation and process prediction.
Parameter estimation
The general linear model given in Equation (4) has unknown parameter {3, which controls only the mean, and unknown parameters (12, (J, m, 0, a, which control only the covariances. The parameters may be estimated as in any general linear model; no new estimation technique is required due to the nonstationary part of the covariance. Maximum likelihood estimation is often the most convenient, but care must be taken as properties of these estimators obtained from correlated data are not well understood (Cressie 1991; Mardia and Marshall 1984; Sacks et al. 1989 ).
Estimates of the variability of the mean parameter estimates are easily obtained. Depending on the estimation technique used, it may even be possible to provide estimates of variability of the covariance parameters. For example, if maximum likelihood is used, then the inverse of the observed information matrix may be useful, depending on the sample size.
Tests of hypotheses may also be performed to investigate the importance of different (sets of) 
.. , k is the matrix of covariates at the sampled sites; and {3 = (F'V;-lF)-lF'V;-ly s is the best linear unbiased estimator of (3. Then the BLUP at site t is
' -1 -.
with mean squared prediction error where
See, for example, Cressie (1991) .
But what happens to Equations (5) and (6) Then the "BLUP", under the assumed model, at site t is
with true (that is, obtained under the true data distribution) mean squared prediction error 8
The difference between Equations (6) and (8) is an important one. While the prediction from an incorrect covariance model is unbiased (and usually consistent), its mean squared prediction error is still a function of the true covariance model. If this fact is ignored, and Equation (6) is naively used instead of Equation (8), then one obtains a possibly misleading and inappropriate measure of prediction error (Cressie 1991). Also, the prediction based on an incorrect covariance model would be less efficient than the BLUP based on the correct model.
Unfortunately, Equations (5)- (8) all require that the parameters ofthe covariance model (whether true or assumed) be known; this is never the case in practice. The simplest approach to estimating the BLUP and its mean squared prediction error is to evaluate the appropriate formulas using estimates of the covariance parameters in place of the true values. However, even though the estimated BLUP's may be consistent (and unbiased in most cases), the estimated mean squared prediction errors obtained from (8) may be an underestimate of the true mean squared prediction error (Cressie 1991).
Simulation
The general linear model (4) with nonstationary covariance kernel (3) has many nice features, as already discussed above. Nevertheless, several questions naturally come to mind. How does a realization from this process look? Are the parameters in the model estimable? Can a more standard approach provide predictions that are as good, even though the process has covariance nonstationarity? Suppose we observe data from a process which is covariance stationary. Can a LRT or other criteria against our more complicated model adequately identify the simpler situation?
A simulation exercise is used to answer these questions. 
Design
We consider a spatial (d = 2) lattice as illustrated in Figure 1 . The point source is located at c = (0,0). The 11 X 11 grid of .'s are the n s = 121 sites to be used in estimation, and the 10 X 10 grid of +'s are the n p = 100 sites to be used for prediction only. The data generating process is as follows:
(i) the distribution is normal;
(ii) k = 1, h(t) = 1, and /31 = J.L, so that we have a constant mean J.L;
(iii) J.L = 100, (72 = 1, m = 1, and 8 = .5;
(iv) () and a take values according to a 2 2 factorial design with levels () = 00, .05 and a = 0,1.05.
There are a total of four simulation cases: Case I, Case II, Case III, and Case IV. One hundred simulations replicates are used for each case.
In order to obtain the realizations, for each simulation case the covariance matrix at the full set of (72, () , and a are estimated. MAIV is expected to perform very well in simulation Case IV, and comparable to the best in the other simulations cases. Maximum likelihood is used to obtain the parameter estimates for MAl-IV.
For MAV, we wanted a procedure that would very closely follow the "trend" in the data without us having to provide a specific form for this "trend," as this would require a very large mean model.
A nonparametric approach seems most reasonable, so we use thin plate splines (Green and Silverman 1994) to fit the surface and provide predictions. These fits are easily obtained using the FUNFITS package, a set of S routines for fitting surfaces, which is available from Statlib (Nychka, Bailey, Ellner, Haaland, O'Connell 1996).
Results
We consider the results for simulation Case IV, true () = .05, a = 1.05, in detail. Figure 2 uses three-dimensional and contour plots to show a realization from this process. Relative to the most extreme sites from the point source, the process is fairly well behaved near the point source. It appears as if there is a "trend" in the data, with larger values near the point source and decreasing as you move in any direction from the point source. The trend appears to reverse itself starting with sites approximately 4 units from the point source. The data is also much more variable at these distances from the point source.
Case IV: Estimation
Side-by-side boxplots of parameter estimates from MAl-IV are shown in Figure 3 . The estimates of JI. are shown in Figure 3a , with all modeling approaches giving little or no bias and MAIV having the smallest variability, as expected. Note, however, that when correlation is modeled while assuming constant variance (MAIII), the variability of jl is very high; that is, if the goal is to estimate JI., then it is more important to capture the changing variance instead of the correlation, or to just assume independence and constant variance. The fact that jl is more variable under MAIII than under MAl could be due to any of a number of related reasons. First, it is known that estimates of mean parameters can sometimes be inconsistent when the covariance structure is incorrectly specified and then estimated (Diggle, Liang, and Zeger 1994) . Second, because MAl assumes independence and homogeneity, maximum likelihood just minimizes the sum of squared errors. This simplification does not occur in MAIII where selection of parameter estimates is the result of a trade-off between the sum of squared errors and the determinant of the covariance matrix. For this reason, MAIII may terminate with a larger value for the sum of squared errors, provided the fitted covariance matrix has determinant less than 1. Third, the increase in variability may be due to the strong correlation that MAIII is trying to estimate. Similar comments also apply to the estimates of (72 shown in Figure 3b . In addition, we see that when (the positive) correlation is ignored (MAl), (72 is overestimated, as is well known (Fuller 1996) . We see similar, but more extreme behavior even when correlation is modeled, but severe heterogeneity is ignored (MAIII). When independence and heterogeneity are assumed (MAIl), the estimates of (12 are negatively biased, while the estimates of a are positively biased. When dependence and homogeneity are assumed (MAIII), the estimates of f) are positively biased.
Because MAl-III are all nested within MAIV, we can use the likelihood ratio test (LRT) to test for significance of (sets of) parameters. Boxplots of the LRT statistic -2In>. for each of MAl-III, relative to MAIV, are shown in Figure 4 . For testing independence and homogeneity (MAl), comparison is done to the chi-squared distribution with 2 degrees of freedom; for testing independence and heterogeneity (MAIl), comparison is done to the chi-squared distribution with 1 degree of freedom; likewise for testing for stationarity and homogeneity (MAIII). As we would hope, all these hypotheses are soundly rejected.
MAIV estimates the parameters with (relative) accuracy and precision, and provides a much better fit than all of MAl-III.
Case IV: Prediction
As discussed in Section 3.2, the formulas for mean squared prediction error given in that section are only correct if the covariance models are known. Evaluating these formulas at estimates of the covariance parameters could lead to biased estimates of the mean squared prediction error.
In lieu of the formulas, we consider the empirical mean squared prediction error averaged over all prediction sites. That is, using the estimated parameters obtained from fitting the data at the estimation sites, we predict the response at the prediction sites, calculate the squared prediction errors, average these over all prediction sites, and report this average for i th simulation replicate.
These averaged squared prediction errors (ASPE) are compared to the corresponding ASPE for MAIV, and the differences are shown in In Figures 6-7 we show the predictions obtained using MAIV and MAV for the realization pictured in Figure 2 . We show the corresponding prediction errors in Figures 8-9 . The improvement in predictions given by MAIV over MAV is clearly seen in these figures, particularly for sites further from the point source.
Cases I, II, III
The results of simulation Case IV clearly indicate that MAIV is very good at estimating and predicting processes having the complicated covariance structure of the form given in (3). How does it perform when the true data-generating process has a simpler form? The answer is obtained in Cases I-III. Recall that the simulation cases were designed to mimic the modeling approaches.
That is, MAl is the "best" for Case Ii MAlI is the "best" for Case IIi and MAIlI is the "best" for Case III. We hope to see that MAIV performs comparably to the "best" for all cases. 21 the models MAl-III to MAIV. In Figure 11 we show the differences in averaged squared prediction errors, relative to MAIV.
Let us first consider Case I, where the data are generated to be independent and homogeneous.
Because all of MAl-IV have independence and homogeneity as a special case, they all give very similar fits to the data, as seen by the median -2ln>. values in Figure 10 being less than the chi-square critical values corresponding to probability .05 of a type I error. MAl-IV also give very similar predictions, with differences in averaged squared prediction errors being close to zero, as seen in Figure 11 . In fact, paired z-tests give calculated z-values of -.34 for testing equality of mean averaged squared prediction errors of MAl and MAIV; is not calculable for MAIl versus MAIV, because all differences are OJ and gives z-value -.34 for MAIlI versus MAIV. On the other hand, the z-test for comparing MAV to MAIV gives z-value of 5.71, indicating that MAN (and MAl-III, since they are all essentially the same) yields better predictions that the spline approach of MAV when the data comes from an independent and homogeneous process.
The data of Case II was generated to match MAIl, which is not a special case of either MAl The data of Case III was generated to match MAIlI, which is not a special case of either MAl or MAlI, but is a special case of MAIV. MAIlI and MAIV give almost the same fits, resulting in a median -2ln >. value below the cutoff in Figure 10 . The z-values for comparing the averaged squared prediction errors of MAl, MAlI, MAIlI, MAV to MAIV are 16.38, 16.42, 3.92, respectively,  indicating that all of MAl, MAIl, and MAV give poor predictions.
Based on these simulations, we conclude that MAIV does well in all of the cases considered.
The increased efficiency offered by MAIV in Case IV is very large, while the loss of efficiency in Cases I-III is minimal. 
Electromagnetism in a Field
As an illustration, we use a dataset of electromagnetism measurements to compare our approach to several more standard approaches. The measurements are taken at sites falling on a regular grid, as illustrated in Figure 12 , where the sites are one meter apart in both the vertical and horizontal directions. The scaling in the figure is proportionally representative of the scaling in the field.
Electromagnetism is expected to be fairly constant across the field, but an existing metal pole affects the measuring device so that the constant pattern in the field is not observable. It is in this sense that we consider the metal pole to be a point source. The metal pole, which has a concrete base of approximately one square meter, is known to be somewhere between rows 33 and 34, and columns 11 and 12; a single exact location is not given. Based on plots of the data, we set the point source (metal pole) location to be (12,33.4), and keep it fixed for all analyses. We also translate the original coordinates to coordinates for which the point source is located at the origin (see Figure 12) ; this translation is used in all analyses and future discussions. site (-11, -4.4 ). Electromagnetism appears to be a function only of distance to the point source, and because the contours are approximately circular, there is no apparent need for rotating or rescaling the axes. There may be a small need for this at sites closest to the pole, but because this area contains only 16 of the 160 data values, we do not pursue such an analysis at this time.
Another view of the data is given in Figure 13 , where electromagnetism is plotted as a function of distance from the point source. The sharp drop in electromagnetism measurements for sites very close to the point source is clearly seen, and is expected to create difficulties in estimation and prediction. We keep the complete dataset for all analyses, although several other options are possible (for example, data editing and robust kriging, or simply omitting the questionable data 5, 5, 10, 20, 30, 40, 50, 60, 70, 80, 90 
values (Cressie 1991).
We compare several modeling approaches in terms of their predictive ability. In Section 5.1 we assume constant mean and perform ordinary kriging (that is, best linear unbiased prediction) using a stationary covariance model. In Section 5.2 we assume constant mean and perform ordinary kriging using the nonstationary covariance model in equation (3). In Section 5.3 we model the mean and perform universal kriging using a stationary covariance model. In Section 5.4 we model the mean and perform universal kriging using the nonstationary covariance model in equation (3).
In Section 5.5 we fit a thin plate spline, where the smoothing parameter is selected according to generalized cross validation. Finally, in Section 5.6 we compare and contrast the modeling approaches.
Generalized cross validation (GCV) of the covariance model is performed for all modeling approaches, except for the spline approach. In GCV, electromagnetism at site i is predicted using data from all the sites except site i, but the estimated covariance model obtained from the full dataset is always used. For the spline approach, our GCV prediction at site i is simply the fitted value at site i; the spline is not recalculated with the i th site deleted. Two commonly used measures of model adequacy are:
and where Y-i is the GCV prediction for site i, and a:i is its estimated mean squared prediction error.
If the model fits well, then D 1 should be close to 0 and D2 should be close to 1 (Cressie 1991). Table 1 and will be discussed in Section 5.6.
Ordinary kriging with covariance model (3)
Ignoring all trend in the data, that is, fitting a constant mean, covariance model (3) Table 1 and will be discussed in Section 5.6.
Universal kriging with a stationary covariance model
The trend in the data is obvious, and Figure 13 suggests that we may be able to capture the trend with a relatively simple nonlinear model for the mean. Specifically, we model (9) where Yi is the electromagnetic measurement at site i, di is the Euclidean distance between site i and the metal pole, a = (ao, all a2, a3)' is unknown and needs to be estimated, and €i is a zero-mean stationary process. The trend part of (9) Table 1 and will be discussed in Section 5.6.
Universal kriging with covariance model (3)
The same residuals from the nonlinear trend fit obtained in Section 5.3 are now predicted using the covariance model in (3) . The estimated parameters (and standard errors) are (j2 = 9,024(1,115), Table 1 and will be discussed in Section 5.6.
GCV Thin plate spline
As in Section 4, we also compare to a nonparametric trend fitted surface created by a thin plate Table 1 and will be discussed in Section 5.6.
Comparison
The model adequacy measures Do, Db D2 ' D 3 , D4 are all shown in Table 1 .
Because Do is always so small, all the modeling approaches give reasonable predictions, with more unreliable than those taken far from the pole, as intuition would lead us to believe. The nonstationary covariance model (3) is able to capture this, while the stationary covariance model cannot.
Finally, the spline approach taken here is not optimal in any sense. Its estimates of prediction variance are not valid (D2 is larger than 1) and too large (D 3 is large). For this dataset much can be gained by using a parametric approach.
Discussion
We have proposed a general class of covariance models which are able to capture heterogeneity, in addition to the effect of a point source. Because these models are parametric, they have meaningful parameters which can be very helpful in understanding the process. In Equation (3), if a = 0, then the process is stationary and the point source has no effect.
We have shown that (3) allows good estimation ofits parameters, and gives very good predictive performance. At the same time, (3) is also able to identify a simpler covariance model, if this is truly the case.
We have also applied (3) to the analysis of a real dataset, showing that it is generally able to provide smaller prediction variances than some commonly used approaches. These prediction variances are more intuitive because they change not only with distance to the edge of the sampled region, but also with distance to the point source.
Only a single point source having circular spread pattern was considered here, but we believe the ideas can be extended to multiple sources, where the sources may be regions rather than single points, and they may have complex, for example, elliptical or anisotropic, spread patterns. We also believe it is possible to allow the covariance parameters to be functions of covariates, thus allowing us to select values of covariates that give desired properties. We consider these extensions in future work.
approaches III and IV doing the best. The same message is given by D 1 always being close to zero.
Indeed, this can be attributed to the well-known fact that predictions are not usually affected by the partitioning of "signal" versus "noise"; if one component is missing then the other compensates for it. However, this is not the case for prediction variance.
By itself, the stationary covariance model in approach I is not able to explain all the behavior in the data, so the prediction variances are extremely large (see D The nonstationary covariance model (3) is designed to allow several kinds of nonstationarity, including heterogeneity and non-isotropy of the correlation. When the model is fitted to this data without the benefit of the trend model (approach II), it tries to compensate for the obvious shift in electromagnetism very close to the pole by giving these sites extremely large standard deviations, as high as 1551 for site (0,-.4). At the same time, it gives the other sites standard deviations that are very small, for example 90% of the sites have standard deviations below 92; in general, these standard deviations are unreasonably small for this data (D4 is much larger than 1). In other words, the trend in this data is too strong to be modeled by the nonstationary covariance alone.
On the other hand, combining the nonstationary covariance model with the trend (approach IV)
gives a very good fit to the data. This fit is comparable in many ways to the fit from combining the stationary covariance with the trend (approach III), but with one notable exception: the prediction variances from IV are typically much smaller than those from III. In addition, the prediction variances from IV are more informative in that they capture the effect of the metal pole. In Figure 14 we show contour plots of the prediction standard deviations from approaches III and IV. For approach III, we see the usual pattern that prediction standard deviations are smaller in the center of the region and larger on the edges. For approach IV, we also see some edge effects, but more importantly we see that predictions of electromagnetism measurements near the pole are Figure 12 . The contours represent the following sample percentiles: 10, 20, 30, 40, 50, 60, 70, 80, 90, 95, 99. In (a) , the contours pay no regard to the metal pole, while in (b) standard deviation is largest for sites closest to the pole.
