In a previous work, we have defined a Tanaka's SDE related to Walsh Brownian motion which depends on kernels. It was shown that there are only one Wiener solution and only one flow of mappings solving this equation. In the terminology of Le Jan and Raimond, these are respectively the stronger and the weaker among all solutions. In this paper, we obtain these solutions as limits of discrete models.
In [5] , an extension of (2) in the case of Walsh Brownian motion was defined as follows Let e i be a vector of modulus 1 such that D i = {he i , h 0} and define for all z ∈ G, e(z) = e i if z ∈ D i , z = 0 (convention e(0) = e N ). Define the following distance on G:
For x ∈ G, we will use the simplified notation |x| := d(x, 0).
We equip G with its Borel σ -field B(G) and set G * = G \ {0}. Let C 2 b (G * ) be the space of all f : G −→ R such that f is continuous on G and has bounded first and second derivatives ( f ′ and f ′′ ) on G * (here f ′ (z) is the derivative of f at z in the direction e(z) for all z = 0), both lim z→0,z∈D i ,z =0 f ′ (z) and lim z→0,z∈D i ,z =0 f ′′ (z) exist for all i ∈ [1, N] . Define Remarks 3 (1) in [5] for a discussion of its origin). Tanaka's equation on G. On a probability space (Ω , A , P), let W be a real white noise and K be a stochastic flow of kernels on G. We say that (K, 
Now, Tanaka's SDE on G extended to kernels is the following (see
W
If K = δ ϕ is a solution of (T ), we just say that (ϕ,W ) solves (T ).
Equation (T ) is a particular case of an equation (E) studied in [5] (it corresponds to ε = 1 with the notations of [5] ). It was shown (see Corollary 2 [5] ) that if (K,W ) solves (T ), then σ (W ) ⊂ σ (K) and therefore one can just say that K solves (T ). We also recall
Theorem 1. [5] There exists a unique Wiener flow K W (resp. flow of mappings ϕ) which solves (T ).
As described in Theorem 1 [5] , the unique Wiener solution of (T ) is simply 
where τ s,x = inf{r ≥ s : x + e(x)W s,r = 0} = inf{r ≥ s : W s,r = −|x|}.
However, the construction of the unique flow of mappings ϕ associated to (T ) relies on flipping Brownian excursions and is more complicated. Another construction of ϕ using Kolmogorov extension theorem can be derived from Section 4.1 [7] similarly to Tanaka's equation. Here, we restrict our attention to discrete models. The one point motion associated to any solution of (T ) is the Walsh Brownian motion W (α 1 , · · · , α N ) on G (see Proposition 3 [5] ) which we define as a strong Markov process with càdlàg paths, state space G and Feller semigroup (P t ) t≥0 as given in Section 2.2 [5] . When N = 2, it corresponds to the famous skew Brownian motion [4] . Our first result is the following Donsker approximation of
be a Markov chain on G started at 0 with stochastic matrix Q given by:
This result extends that of [2] who treated the case α 1 = · · · = α N = 1 N and of course the Donsker theorem for the skew Brownian motion (see [1] for example). We show in fact that Proposition 1 can be deduced immediately from the case N = 2. In this paper we study the approximation of flows associated to (T ). Among recent papers on the approximation of flows, let us mention [8] where the author construct an approximation for the Harris flow and the Arratia flow. Let G N = {x ∈ G; |x| ∈ N} and P(G) (resp. P(G N )) be the space of all probability measures on G (resp. G N ). We now come to the discrete description of (ϕ, K W ) and introduce
Definition 2 (Discrete flows) We say that a process
We call (ii), the cocycle or flow property.
The main difficulty in the construction of the flow ϕ associated to (1) [7] is that it has to keep the consistency of the flow. This problem does not arise in discrete time. Starting from the following two remarks,
s,t and sgn(ϕ s,t (0)) is independent of W for all s ≤ t, one can easily expect the discrete analogous of ϕ as follows: consider an original random walk S and a family of signs (η i ) which are independent. Then (i) a particle at time k and position n = 0, just follows what the S k+1 − S k tells him (goes to n + 1 if S k+1 − S k = 1 and to n − 1 if S k+1 − S k = −1), (ii)a particle at 0 at time k does not move if S k+1 − S k = −1, and moves according
The situation on a finite half-lines is very close. Let S = (S n ) n∈Z be a simple random walk on Z, that is (S n ) n∈N and (S −n ) n∈N are two independent simple random walks on Z and (η i ) i∈Z be a sequence of i.i.d random variables with law
and for p ∈ Z, x ∈ G N , define
In particular, we have
. Now we extend this definition for all p ≤ n ∈ Z, x ∈ G N by setting
We equip P(G) with the following topology of weak convergence:
In this paper, starting from (Ψ, K), we construct (ϕ, K W ) and in particular show the following
is the unique flow of mappings (resp. Wiener flow) which solves (T ).
This theorem implies also the following
where
Our proof of Theorem 2 is based on a remarkable transformation introduced by Csaki and Vincze [9] which is strongly linked with Tanaka's SDE. Let S be a simple random walk on Z (SRW) and ε be a Bernoulli random variable independent of S (just one!). Then there exists a SRW M such that
and moreover
where t −→ S(t) (resp. M(t)) is the linear interpolation of S (resp. M) and B,W are two Brownian motions satisying Tanaka's equation
We will study this transformation with more details in Section 2 and then extend the result of Csaki and Vincze to Walsh Brownian motion (Proposition 2); Let S = (S n ) n∈N be a SRW and associate to S the process Y n := S n − min k≤n S k , flip independently every "excursion "of Y to each ray D i with probability α i , then the resulting process is not far from a random walk on G whose law is given by (5) . In Section 3, we prove Proposition 1 and study the scaling limits of Ψ, K.
2 Csaki-Vincze transformation and consequences.
In this section, we review a relevant result of Csaki and Vincze and then derive some useful consequences offering a better understanding of Tanaka's equation.
Csaki-Vincze transformation.
Theorem 3. ( [9] page 109) Let S = (S n ) n≥0 be a SRW. Then, there exists a SRW S = (S n ) n≥0 such that:
Sketch of the proof. Here, we just give the expression of S with some useful comments (see also the figures below). We insist that a careful reading of the pages 109 and 110 [9] is recommended for the sequel. Let X i = S i − S i−1 , i ≥ 1 and define
For j ≥ 1, set
Then, the theorem holds for S. We call T (S) = S the Csaki-Vincze transformation of S. 
Note that T is an even function, that is T (S) = T (−S). As a consequence of (iii)
and (iv) [9] (page 110), we have
This entails the following
Corollary 2 (1) Let S be a SRW and define S = T (S).
Then (ii) S 1 is independent of σ (S).
(2) Let S = (S k ) k≥0 be a SRW. Then (i) There exists a SRW S such that:
(ii) T −1 {S} is reduced to exactly two elements S and −S where S is obtained by adding information to S.
Proof.
(1) We retain the notations just before the corollary. (i) To prove the inclusion ⊂, we only need to check that
and so the inclusion ⊃ holds. (ii) We may write
This shows that S is σ (X 1 X j+1 , j ≥ 0)-measurable and (ii) is proved. (2) (i) Set X j = S j − S j−1 , j ≥ 1 and τ l = min {n ≥ 0, S n = 2l} for all l ≥ 1. Let ε be a random variable independent of S such that:
It is not hard to see that the sequence of the random times τ i (S), i ≥ 1 defined from S as in Theorem 3 is exactly τ i , i ≥ 1 and therefore
and S 1 is independent of S which proves (ii).
The link with Tanaka's equation.
Let S be a SRW, S = −T (S) and t −→ S(t) (resp. S(t)) be the linear interpolation of S (resp. S) on R. Define for all n ≥ 1, S
In particular B and W are two standard Brownian motions. On the other hand,
B u . Tanaka's formula for local time gives
where L t (W ) is the local time at 0 of W and so
We deduce that for each SRW S the couple (−T (S), S), suitably normalized and time scaled converges in law towards (B,W ) satisfying (8) . Finally, remark that −T (S) = S ⇒ −T (−S) = S is the analogue of W solves (8) ⇒ −W solves (8) . We have seen how to construct solutions to (8) by means of T . In the sequel, we will use this approach to construct a stochastic flow of mappings which solves equation (T ) in general.
Extensions.
Let S = (S n ) n≥0 be a SRW and set Y n := max
is an excursion for Y if the following conditions are satisfied (with the convention Y −1 = 0):
Let (E i ) i≥1 be the random set of all excursions of Y ordered such that: e(E i ) < e(E j ) ∀i < j. From now on, we call E i the ith excursion of Y . Then, we have Proposition 2 On a probability space (Ω , A , P), consider the following jointly independent processes:
• (S n ) n∈N a SRW. Then, on an extension of (Ω , A , P), there exists a Markov chain (M n ) n∈N started at 0 with stochastic matrix given by (5) such that:
on the ith excursion of Y .
Proof. Fix S ∈ T −1 {S}. Then, by Corollary 2, we have
which is independent of (S, η). 
To treat other cases, the following remarks may be useful: from the expression of S, we have ∀l ≥ 0
In the case (ii), let E 1 l be the unique excursion of Y in the interval [τ l , τ l+1 ]. Then, we have two subcases:
, and so S k−1 = 2l + 1. Using (a), we get: S k = 0. Thus, in this case the first zero of S after τ l is τ l+1 . Set:
where N(E) is the number of the excursion E. (ii2) f (E 1 l ) = τ l+1 − 1 (J 1 occurs at τ l + 1 and so Y τ l +1 = 0)). In this case, using (b) and the figure below we see that the first zero τ * l of S after τ l is e(E 
Set
In the case (iii)
Let (M n ) n∈N be the process constructed above. Then clearly |M n − η i Y n | ≤ 2 on the ith excursion of Y . To complete the proof, it suffices to show that the law of (M n ) n∈N is given by (5).
The only point to verify is P(M n+1 = e i |M n = 0) = α i . For this, consider on another probability space the jointly independent processes (S, γ, λ ) such that S is a SRW and γ, λ have the same law as η. Let (τ l ) l≥1 be the sequence of random times defined from S as in Theorem 3. For all l ∈ N, denote by τ * l the first zero of S after τ l and set
It is clear, by construction, that M law = V . We can write:
Obviously, S and ζ k are independent
This completes the proof of the proposition. 
Remark 1 With the notations of Proposition 2, let (η.Y ) be the Markov chain de-
3 Proof of main results.
Proof of Proposition 1.
where Φ i (x) = |x|1 {x∈D i } − |x|1 {x / ∈D i } . Let Q i be the semigroup of the skew Brownian motion of parameter α i (SBM(α i )) (see [10] page 87). Then the following relation is easy to check: 
0 in probability by Lemma 4.4 [1] which proves our result.
Remarks 1 (1) By (10), a.s. t → Z t is continuous. We will always suppose that Walsh Brownian motion is continuous. (2) By combining the two propositions 1 and 2, we deduce that (η.Y ) rescales as Walsh Brownian motion in the space of continuous functions. It is also possible to prove this result by showing that the family of laws is tight and that any limit process along a subsequence is the Walsh Brownian motion.

Scaling limits of (Ψ, K).
Set η p,n = e(Ψ p,n ) for all p ≤ n where Ψ p,n = Ψ p,n (0).
Proposition 3 (i) For all p
Proof. (i) We take p = 0 and prove the result by induction on n. For n = 0, this is clear. Suppose the result holds for n. If Ψ 0,n ∈ G * , then S 
Let t −→ S(t) be the linear interpolation of S on R and define S
(n)
) and we have the following Lemma 1. Let P n be the law of Z n = (S .
(n) , (Ψ (n)
Proof. By Donsker theorem P S (n) −→ P W in C(R, R) as n → ∞ where P W is the law of any Brownian motion on R. Let P Z s i be the law of any W (α 1 , · · · , α N ) started at 0 at time s i . Plainly, the law of Ψ p,p+. is given by (9) and so by Propositions 1 and 2, for all i ∈ N, P Ψ (n) s i ,.
as n → ∞. Now the lemma holds using Proposition 2.4 [3] (page 107).
Fix a sequence
In the next paragraph, we will describe the law of Z. Notice that (Ψ p,n ) p≤n and S can be recovered from (Z n k ) k∈N . Using Skorokhod representation theorem, we may assume that Z is defined on the original probability space and the preceding convergence holds almost surely. Write Z = (W, ψ s 1 ,. , ψ s 2 ,. , · · · ). Then, (W t ) t∈R is a Brownian motion on R and (ψ s,t ) t≥s is an W (α 1 , · · · , α N ) started at 0 for all s ∈ D.
Description of the limit process.
Set γ s,t = e(ψ s,t ), s ∈ D, s < t and define min u,v = min r∈ [u,v] W r , u ≤ v ∈ R. Then, we have
Proof. (i) is immediate from the convergence of Z n k towards Z and Proposition 3 (i). (ii) We first prove that for all s < t < u,
and
Fix s < t < u with s,t ∈ D and let show that a.s.
We have {min s,u = min t,u } = {min s,t < min t,u } a.s. By uniform convergence the last set is contained in
which is a subset of {∃k 0 , min
This gives (13) using Proposition 3 (ii). Since x −→ e(x) is continuous on G * , on {min s,u = min t,u }, we have 
Now it is easy to deduce (12) using Proposition 3 (ii). To prove (ii), suppose that s ≤ u, min s,t = min u,v . There are two cases to discuss, (a)
. In case (a), we have min s,t = min u,v = min u,t and so γ s,t = γ u,t = γ u,v by (11) and (12). Similarly in case (b), we have γ s,t = γ u,t = γ u,v .
Proposition 5 Fix s
(iii) The law of γ s,t knowing (γ s i ,t i ) 1≤i≤n and W is given by
This entirely describes the law of
and consequently Z n law
,r m ,W are independent, it is now easy to conclude.
In the sequel, we still assume that all processes are defined on the same probability space and that Z n a.s.
3.2. and therefore (ϕ s,t ) t≥s is an W (α 1 , · · · , α N ) started at 0. Again, Proposition 4 (ii) yields
where W s,t = W t − W s and τ s,x is given by (4).
Proof. Let s ′ be a dyadic number such that s < s ′ < s + T . By (15), for t > s ′ :
and so, a.s.
If t > s ′ , min s,t = min s ′ ,t and t n ∈ D,t n ↓ t as n → ∞, then min s,t n = min s ′ ,t n which entails that ϕ s,t n = ϕ s ′ ,t n and therefore ϕ s,t = ϕ s ′ ,t by letting n → ∞. This shows that a.s.
As a result a.s. 
S ⌊nu⌋ and so Ψ ⌊ns ′ ⌋,⌊nt⌋ = Ψ ⌊ns⌋,⌊nt⌋ .
Therefore for n ≥ n 0 , we have sup
and so
By letting n go to +∞ and then p go to +∞, we obtain
We now show that lim
We have 1 n T ⌊ns⌋, 
where 
Proposition 7 ϕ is the unique stochastic flow of mappings solution of (T ).
Proof. Fix s < t < u, x ∈ G and let prove that ϕ s,u (x) = ϕ t,u • ϕ s,t (x) a.s. We follow Lemma 4.3 [7] and denote τ s,x by τ s (x). All the equalities below hold a.s. On the event {u < τ s (x)}, ϕ s,t (x) = x + e(x)W s,t , τ t (ϕ s,t (x)) = τ s (x) < u and
On the event {τ s (x) ∈]t, u]}, we still have ϕ s,t (x) = x + e(x)W s,t and τ t (ϕ s,t (x)) = τ s (x) ≤ u, thus Thus we have, a.s. ϕ s,u (x) = ϕ t,u • ϕ s,t (x) which proves the cocyle property for ϕ. It is now easy to check that ϕ is a stochastic flow of mappings in the sense of Definition 4 [5] . Note that (ϕ 0,t ,t ≥ 0) is an W (α 1 , · · · , α N ) started at 0 and therefore satisfies Freidlin-Sheu formula (Theorem 3 [5] ). Let f ∈ D(α 1 , · · · , α N ), then for all t ≥ 0, (0) for all x ∈ G. Therefore, for all (x 1 , · · · , x n ) ∈ G n , (ψ 0,· (x 1 ), · · · , ψ 0,· (x n )) is unique in law since ψ 0,· (0) is a Walsh Brownian motion. This completes the proof.
The Wiener flow.
Remark that K W s,t (x) = E[δ ϕ s,t (x) |σ (W )] which entails that K W is a stochastic flow of kernels. By conditioning with respect to σ (W ) in (20), we easily see that (K W ,W ) solves (T ). In order to finish the proof of Theorem 2 and Corollary 1, we need only check the following lemma (the proof of (6) and o n ∈ G is a σ (S) measurable random variable such that |o n | ≤ 
