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The nowadays ubiquitous and effortless digital data capture and processing capabilities 
offered by the majority of devices, lead to an unprecedented penetration of multimedia 
content in our everyday life. To make the most of this phenomenon, the rapidly 
increasing volume and usage of digitised content requires constant re-evaluation and 
adaptation of multimedia methodologies, in order to meet the relentless change of 
requirements from both the user and system perspectives. Advances in Multimedia 
provides readers with an overview of the ever-growing field of multimedia by bringing 
together various research studies and surveys from different subfields that point out 
such important aspects. Some of the main topics that this book deals with include: 
multimedia management in peer-to-peer structures & wireless networks, security 
characteristics in multimedia, semantic gap bridging for multimedia content and novel 
multimedia applications.
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Preface 
Multimedia is interdisciplinary a field by nature.  One can identify principles, concepts 
and theories from communication and computer science, physics, psychology, music, 
graphic arts and many other disciplines in such data [Tannenbaum, 1999]. In addition, 
multimedia are renowned for their rich character, stemming from their formation 
based on combination of different content forms. 
The widespread penetration of digital capturing and processing devices and the high 
bandwidth interconnections between web-users, coupled with the aforementioned 
multidisciplinary and rich character of multimedia, led their use to be a sine qua non in 
many forms of digitised expression.  
Setting aside the enormous expansion of use of multimedia content in web pages under 
the auspices of Web 2.0, the most prominent example of the ever-increasing use of 
multimedia comes from socially aware and contextually rich video streaming services. In 
both terms of creating and consuming such content, YouTube service [YouTube, 2012] 
states that "48 hours of video are uploaded every minute, resulting in nearly 8 years of 
content uploaded every day, while over 3 billion videos are viewed a day".  
Although research in the discipline of multimedia is far from young, such growth of 
multimedia content creation and consumption is unprecedented and calls for new 
methods in order to ensure efficiency and effectiveness of the methods utilised. In 
addition, latest developments in terms of hardware, networking issues, security and 
semantic information extraction require re-evaluation of the currently used techniques 
to suit new requirements. 
This book is organised into 5 major sections addressing multimedia topics in peer-to-
peer & wireless networks, security characteristics in multimedia, semantic gap 
bridging for multimedia content and novel applications for managing multimedia 
content &amp; metadata. 
Ioannis Karydis 




Tannenbaum, R. S. (1999). Theoretical Foundations of Multimedia. W. H. Freeman. 
YouTube. (2012). YouTube Statistics. Available:  
http://www.youtube.com/t/press_statistics. Last accessed 19th Jan 2012. 
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1. Introduction  
In the Internet and Communication Technology (ICT) field, sharing and distribution of 
information is very important. Various mechanisms and techniques are used to manage 
information; one of these is based on peer-to-peer networks. In today’s world and in the near 
future, the exchange and distribution of information will be a very important aspect in the 
workplace and in daily life. Consequently, mobile devices, devices for home entertainment, 
personal computers and office terminals must have the mechanisms to achieve the above 
functionality. Thus the peer-to-peer networks can be used to achieve (Tomoya & Shigeki, 2003) 
the following: Video conferences or phone calls (Bakos et al., 2006), in which more users can 
communicate together simultaneously. The distribution of multimedia contents provided by a 
single source node, for example: streaming distribution of TV contents or radio broadcasting 
contents (Ciullo et al., 2008; Leonardi et al., 2008; Mazzini & Rovatti, 2008). An example of a 
real-time algorithm used to create a simple distribution peer-to-peer network on asymmetric 
channels is given in article (Mazzini & Rovatti, 2008) and the issues of performance of peer-to-
peer file sharing over asymmetric and wireless networks is addressed in article (Lien, 2005). 
Information sharing, for example in a company, the peer-to-peer network system can be used 
by employees to allow them to work in a shared manner. In daily life, the peer-to-peer 
network system can be used for sharing personal information such as audio and video 
contents, documents and others. The more significant peer-to-peer applications used for this 
purpose are: Gnutella (“The Gnutella Protocol Specification v0.4”; Matei et al, 2002; Wang et 
al., 2007), Kademlia (Maymounkov & Mazieres, 2002), KaZaA (“http://www.kazaa.com.”), 
Bit-Torrent (“http://www.bittorrent.com.”), massively multiplayer online game (MMOG) 
(Carter et al., 2010; Tay, 2005). 
The scenario discussed in this chapter is the distribution of multimedia contents provided 
by a single source node with an appropriate peer-to-peer network on asymmetric channels 
and on wireless channels. 
This chapter is organized as follows, the scenario and the main hypotheses of the chapter 
are explained in section 2. Section 3 describes the peer-to-peer algorithms used to build the 
peer-to-peer distribution networks. In section 4 we present how is estimated the maximum 
delay of a peer-to-peer distribution network. In this section we present the theoretical 
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minimized the average maximum delay of the peer-to-peer distribution network. Moreover 
the simulation results for the asymmetric channel are reported in the last part of this section. 
In section 5 we analyse the behaviour of the peer-to-peer algorithms in a simple radio 
channel. In this section we present: 
 the radio channel characterization. 
 The model used to establish the bit error probability of each peer of a peer-to-peer 
distribution network. 
 The peer-to-peer network simulator used to simulate the behaviour of the radio channel 
in the peer-to-peer distribution network. 
 The validation of the model of the peer-to-peer network in an unreliable environment 
(radio channel) through the simulation results. 
 The results used to establish which peer-to-peer algorithm builds the best peer-to-peer 
distribution network in an unreliable environment.  
The conclusion are presented in the last section of the chapter. 
2. Scenario and hypotheses 
The scenarios discussed in this chapter refer to the distribution of multimedia contents 
transmitted by a single source node with an appropriate peer-to-peer network in an 
asymmetric channel and in a wireless environment. 
In this chapter we present two different classes of algorithms. The first class is based on the 
Tier based algorithm presented in the article (Mazzini & Rovatti, 2008). In this class we have 
a central entity (server) that manages the insertion of the new peers and the construction of 
the network. 
The second class of algorithms, is based on a peer list. In this class we have a distributed 
system in which a new node gets from a server, the list of the nodes of the peer-to-peer 
network and then the new node periodically performs a query flooding to keep the list 
updated (such as Kademlia (Maymounkov & Mazieres, 2002) is a distributed hash table for 
decentralized peer-to-peer computer networks).  
In this study we are not interested in how the network is managed (centralized or 
distributed). Instead, by using new algorithms we aim to: maximize the average maximum 
number of peers that can access the multimedia content and minimize the average 
maximum delay of the network, in the case of the asymmetric channel, and minimize the bit 
error probability of each node of the network, in the case of the wireless channel .  
In our aim, the source node can be a home-user that streams multimedia content (i.e. 
audio/video) with a limited output bandwidth ( 2B  ) or a server with a higher output 
bandwidth ( 2B  ) which can supply the content to more than two users, where B is the 
output bandwidth of the source node. 
In the case of the asymmetric channel the building of the network is done in real-time thus the 
algorithm we use creates a peer-to-peer network for streaming applications in which a source 
continuously provides content that must be played by a large and unknown number of home-
users (Mazzini & Rovatti, 2008). For hypothesis each home-user (peer) is characterized by an 
asymmetric channel such as ADSL and each peer has a uniform distributed output bandwidth. 
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An ADSL system with a cooperative bit-loading approach for each peer of the peer-to-peer 
network (Papandreou and Antonakopoulos, 2003) is used to ensure this hypothesis. 
In case of the wireless system, we assume that each peer is an access point and that the 
network infrastructure is produced by the algorithm in non real-time and the algorithms we 
use in this chapter suppose that the peer-to-peer network is created before the initializing of 
the stream; moreover it is supposed that the placement of the various access points (peers) is 
done so that all wireless links have the same signal to noise ratio. 
In both cases, the source node transmits the content while the receiving nodes are able to 
accept partial streams, from more than one node, through their inbound link and to 
redistribute it to one or more further peers through their outbound links. In this way the 
source node supplies the multimedia content to a limited number of requesting peers. The 
peers, that directly receive the streaming from the source node, provide the multimedia 
content to the other requesting nodes through a peer-to-peer network. The structure of this 
network depends on the algorithm used for incremental construction of the peer-to-peer 
network itself. 
The base algorithm considers the source bandwidth as a constraint and minimizes the 
maximum delay in terms of intermediate links (Mazzini & Rovatti, 2008) without 
considering the number of nodes that the network is able to accept in accordance with 
bandwidth constraints. 
Below is a list of hypothesis used in the next algorithms:  
 the nodes of a peer-to-peer network are characterized by asymmetric channels. 
 All peers are always available during the streaming. 
 The source node of the network has a finite output bandwidth B. 
 The inbound bandwidth of each node is adequate to accept the content. 
 All bandwidths are normalized with respect to the bandwidth required to acquire the 
multimedia content. In this way the bandwidth required to acquire the multimedia 
content is normalized to 1.  
 With respect to the bandwidth referred to above, the output bandwidth of each i-th 
peer is 0 2i    and i  can be different from j  for each i-th and j-th peer of the 
network with i j . 
 Instead in the Mazzini-Rovatti Algorithm (Mazzini & Rovatti, 2008) all the peers have 
the same output bandwidth value 0 1( , ) . 
 The delay of each link is normalized to 1. 
 In the case of the wireless channel all the links between couple of peers feature an 
identical signal to noise ratio. 
3. Algorithms 
In this section we give a brief description of all the algorithms used in this chapter. There are 
two classes of algorithms that we are going to consider. 
3.1 Tiers based algorithms 
The first group of algorithms we will consider are classified under the Tier based algorithm 
(based on Mazzini-Rovatti Algorithm (Mazzini & Rovatti, 2008)). The first new algorithm 
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we introduce is the Tier based algorithm (T). This algorithm is formulated by making a 
generalization of Mazzini-Rovatti Algorithm (Mazzini & Rovatti, 2008) with an output 
bandwidth of each peer distributed between 0 and 2. The second new algorithm we 
introduce is the Tier based algorithm with network Reconstruction (TR). The TR algorithm 
is formulated from the T algorithm we introduce above and its aim is to maximize the 
number of the peers accepted in the network. In this algorithm the output bandwidths of the 
peers of each tier are greater than the output bandwidths of the peers found in the next tier. 
Moreover when the network produced by the T and TR Algorithms don't accept a new peer 
for the first time, they don't accept more peers. The third algorithm we introduce is the TR 
Algorithm without Input Blockage. In this algorithm, if a new peer is not accepted in the 
network, this peer is inserted into a waiting queue. When a new node able to increase the 
residual output bandwidth of the network is inserted, the algorithm takes the peers from the 
waiting list and tries to re-insert them. 








T i i k i
i k
n B B B
  
 
           (1) 
where *iB  is the output bandwidth of the i-th tier of the network, i = 1…T and T is the 
maximum number of tiers. 1
*
iB   is the output bandwidth of the previous tier (available 
output bandwidth of the previous tier), 0
*B B  and *iB    is the maximum number of peers 
of (i+1)-th tier. ,k i  is the output bandwidth of the k-th peer contained in the i-th tier. 
3.1.1 State of the art 
The state of the art is based on Mazzini-Rovatti’s algorithm (Mazzini & Rovatti, 2008). In this 
algorithm and in the first three new algorithms, the distribution network is organized in 
”tiers” numbered from 1 onwards. Peers in the first tier are fed by the source. Peers in the j-
th tier receive the content only from peers in the (j−1)-th tier. The number of tiers in the 
distribution network is indicated by T, that also indicates the maximum delay in terms of 
intermediate links. In Mazzini-Rovatti’s algorithm (Mazzini & Rovatti, 2008) a new peer is 
inserted into the tier closest to the source node. We indicate with pj the number of peers in 
the j-th tier. The overall bandwidth required to distribute the content to the j-th tier is pj , 
while the overall bandwidth made available by the j-th tier is ·pj . We assume a finite total 
output bandwidth B offered to the first tier by the source node. The elementary step of 
Mazzini-Rovatti’s algorithm is ”add a peer to the j-th tier if possible”. We indicate this step 
with A(j). A pseudo-code for A(j) is the following: 
case j = 1 
if 1B p  then 1p    else failed 
case j = 2, . . . , T 
if 1 1j jp p    then jp    else failed 
case j = T + 1 
if 1Tp   then 1 1Tp    T    else failed 
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where a peer is added to the j-th tier if and only if the bandwidth emitted by the previous 
tier (i.e. the source if j = 1) is enough to accommodate it, namely if this bandwidth is  1. The 
new peer insertion algorithm has the following pseudo-code: 
for j = 1 to T + 1 
if A(j) not failed then stop 
next 
failed 
This algorithm tries to add the new peer to the smallest-delay tier within bandwidth 
constraints and fails if no more peers can be fed by peers in the same tier. 
The new algorithms aim to maximize the number of accepted nodes (to increase the number 
of users that can have access to the content), minimize the reconstruction delay and 
minimize the maximum delay of the network (to provide a better service). 
The next subsections describe and introduce new algorithms, adopted for the distribution of 
multimedia contents. 
3.1.2 Tiers based algorithm (T) 
The generalization of Mazzini-Rovatti’s algorithm (Mazzini & Rovatti, 2008), with the new 
hypothesis that is “ 0 2i    for each i-th peer”, is provided by the Tiers based algorithm 
(T). A pseudo-code for this algorithm is the following: 
case j = 1 
if 1 1B p   then 1p    else failed 
case j = 2, . . . , T 
if 1 11 1,
jp
i j ji p


    then jp    else failed 
case j = T + 1 
if 1 1,
Tp
i Ti    then 1 1Tp   , T    else failed 
where pj is the number of peers contained in the j-th tier (with j = 1…T) and 1,i j  is the 
output bandwidth of the i-th peer contained in the (j−1)-th tier of the network and a new 
peer is added to the j-th tier if and only if the bandwidth emitted by the previous tier (i.e. the 
source if j = 1) is able to accommodate it. The new peer insertion algorithm has the following 
pseudo-code: 
for j = 1 to T + 1 
if A(j) not failed then stop 
next 
failed 
This algorithm tries to add the new peer to the smallest delay tier within bandwidth 
constraints and fails if no more peers can be fed by peers in the same tier.  
In the next section we describe an algorithm that increases the maximum number of peers 
accepted in the network, by adopting an insertion algorithm with the reconstruction of the 
network itself. 
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we introduce is the Tier based algorithm (T). This algorithm is formulated by making a 
generalization of Mazzini-Rovatti Algorithm (Mazzini & Rovatti, 2008) with an output 
bandwidth of each peer distributed between 0 and 2. The second new algorithm we 
introduce is the Tier based algorithm with network Reconstruction (TR). The TR algorithm 
is formulated from the T algorithm we introduce above and its aim is to maximize the 
number of the peers accepted in the network. In this algorithm the output bandwidths of the 
peers of each tier are greater than the output bandwidths of the peers found in the next tier. 
Moreover when the network produced by the T and TR Algorithms don't accept a new peer 
for the first time, they don't accept more peers. The third algorithm we introduce is the TR 
Algorithm without Input Blockage. In this algorithm, if a new peer is not accepted in the 
network, this peer is inserted into a waiting queue. When a new node able to increase the 
residual output bandwidth of the network is inserted, the algorithm takes the peers from the 
waiting list and tries to re-insert them. 








T i i k i
i k
n B B B
  
 
           (1) 
where *iB  is the output bandwidth of the i-th tier of the network, i = 1…T and T is the 
maximum number of tiers. 1
*
iB   is the output bandwidth of the previous tier (available 
output bandwidth of the previous tier), 0
*B B  and *iB    is the maximum number of peers 
of (i+1)-th tier. ,k i  is the output bandwidth of the k-th peer contained in the i-th tier. 
3.1.1 State of the art 
The state of the art is based on Mazzini-Rovatti’s algorithm (Mazzini & Rovatti, 2008). In this 
algorithm and in the first three new algorithms, the distribution network is organized in 
”tiers” numbered from 1 onwards. Peers in the first tier are fed by the source. Peers in the j-
th tier receive the content only from peers in the (j−1)-th tier. The number of tiers in the 
distribution network is indicated by T, that also indicates the maximum delay in terms of 
intermediate links. In Mazzini-Rovatti’s algorithm (Mazzini & Rovatti, 2008) a new peer is 
inserted into the tier closest to the source node. We indicate with pj the number of peers in 
the j-th tier. The overall bandwidth required to distribute the content to the j-th tier is pj , 
while the overall bandwidth made available by the j-th tier is ·pj . We assume a finite total 
output bandwidth B offered to the first tier by the source node. The elementary step of 
Mazzini-Rovatti’s algorithm is ”add a peer to the j-th tier if possible”. We indicate this step 
with A(j). A pseudo-code for A(j) is the following: 
case j = 1 
if 1B p  then 1p    else failed 
case j = 2, . . . , T 
if 1 1j jp p    then jp    else failed 
case j = T + 1 
if 1Tp   then 1 1Tp    T    else failed 
 
Peer-to-Peer Multimedia Distribution on Radio Channel and Asymmetric Channel 
 
7 
where a peer is added to the j-th tier if and only if the bandwidth emitted by the previous 
tier (i.e. the source if j = 1) is enough to accommodate it, namely if this bandwidth is  1. The 
new peer insertion algorithm has the following pseudo-code: 
for j = 1 to T + 1 
if A(j) not failed then stop 
next 
failed 
This algorithm tries to add the new peer to the smallest-delay tier within bandwidth 
constraints and fails if no more peers can be fed by peers in the same tier. 
The new algorithms aim to maximize the number of accepted nodes (to increase the number 
of users that can have access to the content), minimize the reconstruction delay and 
minimize the maximum delay of the network (to provide a better service). 
The next subsections describe and introduce new algorithms, adopted for the distribution of 
multimedia contents. 
3.1.2 Tiers based algorithm (T) 
The generalization of Mazzini-Rovatti’s algorithm (Mazzini & Rovatti, 2008), with the new 
hypothesis that is “ 0 2i    for each i-th peer”, is provided by the Tiers based algorithm 
(T). A pseudo-code for this algorithm is the following: 
case j = 1 
if 1 1B p   then 1p    else failed 
case j = 2, . . . , T 
if 1 11 1,
jp
i j ji p


    then jp    else failed 
case j = T + 1 
if 1 1,
Tp
i Ti    then 1 1Tp   , T    else failed 
where pj is the number of peers contained in the j-th tier (with j = 1…T) and 1,i j  is the 
output bandwidth of the i-th peer contained in the (j−1)-th tier of the network and a new 
peer is added to the j-th tier if and only if the bandwidth emitted by the previous tier (i.e. the 
source if j = 1) is able to accommodate it. The new peer insertion algorithm has the following 
pseudo-code: 
for j = 1 to T + 1 
if A(j) not failed then stop 
next 
failed 
This algorithm tries to add the new peer to the smallest delay tier within bandwidth 
constraints and fails if no more peers can be fed by peers in the same tier.  
In the next section we describe an algorithm that increases the maximum number of peers 
accepted in the network, by adopting an insertion algorithm with the reconstruction of the 
network itself. 
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3.1.3 Tiers based algorithm with network Reconstruction (TR) 
In this algorithm the tiers nearest to the source node must hold the nodes characterized by 
the greatest output bandwidth values. To guarantee this aim, the insertion of each new node 
can trigger a possible reconstruction of the distribution network. The elementary step of the 
TR algorithm is indicated with the recursive function ( , )NA j  . A pseudo-code for ( , )NA j   
is the following: 
case j = 1 
if 1jB p   then jp    
else 
jmremove N  , add N  , 1( , )jmA j B  
case j = 2, …, T 
if 1 11 1,
jp
i j ji p


    then jp    
else 
jmremove N  , add N  , 1( , )jmA j B  
case j = T+1 
if 1 1,
Tp
i Ti    then 1 1Tp    T    else failed 
where jp  is the number of peers contained in the j-th tier (with j = 1…T) and 1,i j  is the 
output bandwidth of the i-th peer contained in the (j−1)-th tier of the network. N  is the 
output bandwidth of the new node N. 
jmN  is the peer with the minimum output 
bandwidth of the j-th tier because the hypothesis of this algorithm is that each j-th tier (with j 
= 1…T-1) holds all the peers characterized by output bandwidths greater than the output 
bandwidths of the peers held in the (j+1)-th tier. 
jmB  is the output bandwidth of the peer 
jmN  . In this way the algorithm tries to add the new peer in the j-th tier if jN mB  . 
The new peer insertion algorithm has the following pseudo-code: 
 
for j = 1 to T + 1 
if      jmin NodesOutputBandwidth tier    and j  T 1N     then break 
next 
if ( , )NA j   not failed then stop else failed 
This insertion algorithm tries to insert the new peer (N) in the j-th tier where the output 
bandwidth of the peer, characterized by the minimum output bandwidth, is less than the 
output bandwidth ( N ) of the new peer (N).  
3.1.4 TR algorithm without Input Blockage (TRwIB) 
The TRwIB algorithm derives from the TR algorithm. The TRwIB is the TR algorithm 
without Input Blockage. 
The engine of this algorithm is the following: 
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 if the new peer can be inserted into the network (with network reconstruction if it is 
necessary) then the algorithm performs the insertion operation as the TR algorithm. 
 Otherwise the new peer is inserted in a waiting queue; this queue contains the peers 
that are waiting a new node able to increase the residual output bandwidth of the 
network. When this event happens the algorithm wakes up the waiting peers and it 
tries to insert them. The peers, that are not inserted, are maintained in the waiting 
queue and they are waked up (by the insertion algorithm) if and only if a new peer, is 
able to increase the residual bandwidth of the network with its insertion. 
The disadvantage of this algorithm is represented by the network reconstruction that 
introduces an additional delay to the network. 
3.2 Peer List based algorithms 
The second group of algorithms we will consider are classified under the peer list algorithm. 
The first new algorithm we introduce is the Peer List based Algorithm (PL). In this 
algorithm, the peer-to-peer distribution network is represented by a peers list, in which each 
peer is characterized by an id, its available output bandwidth and an id list of children 
nodes. At the beginning of this algorithm, the peers list contains only the source node. When 
a new node N wants access to the network, this peer requests, to the peers of the network, 
an amount of bandwidth equal to the bandwidth required to acquire the multimedia 
content. If N obtains the required bandwidth, from the network, then the new node is added 
to the network; otherwise the network isn't able to accept more peers. The second algorithm 
we consider is the PL algorithm with Reconstruction (PLR). This algorithm is formulated 
from the PL algorithm. The PLR algorithm inserts the new node (N) in the network if and 
only if N is able to increase the residual bandwidth of the network. In this case the PLR 
algorithm extracts the peer (of the network) with minimum output bandwidth and replaces 
it with the new node. The PLR algorithm exploits the increase of the residual bandwidth 
(brought by N) by re-inserting the extracted node. If N isn't able to increase the network 
residual bandwidth then the PLR algorithm doesn't insert N into the network and the 
network accepts no more peers. The third algorithm we consider is the PLR Algorithm 
without input blockage. In this algorithm, if the new peer is not accepted in the network, 
this peer is inserted into a waiting queue. When a new node able to increase the residual 
output bandwidth of the network is inserted, this algorithm wakes up and tries to insert the 
waiting peers. 
A simple analytical formula for the maximum number of nodes accepted in a Peer List 









   
  
  (2) 
where i  is the output bandwidth of the i-th peer of the network. In this way from the 
formulas (1) and (2) it is immediately proof that PL Tn n . 
In a Tiers based network the maximum depth is T. If we collect the unused bandwidth uB  
of the tiers and if 1uB   we can supply one or more new peers. In this way, in a Tiers based 
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3.1.3 Tiers based algorithm with network Reconstruction (TR) 
In this algorithm the tiers nearest to the source node must hold the nodes characterized by 
the greatest output bandwidth values. To guarantee this aim, the insertion of each new node 
can trigger a possible reconstruction of the distribution network. The elementary step of the 
TR algorithm is indicated with the recursive function ( , )NA j  . A pseudo-code for ( , )NA j   
is the following: 
case j = 1 
if 1jB p   then jp    
else 
jmremove N  , add N  , 1( , )jmA j B  
case j = 2, …, T 
if 1 11 1,
jp
i j ji p


    then jp    
else 
jmremove N  , add N  , 1( , )jmA j B  
case j = T+1 
if 1 1,
Tp
i Ti    then 1 1Tp    T    else failed 
where jp  is the number of peers contained in the j-th tier (with j = 1…T) and 1,i j  is the 
output bandwidth of the i-th peer contained in the (j−1)-th tier of the network. N  is the 
output bandwidth of the new node N. 
jmN  is the peer with the minimum output 
bandwidth of the j-th tier because the hypothesis of this algorithm is that each j-th tier (with j 
= 1…T-1) holds all the peers characterized by output bandwidths greater than the output 
bandwidths of the peers held in the (j+1)-th tier. 
jmB  is the output bandwidth of the peer 
jmN  . In this way the algorithm tries to add the new peer in the j-th tier if jN mB  . 
The new peer insertion algorithm has the following pseudo-code: 
 
for j = 1 to T + 1 
if      jmin NodesOutputBandwidth tier    and j  T 1N     then break 
next 
if ( , )NA j   not failed then stop else failed 
This insertion algorithm tries to insert the new peer (N) in the j-th tier where the output 
bandwidth of the peer, characterized by the minimum output bandwidth, is less than the 
output bandwidth ( N ) of the new peer (N).  
3.1.4 TR algorithm without Input Blockage (TRwIB) 
The TRwIB algorithm derives from the TR algorithm. The TRwIB is the TR algorithm 
without Input Blockage. 
The engine of this algorithm is the following: 
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 if the new peer can be inserted into the network (with network reconstruction if it is 
necessary) then the algorithm performs the insertion operation as the TR algorithm. 
 Otherwise the new peer is inserted in a waiting queue; this queue contains the peers 
that are waiting a new node able to increase the residual output bandwidth of the 
network. When this event happens the algorithm wakes up the waiting peers and it 
tries to insert them. The peers, that are not inserted, are maintained in the waiting 
queue and they are waked up (by the insertion algorithm) if and only if a new peer, is 
able to increase the residual bandwidth of the network with its insertion. 
The disadvantage of this algorithm is represented by the network reconstruction that 
introduces an additional delay to the network. 
3.2 Peer List based algorithms 
The second group of algorithms we will consider are classified under the peer list algorithm. 
The first new algorithm we introduce is the Peer List based Algorithm (PL). In this 
algorithm, the peer-to-peer distribution network is represented by a peers list, in which each 
peer is characterized by an id, its available output bandwidth and an id list of children 
nodes. At the beginning of this algorithm, the peers list contains only the source node. When 
a new node N wants access to the network, this peer requests, to the peers of the network, 
an amount of bandwidth equal to the bandwidth required to acquire the multimedia 
content. If N obtains the required bandwidth, from the network, then the new node is added 
to the network; otherwise the network isn't able to accept more peers. The second algorithm 
we consider is the PL algorithm with Reconstruction (PLR). This algorithm is formulated 
from the PL algorithm. The PLR algorithm inserts the new node (N) in the network if and 
only if N is able to increase the residual bandwidth of the network. In this case the PLR 
algorithm extracts the peer (of the network) with minimum output bandwidth and replaces 
it with the new node. The PLR algorithm exploits the increase of the residual bandwidth 
(brought by N) by re-inserting the extracted node. If N isn't able to increase the network 
residual bandwidth then the PLR algorithm doesn't insert N into the network and the 
network accepts no more peers. The third algorithm we consider is the PLR Algorithm 
without input blockage. In this algorithm, if the new peer is not accepted in the network, 
this peer is inserted into a waiting queue. When a new node able to increase the residual 
output bandwidth of the network is inserted, this algorithm wakes up and tries to insert the 
waiting peers. 
A simple analytical formula for the maximum number of nodes accepted in a Peer List 









   
  
  (2) 
where i  is the output bandwidth of the i-th peer of the network. In this way from the 
formulas (1) and (2) it is immediately proof that PL Tn n . 
In a Tiers based network the maximum depth is T. If we collect the unused bandwidth uB  
of the tiers and if 1uB   we can supply one or more new peers. In this way, in a Tiers based 
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network , if we supply one or more new peers using the unused bandwidth uB  then the 
Tiers based network degenerates into a Peer List based network and in this case the 
maximum depth is  T + 1. Thus PL Tdepth depth . Therefore the Peer List based networks 
are optimal with respect to the maximum number of nodes accepted by the network but 
they don’t have the minimum delay in terms of the maximum depth. 
In the TR, TR without input blockage, PLR and PLR without input blockage algorithms the 
insertion of a new peer can trigger a reconstruction of the network required in order to 
maintain order in the structure of the network. The reconstruction makes a delay. Thus the 
maximum delay of the network, in terms of the maximum depth of the network, has to be 
increased by the reconstruction delays. 
3.2.1 Peer List based algorithm (PL) 
In the PL algorithm the peer-to-peer distribution network is represented by a peers list, 
where each peer is characterized by an id, its available output bandwidth and the id list of 
children nodes. At the beginning, the peers list contains only the source node. When a new 
node N wants access to the network, this peer requests, to the peers of the network, an 
amount of bandwidth equal to the bandwidth required to acquire the multimedia content. If 
N obtains the required bandwidth, from the network, then the new node is added to the 
network; otherwise the network isn’t able to accept more peers. The next algorithm is an 
improvement of this algorithm and it allows to increase the maximum number of peers 
accepted in the network. 
3.2.2 Peer List based algorithm with Reconstruction (PLR) 
This algorithm has the same behaviour as the PL algorithm, when the network is able to 
accept a new peer otherwise it tries to insert this peer with a reconstruction of the network. 
The algorithm inserts the new node (N) in the network if and only if N is able to increase the 
residual bandwidth (  0n iiB n   , where n is the number of peers of the network) of the 
network. In this case the algorithm extracts the peer (of the network) with minimum output 
bandwidth and replaces it with the new node. The algorithm exploits the increase of the 
residual bandwidth (brought by N) to re-insert the extracted node. If N isn’t able to increase 
residual bandwidth of the network then the algorithm doesn’t insert N into the network and 
the network accepts no more peers. The PLR as well as TR algorithm may have network 
reconstruction. 
The PLR algorithm has the analytical formulation (2) where the output bandwidths of the 
peers are 1 2 0... n        and n is the number of peers accepted by the network. 
3.2.3 PLR algorithm without Input Blockage (PLRwIB) 
The PLRwIB algorithm derives the PLR algorithm. The PLRwIB is the PLR algorithm 
without input blockage. 
The engine of this algorithm is the following: 
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 if the new peer can be inserted into the network (with network reconstruction if it is 
necessary) then the algorithm performs the insertion operation as the PLR algorithm.  
 Otherwise the new peer is inserted in a waiting queue; this queue contains the peers 
that are waiting a new node able to increase the residual output bandwidth of the 
network. When this event happens the algorithm wakes up the waiting peers and it 
tries to insert them. The peers, that are not inserted, are maintained in the waiting 
queue and they are waked up (by the insertion algorithm) if and only if a new peer, is 
able to increase the residual bandwidth of the network with its insertion. 
The disadvantage of this algorithm is represented by the network reconstruction that 
introduces an additional delay to the network. 
4. Asymmetric channel 
For the analysis of the peer-to-peer algorithms we introduced in section 3, we formulate a 
theoretical optimum in which the maximization of the average maximum number of the 
peers and the minimization of the average maximum delay of the network is achieved. We 
compare the results, in terms of the average maximum number of peers and the average 
maximum delay of the network, of the algorithms presented above, with respect to the 
theoretical optimum. 
4.1 Maximum delay of a peer-to-peer distribution network 
To estimate the maximum delay of a peer-to-peer distribution network, we suppose to have 
two different cases: 
 in the first case, the network is generated by an algorithm (such as the T algorithm or 
the PL algorithm) that doesn’t use a reconstruction of the network. In this case the 
maximum delay of the peer-to-peer distribution network is defined as the maximum 
depth of this network. 
 In the second case, the network is generated by an algorithm (such as the TR, TRwIB, 
PLR and PLRwIB algorithms) that uses a reconstruction of the network. In this scenario 
the maximum delay of the peer-to-peer distribution network is defined as the 
maximum depth of this network plus the amount of the delays generated by each 
reconstruction of the network. For the insertion of a new peer N, we have a 
reconstruction of the network when it is necessary to extract a peer of the peer-to-peer 
network, replace it with the new peer N and the insertion algorithm exploits the 
increase of the residual bandwidth (brought by N) to re-insert the extracted node. The 
reconstruction delay for the insertion of a new node is the amount of replacement 
delays. The delay produced by each k-th substitution of two peers ( 1p  and 2p ) is: 
1 11 1/ ( , ) / ( , )k
M W
s cp cpj hd S B p j S B p h    , where: 1( , )B p j  is the bandwidth between the 
extracted peer 1p  and the j-th parent peer of 1p , M is the number of the parent peers of 
the peer 1p , 1( , )B p h  is the bandwidth between the extracted peer 1p  and the h-th child 
peer of 1p , W is the number of the child peers of the peer 1p  and the peer 1p  sends to 
its parent nodes and its child nodes a control packet (with size cpS ) used to perform the 
node replacement. Thus the reconstruction delay for the insertion of the i-th node is: 
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network , if we supply one or more new peers using the unused bandwidth uB  then the 
Tiers based network degenerates into a Peer List based network and in this case the 
maximum depth is  T + 1. Thus PL Tdepth depth . Therefore the Peer List based networks 
are optimal with respect to the maximum number of nodes accepted by the network but 
they don’t have the minimum delay in terms of the maximum depth. 
In the TR, TR without input blockage, PLR and PLR without input blockage algorithms the 
insertion of a new peer can trigger a reconstruction of the network required in order to 
maintain order in the structure of the network. The reconstruction makes a delay. Thus the 
maximum delay of the network, in terms of the maximum depth of the network, has to be 
increased by the reconstruction delays. 
3.2.1 Peer List based algorithm (PL) 
In the PL algorithm the peer-to-peer distribution network is represented by a peers list, 
where each peer is characterized by an id, its available output bandwidth and the id list of 
children nodes. At the beginning, the peers list contains only the source node. When a new 
node N wants access to the network, this peer requests, to the peers of the network, an 
amount of bandwidth equal to the bandwidth required to acquire the multimedia content. If 
N obtains the required bandwidth, from the network, then the new node is added to the 
network; otherwise the network isn’t able to accept more peers. The next algorithm is an 
improvement of this algorithm and it allows to increase the maximum number of peers 
accepted in the network. 
3.2.2 Peer List based algorithm with Reconstruction (PLR) 
This algorithm has the same behaviour as the PL algorithm, when the network is able to 
accept a new peer otherwise it tries to insert this peer with a reconstruction of the network. 
The algorithm inserts the new node (N) in the network if and only if N is able to increase the 
residual bandwidth (  0n iiB n   , where n is the number of peers of the network) of the 
network. In this case the algorithm extracts the peer (of the network) with minimum output 
bandwidth and replaces it with the new node. The algorithm exploits the increase of the 
residual bandwidth (brought by N) to re-insert the extracted node. If N isn’t able to increase 
residual bandwidth of the network then the algorithm doesn’t insert N into the network and 
the network accepts no more peers. The PLR as well as TR algorithm may have network 
reconstruction. 
The PLR algorithm has the analytical formulation (2) where the output bandwidths of the 
peers are 1 2 0... n        and n is the number of peers accepted by the network. 
3.2.3 PLR algorithm without Input Blockage (PLRwIB) 
The PLRwIB algorithm derives the PLR algorithm. The PLRwIB is the PLR algorithm 
without input blockage. 
The engine of this algorithm is the following: 
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 if the new peer can be inserted into the network (with network reconstruction if it is 
necessary) then the algorithm performs the insertion operation as the PLR algorithm.  
 Otherwise the new peer is inserted in a waiting queue; this queue contains the peers 
that are waiting a new node able to increase the residual output bandwidth of the 
network. When this event happens the algorithm wakes up the waiting peers and it 
tries to insert them. The peers, that are not inserted, are maintained in the waiting 
queue and they are waked up (by the insertion algorithm) if and only if a new peer, is 
able to increase the residual bandwidth of the network with its insertion. 
The disadvantage of this algorithm is represented by the network reconstruction that 
introduces an additional delay to the network. 
4. Asymmetric channel 
For the analysis of the peer-to-peer algorithms we introduced in section 3, we formulate a 
theoretical optimum in which the maximization of the average maximum number of the 
peers and the minimization of the average maximum delay of the network is achieved. We 
compare the results, in terms of the average maximum number of peers and the average 
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1 11 1/ ( , ) / ( , )k
M W
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ki skd d  and 0id   if the are no node replacements for the insertion of the i-th peer. 
Therefore the total reconstruction delay of a peer-to-peer network is: 1
n
iid d  , where 
n is the maximum number of peers accepted by the network. 
4.2 Theoretical optimum 
The theoretical optimum is achieved when the ratio between the average maximum number 
of peers (n) and average minimum possible maximum delay (d) of the network is 
maximized. We indicate with, 1n , the mean maximum number of peers accepted in the 
network with an output bandwidth between 1 and 2 (1 2i   ). We indicate with, 2n , the 
mean maximum number of peers with an output bandwidth between 0 and 1 ( 0 1i   ). 
We have the average maximum number of peers in the network with the minimum possible 
value of T if and only if the peers (that access the network) are ordered with respect to their 
output bandwidth namely 1 2 3 ... n        , where i  (for 1...i n ) is the output 
bandwidth of the i-th peer that has access the network. In this way there are no 
reconstructions of the peer-to-peer network and there are no reconstruction delays. With 
this conditions we can partially apply the theoretical formulation of the article (Mazzini & 
Rovatti, 2008) to achieve the optimum value of the ratio between n and T. 
In this way the network is divided in two parts. In the first part there are all the peers with 
output bandwidth 1 2i    (with average output bandwidth 
1 ) and they receive the 
multimedia content from the source ( 1n  number of peers and 1T  the average minimum 
possible maximum delay of the first part of network). In the second part there are all the 
peers with output bandwidth 0 1i    (with average output bandwidth 
2 ) and they 
receive the multimedia content from the leaf peers of the first part of the network ( 2n  
number of peers and 2T  the average minimum possible maximum delay of the first part of 
network). 
The average maximum number of peers accepted in the network is 1
*n n n  . When 
 1 1/n ii n    the system reaches its maximum number of peers.  
We suppose to have Tn  number of peers wants to access the peer-to-peer network. Thus the 
number of peers of the first part of the network is: 
 1 1( )Tn n p      (3) 
Where p  is the probability that each i-th node has output bandwidth 0 1i    and 1 p  is 
the probability that each i-th node has output bandwidth 1 2i   .  
The average minimum possible maximum delay (formulation of the article (Mazzini & 
Rovatti, 2008) section III) in a 1n - nodes (non necessarily tiered) peer-to-peer network fed by 
a source with bandwidth B is: 
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The formula (4) give us the average minimum maximum delay of the first part of the 
network, because it is achieved through the average maximum number of peers 1n . 
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where B is the output bandwidth of the source. 
The total residual bandwidth of the second part of the network is: 
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then the average minimum possible maximum delay (formulation of the article (Mazzini & 
Rovatti, 2008) section III) in a 2n - nodes (non necessarily tiered) peer-to-peer network fed 
by an equivalent source with bandwidth 
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The formula (11) give us the average minimum maximum delay of the second part of the 
network, because it is achieved through the average number of peers 2n . 
Thus 2 1
*T T   and 2 1
*n n  . Using the formulas (7), (9), (10) and (11), we can simply 
show that: 1 2 1 2 1 1
* *( ) /( ) ( ) /( )n n T T n n T T     . In conclusion, if 
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1NB  , the optimum for 
the ratio between the average maximum number of peers and the average minimum 
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 (12) 
4.3 Results 
The comparison of the algorithms is performed by using the ratio between the average 
maximum number of peers (n) and the average maximum delay (d) of the network over 
1000 samples of peers. The simulator uses 1000 different samples (random generated) and 
each sample contains 1000 peers. We now briefly describe the network parameters followed 
when making the comparison of the performance of the algorithms we discussed about in 
section 3. The value of the output bandwidth of the source node is 1 10[ , ]B . p  is the 
probability that each i-th node has output bandwidth 0 1i    and 1 p  is the probability 
that each i-th node has output bandwidth 1 2i   . We are supposed to have an uniform 
distribution for p , where 0 1[ , ]p . For each value of p  between 0 and 1; with step of 0.01 in 
the simulation environment; the simulator uses 1000 different samples and each sample 
contains 1000 peers. We suppose that the size of the control packet used to replace a peer 
with a new peer is equal to 642 bits (where 192 bits are for the TCP header (RFC 793, 1981), 
192 bits are for the IPv4 header (RFC 791, 1981), 96 bits of data make up of 32 bits for the IP 
address of the extracted peer, 16 bits for the port of the extracted peer, 32 bits for the IP 
address of the new peer, 16 bits for the port of the new peer and 162 bits for the lower 
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layers). The simulation results give a map of the best algorithms with respect to the ratio 
between the average maximum number of peers and the average maximum delay of the 
network as functions in term of p  and B . The space B, p ; with 1 10B   and 0 1p  ; is 
divided in three areas. The first area has 1 2B   and 0 1p  . In this area the PLR 
algorithm without input blockage is closest to the optimum because it produces random 
trees (with 1/n d  ) while all the Tier based algorithms produce networks that are chains of 
peers ( 1/n d  ). The second area has 2 10B   and 0 46 1. p  . In this area the best 
algorithm is the TR algorithm without Input Blockage. The third area has 2 10B   and 
0 0 46.p  . In this area the best algorithm is the PLR algorithm without Input Blockage. 
The confidence intervals of /n d  (with respect to B and p ) have been evaluated for each 
algorithm and they have a maximum size of 34 6 10.  , thus they are negligible in this 
approach. 
5. Radio channel 
We now briefly analyse the behaviour of the algorithms described above in a simple radio 
channel characterization; moreover the algorithm with the maximum percentage of bits 
correctly received is established.  
5.1 Radio channel characterization 
This subsection describes a simple radio channel characterization. Each wireless link 
between nodes is represented as an ideal wireless link with the following characteristics: the 
error probabilities over received bits are not independent (in the previous article (Merlanti & 
Mazzini, 2009) the error probabilities over received bits were independent). The average bit 
error probability with respect to small scale fading effects and coherent four phase PSK 
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  (13) 
Where L is the order of diversity (for our channel L=4) and   is the cross-correlation 
coefficient with perfect estimation given as (page 786 formula 14-4-36 or table C-1 page 894 











Where c  is the average Signal to Noise Ratio with respect to small scale fading effects. 
5.2 Analytical formulation model 
In this section we present an analytical formulation (Merlanti & Mazzini, 2009) used to 
establish the bit error probability of each node of the network, produced by the previous 
algorithms. The main hypothesis used for this analytical model (and used in the simulator 
presented in the next section) are as follows: 
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then the average minimum possible maximum delay (formulation of the article (Mazzini & 
Rovatti, 2008) section III) in a 2n - nodes (non necessarily tiered) peer-to-peer network fed 
by an equivalent source with bandwidth 
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Where c  is the average Signal to Noise Ratio with respect to small scale fading effects. 
5.2 Analytical formulation model 
In this section we present an analytical formulation (Merlanti & Mazzini, 2009) used to 
establish the bit error probability of each node of the network, produced by the previous 
algorithms. The main hypothesis used for this analytical model (and used in the simulator 
presented in the next section) are as follows: 
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 stationary network: during the simulation the system doesn’t insert new nodes in the 
network because the aim is to estimate the network behaviour with an unreliable radio 
channel. 
 Each segment sent by a peer i to another peer j has a constant and fixed dimension di,j. 
 Each peer has one or more parent nodes from which it obtains the content; the content 
(namely the packet) is distributed among the parent peers with a static allocation, for 
example each peer receives the first segment of each packet from the first parent node, 
..., each peer receives the n-th segment of each packet from the n-th parent node and so 
on. 
 Each peer is identified by a unique peer ID; the peer ID of the source node is 0 and the 
network peers have incremental peer ID value starting from 1. 
 The source node has each packet and transmits it to the peers directly connected to 
source node. 
 The analytical formulation and the simulator considers only the uncoded 
communication between peers and the probability Pb is the average (with respect to 
small scale fading effects) bit error probability on decoded word. In this way if there is 
an error on a bit in the considered decoded segment then the entire segment is lost. 
Consider the j-th node of the network: 
 
Fig. 1. j-th node of a p2p network 
Suppose that the packet is divided in n segments and these are obtained from different 
parent nodes. So the j-th node receives the segments S1… Sn of the packet from n different 
nodes. Each segment Si (where i = 1…n) has gi bits and suppose that these bits have different 
bit error probability namely, the first bit (b1) of the segment Si has a bit error probability 
equal Pb1 ... the gi-th bit (bgi ) of the segment Si has a bit error probability equal Pbgi. In this 
way for each bit, the correct bit probability is: for the first bit is P1 = 1 - Pb1 … for the gi-th bit 
is Pgi = 1 - Pbgi. Now we have to establish the probability that the segment Si is received 
correctly. A segment is correct if all the bits of this segment are received without errors. So 
the desired probability has the following expression: 
 1 1( ) ... ( ) ii
g
i g bP S P P P      (15) 
 
Peer-to-Peer Multimedia Distribution on Radio Channel and Asymmetric Channel 
 
17 
where Pb is the bit error probability of the radio channel and i=1…n. Therefore the average 





















This formula give us the wireless link model for each node of the network. Moreover, for the 
nodes directly connected to the source, the probabilities P1…Pgi for the segment Si (where i = 
1…n) have the following value: 
 1 2 1... igP P P     (17) 
The bit error probability Pb of the radio channel, used in this section, is obtained through the 
formulas (13) and (14) with c  equal to the desired SNR. 
5.3 Peer-to-peer network simulator 
Each peer-to-peer network is simulated in the following way (Merlanti & Mazzini, 2009): for 
each packet transmitted by the source node S, the simulator analyses the peers in the order 
defined by their peer ID; for each i-th peer (where i = 1…n), the simulator performs the 
following operation: it searches the parent nodes of the i-th peer (we indicate this node with 
N). For each parent node Nf (Nf is the source node if N receives the packet from S), the 
simulator determines if Nf has the segment of the packet expected by N: 
 if Nf has the segment then the simulator determines if N receives it without errors; this 
is done, whilst simulating the behaviour of the channel for each segment bit sent from 
Nf to N: the system generates a random number v uniformly distributed in [0,1); with 
this number the simulator establishes if the bit is lost or is correctly received. The bit is 
lost if 0 ≤ v ≤ Pb. The bit is correctly received if v>Pb; where the parameter Pb is obtained 
through the formulas (13) and (14) with c  equal to the desired SNR. If the number of 
lost bits of the segment is greater than 0 then the entire segment is lost and therefore the 
simulator adds the number of bits of the segment to the number of bits lost by N. 
Otherwise the segment is correctly received and therefore the simulator adds the 
number of bits of the segment to the number of bits correctly received by N. 
 If Nf doesn’t have the segment, then the simulator adds the number of bits of the 
segment to the number of bits lost by N. 
At the end of the simulation for each peer the system produces the number of the bits 
correctly received and the number of the bits lost. 
5.4 Model validation through simulator 
In order to validate the model of the network in an unreliable environment (radio channel) 
we use the autocorrelation test (pages 423-426 of the Book (Soderstrom & Stoica, 1989)). 
We define the residuals ( )t  as: 
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correctly. A segment is correct if all the bits of this segment are received without errors. So 
the desired probability has the following expression: 
 1 1( ) ... ( ) ii
g
i g bP S P P P      (15) 
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where Pb is the bit error probability of the radio channel and i=1…n. Therefore the average 





















This formula give us the wireless link model for each node of the network. Moreover, for the 
nodes directly connected to the source, the probabilities P1…Pgi for the segment Si (where i = 
1…n) have the following value: 
 1 2 1... igP P P     (17) 
The bit error probability Pb of the radio channel, used in this section, is obtained through the 
formulas (13) and (14) with c  equal to the desired SNR. 
5.3 Peer-to-peer network simulator 
Each peer-to-peer network is simulated in the following way (Merlanti & Mazzini, 2009): for 
each packet transmitted by the source node S, the simulator analyses the peers in the order 
defined by their peer ID; for each i-th peer (where i = 1…n), the simulator performs the 
following operation: it searches the parent nodes of the i-th peer (we indicate this node with 
N). For each parent node Nf (Nf is the source node if N receives the packet from S), the 
simulator determines if Nf has the segment of the packet expected by N: 
 if Nf has the segment then the simulator determines if N receives it without errors; this 
is done, whilst simulating the behaviour of the channel for each segment bit sent from 
Nf to N: the system generates a random number v uniformly distributed in [0,1); with 
this number the simulator establishes if the bit is lost or is correctly received. The bit is 
lost if 0 ≤ v ≤ Pb. The bit is correctly received if v>Pb; where the parameter Pb is obtained 
through the formulas (13) and (14) with c  equal to the desired SNR. If the number of 
lost bits of the segment is greater than 0 then the entire segment is lost and therefore the 
simulator adds the number of bits of the segment to the number of bits lost by N. 
Otherwise the segment is correctly received and therefore the simulator adds the 
number of bits of the segment to the number of bits correctly received by N. 
 If Nf doesn’t have the segment, then the simulator adds the number of bits of the 
segment to the number of bits lost by N. 
At the end of the simulation for each peer the system produces the number of the bits 
correctly received and the number of the bits lost. 
5.4 Model validation through simulator 
In order to validate the model of the network in an unreliable environment (radio channel) 
we use the autocorrelation test (pages 423-426 of the Book (Soderstrom & Stoica, 1989)). 
We define the residuals ( )t  as: 
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 ˆ( ) ( ) ( )t y t y t    (18) 
where ( )y t  are the simulated results about the average percentage of correctly received bits 
for each depth t of the network and ˆ( )y t  are the results produced by the model. 
If the model is accurately describing the observed data ( )y t , then the residuals ( )t  should 
be white. A way to validate the model is thus to test the hypotheses: 
 0H : ( )t  is a white sequence; 
 1H : ( )t  is not a white sequence. 
The autocovariance of the residuals ( )t  is estimated as: 
 
1






    


     (19) 
where N is the maximum depth of the peer-to-peer distribution network. 
If 0H  holds, then the square covariance estimates is asymptotically 












   (20) 
where m is the number of degrees of freedom and it is equal to the maximum depth of the 
peer-to-peer distribution network. 
Let x denote a random variable which is 2  distributed with m degrees of freedom. 
Furthermore, we define 2 ( )m  by: 
 2( ( ))P x m    (21) 
For 0 01.   we have: 
 if 2 22
10








   then we reject 0H . 
 if 2 22
10








   then we accept 0H . 
We can see this property through the normalized covariance 0ˆ ˆ( ) / ( )r r  . In this case 
0ˆ ˆ( ) / ( )x r r    and we plot (for each peer-to-peer algorithm, in the worst case, SNR = 4 
dB) x  versus   and a 99% confidence interval for x . 
Since 0 1( , / )x N   the lines in the diagram are drawn at 2 5758. /x N  . It can be 
seen from the figures 2 – 7 (for all the peer-to-peer algorithms) that x  lies in this interval. 
One can hence expect ( )t  is a white process for all the peer-to-peer algorithms. 
 






Fig. 2. Normalized covariance function of ( )t  for the T algorithm in the worst condition 





Fig. 3. Normalized covariance function of ( )t  for the TR algorithm in the worst condition 
(SNR = 4 dB) 
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The result of the hypotheses test for each peer-to-peer algorithm is: 
 T algorithm: the test quantity (20) is 17.5213 and 2 ( )m  is 24.7250 thus the variable ( )t  
is, under the null hypothesis 0H , approximately 
2 ( )m . 
 TR algorithm: the test quantity (20) is 14.0130 and 2 ( )m  is 16.8119 thus the variable 
( )t  is, under the null hypothesis 0H , approximately 
2 ( )m . 
 TRwIB algorithm: the test quantity (20) is 16.7519 and 2 ( )m  is 21.6660 thus the 
variable ( )t  is, under the null hypothesis 0H , approximately 
2 ( )m . 
 PL algorithm: the test quantity (20) is 27.8567 and 2 ( )m  is 29.1412 thus the variable 
( )t  is, under the null hypothesis 0H , approximately 
2 ( )m . 
 PLR algorithm: the test quantity (20) is 57.1550 and 2 ( )m  is 63.6907 thus the variable 
( )t  is, under the null hypothesis 0H , approximately 
2 ( )m . 
 PLRwIB algorithm: the test quantity (20) is 154.0808 and 2 ( )m  is 180.7009 thus the 
variable ( )t  is, under the null hypothesis 0H , approximately 
2 ( )m . 
In this case for all the peer-to-peer algorithms described above we observe that the 
prediction error ( )t  is white with a level of significance 0 01.   thus the model is 





Fig. 4. Normalized covariance function of ( )t  for the TRwIB algorithm in the worst 
condition (SNR = 4 dB) 
 






Fig. 5. Normalized covariance function of ( )t  for the PL algorithm in the worst condition 





Fig. 6. Normalized covariance function of ( )t  for the PLR algorithm in the worst condition 
(SNR = 4 dB) 
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Fig. 7. Normalized covariance function of ( )t  for the PLRwIB algorithm in the worst 
condition (SNR = 4 dB) 
5.5 Results 
The fundamental parameter used to analyze and compare the behaviour of the six types of 
peer-to-peer networks is represented by average percentage of correctly received bits as a 
function of depth level of the network. Through the simulation results we observe that by 
increasing the parameter of SNR (Signal to Noise Ratio) this produces an increase of the 
percentage of bits correctly received by each node of the network. Figures 8, 9 and 10 depict 
the comparisons of peer-to-peer networks under the six different types of algorithms we 
considered in section 3, with respect to the percentage of bits correctly received by each 
node with SNR = 4 dB, 7 dB and 10 dB. In this case the comparison parameter is the average 
percentage of correctly received bits as a function of depth level of the network. The best 
behaviour with respect to the average percentage of correctly received bits is obtained in the 
network generated by: 
 the TR algorithm when the depth level is greater or equal to 4. 
 The PLR algorithm and PLR algorithm without Input Blockage when the depth level is 
equal to 3. 
 The PL algorithm when the depth level is less or equal to 2. 
All the results, presented in this section, have been obtained by the following configuration 
parameters: number of bits supplied by the source node equal to 2048 Kbits divided in 
packets characterized by a length equal to 128 bits; we use the same sequences of peers, that 
require access to the network; dimension of each codeword is 16 bits and the number of bits 
that the receiver is able to detect and correct is 4 bits. 
 










Fig. 9. Comparison, SNR = 7 dB 
 






Fig. 7. Normalized covariance function of ( )t  for the PLRwIB algorithm in the worst 
condition (SNR = 4 dB) 
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Fig. 10. Comparison, SNR = 10 dB 
6. Conclusion 
We can conclude that the maximization of the average maximum number of peers that can 
access the multimedia content and the minimization of the average maximum delay of the 
network is achieved, in the case of the asymmetric channel; when the source node is a home-
user (where 1 2B  ) by using the PLR algorithm without Input Blockage, as in section 3 
we showed that the PLR algorithm without Input Blockage is closest to optimum when 
1 2B   and 0 1p  . When the source node is a server (where 2B  ) the best algorithm is: 
 the TR algorithm without Input Blockage when 0 46 1. p  . 
 The PLR algorithm without Input Blockage when 0 0 46.p  . 
We can also conclude that the TR and PLR algorithms without Input Blockage are a big 
improvement in comparison to Mazzini-Rovatti's algorithm (Mazzini & Rovatti, 2008) 
provided that new network conditions are followed, because they are suboptimal with 
respect to the theoretical optimum. 
In the case of the radio channel, the best behaviour with respect to the percentage of 
correctly received bits is obtained in the network generated by: 
 the TR algorithm when the depth level is greater or equal to 4. 
 The PLR algorithm and PLR algorithm without Input Blockage when the depth level is 
equal to 3. 
 The PL algorithm when the depth level is less or equal to 2. 
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1. Introduction  
Assuming that the IEEE 802.11 Wireless Local Area Networks (WLANs) are based on a 
radio/infrared link, they are more sensitive to the channel variations and connection 
ruptures. Therefore the support for multimedia applications over such WLANs becomes 
non-convenient due to the compliance failure in term of link rate and transmission delay 
performance. Voice and broadband video mobile transmissions (which normally have strict 
bounded transmission delay or minimum link rate requirement) entail the design of various 
solutions covering different research aspects like service differentiation enhancement (Rebai 
et al., 2009), handoff scheme sharpening (Rebai, 2009a, 2009b, 2010) and physical rate 
adjustment. The core of this chapter focuses on the last facet concerning the link adaptation 
and the Quality of Service (QoS) requirements essential for successful multimedia 
communications over Wi-Fi networks. In fact, the efficiency of rate control diagrams is 
linked to the fast response for channel variation. The 802.11 physical layers provide multiple 
transmission rates (different modulation and coding schemes). The original 802.11 standard 
operates at 1 and 2 Mbps (IEEE Std. 802.11, 1999). Three high-speed versions were added to 
the original version. The 802.11b supports four physical rates up to 11 Mbps (IEEE Std. 
802.11b, 1999). The 802.11a provides eight physical rates up to 54 Mbps (IEEE Std. 802.11a, 
1999). The last 802.11g version, maintains 12 physical rates up to 54 Mbps at the 2.4 GHz 
band (IEEE Std. 802.11g, 2003). As a result, Mobile Stations (MSs) are able to select the 
appropriate link rate depending on the required QoS and instantaneous channel conditions 
to enhance the overall system performance. Hence, the implemented link adaptation 
algorithm symbolizes a vital fraction to achieve highest transmission capability in WLANs. 
“When to decrease and when to increase the transmission rate?” are the two fundamental 
matters that we will be faced to when designing a new physical-rate control mechanism. 
Many research works focus on tuning channel estimation schemes to better detect when the 
channel condition was improved enough to accommodate a higher rate, and then adapt 
their transmission rate accordingly (Habetha & de No, 2000; Qiao et al., 2002). However, 
those techniques usually entail modifications on the current 802.11 standard. In (del Prado 
Pavon & Choi, 2003), authors presented a motivating rate adaptation algorithm based on 
channel estimation without any standard adjustment. However, this scheme supposes that 
all the transmission failures are due to channel errors and not due to multi-user collisions. 
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Another way to perform link control is based on local Acknowledgment (Ack) information 
for the transmitter station (Qiao & Choi, 2005). Consequently, two new techniques (Chevillat 
et al., 2003; Kamerman & Monteban, 1997) where accepted by the standard due to their 
efficiency and implementation simplicity. In fact, the source node tries to increase its 
transmission rate after successive successful Ack responses, and therefore they do not 
involve any change for the 802.11 standard. Moreover and as it was demonstrated by 
(Sangman et al., 2011) a fine and excellent physical link adjustment will carry out a quality-
aware and robust routing for mobile multihop ad hoc networks. A good study (Galtier, 
2011) was recently addressed regarding the adaptative rate issues in the WLAN 
Environment and highlighted the high correlation between the Congestion Window (CW) of 
the system, and the rate at which packets are emitted. The given analytical approach opens 
the floor and shows that the different mechanisms that have been implemented in the MAC 
systems of WLAN cards have strong correlations with other transmission parameters and 
therefore have to be redesigned with at least a global understanding of channel access 
problems (backoff and collisions) and rate adaptation questions. 
In this chapter we propose a new dynamic time-based link adaptation mechanism, called 
MAARF (Modified Adaptive Auto Rate Fallback). Beside the transmission frame results, the 
new model implements a Round Trip Time (RTT) technique to select adequately an 
instantaneous link rate. This proposed model is evaluated with most recent techniques 
adopted by the IEEE 802.11 standard: ARF (Auto Rate Fallback) and AARF (Adaptive ARF) 
schemes. Thus, we are able to achieve a high performance WLAN transmission. 
Consequently, we can extend this approach in various Wi-Fi modes to support multimedia 
applications like voice and video tasks.  
The rest of the chapter is organized as follows. Section 2 offers a literature survey on related 
link-adjustment algorithms and the actual used ones. Section 3 is dedicated to the new 
proposed MAARF method and its implementation details. Simulation results will be given 
in Section 4 to illustrate the link quality improvement of multimedia transmissions over Wi-
Fi networks and to compare its performance with previous published results (Kamerman & 
Monteban, 1997; Lacage et al.,2004). We show how the proposed model outperforms 
previous approaches (ARF and AARF) because of its new time-based decision capability in 
addition to Ack count feature.  
2. Review of the current rate-control approaches  
First we recall that the standard IEEE802.11 (IEEE Std. 802.11a, 1999; IEEE Std. 802.11b, 1999; 
IEEE Std. 802.11g, 2003) includes various versions a/b/g and allows the use of multiple 
physical rates (from 1Mbps to 54Mbps for the 802.11g). Therefore several studies have been 
made to develop mechanisms which lead to adapt transmission attempts with the best 
physical available rate depending on the estimated channel condition to avoid transmission 
failures with Wi-Fi connections. The most important issues that should be taken into 
account and are responsible for the design of a reliable rate adaptation mechanism are: 
• The channel condition variation due to a packet transmission error which results to 
multiple retransmissions or even a transmission disconnection. 
• The channel sensitivity against interferences (Angrisani et al., 2011) due to disturbing 
incidences, additive random noises, electromagnetic noises, the Doppler effect, an 
accidental barrier or natural phenomena. 
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• The packet emissions latency which affects the autonomy of mobile stations in case of 
transmission error (since the communication duration is extended and the energy 
consumption becomes more important). 
• The MSs Mobility leads to a distances change, hence, to an appropriate mobility 
management protocol over Wi-Fi connections. 
Depending on the instantaneous channel quality, a rate adjustment will be always needed to 
achieve better communication performance with respect for multimedia QoS requirements. 
Since WLAN systems that use the IEEE802.11g (IEEE Std. 802.11g, 2003) physical layer offer 
multiple data rates ranging from 1 to 54 Mb/s, the link adaptation can be seen as a process 
of switching or a dynamic choosing mechanism between different physical data rates 
corresponding to the instantaneous channel state. In other words, it aims to select the ‘ideal’ 
physical rate matching the actual channel condition. The best throughput can be larger or 
smaller than the current used one. The adequate rate will be chosen according to the 
instantaneous medium conditions. There are two criteria to properly evaluate this 
adaptation/adjustment: the first is the channel quality estimation; secondly is the adequate 
rate selection. 
The estimation practice involves a measurement of the instantaneous channel states 
variation within a specific time to be able to predict the matching quality. This creates a 
large choice of indicator parameters on the medium condition that may include the 
observed Signal to Noise Ratio (SNR), the Bit Error Rate (BER), and the Received Signal 
Strength Indicator (RSSI). Those various physical parameters express instantaneous 
measurements operated by the 802.11 PHY card after completion of the last transmission. 
Regarding the rate selection formula, it entails a first-class exploitation of channel condition 
indicators to better predict the medium state and then fit/adjust the suitable physical rate 
for the next communication. Consequently, this process will reduce packets’ retransmissions 
and the loss rate. Bad channel-quality estimation would result in performance degradation. 
Thus, inaccurate assessments resulting from a bad choice of medium state indicators give 
rise to inappropriate judgments on the instantaneous conditions and cause deterioration on 
the observed performance. Therefore, this estimation is essential to better support 
multimedia services and maximize performance and the radio channel utilization.  
Accordingly, during packets transmission, the corresponding MS may increase or decrease 
the value of its physical rate based on two different approaches: 
a. With the help of accurate channel estimation, the MS will know precisely when the 
medium conditions are improved to accommodate a higher data rate, and then adapt its 
transmission rate accordingly. However, those techniques (Habetha & de No, 2000; 
Qiao et al., 2002) require efforts to implement incompatible changes on the 802.11 
standard. Another research work (del Prado Pavon & Choi, 2003) have presented a very 
interesting data rate adapting plan based on RSSI measurements and the number of 
transmitted frames for an efficient channel assessment without any modification on the 
standard. On the other hand, this plan operates under the assumption that all 
transmission failures are due to channel errors. Thus, it will not work efficiently in a 
multi-user environment where multiple transmissions may fail due to collisions and not 
only to the channel quality. 
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Qiao et al., 2002) require efforts to implement incompatible changes on the 802.11 
standard. Another research work (del Prado Pavon & Choi, 2003) have presented a very 
interesting data rate adapting plan based on RSSI measurements and the number of 
transmitted frames for an efficient channel assessment without any modification on the 
standard. On the other hand, this plan operates under the assumption that all 
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multi-user environment where multiple transmissions may fail due to collisions and not 
only to the channel quality. 
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b. The alternative way for the link adaptation is to carry out decisions based exclusively on 
the information returned by the receiver. In 802.11 WLANs, an acknowledgment (ACK) is 
sent by the receiver after the successful data recovery. Only after receiving an ACK frame 
the transmitter announces a successful transmission attempt. On the other hand, if an 
ACK is either incorrect or not received, the sender presumes a data transmission failure 
and reduces its actual data rate down to the next available physical rate-slot. In addition, 
the transmitter can increase its transmission rate after assuming a channel condition 
enhancement by receiving a specific number of consecutive positive ACKs. These 
approaches (Qiao & Choi, 2005; Chevillat et al., 2003) do not require changes on the actual 
Fi-Wi standard and are easy to deploy with existing IEEE 802.11 network cards. 
Various additional techniques have been proposed in the literature to sharpen the accuracy 
of the rate adaptation process and improve the performance of IEEE 802.11 WLANs. The 
authors in (Pang et al., 2005) underlined the importance of MAC-layer loss differentiation to 
more efficiently utilize the physical link. In fact, since IEEE 802.11 WLANs do not take into 
account the loss of frames due to collisions, they have proposed an automatic rate fallback 
algorithm that can differentiate between the two types of losses (link errors and collisions 
over the wireless link). Moreover it has been shown in (Krishnan & Zakhor, 2010) that an 
estimate of the collision probability can be useful to improve the link adaptation in 802.11 
networks, and then to increase significantly the overall throughput by up to a factor of five. 
In (Xin et al., 2010) the authors presented a practical traffic-aware active link rate adaptation 
scheme via power control without degrading the serving rate of existing links. Their basic 
idea consists to firstly run an ACK based information exchange to estimate the upper power 
bound of the link under adaptation. Then by continuously monitoring the queue length in 
the MAC layer, it would be easy to know whether the traffic demand can be met or not. If 
not, the emitting power will be increased with respect to the estimated power upper-bound 
and will switch to a higher modulation scheme. A similar strategy was presented in 
(Junwhan & Jaedoo, 2006) that provides two decisions to estimate the link condition and to 
manage both the transmission rate and power. 
Several research works (Haratcherev et al., 2005; Shun-Te et al., 2007; Chiapin & Tsungnan, 
2008) have implemented a cross-layer link adaptation (CLLA) scheme based on different 
factors as: the number of successful transmissions, the number of transmission failures, and 
the channel information from the physical layer to determine actual conditions and therefore 
to adjust suitably transmission parameters for subsequent medium accesses. As well in (Chen 
et al., 2010) a proper-designed cross application-MAC layer broadcast mechanism has been 
addressed, in which reliability is provided by the application layer when broadcasting error 
corrections and next link rate adaptations (resulting from the MAC layer). 
Another approach (Jianhua et al., 2006) has been developed where both packet collisions and 
packet corruptions are analytically modeled with the proposed algorithm. The models can 
provide insights into the dynamics of the link adaptation algorithms and configuration of 
algorithms parameters. On the other hand, in (An-Chih et al., 2009) the authors presented a 
joint adaptation of link rate and contention window by firstly considering if a proper backoff 
window has been reached. Specifically, if the medium congestion level can be reduced by 
imposing a larger backoff window on transmissions, then there may be no need to decrease 
the link rate, given that the Signal to Interference-plus-Noise Ratio (SINR) can be sustained.  
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In the rest of this section we decide to provide details and discuss only the two main 
currently-implemented techniques. 
2.1 Auto Rate Fallback (ARF) 
Auto Rate Fallback (Kamerman & Monteban, 1997) was the first rate-control algorithm 
published and quickly adopted/integrated with the Wi-Fi standard. It was designed to 
optimize the physical rate adjustment of the second WLANs generation (specifically for 
802.11a/g versions which allow multi-hop physical rates). The ARF technique is based 
simply on the number of ACKs received by the transmitting MS to determine the next rate 
for the next frame transmission. This method does not rely on hidden out-layer information, 
such as a physical channel quality measurement like (i.e. the SNR value). Thus, it was easy 
to implement and fully compatible with the 802.11 standard. In fact, after a fixed number of 
successful transfers equal to 10 or the expiration of a timer T initially launched the ARF 
increments the actual physical transmission rate from Ri to a higher rate Ri+1 among those 
allocated by the standard. In other words, the ARF mechanism decides to increase the data 
rate when it determines that channel conditions have been improved. Unlike other 
algorithms reported in the literature, the ARF detection is not based on Physical layer 
measurements upon a frame delivery. Basically it simply considers the medium status 
improvement by counting the number of consecutive successful transmissions made or the 
timer (T) timeout. This timer is defined as the maximum waiting delay which will be 
launched by the MS each time it switches between the given data rates. Once this timer ends 
without any rate swap the MS will be testing a higher available rate. This practical 
implementation is considered as second alternative to adapt the best transmission rate since 
it covers the case that medium conditions are excellent and favorable to adopt a higher rate 
and the counter of consecutive successful transmissions will never reach the desired value 
(10) due to other failures. This case is very common in such wireless networks where a 
transmission failure is not only due to an inadequate rate. 
In addition, the next transmission must be completed successfully immediately after a rate 
increase otherwise the rate will be reduced instantaneously (back to the old smaller value), 
and the timer T will be reset. In fact, the mechanism has estimated that the new adopted rate 
is not adequate for next network transmissions.  
Also after any two consecutive failures the algorithm automatically reduces its actual rate 
until it reaches again a number of 10 consecutive ACKs or the expiration of timer T. In this 
way, ARF detects the deterioration of the channel quality based on two consecutive failed 
transmissions, and chooses to back out to the previous rate. Figure 1 summarizes the 
operation of the ARF and shows the corresponding flow diagram. 
While ARF increases the transmission rate at a fixed frequency (each 10 consecutive ACKs) 
to achieve a higher system throughput, this model has two main drawbacks: 
• Firstly, this process can be costly since a transmission failure (produced by an 
unsuitable rate increasing decision made by the ARF mechanism) reduces the overall 
throughput. Specifically, for a steady channel status (stable characteristics) ARF will try 
periodically to switch to a higher rate by default which leads to unnecessary frame 
transmission failure and reduces the algorithm efficiency. 
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While ARF increases the transmission rate at a fixed frequency (each 10 consecutive ACKs) 
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periodically to switch to a higher rate by default which leads to unnecessary frame 
transmission failure and reduces the algorithm efficiency. 
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• Secondly, ARF is unable to stabilize the rate variations. In fact if the channel conditions 
deteriorate suddenly, the ARF mechanism will be unable to respond fast to these 
changes and to suit the current state. It will carry out numerous transmission failures so 
that it reaches the desired rate value. Therefore, this algorithm cannot cope with rapid 
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Fig. 1. The ARF flow diagram  
2.2 Adaptive Auto Rate Fallback (AARF) 
To overcome the given shortcomings, a new approach called Adaptive Auto Rate Fallback 
(AARF), was proposed (Lacage et al., 2004). It is based on the communication history and aims 
to reduce unnecessary rate variations caused by a misinterpretation of the channel state. Thus, 
this method controls the time-making process by using the Binary Exponential Backoff (BEB) 
technique (the same used by the CSMA/CD and CSMA/CA access mechanisms). 
Therefore, when a packet transmission fails just after a rate increase, a lower rate is chosen 
for next transmission attempts. In addition, the number of consecutive successful 
transmissions n required for the next rate-switching decision will be multiplied by two (with 
a limit of nmax = 50). Similar to the old version in a rate decrease caused by two consecutive 
frames transmission errors, this value is reset to nmin = 10. The flow diagram in Figure 2 
briefly explains the operation of AARF. 
Consequently, this new version dynamically controls the number of positive ACKs needed 
for the rate control. Thus, AARF overcomes the old ARF version in case of a long steady 
channel conditions by eliminating needless and continuous rate-rising attempts. However it 
keeps the same disadvantage of the old implementation in case of rapid changes produced 
on the channel state.  
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Figure 3 illustrates the behavior of both ARF and AARF approaches for a time period equal 
to 0.4s needed for 230 data frames. Various physical rates were adopted in this experiment 
(1, 2, 5.5 and 11Mbps for 802.11b). During this experimentation, we set channel conditions 
supporting the use of the physical rate R3 (5.5Mbps) for data transmission. We note that the 
period between two successive attempts is increased using the AARF technique while the 
ARF mechanism is trying regularly to increment the current rate to a higher value each ten 
successive successful transmissions. For example, within the time interval [0.2s, 0.25s] AARF 
doesn’t create any unnecessary rate-switching effort, while ARF carries out three attempts. 
Likewise, the AARF algorithm considerably has reduced the number of produced errors due 
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2.3 Discussion 
We have shown in the above study that the actual rate selection algorithms ARF and AARF 
do not conduct to an accurate decision when the channel is relatively noisy. Despite the 
given transmission enhancements both models still need improvement and refinement since 
they cannot react instantly to sudden changes of the channel state. In addition, an interval of 
time is needed to reach the maximum throughput in case of ‘ideal’ medium condition. Thus, 
these mechanisms do not represent optimal solutions for the physical link adaptation in 
noisy and ’ideal’ environments. 
Indeed, at a slow channel quality variation AARF is more suitable than ARF as it proceeds 
to the elimination of unnecessary rate increases. And thereafter, it decreases greatly the 
number of lost packets while relying on already rate exchanges made previously. However, 
this improvement is still insufficient since the decision criterion depends only on the nature 
of acknowledgments (ACKs), whereas this parameter no longer provides sufficient 
information about the instantaneous channel state. As result AARF need a high latency to 
reach the maximum throughput. In other words, a negative ACK (or lack of transmission 
success) is interpreted only by medium quality deterioration. However, this phenomenon 
may be caused by other networks anomalies (destination not reachable, collision occurred 
with another data frame, bad CRC, etc.).  
It is also observed that when the competing number of stations is high, packet collisions can 
largely affected the performance of ARF and make ARF operate with the lowest data rate, 
even when no packet corruption occurs. This is in contrast to the existing assumption that 
packet collision will not affect the correct operation of ARF and can be ignored in the 
evaluation of ARF. Therefore, ARF and AARF can only passively react to the signal quality 
experienced at the receiver. In some occasions, we need to actively improve the signal 
quality in order to make the transmission rate to meet the traffic demand, even when the 
link length is a little large. This enhancement will optimize the overall performance and 
typically will demonstrate a practical effectiveness for multimedia transmissions over Wi-Fi 
WLANs.  
Accordingly, in the next section we propose a new rate adaptation technique to improve the 
decision based on instantaneous channel conditions while respecting and still complying 
with the 802.11 standard. In addition, the new approach will be compared with those 
currently deployed. Simulation results will be also presented to demonstrate the 
enhancement of the proposed technique compared to those currently presented. Also 
parameters optimization of the new mechanism will be carried out to be then considered 
during next scenario simulations.  
3. Proposed adaptive rate control technique  
The main idea of the proposed method is to introduce a new channel status assessment 
parameter which cooperates with the number of ACKs to provide an efficient and accurate 
prediction of instantaneous channel conditions and subsequently to improve the actual rate 
adjustment mechanism. A logical way to cope with the slow accommodation characteristics 
of statistics-based feedback methods is to look for methods that use faster feedback, i.e., 
feedback that quickly provides up-to-date information about the channel status. Such a 
feedback — the RTT — has been theoretically discussed in (Rebai et al., 2008), but so far, to 
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our knowledge, it has not been used in a practical implementation. We use this RTT 
measurement in the proposed 802.11 radio to enhance multimedia performance, and also to 
provide feedback information about the channel conditions that the MAC layer requires. In 
this section, we first define the new parameter which will be required for the system design. 
Next, we will describe its implementation and the principle of operation. 
3.1 Round Trip Time (RTT) 
Reliable transport protocols such as Transport Control Protocol (TCP) (Tourrilhes, 2001) 
were initially designed to operate in ‘traditional’ and wired networks where packet losses 
are mainly due to congestion. However, wireless networks introduce additional sorts of 
errors caused by uncontrolled variations of the medium. 
Face to the congestion problems, TCP responds to each loss by invoking congestion control 
algorithms such as Slow Start, Congestion Avoidance and Fast Retransmission. These techniques 
have been introduced in different versions of the TCP protocol (TCP Reno, TCP Tahoe, etc.).. 
These proactive algorithms consist to control the Congestion Window (CW) size based on 
observed errors. Another TCP-Vegas version has been proposed by (Kumar & Holtzman, 
1998; Mocanu, 2004) and rapidly has been adopted by the TCP protocol since it includes an 
innovative solution designed for preventive systems. In fact, it performs a CW size 
adjustment based on a fine connection status estimation achieved by a simple measurement 
of the TCP segment transmission delay. This delay is called Round Trip Time (RTT) and 
represents (as illustrated in Figure 4) the time period between the instant of issuing a TCP 
segment by the source noted te and the reception time of the corresponding ACK noted tr.  
If the measured RTTs will have larger values, the TCP protocol infers network congestion, 
and reacts accordingly by reducing the congestion window size (symbolized by the number 
of sent frames and their size). If the values of observed RTTs become smaller, the protocol 
concludes an improvement on the medium conditions and that the network is not 
overloaded anymore. Therefore, it proceeds dynamically to increment the CW size, and thus 
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3.2 The RTT parameter integration  
An interesting information and immediate channel observation will be deducted after each 
data frame transmission by means of RTT measurement and calculation. This feature 
represents the innovative part of the new control algorithm to adjust the data rate based on 
the channel capacity. A first integration attempt has been presented in (Rebai et al., 2008) 
and a rate adaptation design has been proposed. In this chapter, we implement an enhanced 
mechanism called Modified Adaptive Auto Rate Fallback (MAARF) which aims to predict the 
medium conditions and minimize the unnecessary loss of data. It chooses the appropriate 
rate value needed for the next transmission according to the measured RTT value. In fact, it 























Fig. 5. The date frames transmissions  
Furthermore we define two types of RTT. The first variety is the observed value directly 
measured from the channel following the frame sending and called instantaneous RTT 
denoted by RTT*. The second, denoted by RTTi, is a theoretical value computed based on the 
sending rate R and the data frame size. During a successful transmission of a frame i 
resulting the receipt of the associated ACKi, a value of RTT* is calculated. We introduce an 
associated recovery timer, called "Retransmission Time Out" and noted RTOi, which will 
detect receipt/loss of a data frame. Based on this parameter, the transmitter detects the loss 
of a frame i in case of no receipt of the corresponding ACKi till the expiration of the RTOi 
timer. In this case, the last issued frame i will be retransmitted (see Figure 5). 
Similarly, we introduce an interval defined by [ iRTT
+ , iRTT
− ] adjacent to the theoretical 
value RTTi corresponding to the rate Ri. If the observed value of RTT* belongs this interval 
(i.e. close enough to the theoretical expected value RTTi) the channel conditions will be 
considered insignificant and do not require change of the current rate Ri for next 
transmissions. In other words, if the value of RTT* belongs the interval [ iRTT
+ , iRTT
− ] the 
link quality is assumed stable and therefore it is suitable that the MS will transmit using the 
same current rate Ri since the measured RTT* is considered close to the expected RTTi value. 
Outside this window, channel changes are presumed: 
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• Improved, if the RTT* value is less than iRTT
+  since the corresponding ACK frame was 
received earlier than expected and therefore channel conditions had got better. 
• Degraded, if the RTT* value is greater than iRTT
−  since the received ACK frame was 
delayed and then we assume that the risk of data loss increases. 
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Ri Ri+1 > RiRi-1 < Ri
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Fig. 6. The algorithm parameters set  
In both cases, the MS must then change its emission rate and adapt it according to these 
instantaneous channel state interpretations. We point that iRTT
+  < iRTT
−  based on the 
statement RTTi+1 < RTTi < RTTi-1 since Ri+1 > Ri > Ri-1. The calculation of the parameters 
values +iRTT  and 
−
iRTT  is associated to the RTTi value as defined in the Equation 1 and 2. 
 ( )1 2i i iRTT RTT RTT− −= +  (1) 
 ( )1 2i i iRTT RTT RTT+ += +  (2) 
As stated in Figure 6 the iRTT
−  value will be the middle of the interval [ 1iRTT − , iRTT ], and 
similarly, iRTT
+  will have the center value of the interval [ 1iRTT + , iRTT ]. 
3.3 Modified Adaptive Auto Rate Fallback (MAARF): Principle of operation  
Subsequent to each successful frame transmissions, we compare the variation between 
instantaneous RTT* and theoretical RTTi values. More specifically, we test if the value of 
RTT* has exceeded iRTT
+  and iRTT
− bounds or no. However, the according rate adjustment 
decision will be taken after several observations of RTT* samples: 
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In both cases, the MS must then change its emission rate and adapt it according to these 
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similarly, iRTT
+  will have the center value of the interval [ 1iRTT + , iRTT ]. 
3.3 Modified Adaptive Auto Rate Fallback (MAARF): Principle of operation  
Subsequent to each successful frame transmissions, we compare the variation between 
instantaneous RTT* and theoretical RTTi values. More specifically, we test if the value of 
RTT* has exceeded iRTT
+  and iRTT
− bounds or no. However, the according rate adjustment 
decision will be taken after several observations of RTT* samples: 
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• As the number of consecutive successful transmissions did not reach a value of n 
(required as in AARF algorithm for the next rate-switching decision – it is initially 
initialized to nmin) we perform the following tests: 
• If the observed RTT* value is less than iRTT
+ (RTT* < iRTT
+ ) during h successive 
transmissions and the maximum speed (54 Mbps) is not yet acquired, then the 
instant RTT* is considered smaller than the RTTi value and rather close to the RTTi+1 
one. Subsequently, the MAARF technique switches to a higher bit rate Ri+1 starting 
the next attempt (since an improvement of the channel characteristics was 
interpreted). 
• If the value of RTT* is greater than iRTT
− (RTT* > iRTT
− ) for the last g transmission 
attempts and the lower rate (6 Mbps) is not yet reached, this implies that the 
instantaneous RTT* value is larger than the expected RTTi and relatively close to 
RTTi-1. Thus, MAARF detect an early deterioration of the link quality and therefore 
we reduce the current rate Ri-1 for future communications. 





− ) then the rate will be kept and stay invariant Ri (MAARF 
assumes a steady state for subsequent network transmissions). 
• Similar to the AARF algorithm, when the number of consecutive successful 
transmissions reaches the desired value (which can be at any given time 10, 20, 40 or 
50), we switch to a higher throughput without consideration of the observed RTT* 
values. 
Analogically, when a transmission fails (no acknowledgment received within the RTOi 
value) MAARF modifies values of the decision-making parameters (n, h and g) as follows: 
• If a transmission error is occurred just after a rate increase, it will be then decremented. 
In addition, as shown in Equation 3 the number of successful transmissions n that 
should be attained for the next rise will be doubled with a limit value equal to nmax. 
 ( )2 max* ;n Min n n=  (3) 
• If two consecutive errors are detected the MAARF mechanism reduces the current rate, 
while resetting the value of successful transmissions to the minimum one (n = nmin) for 
the next rising attempt. 
• The same backoff control technique used for the parameter n adaptation is employed as 
well for the parameters h and g adjustment. In fact, these two variables will be 
dynamically adapted and will vary between the upper and lower limits to maintain a 
rigorous decision to increment/decrement the data rate. 
• When a transmission error occurs just after a rate increase decision caused by an 
interpretation of the RTT* value, the current rate will be reduced and the h value (as 
shown in Equation 4) will be multiplied by two as the upper limit hmax is not 
reached. 
 ( )2 max* ;h Min h h=  (4) 
• In other words, during successful transmissions the condition (RTT* < iRTT
+ ) 
should verified using the new value of h to be able to increment the rate. 
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• Likewise, if a transmission error was detected immediately after a rate decrease 
decision based on comparisons between RTT* and iRTT
−  values. Then the rate will 
be raised to its old value and the responsible g parameter (see Equation 5) will be 
doubled if its value does not reach gmax. 
 ( )2 max* ;g Min g g=  (5) 
• This means that the condition RTT* > iRTT
− should be established using the new 
value of g during subsequent transmissions to be able to decrease again the rate. 
• Both of the above parameters will also be reset identically to the parameter n after 
two consecutive transmission failures as follows: 
h = hmin ; g = gmin 
3.4 The MAARF setting  
In this section we detail the new parameters designed for the MAARF algorithm. The IEEE 
802.11 standard defines within its 802.11a and 802.11g versions, different physical rate 
values which can reach 54Mbps. Thus, we setup: 
• Ri: the current data rate that varies from the following shown values {6, 9, 18, 12, 24, 36, 
48, 54}Mbps. 
• RTT*: is the observed value when sending a frame (measured from the transmission 
channel after receiving the corresponding ACK). 
• RTTi: the theoretical time computed between the frame sending time to the ACK receipt 
instant. It reflects the channel occupation and does not include the waiting time to 
access the medium by the transmitter. It is given by Equation 6 as follows: 
 i em.Frame propag treat.Receiver em.ACK propag treat.EmitterRTT = t   + t   + t   + SIFS + t   + t   + t  (6) 
• with, tem is the emission time (Data Frame or ACK), tpropag is the propagation time over 
the transmission medium and ttreat is the treatment time of each received frame 
In practice, this value will be represented only by the data frame transmission delay as 
shown in Equation 7. This approximation is made because of the negligibility of the other 








≈ =  (7) 
• RTOi (Retransmission Time Out): is a recovery controlling timer after a frame loss. Its 
value is assigned based on RTTi (see Equation 8). 
 2 *i iRTO RTT=  (8) 
• iRTT
+  and iRTT
− : the two decisional parameters (the RTTi borders) which their values 
are chosen for each used rate Ri as defined in Equations 1 and 2. 
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instant RTT* is considered smaller than the RTTi value and rather close to the RTTi+1 
one. Subsequently, the MAARF technique switches to a higher bit rate Ri+1 starting 
the next attempt (since an improvement of the channel characteristics was 
interpreted). 
• If the value of RTT* is greater than iRTT
− (RTT* > iRTT
− ) for the last g transmission 
attempts and the lower rate (6 Mbps) is not yet reached, this implies that the 
instantaneous RTT* value is larger than the expected RTTi and relatively close to 
RTTi-1. Thus, MAARF detect an early deterioration of the link quality and therefore 
we reduce the current rate Ri-1 for future communications. 





− ) then the rate will be kept and stay invariant Ri (MAARF 
assumes a steady state for subsequent network transmissions). 
• Similar to the AARF algorithm, when the number of consecutive successful 
transmissions reaches the desired value (which can be at any given time 10, 20, 40 or 
50), we switch to a higher throughput without consideration of the observed RTT* 
values. 
Analogically, when a transmission fails (no acknowledgment received within the RTOi 
value) MAARF modifies values of the decision-making parameters (n, h and g) as follows: 
• If a transmission error is occurred just after a rate increase, it will be then decremented. 
In addition, as shown in Equation 3 the number of successful transmissions n that 
should be attained for the next rise will be doubled with a limit value equal to nmax. 
 ( )2 max* ;n Min n n=  (3) 
• If two consecutive errors are detected the MAARF mechanism reduces the current rate, 
while resetting the value of successful transmissions to the minimum one (n = nmin) for 
the next rising attempt. 
• The same backoff control technique used for the parameter n adaptation is employed as 
well for the parameters h and g adjustment. In fact, these two variables will be 
dynamically adapted and will vary between the upper and lower limits to maintain a 
rigorous decision to increment/decrement the data rate. 
• When a transmission error occurs just after a rate increase decision caused by an 
interpretation of the RTT* value, the current rate will be reduced and the h value (as 
shown in Equation 4) will be multiplied by two as the upper limit hmax is not 
reached. 
 ( )2 max* ;h Min h h=  (4) 
• In other words, during successful transmissions the condition (RTT* < iRTT
+ ) 
should verified using the new value of h to be able to increment the rate. 
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• Likewise, if a transmission error was detected immediately after a rate decrease 
decision based on comparisons between RTT* and iRTT
−  values. Then the rate will 
be raised to its old value and the responsible g parameter (see Equation 5) will be 
doubled if its value does not reach gmax. 
 ( )2 max* ;g Min g g=  (5) 
• This means that the condition RTT* > iRTT
− should be established using the new 
value of g during subsequent transmissions to be able to decrease again the rate. 
• Both of the above parameters will also be reset identically to the parameter n after 
two consecutive transmission failures as follows: 
h = hmin ; g = gmin 
3.4 The MAARF setting  
In this section we detail the new parameters designed for the MAARF algorithm. The IEEE 
802.11 standard defines within its 802.11a and 802.11g versions, different physical rate 
values which can reach 54Mbps. Thus, we setup: 
• Ri: the current data rate that varies from the following shown values {6, 9, 18, 12, 24, 36, 
48, 54}Mbps. 
• RTT*: is the observed value when sending a frame (measured from the transmission 
channel after receiving the corresponding ACK). 
• RTTi: the theoretical time computed between the frame sending time to the ACK receipt 
instant. It reflects the channel occupation and does not include the waiting time to 
access the medium by the transmitter. It is given by Equation 6 as follows: 
 i em.Frame propag treat.Receiver em.ACK propag treat.EmitterRTT = t   + t   + t   + SIFS + t   + t   + t  (6) 
• with, tem is the emission time (Data Frame or ACK), tpropag is the propagation time over 
the transmission medium and ttreat is the treatment time of each received frame 
In practice, this value will be represented only by the data frame transmission delay as 
shown in Equation 7. This approximation is made because of the negligibility of the other 








≈ =  (7) 
• RTOi (Retransmission Time Out): is a recovery controlling timer after a frame loss. Its 
value is assigned based on RTTi (see Equation 8). 
 2 *i iRTO RTT=  (8) 
• iRTT
+  and iRTT
− : the two decisional parameters (the RTTi borders) which their values 
are chosen for each used rate Ri as defined in Equations 1 and 2. 
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• h: is the rate-increase responsible variable and it belongs to the interval [hmin, hmax] = [4, 16]. 
• g: is the rate-decrement responsible variable and it belongs to the interval [gmin, gmax] = 
[2, 8]. 
• n: is the already used parameter by the AARF technique. It represents the number of 
successive successful transmissions and belongs to the interval [nmin, nmax] = [10, 50]. 
Finally, we illustrate the detailed MAARF functioning in Figure 7. 
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Fig. 7. The Transition diagram of the new MAARF algorithm   
4. Results and performance evaluation  
The algorithms were implemented using the C language on a Unix based operating-system 
environment (gcc/terminal MAC) to be then easily integrated into the network simulator. 
We conducted various tests using the following configuration: 
• The number of sent frames is 100 frames (approximately 0.5 seconds). 
• The size of each data frame is equal to the 802.11g minimum frame size (=1200 bytes). 
• An initial data rate of Ri is 6Mbps (up to 54Mbps). 
• Failure of an ACK return reflects a transmission failure: packet loss, RTO expired or 
error detected by the CRC. 
• A returned ACK by the receiver indicates a successful transmission only if it is received 
before the RTO expiration. 
• The current value of RTT (RTT*) is read/measured after each ACK reception. 
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Several scenarios have been considered to evaluate the performance of the proposed 
algorithm compared to the other versions (ARF and AARF). 
4.1 Optimization of algorithm parameters  
This first experiment is designed to study and optimize the decision-making parameters of 
the new algorithm: h (counting the number of successive times in which RTT* < iRTT
+ ) and g 
(reflecting the number of consecutive times that RTT* > iRTT
− ). We discuss the values of hmin 
and gmin. In Figure 8, we show the implementation results of different MAARF algorithm 
configurations for various parameters values. These results express the chosen physical rate 
for each transmitted frame in the network. 






















Fig. 8. Rate adaptation for different MAARF configurations   
We note that by choosing low values of g and h (hmin = gmin = 1), MAARF makes quick 
decisions to increment and decrement the physical rate. In fact, it becomes sensitive for 
channel variations and adapts sinusoidal regime. On the other hand, by choosing large 
initial values of the g and h parameters (hmin=10 and gmin=4) the algorithm does not respond 
effectively to significant quality deviations and reacts as AARF. Therefore, we point out that 
the best initial and rigorous values of g and h with which MAARF gives the best results are 
respectively 4 and 2. 
4.2 Test regimes  
4.2.1 Unbalanced channel state 
We compare now the new scheme against the AARF technique (currently used by the 802.11 
WLANs) during unstable channel conditions (random improvement/degradation of the 
medium state). In Figure 9, we present the corresponding results graph and we clearly 
notice an efficient reaction of the MAARF technique against channel changes. In fact, the 
new algorithm detects faster the medium availability by adjusting its physical rate value 
starting from the 4th frame, while AARF reacts only from the 10th frame. We also note the 
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We compare now the new scheme against the AARF technique (currently used by the 802.11 
WLANs) during unstable channel conditions (random improvement/degradation of the 
medium state). In Figure 9, we present the corresponding results graph and we clearly 
notice an efficient reaction of the MAARF technique against channel changes. In fact, the 
new algorithm detects faster the medium availability by adjusting its physical rate value 
starting from the 4th frame, while AARF reacts only from the 10th frame. We also note the 
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MAARF ability to dynamically respond against medium interferences dissimilar to the 
AARF mechanism. In addition, we conclude a significant improvement that has been 
reached (about 26%) regarding the mean value of recorded rates. In fact, we measure 
6.1Mbps and 7.6Mbps respectively for the AARF and MAARF techniques. 



















Fig. 9. Rate adaptation in transitory regime   
4.2.2 Steady channel state 
We assume in this case that only positive acknowledgments will be returned to the 
transmitter following the frame sending (packet transmissions without losses). Thus RTT* 
values recorded from the medium will be close to those of the theoretical corresponding 
RTTi values.  






















Fig. 10. Rate adaptation within steady regime   
This first scenario shows a huge variation in terms of selected physical data rate and the 
overall mean value between the two techniques. In fact, a clear throughput enhancement is 
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obtained (41%) since we traced as a mean rate value during the simulation time, 32.04Mbps 
for the AARF and 45.48Mbps for the new algorithm. 
According to the results in Figure 10, the maximum data rate (54Mbps) is reached earlier by 
the new algorithm as it detects the channel condition improvement (from frame No. 28) and 
thus takes advantage of the large possible rate values. However the AARF technique reaches 
the maximum rate later on (only from the frame No. 70). This was caused by the fact that 
AARF is required to wait at least 10 positive acknowledgments at each rate hop. 
4.2.3 Mobile environment situation  
A fourth simulation on the rate adaptation is conducted within a variable channel regime. In 
the case of 802.11 WLAN the medium quality variations are very fast and totally random. 
This is reflected by intervals where the channel conditions improve rapidly, separated by 
those where the medium state deteriorates suddenly. We note from Figure 11 that the new 
technique adapts the same rate as obtained by AARF; however MAARF is more agile and 
predictive of the medium communication conditions for the data rate rise decision. When 
transmission errors take place, both methods pass at a lower rate almost at the same time. 
The average rate value obtained for both AARF and MAARF mechanisms is equal, 
respectively, to 6.72Mbps and 7.89Mbps. As a result, an improvement of 17% was reached 
due to the responsive capability and the fast adaptability of the new link control mechanism.  



















Fig. 11. Rate adaptation for instantaneous and unpredictable channel conditions   
4.3 Network simulations under NS-2 platform  
The results obtained during the new MAARF algorithm implementation have shown that it 
is possible: 
• To estimate the channel conditions through the observed RTT* values. 
• To detect/avoid packet losses before they happen. 
• To take the necessary decisions faster than current mechanisms. 
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4.3 Network simulations under NS-2 platform  
The results obtained during the new MAARF algorithm implementation have shown that it 
is possible: 
• To estimate the channel conditions through the observed RTT* values. 
• To detect/avoid packet losses before they happen. 
• To take the necessary decisions faster than current mechanisms. 
Multimedia – A Multidisciplinary Approach to Complex Issues 46
We have revealed in this study that it is no longer necessary to wait 10 or more consecutive 
ACKs to adjust the theoretical rate as it was deployed by classical algorithms. We compare 
in Figures 12 and 13 the results obtained by applying the new MAARF mechanism and the 
current AARF for the same channel conditions. These results are reflecting, respectively, the 
computed rate mean value and the number of frames errors depending on the transmitted 
packets number. 
 



















Fig. 12. Observed throughput for both AARF and MAARF mechanisms    
Parameter Value 
WLAN version 
Radio propagation model 
Transmission range 
Number of Mobile Stations 










Two Ray Ground 
250 meters 
2 
1Mps to 11Mbps 





CBR / UDP 
80s (starting t=10s) 
745x745 meters 
Table 1. NS-2 simulation parameters  
We show based on the conducted experimentations, the improvements are distinguished 
and very clear in terms of the overall throughput and packet errors. We also confirm the 
MAARF algorithm performance by simulating the new technique on the Network Simulator 
NS-2 platform (Network Simulator-II, 1998). Figure 14 outlines various simulation 
arrangements performed on NS-2. We easily confirm the initial results by varying the bit 
error rate. The simulation parameters are summarized in Table 1. 
First we note that the chosen traffic for the carried simulations was Constant Bit Rate (CBR) 
over the Transport-layer User Datagram Protocol (UDP). In fact, the CBR service category is  
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Fig. 13. Number of frame errors compared to the number of transmitted frames   
used for connections that transport traffic at a constant bit rate, where there is an inherent 
reliance on time synchronization between the traffic source and destination. CBR is tailored 
for any type of data for which the end-systems require predictable response time and a static 
amount of bandwidth continuously available for the life-time of the connection. These 
applications include services such as video conferencing, telephony (voice services) or any 
type of on-demand service, such as interactive voice and audio. 
The obtained results verify the initial theoretical observations and validate the efficiency and 
adaptability of the new mechanism for both slow and rapid fluctuations of the transmission 
channel quality. In absence of errors (as shown in Figure 14.a.), MAARF reacts quickly and 
rises the higher allowed rate before the current techniques. While varying the Bit Error Rate 
(BER) value during simulation scenarios (Figures 14.b., 14.c. and 14.d.) the physical rate 
adjustment corresponding to MAARF is more suitable and faster than other tested algorithms. 
This outcome is clearly confirmed in Figures 14.e. and 14.f. by measuring the achieved 
throughput for two different BER values. Accordingly, we note an enhanced response from 
MAARF against the channel quality variations compared to the other two techniques. 
 
a. Physical rate tuning for ideal channel 
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Fig. 13. Number of frame errors compared to the number of transmitted frames   
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a. Physical rate tuning for ideal channel 
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b. Physical rate tuning with BER=1% 
 
c. Physical rate tuning with BER=3% 
 
d. Physical rate tuning with BER=7% 
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e. Measured throughput with BER=1% 
 
f. Measured throughput with BER=5% 
Fig. 14. Experimental NS-2 simulation results by varying the BER value   
5. Conclusions  
5.1 General remarks  
The IEEE 802.11 standard defines several MAC-level parameters (settings) that are available 
for tuning at the side of the Wireless Network Interface Card (NIC). The most important 
parameter available for adjustment is the transmit rate. Each rate corresponds to a different 
modulation scheme with its own trade-off between data throughput and distance between 
the MSs. In order to decide which rate is optimal at each specific moment, a control 
algorithm needs information about the current link conditions. Since it is difficult to get 
these information directly, most of the MAC rate-control algorithms use statistics-based 
feedbacks, for example, ACK count. We have shown, through a deep study of the currently-
used rate control mechanisms, that the main disadvantage of this indirect feedback is that it 
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is inherently slow, causing communication failures when the link conditions degrade 
rapidly (e.g., when the user moves fast). The short-term dropouts are normally handled by 
frame retransmissions. This is acceptable for download applications whose key requirement 
is a flagrant data throughput. However it leads to a significant increase in (average) packet 
delay and in the jitter due to the variations in the number of retransmissions. Streaming 
applications are very sensitive to long packet delays and high jitter, and less sensitive to the 
overall throughput (of course when this throughput is larger than the minimum value 
required by the application). Consequently, streaming applications achieve poor 
performances under a standard rate control (like ARF and AARF techniques).  
Hence, we have proposed a new algorithm noted Modified Auto Rate Fallback (MAARF). 
This technique implements a new decisional variable called Round Trip Time (RTT) which 
complies and cooperates with the basic parameter (number of returned ACKs). This new 
parameter is designed to make a good estimate of the instantaneous channel quality 
(observation of the channel state after each transmitted frame), and choose the adequate rate 
accordingly. 
Based on the simulation results we have shown a remarkable improvement in data 
throughput and physical rate control. In fact, the proposed MAARF mechanism provides 
higher values (about 17% to 58%) in comparison with those resulting from conventional 
algorithms. Table 2 presents an observed throughput summary of the MAARF scheme 
compared to existing algorithms (ARF and AARF) and gives an overview on the rate control 
enhancement for different BERs. The overall throughput observed within MAARF is much 
higher than other mechanisms when the BER reaches high values (12 times when the error 
rate is 10%). 
In conclusion simulation experiments were performed on the new dynamic time-based link 
adaptation mechanism and the corresponding results have shown the quality improvement 
on the transmission link. The results also demonstrated that the proposed mechanism 
outperforms the basic solution in terms of providing support to both acknowledgment-
based and time-based rate control decisions. Therefore MAARF meets the desired objectives 
by being able to reduce errors resulting from bad rate adjustment and then satisfy the 
transmission of multimedia applications in terms of required QoS.   
Observed throughput in 106 Mbps Enhancement in % 
BER ARF AARF MAARF MAARF / AARF 
0% 4.0335 4.0339 4.0461 0.3% 
1% 3.8930 3.8877 3.9225 0.8% 
3% 3.5419 3.3612 3.6719 9% 
5% 1.6992 1.4564 3.3826 >80% 
7% 0.4914 0.4914 3.0195 >80% 
10% 0.0774 0.7740 1.8273 >80% 
Table 2. Enhancement ratio of the MAARF technique  
5.2 The MAARF working out performance for real-time video streaming   
In the context of the Voice-over-IP and real-time video streaming (Video conferencing) 
which represent the most end-user demanded multimedia streaming applications to be 
supported over wireless connections, the proposed technique is supposed to enhance the 
video quality transmission by keeping the same compression degree, and so, avoiding the 
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cross layer design implemented by (Haratcherev et al., 2005) which involves an interaction 
between the application and MAC layers by assuming that the video encoder can also adapt 
to the link quality by changing the compression degree for example, and thus modifying the 
data rate. This so-called Coupled scheme is based on a cross-layer signaling by letting the 
rate control loops - of the MAC-layer and the Video coder - be mutually associated. In such 
way, the video coder will poll frequently for the current and predicted rate. For performance 
evaluation purpose, the same real experiment as performed in (Haratcherev et al., 2005) was 
carried out by streaming a video file between two laptops, both running Linux. The 802.11a 
cards used are based on the Atheros AR5000 chipset, and the card driver implements the 
discussed rate control algorithms. One of the laptops had a fixed position and the other one 
is following a predetermined track. The track consists of three parts: reaching from the room 
to a specific start position in the hallway, and waiting until certain time elapses (10s). Then 
keep moving with the laptop three times up and down the hallway (60s). Finally we back 
again into the room, where the fixed laptop lies (20s). We have evaluated four cases: ARF, 
AARF, MAARF and a Coupled version of the hybrid rate control (responsive MAC-
adaptation using radio-SNR and packet loss statistics) as described in (Haratcherev et al., 
2004). Each experiment took 90 seconds and we have compared the quality of the received 
videos using the Peek-Signal-to-Noise-Ratio (PSNR), a commonly used metric in video 
compression. 






















Fig. 15. PSNR measurements during the 90s real-time video streaming experiments   
 
Algorithm # Skipped Frames #  Lost Packets PSNR PSNR Middle 
MAARF 63 15 41.41 40.4 
Coupled Scheme 50 13 37.9 36.23 
AARF 182 16 28.19 25.32 
ARF 205 21 24.95 21.74 
Table 3. Summary of algorithms results  
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Hence, we have proposed a new algorithm noted Modified Auto Rate Fallback (MAARF). 
This technique implements a new decisional variable called Round Trip Time (RTT) which 
complies and cooperates with the basic parameter (number of returned ACKs). This new 
parameter is designed to make a good estimate of the instantaneous channel quality 
(observation of the channel state after each transmitted frame), and choose the adequate rate 
accordingly. 
Based on the simulation results we have shown a remarkable improvement in data 
throughput and physical rate control. In fact, the proposed MAARF mechanism provides 
higher values (about 17% to 58%) in comparison with those resulting from conventional 
algorithms. Table 2 presents an observed throughput summary of the MAARF scheme 
compared to existing algorithms (ARF and AARF) and gives an overview on the rate control 
enhancement for different BERs. The overall throughput observed within MAARF is much 
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In conclusion simulation experiments were performed on the new dynamic time-based link 
adaptation mechanism and the corresponding results have shown the quality improvement 
on the transmission link. The results also demonstrated that the proposed mechanism 
outperforms the basic solution in terms of providing support to both acknowledgment-
based and time-based rate control decisions. Therefore MAARF meets the desired objectives 
by being able to reduce errors resulting from bad rate adjustment and then satisfy the 
transmission of multimedia applications in terms of required QoS.   
Observed throughput in 106 Mbps Enhancement in % 
BER ARF AARF MAARF MAARF / AARF 
0% 4.0335 4.0339 4.0461 0.3% 
1% 3.8930 3.8877 3.9225 0.8% 
3% 3.5419 3.3612 3.6719 9% 
5% 1.6992 1.4564 3.3826 >80% 
7% 0.4914 0.4914 3.0195 >80% 
10% 0.0774 0.7740 1.8273 >80% 
Table 2. Enhancement ratio of the MAARF technique  
5.2 The MAARF working out performance for real-time video streaming   
In the context of the Voice-over-IP and real-time video streaming (Video conferencing) 
which represent the most end-user demanded multimedia streaming applications to be 
supported over wireless connections, the proposed technique is supposed to enhance the 
video quality transmission by keeping the same compression degree, and so, avoiding the 
A Dynamic Link Adaptation for Multimedia  
Quality-Based Communications in IEEE_802.11 Wireless Networks 51
cross layer design implemented by (Haratcherev et al., 2005) which involves an interaction 
between the application and MAC layers by assuming that the video encoder can also adapt 
to the link quality by changing the compression degree for example, and thus modifying the 
data rate. This so-called Coupled scheme is based on a cross-layer signaling by letting the 
rate control loops - of the MAC-layer and the Video coder - be mutually associated. In such 
way, the video coder will poll frequently for the current and predicted rate. For performance 
evaluation purpose, the same real experiment as performed in (Haratcherev et al., 2005) was 
carried out by streaming a video file between two laptops, both running Linux. The 802.11a 
cards used are based on the Atheros AR5000 chipset, and the card driver implements the 
discussed rate control algorithms. One of the laptops had a fixed position and the other one 
is following a predetermined track. The track consists of three parts: reaching from the room 
to a specific start position in the hallway, and waiting until certain time elapses (10s). Then 
keep moving with the laptop three times up and down the hallway (60s). Finally we back 
again into the room, where the fixed laptop lies (20s). We have evaluated four cases: ARF, 
AARF, MAARF and a Coupled version of the hybrid rate control (responsive MAC-
adaptation using radio-SNR and packet loss statistics) as described in (Haratcherev et al., 
2004). Each experiment took 90 seconds and we have compared the quality of the received 
videos using the Peek-Signal-to-Noise-Ratio (PSNR), a commonly used metric in video 
compression. 






















Fig. 15. PSNR measurements during the 90s real-time video streaming experiments   
 
Algorithm # Skipped Frames #  Lost Packets PSNR PSNR Middle 
MAARF 63 15 41.41 40.4 
Coupled Scheme 50 13 37.9 36.23 
AARF 182 16 28.19 25.32 
ARF 205 21 24.95 21.74 
Table 3. Summary of algorithms results  
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In Figure 15 the quality (PSNR) is shown for the whole experiment (90s). In the left part 
(0−10s) the channel conditions are excellent since a high quality was fulfilled with all cases. 
The middle part is best described as having continuous variation. The right part has good 
channel conditions again. As we can notice, the MAARF case has a higher PSNR in almost 
all cases. Table 3 summarizes the number of skipped frames (by the encoder), the number of 
lost packets, the average PSNR and the average PSNR in the unstable period (between 10 
and 70s). Although the lost packets counts are not the same in the four cases, it does not 
justify the difference in PSNR values. In the ARF and AARF cases, the total number of 
skipped frames is much higher, as we expected. Looking at the average PSNR in the 10−70s 
period, we conclude that MAARF outperforms the other techniques based on an enhanced 
channel assessment. As a result, the proposed video streaming experiments better illustrate 
the improvement made using MAARF by reducing the number of lost packets and skipped 
frames. Both effects resulted in a high visual quality opposed to the cases of ACK-based rate 
control algorithms. Meanwhile the Coupled cross-layer signaling scheme had also very 
encouraging results in terms of packets loss and skipped frames which let us consider a 
warning concept between the video encoder and the MAARF decision in the MAC layer. 
Therefore, a second version of the MAARF technique including a cross-layer signaling 
solution will be investigated in the next research step. This extended adaptation would be 
able to further avoid packet losses and especially to prevent skipped frames of the emerging 
voice/video streaming services. Of course, it would have an adverse effect on the visual 
quality of the decoded video however we will need to further carry out real streaming video 
experiments over a wireless 802.11 link between MSs to conclude if the cross-layer signaling 
between the MAC-layer and the video coder will lead to a visual quality increase in term of 
measured PSNR. 
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1. Introduction  
With the development and widespread of diverse wireless network technologies such as 
wireless local area networks (WLANs), the number of mobile internet users keeps on 
growing. This rapid increase in mobile internet users records a phenomenal growth in the 
deployment of the IEEE 802.11 WLANs (IEEE Std 802.11, 1999) in various environments like 
universities (Corner et al., 2010; Hills & Johnson, 1996), companies, shopping centers (Bahl 
et al., 2001) and hotels. This category of networks then will be the underlying basis of 
ubiquitous wireless networks by decreasing infrastructure costs and providing stable 
Internet connectivity at anytime and anywhere (Kashihara et al., 2011; Kunarak & 
Suleesathira, 2011). Hence many believe that are expected to be part of the integrated fourth 
generation (4G) network. At the same time, voice over IP (VoIP) is expected to become a 
core application in the ubiquitous wireless networks, i.e., the next generation cell-phone. 
Recently, many users have easily used VoIP communication such as Skype (Skype, 2003) in 
wireless networks. However, in the mobility context WLANs become not appropriate to the 
strict delay constraints placed by many multimedia applications, and Mobile Stations (MSs) 
cannot seamlessly traverse the 802.11 Access Points (APs) during VoIP communication due 
to various factors such as the inherent instability of wireless medium and a limited 
communication area. MSs are required to find and then to associate with another AP with 
acceptable signal quality whenever they go beyond the coverage area of the currently 
associated AP. The overall process of changing association from one AP to another is called 
handoff or handover process and the latency involved in the process is termed as handoff 
latency.  
Thus, even if an MS can avoid communication termination at handoff, the following 
problems must also be resolved to maintain VoIP communication quality during movement. 
First, the timing to initiate handover is also a critical issue. In fact, late handover initiation 
severely affects VoIP communication quality because the wireless link quality suddenly 
degrades. Second, how to recognize which AP will be the best choice among available APs 
is an issue of concern. Thus, to meet the lofty goal of integrating the next generation 
networks and to maintain VoIP communication quality during movement, the above 
requirements must be satisfied. 
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problems must also be resolved to maintain VoIP communication quality during movement. 
First, the timing to initiate handover is also a critical issue. In fact, late handover initiation 
severely affects VoIP communication quality because the wireless link quality suddenly 
degrades. Second, how to recognize which AP will be the best choice among available APs 
is an issue of concern. Thus, to meet the lofty goal of integrating the next generation 
networks and to maintain VoIP communication quality during movement, the above 
requirements must be satisfied. 
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In fact, in 802.11 networks, the handoff process is partitioned into three phases: probing 
(scanning), re-authentication and re-association. According to (Mishra et al., 2003; Bianchi et 
al., 1996) the handoff procedure in IEEE 802.11 normally takes hundreds of milliseconds, 
and almost 90% of the handoff delay is due to the search of new APs, the so-called probe 
delay. This rather high handoff latency results in play-out gaps and poor quality of service 
for time-bounded multimedia applications. Other than the latency concern, the MS 
association with a specific AP is based only on the Received Signal Strength Indicator (RSSI) 
measurement of all available APs. This naïve procedure needs to be tuned since it leads to 
undesirable results (many MSs are connected to a few overloaded APs). The handoff process 
should take into account other context-based parameters, i.e. the load of APs. 
In this chapter, we propose an optimized VoIP-oriented version of the Prevent Scan Handoff 
Procedure (PSHP) scheme (Rebai et al., 2009a, 2010, 2011) that will decrease both handoff 
latency and occurrence by performing a seamless prevent scan process and an effective next-
AP selection. Basically, the IEEE 802.11 PSHP technique reduces the probe phase and adapts 
the process latency to support most of multimedia applications. In fact, it decreases the 
delay incurred during the discovery phase significantly by inserting a new Pre-Scan phase 
before a poor link quality will be reached. The available in range APs are kept in a dynamic 
list which will be periodically updated. As a complementary proposition, the authors in 
(Rebai et al., 2009b) integrated an effective AP selection based on Neighbor Graph (NG) 
manipulation and a new heuristic function that employs multiple-criteria to derive 
optimized search. Furthermore so far, to our knowledge, no adaptive techniques with 
crosslayering approach have been addressed, on transmitting real-time applications during 
a handover process. However various cross-layer adaptive rate control methods coupled 
with the MAC link adaptation have been presented for voice/video applications. Analyzing 
the opportunity from the literature, this research study focuses on IEEE802.11 handoff 
optimization using codec adaptation mechanism based on both parameters: codec type and 
packet size. Through real experiments and performance evaluation, we show effectiveness 
of the optimized PSHP draft which accomplishes a VoIP transmission over an 802.11 link 
without interruptions when altering between available APs. The rest of the chapter is 
organized as follows. Section 2 presents overview of handoff procedure performed in IEEE 
802.11 WLANs and discusses related works. We present in section 3 operation details and 
several simulation results of PSHP Medium Access Control (MAC)-Layer handoff method 
(Rebai et al., 2011). The new VoIP-oriented PSHP technique and its experimental analysis 
are shown in section 4 followed by concluding remarks in section 5.  
2. Backgrounds and related works  
2.1 The Handoff Process in IEEE 802.11  
Typically the 802.11 WLAN was originally designed without the consideration of mobility 
support, MAC layer handoff mechanism enables MSs to continue their communication 
between multiple nearby APs. However, in regard to the mobility in the WLAN, there exists 
a problem to support the VoIP applications. When a MS performs handoff to the other AP, it 
should suffer from significant handoff latency causing the service degradation of the VoIP 
service where the typical VoIP application requires maximum 20~50ms packet arrival time. 
First we define the following terms: the coverage area of an AP is termed by Basic service set 
(BSS). Extended service set (ESS) is an interconnection of BSSs and wired LANs via 
distributed system (DS) as shown in Figure 1. 



















Fig. 1. The IEEE 802.11 infrastructure mode 
The inter-cell commutation can be divided into three different phases: detection, probing 
(scanning) and effective handoff (including authentication and re-association). In order to make a 
handoff, the MS must first decide when to handoff. A handoff process in IEEE 802.11 is 
commonly initiated when the Received Signal Strength (RSS) from current AP drops below 
a pre-specified threshold, termed as handoff threshold in the literature (Mishra et al., 2003; 
Raghavan et al., 2005). Using only current AP’s RSS to initiate handoff might force the MS to 
hold on to the AP with low signal strength while there are better APs in its vicinity. As 
shown in Figure 2, when a handoff is triggered, an AP discovery phase begins and a MAC 
layer function called scan is executed. A management frame called De-authentication packet 
is sent, either by the mobile station before changing the actual channel of communication 
which allows the access point to update its MS-affiliation table, either by the AP which 
requests the MS to leave the cell. Since there is no specific control channel for executing the 
scan, the MS has to search for new APs from channel to channel by temporarily interrupting 
its association with the old AP. The scan on each channel can be performed by either 
passively listening to beacon signals or actively exchanging probe messages with new APs. 
After a new AP is found and its RSS exceeds Delta-RSS over the old AP, the MS will change 
its association to the new AP and a re-authentication phase begins. During the passive scan 
mode the MS listens to the wireless medium for beacon frames which provide the MS with 
timing and advertising information. Current APs have a default beacon interval of 100ms 
(Velayos & Karlsson, 2004). Therefore, the passive scan mode incurs significant delay. After 
scanning all available channels, the MS performs a Probe phase (used in active mode) only 
for the selected AP. As mentioned the polled AP is elected only based on RSSI parameter. 
The 802.11k group (IEEE Std. 802.11k, 2003) works on improving the choice of the next AP 
taking into account the network. In the active scan mode, the MS sends a Probe Request 
packet on each probed channel and waits MinChannelTime for a Probe Response packet from 
each reachable AP. If one packet at least is received, the MS extends the sensing interval to 
MaxChannelTime in order to obtain more responses and the channel is declared active. Thus, 
the waiting time on each channel is irregular since it is controlled by two timers (not as 
passive scan). The selected AP exchanges IEEE 802.11 authentication messages with the MS. 
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The inter-cell commutation can be divided into three different phases: detection, probing 
(scanning) and effective handoff (including authentication and re-association). In order to make a 
handoff, the MS must first decide when to handoff. A handoff process in IEEE 802.11 is 
commonly initiated when the Received Signal Strength (RSS) from current AP drops below 
a pre-specified threshold, termed as handoff threshold in the literature (Mishra et al., 2003; 
Raghavan et al., 2005). Using only current AP’s RSS to initiate handoff might force the MS to 
hold on to the AP with low signal strength while there are better APs in its vicinity. As 
shown in Figure 2, when a handoff is triggered, an AP discovery phase begins and a MAC 
layer function called scan is executed. A management frame called De-authentication packet 
is sent, either by the mobile station before changing the actual channel of communication 
which allows the access point to update its MS-affiliation table, either by the AP which 
requests the MS to leave the cell. Since there is no specific control channel for executing the 
scan, the MS has to search for new APs from channel to channel by temporarily interrupting 
its association with the old AP. The scan on each channel can be performed by either 
passively listening to beacon signals or actively exchanging probe messages with new APs. 
After a new AP is found and its RSS exceeds Delta-RSS over the old AP, the MS will change 
its association to the new AP and a re-authentication phase begins. During the passive scan 
mode the MS listens to the wireless medium for beacon frames which provide the MS with 
timing and advertising information. Current APs have a default beacon interval of 100ms 
(Velayos & Karlsson, 2004). Therefore, the passive scan mode incurs significant delay. After 
scanning all available channels, the MS performs a Probe phase (used in active mode) only 
for the selected AP. As mentioned the polled AP is elected only based on RSSI parameter. 
The 802.11k group (IEEE Std. 802.11k, 2003) works on improving the choice of the next AP 
taking into account the network. In the active scan mode, the MS sends a Probe Request 
packet on each probed channel and waits MinChannelTime for a Probe Response packet from 
each reachable AP. If one packet at least is received, the MS extends the sensing interval to 
MaxChannelTime in order to obtain more responses and the channel is declared active. Thus, 
the waiting time on each channel is irregular since it is controlled by two timers (not as 
passive scan). The selected AP exchanges IEEE 802.11 authentication messages with the MS. 
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During this phase one of the two authentication methods can be achieved: Open System 
Authentication or Shared Key Authentication. Detailed authentication packets exchange has 
been addressed in (Rebai et al., 2011). After that the MS is authenticated by the AP, it sends 
Re-association Request message to the new AP. At this phase, the old and new APs exchange 
messages defined in Inter Access Point Protocol IAPP (IEEE Std. 802.11F, 2003). 
Furthermore, once the MS is authenticated, the association process is triggered. The Cell’s 
information is exchanged: the ESSID and supported transmission rates. 
During these various steps, the MS will be not able to exchange data with its AP. Based on 
values defined by the IEEE 802.11 standard, it is observed that the re-authentication which 
comprises an authentication and an association spends no more than 20ms on average, but a 
scanning delay may take between 350 and 500 ms and increase considerably the overall 
handoff latency (Mishra et al., 2003; Bianchi et al., 1996). An additional process is involved 
when the MS needs to change its IP connectivity (Johnson et al., 2004). In such a scenario, 
the MS needs to find a new access router. Also, the address binding information has to be 
updated at the home agent and corresponding agent (Cornall et al., 2002).  
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Fig. 2. The 802.11 handover phases 
2.2 Literature survey  
The scan phase of handover is the most costly in terms of time and traffic since it includes 
the probe and the channel switching sub-phases. Explicitly, the switching time is negligible 
and varies between 40 and 150µs as it was identified in (IEEE Std. 802.11i, 2004). Within the 
passive scan the interval between beacons is 100ms of IEEE 802.11b with 11 channels and 
802.11a with 32 channels, the average latency will be respectively 1100ms and 3200ms. On 
the other hand, the time incurred with an active scan can be determined by the 
MinChannelTime and MaxChannelTime values. The MinChannelTime value should be large 
enough to not miss the proberesponse frames and obeys the formula given in Equation 1. 
 ( )≥ + ×MinChannelTime DIFS CW SlotTime  (1) 
where, DIFS is the minimum waiting time necessary for a frame to access to the channel. 
The backoff interval is represented by the contention window (CW) multiplied by SlotTime. 
Regarding the authentication and authentication phases latency are proportional to the 
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number of messages exchanged between the AP and the MS and limited to the medium 
access time which depends on the traffic in the cell (such management frames have no 
special priority). In (Velayos & Karlsson, 2004) these delays are estimated to less than 4ms in 
absence of a heavy traffic in the new selected cell. Thus, numerous schemes have been 
proposed to reduce the handoff scan delay in the 802.11 WLANs. 
An interesting handoff scheme, called SyncScan, is proposed (Ramani & Savage, 2005) to 
reduce the probe delay by allowing a MS to monitor continuously the nearby APs and to 
record RSSs from available channel. Essentially, this technique replaces the existing large 
temporal additional costs during the scan phase. The absence delay of the MS with its 
current channel is minimized by synchronizing short listening periods of other channels (see 
Figure 3). In fact, the MS synchronize its next channel probing with the transmission of other 
APs beacons on each channel. By switching regularly and orderly on each channel, the MS 
reduces its disconnection delay with its actual AP. However, the SyncScan process suffers 
from regular additional interruptions during the MS absence when exploring other 
channels. These errors are very costly in terms of packets loss and skipped frames for time-
bounded applications. Moreover, this extra charge will affect all MSs even those that will 
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Fig. 3. The SyncScan mechanism 
In (Waharte et al., 2004) authors propose an innovative solution to optimize the AP’s 
exploration during the scan phase based on the use of sensors operating on the 802.11 
network. As shown in Figure 4, these sensors are arranged in cells and spaced 50 to 150 
meters. These sensors have a role to listen to the network using beacons sent periodically by 
in-range APs. When the MS should change its actual cell, it performs a pre-scan operation 
which involves the sending of a request query to the sensors. Only sensors that have 
received this request (in range of the MS) react by sending the list of APs that they have 
identified. We figure out that this solution is effective in terms of the next-AP choice and the 
consequent results have improved significantly the standard handoff scheme. However, it is 
very expensive and has an extra cost by causing an additional load of unnecessary network 
traffic due to the sensor use. Moreover, this method is a non compliant solution with the 
actual 802.11 networks and requires radical changes to adapt it. 
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During this phase one of the two authentication methods can be achieved: Open System 
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2.2 Literature survey  
The scan phase of handover is the most costly in terms of time and traffic since it includes 
the probe and the channel switching sub-phases. Explicitly, the switching time is negligible 
and varies between 40 and 150µs as it was identified in (IEEE Std. 802.11i, 2004). Within the 
passive scan the interval between beacons is 100ms of IEEE 802.11b with 11 channels and 
802.11a with 32 channels, the average latency will be respectively 1100ms and 3200ms. On 
the other hand, the time incurred with an active scan can be determined by the 
MinChannelTime and MaxChannelTime values. The MinChannelTime value should be large 
enough to not miss the proberesponse frames and obeys the formula given in Equation 1. 
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number of messages exchanged between the AP and the MS and limited to the medium 
access time which depends on the traffic in the cell (such management frames have no 
special priority). In (Velayos & Karlsson, 2004) these delays are estimated to less than 4ms in 
absence of a heavy traffic in the new selected cell. Thus, numerous schemes have been 
proposed to reduce the handoff scan delay in the 802.11 WLANs. 
An interesting handoff scheme, called SyncScan, is proposed (Ramani & Savage, 2005) to 
reduce the probe delay by allowing a MS to monitor continuously the nearby APs and to 
record RSSs from available channel. Essentially, this technique replaces the existing large 
temporal additional costs during the scan phase. The absence delay of the MS with its 
current channel is minimized by synchronizing short listening periods of other channels (see 
Figure 3). In fact, the MS synchronize its next channel probing with the transmission of other 
APs beacons on each channel. By switching regularly and orderly on each channel, the MS 
reduces its disconnection delay with its actual AP. However, the SyncScan process suffers 
from regular additional interruptions during the MS absence when exploring other 
channels. These errors are very costly in terms of packets loss and skipped frames for time-
bounded applications. Moreover, this extra charge will affect all MSs even those that will 
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In (Waharte et al., 2004) authors propose an innovative solution to optimize the AP’s 
exploration during the scan phase based on the use of sensors operating on the 802.11 
network. As shown in Figure 4, these sensors are arranged in cells and spaced 50 to 150 
meters. These sensors have a role to listen to the network using beacons sent periodically by 
in-range APs. When the MS should change its actual cell, it performs a pre-scan operation 
which involves the sending of a request query to the sensors. Only sensors that have 
received this request (in range of the MS) react by sending the list of APs that they have 
identified. We figure out that this solution is effective in terms of the next-AP choice and the 
consequent results have improved significantly the standard handoff scheme. However, it is 
very expensive and has an extra cost by causing an additional load of unnecessary network 
traffic due to the sensor use. Moreover, this method is a non compliant solution with the 
actual 802.11 networks and requires radical changes to adapt it. 
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Fig. 4. Sensors-based scan handoff technique 
In (Huang et al., 2006), the authors proposed a selective scan technique in the IEEE 802.11 
WLAN contexts that support the IAPP protocol (IEEE Std. 802.11F, 2003) to decrease the 
handover latency. This mechanism, as shown in Figure 5, reduces the scan time of a new AP 
by combining an enhanced Neighbor Graph ‘NG’ (Kim et al., 2004) scheme and an enhanced 
IAPP scheme. If a MS knows exactly its adjacent APs - provided by the NG RADIUS server 
(Radius, RFC 2865 & 2866) - it can use selective scanning by unicast to avoid scanning all 
channels. They enhanced the NG approach by putting the MS to power-saving mode (PSM) 
to pre-scan neighboring APs. This solution reduces, in a remarkable way, the total latency of 
the handoff mechanism. On the other hand, it requires that the MS must have knowledge on 
the network architecture and its adjacent APs to be able to employ selective scan. In 
addition, we should take into account the number of packets added by the IAPP that may 
affect the current traffic. Moreover, we note that all data packets have been sent to the old 
AP and then routed to the new selected AP before the link-layer is updated, which 
corresponds to a double transmission of the same data frames in the network. Thus, it 
greatly increases both the collision and the loss rates in 802.11 wireless networks. 











AP  Neig. Channel # MSs IP BSSID 
 
A 
B 6 2 192.168… 00:60:B3… 
E 6 6 192.168… 00:60:B3… 
D 11 7 192.168… 00:60:B3… 
… … … … … 
 
B 
A 1 3 192.168… 00:60:B3… 
C 11 1 192.168… 00:60:B3… 
D 11 7 192.168… 00:60:B3… 
… …  192.168… … 
…  …  … …  … … 
Fig. 5. The NG-based handover architecture 
In (Chintala et al., 2007) the authors proposed two changes to the basic algorithm of IEEE 
802.11 which reduce significantly the handover average latency using inter-AP 
communications during the scan phase. In the first proposed scheme (as shown in Figure 6), 
called Fast Handoff by Avoiding Probe wait (FHAP), additional costs incurred during this 
phase are reduced by forcing the potential APs to send their probe response packets to the 
old AP using the IAPP protocol and not to the MS which was sent the probe request. 
Therefore, the MS will avoid the long probe wait and then the packets loss is considerably 
reduced without any additional cost in the network. Consequently, during the probe phase 
the MS switches between channels and sends the probe request. Then it switches back to its 
actual AP to receive the probe responses. 
However, based on this approach we note that the handover threshold should be adjusted 
so that the MS can communicate with its AP after the probe phase. Also, while the probe 
response packets are received via the current AP and not on their respective channels, the 
MS will not be able to measure the instantaneous values of RSSI and then evaluate the 
sensed channels quality.  
In (Chintala et al., 2007; Roshan & Leary, 2009) the authors improved their first solution 
by proposing a new mechanism called Adaptive Preemptive Fast Handoff (APFH). The 
APFH method requires that the MS predetermines a new AP before the handover begins. 
Then, the handover threshold is reached, the MS avoids the discovery phase and triggers 
immediately the re-authentication phase. This process will reduce the total handover 
latency to the re-association/authentication delay. The APFH method splits the coverage 
area of the AP depending on the signal strength in three areas: safe zone, gray zone and 
handover zone. As its name indicates, the safe zone is the part of the coverage area where 
the MS is not under a handover threat. The gray area is defined as an area where the 
handover probability is high. Therefore the MS begins collecting information on a new 
best AP. This second mechanism removes the entire handover latency and respects the 
strict VoIP transmission constraints. 
Many research works were done on the network-layer regarding the challenge to support 
the mobility in IP networks – i.e. IPv6 (Johnson et al., 2004; Cornall et al., 2002). A detailed 
review of the most relevant methods and a deep time study of the handoff process have 
been presented in (Rebai et al., 2009a, 2009b; Ramani & Savage, 2005). 
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In (Huang et al., 2006), the authors proposed a selective scan technique in the IEEE 802.11 
WLAN contexts that support the IAPP protocol (IEEE Std. 802.11F, 2003) to decrease the 
handover latency. This mechanism, as shown in Figure 5, reduces the scan time of a new AP 
by combining an enhanced Neighbor Graph ‘NG’ (Kim et al., 2004) scheme and an enhanced 
IAPP scheme. If a MS knows exactly its adjacent APs - provided by the NG RADIUS server 
(Radius, RFC 2865 & 2866) - it can use selective scanning by unicast to avoid scanning all 
channels. They enhanced the NG approach by putting the MS to power-saving mode (PSM) 
to pre-scan neighboring APs. This solution reduces, in a remarkable way, the total latency of 
the handoff mechanism. On the other hand, it requires that the MS must have knowledge on 
the network architecture and its adjacent APs to be able to employ selective scan. In 
addition, we should take into account the number of packets added by the IAPP that may 
affect the current traffic. Moreover, we note that all data packets have been sent to the old 
AP and then routed to the new selected AP before the link-layer is updated, which 
corresponds to a double transmission of the same data frames in the network. Thus, it 
greatly increases both the collision and the loss rates in 802.11 wireless networks. 
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In (Chintala et al., 2007) the authors proposed two changes to the basic algorithm of IEEE 
802.11 which reduce significantly the handover average latency using inter-AP 
communications during the scan phase. In the first proposed scheme (as shown in Figure 6), 
called Fast Handoff by Avoiding Probe wait (FHAP), additional costs incurred during this 
phase are reduced by forcing the potential APs to send their probe response packets to the 
old AP using the IAPP protocol and not to the MS which was sent the probe request. 
Therefore, the MS will avoid the long probe wait and then the packets loss is considerably 
reduced without any additional cost in the network. Consequently, during the probe phase 
the MS switches between channels and sends the probe request. Then it switches back to its 
actual AP to receive the probe responses. 
However, based on this approach we note that the handover threshold should be adjusted 
so that the MS can communicate with its AP after the probe phase. Also, while the probe 
response packets are received via the current AP and not on their respective channels, the 
MS will not be able to measure the instantaneous values of RSSI and then evaluate the 
sensed channels quality.  
In (Chintala et al., 2007; Roshan & Leary, 2009) the authors improved their first solution 
by proposing a new mechanism called Adaptive Preemptive Fast Handoff (APFH). The 
APFH method requires that the MS predetermines a new AP before the handover begins. 
Then, the handover threshold is reached, the MS avoids the discovery phase and triggers 
immediately the re-authentication phase. This process will reduce the total handover 
latency to the re-association/authentication delay. The APFH method splits the coverage 
area of the AP depending on the signal strength in three areas: safe zone, gray zone and 
handover zone. As its name indicates, the safe zone is the part of the coverage area where 
the MS is not under a handover threat. The gray area is defined as an area where the 
handover probability is high. Therefore the MS begins collecting information on a new 
best AP. This second mechanism removes the entire handover latency and respects the 
strict VoIP transmission constraints. 
Many research works were done on the network-layer regarding the challenge to support 
the mobility in IP networks – i.e. IPv6 (Johnson et al., 2004; Cornall et al., 2002). A detailed 
review of the most relevant methods and a deep time study of the handoff process have 
been presented in (Rebai et al., 2009a, 2009b; Ramani & Savage, 2005). 
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Fig. 6. The discovery phase of the FHAP method 
3. Prevent-Scan Handoff Procedure (PSHP) 
In (Aboba, 2003) it has showed that the typical handoff latency in IEEE 802.11b with IAPP 
network may take a probe delay of 40 to 300ms with a constant IAPP delay of 40ms. To 
allow the IAPP protocol to reduce this delay, we firstly have imposed (Rebai et al., 2009b) 
that the MS must authenticate with the first AP of the ESS. The IAPP based pre-
authentication (Orinoco T.B., 2000) is achieved even before MS enters into the discovery 
state, thus it does not contribute to the handoff latency. Then we have proposed (Rebai et al., 
2011) to define a new threshold other than the existing handoff threshold. It is called 
Preventive RSSI and termed by (RSSIprev) and defined in the given Equation 2. 
 min max min( ) 2= + −prevRSSI RSSI RSSI RSSI  (2) 
where, RSSImax indicates the best link quality measured between a MS and its AP. As its 
name implies, the RSSIprev is a value of the link quality above which the MS is not under the 
threat of imminent handoff. Starting from this threshold the proposed algorithm detects the 
mobility of a MS and triggers the next-AP search which can offer a better link quality. 
A continuous pre-scan process is generated in which the MS should switch channels and 
wait for beacons from potential APs. Since the switching and waiting delays are greater than 
the maximum retransmission time of 802.11 frames (4ms), time-bounded packets may be 
dropped by the MS (not able to acknowledge them). To overcome this drawback, the 
algorithm let the MS announces a Power Saving Mode (PSM) before switching channels 
(Baek & Choi, 2008). This causes the AP to buffer packets until the MS returns to its channel 
and resets the PSM mode. These buffers will not be overfilled during the PSM mode (very 
short in duration). In addition the pre-scan is programmed so that it does not disturb the 
existing traffic flow between the MS and its AP. Figure 7 presents the new state machine for 
a MS showing the various amendments that we have added to the basic algorithm.  
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Fig. 7. State machine of the PSHP procedure performed by the mobile station 
The major advantage of the proposed scheme resides in the periodicity of checking for a 
new AP offering a better quality of link for forthcoming transmissions. The pre-scan phase is 
launched each α defined by the following Equation 3: 
 ( ) 1.5 α = + × ×
 switch
T MaxChannelTime N  (3) 
where, Tswitch is the switching delay from one channel to another, and N is the number of 
available channels.  
In the PSHP scheme we enumerate three forms of handoff that can be happened depending 
on network conditions. Initially, the MS is in standby state. If the RSSI value associated to 
the current AP degrades and reaches the RSSIprev, then the MS switches to the pre-handoff 
state to check its dynamic list. It will try to find out a new AP with a corresponding RSSI 
value higher than the actual one. If such value exists, the MS switches to a ‘handoff form1’ 
state and performs a re-association procedure with the chosen AP. Otherwise, the MS 
returns to its standby state. If the measured RSSI value with the current AP is deteriorating 
suddenly and reaches the minimum bound (handover threshold), then the MS passes 
directly from the standby state to the ‘urgent handover’ state. In such state the MS must 
decide whether to perform the second or the third form of handover depending only on the 
instantaneous data of the dynamic list. If the first-listed AP has a value of RSSI greater than 
the handover threshold, then the MS switches to the ‘handover form2’ state. If such case 
does not exist, the MS switches to the ‘handover form3’ state in which it carries out a 
classical 802.11 handoff with a traditional scan procedure. We note that during the first two 
handoff occurrences (form1 and form2) the overall latency is equal only to the re-association 
delay, while using the ‘handoff form3’ is rare in practice (after carrying out pre-scan cycles).   
3.1 Multiple-criteria AP selection technique  
A second PSHP add-on mechanism for the AP selection was proposed initially in (Rebai et 
al., 2010). The proposed techniques aims to choose the most adapted AP from available APs 
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for the next handover occurrence. The basic procedure is considering only the RSSI value as 
an indicator of the AP quality. This naïve procedure, leads to the undesirable result that 
many MSs are connected to a few APs, while other APs are underutilized or completely idle. 
In (Chou & Shin, 2005) the authors argued that the login data with the APs can reflect the 
actual situation of handovers given discrete WLAN deployment. As an example (see Figure 
8), two WLANs may be very close to each other but separated by a highway or a river. 
Conversely, if the user is moving fast (e.g. in a train), handover may need to take place 
among WLANs that are far apart, i.e. among non-neighbor APs. Thus, the context user 






















Fig. 9. Handoff scenario for a MS moving towards AP3 
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A new network-configuration method - that differs from the RSSI constrained process (Shin 
et al., 2004) – has been proposed by introducing three new network parameters to optimize 
the next-AP selection during a WLAN handoff procedure (Rebai et al., 2010). The first 
parameter reproduces the number of MSs associated with an AP to exploit the overload 
factor of APs. The second parameter counts the handoff occurrence between the actual AP 
and each potential AP, and so represents significant history-based information. This counter 
is incremented by one each time a handoff occurs between the corresponding two APs. It 
includes the location and other context-based information useful for the next AP-selection. 
The third parameter reproduces the number of neighbors APs of the next handover chosen 
AP. In other words, is reflects the number of 2-hop neighbors of the current AP through a 
potential AP. This “look-ahead” parameter is added to improve the choice of the next AP to 
maintain long-term connections. A full numerical optimization approach for the next-AP 
selection was discussed in (Rebai et al., 2010) as well as its application results.  
To elucidate the concept further, Figure 9 shows a sample handoff situation for a mobile 
moving from AP4 towards AP3. The standard 802.11 approach would handoff the mobile 
station (MS) to AP1 based on RSSI strength only. Then after few attempts it may switch the 
mobile to AP5. The proposed approach would result in a handoff directly to AP5 based on 
better handoff history criteria between AP4 and AP5 (high occurrence because of the bus 
trail), and more 2-hop neighbors through AP5. As the number of MSs was increased, with a 
bias towards moving to AP3, this add-on heuristic technique demonstrates clear advantage 
over the simple RSSI only approach and reduces considerably the handovers over the 
WLAN. 
3.2 PSHP simulation results  
In this section, the performance of the proposed scheme PSHP is evaluated and compared to 
the basic handoff scheme (currently used by most network interface cards) and other 
significant works founded in (Velayos & Karlsson, 2004; Ramani & Savage, 2005; Chintala et 
al., 2007). The handoff latencies of all schemes for different traffic loads are presented. This 
is followed by discussion on the total amount of time spent on handoff for all schemes. The 
effect of the proposed schemes on real time traffic is explored and weighed against the basic 
handoff scheme. We used C++ to simulate the new 802.11 handoff versus other described 
techniques. The IEEE 802.11b (IEEE Std. 802.11b, 1999) networks are considered for testing 
the schemes. The total number of the probable channels is assumed to be 11 channels 
(number of all the legitimate channels used in USA for 802.11b). We employed a total of 100 
APs and 500 MSs to carry out the simulations. The other parameters are outlined in Table 1. 
 
Parameter  Value  
Speed of MS 0.1 – 15 m/s 
Mobility Model  Random Way Point 
MinChannelTime / MaxChannelTime 7/11 ms 
Switch Delay 5 ms 
Handoff Threshold -51 dB 
Pre-Scan Threshold -45 dB 
Table 1. Simulation Parameters 
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the basic handoff scheme (currently used by most network interface cards) and other 
significant works founded in (Velayos & Karlsson, 2004; Ramani & Savage, 2005; Chintala et 
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is followed by discussion on the total amount of time spent on handoff for all schemes. The 
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handoff scheme. We used C++ to simulate the new 802.11 handoff versus other described 
techniques. The IEEE 802.11b (IEEE Std. 802.11b, 1999) networks are considered for testing 
the schemes. The total number of the probable channels is assumed to be 11 channels 
(number of all the legitimate channels used in USA for 802.11b). We employed a total of 100 
APs and 500 MSs to carry out the simulations. The other parameters are outlined in Table 1. 
 
Parameter  Value  
Speed of MS 0.1 – 15 m/s 
Mobility Model  Random Way Point 
MinChannelTime / MaxChannelTime 7/11 ms 
Switch Delay 5 ms 
Handoff Threshold -51 dB 
Pre-Scan Threshold -45 dB 
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In general, all the suggested solutions to optimize the handoff process aim to reduce the 
total latency below 50ms (International Telecom Union [ITU], 1988) mainly for multimedia 
applications. The proposed PSHP solution aims to be conforming to this restriction by 
reducing the total handoff delay incurred in 802.11 WLANs. We choose a free propagation 
model for the mobile stations. Thus, in performed simulations the received signal strength 
indicator value is based on the distance between a MS and its AP (RSSI-based positioning) 
as shown in (Kitasuka et al., 2005; Rebai et al., 2011). The adopted mobility model is based 
on the model of random mobility "Random Way Point Mobility Model" presented in 
(Boudec, 2005). The same moving model has been also adopted in other algorithms (Ramani 
& Savage, 2005; Huang et al., 2006; Kim et al., 2004; Chintala et al., 2007). 
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Fig. 10. Handoff Latency versus Traffic Loads 
Figure 10 shows the average handoff latency against different traffic loads for the three 
tested schemes. The APFH scheme achieves 67.62% delay improvement while the new 
PSHP method attains 95.21% improvement versus the basic 802.11 handoff scheme. The 
handoff latency of the classical approach is consistent with the simulation results in (Velayos 
& Karlsson, 2004) with similar parameters. Also, we point out by observing Figure 8 that the 
average handoff latencies for the PSHP and APFH schemes are both under 50ms which is 
well within VoIP constraints. However, PSHP performs the best and the minimal handoff 
delay compared to the APFH (Chintala et al., 2007). This remarkable improvement is 
reached since the new procedure performs a cyclic pre-scan phase before carrying out a 
handoff and most of handoffs are accomplished early by detecting the premature quality 
deterioration. As in (Ramani & Savage, 2005; Chintala et al., 2007) the traffic load is 
computed by dividing the number of active MSs (the MSs having data to transmit) over the 
maximum number of MSs transmitting on one AP’s cell. The maximum number of active 
MSs is equal to 32 in IEEE 802.11 WLANs.   
Based on the given results in (Mishra et al., 2003; Ramani & Savage, 2005; Kim et al., 2004) of 
related handoff techniques, we draw the following Table 2 resuming the total handoff 
delays for corresponding proposed mechanisms. We figure out a significant reduction 
achieved by the new PSHP algorithm compared to other solutions, and more specifically 
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with the basic handover mechanism. We also note that the SyncScan solution satisfies the 
time-bounded applications. However, the selective scanning method occasionally exceeds 
the required QoS limits. This result is due to the inefficacity of the NG graph technique to 
manage all network topology changes due to the continuous MS mobility. With PSHP the 
total latency is reduced to the re-authentication phase (≈11ms). This delay may reach 18ms 
because in some simulated cases a handoff occurrence is triggered during a pre-scan cycle.   
Scan Technique  Total Latency  
SyncScan (Ramani & Savage, 2005) 40±5ms 
Selective Scan (Kim et al., 2004)  48±5ms 
APFH (Chintala et al., 2007) 42±7ms 
Traditional 802.11 handoff from 112ms up to 366ms 
Proposed PSHP 11±7ms 
Table 2. Average latencies of different handoff procedures 
Figures 11 and 12 evaluate the performance of the APFH technique – the best known 
solution in literature – and the new PSHP scheme against VoIP traffic. The packet inter-
arrival time for VoIP applications is normally equal to 20ms (Chen et al., 2004), while it is 
also recommended that the inter-frame delay to be less than 50 ms (ITU, 1988; Chen et al., 
2004). This restriction is depicted as a horizontal red line at 50ms in Figures 11 and 12. A 
node with VoIP inter-arrival time is taken and the corresponding delays are shown. The 
vertical green dotted lines represent a handoff occurrence. The traffic load for the given 
simulations was fixed to 50% and the number of packets sent to 600 (≈2.5s). We note that 
handoff occurrences are not simultaneous for the two simulated patterns. The MSs adopting 
the new PSHP algorithm detect the quality deterioration with their corresponding AP earlier 
than the APFH process. We note that both techniques respect the time constraint of real-time 
applications on recorded inter-frame delays without exceeding the required interval (50ms). 
However, this constraint is better managed by the new approach and the inter-packet 
periods are more regular and smaller. As discussed before, the PSHP handoff latency is only 
reduced to re-authentication delay if all handovers occur under form1 and 2. If PSHP form3 
is performed, the latency is equal to the delay incurred in legacy 802.11 scanning all 
channels in addition to re-authentication delay. 
 






















Fig. 11. Inter-frame delay in APFH (Chintala et al., 2007) 
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Fig. 11. Inter-frame delay in APFH (Chintala et al., 2007) 
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Fig. 12. Inter-frame delay in PSHP  
To emphasize the last assertion we present in Figures 13 and 14, respectively, a count of 
handoff occurrences for both APFH and PSHP schemes according to the traffic load and the 
detailed number of the various handoff forms related to the new PSHP technique. We set 
the simulation time to 10s for each considered traffic load.  
By comparing values obtained by the two algorithms in Figure 13, we easily point out that 
the APFH technique (Chintala et al., 2007) performs less handovers in the network than the 
proposed PSHP scheme. This result can be explained by the adoption of the new form of 
preventive Handover (termed form1). Using this new form, a MS will not wait for a 
minimum quality recorded equal to the handoff threshold to trigger a handover. This new 
technique detects early the link quality deterioration with its current AP and performs an 
AP-switching to potentially improve link conditions. Therefore, the periodic pre-scan 
adopted by the new technique offers new opportunities to enhance the link quality between 
a MS and its AP and a significant reduction of the total handover delay. Indeed, with the 
pre-scan cycle the MS can discover other APs that have a better value of RSSI than provided 
by the current AP and provide the means to make more intelligent choices before and 
during a handover. The new algorithm PSHP has a better choice for the next AP by 
collecting periodic RSSI measurement. Thus, the decision is earlier and more beneficial 
when a handover is performed (rather than relying on a single sample as in usual schemes). 
Consequently, the extra number of PSHP occurrences versus APFH procedure happenings 
is compensated by an early choice of next AP with a better offered quality. 
In Figure 14, the vertical red lines represent the executed number of form1 handoffs. Blue 
lines represent the number of handoffs taken under the second and third form, i.e. urgent 
handoffs. Recall that handoff under the first form is started when the RSSI value degrades 
below the RSSIprev and above the handoff threshold. Handoffs of the second and third form 
start only if RSSI value is degraded below the handoff threshold. In Figure 14 we figure out 
for most traffic loads, urgent handoffs occur less frequently than handoffs of form1. We also 
state that the proposed algorithm presents true opportunity to improve link quality since 
most of handoff occurrences are executed before that the RSSI value degrades below the 
handoff threshold. Accordingly, we conclude that almost half of accomplished handoffs are 
done under the new first form, which explains the delay reduction of PSHP since the first 
form decreases the related latency considerably and improves the link quality between the 
MS and its current AP. 
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Fig. 13. Handoff Frequency   
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Fig. 14. Occurrence of Handoff forms in PSHP  
Table 3 shows the average probability of data packets being dropped and caused mainly by 
handoff procedure for the three schemes (APFH, PSHP, and the classic 802.11 approach). 
We also add the obtained result in (Ramani & Savage, 2005; Kim et al., 2004) for SyncScan 
and SelectiveScan, respectively. For comparison purposes, the traffic load for all nodes is 
divided into real-time and non real-time traffic with a ratio of 7.5/2.5. Other than errors 
caused by handoff occurrences, the real-time data packets are dropped also if the inter-
frame delay exceeds 50ms. The simulation time for each traffic type is 10s (equivalent to 
about 2500 frames). Clearly, PSHP outperforms the other three schemes and the basic 802.11 
as long as the traffic load is limited. The loss probability value of the new PSHP technique is 
divided by two compared to these obtained by SyncScan and SelectiveScan methods and by 
three of that accomplished by the standard 802.11 scheme.  
Scan Technique  Loss Probability  
SyncScan (Ramani & Savage, 2005) 0.92 x1E-02 
Selective Scan (Kim et al., 2004)  1.28 x1E-02 
APFH (Chintala et al., 2007) 0.72 x1E-02 
IEEE 802.11 handoff 1.62 x1E-02 
New PSHP 0.53 x1E-02 
Table 3. VoIP packet’s loss  
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To emphasize the last assertion we present in Figures 13 and 14, respectively, a count of 
handoff occurrences for both APFH and PSHP schemes according to the traffic load and the 
detailed number of the various handoff forms related to the new PSHP technique. We set 
the simulation time to 10s for each considered traffic load.  
By comparing values obtained by the two algorithms in Figure 13, we easily point out that 
the APFH technique (Chintala et al., 2007) performs less handovers in the network than the 
proposed PSHP scheme. This result can be explained by the adoption of the new form of 
preventive Handover (termed form1). Using this new form, a MS will not wait for a 
minimum quality recorded equal to the handoff threshold to trigger a handover. This new 
technique detects early the link quality deterioration with its current AP and performs an 
AP-switching to potentially improve link conditions. Therefore, the periodic pre-scan 
adopted by the new technique offers new opportunities to enhance the link quality between 
a MS and its AP and a significant reduction of the total handover delay. Indeed, with the 
pre-scan cycle the MS can discover other APs that have a better value of RSSI than provided 
by the current AP and provide the means to make more intelligent choices before and 
during a handover. The new algorithm PSHP has a better choice for the next AP by 
collecting periodic RSSI measurement. Thus, the decision is earlier and more beneficial 
when a handover is performed (rather than relying on a single sample as in usual schemes). 
Consequently, the extra number of PSHP occurrences versus APFH procedure happenings 
is compensated by an early choice of next AP with a better offered quality. 
In Figure 14, the vertical red lines represent the executed number of form1 handoffs. Blue 
lines represent the number of handoffs taken under the second and third form, i.e. urgent 
handoffs. Recall that handoff under the first form is started when the RSSI value degrades 
below the RSSIprev and above the handoff threshold. Handoffs of the second and third form 
start only if RSSI value is degraded below the handoff threshold. In Figure 14 we figure out 
for most traffic loads, urgent handoffs occur less frequently than handoffs of form1. We also 
state that the proposed algorithm presents true opportunity to improve link quality since 
most of handoff occurrences are executed before that the RSSI value degrades below the 
handoff threshold. Accordingly, we conclude that almost half of accomplished handoffs are 
done under the new first form, which explains the delay reduction of PSHP since the first 
form decreases the related latency considerably and improves the link quality between the 
MS and its current AP. 
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Fig. 13. Handoff Frequency   
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Fig. 14. Occurrence of Handoff forms in PSHP  
Table 3 shows the average probability of data packets being dropped and caused mainly by 
handoff procedure for the three schemes (APFH, PSHP, and the classic 802.11 approach). 
We also add the obtained result in (Ramani & Savage, 2005; Kim et al., 2004) for SyncScan 
and SelectiveScan, respectively. For comparison purposes, the traffic load for all nodes is 
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as long as the traffic load is limited. The loss probability value of the new PSHP technique is 
divided by two compared to these obtained by SyncScan and SelectiveScan methods and by 
three of that accomplished by the standard 802.11 scheme.  
Scan Technique  Loss Probability  
SyncScan (Ramani & Savage, 2005) 0.92 x1E-02 
Selective Scan (Kim et al., 2004)  1.28 x1E-02 
APFH (Chintala et al., 2007) 0.72 x1E-02 
IEEE 802.11 handoff 1.62 x1E-02 
New PSHP 0.53 x1E-02 
Table 3. VoIP packet’s loss  
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In conclusion, periodic scanning also provides the means to make more intelligent choices 
when to initiate handoff. The new PSHP can discover the presence of APs with stronger 
RSSIs even before the associated AP’s signal has degraded below the threshold. In addition, 
the pre-scan phase does not affect the existing wireless traffic since the corresponding MS 
will carry out a pre-scan cycle after declaring the PSM mode to buffer related packets. 
3.3 Evaluation of the new add-on AP-selection heuristic  
As mentioned above we add new context-based parameters for the next AP choice when a 
handover is triggered in the network by a MS. The result technique is not dependent on the 
used handoff method. Thus, we integrate the new developed heuristic function with both 
the classic and the proposed switching algorithm. Specifically, in the standard 802.11 
method the next AP selection will be performed after the scan phase on the found APs by 
choosing one based on the new objective function. Regarding the PSHP procedure this 
choice will be performed after each pre-scan cycle only on APs belonging the associated 
dynamic list. This function is also performed for both handoff form2 and form3. The only 
algorithm modification in PSHP form1 handoff process is that the objective function is 
performed only on listed APs that have an RRSI value greater than the actual RSSI 
measured between the MS and its actual AP. By adopting this condition we always maintain 
the main purpose of the PSHP which is an earlier selection of a new AP that offers a better 
link quality. Therefore, the modified PSHP will not choose automatically the first best AP in 
the list. However, it will select from existing AP that maximizes the objective function and 
also offers a better channel link quality. We set the same simulation parameters as given in 
Table 1. However, we add geographic constrains by influencing some MS-AP link qualities 
depending on AP initial positions and by introducing initial specific values for the CNX 
parameter to illustrate the already performed MS-journeys in the network and a random 
primary associations between MSs and the given set of APs. The simulated mobility model 
regarding the MS moves is no longer “Random Way Point”. To be closer to realistic 
networks and to better assess our mechanism we switch to the “Random Direction” 
Mobility Model which forces mobile stations to travel to the edge of the simulation area 
before changing direction and speed. We choose this model because of its inclusion 
simplicity and instead of the “City Section” Mobility Model – which represents streets 
within a city. By including these constrain, we evaluated of the proposed heuristic combined 
with handoff schemes. In Figure 15 we resume the handoff occurrences for both classic and 
modified handoff schemes for the standard 802.11 and the PSHP techniques according to the 
traffic load. We set the simulation time to 10s for each considered traffic load. We point out a 
perceived reduction for handoff occurrences for both schemes when using the proposed 
heuristic procedure during the next AP selection. The produced results with the PSHP 
procedure are clearly enhanced in term of handoff count by integrating the new add-on 
heuristic technique. This result reflects the pay effect of the new objective function that 
accomplishes a better AP choice for the next inter-cell commutation, and consequently, 
improves the total number of handoff happening by reducing worse AP selections that was 
based only on RSSI-measurement decisions.  
The detailed number of the various handoff forms related to the extended PSHP technique 
is shown in Figure 16. As well as in Figure 14, the vertical red and blue lines represent, 
respectively, the executed number of form1 handoffs and the count of handoffs taken under 
the second and third form (called also urgent handoffs). We figure out that handoffs form1 – 
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performed when the RSSI value degrades below the RSSIprev threshold – are more triggered 
using the modified PSHP. We note that the proposed algorithm detects earlier the MS path 
and direction based on supplementary context-based information, and as a result, chooses 
quicker the best AP that improves the link quality and offers a continuous channel 
connection. Accordingly, 72% of accomplished handoffs are done under the first form of 
PSHP that decrease considerably the total latency and improves the link quality. As 
discussed before, data packets are dropped mainly by the handoff procedure and the 
violation of VoIP restrictions. Table 4 summarizes the data loss average probability for both 
classic 802.11 and PSHP approaches. As settled before the simulation time is 10s. The traffic 
load for MSs is equally combining real-time and non real-time traffic. The given results are 
the average of simulated values by varying the traffic load (from lower to higher loads). 
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Fig. 15. WLAN Handoff’s frequency 
Scan Technique  Loss Probability  
Standard 802.11 handoff 1.62 x1E-02 
PSHP  0.53 x1E-02 
IEEE802.11+heuristic selection 0.78 x1E-02 
PSHP + heuristic selection  0.32 x1E-02 
Table 4. Packet’s loss with heuristic selection  
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Fig. 16. Handoff Occurrence in PSHP 
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In conclusion, periodic scanning also provides the means to make more intelligent choices 
when to initiate handoff. The new PSHP can discover the presence of APs with stronger 
RSSIs even before the associated AP’s signal has degraded below the threshold. In addition, 
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will carry out a pre-scan cycle after declaring the PSM mode to buffer related packets. 
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algorithm modification in PSHP form1 handoff process is that the objective function is 
performed only on listed APs that have an RRSI value greater than the actual RSSI 
measured between the MS and its actual AP. By adopting this condition we always maintain 
the main purpose of the PSHP which is an earlier selection of a new AP that offers a better 
link quality. Therefore, the modified PSHP will not choose automatically the first best AP in 
the list. However, it will select from existing AP that maximizes the objective function and 
also offers a better channel link quality. We set the same simulation parameters as given in 
Table 1. However, we add geographic constrains by influencing some MS-AP link qualities 
depending on AP initial positions and by introducing initial specific values for the CNX 
parameter to illustrate the already performed MS-journeys in the network and a random 
primary associations between MSs and the given set of APs. The simulated mobility model 
regarding the MS moves is no longer “Random Way Point”. To be closer to realistic 
networks and to better assess our mechanism we switch to the “Random Direction” 
Mobility Model which forces mobile stations to travel to the edge of the simulation area 
before changing direction and speed. We choose this model because of its inclusion 
simplicity and instead of the “City Section” Mobility Model – which represents streets 
within a city. By including these constrain, we evaluated of the proposed heuristic combined 
with handoff schemes. In Figure 15 we resume the handoff occurrences for both classic and 
modified handoff schemes for the standard 802.11 and the PSHP techniques according to the 
traffic load. We set the simulation time to 10s for each considered traffic load. We point out a 
perceived reduction for handoff occurrences for both schemes when using the proposed 
heuristic procedure during the next AP selection. The produced results with the PSHP 
procedure are clearly enhanced in term of handoff count by integrating the new add-on 
heuristic technique. This result reflects the pay effect of the new objective function that 
accomplishes a better AP choice for the next inter-cell commutation, and consequently, 
improves the total number of handoff happening by reducing worse AP selections that was 
based only on RSSI-measurement decisions.  
The detailed number of the various handoff forms related to the extended PSHP technique 
is shown in Figure 16. As well as in Figure 14, the vertical red and blue lines represent, 
respectively, the executed number of form1 handoffs and the count of handoffs taken under 
the second and third form (called also urgent handoffs). We figure out that handoffs form1 – 
A Multimedia and VoIP-Oriented Cell Search Technique for the IEEE 802.11 WLANS 71
performed when the RSSI value degrades below the RSSIprev threshold – are more triggered 
using the modified PSHP. We note that the proposed algorithm detects earlier the MS path 
and direction based on supplementary context-based information, and as a result, chooses 
quicker the best AP that improves the link quality and offers a continuous channel 
connection. Accordingly, 72% of accomplished handoffs are done under the first form of 
PSHP that decrease considerably the total latency and improves the link quality. As 
discussed before, data packets are dropped mainly by the handoff procedure and the 
violation of VoIP restrictions. Table 4 summarizes the data loss average probability for both 
classic 802.11 and PSHP approaches. As settled before the simulation time is 10s. The traffic 
load for MSs is equally combining real-time and non real-time traffic. The given results are 
the average of simulated values by varying the traffic load (from lower to higher loads). 
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We note that the modified PSHP version is outperforming the standard scheme. The 
reduced number of handoffs and also the high percentage of form1 handoffs lead to 
minimize the packet loss caused by handoff procedures. Thus, we can conclude that the loss 
probability value obtained by the new PSHP integrating the heuristic technique includes 
mainly dropped packets associated to a higher traffic load and not linked to the lack of 
respect of QoS constrains.  
In this section we have established that the proposed merit function used to evaluate 
network performance based on user preferences was adopted to find the best possible next-
AP for the MS and to determine the optimal target AP based on a heuristic prediction 
process. 
4. A new cross-layer signaling approach for VoIP-oriented PSHP mechanism  
Although the layered architecture of the network model is designed for wired networks and 
it served that purpose well, it is still not efficient enough for wireless networks (Srivastava & 
Motani, 2005). Consequently, the wired network layering structure is not sufficient enough 
to support the objective of transmitting real-time applications over WLAN. There have been 
several methods and algorithms designed to improve the performance of wireless network 
for real-time transmission. However, some studies and surveys showed that cross-layer 
approach has a great impact on improving transmission performance of real-time traffic 
over wireless networks, and thus over WLAN. The concept of cross layer approach is that it 
allows the network layers to communicate and exchange information with each other for 
better performance (Ernesto et al., 2008). On the other hand, since no specific codec can 
work well in all network conditions (Karapantazis & Pavlidou, 2009), developing codec 
adaptive techniques have been proposed. Although developing this mechanism is still in its 
early stage (Myakotnykh & Thompson, 2009), different adapting codec rate schemes were 
proposed particularly for real-time applications in wired, wireless, or WLAN networks. 
Codec rate adaptation technique is defined as a technique that adjusts codec parameters or 
changes it to another codec with lower rate when the network gets congested. Codec 
parameters that can be considered in this technique are: packet size and compression rate 
(Myakotnykh & Thompson, 2009). Besides, adaptive rate approaches have been 
implemented using different constant bit-rate codec or variable bit-rate codec, such as AMR 
(Servetti & De Martin, 2003) and Speex (Sabrina & Valin, 2008). Moreover, it was shown that 
adaptive approaches perform better than constant bit rate (Servetti & De Martin, 2003; 
Sabrina & Valin, 2008). Table 5 (Karapantazis & Pavlidou, 2009), below illustrates 
parameters of different codecs. It was also concluded that for WLAN adapting the packet 
rate of a codec is sufficient with remaining the same codec type. Thus, changing packet size 
is an important parameter and would produce results of better quality (Myakotnykh & 
Thompson, 2009); hence it is considered in the approach. 
Hence, our objective is to develop a cross-layering approach between MAC and Application 
layers. An agent will be designed and positioned as a mean of implementing the approach, 
which mainly aims to reduce VoIP delay and packet loss over WLAN, and therefore 
achieving better quality of VoIP. This section will focus on addressing a cross layer signaling 
technique in WLAN during handoff event by using the codec adaptive technique. 
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 G.711 G.726 G.729A G.723.1 
Bit rate (Kbps) 64 32 8 5.3 
Bits per frame 8 4 80 159 




Codec delay (ms) 0.25 0.25 25 67.5 
MOS 4.1 3.85 3.7 3.6 
Table 5. Voice codec Parameters 
4.1 Cross Layer Adaptive Agent (CLAA)  
In order to improve the QoS of VoIP during a handoff procedure, a cross-layer agent is 
proposed to allow the communication between MAC and Application layers. This new 
Cross Layer Adaptive Agent (CLAA) monitors the MAC handoff state changes and then 
adapts the suitable packet size and the codec type in the Application layer (Figure 17). 
 
Fig. 17. Cross Layer Adaptive Agent (CLAA) model 
The main function of the agent is to detect if there is a change in the PSHP state machine 
traced in the MAC layer. If such change occurs, it will inform the Application layer to act 
accordingly and better compensate either by the packet size at the codec algorithm in a 
dynamic manner in order to minimize channel congestion in WLAN or by codec type 
change. The other key point is that the agent tries to resolve congestion that the MS suffers 
locally firstly. If the congested MS condition is getting worse, then a second decision-phase 
will assist the agent to reduce the congestion.  
We point that the CLAA agent is implemented only on local mode (sender side) since a 
global mode involves a collaboration between the sender and the receiver nodes. Such 
operations entail the receiver to send back to the sender information regarding the voice 
quality through its current AP which leads for extra network congestions during a handoff 
procedure. Figure 18 shows a descriptive flow chart of the local CLAA function. 
Therefore, the agent chooses to resolve the handoff process issue locally at the sender side. 
This phase is in an open loop monitoring MAC layer and observes if any changes on the 
PSHP state/handover form occurred. If so, then the agent decides a new packet size/codec 
type and informs the Application layer to adjust. In fact, when MS detects a potential 
handoff (PSHP pre-handoff state) with one new cell (selected from the listed APs) offering a 
better quality, it initiates the handoff form1 state and simultaneously the CLAA agent 
decides to reduce the packet size to reduce congestion and packet loss during this short 
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layers. An agent will be designed and positioned as a mean of implementing the approach, 
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locally firstly. If the congested MS condition is getting worse, then a second decision-phase 
will assist the agent to reduce the congestion.  
We point that the CLAA agent is implemented only on local mode (sender side) since a 
global mode involves a collaboration between the sender and the receiver nodes. Such 
operations entail the receiver to send back to the sender information regarding the voice 
quality through its current AP which leads for extra network congestions during a handoff 
procedure. Figure 18 shows a descriptive flow chart of the local CLAA function. 
Therefore, the agent chooses to resolve the handoff process issue locally at the sender side. 
This phase is in an open loop monitoring MAC layer and observes if any changes on the 
PSHP state/handover form occurred. If so, then the agent decides a new packet size/codec 
type and informs the Application layer to adjust. In fact, when MS detects a potential 
handoff (PSHP pre-handoff state) with one new cell (selected from the listed APs) offering a 
better quality, it initiates the handoff form1 state and simultaneously the CLAA agent 
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handoff period. However if a transition from pre-handoff state to an urgent handover state 
is triggered by the PSHP mechanism, the CLAA will change moderately the codec type. By 
doing so the resultant bit rate is lowered to prevent from large delay transmissions and 
enhance the overall received voice quality. Of course the codec type adaptation has a minor 
effect to decrease the received VoIP quality; however it will eliminate the RTP stream 
interruption on the receiver.  
 
Fig. 18. CLAA flowchart and principle of operation 
On the other hand, following to an inter-cell occurrence involving a codec alteration a 
threshold will be set, thus no consecutive changes will happen at the Application layer. If 
the agent detects a long steady status (Rest state in the PSHP state machine) within a pre-
defined timeout, then codec type would be changed to a higher one with larger bit rate. The 
codec techniques are sorted based on their bit rate (as shown in Table 5) for the agent to 
select accordingly. 
4.2 Performance evaluation and discussions  
The testbed used in the performance tests of the proposed VoIP-oriented PSHP method is 
shown in Figure 19. The mobile client’s 802.11b driver has been slightly modified to provide 
transport of the necessary cross-layer related information during handoffs. The Chariot 
Console [NetIQ] was used to measure the handoff performance under real-time and 
multimedia traffic. In all tests, three laptops (MS1 MS2, and MS3) were running VoIP 
sessions towards three different PC hosts (RTP Stream, Chariot G.711u script).  
The measurements were taken for movements between different APs (a likelihood path is 
shown in Figure 19 using a dotted blue line). Both of MS1 and MS2 are implementing PSHP 
+ the Heuristic function while MS3 uses only a standard PSHP driver. The MS1 includes 
also the designed VoIP-oriented CLAA Agent. All MSs were initially located in AP1, and 
then moved around the university lab rooms and the hallway following a predefined path 
and using a constant 1~2m/s speed over potential seven APs. The experiment consisted 
mainly to walk through the hallway (from a start point to a far end point), then to lab 
room#1 and finally back to the start point. In Figure 19 the red lines represent the physical 
separation between university rooms and the green dotted line corresponds approximately 
to the AP’s coverage area. Several handoffs were performed over the network during 
multiple three-minute experimentations for each MS. 
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Fig. 19. Testbed for the MS’s movement and network topology  
The clients MS1 and MS2 roam between APs identically: from AP1 to AP3 at around 17th 
second in both tests, from AP3 to AP7 at around the 31st sec., from AP7 to AP4 at around 
96th sec., and back to AP1 at around the 124th sec. Since MS3 was using a standard PSHP 
driver (without an enhanced heuristic AP selection), it performed dissimilar handoffs 
approximately as follows: from AP1 to AP2 at 21st sec., then from AP2 to AP5 at 35th sec., 
from AP5 to AP3 at 46th sec., from AP3 to AP7 at 58th sec., from AP7 to AP6 at 69th sec., back 
to AP7 at 72nd sec., then from AP7 to AP4 at 104th sec., from AP4 to AP3 at 126th sec., and 
finally to AP1 at 155th sec. It is important to note that the initial transmission rate and codec 
type values are set to 11Mbps and G.711 respectively for all simulated MSs. 
What can be observed from Figures 20 and 21 are the very small one-way delay and the very 
small packet loss performance achieved by MS1 compared to the other mobile nodes. 
Indeed, the CLAA integration has reduced significantly the total packet delay (caused by 
handoffs) by 64.5% from the PSHP+Heuristic mechanism and by 87.9% from the standard 
PSHP method which affects considerably the overall quality of received voice streams. 
Analogically, the number of the lost packets decreases to just 247 (from 538 and 2067 
resulted through PSHP+Heuristic and PSHP implementations, respectively) during the 
three-minute RTP streaming. The high number of lost frames accomplished by standard 
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effect to decrease the received VoIP quality; however it will eliminate the RTP stream 
interruption on the receiver.  
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multiple three-minute experimentations for each MS. 
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Fig. 19. Testbed for the MS’s movement and network topology  
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What can be observed from Figures 20 and 21 are the very small one-way delay and the very 
small packet loss performance achieved by MS1 compared to the other mobile nodes. 
Indeed, the CLAA integration has reduced significantly the total packet delay (caused by 
handoffs) by 64.5% from the PSHP+Heuristic mechanism and by 87.9% from the standard 
PSHP method which affects considerably the overall quality of received voice streams. 
Analogically, the number of the lost packets decreases to just 247 (from 538 and 2067 
resulted through PSHP+Heuristic and PSHP implementations, respectively) during the 
three-minute RTP streaming. The high number of lost frames accomplished by standard 
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PSHP arises from multiple handoff occurrences during the continuous MS movement 
between available APs.    
 
Fig. 20. Measured one-way delay from MS drivers   
 
Fig. 21. Packet Loss given by the three different MS handoff   
From the result given by Figure 22 the overall throughput attained by MS1 suffered a 
degradation of only ≈ 6.6% while values of 11.8% and 14.3% were accomplished by MS2 and 
MS3 respectively. To determine the quality of VoIP under packet loss, the most common 
metric is the Mean Opinion Score (MOS) (IUT, 1996), which evaluates the effect of bursty 
loss on VoIP perceived quality (the Overall Voice Quality). In a MOS test, the listeners rate 
audio clips by a score from 5 to 1, with 5 meaning Excellent, 4 Good, 3 Fair, 2 Poor, and 1 
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Bad. In fact, voice and video communications quality usually dictates whether the 
experience is a good or bad one. Therefore, besides the qualitative description we hear, like 
'quite good' or 'very bad', there is a numerical method of expressing voice and video quality 
given by the MOS which provides a statistical indication of the perceived quality of the 










Fig. 23. MOS estimate of received voice quality   
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The MOS estimate of conducted test experiments shows in Figure 23 that the call was not 
interrupted with all MSs; It only suffered substantial quality degradation with a low peak at 
MOS=1, and quickly restored its initial quality (MOS=4). 
Based on the above VoIP session experiments, we notice that MS1 (PSHP+Heuristic+CLAA) 
roams between different APs and all related test results are enhanced. In fact, the MOS 
mean values obtained by MS1, MS2 and MS3 handoff implementations are 3.86, 3.35 and 
3.04 respectively; hence a considerable enhancement of 15.2% from PSHP+Heuristic and 
28.6% from the standard PSHP was achieved by the new VoIP-oriented technique. This is 
due to the fact that the integrated CLAA agent cooperates between the MAC and 
Application layers and then contributes in shortening the total handoff latency during 
movements by adjusting the packet size and the codec type when needed. Thus, it preserves 
efficiently the VoIP session and maintains a satisfactory aggregate throughput. As also 
verified by the MOS estimate, the minimum measured MOS value during the MS1 test is 
equal to 2 (which match ‘Poor’ quality). This value was reached only one time (around the 
98th second). However using the other two handoff versions a minimum MOS value of 1 
(symbolizes Bad quality) was measured several times over the real streaming experiments. 
5. Conclusions  
VoIP over WLAN applications are rapidly growing due to the features they offer over the 
traditional public switched phones and their support symbolize at present an emerging 
challenge for 802.11-based WLANs. However, the integration of these two technologies still 
facing quality challenges to meet the quality obtained from the traditional telephony system. 
Besides, mobile stations in WLAN suffer the continuous inter-cell handoff issue, which 
affects the quality of the perceived voice. In order to keep a VoIP communication several 
commitments should be satisfied: eliminating communication termination, initiating 
appropriate handover based on reliable handover triggers and selecting the next AP with 
good link quality. 
We firstly highlighted some of the technical challenges and related literature on the ongoing 
research force, especially focusing on approaches for enabling multimedia transit, as well as 
convenient and effective handover over IEEE802.11 mobile environments. Then we have 
revisited the PSHP handoff technique. As demonstrated, the continuous scanning PSHP 
technique offers significant advantages over other schemes by minimizing the time during 
which an MS remains out of contact with its AP and allowing handoffs to be made earlier 
and with more confidence. The result is a staggering 95% reduction of handoff latency 
compared to the typical procedure. As a second contribution we took into account 
additional network-based parameters to drive a better next-AP choice. This new add-on 
profit function is used to insert new factors reflecting resource availability, location, and 
other context-based information. Thus, the overall network performance is improved by 
electing from available APs, the one that increases the benefit of the next handoff 
occurrence.  
In particular, this chapter presented another PSHP version satisfying between user 
requirement and network conditions and avoiding unnecessary handoffs as well. The policy 
is to minimize handoff delay for real time service and to reach an acceptable level for non-
real time services. A pre-scanning phase is periodically activated to consider whether the 
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handoff should be triggered. During the AP selection procedure, the heuristic function is 
adopted to find candidate APs satisfying preference of a user and minimizing the overall 
delay. PSHP is using four handoff metrics, RSS, (AP-extensibility) number of neighbors, 
(load) number of users per AP, and historical traffic (old occurred handoffs) as inputs to 
determine the optimal target network.  
Furthermore, one of the challenges in the next generation of wireless communications is the 
integration of existing and future wireless technologies and supporting transparent and 
seamless vertical handoffs (between different networks standards and technologies) without 
degrading the QoS between these heterogeneous networks. Hence, this research work 
proposed a Cross-Layer Adaptive Approach (CLAA) in order to enhance the QoS of VoIP 
over WLAN with help of an agent. The Cross layering concept has been shown to have a 
great impact on the performance of the wireless networks. Adapting code parameters in the 
Application layer according to the network condition has also shown better performance of 
real-time applications. Thus, the new scheme would be easily extended to cover inter-
networks handoff decision toward universal 4G ubiquitous access. 
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A Novel Access Control Scheme for Multimedia
Content with Modified Hash Chain





With the continuing growth in network technology, the exchange of digital images and audio
as well as text has become very common regardless of whether the digital content is used for
commercial purpose or not. Since such digital content is easily duplicated and re-distributed,
protecting copyrights and privacy is an important issue. For the protection of digital content,
access control based on naïve encryption (encrypting the whole content) (1) or media-aware
encryption (2–6) has been studied widely.
A simple and straightforward way to realize versatile access control for multimedia content,
consisting of several kinds of media to which several entities belong, is encrypting each entity
individually. This approach, however, has to manage a large number of keys, given the large
number of entities in multimedia content.
Scalable access control schemes have been proposed (2–6) for JPEG 2000 (7) coded images and/
or MPEG-4 fine granularity scalability (8) coded videos. These schemes control access to
entities corresponding to hierarchical scalability assigned by coding technologies, so that the
user can obtain an image or a video at the permitted quality from one common codestream.
Hash chain (9; 10) has also been introduced to several schemes for reduction of managed keys
and the keys delivered to each user (3–6).
Although a hash chain-based access control scheme has been proposed for multimedia
content (11), the number of managed keys and that of delivered keys increase, depending
on the kinds of media in the content.
In this chapter, we introduce an efficient access control scheme for multimedia content. The
scheme assumes that multimedia content consists of several media and there is a scalable
hierarchy on the quality in each or one medium. By introducing modified hash chains (MHCs),
the number of managed keys is reduced to one and the number of delivered keys is also
less than the conventional scheme (11). When a scalable hierarchy is in only one medium,
the delivered key is particularly reduced to one. The managed key is not delivered to any
user, providing security against key leakage. This scheme is also resilient to collusion attacks,
in which malicious users illegally access the multimedia content at higher quality than that
allowed by their access rights.
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Fig. 1. An example of multimedia content (the number of media M = 2, the number of
entities in the first medium D1 = 4, and the number of entities in the second medium
D2 = 3).
This chapter is organized as follows. Section 2 mentions the conventional access control
scheme for multimedia content and summarizes the requirements for access control. The
new scheme is described in Section 3 and Section 4, and is analyzed in Section 5. Finally,
conclusions are drawn in Section 6.
2. Access control for multimedia content
This section briefly describes the conventional access control scheme for multimedia
content (11), and summarizes the requirements for access control to clarify the aim of this
work.
2.1 Conventional scheme (11)
The conventional scheme (11) assumes that multimedia content consists of M different media
(image, video, audio, text, and so on), in each of which a scalable hierarchy (image/video
resolution, frame rate, audio quality, etc) exists; In the text medium, the appearing order of
paragraphs has its own meaning, and it is referred to as a semantic hierarchy. The scheme uses
a symmetric encryption technique.
For a particular multimedia content consisting of M different media, this scheme manages M
keys. Figure 1 shows an example of multimedia content where M = 2. For the m-th medium
where m = 1, 2, . . . , M, all encryption keys are derived from managed key K1m. Encryption






, dm = 2, 3, . . . , Dm + 1, (1)
where Hα(β) represents a cryptographic one-way hash function H(·) applied to β recursively
α times, and Dm represents the number of entities in the medium, i.e., the depth of the
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scalable hierarchy. The dm-th entity in the m-th medium is encrypted with its corresponding
encryption key, Kdmm .
Each user receives different set of M decryption keys due to which media/entities the user
is allowed to access to, and also receives the common encrypted multimedia content. From
the delivered keys, the user derives decryption keys Kδmm ’s for accessible entities in accessible






, δm = Δm + 1, Δm + 2, . . . , Dm, (2)
where KΔmm is the delivered key for the m-th medium. It is noted that decryption keys K
δm
m ’s
are the same as encryption keys Kdmm ’s. By using Δm decryption keys, the user decrypts Δm
entities from the first entity to the Δm-th entity.
A user who receives KDm+1m cannot access any entities in the m-th medium, because one-way
property of H(·) prevents the user to derive any other valid keys for the m-th medium of the
multimedia content. The conventional scheme introduced this unusable key concept in order
to cope with medium-based access control.
2.2 Requirements
We describe three requirements for access control of multimedia content, i.e.,
• reduction of managed keys and delivered keys,
• protection of managed key,
• collusion attack resilience.
As mentioned in the previous section, the conventional scheme (11) encrypts entities in a
medium independently of those in other media. This feature of the conventional scheme
requires to manage and deliver the same number of keys as media in the multimedia content,
i.e., M keys are managed and M keys are delivered to a user for the multimedia content
consisting of M different media. This conventional scheme employs a simple OHC (9) rather
than cross-way hash trees (10).
The conventional scheme (11) delivers the managed keys to users who are allowed to access
at least one medium at the highest quality. The managed keys should not be delivered to any
users and should be protected against key leakage.
A collusion attack is made by multiple users to obtain multimedia content with higher quality
than that allowed by their access rights. For example, when a user who is allowed to display
images and another user who is allowed to read text paragraphs share their keys, they can
also obtain audio coupled with images and text paragraphs. Access control schemes must be
resilient to collusion attacks.
In the next section, we introduce a new access control scheme for multimedia content. This
scheme manages only one key for a particular multimedia content and delivers less key to
each user than the conventional method (11), regardless of which media/entities in the content
the user can access. The single managed key is not delivered to any user. It is also resistant to
collusion attack.
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Fig. 2. An example of multimedia content conceptual diagram with a scalable hierarchy in
each medium (the number of media M = 3 and the depths of each scalable hierarchy D1 = 4,
D2 = 3, and D3 = 2).
3. Access control for multimedia content with multiple hierarchies (12)
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G1m ⊃ G2m ⊃ G3m ⊃ · · · ⊃ GDmm , m = 1, 2, . . . , M, (4)
where G1m represents the m-th medium itself, and Dm is the depth of the scalable hierarchy in
the m-th medium. The complementary sets represent entities in medium G1m as
Edmm = G
dm





This scheme derives keys from single managed key KC and encrypts multimedia content C by
encrypting Edmm ’s using those corresponding keys.
Fig. 2 shows an example conceptual diagram of the assumed multimedia content, where




3, i.e., M = 3, and the depths
of each scalable hierarchy in medium G1m are four, three, and two (D1 = 4, D2 = 3, and
D3 = 2), respectively, i.e.,
G11 ⊃ G21 ⊃ G31 ⊃ G41, (7)
G12 ⊃ G22 ⊃ G32, (8)
G13 ⊃ G23. (9)
Edmm ’s are entities in medium G1m.







































Fig. 3. A practical example of multimedia content with a scalable hierarchy in each medium
(the number of media M = 3 and the depths of each scalable hierarchy D1 = 4, D2 = 3, and
D3 = 2).
For easy understanding, more practical example of Fig. 2 is given in Fig. 3. Multimedia content
C in Fig. 3 consists of video G11, audio G
1
2, and text G
1
3, i.e., M = 3, and each medium has a
scalable hierarchy, whose depths are four, three, and two, i.e., D1 = 4, D2 = 3, and D3 = 2,
respectively.
3.1 Key derivation using a MHC
In the example based on Fig. 3, access control is provided based not only on media, but also on
each scalable hierarchy in each medium. Keys for encryption are derived as shown in Fig. 4,
and each key is used to encrypt and decrypt the corresponding entity. For example, KE11 is a
key for entity E11 which represents video frames decoded only at 120 frames per second (fps).
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3 (d2 = 1, 2, 3, d3 = 1, 2), respectively. It is noted that key KC is
the single managed key.
Firstly, key KE01 is derived from KC as
KE01 = H (KC) , (10)







dm = 1, 2, . . . , Dm, m = 1, 2, 3, (11)
where keys KE02 and KE03 are given in the next paragraph. Eq. (11) represents OHCs (9), and
the OHCs are shown with solid arrows in Fig. 4.
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Fig. 4. Key derivation to control access to the multimedia content shown in Fig. 3. Solid
arrows represent OHCs and dashed arrows represent a MHC.
















m = 2, 3, (12)
respectively, where f (·) is a function with two inputs and one output in which the length of
inputs and output are identical. A bitwise exclusive or (XOR) operation is a simple example
of function f (·). As shown in Eq. (12) which represents a MHC introduced in this scheme,
keys given previously are repeatedly used to derive another hash chain that is different from
the OHC. The MHC is shown with dashed arrows in Fig. 4.
3.2 Encryption and decryption
Each entity Edmm is encrypted using each corresponding key KEdmm , and then, multimedia
content C is opened to public.
3.2.1 User allowed to access three media
A user allowed to access the whole multimedia content receives three keys KE11 , KE12 , and KE13
as shown in Fig. 5 (a). The user derives all keys needed to decrypt all entities, through OHCs.











. A user allowed to access each medium at the lowest quality, i.e., video at 15
fps, audio at 64 kbps, and translation data, receives three keys KE41 , KE32 , and KE23 as shown in
Fig. 5 (b). The user cannot, however, derive any keys from his/her delivered keys.
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(d) A user whose delivered key is KE21
.
Fig. 5. Delivered keys and derived keys for each user.
3.2.2 User allowed to access two media
Fig. 5 (c) shows an example user allowed to access two of the three media. In this example,
the user can access video at 30 fps and audio at 128 kbps. The user receives two keys KE31 and
KE22 , and derives keys KE41 for video and KE32 for audio, respectively.
3.2.3 User allowed to access a single medium
If a user can access only movie at 60 fps, the user receives single key KE21 and derives keys
KE31 and KE41 dependently as shown in Fig. 5 (d). Each user who can access a single medium













In this scheme, the number of keys which a user receives is equal to the number of media
which he/she can decode. Each user uses only OHCs to derive keys from the delivered keys.
Keys KC, KE01 , KE02 , and KE03 are not delivered to any user.


































Fig. 4. Key derivation to control access to the multimedia content shown in Fig. 3. Solid
arrows represent OHCs and dashed arrows represent a MHC.
















m = 2, 3, (12)
respectively, where f (·) is a function with two inputs and one output in which the length of
inputs and output are identical. A bitwise exclusive or (XOR) operation is a simple example
of function f (·). As shown in Eq. (12) which represents a MHC introduced in this scheme,
keys given previously are repeatedly used to derive another hash chain that is different from
the OHC. The MHC is shown with dashed arrows in Fig. 4.
3.2 Encryption and decryption
Each entity Edmm is encrypted using each corresponding key KEdmm , and then, multimedia
content C is opened to public.
3.2.1 User allowed to access three media
A user allowed to access the whole multimedia content receives three keys KE11 , KE12 , and KE13
as shown in Fig. 5 (a). The user derives all keys needed to decrypt all entities, through OHCs.











. A user allowed to access each medium at the lowest quality, i.e., video at 15
fps, audio at 64 kbps, and translation data, receives three keys KE41 , KE32 , and KE23 as shown in
Fig. 5 (b). The user cannot, however, derive any keys from his/her delivered keys.














Video key Audio key













Video key Audio key
Delivered keys

















Video key Audio key







K 21E K 31EK 11E
K E 12
K E 13




Video key Audio key
(d) A user whose delivered key is KE21
.
Fig. 5. Delivered keys and derived keys for each user.
3.2.2 User allowed to access two media
Fig. 5 (c) shows an example user allowed to access two of the three media. In this example,
the user can access video at 30 fps and audio at 128 kbps. The user receives two keys KE31 and
KE22 , and derives keys KE41 for video and KE32 for audio, respectively.
3.2.3 User allowed to access a single medium
If a user can access only movie at 60 fps, the user receives single key KE21 and derives keys
KE31 and KE41 dependently as shown in Fig. 5 (d). Each user who can access a single medium













In this scheme, the number of keys which a user receives is equal to the number of media
which he/she can decode. Each user uses only OHCs to derive keys from the delivered keys.
Keys KC, KE01 , KE02 , and KE03 are not delivered to any user.
91 Novel Access Control Schem  for ultimedia Content with Modified Hash Chain
8 Will-be-set-by-IN-TECH
3.3 Features
Three main features of the access control scheme are briefly summarized here. They have
satisfied with the requirements described in Section 2.2.
This scheme, introducing a MHC, has reduced the number of managed keys to one. The
number of delivered keys is less than the conventional scheme (11) which manages and
delivers the same number of keys as media in the multimedia content.
Each key for each entity is derived from the single managed key. The managed key is not
delivered to any user.
The scheme using a MHC can prevent malicious users to collude to decode multimedia
content at higher quality than that allowed by their access rights. As shown in Fig. 5, although
keys are derived from delivered keys through OHCs, the OHCs are isolated from each other.
This structure provides collusion attack resilience.
It is noted that any arbitrary function and key combination can be used for a MHC. In addition,
it is noted that any arbitrary key assignment can be used to properly control access to the
multimedia content.
4. Access control for multimedia content with a single hierarchy (13)
In this section, we assume that multimedia content C consists of M media and only medium
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G11 ⊃ G21 ⊃ G31 ⊃ · · · ⊃ GD11 . (14)
This scheme derives keys from single managed key KC and encrypts multimedia content C
by encrypting entities Edmm ’s using those corresponding keys KEdmm ’s. In addition, each user
receives only a single key regardless of his/her access right.
Fig. 6 shows an example conceptual diagram of the assumed multimedia content, where




3, i.e., M = 3, and the depth
of the scalable hierarchy in medium G11 is four (D1 = 4), i.e.,







1 are entities in medium G
1
1. More practical example is given in Fig. 7.
Multimedia content C in Fig. 7 consists of video, audio, and text, i.e., M = 3, and video is
four-tiered, i.e., D1 = 4, in terms of frame rates. In this example, G11 is video, and it is playable
in several frame rates; 120, 60, 30, and 15 fps.
4.1 Key derivation using MHCs
For multimedia content C shown in Fig. 7, keys for encryption are derived as shown in Fig. 8,
and each key is used to encrypt and decrypt the corresponding medium/entity. KE11 is a key
for entity E11 which represents video frames decoded only at 120 fps. KE21 , KE31 , and KE41 are



























Fig. 6. An example of multimedia content conceptual diagram with a scalable hierarchy in




















Fig. 7. A practical example of multimedia content with a scalable hierarchy in the first
medium (the number of media M = 3 and the depth of the scalable hierarchy D1 = 4).




1, respectively. KE12 and KE13 are also keys for audio E
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2 and text










= Hd1 (KC) , d1 = 1, 2, . . . , D1, (16)
where H(·) is a cryptographic one-way hash function. Eq. (16) represents an OHC (9), and the
OHC is shown with solid arrows in Fig. 8.
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This scheme derives keys from single managed key KC and encrypts multimedia content C
by encrypting entities Edmm ’s using those corresponding keys KEdmm ’s. In addition, each user
receives only a single key regardless of his/her access right.
Fig. 6 shows an example conceptual diagram of the assumed multimedia content, where
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Multimedia content C in Fig. 7 consists of video, audio, and text, i.e., M = 3, and video is
four-tiered, i.e., D1 = 4, in terms of frame rates. In this example, G11 is video, and it is playable
in several frame rates; 120, 60, 30, and 15 fps.
4.1 Key derivation using MHCs
For multimedia content C shown in Fig. 7, keys for encryption are derived as shown in Fig. 8,
and each key is used to encrypt and decrypt the corresponding medium/entity. KE11 is a key
for entity E11 which represents video frames decoded only at 120 fps. KE21 , KE31 , and KE41 are



























Fig. 6. An example of multimedia content conceptual diagram with a scalable hierarchy in




















Fig. 7. A practical example of multimedia content with a scalable hierarchy in the first
medium (the number of media M = 3 and the depth of the scalable hierarchy D1 = 4).
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= Hd1 (KC) , d1 = 1, 2, . . . , D1, (16)
where H(·) is a cryptographic one-way hash function. Eq. (16) represents an OHC (9), and the
OHC is shown with solid arrows in Fig. 8.






















Fig. 8. Key derivation to control access to the multimedia content shown in Fig. 7. All users
who are allowed to access video with any frame rates can access audio medium. Users who
are allowed to access video with 120 or 60 fps can also view text paragraphs. Solid arrows
represent an OHC and dashed arrows represent MHCs.

























respectively, where f (·) is a function with two inputs and one output in which the inputs are
the same length of the output. A simple example of function f (·) is a bitwise exclusive or
(XOR) operation. As shown in Eqs. (17) and (18), keys given by Eq. (16) are repeatedly used to
derive other hash chains that are different from the OHCs. The MHCs are shown with dashed
arrows in Fig. 8.
4.2 Encryption and decryption
Each medium/entity Edmm is encrypted using corresponding key KEdmm , and multimedia content
C is opened to public.
4.2.1 User allowed to access video, audio, and text
A user permitted to decode video frames at 120 or 60 fps receives KE11 or KE21 shown in
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Fig. 9. A single delivered key and derived keys for each user.
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As shown in Fig. 8, keys KE12 and KE13 for audio E
1
2 and text E
1
3 are derived from KE41 and KE21 ,
respectively, using MHCs in Eqs. (17) and (18). Thus the user can also obtain KE12 and KE13 and
play audio and read text in addition to watch the video.
4.2.2 User allowed to access video and audio
A user can access video frames decoded at 30 or 15 fps receives KE31 or KE41 as shown in
Figs. 9 (c) and (d). The user obtains KE41 , but cannot derive KE21 . Thus the user cannot derive
KE13 for text E
1
3, and can derive only KE12 for audio E
1
2 by Eq. (17) and play audio as well as the
video.
4.2.3 User allowed to access audio
A user allowed to access only audio E12 receives KE12 as shown in Fig. 9 (e). KE12 is a key derived
by Eq. (17). Any keys cannot be derived from KE12 .
4.2.4 User allowed to access text
A user allowed to access only text E13 receives KE13 as shown in Fig. 9 (f). KE13 is a key derived
by Eq. (18). KE13 can derive no other key.
4.3 Features
The following three features of the access control scheme have satisfied the requirements
described in Section 2.2.
By introducing MHCs, the number of managed keys and that of delivered keys are reduces
to one, respectively. In contrast, the conventional scheme (11) manages and delivers the same
number of keys as media.
The single managed key is the basis of each key for each entity/medium. Any user do not
receive the managed key.
This scheme also prevents collusion attacks. Even if any of the users shown in Fig. 9 collude
to access multimedia content at higher quality than that allowed by their access rights, they
cannot access the content beyond their rights.
It is noted that any arbitrary function and key combination can be used for a MHC. In addition,
it is noted that any arbitrary key assignment can be used to properly control access to the
multimedia content.
5. Evaluation
The MHC-based scheme is evaluated by comparing with the conventional scheme (11) which
uses only OHCs. Evaluation is given in terms of the number of managed keys and that of
delivered keys, protection of managed keys, and collusion attack resilience.
Table 1 shows the results of comparisons. The MHC-based scheme manages only a single
key regardless of both the number of media and the depths of each scalable hierarchy in each
medium, whilst the conventional scheme must manage M keys, which is the same number
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MHC-based Conventional (11) (OHC-based)
The number of managed keys 1 M
The number of delivered keys between 1 and M M
Protection of managed keys Yes No
Collusion attack resilience Yes Yes
Table 1. Comparisons in terms of the number of managed keys and that of delivered keys,
protection of managed keys, and collusion attack resilience.
of media in the multimedia content. The MHC-based scheme delivers the same number of
keys as accessible media, while the conventional scheme should deliver M keys in any case.
Particularly, when only a single medium has a hierarchical structure, the MHC-based scheme
constantly delivers a single key to each user.
The single managed key is not delivered to any user in the MHC-based scheme, whereas the
managed keys are delivered to users allowed to access at least one medium at the highest
quality in the conventional scheme. The MHC-based scheme is also resilient to collusion
attacks as the conventional scheme. The table brings out the effectiveness of the MHC-based
scheme.
6. Conclusion
This chapter has introduced a new access control scheme for multimedia content, in which
MHCs are employed. The scheme manages only a single key regardless of both the number
of media and the depths of each scalable hierarchy in each medium. Each user also receives
less keys than the conventional method. Particularly, when a hierarchical structure exists in
only one medium, any user receives a single key. The single managed key is not delivered to
any user, providing security against key leakage. This scheme also prevents collusion attacks,
in which malicious users illegally access the multimedia content at higher quality than that
allowed by their access rights.
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1. Introduction
In the recent years, with the development of network and multimedia technology, multimedia
data, especially image, audio and video data, is used more and more widely in human
society. Some multimedia data, including entertainment, politics, economics, militaries,
industries, education etc, are necessary to be protected by providing confidentiality, integrity,
and ownership or identity. In this regard, to protect multimedia contents, cryptology, which
appears to be an effective way for information security, has been employed in many practical
applications.
However, number theory or algebraic concepts based traditional ciphers, such as Data
Encryption Standard (DES) (Tuchman, 1997), Advanced Encryption Standard (AES) (Zeghid
et al., 1996), International Data Encryption Algorithm (IDEA) (Dang & Chau, 2000), and the
algorithm developed by Rivest, Shamir and Adleman (RSA) (Cormen et al., 2001), most of
which are used for text or binary data, appear not to be ideal for multimedia applications, and
the reasons are:
(1) As multimedia data, especially image and video data, are usually very large-sized and
bulky, encrypting such bulky data with the traditional ciphers incurs significant overhead,
and it is too expensive for real-time multimedia applications, such as video conference,
image surveillance, which require real-time operations, such as displaying, cutting,
copying, bit-rate control or recompression.
(2) In the case of digital image, adjacent pixels often have similar gray-scale values and strong
correlations, or image blocks have similar patterns, while for video data, consecutive
frames are similar and most likely only few pixels would differ from frame to frame. Such
an extremely high data redundancy of multimedia makes the conventional ciphers fail to
obscure all visible information (Furht et al., 2005).
(3) For many real-life multimedia applications, it is very important that very light encryption
should be made to preserve some perceptual information. For example, video
pay-per-view system (Ballesté, 2004) in which a degraded but visible content could
potentially influence a consumer to order certain paid services. This is impossible
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Very recently, an increasing attention has been devoted to the usage of chaotic theory to
implement the encryption process (Alligood et al., 1997; Alvarez et al., 2004; Devaney, 2003;
He et al., 2010; Solak, 2005; Yang et al., 1997). The main advantage of these encryptions lies
in the observation that a chaotic signal looks like noise for non-authorized users ignoring
the mechanism for generating it. Secondly, time evolution of the chaotic signal strongly
depends on the initial conditions and the control parameters of the generating functions:
slight variations in these quantities yield quite different time evolutions. In other words, this
means that initial states and control parameters can be efficiently used as keys in an encryption
system. What’s more, generating of chaotic signal is often of low cost, which makes it suitable
for the encryption of large bulky data (Alvarez & Li, 2006).
Due to these recognized potential benefits, chaos-based multimedia encryption algorithms are
of high interest up to now, and have made great progress (Chen et al., 2004; Gao et al., 2006;
Li et al., 2002; Lian, 2009; Su et al., 2010; Wang et al., 2011). This chapter focuses on a survey
of chaos-based encryption algorithms for image, video and audio respectively.
The organization of this chapter is as follows. In Section 1, backgrounds of chaos-based
multimedia encryption technology are first given. Section 2 describes some special
requirements of multimedia encryption. To evaluate the performance of multimedia
encryption algorithms, Section 3 gives some generic evaluation methods. In Section 4, 5 and
6, the existing chaos-based encryption algorithms are analyzed for image, video and audio,
respectively. The last section concludes the chapter.
2. Requirements of multimedia encryption
Due to special characteristics of multimedia data, such as large data volumes, high
redundancy, interactive operations, and requires real-time responses, sometimes multimedia
applications have their own requirements like security, invariance of compression ratio,
format compliance, transmission error tolerance, demand of real-time. In this section, some
special requirements of multimedia encryption are summarized.
2.1 Security
For multimedia encryption, security is the primary requirement, thus the usage of chaotic
maps should guarantee the security of a multimedia datum. Generally speaking, an
encryption algorithm is regarded as secure if the cost for cracking it is no smaller than the
one paid for the authorization of video content. For example, in broadcasting, the news may
be of no value after an hour. Thus, if the attacker can not break the encryption algorithm
during an hour, then the encryption algorithm may be regarded as secure in this application
(Lian et al., 2008). Security of an encryption usually consists of its perceptual security, its key
space, key sensitivity, and its ability against potential attacks.
(1) Perceptual security: when we use a method to encrypt a multimedia datum, for example
an image, if the encrypted image is not perceptual recognized, the encryption is secure in
perception.
(2) Key space: it is generally defined as the number of encryption keys that are available in
the cryptosystem. Assume ki denotes a key and K represents a finite set of possible keys,
the key space can be expressed as K = {k1, k2, ..., kr}, where r is the number of key. For
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chaos-based encryptions, the chaotic sequence generator should produce chaotic ciphers
with good randomness, which can be tested by long period, large linear complexity,
randomness and proper order of correlation immunity (Rueppel, 1986).
(3) Key sensitivity: an ideal multimedia encryption should be sensitive with respect to the
secret key i.e. the change of a single bit in the secret key should produce a completely
different encrypted result, which is called key sensitivity. Generally, key sensitivity of a
chaotic cipher refers to the initial states sensitivity and control parameters sensitivity of
chaotic map.
(4) Potential attacks: here, we just introduce the common used attacks as following:
• Ciphertext-only attack: it is an attack with an attempt to decrypt ciphertext when only
the ciphertext itself is available. The opponent attempts to recover the corresponding
plaintext or the encryption key.
• Known-plaintext attack: when having access to the ciphertext and an associated piece
of plaintext, the opponent attempts to recover the key.
• Chosen-plaintext attack: it is an attack where the cryptanalyst is able to choose his own
plaintext, feed it into the cipher, and analyze the corresponding ciphertext.
• Brute-force attack: it is a form of attack in which each possible key is tried until the
success key is obtained. To make brute-force attack infeasible, the size of key space
should be large enough.
• Differential attack: it is a chosen-plaintext attack relying on the analysis of the
evolution of the differences between two plaintexts.
Therefore, a secure encryption algorithm should be secure in perception, have large key space,
high key sensitivity, and resist potential attacks.
2.2 Other requirements
Besides security, there are many other requirements as follows.
(1) Computational complexity: compared with texts, multimedia data capacity is
horrendously large. For example, a common 16-bit true-color image of 512-pixel height
and 512-pixel width occupies 512 × 512 × 16/8 = 512KB in space. Thus, a one-second
motion picture will reach up to about 13 MB. If a cryptographic system encrypts all of the
multimedia data bits equally in importance, the computational complexity may be high,
which has often proved unnecessary. As human vision or audition has high robustness
to image or audio degradation and noise, only encrypting those data bits tied with
intelligibility can efficiently accomplish multimedia protection with low computational
complexity.
(2) Invariance of compression ratio: an encryption algorithm with invariance of compression
ratio can preserve the size of a multimedia datum, and maintain the same storage space or
transmission bandwidth. However, in some practical applications, the encryption stage is
allowed to slightly increase the size of a bit stream. In this case, multimedia encryption
algorithms should not change compression ratio or at least keep the changes in a small
range (Su et al., 2011).
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space, key sensitivity, and its ability against potential attacks.
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an image, if the encrypted image is not perceptual recognized, the encryption is secure in
perception.
(2) Key space: it is generally defined as the number of encryption keys that are available in
the cryptosystem. Assume ki denotes a key and K represents a finite set of possible keys,
the key space can be expressed as K = {k1, k2, ..., kr}, where r is the number of key. For
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chaos-based encryptions, the chaotic sequence generator should produce chaotic ciphers
with good randomness, which can be tested by long period, large linear complexity,
randomness and proper order of correlation immunity (Rueppel, 1986).
(3) Key sensitivity: an ideal multimedia encryption should be sensitive with respect to the
secret key i.e. the change of a single bit in the secret key should produce a completely
different encrypted result, which is called key sensitivity. Generally, key sensitivity of a
chaotic cipher refers to the initial states sensitivity and control parameters sensitivity of
chaotic map.
(4) Potential attacks: here, we just introduce the common used attacks as following:
• Ciphertext-only attack: it is an attack with an attempt to decrypt ciphertext when only
the ciphertext itself is available. The opponent attempts to recover the corresponding
plaintext or the encryption key.
• Known-plaintext attack: when having access to the ciphertext and an associated piece
of plaintext, the opponent attempts to recover the key.
• Chosen-plaintext attack: it is an attack where the cryptanalyst is able to choose his own
plaintext, feed it into the cipher, and analyze the corresponding ciphertext.
• Brute-force attack: it is a form of attack in which each possible key is tried until the
success key is obtained. To make brute-force attack infeasible, the size of key space
should be large enough.
• Differential attack: it is a chosen-plaintext attack relying on the analysis of the
evolution of the differences between two plaintexts.
Therefore, a secure encryption algorithm should be secure in perception, have large key space,
high key sensitivity, and resist potential attacks.
2.2 Other requirements
Besides security, there are many other requirements as follows.
(1) Computational complexity: compared with texts, multimedia data capacity is
horrendously large. For example, a common 16-bit true-color image of 512-pixel height
and 512-pixel width occupies 512 × 512 × 16/8 = 512KB in space. Thus, a one-second
motion picture will reach up to about 13 MB. If a cryptographic system encrypts all of the
multimedia data bits equally in importance, the computational complexity may be high,
which has often proved unnecessary. As human vision or audition has high robustness
to image or audio degradation and noise, only encrypting those data bits tied with
intelligibility can efficiently accomplish multimedia protection with low computational
complexity.
(2) Invariance of compression ratio: an encryption algorithm with invariance of compression
ratio can preserve the size of a multimedia datum, and maintain the same storage space or
transmission bandwidth. However, in some practical applications, the encryption stage is
allowed to slightly increase the size of a bit stream. In this case, multimedia encryption
algorithms should not change compression ratio or at least keep the changes in a small
range (Su et al., 2011).
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(3) Format compliance: due to the huge amount of multimedia data and their very high
redundancy, the data are often encoded or compressed before transmission, which
produces the data streams with some format information. The format information will be
used by the decoder to recover the multimedia data successfully. Thus, directly encrypting
multimedia data as ordinary data will make file format conversion impossible. It is
desired that the encryption algorithm preserves the multimedia format. This property
of an encryption algorithm is often called format compliance. Generally, encrypting the
data except the format information will keep the multimedia format. This will support
some direct operations( decoding, playing, bit-rate conversion, etc.) and improve the error
robustness in some extent.
(4) Demand of real-time: real-time performance is often required for many multimedia
applications, e.g. video conferencing, image surveillance. However, bulk capacity of
multimedia data also makes real-time encryption difficult. Therefore, the main challenge
is how to bring reasonable delay of encryption and decryption to meet the requirements
of real-time applications.
(5) Multiple levels of security: in some image or video applications, multiple levels of security
may be needed for the ability to perform more complex multimedia processing. For
example, in video pay-per-view system, only those users who have paid for the service
can have access to large-size images or video with high resolution, and the others may
be able to get some small-size images or video with low resolution and little business
value. Most available cryptographic systems are fully or partially scalable, in the sense
that one can choose different security levels. Scalability is usually achieved by allowing
variable key sizes or by allowing different number of iterations, or rounds. A higher level
of security is achieved with larger key sizes or larger number of rounds.
(6) Transmission error tolerance: since the real-time transport of multimedia data often
occurs in noisy environments, which is especially true in the case of wireless channels
(Gschwandtner et al., 2007; Lin, Chung & Chen, 2008), the delivered multimedia data is
prone to bit errors. So, a perfect encryption algorithm should be insensitive and robust to
transmission errors.
3. Evaluation methods of multimedia encryption
Generally speaking, a multimedia encryption algorithm is often evaluated by security
analysis, time analysis, compression ratio and error robustness.
3.1 Security analysis
Security of an algorithm is generally evaluated by the perceptual experiments, key space
analysis, key sensitivity analysis, and the ability against attacks.
The perceptual experimental result is achieved by a group of comparison between the original
multimedia data and the encrypted. Besides, some works decrypt the encrypted data to
examine the effects of their algorithms.
Key space can be obtained by analyzing the number of key used in the encryption process.
For example, a 20-bit key would have a key space of 220.
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Key sensitivity of a chaotic cipher refers to the initial states sensitivity and control parameters
sensitivity of chaotic map. Take image encryption as an example, a typical key sensitivity test
is performed according to the following steps:
Step 1. First, an original image is encrypted by using the secret key
“K1=0123456789ABCDEF”, and the resulting image is referred to as encrypted
image A.
Step 2. Then, the same image is encrypted by making the slight modification in the secret
key i.e. “K2=1123456789ABCDEF”, which changes the least significant bit of K1. The
resultant image is referred to as encrypted image B.
Step 3. Finally, the above two encrypted images, encrypted by K1 and K2 respectively, are
compared, and cross-correlation curve between the two encrypted images is analyzed.
A good cipher can avoid potential attacks. In general, brute-force attack is analyzed by
key apace analysis. Known-plaintext attack and chosen-plaintext attack can be tested by
comparing the original data and the decrypted. Differential attack test can be achieved
through measuring the percentage p of different pixel numbers (see Equation 1 and Equation
2) between two encrypted images, I1 and I2 (the width and height is W and H, respectively),
whose corresponding plain-images have only one pixel’s difference. And the bigger p is, the





W · H · 100%, i = 0, 1, · · · , W − 1j = 0, 1, · · · , H − 1 (1)
D(i, j) =
{




The encryption time analysis is measured in the following three manners:
(1) Absolute encryption time: it refers to the assumed time for encrypting a multimedia
datum on a certain running platform, and its measuring unit is second.
(2) Relative encryption time ratio: it refers to the time ratio between encryption and
compression.
(3) Computation complexity: it depends on the cost of the chaos-based cipher and the
multimedia data volumes to be encrypted.
If the computational cost or assumed time of a multimedia encryption scheme is very little
compared with their compression, it is considered to be suitable for real-time applications.
3.3 Compression ratio test
In general, the compression ratio is tested by comparing the original compressed data volumes
and encrypted and compressed data volumes. Considering that the compression encoder
often produces the data stream with a given bit-rate, the compression ratio test may be
measured by the video quality under certain bit rate.
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The common measurement of image and video quality is PSNR (Peak Signal-to-Noise Ratio)
shown as Equation 3 and Equation 4, where B is the sampling frequency, I and I � represent an
original m × n image and the encrypted one, respectively.
















I(i, j)− I �(i, j)]2 (4)
The common measurement of audio quality is segSNR (Segmented Signal-to-Noise Ratio)
shown as Equation 5, where M is the number of frames in the audio file, s(i) is the ith frame








From Equation 3, Equation 4 and Equation 5, big PSNR and segSNR would appear to indicate
that the encryption has good performance and high security.
3.4 Error-robustness test
If an encryption scheme does not change file format, and a slight change in one pixel does not
spread to others, it is called transmission error robustness.
The general test method for error-robustness is analyzing the relationship (usually expressed
by a curve) between the quality (PSNR for image and video, segSNR for audio) of the
decrypted frames and the number of bit-error happened in the encrypted frames. Besides,
error-robustness can be tested through correct decryption of an encrypted data, even if a frame
or some bytes are corrupted or lost in its transmission.
4. Chaos-based image encryption algorithms
So far, many chaos-based image encryption methods have been proposed. According to the
percentage of the data encrypted, they are divided into full encryption and partial encryption
(also called selective encryption). Moreover, with respect to the encryption ciphers, the two
encryption methods above can also be further classified into block encryption and stream
encryption, where compression-combined encryption and non-compression encryption are
discussed according to the relation between compression and encryption.
4.1 Full encryption
In the full encryption scheme shown as Fig.1, image as binary large objects or pixels are
encrypted in their entirety. Full encryption can offer a high level of security, effectively prevent
unauthorized access, and is widely used nowadays. For image encryption, full encryption is
often operated without any compression process. Some algorithms have been proposed based
on chaotic block ciphers, and some based on chaotic stream ciphers.
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Fig. 1. The process of full encryption for a image
4.1.1 Algorithms based on chaotic block ciphers
A chaotic map based chaotic block cipher is a type of symmetric-key encryption algorithm
that transforms a fixed-length group of plain-text bits into a group of ciphertext bits of the
same length. The fixed-length group of bits is called a block, and the fixed length is the block
size. A block cipher encryption algorithm for image might take (for example) a 128-bit block
of plain-image as input, and output a corresponding 128-bit block of cipher-image, that is, a
plain-image is encrypted block by block. Many algorithms of this kind have been proposed
in (Cokal & Solak, 2009; Fridrich, 1997; Guan et al., 2005; Lian et al., 2005a;b; Mao et al., 2004;
Salleh et al., 2003; Wang et al., 2011; Xiao et al., 2009). In this section, we just discuss the
representative ones.
Fridrich (Fridrich, 1997) presented a symmetric block encryption technique based on
two-dimensional chaotic map, such as the standard map, cat map and baker map shown
in Equation 6, Equation 7 and Equation 8 (Lian et al., 2005b) (henceforth called B2CP). The
B2CP, shown in Fig.2, consists of two parts: chaotic confusion and pixel diffusion, where the
former process permutes a plain-Standard image with a two-dimensional chaotic map, and
the latter process changes the value of each pixel one by one. In the confusion process, the
parameters of the chaotic map serve as the confusion key. In addition, in the diffusion process,
such parameters as the initial value or control parameter of the diffusion function serve as the
diffusion key. However, security analysis are not efficiently given in their work. Lian et al
(Lian et al., 2005b) studied the performance of Fridrich’s algorithm and its security against
statistical attack, known-plaintext attack, select-plaintext attack, and so on. Furthermore, they
proposed some enhancement means to improve the focused cryptosystem, and gave some
advices to select suitable chaotic map, diffusion function and iteration time.
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Mao et al (Mao et al., 2004) proposed a three-dimensional chaotic baker map based image
encryption scheme (henceforth called BCBP), which contains confusion and diffusion stage,
and aims to obey traditional block cipher’s principles. In BCBP (see Fig.3), the standard
two-dimensional baker map is first extended to be three-dimensional, and then it is used
to speed up image encryption while retaining its high degree of security. Comparing with
105ultimedia Security: A Survey of Chaos-Based Encryption Technology
6 Will-be-set-by-IN-TECH
The common measurement of image and video quality is PSNR (Peak Signal-to-Noise Ratio)
shown as Equation 3 and Equation 4, where B is the sampling frequency, I and I � represent an
original m × n image and the encrypted one, respectively.
















I(i, j)− I �(i, j)]2 (4)
The common measurement of audio quality is segSNR (Segmented Signal-to-Noise Ratio)
shown as Equation 5, where M is the number of frames in the audio file, s(i) is the ith frame








From Equation 3, Equation 4 and Equation 5, big PSNR and segSNR would appear to indicate
that the encryption has good performance and high security.
3.4 Error-robustness test
If an encryption scheme does not change file format, and a slight change in one pixel does not
spread to others, it is called transmission error robustness.
The general test method for error-robustness is analyzing the relationship (usually expressed
by a curve) between the quality (PSNR for image and video, segSNR for audio) of the
decrypted frames and the number of bit-error happened in the encrypted frames. Besides,
error-robustness can be tested through correct decryption of an encrypted data, even if a frame
or some bytes are corrupted or lost in its transmission.
4. Chaos-based image encryption algorithms
So far, many chaos-based image encryption methods have been proposed. According to the
percentage of the data encrypted, they are divided into full encryption and partial encryption
(also called selective encryption). Moreover, with respect to the encryption ciphers, the two
encryption methods above can also be further classified into block encryption and stream
encryption, where compression-combined encryption and non-compression encryption are
discussed according to the relation between compression and encryption.
4.1 Full encryption
In the full encryption scheme shown as Fig.1, image as binary large objects or pixels are
encrypted in their entirety. Full encryption can offer a high level of security, effectively prevent
unauthorized access, and is widely used nowadays. For image encryption, full encryption is
often operated without any compression process. Some algorithms have been proposed based
on chaotic block ciphers, and some based on chaotic stream ciphers.
104 Multimedia – A Multidisciplinary Approach to Compl x Issues Multimedia Security: A Survey of Chaos-Based Encryption Technology 7
Fig. 1. The process of full encryption for a image
4.1.1 Algorithms based on chaotic block ciphers
A chaotic map based chaotic block cipher is a type of symmetric-key encryption algorithm
that transforms a fixed-length group of plain-text bits into a group of ciphertext bits of the
same length. The fixed-length group of bits is called a block, and the fixed length is the block
size. A block cipher encryption algorithm for image might take (for example) a 128-bit block
of plain-image as input, and output a corresponding 128-bit block of cipher-image, that is, a
plain-image is encrypted block by block. Many algorithms of this kind have been proposed
in (Cokal & Solak, 2009; Fridrich, 1997; Guan et al., 2005; Lian et al., 2005a;b; Mao et al., 2004;
Salleh et al., 2003; Wang et al., 2011; Xiao et al., 2009). In this section, we just discuss the
representative ones.
Fridrich (Fridrich, 1997) presented a symmetric block encryption technique based on
two-dimensional chaotic map, such as the standard map, cat map and baker map shown
in Equation 6, Equation 7 and Equation 8 (Lian et al., 2005b) (henceforth called B2CP). The
B2CP, shown in Fig.2, consists of two parts: chaotic confusion and pixel diffusion, where the
former process permutes a plain-Standard image with a two-dimensional chaotic map, and
the latter process changes the value of each pixel one by one. In the confusion process, the
parameters of the chaotic map serve as the confusion key. In addition, in the diffusion process,
such parameters as the initial value or control parameter of the diffusion function serve as the
diffusion key. However, security analysis are not efficiently given in their work. Lian et al
(Lian et al., 2005b) studied the performance of Fridrich’s algorithm and its security against
statistical attack, known-plaintext attack, select-plaintext attack, and so on. Furthermore, they
proposed some enhancement means to improve the focused cryptosystem, and gave some
advices to select suitable chaotic map, diffusion function and iteration time.
�
xj+1 = (xj + yj) mod N
yj+1 = (yj + k sin
xj+1N



















(xj − Ni) + yj mod Nki
yj+1 =
ki




k1 + k2 + · · ·+ kt = N
Ni = k1 + k2 + · · ·+ ki−1
Ni ≤ xj < Ni + ki
0 ≤ yj ≤ N
(8)
Mao et al (Mao et al., 2004) proposed a three-dimensional chaotic baker map based image
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Fig. 2. The image encryption scheme in (Fridrich, 1997)
existing similar schemes which are designed on the two-dimensional baker map, the BCBP
has higher security and faster enciphering/deciphering speeds, which makes it a very good
candidate for real-time image encryption applications.
Fig. 3. The image encryption scheme in (Mao et al., 2004)
Lian et al (Lian et al., 2005a) proposed a block image cipher, which is composed of three
parts: a chaotic standard map based corner-pixels confusion process which consists of the
random-scan process and the chaotic permutation process, a diffusion function realized by a
logistic map (Su et al., 2009) (see Equation 9) based diffusion function that spreads changes
from one pixel to another, and a chaotic skew tent map (see Equation 10) (Brock, 1986) based
key generator, which are used to generate the keys of the confusion process, the random-scan
process and the diffusion process, respectively (henceforth called BCDG). The BCDG is of high
key-sensitivity, and high security against brute-force attack, statistical attack and differential
attack.
xj+1 = 1 − μxj2 (9)
xj+1 =
{ xj
h ,0 < xj ≤ h
1−xj
1−h ,h < xj ≤ 1
(10)
In the above three algorithms, chaotic confusion and pixel diffusion are operated separately,
which makes the encryption algorithms require at least two image-scanning processes. Thus,
these algorithms may waste time on image-scanning.
Wang et al (Wang et al., 2011) improved these algorithms and proposed a fast image
encryption algorithm with combined permutation and diffusion (henceforth called BCPD).
In BCPD (see Fig.4) , the image is first partitioned into blocks of 8 × 8 pixels. Then,
the pseudorandom numbers, generated from the nearest-neighboring coupled-map lattices
(NCML) shown as Equation 11 (Kaneko, 1989), are used to change the pixel values in the
blocks. Meanwhile, the blocks are relocated according to the lattice values of the NCML. The
generation of pseudorandom numbers from NCML can avoid time-consuming operations
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such as multiplication and conversion from floating points to integers, which greatly increases
the encryption speed. In addition, the combination of the permutation and diffusion stages
makes the image scan required only once in each encryption round, which also improves the
encryption speed. Besides, the algorithm can well resist brute-force attack, statistical attack,
differential attack, known/chosen-plaintext attacks.
xn+1(i) = (1 − ε) f (xn(i)) + ε f (xn(i + 1)) (11)
Fig. 4. The image encryption scheme in (Wang et al., 2011)
4.1.2 Algorithms based on chaotic stream ciphers
A chaotic stream cipher is a pseudorandom cipher bit stream (keystream) generated by a
chaotic map, which is used to encrypt a plaintext bit by bit (typically by an XOR operation).
For image, many algorithms have been proposed (Chen et al., 2004; Gao et al., 2006; Gao &
Chen, 2008a;b; Kwok & Tang, 2007; Zhang et al., 2005).
Chen et al (Chen et al., 2004) designed a fast and secure symmetric image encryption scheme
based on 3D cat map (see Fig.5) (henceforth called S3CP). In S3CP, 3D cat map is employed to
shuffle the positions (and, if desired, grey values as well) of pixels in the image, and a chaotic
logistic map based diffusion process among pixels is performed to confuse the relationship
between cipher-image and plain-image. Besides, Chen’s chaotic system (see Equation 12)
(Chen & Ueta, 1999) is employed in key scheming to generate a binary sequence of 128 bits,
which guarantees the high security of S3CP.
⎧⎨
⎩
ẋ = a(y − x)
ẏ = (c − a)x − xz + cy
ż = xy − bz
(12)
Gao and Chen proposed two image encryption algorithms in (Gao & Chen, 2008a;b)
Fig. 5. The image encryption scheme in (Chen et al., 2004)
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(henceforth called SGC). In both papers they shuffled the image based on total image shuffling
matrix generated by using logistic map, then encrypted the shuffled image with a keystream
generated from one or two chaotic systems. The difference between the two encryption
schemes is that in (Gao & Chen, 2008a) the keystream is generated by the systems of both
Lorenz (see Equation 13) and Chen (see Equation 12) (Chen & Ueta, 1999), while in (Gao &
Chen, 2008b) it is generated only by one hyper-chaotic system (see Equation 14). However,
researchers in (Rhouma & Belghith, 2008) and (Arroyo & C. Li, 2009) point out that the two
algorithms present weakness, and a chosen-plaintext attack and a chosen-ciphertext attack
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ẋ1 = a(x2 − x1)
ẋ2 = −x1x3 + dx1 + cx2 − x4
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ẋ4 = x1 + k
(14)
Zhang et al (Zhang et al., 2005) applied discrete exponential chaotic map in image encryption
(henceforth called SDEC). In SDEC, shown in Fig.6, a permutation of the pixels of plain-image
is designed, and “XOR plus mod” operation is used. Besides, time varied-parameter
piece-wise linear map (TVPPLM) (Qiu & He, 2002) is chosen to generate keystream, which
may resist statistic attack, differential attack, and linear attack.
Fig. 6. The image encryption scheme in (Zhang et al., 2005)
Kwok and Tang (Kwok & Tang, 2007) proposed a fast image encryption system based on
high-dimensional chaotic maps with finite precision representation (henceforth called SFPR).
The core of the encryption system is a pseudo-random keystream generator formed by
two chaotic maps (a skewed tent map and high-dimensional cat map), which not only
achieves a very fast throughput, but also enhances the randomness even under finite precision
implementation. Their experiments show that the SFPR is of high speed, high security, and
can be applied in fast real time encryption applications.
Gao et al (Gao et al., 2006) presented an image encryption algorithm based on a new nonlinear
chaotic algorithm (see Equation 15) (henceforth called SNCA) which uses power function and
tangent function instead of linear function. In addition, the SNCA is a one-time-one password
system, that is, it encrypts image data with different keys for different images. Thus the SNCA
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is secure against statistic attack, brute-force attack, and chosen/known-plaintext attacks.
xn+1 = λ · tg(αxn)(1 − xn)β (15)
Apart from the aforementioned algorithms, there are many other researchers doing the image
encryption algorithms based on chaotic stream ciphers, such as Wong (Wong et al., 2009), Tong
(Tong & Cui, 2008), Li (Li et al., 2009), Socek (Socek et al., 2005), and so on.
4.2 Partial encryption
Partial encryption, which is also called selective encryption, only encrypts part of the data.
As shown in Fig.7, a plain-image is partitioned into two parts: sensitive data and insensitive
data. Only the sensitive data are encrypted, and the other is unprotected.
Fig. 7. The process of partial encryption for a image
Considering that image encryption emphasizes on content protection, the focused problem
is how to select sensitive data, which is highly sensitive to the understandability of an
image. Researchers have proposed many encryption algorithms, such as (Cheng & Li, 2000;
Droogenbroeck & Benedett, 2002; Pommer & Uhl, 2003). However, these algorithms are
mostly non-chaotic except (El-Khamy et al., 2009; Lian et al., 2004; Lin, Mao & Wang, 2008;
Xiang et al., 2007), which are all based on chaotic stream ciphers.
Lian et al (Lian et al., 2004) proposed a partial image encryption algorithm by combining
chaotic neural networks with JPEG2000 codec (henceforth called PCNN), which is a
compression-combined encryption scheme. In PCNN, sensitive bitstreams, the subband
with the lowest frequency, the significant bit-planes, and the cleanup pass, are selected
from different subbands, bit-planes or encoding-passes. Besides, they are encrypted by a
chaotic sequence in a chained encryption mode. The PCNN is secure against brute-force
attack, known-plaintext attack or replacement attack. Additionally, it is time-efficient,
does not change compression ratio, supports direct bit-rate control, and keeps the original
error-robustness.
Xiang et al (Xiang et al., 2007) proposed a partial gray-level image encryption scheme based on
a one-way coupled map lattice (CML, see Equation 16) (henceforth called PCML). The PCML
first splits each pixel of image into n(n < 8) significant bits and (8 − n) less significant bits,
and then only encrypts the n significant bits by the key-stream generated from CML, which is
based on a chaotic skew tent map. The PCML is secure when n = 4. However, for an image
which has a high correlation between adjacent pixels, the PCML is not secure and can not
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resist known-plaintext attack. Besides, as PCML is a non-compression encryption, it can not
keep compression ratio and format compliance.
xi
t+1
= (1 − ε)g(xit) + εg(xi−1t ) (16)
Lin et al (Lin, Mao & Wang, 2008) presented a partial image encryption scheme based on
a chaotic skew tent map (henceforth called PSTP). The PSTP integrates chaotic encryption
into the process of bit stream generation by an SPIHT (Set Partitioning In Hierarchical Tree)
encoder. As structure bits are used for synchronizing the encoding and the decoding in the
construction of spatially oriented tree, and more sensitive than the data bits, they are only
encrypted so that only few overheads are introduced to the image coder. Meanwhile, the PSTP
has good key sensitivity and can well resist the brute-force attack and the known-plaintext
attack. However, as PSTP encrypts the format information, it may change the image format.
El-Khamyl et al (El-Khamy et al., 2009) proposed a partial image encryption scheme based
on discrete wavelet transform (DWT) and ELKNZ chaotic stream cipher (El-Zein et al., 2008)
(henceforth called PDEC, shown in Fig.8). In PDEC, the image first goes through a single-level
2-dimensional discrete wavelet transform (2D DWT) resulting in four coefficient matrices: the
approximation (ca), horizontal (ch), vertical (cv), and diagonal (cd) matrices. Only ca matrix,
as the lowest frequency sub-band of the image, is encrypted using the ELKNZ cipher, and
the other sub-bands ch, cv, cd are scrambled. The encrypted ca matrix and the scrambled
ch, cv, cd matrices then undergo 2D inverse discrete wavelet transform (2D IDWT) to produce
the encrypted image. The PDEC can provide complete perceptual encryption in the spatial
and transform domains, and it is secure against known/chosen plaintext attacks.
Fig. 8. The image encryption scheme in (El-Khamy et al., 2009)
4.3 Performance comparison
In this section, we compare the performance of different image encryption algorithms
mentioned in Section 4.1 and 4.2. Here, various aspects listed in Section 2 are considered,
and contrast results are shown in Table 1.
From Table 1, we conclude as follows:
(1) No matter chaos-based image encryption algorithms belong to full encryption or partial
encryption, they can guarantee large key space and high key sensitivity, which make
them resist brute-force attack. And they can confuse the pixels of an image completely
so that the encrypted image is not perceptual recognized, that is, they are secure against
ciphertext-only attack.
(2) As full encryption algorithms encrypt an image entirely and treat each bits equally,
they have higher computational complexity than partial encryption, and do not provide
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BFA KPA CPA COA DA CC ICR FC RT MLS TET
B2CP (Fridrich, 1997) Y Y Y Y N H N N N N N
BCBP (Mao et al., 2004) Y Y Y Y Y H N N Y N Y
BCDG (Lian et al., 2005a) Y N N Y Y H N N N N N
BCPD (Wang et al., 2011) Y Y Y Y Y H N N Y N N
S3CP (Chen et al., 2004) Y N N Y Y M N N Y N N
SGC (Gao & Chen, 2008a;b) Y Y N Y N M N N Y N N
SDEC (Zhang et al., 2005) Y N N Y Y M N N N N Y
SFPR (Kwok & Tang, 2007) Y Y Y Y N M N N Y N N
SNCA (Gao et al., 2006) Y Y Y Y N M N N Y N N
PCNN (Lian et al., 2004) Y Y N Y Y L Y Y Y N Y
PCML (Xiang et al., 2007) Y N N Y N L N N N N N
PSTP (Lin, Mao & Wang, 2008) Y Y N Y N L Y N N N N
PDEC (El-Khamy et al., 2009) Y Y Y Y N L N N N N N
BFA: against brute-force attack; KPA: against known-plaintext attack
CPA: against chosen-plaintext attack; COA: against ciphertext-only attack
DA: against differential attack; CC: computational complexity; FC: format compliance
ICR: invariance of compression ratio; RT: real-time
TET: transmission error tolerance; MLS: multiple levels of security
Y: yes; N: no; L: low; M: middle; H: high
Table 1. Comparison of chaos-based image encryption algorithms
multiple levels of security. Moreover, they are often operated with any compression
process, so they can not keep invariance of compression ratio and format compliance.
(3) If an encryption scheme (such as PCNN) is combined with image compression or coding
process, as it only encrypts a small part of image data and does not change statistical
characteristics of DCT coefficients, it can keep invariance of compression ratio. Moreover,
since it does not encrypt any format information, it can keep format compliance.
(4) Although the block cipher is usually considered faster than stream cipher, it may provide
worse security than stream cipher.
(5) Different chaotic maps have different key space, key sensitivity and computational
complexity. For example, Table 2 lists the differences among cat map, baker map and
standard map. Comparing to cat map and standard map, baker map has the lowest
computational complexity, middle key space, and middle key sensitivity. Thus, baker
map is preferred as a tradeoff between security and computing complexity.
(6) Although the above image encryption algorithms can not fulfill all the requirements listed
in Section 2, they still provide very promising methods that can demonstrate superiority
over the conventional encryption methods.
cat map baker map standard map
key space L M H
key sensitivity H M L
computational complexity M L H
Table 2. The differences among cat map, baker map and standard map
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5. Chaos-based video encryption algorithms
According to the relation between compression process and encryption, this section partitions
chaos-based video encryption algorithms into three types: encrypting the raw video data,
encrypting the video data in compression process, and encrypting the compressed video data.
As to encrypting the video data in compression process, it means realizing encryption in
the encoding process before entropy coding. Encrypting the compressed video data means
realizing encryption after entropy-encoding and before package.
5.1 Encrypting the raw video data
In the type of encrypting the raw video data, some algorithms encrypt the raw data completely
without considering region-of-interest, and others consider the region-of-interest partially or
selectively.
5.1.1 Encryption without considering region-of-interest
Encryption without considering interest regions means to encrypt the video data frame by
frame and does not consider the video objects or any other semantic information. Thus, it
treats the regions fairly without special considerations.
Li et al (Li et al., 2002) proposed a chaotic video encryption scheme (CVES) for real-time
digital video based on multiple digital chaotic systems. In CVES, each plain-block is first
XORed by a chaotic signal, and then substituted by a pseudo-random S-box based on multiple
chaotic maps. The CVES is secure against brute-force attack, known/chosen-plaintext attacks.
Moreover, it is of low computational complexity, and thus it can be realized easily by both
hardware and software.
Ganesan et al (Ganesan et al., 2008) described a public key encryption (PKVE) of videos based
on chaotic maps. In PKVE, if the number of frames is too large, they first use phase scrambling
(see Fig.9) (Nishchal et al., 2003) to scramble the video data, and then encrypt the data using
chebyshev maps (Bergamo et al., 2005) (see Equation 17). Otherwise, they encrypt each frame
by Arnold scrambling (Prasad, 2010). The PKVE is secure against known/chosen-plaintext
attacks, and has high key sensitivity. In particular, it is very efficient in real-time applications
for 64 × 64 and 128 × 128 pixel size videos.
⎧⎨
⎩




Kezia and Sudha (Kezia & Sudha, 2008) used a high dimensional Lorenz chaotic system to
Fig. 9. The video encryption scheme in(Ganesan et al., 2008)
encrypt each frame of a video by confusing the position of the pixels (henceforth called LCVS).
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In LCVS, each frame is encrypted by a unique key instead of changing the key for a particular
number of frames. The LCVS can resist brute-force attack and differential attack, and it is
robust to transmission error and much suitable for real-time transmission.
5.1.2 Encryption considering regions-of-interest
In many practical applications, it is not necessary or suitable to encrypt all video data, while
just regions of interest. For the video data, a region of interest means human video objects or
any other kind of regions of semantic information. In this issue, researchers have proposed
some encryption algorithms according to the mode shown in Fig.10.
Fig. 10. The encryption mode considering regions-of-interest
Tzouveli et al (Tzouveli et al., 2004) proposed a human video object encryption system
(henceforth called HVOE) based on logistic map. In HVOE, face regions are first efficiently
detected, and afterwards body regions are extracted using geometric information of the
location of face regions. Then, the pixels of extracted human video objects are encrypted based
on logistic map. The HVOE can resist brute-force attack, different-key attack and differential
attack, and it is efficient in computational resources and running time.
Ntalianis and Kollias (Ntalianis & Kollias, 2005) proposed a video object based chaotic
encryption system (henceforth called VOCE). First, in VOCE video objects are automatically
extracted based on the appropriate fusion of color information. Next, for each video object,
multi-resolution decomposition is performed and the pixels of the lowest resolution level are
encrypted using a complex product cipher combining a chaotic stream cipher and two chaotic
block ciphers. Finally, the encrypted regions are propagated to the higher resolution levels
and the encryption process is repeated until the highest level is reached. The VOCE presents
robustness against brute-force attack and known cryptanalytic attack.
5.2 Encrypting the video data in compression process
Encrypting the video data in compression process means realizing encryption in the encoding
process before entropy coding, such as Context-adaptive variable-length coding (CAVLC),
Context-adaptive binary arithmetic coding (CABAC), variable length coding (VLC), run
length coding (RLC), Golomb, Huffman, and so on. This section just discusses the most
representative schemes for MPEG or H.26x.
Yang and Sun (Yang & Sun, 2008) proposed a chaos-based video encryption method in
DCT domain (henceforth called CVED). In CVED, only I-frames are selected as encryption
objects. First, they use a double coupling logistic maps (see Equation 18) to scramble the
DCT coefficients of I-frames, and then encrypt the DCT coefficients of the scrambled I-frames
by using another logistic map (see Equation 9). In CVED, five keys are introduced in the
whole process, and thus the key space is large enough to resist brute-force attack. Besides,
113ultimedia Security: A Survey of Chaos-Based Encryption Technology
14 Will-be-set-by-IN-TECH
5. Chaos-based video encryption algorithms
According to the relation between compression process and encryption, this section partitions
chaos-based video encryption algorithms into three types: encrypting the raw video data,
encrypting the video data in compression process, and encrypting the compressed video data.
As to encrypting the video data in compression process, it means realizing encryption in
the encoding process before entropy coding. Encrypting the compressed video data means
realizing encryption after entropy-encoding and before package.
5.1 Encrypting the raw video data
In the type of encrypting the raw video data, some algorithms encrypt the raw data completely
without considering region-of-interest, and others consider the region-of-interest partially or
selectively.
5.1.1 Encryption without considering region-of-interest
Encryption without considering interest regions means to encrypt the video data frame by
frame and does not consider the video objects or any other semantic information. Thus, it
treats the regions fairly without special considerations.
Li et al (Li et al., 2002) proposed a chaotic video encryption scheme (CVES) for real-time
digital video based on multiple digital chaotic systems. In CVES, each plain-block is first
XORed by a chaotic signal, and then substituted by a pseudo-random S-box based on multiple
chaotic maps. The CVES is secure against brute-force attack, known/chosen-plaintext attacks.
Moreover, it is of low computational complexity, and thus it can be realized easily by both
hardware and software.
Ganesan et al (Ganesan et al., 2008) described a public key encryption (PKVE) of videos based
on chaotic maps. In PKVE, if the number of frames is too large, they first use phase scrambling
(see Fig.9) (Nishchal et al., 2003) to scramble the video data, and then encrypt the data using
chebyshev maps (Bergamo et al., 2005) (see Equation 17). Otherwise, they encrypt each frame
by Arnold scrambling (Prasad, 2010). The PKVE is secure against known/chosen-plaintext
attacks, and has high key sensitivity. In particular, it is very efficient in real-time applications
for 64 × 64 and 128 × 128 pixel size videos.
⎧⎨
⎩




Kezia and Sudha (Kezia & Sudha, 2008) used a high dimensional Lorenz chaotic system to
Fig. 9. The video encryption scheme in(Ganesan et al., 2008)
encrypt each frame of a video by confusing the position of the pixels (henceforth called LCVS).
12 Multimedia – A Multidisciplinary Approach to Compl x Issues Multimedia Security: A Survey of Chaos-Based Encryption Technology 15
In LCVS, each frame is encrypted by a unique key instead of changing the key for a particular
number of frames. The LCVS can resist brute-force attack and differential attack, and it is
robust to transmission error and much suitable for real-time transmission.
5.1.2 Encryption considering regions-of-interest
In many practical applications, it is not necessary or suitable to encrypt all video data, while
just regions of interest. For the video data, a region of interest means human video objects or
any other kind of regions of semantic information. In this issue, researchers have proposed
some encryption algorithms according to the mode shown in Fig.10.
Fig. 10. The encryption mode considering regions-of-interest
Tzouveli et al (Tzouveli et al., 2004) proposed a human video object encryption system
(henceforth called HVOE) based on logistic map. In HVOE, face regions are first efficiently
detected, and afterwards body regions are extracted using geometric information of the
location of face regions. Then, the pixels of extracted human video objects are encrypted based
on logistic map. The HVOE can resist brute-force attack, different-key attack and differential
attack, and it is efficient in computational resources and running time.
Ntalianis and Kollias (Ntalianis & Kollias, 2005) proposed a video object based chaotic
encryption system (henceforth called VOCE). First, in VOCE video objects are automatically
extracted based on the appropriate fusion of color information. Next, for each video object,
multi-resolution decomposition is performed and the pixels of the lowest resolution level are
encrypted using a complex product cipher combining a chaotic stream cipher and two chaotic
block ciphers. Finally, the encrypted regions are propagated to the higher resolution levels
and the encryption process is repeated until the highest level is reached. The VOCE presents
robustness against brute-force attack and known cryptanalytic attack.
5.2 Encrypting the video data in compression process
Encrypting the video data in compression process means realizing encryption in the encoding
process before entropy coding, such as Context-adaptive variable-length coding (CAVLC),
Context-adaptive binary arithmetic coding (CABAC), variable length coding (VLC), run
length coding (RLC), Golomb, Huffman, and so on. This section just discusses the most
representative schemes for MPEG or H.26x.
Yang and Sun (Yang & Sun, 2008) proposed a chaos-based video encryption method in
DCT domain (henceforth called CVED). In CVED, only I-frames are selected as encryption
objects. First, they use a double coupling logistic maps (see Equation 18) to scramble the
DCT coefficients of I-frames, and then encrypt the DCT coefficients of the scrambled I-frames
by using another logistic map (see Equation 9). In CVED, five keys are introduced in the
whole process, and thus the key space is large enough to resist brute-force attack. Besides,
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only encrypting the DCT coefficients of I-frames consumes little time, and is feasible for
real-time applications. However, considering that there are some macro blocks in B-frames
or P-frames, which are encoded without referring to I-frames, these blocks will be left
unprotected. Therefore, some video contents may be intelligible and the CVED is not secure
enough. {
xn+1 = μxxn(1 − xn)
yn+1 = μyyn(1 − yn) (18)
Lian (Lian, 2009) constructed an efficient chaos-based selective encryption scheme for
image/video (henceforth called CSVE) shown in Fig.11. In CSVE, only the DC (direct
current coefficient) and the ACs (signs of the alternating current coefficients) of each frame
are encrypted using the 2D coupled map lattice (2D CML). The encryption is operated after
pre-encoding (namely, color space transformation), block partitioning (each block is in 8 × 8
size), DCT transformation and quantization, and before post-encode (i.e., zig-zag scan and
VLC). The CSVE has high key sensitivity and is secure in perception. Moreover, its encryption
operation does not change the compression ratio a lot, and incurs little computational cost
compared with video compression. The cryptographic security of CSVE depends on the
randomness of the chaotic sequences generated by the 2D coupled map lattice.
Fig. 11. The video encryption scheme in (Lian, 2009)
Chiaraluce et al (Chiaraluce et al., 2002) presented a selective encryption algorithm for the
H.263 videos (henceforth called SEHV), in which the cipher operations have been seamlessly
integrated into the H.263 encoding process, i.e., before RLC and packaging. In SEHV, only the
most significant bit in the DC coefficients of DCT , the AC coefficients of I-MB (intra macro
blocks), the sign bit of the AC coefficients of the PMB (predicted macro blocks), and the sign
bit of the motion vectors are encrypted by using three suitably arranged different chaotic
functions, namely, the skew tent map, saw-tooth likewise map, and logistic map. The key
space (2512) of SEHV is large enough to resist brute-force attack. The SEHV changes the key
every 30 frames, and thus it is secure against known/chosen-plaintext attacks. Besides, it
introduces a modest additional processing time and is suitable for “real time” or “almost real
time” applications.
5.3 Encrypting the compressed video data
Encrypting the compressed video data means realizing encryption after entropy-encoding and
before package (shown as Fig.12.). The representative works are done by Lian et al (Lian, Liu,
Ren & Wang, 2007; Lian, Sun & Wang, 2007) and Qian et al (Qian et al., 2008).
Lian et al (Lian, Sun & Wang, 2007) proposed an efficient partial video encryption scheme
based on a chaotic stream cipher generated by a discrete piecewise linear chaotic map
(henceforth called VESC). In VESC, both the intra-macroblocks (all the macroblocks in
I-frame and some intra-encoded macroblocks in P/B-frame) and the motion vectors’ signs are
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Fig. 12. The mode of encrypting the compressed video data
encrypted, and the encryption process is achieved after VLC and before packaging. The VECS
has large key space, and high key sensitivity. Besides, it can keep invariance of compression
ratio, format compliant and is robust to transmission error.
In (Lian, Liu, Ren & Wang, 2007), Lian et al proposed a fast video encryption scheme for
MPEG-4 (henceforth called VEM4). In VEM4, the file format information, such as file header,
packet header, and so on, are left unencrypted in order to support such operation as bit-rate
control, and the motion vectors, subbands, code blocks or bit-planes are partially encrypted by
a stream cipher based on a modified chaotic neural network (Lian et al., 2004). Moreover, for
each encoding-pass, the chaotic binary sequence is generated from different initial-condition
based on logistic map. Thus, if one encoding-pass cannot be synchronized because of
transmission errors, the other ones can still be decrypted correctly. The VEM4 is of high
security in perception, of low computation complexity, and secure against brute-force attack,
statistic attack or differential attack. It keeps compression ratio and file format unchanged,
supports direct bit-rate control, and keeps the error-robustness unchanged.
Qian et al (Qian et al., 2008) proposed a multiple chaotic encryption system (MCES) for
MPEG-2. In MCES, three chaotic or hyperchaotic maps, namely logistics map, 2-D baker
map and 4-D hyperchaotic map (Li et al., 2005), are introduced for stream partial encryptions,
block permutation, confusion after block permutation, respectively. Moreover, stream ciphers
encrypt only DC coefficients. The MCES is secure, efficient, of low computational complexity,
and nearly brings no data expansion.
5.4 Performance comparison
In this section, we compare the performance of different encryption algorithms mentioned
above. Here, various aspects listed in Section 2 are considered, and contrast results are shown
in Table 3.
From Table 3, we get the following conclusions:
(1) The CVES, PKVE and LCVS encrypt the video data completely without considering
interest regions. Their security depends on the proposed chaotic ciphers, and as long
as the ciphers are well-designed, they are often of higher security and higher complexity
than other types, and thus are more suitable for secure video storing.
(2) The HVOE and VOCE encrypt only the regions of interest, and leave the rest (such as
background) unprotected. They are of lower computation complexity, and more suitable
for real-time applications. Their cryptographic security depends on the adopted chaotic
cipher and the region selection.
(3) The algorithms that encrypt the video data in compression process belong to partial or
selective encryption, and are often of lower complexity than those encrypt the raw video
data directly. However, some of them, such as CVED and SEHV, change the compression
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and nearly brings no data expansion.
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In this section, we compare the performance of different encryption algorithms mentioned
above. Here, various aspects listed in Section 2 are considered, and contrast results are shown
in Table 3.
From Table 3, we get the following conclusions:
(1) The CVES, PKVE and LCVS encrypt the video data completely without considering
interest regions. Their security depends on the proposed chaotic ciphers, and as long
as the ciphers are well-designed, they are often of higher security and higher complexity
than other types, and thus are more suitable for secure video storing.
(2) The HVOE and VOCE encrypt only the regions of interest, and leave the rest (such as
background) unprotected. They are of lower computation complexity, and more suitable
for real-time applications. Their cryptographic security depends on the adopted chaotic
cipher and the region selection.
(3) The algorithms that encrypt the video data in compression process belong to partial or
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BFA KPA CPA COA DA CC ICR FC RT MLS TET
CVES (Li et al., 2002) Y Y Y Y N M N N Y N N
PKVE (Ganesan et al., 2008) Y Y Y Y N H N N Y N N
LCVS (Kezia & Sudha, 2008) Y N N Y Y M N N Y N N
HVOE (Tzouveli et al., 2004) Y N N Y Y L N N Y N N
VOCE (Ntalianis & Kollias, 2005) Y N N Y N L N N Y Y Y
CVED (Yang & Sun, 2008) Y N N N N L N Y Y N N
CSVE (Lian, 2009) Y N N Y N L Y Y Y N N
SEHV (Chiaraluce et al., 2002) Y Y Y Y N L N Y Y N N
VESC (Lian, Sun & Wang, 2007) Y N N Y N L Y Y Y N Y
VEM4 (Lian, Liu, Ren & Wang, 2007) Y N N Y Y L Y Y Y N Y
MCES (Qian et al., 2008) Y N N Y N L Y Y Y N N
Table 3. Comparison of chaos-based video encryption algorithms
ratio because they change the statistical characteristics of DCT coefficients. Interestingly,
some of them can keep file format unchanged, and thus support direct bit rate control,
that is, they permit to re-compress the encoded and encrypted video before decrypting it
firstly, and save much time for secure transcoding. Therefore, they are more suitable for
real-time applications, such as wireless multimedia network or multimedia transmission
over narrow bands.
(4) The algorithms that encrypt the compressed video data can not only preserve invariance
of compression ratio and format compliance, but also be of low overhead. Additionally,
they are of low-cost and easy to be realized, and thus are suitable for real-time required
applications, such as video transmission or video access. However, as the video stream
after entropy encoding may have a certain structure or syntax, they may destroy the
structure of the video stream, furthermore, they may bring error spreading when the
transmission error happens because they do not consider the rules of package before
transmission.
6. Chaos-based audio encryption algorithms
Comparing to image and video, the work for audio or speech encryption is sadly lacking at
present. Therefore, this section will deal with not only the chaos-based methods, but also
other audio encryption technologies. In general, according to the percentage of the audio data
encrypted, the existing audio encryption algorithms are mostly divided into full encryption
and partial encryption.
6.1 Full encryption
For full encryption, there are two fundamentally distinct approaches to achieve audio security:
analogue audio encryption and digital audio encryption.
6.1.1 Analogue audio encryption
Analogue audio encryption contains four main categories, namely, frequency domain
scrambling, time domain scrambling, two-dimensional scrambling which combines the
frequency domain scrambling with the time domain scrambling, and amplitude scrambling.
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Sridharan et al (Sridharan et al., 1990; 1991) and Borujeni (Borujeni, 2000) proposed scrambling
approach using orthogonal transformation like discrete fourier transform (DFT), fast fourier
transform (FFT), DCT, respectively. Lin et al (Lin et al., 2005) proposed a modified time
domain scrambling scheme with an amplitude scrambling method, which masks the speech
signal with a random noise by specific mixing. Andrade et al (Andrade et al., 2008) presented
a two-dimensional scrambling method combining the frequency domain scrambling with the
time domain scrambling for AMR (adaptive multi-rate) speech. Sadkhan et al (Sadkhan et al.,
2007) proposed analog speech scrambler based on parallel structure of wavelet transforms.
Mosa et al (Mosa et al., 2009) proposed a chaos based speech encryption system in transform
domains (henceforth called SETD). The SETD consists of two stages: substitution and
permutation. First, the stream of speech segments is divided and reshaped into two fixed
size blocks and the elements are permutated by chaotic map technique, then substituted to
different values by DCT and then permutated another time. The SETD is of low-complexity,
and secure against brute-force attack, statistical attack and noise attack.
These analogue audio encryption techniques are simple and have following advantages
(Sridharan et al., 1990):
• they provide excellent voice recognition or voice recovery.
• The quality of the recovered speech is independent of the language and speaker.
• It is possible to acoustically couple the encryption device to the handset which enables the
device to be used with any handset.
• The system does not require speech compression or modems.
• The system is less sensitive to errors in synchronization.
• The system generates scrambled speech without any residual intelligibility.
However, these techniques do not change the redundancy of speech greatly, which leads to
the intelligibility of the encrypted analog signal, and thus analogue audio encryption has poor
security.
6.1.2 Digital audio encryption
In digital encryption, the analogue signal is first digitised and compressed to generate a data
signal at a suitable bit rate. The bit stream is then encrypted.
Gnanajeyaraman et al (Gnanajeyaraman et al., 2009) proposed an audio encryption scheme
(shown in Fig.13) based on a look-up table which is generated by using higher dimensional cat
map (henceforth called AELT). The AELT has the characteristic of sensitive to initial condition,
and resists brute-force attack and chosen/known-plaintext attacks.
Liu et al (Liu et al., 2008) proposed a block encryption algorithm for digital speech
codes (henceforth called BEDS). The BEDS encrypts message with chaotic sequences which
randomly come from chaotic model database using logistic map (see Equation 9) and henon
map (see Equation 19). The BEDS has large key space, and partially solves the problem of
decryption for receiver when some data packages are lost during real-time transportation.
{
xi+1 = 1 + byi − ax2i
yi+1 = xi
(19)
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Fig. 13. The audio encryption scheme in (Gnanajeyaraman et al., 2009)
Sheu (Sheu, 2011) presented a two-channel chaos-based speech encryption using fractional
Lorenz system for speech communication (henceforth called TCSE). The TCSE can achieve
large key space, high key sensitivity, and the ability to resist chosen plaintext/ciphertext
attack.
Full encryption can offer a high level of security and effectively prevent unauthorized access,
however, is computationally demanding, and not effectively applied to power-constrained,
real-time multimedia applications.
6.2 Partial encryption
Partial encryption, which is often operated on a certain audio coding standard, such as G.723,
G.729 and MP3, only encrypts the sensitive subset of an audio data.
Wu and Kuo (Wu & Kuo, 2001) presented a fast selective encryption method for G.723
(henceforth called FSEM), where the most significant 37 bits of all important coefficients
are encrypted. As the FSEM does not select any of the pulse position coefficients, it can be
applied directly to bit rate modes. Moreover, it distorts speech totally, and is secure against
ciphertext-only attack, brute-force attack, known/chosen-plaintext attacks.
Servetti and Martin (Servetti & Martin, 2002) proposed a perception based partial encryption
scheme for G.729 (henceforth called LPPE). In LPPE, speech signals are first partitioned into
two classes based on perception, where the mostly perceptually relevant bits are encrypted
and the others are left unprotected. The LPPE can achieve content protection which is
equivalent to full encryption. However, there are still remaining some comprehensible bit
steams structures which might leak some information for attackers and reduce security to an
extent.
Servetti et al (Servetti et al., 2003) presented a frequency-selective partial encryption for MP3
(henceforth called FPEM). In FPEM, only a part of the stop-band coefficients are encrypted.
The FPEM is combined with low-pass filtering in the compressed domain, which makes the
FPEM against statistical attack and offers good content protection. Moreover, the FPEM is of
low-complexity and format compliance.
Su et al (Su et al., 2010) improved the LPPE and presented a group of chaos-based hierarchical
selective encryption schemes (henceforth called CHSE) which can obtain a good tradeoff
between high security and low computational cost. In CHSE, speech bit streams are
partitioned into two parts according to the bit sensitivity where the sensitive bits are encrypted
by a strong cipher and the remaining are encrypted by a lightweight cipher.
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6.3 Performance comparison
In this section, we just compare the performance of SETD, AELT, BEDS, TCSE, LPPE, CHSE,
FPEM and FSEM. Here, various aspects listed in Section 2 are considered, and contrast results
are shown in Table 4.
BFA KPA CPA COA DA CC ICR FC RT MLS TET
SETD (Mosa et al., 2009) Y N N Y N M N N N N N
AELT (Gnanajeyaraman et al., 2009) Y Y Y Y N H N N N N N
BEDS (Liu et al., 2008) Y N N Y N H N N Y N Y
TCSE (Sheu, 2011) Y N Y Y N H N N N N N
FSEM (Wu & Kuo, 2001) Y Y Y Y N L Y Y Y N N
LPPE (Servetti & Martin, 2002) Y N N Y N L N Y Y N N
FPEM (Servetti et al., 2003) Y N N Y N L N Y Y N N
CHSE (Su et al., 2010) Y Y Y Y Y L Y Y Y Y N
Table 4. Comparison of audio encryption algorithms
From Table 4, we can we get the following conclusions:
(1) As partial encryption only encrypts a subset of audio data, it has lower computational
complexity than full encryption. Thus, audio encryption algorithms of this category can be
used to meet the real-time demand for power-constrained devices and narrow bandwidth
environments.
(2) As partial encryption is generally used for compressed audio data, it can keep the audio
format compliance.
(3) Compared with analogue encryption, digital encryption can give lower residual
intelligibility and higher cryptanalytic strength, and thus it is the main technique for audio
encryption at present. However, analogue encryption also has its advantage in analogue
telephone, satellite and mobile communication systems without the use of a modem.
7. Conclusions
Multimedia encryption becomes more and more important with the development of
network and multimedia technology in today’s world. To tackle the problem, many
encryption algorithms have been proposed. Although there does not seem to be any
multimedia encryption algorithm that can fulfill all aforementioned requirements in Section
2, chaos-based multimedia encryptions provide a class of very promising methods which
can demonstrate superiority over the conventional encryption methods and can be used as
the foundation of future research. However, chaos-based multimedia encryption is not yet
mature and more efforts are needed for its further development toward practical applications
with high security, low computational complexity, invariance of compression ratio, format
compliance, real-time, multiple levels of security, and strong transmission error tolerance.
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BFA KPA CPA COA DA CC ICR FC RT MLS TET
SETD (Mosa et al., 2009) Y N N Y N M N N N N N
AELT (Gnanajeyaraman et al., 2009) Y Y Y Y N H N N N N N
BEDS (Liu et al., 2008) Y N N Y N H N N Y N Y
TCSE (Sheu, 2011) Y N Y Y N H N N N N N
FSEM (Wu & Kuo, 2001) Y Y Y Y N L Y Y Y N N
LPPE (Servetti & Martin, 2002) Y N N Y N L N Y Y N N
FPEM (Servetti et al., 2003) Y N N Y N L N Y Y N N
CHSE (Su et al., 2010) Y Y Y Y Y L Y Y Y Y N
Table 4. Comparison of audio encryption algorithms
From Table 4, we can we get the following conclusions:
(1) As partial encryption only encrypts a subset of audio data, it has lower computational
complexity than full encryption. Thus, audio encryption algorithms of this category can be
used to meet the real-time demand for power-constrained devices and narrow bandwidth
environments.
(2) As partial encryption is generally used for compressed audio data, it can keep the audio
format compliance.
(3) Compared with analogue encryption, digital encryption can give lower residual
intelligibility and higher cryptanalytic strength, and thus it is the main technique for audio
encryption at present. However, analogue encryption also has its advantage in analogue
telephone, satellite and mobile communication systems without the use of a modem.
7. Conclusions
Multimedia encryption becomes more and more important with the development of
network and multimedia technology in today’s world. To tackle the problem, many
encryption algorithms have been proposed. Although there does not seem to be any
multimedia encryption algorithm that can fulfill all aforementioned requirements in Section
2, chaos-based multimedia encryptions provide a class of very promising methods which
can demonstrate superiority over the conventional encryption methods and can be used as
the foundation of future research. However, chaos-based multimedia encryption is not yet
mature and more efforts are needed for its further development toward practical applications
with high security, low computational complexity, invariance of compression ratio, format
compliance, real-time, multiple levels of security, and strong transmission error tolerance.
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1. Introduction
With rapid advances of information technologies, a large amount of digital contents,
especially multimedia, can be processed by electronic devices such as computers and
smartphones. Protecting the copyrights of digital contents is of paramount importance, and
digital fingerprinting has attracted a lot of attention for this purpose. In digital fingerprinting,
a user’s ID called a fingerprint is embedded into an original content with a watermarking
technique, and then the fingerprinted contents are distributed to users.
Digital fingerprinting requires robustness against collusion attacks, in which more than one
illicit user colludes to forge illegal contents. In the context of multimedia fingerprinting,
well-known collusion attacks are the interleaving attack (Boneh & Shaw, 1998; Fernandez &
Soriano, 2004; Silverberg et al., 2003; Staddon et al., 2001) and the averaging attack (Trappe et
al., 2003; Wu et al., 2004). The averaging attack is particularly effective when fingerprint’s
watermark is embedded into host multimedia via the spread spectrum technique. Trappe et al.
have devised collusion-secure codes, called anti-collusion (AC) codes, against the averaging
attack based on block designs (Trappe et al., 2003). The AC codes given by Trappe et al. are also
called AND-AC codes. Subsequently, several studies have proposed a method for increasing
coding rates of AC codes based on a various class of block designs and related methods.
Some examples are based on group-divisible design (Kang et al., 2006), finite geometries and
low-density matrices (Yagi et al., 2009), and cover-free families of sets (Li et al., 2009). In order
to further increase the coding rate, concatenated coding in which an outer error correcting
code is concatenated with an inner AC code, has been proposed (Yagi et al., 2007). This
method seems attractive since any AND-AC codes can be used as the inner codes. Whereas
the concatenated codes given by (Yagi et al., 2007) greatly improve the coding rates of AC
codes, the codes need exponential-time complexity in the code length for decoding (detecting
the colluders).
In this chapter, we consider a method for constructing AC codes with polynomial-time encoding
and decoding algorithms based on concatenated coding. We give a sufficient condition
on outer error correcting codes assuring that the concatenated AC codes have a designed
resilience. A polynomial-time decoding algorithm is proposed based on the list-decoding of
error correcting codes. A key idea is that after the inner decoding, from the set of candidate
outer symbols, we randomly create a sequence, which is input to the list-decoding of the
6
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outer code. If the outer code’s parameters satisfy the derived condition, the list-decoding
algorithm can output at least one colluder’s codeword correctly. We repeat this procedure
until all the colluders’ codewords are found. The proposed coding method guarantees the
perfect detection of all the colluders in the absence of noise. Although, for fixed code length
and resilience, the number of codewords of the proposed concatenated codes is smaller than
that of codes in (Yagi et al., 2007), it asymptotically approaches the exponential order in the
overall code length, resulting in a greater number of codewords than those of the AC codes
in (Trappe et al., 2003) and (Yagi et al., 2009). In the proposed concatenated coding, any AC
codes can be used as the inner code. Using AC-codes given by (Kang et al., 2006) and (Li et
al., 2009) as the inner codes, we obtain analogous results.
In related work, some coding and decoding methods have been proposed for the interleaving
attack (also known as the attack based on the marking assumption), in which one of colluders
i-th codeword symbol is selected as the i-th codeword symbol of the forged fingerprint (e.g.,
(Boneh & Shaw, 1998; Staddon et al., 2001)). In (Silverberg et al., 2003) and (Fernandez &
Soriano, 2004), the list decoding of fingerprinting codes is used. This work assures that at
least one of the colluders is identified with polynomial time complexity in the code length. It
seems that, in our problem setting, i.e., against the averaging attack, the realization of efficient
coding is much easier because the forged fingerprint can have more information under the
averaging attack. This is true in the sense that we can identify all the colluders with AC
codes. However, the code construction is rather hard in terms of coding rate, since the use
of orthogonal sequences in AC codes (Trappe et al., 2003; Wu et al., 2004) prevents the code
size from growing exponentially in the code length. In this chapter, we aim at realizing the
polynomial-time complexity in the code length as well as increasing the code size greatly
based on concatenated coding and list decoding of outer codes.
The proposed method is attractive in the sense that we can construct it in a deterministic
way for given parameters and implement encoding and decoding with polynomial-time
complexity in the code length. However, its code size still grows semi-exponential in the code
length. This means that the coding rate of this code, which is defined as the logarithm of the
code size per codeword symbol, goes to zero as the code length tends to infinity. Recently, it
has been pointed out by (Koga, 2010) that there exist AC codes with a strictly positive coding
rate although the way of constructing such codes is still unknown. In the last part of this
chapter, we show that there exist polynomial-time AC codes with a strictly positive coding
rate, based on the argument given by (Koga, 2010).
2. Fingerprinting model
2.1 Digital fingerprinting
When distributing a digital content to users, a codeword (fingerprint) corresponding to each
user is embedded into the original content by a watermarking technique. Some illicit users
may collude and attempt to forge their fingerprints (collusion attack) so that their fingerprints
are not revealed from an illegally utilized content. The detector of colluders estimates
colluders’ fingerprints from the forged fingerprint.
Let Γ = {1, 2, . . . , |Γ|} be the set of users of a digital content, where | · | expresses the cardinality
of its argument set. We denote a codeword of user j ∈ Γ by bj = (b(1)j , b
(2)
j , . . . , b
(N)
j ) ∈
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Fig. 1. A encoding procedure for multimedia fingerprinting using the spread spectrum
technique. ⊕ denotes the real number addition of w(l)j with the host content x.
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Note that there always exists a set of n orthogonal sequences for every M ≥ n. Then the
created watermark signal is embedded into a host signal. Denoting the host signal by x =
(x(1), . . . , x(N)) ∈ RM×N, the distributed content to user j ∈ Γ is1 yj = x + wj ∈ RM×N. A
encoding procedure is illustrated in Fig. 1.
Since fingerprints are embedded with a watermark technique, any user cannot detect their
own fingerprint wj from the watermarked content yj. Therefore illicit users may collude to
disturb their fingerprints by creating a forged content from their distributed contents.
2.2 Assumed collusion attack
We consider a set of colluders of size h ≥ 1, denoted by Sc ⊆ Γ, and without loss of generality,
we assume Sc = {1, 2, . . . , h}. The attacked host signal by a set of colluders Sc is expressed as
1 More precisely, each wj is multiplied by some value called Just-Difference Noticeable (JDN) coefficient
(Podilchuk & Zeng, 1998), before it is added to the host signal.
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Fig. 2. Illustration of the averaging attack at segment l conducted by Sc = {1, 2, . . . , h}. The
sequence b̂
(l)
j is an estimate which corresponds to b
(l)
j .








for l = 1, 2, . . . , N. From (2) and the relation y(l)j = x
(l) + wj, (3) can also be expressed as









(2b(l)ij − 1)ui, (4)
for l = 1, . . . , N. The detector of the colluders estimates the set of colluders Sc from the
attacked host signal y ∈ RM. This attack is called the averaging attack, which is an effective
collusion attack in multimedia fingerprinting (Trappe et al., 2003; Wu et al., 2004). Figure 2
illustrates the averaging attack at segment l conducted by Sc = {1, 2, . . . , h}.
In practical situations, additive noise z ∈ RM×1 is added to y(l) in (4). However, we assume
the absence of noise for the time being to focus on designing codes as in (Trappe et al., 2003).
Later, some extension will be discussed to deal with noise.
2.3 Concatenated anti-collusion code
In this chapter, we consider concatenated coding, which increases the coding rates of AC
codes in (Trappe et al., 2003), (Yagi et al., 2009), etc. In concatenated coding, we use two kinds
of codes, namely an outer code and an inner code (Forney, 1966).
Let Co ⊆ GFN(q) be a q-ary linear (N, K, D) error correcting code of length N, the number of
information symbols, K, and minimum distance D (Lin & Costello, 2004), which is used as the




j , . . . , c
(N)
j ) ∈ Co .
The encoder first generates a codeword of the outer code Co, and then each symbol c(l)j ∈
GF(q) for l = 1, 2, . . . , N is mapped into a codeword b(l)j ∈ B, where B ⊆ {0, 1}n×1 is a binary
AC code (Trappe et al., 2003) of length n (Fig. 3). The mapping of a symbol c(l)j ∈ GF(q) to a
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Fig. 3. Encoding procedure for a concatenated AC code. A codeword of the outer code is first
generated, and each symbol is mapped into a codeword of the inner code. The total length of
the concatenated AC code is N0 = Nn, where N and n are the code length of the outer code
and the inner code, respectively.
codeword b(l)j ∈ B is unique and pre-determined. The code B is used as the inner code C i. We
assume that |B| ≥ q for one-to-one correspondence between q symbols of the outer code and
a subset of codewords of B. The mapped codeword is bj = (b(1)j , . . . , b
(N)
j ) ∈ {0, 1}n×N . We
denote the binary concatenated code of length N0 := Nn by C ⊆ {0, 1}n×N . After generating
bj ∈ C, we compute a watermark of each inner codeword b(l)j ∈ B, denoted by w
(l)
j , by (2).
If we use a trivial error correcting code, namely the (1,1,1) error correcting code, then this
concatenated code reduces to the AC code in (Trappe et al., 2003) or (Yagi et al., 2009).
3. Inner codes and outer codes
3.1 Inner codes: AC codes based on finite geometries
Trappe et al. (Trappe et al., 2003) have devised anti-collusion (AC) codes, which are used as
inner codes in our concatenated coding scheme. For the purpose of simple explanation, we
assume N = 1 in this subsection. First, we give the definition of the AC codes.
Definition 1. Assume the non-blind scenario, in which the host signal x is known to the
detector. If a set of colluders Sc satisfies h ≤  for some positive integer  ≥ 2, the code
which can find all the colluders in Sc is referred to as an -resilient AC code. The parameter  is
called the resilience of the AC codes. 
Lemma 1 (Yagi et al., 2009). Assume that a binary matrix satisfies (i) the Hamming weight of each
column is at least k, and (ii) any pair of distinct two columns has at most t 1-components in common.
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Then, the AC code whose codewords are all column vectors of this matrix is a (�k/t� − 1)-resilient AC
code. i.e., if h ≤ �k/t� − 1, any set of colluders Sc can be uniquely detected2. 
Remark 1. Let Q(Sc) be the set of symbol positions where all of the fingerprints in Sc take
the 0-component. Then an �-resilient AC code in (Trappe et al., 2003) and (Yagi et al., 2009)
uniquely identifies the set Q(Sc) for any Sc with h ≤ �. 
From Remark 1, since an �-resilient AC code uniquely identifies Q(Sc) for any Sc of size less
than or equal to �, the code reveals the set of colluders Sc. For a detailed procedure of the
inner decoding, refer to (Trappe et al., 2003).
In (Yagi et al., 2009), an algebraic construction of �-resilient AC codes has been proposed
based on finite geometries. We will use these AC codes as the inner code in concatenated
coding for a comparison purpose though any AC codes can also be used. For a prime p and
two positive integers m and s (m ≥ 2, s ≥ 1), the m-dimensional Euclidean geometry EG(m, ps)
over a Galois field GF(ps) consists of points, lines, and hyperplanes. Any points in EG(m, ps) are
pms m-dimensional vectors over GF(ps), and they form an m-dimensional vector space V over
GF(ps). For μ such that 0 ≤ μ ≤ m, a μ-dimensional hyperplane (generally, called a μ-flat)
is a μ-dimensional subspace of V and its cosets, and any μ-flat contains pμs points. Points
correspond to 0-flats. Any pair of two μ-flats, (F1, F2), has at most one (μ − 1)-flat in common,
which implies F1 and F2 have at most p(μ−1)s points in common. In a Euclidean geometry







p(μ−i+1)s − 1 (5)
μ-flats in total.
Letting n0 = fEG(0), consider an n0 × fEG(μ) matrix Bμ = (bij). An element bij in a matrix
Bμ takes bij = 1 if point i is contained in μ-flat j, or takes bij = 0 otherwise. This matrix Bμ is
called the incident matrix of μ-flats over points in EG(m, ps). Allocating the j-th column vector bj
of Bμ to the j-th user’s fingerprint, the obtained code Bμ = {bj} is called the μ-th order EG-AC
code.
Lemma 2 (Yagi et al., 2009). For given EG(m, ps), the μ-th order EG-AC code Bμ is a (ps −
1)-resilient AC code of length n0 = pms and the number of codewords fEG(μ). 
We mention parameters of EG-AC codes (Yagi et al., 2009). Let μ∗ express dimension μ that
maximizes fEG(μ). The number of codewords is fEG(μ∗) = νn
1
4 (m+2)
0 with some 1 ≤ ν < 2
m
2 .
This means that the number of codewords increases in polynomial order Θ(n
1
4 (m+2)
0 ) of code
length n0.
3.2 Outer codes: Existing condition on error correcting codes
We state a previous condition on outer error-correcting codes (Yagi et al., 2007).
2 �v� expresses the minimum integer not less than v.
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We define the Hamming distance between a sequence and a sequence set. Let cj =
(c(1)j , c
(2)
j , . . . , c
(N)
j ) ∈ Co such that c
(l)
j ∈ GF(q) for l = 1, 2, . . . , N be a codeword of the outer
code Co. We define the following sets:
Y (l) = {c(l)j | j ∈ Sc}, (6)
and





The set Y (l) expresses the set of symbols over GF(q) which give y(l) (recall that there is
one-to-one correspondence between symbols over GF(q) and a subset of inner codewords).
We define the Hamming distance between a symbol v ∈ GF(q) and the set Y (l) as
δ(v,Y (l)) =
{
0, if v ∈ Y (l);
1, otherwise.
(8)




j , . . . , c
(N)
j ) ∈ Co such





δ(c(l)j ,Y (l)). (9)
Definition 2. For a set of colluders Sc such that h ≤ � and any codeword cj ∈ Co with
j ∈ Γ \ Sc, if at least r codewords ci such that i ∈ Sc satisfy
dH(ci,Y) < dH(cj,Y), (10)
then the concatenated code C is called the (�, r)-resilient concatenated AC (CAC) code for Y . 
The following theorem states a condition on the outer code Co assuring that a concatenated
code C becomes an (�, h)-resilient AC code.
Theorem 1 (Yagi et al., 2007). Assume that we use an �-resilient AC code B as the inner code. If







is used as the outer code, the concatenated code C is an (�, h)-resilient CAC code for Y . 
The (�, r)-resilient CAC codes enable us to detect at least r colluders in Sc by simply
calculating the Hamming distance after obtaining each Y (l) for l = 1, 2, . . . , N via the inner
decoding. However, we need to exhaustively search codewords in Co , and a decoding
algorithm requires exponential time complexity in outer code length N, i.e., O(qN). In (Yagi et
al., 2007), the use of the Reed-Solomon (RS) codes is suggested as the outer codes. The RS code
is an instance of the maximum distance separable (MDS) codes which meet Singleton’s bound
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D ≤ N − K + 1 with equality, and N = q − 1 for a prime power q (Lin & Costello, 2004). In





m+2 ). Therefore, the overall decoding complexity3 is O(2N0 log N0 ).
4. Polynomial-time concatenated AC codes
4.1 Condition on outer codes with �-resilience
A main idea to give polynomial-time decodable concatenated codes is that after the inner
decoding, we randomly create a sequence from the candidate symbol set Y . Upon input of
this sequence, a list-decoding algorithm for the outer code outputs at least one colluder’s
codeword. Like this, we consider iterating the following procedure:
(i) Set τ := 1 and Y (l)0 := Y (l) for each l = 1, . . . , N.
(ii) Randomly pick a symbol ỹ(l)τ from Y (l)τ−1 for each l = 1, . . . , N, and set Ỹ
(l)
τ := {ỹ(l)τ } and
ỹτ := (ỹ
(1)
τ , . . . , ỹ
(N)
τ ).
(iii) Find all j ∈ Γ such that
dH(cj, ỹτ) ≤ N(1 − 1/�), (12)
and the set of found colluders is denoted by Sc,τ. We define Y (l)τ and Yτ in a similar way
to (6) and (7), respectively, by replacing Sc with Sc \ ⋃τi=1 Sc,i (notice that |Y (l)τ | ≤ |Y (l)τ−1|
for every l = 1, . . . , N).
(iv) Set τ := τ + 1, and go to step (ii). We repeat this procedure until there are no codewords
satisfying (12).
Proposition 1. Assume that the inner code is an �-resilient AC code B. If h ≤ � and a q-ary (N, K, D)







is used as the outer code, the concatenated code C is an (�, hτ)-resilient CAC code for each Ỹτ , where
hτ = |Sc,τ|.




j , . . . , c
(N)
j ) ∈ Co such that c
(l)
j ∈ GF(q) for l = 1, 2, . . . , N be the
j-th users’ outer codeword. By the definition of Sc,τ, there are hτ colluders whose ci, i ∈ Sc,τ,
satisfy dH(ci, ỹτ) ≤ N(1 − 1/�). On the other hand, since any fingerprint cj, j ∈ Γ \ Sc, agrees
at most (N − D) symbols with each fingerprint ci, i ∈ Sc,τ, any cj agrees at most �(N − D)
symbols with ỹτ. Therefore we have
dH(cj, ỹτ) = N − �(N − D)











3 The complexity of encoding is O(N20 ) in the concatenated coding.
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Since dH(ci, ỹτ) ≤ N(1 − 1/�), (14) implies dH(cj, ỹτ) > dH(ci, ỹτ). Therefore we can
correctly detect hτ colluders in Sc,τ by comparing the Hamming distance from ỹτ . 
The condition (13) is the same as the condition of �-traceability (TA) codes against the
interleaving attack (Staddon et al., 2001; Silverberg et al., 2003), which identify at least one
colluder in Sc of size less than or equal to �. The condition (13) is weaker than (11) in the sense
that (13) is sufficient to satisfy (11).
By Singleton’s bound, the minimum distance of a linear error correcting code satisfies D ≤
N − K + 1. Since it is desirable to make D as large as possible, we may well use the RS code
satisfying D = N − K + 1 as the outer code. For given prime power q, there always exists a
lengthened/shortened RS code for every N ≤ q if K ≥ 1 and D = N − K + 1. Other promising
candidates for the outer code are algebraic geometry (AG) codes or near-MDS expander
codes in (Guruswami, 2004), which asymptotically meet Singleton’s bound. All these codes
can be decoded by the Guruswami-Sudan (GS) list-decoding algorithm (Guruswami, 2004),
which corrects up to N(1 −√(K − 1)/N) errors with the polynomial time complexity in N
(Silverberg et al., 2003).
4.2 Decoding algorithm for concatenated AC codes
We propose a polynomial-time decoding algorithm for a concatenated code C base on
Proposition 1. As in (Fernandez & Soriano, 2004) and (Silverberg et al., 2003) for �-TA
codes against the interleaving attack, we employ a code Co that can be decoded by the GS
list-decoding algorithm. The detail decoding procedure is described as follows:
[Proposed Decoding Algorithm]
(1) For each y(l), l = 1, . . . , N given by (4), find all the members in Y (l) via the decoding of the
inner AC code.
(2) Set τmax := max1≤l≤N |Y (l)|, τ := 1 and Y (l)0 := Y (l) for each l = 1, . . . , N.
(3) Randomly pick ỹ(l)τ ∈ Y (l)τ−1 for each l = 1, . . . , N, and set ỹτ := (ỹ(1)τ , . . . , ỹ(N)τ ).
(4) Execute the GS list-decoding algorithm for ỹτ , and find the set Sc,τ.
(5) Set Y (l)τ for l = 1, . . . , N as
Y (l)τ :=
{
Y (l) \⋃τ−1i=1 Y
(l)





Y (l), otherwise, (15)
and set Yτ := ∏Nl=1 Y (l)τ .
(6) If τ = τmax or |⋃τi=1 Sc,i| = τmax, then output
⋃τ
i=1 Sc,i as colluders and halt the algorithm.
Otherwise, set τ := τ + 1 and go to step (3).
We note that in step (1), which corresponds to the inner decoding, Y (l) for l = 1, . . . , N are
correctly found although we cannot see Sc itself. We show that if the outer code satisfies the
condition (13), then Sc,τ is correctly found at step (4) in each iteration by the following lemmas:
Lemma 3. If h ≤ � and an outer code satisfying (13) is concatenated with an �-resilient AC code, there
is some l ∈ {1, . . . , N} such that |Y (l)| = h. i.e., the maximum number of iterations of the proposed
decoding algorithm is τmax = h.
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(1)
τ , . . . , ỹ
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dH(cj, ỹτ) ≤ N(1 − 1/�), (12)
and the set of found colluders is denoted by Sc,τ. We define Y (l)τ and Yτ in a similar way
to (6) and (7), respectively, by replacing Sc with Sc \ ⋃τi=1 Sc,i (notice that |Y (l)τ | ≤ |Y (l)τ−1|
for every l = 1, . . . , N).
(iv) Set τ := τ + 1, and go to step (ii). We repeat this procedure until there are no codewords
satisfying (12).
Proposition 1. Assume that the inner code is an �-resilient AC code B. If h ≤ � and a q-ary (N, K, D)







is used as the outer code, the concatenated code C is an (�, hτ)-resilient CAC code for each Ỹτ , where
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Since dH(ci, ỹτ) ≤ N(1 − 1/�), (14) implies dH(cj, ỹτ) > dH(ci, ỹτ). Therefore we can
correctly detect hτ colluders in Sc,τ by comparing the Hamming distance from ỹτ . 
The condition (13) is the same as the condition of �-traceability (TA) codes against the
interleaving attack (Staddon et al., 2001; Silverberg et al., 2003), which identify at least one
colluder in Sc of size less than or equal to �. The condition (13) is weaker than (11) in the sense
that (13) is sufficient to satisfy (11).
By Singleton’s bound, the minimum distance of a linear error correcting code satisfies D ≤
N − K + 1. Since it is desirable to make D as large as possible, we may well use the RS code
satisfying D = N − K + 1 as the outer code. For given prime power q, there always exists a
lengthened/shortened RS code for every N ≤ q if K ≥ 1 and D = N − K + 1. Other promising
candidates for the outer code are algebraic geometry (AG) codes or near-MDS expander
codes in (Guruswami, 2004), which asymptotically meet Singleton’s bound. All these codes
can be decoded by the Guruswami-Sudan (GS) list-decoding algorithm (Guruswami, 2004),
which corrects up to N(1 −√(K − 1)/N) errors with the polynomial time complexity in N
(Silverberg et al., 2003).
4.2 Decoding algorithm for concatenated AC codes
We propose a polynomial-time decoding algorithm for a concatenated code C base on
Proposition 1. As in (Fernandez & Soriano, 2004) and (Silverberg et al., 2003) for �-TA
codes against the interleaving attack, we employ a code Co that can be decoded by the GS
list-decoding algorithm. The detail decoding procedure is described as follows:
[Proposed Decoding Algorithm]
(1) For each y(l), l = 1, . . . , N given by (4), find all the members in Y (l) via the decoding of the
inner AC code.
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Y (l), otherwise, (15)
and set Yτ := ∏Nl=1 Y (l)τ .
(6) If τ = τmax or |⋃τi=1 Sc,i| = τmax, then output
⋃τ
i=1 Sc,i as colluders and halt the algorithm.
Otherwise, set τ := τ + 1 and go to step (3).
We note that in step (1), which corresponds to the inner decoding, Y (l) for l = 1, . . . , N are
correctly found although we cannot see Sc itself. We show that if the outer code satisfies the
condition (13), then Sc,τ is correctly found at step (4) in each iteration by the following lemmas:
Lemma 3. If h ≤ � and an outer code satisfying (13) is concatenated with an �-resilient AC code, there
is some l ∈ {1, . . . , N} such that |Y (l)| = h. i.e., the maximum number of iterations of the proposed
decoding algorithm is τmax = h.
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(Proof ) If h = 2, then there is at least D positions such that |Y (l)| = 2 because the Hamming
distance of any two outer codewords is at least D. For the case h ≥ 3, the symbols of user 1’s
codeword c1 and user 2’s codeword c2 are different in at least D positions and we denote this
position set by D. Then user 3’s codeword c3 cannot agree more than N − D symbols with
each of c1 and c2 in the position indexed by D. i.e.,
|{i|cji = c3i, i ∈ D}| ≤ N − D, for j = 1, 2. (16)
Therefore, there are at least D − 2(N − D) positions in which all three codewords disagree.
When we consider the forth codeword c4, the same argument gives at least D − (2 + 3)(N −
D) positions in which all four codewords disagree. By induction, among {c1, c2, . . . , cν} such
that ν ≤ h, the number of positions in which all the codewords c1, . . . , cν disagree is at least
D − (2 + 3 + · · ·+ (ν − 1))(N − D)
> D− 1
2
(�− 2)(�+ 1)(N − D). (17)









from below. Equation (18) implies that the lemma holds. 
Lemma 4. If h ≤ � and the outer code satisfies (13), all the codewords satisfying (12) for given ỹτ are
correctly found at step (4).
(Proof ) If (13) is satisfied, then we can easily check







where the r.h.s. expresses the correcting radius of the GS list-decoding algorithm (Silverberg
et al., 2003). Therefore all the codewords satisfying (12) are found in step (4). 
The next theorem states the number of colluders captured by the proposed decoding
algorithm in the absence of noise.
Theorem 2. If h ≤ � and we use an �-resilient AC code B as the inner code and an (N, K, D) error
correcting code satisfying (13) as the outer code, then the proposed decoding algorithm finds all the
colluders in Sc.
(Proof ) In the first iteration τ = 1, obviously there is at least one colluder’s codeword cj ∈ Co
which is in the distance dH(ci, ỹ1) ≤ N(1 − 1/�) and can be decoded by the GS list-decoding.
This implies that all the colluders can be found if h = 2.
Let some h, 3 ≤ h ≤ �, be given, and we first assume that in each iteration only one colluder’s
codeword is found before iteration τ, 2 ≤ τ ≤ h. In iteration τ, we assume that the colluders
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found so far are denoted by c̃1, . . . , c̃τ−1 for simplicity. Let a function Δ(τ) be defined as
Δ(τ) = D − (τ − 1)(N − D) (20)
Since any two codewords agree in at most N − D positions, each of remaining c̃τ, . . . , c̃h agrees
at least Δ(τ) positions with Yτ−1, which has been calculated at step (5) in iteration τ − 1. By
using (13), Δ(τ) is bounded as
Δ(τ) > N(1 − τ/�2). (21)
When randomly picking ỹτ at step (3) in iteration τ, there is at least one codeword among
c̃τ , . . . , c̃h which agrees greater than or equal to Δ(τ)/(h − τ + 1) positions with ỹτ, which is
bounded as
Δ(τ)/(h − τ + 1) > N(1 − τ/�2)/(h − τ + 1). (22)
The r.h.s. of (22) is greater than N/� since
N










�(�− h) + �τ − �− τ}
(h − τ + 1)�2
≥ N(hτ − h − τ)
(h − τ + 1)�2 , (23)
where we substitute h = � to obtain the last inequality. The r.h.s. of (23) is apparently greater
than zero for h ≥ 3 and τ ≥ 2. This in turn implies that there is at least one codeword
cj, τ ≤ j ≤ h, such that dH(cj, ỹτ) ≤ N(1 − 1/�) and it can be found by the GS-list decoding
algorithm.
The case where in some iteration τ� < τ, more than one colluder’s codeword is found can be
proved in a similar way. 
We state the time complexity of the proposed decoding algorithm by assuming an RS code
is used as the outer code. As for the inner decoding (step (1)), we conduct the exhaustive
search of all the combinations of � or less inner codewords. The number of inner codewords
is q = O(N), so the time complexity for each inner decoding is O(N�), which is polynomial
time in code length N0. In each iteration, we execute the GS list-decoding algorithm for the
outer code, which requires the time complexity of O(N15) for iteration τ = 1 when h = �
and of O(N4) for iteration τ ≥ 2 (or τ ≥ 1 when h < �). Since the maximum number of
iteration is �, the overall decoding complexity is bounded by max{O(N�+1), O(N15)} when
h = �. When h < �, we can also show that the overall decoding complexity is bounded by
max{O(N�+1), O(hN4)}.
4.3 Coding rates of concatenated AC codes
As for the inner code C i = B, we require only the condition that |B| ≥ q, where q is the
number of symbols of an outer code Co. If |B|/q > 1, we can divide the CAC codes into
several groups. Define g = �|B|/q�. We first divide an inner code B into g disjoint subsets
B(1),B(2), . . . ,B(g) such that |B(i)| ≥ q, i = 1, 2, . . . , g. By using each B(i) as the inner codes,
we obtain g disjoint concatenated codes, denoted by C(1), C(2), . . . , C(g). The overall code C =
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(Proof ) If h = 2, then there is at least D positions such that |Y (l)| = 2 because the Hamming
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position set by D. Then user 3’s codeword c3 cannot agree more than N − D symbols with
each of c1 and c2 in the position indexed by D. i.e.,
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2
(�− 2)(�+ 1)(N − D). (17)









from below. Equation (18) implies that the lemma holds. 
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where the r.h.s. expresses the correcting radius of the GS list-decoding algorithm (Silverberg
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The next theorem states the number of colluders captured by the proposed decoding
algorithm in the absence of noise.
Theorem 2. If h ≤ � and we use an �-resilient AC code B as the inner code and an (N, K, D) error
correcting code satisfying (13) as the outer code, then the proposed decoding algorithm finds all the
colluders in Sc.
(Proof ) In the first iteration τ = 1, obviously there is at least one colluder’s codeword cj ∈ Co
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found so far are denoted by c̃1, . . . , c̃τ−1 for simplicity. Let a function Δ(τ) be defined as
Δ(τ) = D − (τ − 1)(N − D) (20)
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at least Δ(τ) positions with Yτ−1, which has been calculated at step (5) in iteration τ − 1. By
using (13), Δ(τ) is bounded as
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When randomly picking ỹτ at step (3) in iteration τ, there is at least one codeword among
c̃τ , . . . , c̃h which agrees greater than or equal to Δ(τ)/(h − τ + 1) positions with ỹτ, which is
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�(�− h) + �τ − �− τ}
(h − τ + 1)�2
≥ N(hτ − h − τ)
(h − τ + 1)�2 , (23)
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several groups. Define g = �|B|/q�. We first divide an inner code B into g disjoint subsets
B(1),B(2), . . . ,B(g) such that |B(i)| ≥ q, i = 1, 2, . . . , g. By using each B(i) as the inner codes,
we obtain g disjoint concatenated codes, denoted by C(1), C(2), . . . , C(g). The overall code C =
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i=1 C(i) is an �-resilient CAC code with size F0 := gqK if each concatenated code C(i) is an
�-resilient AC code. Coding rate R0 of C is given by R0 = (log2 gqK)/N0.
Example 1. We show the numbers of codewords of five CAC codes C which consist of EG-AC
inner codes C i = B and MDS outer codes Co (shortened RS codes (Lin & Costello, 2004)). For
comparison, we show conventional EG-AC codes Bμ (Yagi et al., 2007) with the same resilience
and the code length. Table 1 shows the parameters of original and concatenated EG-AC codes
and Table 2 shows the logarithm of the number of codewords for each code. From Table 2, it
can be found that the CAC codes is effective. In particular, as the code length becomes large,
the effectiveness of the CAC codes is enhanced. 
We now analyze the asymptotic number of codewords by assuming an (N, K, D) RS code
satisfying (13) and an EG-AC code of the maximal order μ∗ are used as the outer code and the
inner code, respectively. For simplicity, we assume q = N, which means that the lengthened
RS code is used. The EG-AC code of the maximal order μ∗ satisfies fEG(μ∗) = νn
1
4 (m+2) with
some ν, 1 ≤ ν < 2 m2 (Yagi et al., 2009). There exists an m > 3 such that νn 14 (m+1) < q ≤
νn
1
4 (m+2), and hence
νn
1
4 (m+1) < N ≤ νn 14 (m+2) (24)
from N = q. Note that the condition (13) is equivalent to K < N/�2 + 1 since K = N − D + 1,
but there always exit RS codes with K ≥ N/�2 (this can be confirmed by setting D = �N(1 −
1/�2)�). Then the total number of codewords F0 := qK = NK satisfies
F0 ≥ 2N log N/�2 . (25)
Since the overall length of the concatenated code is N0 = Nn where n ≤ (N/ν)
4
m+1 from (24),














where ν� = ν
4
m+5 . Furthermore, by carefully investing the parameters of EG-AC codes, we
find
m2 + 6m + 2m log�+1 2 = 4 log�+1 N0, (27)
resulting in m = Θ(2(log�+1 N0)
1
2 ). We have m → ∞ as N0 → ∞ and ν� ≥ 1. Thus, for any




with sufficiently large N0. Equation (28) implies that the number of codewords increases
arbitrarily closely in the exponential order of N0 log N0/�2, which is equal to a single RS code
of length N0. Thus, the number of codewords of the proposed concatenated codes is much
greater than those of the AC codes in (Yagi et al., 2009).
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No. EG-AC code Bμ
Concatenated EG-AC code C
Inner Code C i Outer Code Co
(m, ps) n (m, ps) n (N, K, D) q
(i) (4, 31) 81 (2, 31) 9 (9, 3, 7) 11
(ii) (6, 31) 729 (3, 31) 27 (27, 7, 21) 32
(iii) (7, 31) 2187 (4, 31) 81 (27, 7, 21) 81
(iv) (8, 31) 6561 (4, 31) 81 (81, 21, 61) 81
(v) (6, 22) 4096 (3, 22) 64 (64, 8, 57) 64
Table 1. Parameters of original and concatenated EG-AC codes
No.
Resilience Code length # of Information Symbols
� Nn log2 |Bμ | log2 |C|
(i) 2 81 10.19 10.38
(ii) 2 729 19.80 35.00
(iii) 2 2187 26.16 44.38
(iv) 2 6561 32.52 133.14
(v) 3 4096 24.52 48.00
Table 2. Examples of the number of codewords of original and concatenated EG-AC codes
4.4 Conditions of outer codes with �-resilience and e-error correcting capability
The �-resilient AC codes in Sect. 3.1 do not have error-correcting capability. On the other
hand, with concatenated coding, we can make �-resilient CAC codes have such capability. In





y(l)j + z (29)
where z ∈ Rn×1 is a vector of additive noise, this is particularly important because some of
inner decoders may result in mis-correction (Trappe et al., 2003). For some non-negative
integer e, we derive conditions on an outer code Co assuring that a concatenated code C have
an (�, r)-resilience and e-error correcting capability4.
Proposition 2. Assume that an �-resilient AC code B is used as the inner code, and an (N, K, D)










is used as the outer code. If h ≤ � and the number of inner decoders whose outputs are in error is less
than or equal to e, the concatenated code C is an (�, hτ)-resilient CAC code for each Ỹτ (defined in Sect.
4.1), where hτ = |Sc,τ|.




j , . . . , c
(N)
j ) ∈ Co such that c
(l)
j ∈ GF(q) for l = 1, 2, . . . , N be the
j-th users’ outer codeword. There are hτ colluders such that each of ci, i ∈ Sc,τ agrees at least
4 We can introduce erasure symbols instead of error symbols as in (Fernandez & Soriano, 2004), which
was introduced against the interleaving attack.
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4.1), where hτ = |Sc,τ|.




j , . . . , c
(N)
j ) ∈ Co such that c
(l)
j ∈ GF(q) for l = 1, 2, . . . , N be the
j-th users’ outer codeword. There are hτ colluders such that each of ci, i ∈ Sc,τ agrees at least
4 We can introduce erasure symbols instead of error symbols as in (Fernandez & Soriano, 2004), which
was introduced against the interleaving attack.
137olynomial-Time Codes Ag inst Av r ging Attack for Multimedia Fingerprinting
14 Will-be-set-by-IN-TECH
(N − e)/� symbols in Ỹτ , i.e., we have
dH(ci, Ỹτ) ≤ N − (N − e)/�. (31)
On the other hand, any fingerprint cj, j ∈ Γ \ Sc agrees at most �(N − D) + e symbols in Ỹτ .
We have
dH(cj, Ỹτ)− dH(ci, Ỹτ) ≥ N − �(N − D)− e
−(N − (N − e)/�) > 0, (32)
for � ≥ 2. Therefore the condition (10) is satisfied. 
Theorem 3. Assume that we use an �-resilient AC code B as the inner code and an (N, K, D) error
correcting code satisfying (30) as the outer code. If the number of inner decoders whose outputs are in
error is less than or equal to e, then the proposed decoding algorithm finds all the colluders in Sc. 
It follows from (13) and (30) that the e-error correcting capability requires a more stringent
condition on D by (�+ 1)e/�2. In this case, we can also use an MDS or a near-MDS code as
the outer code Co.
5. Existence of polynomial-time AC codes with a positive rate
The proposed method given in the previous section is of importance from the fact that we
can construct it in a deterministic way for given parameters and implement encoding and
decoding with polynomial-time complexity in n. Theorem 2 indicates that the size of the
concatenated AC codes still grows semi-exponential in the code length, and the coding rate of
this code goes to zero as n tends to infinity. Recently, it has been pointed out by (Koga, 2010)
that there exist AC codes with a strictly positive coding rate although it is not clear how to
construct such codes. Here, we show that there exist polynomial-time AC codes with a strictly
positive coding rate, based on the argument given by (Koga, 2010).
First, we review a result on the coding rate of �-resilient AC codes shown by (Koga, 2010).






for sufficiently large n. 
Theorem 4 is an “ existence theorem” which indicates only the existence of good AC codes but
does not imply how to construct such codes. In addition, encoding and decoding complexity
is in the exponential order of n, which seems impractical even though such codes can be
obtained. The next theorem shows the existence of �-resilient AC codes that can be encoded
and decoded with polynomial order complexity in n.
Theorem 5. For given � ≥ 2, there exists at least one �-resilient concatenated AC code that can
encoded and decoded with polynomial order complexity in n with the coding rate





for sufficiently large n.
(Proof ) This theorem can be easily proven by noticing that the coding rate is decreased by the
factor of 1/2 if concatenated coding is used. 
From Theorem 5, we can reduce the encoding and decoding complexity to a great extent by
allowing the coding rate decreases by the factor of 1
2
. However, it is guaranteed that the
existence of an -resilient concatenated AC code whose coding rate is still strictly positive for
all  ≥ 2.
6. Conclusion
In this chapter, for multimedia fingerprinting, concatenated coding in which the outer code
is a near-MDS error correcting code and the inner code is a class of AC codes in (Trappe et
al., 2003) and (Yagi et al., 2009), was proposed. Using AC codes given by (Kang et al., 2006)
and (Li et al., 2009) as the inner codes, a similar result can be obtained. Based on list-decoding
for the outer code, we proposed a polynomial-time decoding algorithm. Furthermore, we
derived a condition assuring that concatenated AC codes have e-error correcting capability.
In the last part of this chapter, we have shown the existence of AC codes that can be encoded
and decoded with polynomial time complexity and have a positive rate. It is of interest to
investigate how to construct such codes in a deterministic way.
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1. Introduction 
It would observe an enormous growth about a use and distribution of multimedia content in 
Internet, and an illegal copy and redistribution of multimedia content are also increased 
with a serious proclivity for a wrongdoer.  
Among multimedia content specially, a digital image has been widely used in a variety of 
applications, from web, digital camera photography, military information and digital art to 
medical diagnosis and personal blog. As like this, digital image is more and more important 
media in an information society. Therefore, a necessity for a reliable multimedia content has 
been rising rapidly in recent years. How to protect the original creator’s Intellectual 
Property Rights (IPR) and integrity of digital products is a realistic problem urgently 
needing to be solved [1]. Accordingly, the copyright of a content creator has to be 
protectable for IPR and discriminate between the original from an illegal copy. 
Furthermore, a tracing of an illegal distribution has to be a necessary for a copyright 
protection and a cutoff of an illegal copy of multimedia content. The methods to prevent 
from an illegal reproduction and distribution are categorized into two ways. The one is 
enable to use and transmit within a boundary of admitted limitation for authorized users, 
and the other is to trace how people reproduce and redistribute the content illegally, when 
they are found to be illicit in contact with an unauthorized content [2]. 
In the early, the studies of content copyright protective are limited in application by 
encryption method, a watermarking technology introduced by the alternative.  
Watermarking method inserts the original owner information to content. After piracy, the 
watermarking information is extracted from content, and then it compares with the original 
watermarking information [3]. So this method could be proving the original owner. But, 
watermarking method can only confirm the copied illegal content, and it never confirms the 
illegal distributor and the distributed path. 
Digital watermarking method indicates the copyright which is made with a provider’s self 
information and directly inserted into multimedia content. This orientation of technology 
comes from an intention to protect a copyright because multimedia contents on a web are 
easy to redistribute. Fig. 1 and 2 show the process of the watermark insertion and 
watermark detection. 
According to the developed technology of watermarking, multimedia fingerprinting 
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and user's information of content so that multimedia fingerprinting technology is to solve 
these problems. Colluders try to remove the inserted fingerprinting code in content then 
they regenerate the collusion codes and can redistribute illegally the pirated content by 
insert the collusion code. Thus, multimedia fingerprinting code has to be generated in order 
to be robust in this kind of the collusion attack by the colluders.  
 
Fig. 1. Watermark insertion 
 
Fig. 2. Watermark detection 
So, that would be robustness in this collusion attack into multimedia fingerprinting code 
should be created [7]. For the fingerprinting code of multimedia content protection, 
application of BIBD (Balanced Incomplete Block Design) code that satisfies the specification 
of ACC (Anti-Collusion code) was studied in several papers [8-16]. 
1.1 Prior art 
The resistances of digital watermark to linear collusion attacks have been studied recently [16-
18]. W. Trappe [16] presented a fingerprinting system using BIBD code derived from 
combinatorial design system proposed by D. R. Stinson [20], which proposed a fingerprint 
code system that satisfies “Frame-proof code” by using combinational design theory first time. 
When a copyright infringement has been occurred, copyrighters can choose to insert the 
watermark into their content to acknowledge who is responsible for the original contents.  
One of the first collusion resistant fingerprints was proposed by [4] for generic data. The 
watermarks were assumed to satisfy the marking assumption, that is, the users cannot 
change the state of an undetected mark without rendering the object useless [11].  
Also, multimedia fingerprinting is a technology for copyright protection of the content’s 
creators. It is a process of insertion in a distinct set of marks into a given host signal to produce 
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a set of fingerprinted signals that each appears identical to use. If an illegal copy is detected, 
it’s possible to trace the dishonest users. However, colluders may get together comparing their 
copies and make a new copy to avoid being incriminated, known as collusion attack [10]. 
For the multimedia content protection, BIBD code that satisfies the characteristics of ACC, so 
the application of BIBD code on the fingerprinting code was progressed in many researches 
[8-16]. The BIBD matrix is modified to form fingerprinting codes that had collusion resistant, 
even if all the users collude [8]. And ACC was proposed to accommodate more users while 
providing collusion-resistance [16]. 
Accordingly, a multimedia fingerprinting technology was rising. The insertion method of 
fingerprinting code to multimedia content was variously studied. When it inserts 
fingerprinting code in content, the robustness of orthogonal modulation technology is 
limited on Averaging attack by colluders, but a code modulation technology has robustness 
for Averaging attack.  
Thus, a resilience code is used to fingerprinting code [16], which is derived from BIBD code, 
but this method is difficult to define the threshold value according to the change of the 
threshold setting value by the number of colluders when the collusion code is detected from 
an illegal content on used Averaging attack [12].  
1.2 Article organization 
In this article, the collusion code generated using a fingerprinting code based on BIBD is 
estimated and PSNR of the experimental images according to BIBD v value is computed 
also. The kind of collusion attacks used for the evaluation method of the considered 
collusion code generation is an average computing (Averaging) and logical operations 
(AND, OR and XOR).  
It now summarizes the main focus and contributions of this article. 
1. Fingerprinting code generation based on BIBD code. 
2. Collusion code generation of Logic operation (AND, OR and XOR) and Averaging. 
3. Evaluation of the generated collusion codes for an effect increasing of anti-collusion, 
and elimination of the useless collusion codes. 
4. In consideration of image quality, evaluation of fingerprinting code length by the 
measurement of the PSNR. 
5. Computation of fingerprinting code length by image transforms. 
The rest of the article is organized as follows. In Section 2, the theoretical background of 
BIBD characteristic and collusion attack are introduced, and the evaluation algorithm of the 
collusion code is proposed in Section 3. Then in Section 4, the detection range of colluder by 
effect of the collusion code was computed and evaluated, and also fingerprinting code 
length is evaluated by image PSNR values. Lastly, the conclusion is drawn in Section 5. 
2. Theoretical background 
2.1 BIBD property 
In this section, BIBD property is briefly introduced as for a requirement of multimedia 
fingerprinting code. Multimedia fingerprinting is content’s security technology based on 
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watermarking technology. To improve the weak point that illegal content distribution 
process remains an unknown, fingerprinting technology has been being researched. 
The theory of block designs is a field of mathematics that has found application in the 
construction of error correcting codes and the statistical design of experiments. 
Compounding a problem of BIBD {v,b,r,k and λ}, which is using a matrix model to produce 
code satisfied with constraints. 
Where  v: points, number of elements of X.  
k: number of points in a block.  
b: number of blocks.  
r: number of blocks containing a given point (k<v).  
λ: number of blocks containing 2 (or more generally t) points. 
Upper 5 parameters are satisfying following two limitation conditions.  
 r bkv  (1) 
 ( 1) ( 1)r k v    (2) 

















b=v or r=k then BIBD is symmetrical.  
If 1{ }
v
i iX X   and 1{ }
b
j jA A  , then BIBD's incidence matrix becomes M as Eq. (5).  











  (5) 
 MM t r I J( )     (6) 
For example, when {v,k,λ} are {7,3,1}, M is presented in (7). 
In block design, In Eq. (7), when {v, k, λ} is {7,3,1} is shown the incidence matrix M of BIBD.  
The reader can be found more specific information in [19]. 
All row vectors of the incidence matrix M in BIBD became a multimedia fingerprinting code 
and then authorize users. This M can be used like ACC in (7).  
For example, BIBD code for multimedia fingerprinting is also appeared in (7). The author 
can have gained the incidence matrix M about one of the block designs based on BIBD when 
{v, k, λ} are {7,3,1}. This code requires 7 bits for 7 users and 1-resilience since any two 
column vectors share a unique pair of 1 bit. 
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In Eq. (7), vn’s row vector (n=1~7) will be User n’s fingerprinting code for his purchased 




2.2 Collusion attack 
An early work on digital fingerprinting code design and collusion attacks were proposed in 
[4], which assumed that the colluders can detect a specific fingerprint code bit if it takes 
different values between their fingerprinted copies and can change it to any value [21]. 
In here, let’s see how to make collusion code by some colluders using Averaging attack. If 3 
colluders use their user’s fingerprinting code from the row the incidence matrix M of {7,3,1} 
BIBD code as an ACC, 3 colluders can add their user’s fingerprinting code, then the added 
values are on an average. Therefore, the reader can know that 3 illegal users have collusion 
attack according to the only their user’s fingerprinting code by adding and averaging [1].  
For example, if User2, User4, and User6 intend collusion attack by Averaging with each one 
code from (7):   
User2 =(1 0 0 1 1 0 0), User4 =(0 1 0 0 1 0 1) and User6 =(1 0 0 0 0 1 1) 
The generated a new collusion code(or new User’s code) is (0 1 0 1 0 0 1). This is illustrated 
figured in Fig. 3, which shows the collusion attack [16] of Averaging.  
In Fig. 3, the new collusion code (1 0 0 0 1 0 1) is no row vector in BIBD's incidence matrix M 
in (7). Once the new user code is detected, it knows User2, User4, and User6 would be 
colluders as like corrupt users. So this collusion-secure fingerprinting scheme may resist 
collusion attack of 3 users ably, for example. In here, according to the varied threshold 
value, the generated collusion code would be a variety result.  
The code efficiency, as well as the averaging resistance, is an important factor for the 
fingerprinting code design. The code efficiency refers to the number of recipients that can be 
handled by code length. The higher code efficiency, the better content fidelity can be 
achieved since fewer bits of information are inserted as well as better robustness [12]. And 
some papers [12,16] attempt the incidence matrix M to the bit-complement matrix C for 
increasing the resilience. In (7), if M has the bit-complement to {7,4,2} C afterwards the 
resilience is increased 1 to 2. Thus, the effect of anti-collusion is increased. C from (7) is 
shown in (8) by bit-complement.   
 
Multimedia – A Multidisciplinary Approach to Complex Issues 
 
144 
watermarking technology. To improve the weak point that illegal content distribution 
process remains an unknown, fingerprinting technology has been being researched. 
The theory of block designs is a field of mathematics that has found application in the 
construction of error correcting codes and the statistical design of experiments. 
Compounding a problem of BIBD {v,b,r,k and λ}, which is using a matrix model to produce 
code satisfied with constraints. 
Where  v: points, number of elements of X.  
k: number of points in a block.  
b: number of blocks.  
r: number of blocks containing a given point (k<v).  
λ: number of blocks containing 2 (or more generally t) points. 
Upper 5 parameters are satisfying following two limitation conditions.  
 r bkv  (1) 
 ( 1) ( 1)r k v    (2) 

















b=v or r=k then BIBD is symmetrical.  
If 1{ }
v
i iX X   and 1{ }
b
j jA A  , then BIBD's incidence matrix becomes M as Eq. (5).  











  (5) 
 MM t r I J( )     (6) 
For example, when {v,k,λ} are {7,3,1}, M is presented in (7). 
In block design, In Eq. (7), when {v, k, λ} is {7,3,1} is shown the incidence matrix M of BIBD.  
The reader can be found more specific information in [19]. 
All row vectors of the incidence matrix M in BIBD became a multimedia fingerprinting code 
and then authorize users. This M can be used like ACC in (7).  
For example, BIBD code for multimedia fingerprinting is also appeared in (7). The author 
can have gained the incidence matrix M about one of the block designs based on BIBD when 
{v, k, λ} are {7,3,1}. This code requires 7 bits for 7 users and 1-resilience since any two 
column vectors share a unique pair of 1 bit. 
 
Evaluation of Multimedia Fingerprinting Image 
 
145 
In Eq. (7), vn’s row vector (n=1~7) will be User n’s fingerprinting code for his purchased 




2.2 Collusion attack 
An early work on digital fingerprinting code design and collusion attacks were proposed in 
[4], which assumed that the colluders can detect a specific fingerprint code bit if it takes 
different values between their fingerprinted copies and can change it to any value [21]. 
In here, let’s see how to make collusion code by some colluders using Averaging attack. If 3 
colluders use their user’s fingerprinting code from the row the incidence matrix M of {7,3,1} 
BIBD code as an ACC, 3 colluders can add their user’s fingerprinting code, then the added 
values are on an average. Therefore, the reader can know that 3 illegal users have collusion 
attack according to the only their user’s fingerprinting code by adding and averaging [1].  
For example, if User2, User4, and User6 intend collusion attack by Averaging with each one 
code from (7):   
User2 =(1 0 0 1 1 0 0), User4 =(0 1 0 0 1 0 1) and User6 =(1 0 0 0 0 1 1) 
The generated a new collusion code(or new User’s code) is (0 1 0 1 0 0 1). This is illustrated 
figured in Fig. 3, which shows the collusion attack [16] of Averaging.  
In Fig. 3, the new collusion code (1 0 0 0 1 0 1) is no row vector in BIBD's incidence matrix M 
in (7). Once the new user code is detected, it knows User2, User4, and User6 would be 
colluders as like corrupt users. So this collusion-secure fingerprinting scheme may resist 
collusion attack of 3 users ably, for example. In here, according to the varied threshold 
value, the generated collusion code would be a variety result.  
The code efficiency, as well as the averaging resistance, is an important factor for the 
fingerprinting code design. The code efficiency refers to the number of recipients that can be 
handled by code length. The higher code efficiency, the better content fidelity can be 
achieved since fewer bits of information are inserted as well as better robustness [12]. And 
some papers [12,16] attempt the incidence matrix M to the bit-complement matrix C for 
increasing the resilience. In (7), if M has the bit-complement to {7,4,2} C afterwards the 
resilience is increased 1 to 2. Thus, the effect of anti-collusion is increased. C from (7) is 
shown in (8) by bit-complement.   
 




Fig. 3. Collusion attack by Averaging 
M is transformed to the bit-complement matrix C then all row vectors of C will be 
fingerprinting code of each user. C can be used like ACC (Anti-Collusion code), which is 
presented in (8), in here row vectors (n=1~7) will be User n’s each fingerprinting code and 2-
resilience since any two column vectors share a unique pair of 2 bits for his purchased 
media content too. 
 C =  (8) 
2.3 Color model [32,33] 
Color space is a complicated topic. Colors don’t really exist, like dust does. We human being 
use colors to describe what we see. The most common way to describe what we see in terms 
of color is using combination of red, green and blue, which is referred as RGB color space.  
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2.3.1 RGB color space 
The RGB color space consists of the three additive primaries: red, green and blue. Spectral 
components of these colors combine additively to produce a resultant color. 
The RGB model is represented by a 3-dimensional cube with red green and blue at the 
corners on each axis which is shown in Fig. 4. Black is at the origin. White is at the opposite 
end of the cube. The gray scale follows the line from black to white. In a 24-bit color 
graphics system with 8 bits per color channel, then red is (255, 0, 0) green is (0, 255, 0) and 
blue is (0, 0, 255). On the color cube, red is (1, 0, 0), green is (0, 1, 0) is (0, 0, 1). 
 
Fig. 4. RGB color cube 
2.3.2 Grayscale 
It converts RGB to grayscale values by forming a weighted sum of the R, G and B 
components as Eq. (9) below.  
 Grayscale = 0.2989R + 0.587G + 0.114B (9)  
2.3.3 YCbCr color space  
A color space is simply a model of representing what we see in tuples. YCbCr is one of the 
popular color space in computing. It represents colors in terms of one luminance 
component/luma (Y), and two chrominance components/chroma(Cb and Cr).  
Human eyes are sensitive to luminance, but not so sensitive to chrominance. 
YCbCr color space has been defined in response to increasing demands for digital algorithms 
in handling video information, and has since become a widely used model in a digital video. 
It belongs to the family of television transmission color spaces. The family includes others 
such as YUV and YIQ. YCbCr is a digital color system, while YUV and YIQ are analog 
spaces for the respective PAL and NTSC systems. These color spaces separate RGB (Red-
Green-Blue) into luminance and chrominance information and are useful in compression 
applications however the specification of colors is somewhat unintuitive. 
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The YCbCr image can converted to/from RGB image. There’re several standards defined for 
the conversion at different context. The conversion below is based on the conversion used in 
JPEG image compression. 
The conversion can be expressed as Eq. (10) and (11) below. 
From 8-bit RGB to 8-bit YCbCr : 
 
 Y = 0.299R + 0.587G + 0.114B 
(10) Cb = -0.16874R - 0.33126Green + 0.5B 
 Cr = 0.5R - 0.41869G - 0.08131B 
 
From 8-bit YCbCr to 8-bit RGB : 
 
 R = Y + 1.402Cr 
(11) G = Y - 0.34414Cb - 0.71414Cr 
 B = Y + 1.772Cb 
 
The YCbCr color space is widely used for digital video. In this format, luminance 
information is stored as a single component (Y), and chrominance information is stored as 
two color-difference components (Cb and Cr). Cb represents the difference between the blue 
component and a reference value. Cr represents the difference between the red component 
and a reference value.  
Application of YCbCr is a commonly used color space in digital video domain. Because the 
representation makes it easy to get rid of some redundant color information, it is used in 
image and video compression standards like JPEG, MPEG1, MPEG2 and MPEG4.  
3. Proposed evaluation algorithm of fingerprinting scheme 
As introduced Section 1, most research had attempted multimedia fingerprinting for ACC on 
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increases, then occurrence frequency of same collusion code will be increased also. These 
same code causes an attending colluder to be a non-attending user lucratively or a non-
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Thus, the author would like to reduce the same some collusion code keeping a lower 
resilient factor and the effect of ACC. It must adopt several logical operations as like AND, 
OR and XOR if have a lower resilient factor. Then the number of same collusion codes will 
be decreased and no necessary to change from the incidence matrix M to bit-complete C.  
In this article, according to the author adopts these criteria of the requirements, the evaluation 
algorithm of multimedia fingerprinting using BIBD code is proposed and shown in Fig. 5. 
For the evaluation of multimedia fingerprinting in this article, the proposed system design 
can be classified in into 3 steps, namely the generation of the BIBD code as multimedia 
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fingerprinting code on ① in Fig. 5. After then, the collusion code is generated by Logic 
operations and Averaging in which, there are occurred in case of the bitstream all ‘1’ bit 
codes, all ‘0’ bit codes and the same user fingerprinting codes. These codes are useless for 
collusion code because down to the effect of anti-collusion.  
 
Fig. 5. The proposed evaluation algorithm of the collusion codes of the multimedia 
fingerprinting based on BIBD 
After the useless collusion codes are eliminated, then on ② in Fig. 5, the rest of collusion 
codes is useful and must evaluate truly as anti-collusion code for the detection and the trace 
of the colluders which must satisfy for fingerprinting criteria. 
And lastly, the useful fingerprinting codes will be inserting into digital images for the 
measurement of image quality PSNR on ③ in Fig. 5, in which Y component and gray level 
of color image are experimental image. The transform of Y component and gray level from 
 
Multimedia – A Multidisciplinary Approach to Complex Issues 
 
148 
The YCbCr image can converted to/from RGB image. There’re several standards defined for 
the conversion at different context. The conversion below is based on the conversion used in 
JPEG image compression. 
The conversion can be expressed as Eq. (10) and (11) below. 
From 8-bit RGB to 8-bit YCbCr : 
 
 Y = 0.299R + 0.587G + 0.114B 
(10) Cb = -0.16874R - 0.33126Green + 0.5B 
 Cr = 0.5R - 0.41869G - 0.08131B 
 
From 8-bit YCbCr to 8-bit RGB : 
 
 R = Y + 1.402Cr 
(11) G = Y - 0.34414Cb - 0.71414Cr 
 B = Y + 1.772Cb 
 
The YCbCr color space is widely used for digital video. In this format, luminance 
information is stored as a single component (Y), and chrominance information is stored as 
two color-difference components (Cb and Cr). Cb represents the difference between the blue 
component and a reference value. Cr represents the difference between the red component 
and a reference value.  
Application of YCbCr is a commonly used color space in digital video domain. Because the 
representation makes it easy to get rid of some redundant color information, it is used in 
image and video compression standards like JPEG, MPEG1, MPEG2 and MPEG4.  
3. Proposed evaluation algorithm of fingerprinting scheme 
As introduced Section 1, most research had attempted multimedia fingerprinting for ACC on 
Averaging attack [12,15,16]. And in [16,22-28], AND-ACC is dealt with AND attack considered 
to ACC. On the author’s opinion about using C from M ((7) and (8) in Section 2.2), if a number 
of resilient code increases for ACC, thus the effect of ACC would be increased.  
Because of this reason, the author utilizes different logical operations such as OR-ACC and 
XOR-ACC along with the conventional AND-ACC. Clearly, if the factor of resilient code 
increases, then occurrence frequency of same collusion code will be increased also. These 
same code causes an attending colluder to be a non-attending user lucratively or a non-
attending user to be an attending colluder unfortunately. 
Thus, the author would like to reduce the same some collusion code keeping a lower 
resilient factor and the effect of ACC. It must adopt several logical operations as like AND, 
OR and XOR if have a lower resilient factor. Then the number of same collusion codes will 
be decreased and no necessary to change from the incidence matrix M to bit-complete C.  
In this article, according to the author adopts these criteria of the requirements, the evaluation 
algorithm of multimedia fingerprinting using BIBD code is proposed and shown in Fig. 5. 
For the evaluation of multimedia fingerprinting in this article, the proposed system design 
can be classified in into 3 steps, namely the generation of the BIBD code as multimedia 
 
Evaluation of Multimedia Fingerprinting Image 
 
149 
fingerprinting code on ① in Fig. 5. After then, the collusion code is generated by Logic 
operations and Averaging in which, there are occurred in case of the bitstream all ‘1’ bit 
codes, all ‘0’ bit codes and the same user fingerprinting codes. These codes are useless for 
collusion code because down to the effect of anti-collusion.  
 
Fig. 5. The proposed evaluation algorithm of the collusion codes of the multimedia 
fingerprinting based on BIBD 
After the useless collusion codes are eliminated, then on ② in Fig. 5, the rest of collusion 
codes is useful and must evaluate truly as anti-collusion code for the detection and the trace 
of the colluders which must satisfy for fingerprinting criteria. 
And lastly, the useful fingerprinting codes will be inserting into digital images for the 
measurement of image quality PSNR on ③ in Fig. 5, in which Y component and gray level 
of color image are experimental image. The transform of Y component and gray level from 
 
Multimedia – A Multidisciplinary Approach to Complex Issues 
 
150 
color images is a very important transformation in image signal processing area. So these 2 
kinds of transformation methods are adopts for the experiment of PSNR measurement.  
In this article, the evaluation criterion is put in force 2 kinds of an effect of anti-collusion and 
fingerprinting code length in Section 4. 
4. Experimental results 
4.1 Evaluation of fingerprinting and anti-collusion code based on BIBD 
The evaluation algorithm of the collusion code which are generated by Logical combinations 
(AND, OR and XOR) and Averaging for the effect increasing of anti-collusion. And also the 
collusion code will be separating for the definition of the usable or useless attack code.  
In the theoretical collusion attack, BIBD {7,4,2} code able to make 119 numbers of collusion 
codes, and n-1 or fewer users have attended with collusion attack. Now, let it be counting 
the useless collusion code existed, and then they must be eliminated about each attack for 
the effect increasing of anti-collusion. Firstly, Averaging attack would be experimented. 
On Averaging attack, Table 1 and Fig. 5 show the number of the collusion codes with BIBD 
{7,4,2} code, in which they cann’t use according to the threshold value. Among 119 codes 
which would be to collude, the useless collusion codes are 56 least at threshold value 
0.34~0.39 in Fig. 6. Eq. (12) computes to decide the number of the useless collusion codes 
about Averaging attack. 
 _
1_ useless code iAveraging attack Threshold U coden
   (12) 
where Threshold :  0.34~0.39  
k: number of the colluders. 
Uicode: colluder’s user fingerprinting code based on BIBD code. 
 
Fig. 6. Number of useless collusion codes by threshold value of Averaging attack 
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average collusion attack 







Table 1. Number of the useless collusion codes by threshold value of Averaging attack with 
BIBD {7,4,2} code 
And secondly, Logical operation attacks would be experimented. On Logical operation 
attack with AND, OR and XOR, there are some same codes are appeared as like bitstream all 
‘0’ and all ‘1’ codes by AND, OR and XOR attack. According to these results, the number of 
useless collusion codes is shown in Table 2 about Logical operation attack. 
 
Number of the useless collusion codes 
AND collusion attack OR collusion attack XOR collusion attack 
Useless codes caused by 
all ‘0’ codes and user 
fingerprinting codes. 
Useless codes caused by 
all ‘1’ codes and user 
fingerprinting codes. 
Useless codes caused by 
all ‘0’ and ‘1’ codes and user 
fingerprinting codes. 
91 63 49 
Table 2. Number of the useless collusion codes by AND, OR and XOR attacks with BIBD 
{7,4,2} code 
For more number of content’s users, if BIBD parameter v value is increased, and then a 
number of colluders is increased too. Thus, the proprietor of content must be knowing the 
number of useless collusion codes by v value and the number of attendable colluders. 
In the experimental results, the fingerprinting code based on BIBD code proposed in this 
article is generated and evaluated for the effect of anti-collusion. Threshold value in Eq. (12) 
is using 0.34~0.39 for a minimum number of useless collusion code. This choice is that 
although the effect of anti-collusion is decreasing, which is not decrease and would be 
keeping their effect because another Logical operation(AND, OR and XOR) is performed 
with Averaging operation for the improving performance of anti-collusion.  
According to Table 1 and 2, the efficiency ratio of useful collusion code is shown in Table 3 
for anti-collusion. 
 






Table 3. Efficiency ratio of usable collusion code by the type of attacks 
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According to the kind of collusion operation and the number of the colluders, the number of 
the useless collusion codes Yc is formed like Eq. (13)~(15). In here c is 3 kinds of Logic 
operations(AND, OR and XOR). 
 
4 3 2
__ 0.88 12.25 51.63 54.25 14AND useless code n n n ny c c c c       (13) 
 
4 3 2
__ 2.63 43.75 256.38 614.25 511OR useless code n n n ny c c c c      (14) 
 
4 3 2
__ 0.58 8.17 37.92 65.33 35XOR useless code n n n ny c c c c      (15) 
where,  cn : number of colluders. 
The number of the traceable colluders is n-1 with the effect 44.13% of collusion code with 
only 1-resilience BIBD code (7) not 2-resilience BIBD code (8). Table 4 is shown the 
compared performance of the number of the traceable colluders between the conventional 
scheme and the proposed algorithm.  
 
Fingerprinting schemes Method Possible to trace the number of colluders. 
Dittman[29] d-detecting 2 
Boneh [4] c-secure 2 
Trappe [16] AND ACC 2 
Domingo_Ferrer [30] 3-secure 3 
This article AND, OR, XOR and Averaging attacks n-1 
(n: number of the total users) 
Table 4. Compared performance of the number of the traceable colluders between the 
conventional scheme and the proposed algorithm. 
4.2 Image quality measurement 
The PSNR of real image is measured by the length of the inserted fingerprinting code based on 
BIBD code. The evaluation and measurement of image quality PSNR by the fingerprinting 
code is the main focus of this section on 4 kinds of the collusion attack. In here collusion code 
is inserted into Y component of color image and gray level image. The choice purpose of Y 
component and gray level images is that it is very important transform in an image processing 
area for the compression and pre-processing of multimedia communication, etc.  
For the experiment of the used real 3 images are Lena, Korean woman and Thai woman. 
And the numerous fingerprinting code in this article is applied to 128x128, 256x256 and 
512x512 color images. The 7~127bits fingerprinting code length was inserted in Y 
component and gray level image of 3 original color images, and then each image quality 
PSNR was measured. Fig. 7 is shown the original images which used in an experiment. Fig. 
8 (a)~(c) are shown Y component images of original color images, and (d)~(f) are shown the 
images of the inserted 39bits fingerprinting code. Fig. 9 (a)~(c) are shown the gray level 
images of original color images, and also (d)~(f) are shown the images of the inserted 39bits 
fingerprinting code. And Table 3 and 4 represent PSNR measured values of Y component 
and gray level images according to the fingerprinting code length. 
 




(a)Lena (b)Korean  woman [31] (c)Thai woman 
Fig. 7. Original images(256x256) 
(a)Lena (b)Korean woman (c)Thai woman 
(d)Lena (e)Korean woman (f)Thai woman 
Fig. 8. (a)~(c): Y Component images of original images; (d)~(f): inserted fingerprinting code 
images 
(a)Lena (b)Korean woman (c)Thai woman 
 
(d)Lena (e)Korean woman (f)Thai woman 
Fig. 9. (a)~(c): Gray level images of original images; (d)~(f): inserted fingerprinting code images 
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(d)Lena (e)Korean woman (f)Thai woman 
Fig. 9. (a)~(c): Gray level images of original images; (d)~(f): inserted fingerprinting code images 
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In Table 5 and 6, 2nd~4th columns are measured individually PSNR of Y component and gray 
level images about 3 kinds of 256x256 images by fingerprinting code length 7~127bits. And 
5th~7th columns are shown the average PSNR of 3 images about 3 sizes.  
At the consideration of fingerprinting code length is 7bits, the measured PSNRs of Y 
component images are 85.26, 90.63 and 97.13 on 3 kinds of image size. When a length is 
39bits, PSNRs are 77.75, 83.37 and 90.11dB, and also length is 127bits, PSNRs are 72.64, 78.37 
and 84.29dB by 3 kinds of image size individually.  
And also, consider PSNR values of gray level image under the same condition too, the 
measured PSNRs are 84.35, 91.70 and 99.72 on 3 kinds of image size. When a length is 39bits, 
PSNRs are 78.08, 84.03 and 88.85dB, and also length is 127bits, PSNRs are 72.28, 78.06 and 
84.86dB by 3 kinds of image size individually.  
In these results, the variation of PSNR value is not proportional to same fingerprinting code 
length under the different images of Y component and gray level each. The author would be 
making a close examination in Eq. (16). 
And also with the measured PSNR values in Table 5 and 6, polynomial expression of 
fingerprinting code length is evaluated in Eq. (16) by regression analysis of the measured 
PSNR values. And polynomial coefficients are represented in Table 7. As the evaluation of 
the fingerprinting code length, 3 polynomial coefficients an and a constant C are existed in 
Eq. (16) for Y component and gray level each. 
This expression can be shown to predict a fingerprinting code length by a measured PSNR 
of Y component or gray level image. 
 3 2_ 3 2Code lenghtFingerprinting a x a x ax C     (16) 





Lena Korea_ woman 
Thai_ 
woman Average 
Image size Image size 
256x256 128x128 256x256 512x512 
7 93.3 89.3 89.3 85.26 90.63 97.13 
11 87.8 87.3 87.8 82.31 87.63 94.58 
15 88.5 85.9 86.8 81.75 87.07 93.64 
19 87.3 87.8 86.3 81.29 87.13 93.80 
23 85.9 85.2 84.5 79.25 85.20 91.53 
31 85.2 83.1 85.2 79.24 84.50 90.32 
39 83.1 84.3 82.7 77.75 83.37 90.11 
47 83.1 83.1 81.8 76.48 82.67 88.60 
63 82.1 80.2 81.7 75.57 81.33 87.25 
79 80.6 80.9 80.3 74.34 80.60 86.24 
95 79.2 79.4 79.2 73.45 79.27 85.50 
127 78.6 77.8 78.7 72.64 78.37 84.29 
Table 5. Measured PSNR(dB) of Y component images 
 






Lena Korea_ woman 
Thai_ 
woman Average 
Image size Image size 
256x256 128x128 256x256 512x512 
7 93.3 91.5 90.3 84.35 91.70 99.72 
11 89.3 90.3 89.3 82.76 89.63 95.39 
15 90.3 88.5 88.5 82.12 89.10 95.97 
19 87.8 86.8 87.8 81.58 87.47 92.26 
23 85.5 86.8 85.9 79.39 86.07 91.41 
31 85.9 85.2 84.0 78.78 85.03 91.41 
39 84.5 83.1 84.5 78.08 84.03 88.85 
47 81.5 84.0 82.9 76.18 82.80 88.24 
63 81.5 81.2 81.2 75.39 81.30 87.76 
79 80.9 80.2 81.5 74.78 80.87 86.41 
95 78.8 79.7 79.7 73.09 79.40 85.52 
127 78.0 78.2 78.0 72.28 78.07 84.86 
Table 6. Measured PSNR(dB) of gray level images. 
And with Eq. (16), the computed result of fingerprinting code length is shown in Fig. 10. In the 
case of larger 86dB PSNR, the inserted fingerprinting code length in Y component image is 
shorter than gray level image processing. And in the case of lower 86dB PSNR, the inserted 
fingerprinting code length of gray level image is shorter than Y component image processing. 
 
Fig. 10. Evaluation of fingerprinting code length by PSNR value. 
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Fig. 10. Evaluation of fingerprinting code length by PSNR value. 
 




Coefficient a3 a2 a C 
Y Component -0.054102 14.677 -1329.2 40,196 
Gray level -0.061901 16.621 -1490 44,609 
Table 7. Polynomial coefficients of Eq. (13). (Y component and Gray level) 
5. Conclusions 
The proposed algorithm in this article, firstly, multimedia fingerprinting code is generated 
base on BIBD code. Secondly, the usable collusion codes are evaluated for the effect 
increasing of anti-collusion by the proposed scheme, and the usable collusion codes could be 
manifesting for an attending colluder would be changing a non-attending user lucratively or 
a non-attending user would be changing an attending colluder unfortunately. Thirdly, for 
the increasing image quality, the fit fingerprinting code length is evaluated when user 
fingerprinting code is inserted into content. 
It confirmed that the efficiency of useful collusion codes is 44.13%, the tracing number of the 
attending colluder is extending to n-1 users with 1-resilient code. Thus, this fingerprinting 
code would be enough satisfying the criteria of ACC. Furthermore, if it emphasizes a 
protection or security of content copyright, an inserted fingerprinting code length can’t but 
be long more, and then image content's quality can’t but relatively decrease.  
The creator or proprietor of content is desiring to keep high PSNR image content, they can 
choose a fit fingerprinting code length according to the desirable PSNR value. As a 
experimental results, the reference values of PSNR and fingerprinting code length are 
evaluated 86dB and 22bits each to the image of Y component and gray level both. When 
7~127bits BIBD code was used as fingerprinting code for multimedia content, in the choice 
of larger 86dB PSNR, the fingerprinting code length will be great to insert into Y component 
image for shorter than gray level transform. On the other hand, in the choice of lower 86dB 
PSNR, the fingerprinting code length will be great to insert into gray level image for shorter 
than Y component transform. 
In this article, the implemented algorithm could be widely applied to trace up the illegal 
distributor of multimedia content on the various colluded attacks, which consisted of 
Logical operation and Averaging of fingerprinting code base on BIBD code.  
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Over the last few years, there has been an increase in the number of multimedia-enabled 
devices (e.g. cameras, smartphones, etc.) and that has led to a vast quantity of multimedia 
content being shared on the Internet. For example, in 2010 thirteen million hours of video 
uploaded to YouTube (http://www.youtube.com). To usefully navigate this vast amount of 
information, users currently rely on search engines, social networks and dedicated 
multimedia websites (such as YouTube) to find relevant content. Efficient search of large 
collections of multimedia requires metadata that is human-meaningful, but currently 
multimedia sites generally utilize metadata derived from user-entered tags and 
descriptions. These are often vague, ambiguous or left blank, which makes search for video 
content unreliable or misleading. Furthermore, a large majority of videos contain people, 
and consequently, human movement, which is often not described in the user entered 
metadata. 
To compensate for the lack of metadata, which is crucial for efficient search, there has been 
research into automated techniques for the extraction of metadata to create multimedia 
description formats. The latter can generally be described as temporal (e.g. a point in time 
within a video when something happens), or non-temporal (e.g. a video was created by John 
Doe). Popular metadata formats such as Dublin Core (Weibel et al. 1998) are typically used 
as a non-temporal description format. e.g., using Dublin Core to describe the whole video 
clip, while other description formats, such as MPEG-7 (Martínez 2004), are capable of 
describing multimedia in both a temporal (i.e., Color Structure Descriptor) and non-temporal 
(i.e., parts of MPEG-7 Multimedia Description Schemes (MDS)) manner. In the context of 
search, both temporal and non-temporal metadata sets are both important. 
One approach to multimedia search for action sequences is description of the action in terms 
of a Subject-Verb-Object construct similar to RDF (W3C 2004). For example, one can search 
for “John Doe runs and then jumps into a lake”, or “Jane Doe runs in a circle by a tree”. In this 
analogy, Dublin Core might be used to provide the Subject description, and MPEG-7 the 
Object description: Dublin Core can describe a person in general terms (subject), and MPEG-
7 can accurately describe a lake (object). However, using this construct, the crucial 
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description of the Verb is missing. The question becomes, how do we describe a person 
running, jumping, walking, etc.? 
Consider a simple scenario where John Doe has just come back from a holiday and 
uploaded 100 videos taken while away all at once to YouTube. As a result of the single 
upload, John did not have the time to annotate all of his videos individually. When one of 
his friends wanted to search for the video that contained the funny moment that everyone 
was talking about (when he jumped into a lake), it was not possible to search for that exact 
moment using current description technologies. Instead, John’s friends would need to look 
at each of the 100 videos to find it and it is likely that their enthusiasm would wane. Even if 
some of the metadata was automatically extracted/generated (Dublin Core: uploaded by 
John Doe, MPEG-7: spatio-temporal color descriptors), it is not currently possible to perform 
a human motion search in a temporal manner. With 35 hours of video uploaded every 
minute to YouTube (http://www.youtube.com), this is becoming a real, immediate problem 
to be solved. This chapter provides a solution to the missing verb description in the Subject-
Verb-Object multimedia search for the case of human motion, by proposing a searchable 
human motion description that can be used in conjunction with existing metadata 
technologies 
The rest of this chapter is structured as follows: Section 2 provides related work in human 
motion description area. Section 3 provides the detail of the new human motion description 
format that is simple and searchable. Section 4 concludes the chapter and provides possible 
future work in this area. 
2. Related work 
2.1 Multimedia description schemes 
Multimedia description schemes describe content (e.g. video and motion capture) with 
different detail granularities in terms of their semantic description of the underlying raw 
data. Existing methods include the Dublin Core metadata that describes the media using 
high-level descriptors (e.g. title, subject, creator, creation date), and MPEG-7 as an 
overarching description format. MPEG-7 combines many description schemes that can 
describe the content of audiovisual data in terms of many aspects including color and sound 
characteristics. MPEG-7 Part 5 Multimedia Description Scheme (MDS) also provides a high 
level semantic description similar to Dublin Core (although Dublin Core was designed to 
describe formats not limited to multimedia). In the case of the Subject-Verb-Object analogy 
described in Section 1, the Subject and Object portion of multimedia description are 
adequately represented by both Dublin Core and MPEG-7, while the Verb portion is not. 
Unfortunately, these description schemes do not provide a temporal representation of 
human motion. 
2.2 Motion capture based human motion description 
With the advent of motion capture technologies and the relatively low cost of processing 
power nowadays, people have been recording an increasing amount of motion for games 
development and movies, and hence the problem of how to catalogue the motion and to 
search the resulting motion capture databases is becoming increasingly relevant. The state of 
the art in this area is the work of Mueller et. al. (Mueller et al. 2009) and Guerra-Filho et. al. 
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(Gutemberg Guerra-Filho & Yiannis Aloimonos 2007). Mueller developed the concept of a 
“motion template”, where a number of example sequence of a given motion are analyzed 
and their common features recognized. The result of this analysis is the template for that 
specific motion. Some tolerance was designed into the system, so that minor differences in 
movements would still be recognized as the same motion (hence the term “template”). In 
contrast, Guerra-Filho developed the Human Action Language that takes inspiration from 
written language and defines a motion as a series of small actions connected together to 
form larger, more complex motions. The key concepts of the Human Action Language are 
compactness of description (describing an action with the least amount of symbols, called 
atoms), view-invariance (a 3D motion should be able to be projected into a 2D plane), 
selectivity (the ability to differentiate between different atoms) and reconstructivity 
(reconstruction of a described motion back into its motion capture representation). Barbic et 
al (Barbič et al. 2004) explores the use of Principal Component Analysis (PCA) and Gaussian 
Mixture Model (GMM) to perform automatic segmentation of motion capture data, due to 
their observation that a motion capture session tends to get longer as more motion is 
captured, especially if natural behavior of the actor during the capture session is desired. 
Barbic et. al. achieved high accuracy using the PCA approach. Similarly, Li et. al. (Li et al. 
2007) explored the use of Singular Value Decomposition (SVD) to extract features in a 
continuous motion capture data to perform automatic motion segmentation into distinct 
motion classes. Most recently, VideoMocap by Wei et. al. (Wei & Chai 2010) provides a 
method to extract a motion capture-like 3D representation of the human body from 2D 
video. This is achieved by manually annotating the joints in keyframes in the video, and by 
using physics-based interpolation method to reconstruct the 3D skeleton of the human body 
accordingly. The work by Gu et. al.(Gu et al. 2010) further performed action and gait 
recognition on a reconstructed 3D model of the human body from video using a Hidden 
Markov Model (HMM) based approach; the reconstruction of the 3D human body by Gu 
et.al. combines manual annotation of the body joints with a hierarchical skeleton model 
similar to motion capture representation of the human body. 
Although significant progress has been made in the area of human motion from a numerical 
point of view using GMM, PCA, SVD, HMM, or physics-based methods, annotating motion 
data in a structured manner (from either video or motion capture) for search purposes is 
noticeably absent. Advances in the form of Human Action Language and Motion Templates 
are bridging the gap between semantic and numeric descriptions of human motion, but both 
technologies are not designed with general multimedia search that can work together with 
existing metadata technologies. 
2.3 Dance notation based human motion description 
Labanotation (Laban & Lange 1975) was developed by Rudolf Laban to record dance 
movements using a series of symbols written on a special staff where each place in the staff 
denotes a major limb such as both legs, both arms, the torso, and the head. This popular 
notation served as the basis for some technologies for human motion descriptions. 
The work by Nakamura (Nakamura & Hachimura 2006) provides a crossover between 
Labanotation and motion capture. The goal of Nakamura is to provide a well-formed 
Labanotation description of motion capture data in XML, called LabanXML and is defined 
using Document Type Definition (DTD). The work in LabanXML is further extended to 
include the full Labanotation as described in (Ann Hutchinson 1970) in the form of 
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description of the Verb is missing. The question becomes, how do we describe a person 
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(Gutemberg Guerra-Filho & Yiannis Aloimonos 2007). Mueller developed the concept of a 
“motion template”, where a number of example sequence of a given motion are analyzed 
and their common features recognized. The result of this analysis is the template for that 
specific motion. Some tolerance was designed into the system, so that minor differences in 
movements would still be recognized as the same motion (hence the term “template”). In 
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2007) explored the use of Singular Value Decomposition (SVD) to extract features in a 
continuous motion capture data to perform automatic motion segmentation into distinct 
motion classes. Most recently, VideoMocap by Wei et. al. (Wei & Chai 2010) provides a 
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MovementXML by Hatol (Hatol 2006). In contrast to the DTD approach used in LabanXML, 
MovementXML utilizes the more modern XML Schema approach while also providing a 
more complete Labanotation description. Both LabanXML and MovementXML provide 
direct translation from handwritten Labanotation directly into XML. Further, the work by 
Loke et al (Loke et al. 2005) explores the possibilities of using a Labanotation-based effort 
metric to serve as an input for a human-computer interface. 
In terms of computer-based multimedia search, dance notation based techniques rely on 
musical concepts of “beats” and “measures” to provide timing information, and encapsulate 
the motion descriptions in the context of those timing parameters. These metrics do not 
align with the actual timing information in a recorded motion (e.g. in a video) that is based 
on the number of frames captured per second. Since arguably music-based timing 
information also depends on the type of motion being performed (e.g. a slow walk would 
have a slower “beat” compared to a sprint), objective and consistent timing information is 
required for a searchable human motion description. 
2.4 Summary 
Most of the literature describing human motion has focused on translating the raw data into 
low-level metadata, often at the frame or near-frame level. These techniques do not provide 
high level metadata that can describe human motion (e.g., running, walking). Ideally, 
metadata describing human motion for multimedia should also contain these high-level 
descriptors such that videos containing these motions can easily be searched by entering 
some simple keywords. It should not be too detailed and include the idiosyncrasies of an 
individual’s movements (such as provided by motion capture data) but detailed enough to 
identify the moment of interest (e.g. when John in Section 1 jumps into a lake) so as to 
provide a precise temporal match of a motion. Motion descriptions such as LabanXML and 
MovementXML provides a direct translation from the underlying dance notation, and hence 
suffers from a searchability point of view due to their reliance on dance notation’s musical 
concepts which generally does not have a corresponding counterpart in computer-based 
multimedia file formats. Although one can potentially describe human motion using a 
combination of MPEG-7 descriptors, the resulting descriptors would be complex and not 
conducive to a search environment where an efficient, simple, and scalable human motion 
description is required. 
3. The human motion description format 
3.1 Requirements 
To answer the question of the missing verb in multimedia search as described in Section 1, a 
searchable Human Motion Description format would have to meet the following 
requirements: 
1. Compatibility with existing multimedia description formats: The description would only 
need to serve as a bridge between highly temporal and non-temporal multimedia 
description formats for search purposes. Therefore, it needs to work together with other 
description formats, notably Dublin Core and MPEG-7. 
2. Limb based: To describe human motion accurately, the movement of individual major 
limbs such as the arms and the legs has to be described. Further, the traditional human 
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motion annotation such as Labanotation is limb-based, proving the flexibility and 
accuracy of a limb-based approach. In terms of search, a search for a hand waving 
motion would result in a standing and waving motion and walking and waving 
motion, in effect expanding or restricting the detail level of the search according to the 
wishes of the user. 
3. Anatomical plane-based: To describe a motion independent of the direction that the body 
is facing, the anatomical planes of the human body (Fig. 1) provides a fixed frame of 
reference relative to the body itself.  
4. Non-reconstruction: Since the description would only describe general, temporal 
movements of the body, reconstruction for motion playback purposes (e.g. motion 
capture formats) is not needed. This requirement would prevent the description scheme 
to be too complicated and too detailed to search. 
5. Temporal: It needs to be able to describe human motion temporally to provide a detailed 
description that can be used to search for a specific moment in time of a motion. E.g. it 
has to be able to search for a “running then jumping” motion, with a clear separation 
between the running and the jumping portions of the motion. 
 
Fig. 1. Graphical representation of the anatomical planes that divides the body (Mrabet 
2008) The Sagittal plane divides the left/right sections of the body, the Coronal plane 
divides the front/back sections of the body, and the transverse plane divides the 
top/bottom sections of the body. (Licensed under Creative Commons Attribution and 
ShareAlike license (CC-BY-SA)). 
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3.2 Design and XML schema visualization 
Taking into account all the outlined requirements in Section 3.1, the Human Motion 
Description (HMD) format has been implemented as an XML Schema (see the visualization 
of the schema in Fig. 2). XML was chosen as it provides maximum compatibility between 
existing popular description formats - Dublin Core can be described using XML, and MPEG-
7 is entirely XML-based. The core elements of the HMD schema is as follows (see Fig. 2): 
 The element <motion> that encapsulates the motion description format, with an 
optional fps attribute that specifies the number of recorded frames per second in the 
annotated motion. 
 The elements <sagittal>, <coronal>, and <transverse> that encapsulate descriptions in 
their respective axis: 
 The Sagittal plane divides the body between left and right. 
 The Coronal plane divides the body between front and back portions. 
 The Transverse plane divides the body between upper and lower portions. 
 The elements<leg>, <arm> and <torso> describe the movements of the limbs, which 
contains optional attributes: 
 side: specifies either the left or the right side for the arms and the legs. 
 dir: describes the direction of the movement. 
 frame: describes the frame number in the media when the movement started. 
 occur: for repetitive motions, describes how many times the exact motion is 
repeated. 
In HMD, the motion of a limb is described in three planes simultaneously (sagittal, coronal, 
and transverse). The full directional descriptors for each plane are shown in Table 1, and the 
relationships between elements in the XML Schema are shown in Fig. 2. In Fig. 2, each limb 
has three directional descriptors, with the restriction that only one direction is to be 
specified for a movement (since a limb cannot move in two directions in the same plane 
simultaneously). Using the plane-based description format, this enables HMD to describe 
3D motion, even for describing a 2D video. For example in Fig. 2, the arms in the sagittal 
plane can move in forward, backward, and center directions. In the coronal plane in right, 
left, and center directions, and in the transverse plane in high, low, and level directions. 
Exceptions are the “center” direction that only applies to the sagittal and coronal plane, and 
the “none” direction that applies to all three planes. 
 
Direction Meaning Sagittal Coronal Transverse 
forward Forward - - 
backward Backward - - 
left - Left - 
right - Right - 
center Toward neutral position Toward neutral position - 
high - - Up 
low - - Down 
level - - Middle position 
none Not moving/held in place Not moving/held in place Not moving/held in place 
Table 1. Directions of limb movements according to the body planes. 
 
















































Fig. 2. Visualization of the Human Motion Description (HMD) schema element hierarchy. 
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3.3 Example: Using HMD to describe a motion 
To illustrate the use of the HMD XML Schema as defined in Section 3.2, an example 
description using a walking motion is presented in Fig. 3 and Fig. 4. Fig. 3 illustrates a 
conceptual diagram of a HMD description of the leg movements in a walking forward 
motion. The sagittal, coronal, and transverse plane form individual description tracks, inside 
of which are the actual description of the limb movements. Specifying the frame number of 
the moment when the movement was made by the limb provides temporal information. The 
example in Fig. 3 depicts a four step walking motion starting with the right leg: 
 The sagittal plane description track shows that the leg moves forward starting with the 
right leg. 
 The coronal plane description track shows that the first movement of the right leg 
involves movement to the right, and the left leg movement involves movement to the 
left. In walking motion, the movement is slight, as the center of the mass of the body is 
moving according to the leg that is to receive the body weight in walking. 
 The transverse plane description track shows that the legs move in a level direction. 
In combination, the tracks provide a detailed description of the movements of the legs 
within the three body planes. The XML instantiation (based on the Schema) is shown in Fig. 
4, where the frame attribute is present to denote the exact frame where each leg-forward 
motion is performed. 
Human motion description
Sagittal plane movement descriptions
Transverse plane movement descriptions




































Fig. 3. An example diagram of the human motion description describing leg movement 
temporally in three separate planes. 
Using the John Doe scenario in Section 1, a description of a running and jumping motion is 
shown in Fig. 5. In the running portion of the description, the leg forward motion appears to 
have exactly the same description as in the walking motion in Fig. 4. This is expected since 
both walking and running motion involves the same leg-moving-forward aspect. The 
difference is the timings involved. Note that in Fig. 4 there are 60 frames separations 
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between the motions, while in Fig. 5 the separation between motions is 40 frames. The 
shorter timing of the leg forward motion in Fig. 5 provides the differentiating factor between 
walking and running motions. 
<hmd:motion fps="120">
  <sagittal>
    <leg side="right" dir="forward" frame="1" />
    <leg side="left" dir="forward" frame="60" />
    <leg side="right" dir="forward" frame="120" />
    <leg side="left" dir="forward" frame="180" />
  </sagittal>
  <transverse>
    <leg side="right" dir="level" frame="1" />
    <leg side="left" dir="level" frame="60" />
    <leg side="right" dir="level" frame="120" />




Fig. 4. Example XML instantiation from the HMD schema describing a walking forward 
motion. 
<hmd:motion fps="120">
   <sagittal>
      <!-- run... -->
      <leg side="right" dir="forward" frame="1" />
      <leg side="left" dir="forward" frame="40" />
      <leg side="right" dir="forward" frame="80" />
      <!-- ...and jump (both feet off the ground) -->
      <leg side="left" dir="none" frame="120" />
      <leg side="right" dir="none" frame="120" />
   </sagittal>
   <transverse>
      <!-- run... -->
      <leg side="right" dir="level" frame="1" />
      <leg side="left" dir="level" frame="40" />
      <leg side="right" dir="low" frame="80" />
      <!-- ...and jump (both feet off the ground) -->
      <leg side="left" dir="none" frame="120" />
      <leg side="right" dir="none" frame="120" />
   </transverse>
</hmd:motion>  
Fig. 5. Example XML describing John Doe's running and jumping motion using HMD. 
Describing walking and running in a similar fashion provides an advantage: there is no 
need to provide separate descriptions for different motions that involves the same limb 
movement if the timings are all that differentiate the motions. In this way, walking, walking 
slowly, running, jogging, and sprinting can be described consistently and logically. 
In the latter portion of John Doe’s description in Fig. 5 marked as jumping, the jumping 
motion is described using the “none” attribute for the legs, which means that both feet are 
off the ground (simultaneously, in Fig. 5, as the motions for both legs occurred at the same 
frame number). 
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between the motions, while in Fig. 5 the separation between motions is 40 frames. The 
shorter timing of the leg forward motion in Fig. 5 provides the differentiating factor between 
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Fig. 5. Example XML describing John Doe's running and jumping motion using HMD. 
Describing walking and running in a similar fashion provides an advantage: there is no 
need to provide separate descriptions for different motions that involves the same limb 
movement if the timings are all that differentiate the motions. In this way, walking, walking 
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motion is described using the “none” attribute for the legs, which means that both feet are 
off the ground (simultaneously, in Fig. 5, as the motions for both legs occurred at the same 
frame number). 
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3.4 Example: Using HMD description fragments for a temporal query 
While HMD is primarily a description format, fragments of HMD can be employed to 
perform temporal queries. An illustration of using a HMD fragment-to-HMD description 
query is shown in Fig. 6 by constructing parts of a walking motion, such as walking four 
steps in a forward direction starting with the right leg as viewed from the sagittal plane 
(from the side). The query portion of the illustration in Fig. 6 (with example XML fragment 
shown in Fig. 7) forms a subset of the walking motion description shown in Fig. 3 and Fig. 4. 
To perform a temporal search for a motion, the server would therefore search for a 
description that is the superset of the incoming query. 
Matched subset
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Fig. 6. An illustration of HMD temporal matching example by matching the incoming query 
to a subset of an existing description. 
<hmd:motion fps="120">
  <sagittal>
    <leg side="right" dir="forward" frame="1" />
    <leg side="left" dir="forward" frame="60" />
    <leg side="right" dir="forward" frame="120" />




Fig. 7. Example XML of an HMD fragment forming a temporal query. 
By matching a subset of an existing description, it is possible to perform a search using only 
a specific body plane, since the body planes divides the body in a constant manner no 
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matter the direction that the body is facing. For example, when searching a walking forward 
motion, the coronal plane movement is irrelevant. Similarly, when searching for a 
sidestepping motion, the movement of the sagittal plane is, in turn, irrelevant. 
Another feature of HMD is the ability to match any number of repetitions of movement as 
detailed in Section 3.2. For example, to search for a walking forward motion, the query only 
contains the description of a leg forward movement with the “occur=unbounded” attribute. 
This signifies that the desired match is a leg forward motion that occurred for an 
undetermined number of repetitions. A block diagram of the “unbounded” attribute in use in 
a matching scenario is shown in Fig. 8. An XML instantiation example based on the HMD 
Schema is shown in Fig. 9. The query formed in Fig. 9 will match the example XML 
description shown in Fig. 4. 
 
Fig. 8. An illustration of the "unbounded" occurrence of leg forward motion as a query term. 
The query term matches the same walking forward motion previously described. 
<hmd:motion>
   <sagittal>
      <leg dir="forward" occur="unbounded" />
   </sagittal>
   <transverse>
      <leg dir="level" occur="unbounded" />
   </transverse>
</hmd:motion>
 
Fig. 9. Example XML fragment for using the "unbounded" attribute of HMD to form a query 
for multiple repetitive forward leg motions. 
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In the case of the John Doe example in Section 1, the running and jumping portion of the 
query is instantiated as shown in Fig. 10. In Fig. 10, the movements of the legs in the sagittal 
and transverse planes initially follow the description shown in Fig. 9. However, both legs 
are described to be using the “none” direction, which signifies that the feet are off the 
ground. 
<hmd:motion>
   <sagittal>
      <!-- run... -->
      <leg dir="forward" occur="unbounded" />
      <!-- ...and jump (both feet off the ground) -->
      <leg side="left" dir="none" occur="1" />
      <leg side="right" dir="none" occur="1" />
   </sagittal>
   <transverse>
      <!-- run... -->
      <leg occur="unbounded" />
      <!-- ...and jump (both feet off the ground) -->
      <leg side="left" dir="none" occur="1" />
      <leg side="right" dir="none" occur="1" />
   </transverse>
</hmd:motion>
 
Fig. 10. XML instantiation of John Doe's running and jumping query from Section 1. 
3.5 Example: Using HMD in conjunction with Dublin Core and MPEG-7 for search 
result filtering 
Going back to the Subject-Verb-Object query concept described in Section 1, the search term 
“John Doe running and then jumping into a lake” can be thought of as a series of increasingly 
strict search filters. 
Fig. 11 illustrates the flow of the filtering process involved in a detailed temporal search 
using human motion. The terms are separated according to their Subject-Verb-Object 
construct, with the subject described using Dublin Core (John Doe), the verb using HMD 
(…running and jumping into…), and the object using MPEG-7 (…a lake). Working together, 
the Subject-Verb-Object provides an increasingly strict filtering criteria for the media to be 
searched: Assuming that John Doe is searching for his own video that he uploaded to 
YouTube (100 of them in this scenario), he is searching for a video of himself running and 
jumping (there are 10 videos that matches the description), and only one of him actually 
jumping into a lake. 
The example in Fig. 11 illustrates that HMD was intended to work together with existing 
multimedia description formats, the combination of which can provide a detailed temporal 
search using human motion. 
 








   <sagittal>
      <leg dir="forward" occur="unbounded" />
      ...
</hmd:motion>




User query Matching and ltering process
 
Fig. 11. An illustration of using HMD in conjunction with Dublin Core and MPEG-7 to 
perform a detailed search of a video using the query terms as an increasingly strict filtering 
process. 
4. Conclusions and future work 
This chapter has demonstrated a human motion description format designed for human 
motion enhanced multimedia search. Multimedia search using existing description formats 
can be thought of as increasingly strict search filtering based on a Subject-Verb-Object 
construct, where a non-temporal Dublin Core can describe the Subject, and temporal MPEG-
7 descriptors can describe the Object portions of the construct. However, the important Verb 
portion is missing, which HMD intends to fill. 
HMD was not designed to replace either Dublin Core or MPEG-7. Instead, it was designed 
to work in conjunction with both existing standards to provide a richer multimedia query 
environment, where a detailed query such as “John Doe running and jumping into a lake” can 
be performed with high temporal accuracy. HMD is based on XML Schema, which provide 
interoperability with any future description format that is based on XML. Key features of 
HMD include temporal matching for queries, limb-based description of motion using 
anatomical body planes that provides a constant frame of reference independent of the 
direction that the body is facing, and the ability to match arbitrarily repeated motions (such 
as leg movements in walking) using a single query term. 
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For future work, investigation into possible automatic extraction of HMD descriptions will 
be performed using a limb-based feature extraction as described in (Adistambha et al. 2011) 
as a basis. With automatic extraction, a user can upload a video to a video-sharing site such 
as YouTube, and using HMD, the uploaded video can be immediately indexed for detailed 
temporal searches involving human motions. 
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1. Introduction
With the rapid growth of multimedia application technologies and network technologies,
especially the proliferation of Web 2.0 and digital cameras, there has been an explosion of
images and videos in the Internet. For example, the volume of videos uploaded to the
YouTube every minute is amounting to 48 hours by May 2011, having doubled in the last two
years. Such huge video collections hold useful yet implicit and nontrivial knowledge about
various domains. To manage and utilize these resources effectively, video concept detection
becomes a very important subject of intensive research by a large research community (Over
et al., 2008). It is an integral part of visual data mining that is automatically extracting such
knowledge from the huge unstructured visual data. It aims to automatically annotate video
shots or keyframes with respect to a semantic concept (Tang et al., 2012). Ranging from
objects like airplane and car to scenes like urban street and sky, semantic concepts serve as
good intermediate semantic features for video content indexing and understanding, and thus,
spurring much research attention (Jiang et al., 2010; Naphade & Smith, 2004; Snoek et al.,
2006; Zheng et al., 2008). Essentially, concept detection is a classification task, in which a
binary classifier is usually learned to predict the presence of a certain concept in a video shot
or keyframe (image). Traditional concept detection methods are mainly global classification:
use supervised machine learning techniques, such as single Support Vector Machine (SVM),
etc., over whole training dataset.
Study on pedestrian classification (Munder & Gavrila, 2006) showed that the benefit of
selecting the best combination of features and pattern classifiers was less pronounced than
the gain obtained by increasing the training set, even though the base training set already
involved many thousands of samples (Enzweiler & Gavrila, 2009). In other words, the
data matters most (Enzweiler & Gavrila, 2009). For visual concept detection, this was
also pointed out in (Huiskes et al., 2010), and made the authors simply use more data
rather than design more intelligent classification algorithms and image representations since
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(a) Single SVM (b) The proposed method
Fig. 1. Illustration of the differences of optimal separating hyperplanes between (a) and (b).
For single SVM, each test instance will use the same holistic complex hyperplane (the blue
curve), while for the proposed method, a test instance will trigger very fewer number of local
classifiers, e.g. 3 green dashed circles in (b), with much simpler hyperplanes (green lines) to
fire.
large-scale data can also directly benefit visual concept detection. Inspired by these studies,
for multimedia data of high dimension and diversified patterns, it is necessary to construct
large scale training dataset to reflect all sorts of patterns as much as possible. However,
there exist some challenges for global classification methods trained on large scale dataset:
huge intra-class variations, low training efficiency, and low testing efficiency resulting from
complex classification hyperplane as shown in Figure 1(a). To address these difficulties, the
focus of this work is to develop an ensemble learning method based on Latent Dirichlet
Allocation (LDA) topic models for large scale concept detection.
Ensemble learning refers to the process of combining multiple classifiers to provide a single
and unified classification decision. Recent research have demonstrated, both theoretically
(Krogh & Vedelsby, 1995) and empirically (Opitz & Shavlik, 1996a;b), that a good ensemble
of localized classifiers can outperform a single (best) classifier learned over the entire dataset.
Furthermore, learning a set of “smaller” localized classifiers usually possesses more efficient
algorithmic complexity than a global classifier. Additionally, the former localized classifiers
are generally more effective since their optimal separating hyper-planes may be much
simpler to discriminate the data as illustrated in Figure 1(b), hence have better generalization
performance than the latter due to the aforementioned problem of the huge intra-class
variation. This motivates us to adopt an ensemble learning approach for concept detection.
There are, in general, two essential ingredients in a good ensemble classifier, which are: (1)
the diversity of classifiers in the ensemble (Kuncheva & Whitaker, 2005), and (2) the fusion of
classifiers (Opitz & Maclin, 1999; Zhang & Zhou, 2011). Diversity means that classifiers in the
ensemble should possess different decision knowledge and make uncorrelated errors. In this
way, the error of individual classifiers will not be the same and propagated to the ensemble,
ensuring that individual classifiers have different “inductive biases”, and thus, complement
each other. The fusion of the classifier in the ensemble, on the other hand, is regarding
how to coordinate individual classifiers for the final classification decision in a unified and
theoretically principled fusion.
The most common way to achieve diversity is to train individual classifiers by using different
training data. For example, the well known Bagging and Boosting (Freund & Schapire, 1997)
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adopt this approach by randomly selecting (via re-sampling) different sets of training data for
each individual classifier. Despite of simplicity, this approach ignores the intrinsic structure of
data exemplars. To achieve classifier diversity, intuitively, similar data exemplars should be
grouped together to train a localized classifier, as the simple subspace complexity usually
leads to more effective localized classifier. The challenge here is how to group the data
effectively. In this chapter, we investigate an instance grouping method via topic modeling.
Topic modeling is a newly emerging approach to analyze large volumes of unlabeled text
(Griffiths & Steyvers, 2004). It specifies a statistical sampling technique to describe how
words in documents are generated based on (a small set of) hidden topics. Particularly, we
investigate the semantic grouping method through estimating the topical structure of large
visual data under the framework of latent Dirichlet allocation (LDA)(Blei et al., 2003).
(a) Car (c) Dog
(b) Car (d) Cat
Fig. 2. Illustration of the insight from psychophysical studies that humans can perform
coarse categorization between left column cars (a, b) and right column animals (c, d) quite
easily and quickly, followed by successive finer but slower discrimination between different
types of cars (a) and (b), or between different kinds of animals (c) dog and (d) cat.
As shown in Figure 2, our proposed solution is motivated by the insight from psychophysical
studies that humans can perform coarse categorization of visual objects quite easily and
quickly, followed by successive finer but slower discrimination (Kuncheva, 2004; S. Thorpe
& Marlot., 1996). Specifically, since all the pictures of the same category often have some local
parts in common, such as all the cars have common wheels and animals have common eyes
and legs as shown in the Figure 2, we propose an ensemble learning with LDA topic models
due to their great advantages in exploiting the co-occurrences of local features or visual words
to discover intrinsic common or similar structures of data. The proposed ensemble learning
can scale up to large data sets through combination of unsupervised semantic grouping
and supervised learning. First, we use generative LDA model (Blei et al., 2003) to mine
the hidden topical structure of large visual data, and then perform coarse categorization by
grouping the large-scale training data set with huge variations into many diversified small
topic localities. Second, we perform the successive finer discrimination by training each topic
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and unified classification decision. Recent research have demonstrated, both theoretically
(Krogh & Vedelsby, 1995) and empirically (Opitz & Shavlik, 1996a;b), that a good ensemble
of localized classifiers can outperform a single (best) classifier learned over the entire dataset.
Furthermore, learning a set of “smaller” localized classifiers usually possesses more efficient
algorithmic complexity than a global classifier. Additionally, the former localized classifiers
are generally more effective since their optimal separating hyper-planes may be much
simpler to discriminate the data as illustrated in Figure 1(b), hence have better generalization
performance than the latter due to the aforementioned problem of the huge intra-class
variation. This motivates us to adopt an ensemble learning approach for concept detection.
There are, in general, two essential ingredients in a good ensemble classifier, which are: (1)
the diversity of classifiers in the ensemble (Kuncheva & Whitaker, 2005), and (2) the fusion of
classifiers (Opitz & Maclin, 1999; Zhang & Zhou, 2011). Diversity means that classifiers in the
ensemble should possess different decision knowledge and make uncorrelated errors. In this
way, the error of individual classifiers will not be the same and propagated to the ensemble,
ensuring that individual classifiers have different “inductive biases”, and thus, complement
each other. The fusion of the classifier in the ensemble, on the other hand, is regarding
how to coordinate individual classifiers for the final classification decision in a unified and
theoretically principled fusion.
The most common way to achieve diversity is to train individual classifiers by using different
training data. For example, the well known Bagging and Boosting (Freund & Schapire, 1997)
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adopt this approach by randomly selecting (via re-sampling) different sets of training data for
each individual classifier. Despite of simplicity, this approach ignores the intrinsic structure of
data exemplars. To achieve classifier diversity, intuitively, similar data exemplars should be
grouped together to train a localized classifier, as the simple subspace complexity usually
leads to more effective localized classifier. The challenge here is how to group the data
effectively. In this chapter, we investigate an instance grouping method via topic modeling.
Topic modeling is a newly emerging approach to analyze large volumes of unlabeled text
(Griffiths & Steyvers, 2004). It specifies a statistical sampling technique to describe how
words in documents are generated based on (a small set of) hidden topics. Particularly, we
investigate the semantic grouping method through estimating the topical structure of large
visual data under the framework of latent Dirichlet allocation (LDA)(Blei et al., 2003).
(a) Car (c) Dog
(b) Car (d) Cat
Fig. 2. Illustration of the insight from psychophysical studies that humans can perform
coarse categorization between left column cars (a, b) and right column animals (c, d) quite
easily and quickly, followed by successive finer but slower discrimination between different
types of cars (a) and (b), or between different kinds of animals (c) dog and (d) cat.
As shown in Figure 2, our proposed solution is motivated by the insight from psychophysical
studies that humans can perform coarse categorization of visual objects quite easily and
quickly, followed by successive finer but slower discrimination (Kuncheva, 2004; S. Thorpe
& Marlot., 1996). Specifically, since all the pictures of the same category often have some local
parts in common, such as all the cars have common wheels and animals have common eyes
and legs as shown in the Figure 2, we propose an ensemble learning with LDA topic models
due to their great advantages in exploiting the co-occurrences of local features or visual words
to discover intrinsic common or similar structures of data. The proposed ensemble learning
can scale up to large data sets through combination of unsupervised semantic grouping
and supervised learning. First, we use generative LDA model (Blei et al., 2003) to mine
the hidden topical structure of large visual data, and then perform coarse categorization by
grouping the large-scale training data set with huge variations into many diversified small
topic localities. Second, we perform the successive finer discrimination by training each topic
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locality to generate multiple small effective classifiers. Thereby, the data exemplars within
one topic are deemed to be similar in part with respect to the hidden topic structure. The
corresponding individual classifier then holds the decision knowledge mostly with respect
to the topic. This ensures that the individual classifiers have reasonable diversity in varying
regions of expertise. More importantly, for the fusion of classifiers, we propose to utilize
the topic mixture coefficients in a generative probabilistic manner. For a given test sample,
we adaptively select the most probable classifiers with large topic mixture coefficients for
detection, which ensures that a sample is projected to only a few topic with top ranked
non-zero coefficients. The resulting ensemble model is, therefore, sparse, in the way that
only a small number of classifiers in the ensemble will fire on a testing sample as illustrated in
Figure 1(b). Consequently, the efficiencies of both training and testing resulting can be greatly
improved.
In summary, the main contribution of this chapter is that we propose a novel ensemble
learning method for video concept detection by LDA topic modeling. Our preliminary results
on the TREC Video Retrieval Evaluation (TRECVid) benchmark can be found in (Tang et al.,
2008), and preliminary results on pornography detection for online videos can be found in
(Tang et al., 2009). This chapter is an extension of both conference papers, and more detailed
results of extensive tests on the TRECVid 08 benchmark and pornography detection will be
provided to show that the proposed approach achieves promising results and outperforms
existing approaches.
In the rest of the chapter, we first review the related work on concept detection, ensemble
learning and LDA topic models in Section 2. Then, we elaborate on the details of the proposed
ensemble learning algorithm in Section 3, which includes ensemble construction with LDA
topic models and coordination of individual classifiers. Two systems based on the proposed
ensemble learning algorithm, TRECVid concept detection system and online pornography
filtering system are introduced in Section 4, and experimental results of the two systems are
also given in Section 4. Finally, we present the conclusive remarks along with discussion for
future work in Section 5.
2. Related work
2.1 Concept detection
Concept detection is a challenging yet useful task that has attracted attentions of many
researchers. Early work on concept detection focuses on concept-specific handcrafted rules
for tailor-made solution (A. Vailaya & Zhang, 1998; Smith & Chang, 1997; Szummer & Picard,
1998; Zhang et al., 1995). Distilling these rules automatically, machine learning approaches
have then become the research focus, wherein a variety of classification techniques are
explored. Majority of existing machine learning approaches are generally composed of five
major steps (Jiang, 2009) as shown in Fig.3:
• Preprocessing: A video consists of a sequence of shots separated by shot boundaries
including cuts and gradual transitions. Since video shots are often the basic unit for
concept detection, videos are segmented into shots based on various shot boundary
detection methods which uses different key frame features such as color histogram
in (Yuan et al., 2007), SIFT in (Chang, Lee, Hong & Archibald, 2008), and similarity
measurements. We refer readers to (Smeaton et al., 2010; Yuan et al., 2007) for a recent
review on the subject. After shot boundary detection, either the middle I-frame or a set of
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Fig. 3. General procedure of concept detection
key frames may be selected from each shot to represent the content for further detection
(Borth et al., 2008).
• Low-level feature extraction: The purpose of feature extraction is to convert the shots
or keyframes into a low dimensional feature vectors. Generally, two types of visual
keyframe features are often used: global and local. Global features include (Chang,
He, Jiang, Khoury, Ngo, Yanagawa & Zavesky, 2008; Ngo et al., 2009): color or edge
histograms, correlograms, grid-based color moment and wavelet texture, histogram of
oriented gradients (HOG) (Dalal & Triggs, 2005), local binary patterns (LBP) (Ojala et al.,
1996), GIST (Siagian & Itti, 2007) and Gabor feature (Zhu et al., 2008), etc. Bag of Visual
Words (BoVW) is the most widely adopted local feature which is based on a vocabulary
of visual words clustered by a set of SIFT features (Lowe, 2004), and weighted by various
schemes such as the traditional TF, TF-IDF, and the soft-weighting scheme which has been
demonstrated to be more effective than the traditional ones (Jiang et al., 2010). Audio
features such as in (Tang et al., 2007) are less frequently used while spatial temporal
features including motion features, such as Space-Time Interest Points (STIP) (Laptev,
2005), are coming into use such as in (Jiang & et al., 2010) despite their expensive extraction.
• Basic concept detection: namely, uni-modality learning with a variety of classification
techniques such as SVM (Cao et al., 2006), Gaussian Mixture Model (Amir et al., 2003),
Hidden Markov Model (Pytlik et al., 2005), graph-based semi-supervised learning (Tang
et al., 2010; 2011; Wang, Hua, Hong, Tang, Qi & Song, 2009), etc. The choice of different
kernel functions for classification of BoW features was studied in (Jiang et al., 2010),
and a novel neighborhood similarity measure beyond traditional distance measurement
was proposed to explore the local sample and label distributions for concept detection in
(Wang, Hua, Tang & Hong, 2009) recently.
• Multiple feature fusion: including both early fusion (i.e., vector concatenation) of multiple
features, and late fusion of multiple classifiers (Snoek et al., 2005). Late fusion is widely
used for efficiency and accuracy, and there are two common approaches to calculate the
weight for each classifier: unsupervised, such as min, max, and average in (Amir et al.,
2003), kernel fusion in (S. Ayache & Gensel, 2007), fusion with membership vector such as
LDA topic mixture coefficients in (Tang et al., 2008), etc., and supervised, such as ordered
weight averaging in (Tang et al., 2007).
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locality to generate multiple small effective classifiers. Thereby, the data exemplars within
one topic are deemed to be similar in part with respect to the hidden topic structure. The
corresponding individual classifier then holds the decision knowledge mostly with respect
to the topic. This ensures that the individual classifiers have reasonable diversity in varying
regions of expertise. More importantly, for the fusion of classifiers, we propose to utilize
the topic mixture coefficients in a generative probabilistic manner. For a given test sample,
we adaptively select the most probable classifiers with large topic mixture coefficients for
detection, which ensures that a sample is projected to only a few topic with top ranked
non-zero coefficients. The resulting ensemble model is, therefore, sparse, in the way that
only a small number of classifiers in the ensemble will fire on a testing sample as illustrated in
Figure 1(b). Consequently, the efficiencies of both training and testing resulting can be greatly
improved.
In summary, the main contribution of this chapter is that we propose a novel ensemble
learning method for video concept detection by LDA topic modeling. Our preliminary results
on the TREC Video Retrieval Evaluation (TRECVid) benchmark can be found in (Tang et al.,
2008), and preliminary results on pornography detection for online videos can be found in
(Tang et al., 2009). This chapter is an extension of both conference papers, and more detailed
results of extensive tests on the TRECVid 08 benchmark and pornography detection will be
provided to show that the proposed approach achieves promising results and outperforms
existing approaches.
In the rest of the chapter, we first review the related work on concept detection, ensemble
learning and LDA topic models in Section 2. Then, we elaborate on the details of the proposed
ensemble learning algorithm in Section 3, which includes ensemble construction with LDA
topic models and coordination of individual classifiers. Two systems based on the proposed
ensemble learning algorithm, TRECVid concept detection system and online pornography
filtering system are introduced in Section 4, and experimental results of the two systems are
also given in Section 4. Finally, we present the conclusive remarks along with discussion for
future work in Section 5.
2. Related work
2.1 Concept detection
Concept detection is a challenging yet useful task that has attracted attentions of many
researchers. Early work on concept detection focuses on concept-specific handcrafted rules
for tailor-made solution (A. Vailaya & Zhang, 1998; Smith & Chang, 1997; Szummer & Picard,
1998; Zhang et al., 1995). Distilling these rules automatically, machine learning approaches
have then become the research focus, wherein a variety of classification techniques are
explored. Majority of existing machine learning approaches are generally composed of five
major steps (Jiang, 2009) as shown in Fig.3:
• Preprocessing: A video consists of a sequence of shots separated by shot boundaries
including cuts and gradual transitions. Since video shots are often the basic unit for
concept detection, videos are segmented into shots based on various shot boundary
detection methods which uses different key frame features such as color histogram
in (Yuan et al., 2007), SIFT in (Chang, Lee, Hong & Archibald, 2008), and similarity
measurements. We refer readers to (Smeaton et al., 2010; Yuan et al., 2007) for a recent
review on the subject. After shot boundary detection, either the middle I-frame or a set of
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key frames may be selected from each shot to represent the content for further detection
(Borth et al., 2008).
• Low-level feature extraction: The purpose of feature extraction is to convert the shots
or keyframes into a low dimensional feature vectors. Generally, two types of visual
keyframe features are often used: global and local. Global features include (Chang,
He, Jiang, Khoury, Ngo, Yanagawa & Zavesky, 2008; Ngo et al., 2009): color or edge
histograms, correlograms, grid-based color moment and wavelet texture, histogram of
oriented gradients (HOG) (Dalal & Triggs, 2005), local binary patterns (LBP) (Ojala et al.,
1996), GIST (Siagian & Itti, 2007) and Gabor feature (Zhu et al., 2008), etc. Bag of Visual
Words (BoVW) is the most widely adopted local feature which is based on a vocabulary
of visual words clustered by a set of SIFT features (Lowe, 2004), and weighted by various
schemes such as the traditional TF, TF-IDF, and the soft-weighting scheme which has been
demonstrated to be more effective than the traditional ones (Jiang et al., 2010). Audio
features such as in (Tang et al., 2007) are less frequently used while spatial temporal
features including motion features, such as Space-Time Interest Points (STIP) (Laptev,
2005), are coming into use such as in (Jiang & et al., 2010) despite their expensive extraction.
• Basic concept detection: namely, uni-modality learning with a variety of classification
techniques such as SVM (Cao et al., 2006), Gaussian Mixture Model (Amir et al., 2003),
Hidden Markov Model (Pytlik et al., 2005), graph-based semi-supervised learning (Tang
et al., 2010; 2011; Wang, Hua, Hong, Tang, Qi & Song, 2009), etc. The choice of different
kernel functions for classification of BoW features was studied in (Jiang et al., 2010),
and a novel neighborhood similarity measure beyond traditional distance measurement
was proposed to explore the local sample and label distributions for concept detection in
(Wang, Hua, Tang & Hong, 2009) recently.
• Multiple feature fusion: including both early fusion (i.e., vector concatenation) of multiple
features, and late fusion of multiple classifiers (Snoek et al., 2005). Late fusion is widely
used for efficiency and accuracy, and there are two common approaches to calculate the
weight for each classifier: unsupervised, such as min, max, and average in (Amir et al.,
2003), kernel fusion in (S. Ayache & Gensel, 2007), fusion with membership vector such as
LDA topic mixture coefficients in (Tang et al., 2008), etc., and supervised, such as ordered
weight averaging in (Tang et al., 2007).
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• Concept fusion: Besides the above multi-modality fusion methods based on multiple
features, contextual fusion techniques (Hauptmann et al., 2007; Jiang, 2009; Qi et al., 2007;
Weng & Chuang, 2008) are emerging by exploiting inter-concept relationships, such as
taking into account the detection scores of nearby objects in the scene, to improve the
accuracy of detection.
The major challenge of concept detection lies primarily in the existence of the well-known
semantic gap (Smeulders et al., 2000) between the low level visual features and the users’s
semantic interpretation of visual data, and the fact that different video shots w.r.t a certain
concept often possess huge variations among different visual appearances, camera shooting
and video editing styles, etc. This diversity renders video shots of the same semantic
concept to have varying visual patterns. Therefore, the resultant huge intra-class variation
hinders the performance of most machine learning approaches. Domain change caused by
the mismatch between different domains (genres or sources (Borth et al., 2010)) may worsen
this problem, which raises domain adaptation in concept detection, known as cross-domain
learning techniques (Jiang et al., 2008; Ngo et al., 2009; Snoek et al., 2010), including our recent
concept detection work on pseudo relevance feedback based domain transfer learning (Xu,
Tang, Zhang & Li, 2011) and multi-modality transfer based on multi-graph optimization (Xu,
Tang, Zhang, Li & Zheng, 2011), for transferring detectors trained in source domain to the
target domain. For a comprehensive review on concept detection, refer to (Jiang, 2009; Snoek
& Worring, 2009), and the high level feature extraction (or semantic indexing since the year
2010) task of TRECVid (Smeaton et al., 2006; 2009) as well as its workshop papers (NIST,
2001-2010) since TRECVid provides a large video data collection, uniform evaluation criteria,
a workshop for active participants to discuss their approaches, and hence can be widely
regarded as the actual standard for performance evaluation of concept based video retrieval
systems (Snoek & Worring, 2009).
This chapter is an extension of our previous work (Tang et al., 2008), which attempts the
concept detection in the framework of ensemble learning. In the proposed scheme, the
individual classifiers and their fusion weights are learned in a unified framework without
any additional classifier selection module.
2.2 Ensemble learning
Ensemble learning (Kuncheva, 2004; Rokach, 2010) coordinates the outputs of multiple
classifiers using diversified data to improve the performance. Empirically, ensemble methods
tend to yield better results when there is a significant diversity among the constituent
classifiers (Kuncheva & Whitaker, 2005). The diversity of classifier outputs plays a critical
role on the success of ensemble learning. Existing methods of constructing ensembles include
Bayesian voting, manipulation on the training examples and input features, etc (Dietterich,
2000). Correspondingly, for concept detection in particular, Snoek and Worring (Snoek &
Worring, 2009) identified three common approaches to achieve some form of independence
(diversity) for coordination, which are using (1) separate features, (2) separate classifiers, and
(3) separate set of labeled examples.
This work focuses on the manipulation on the training examples for classifier diversity, which
can be generally classified into two schemes: (1) separate sampling of labeled instances, and
(2) instance space partitioning. As for separate sampling of labeled examples, two most
widely used strategies are Bagging and Boosting:
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• Bootstrap aggregating (Bagging): Bagging (Breiman, 1996) aims at developing
independent classifiers, and the diversity necessary to make the ensemble work is created
by taking bootstrap replicates as the training sets. The samples are pseudo-independent
because they are sampled with replacement from the same development set.
• Boosting and AdaBoost: Boosting (Freund & Schapire, 1997) is a general method for
improving the performance of a weak classifier. Similar to bagging, Boosting develops
the classifiers by resampling the training set, while contrary to bagging, the resampling
mechanism in boosting focus on most useful sample in each consecutive iteration (Rokach,
2010). AdaBoost (Adaptive Boosting) (Y. & E., 1996) is a popular ensemble algorithm that
improves the simple boosting algorithm via an iterative process. The main idea is to give
more focus to patterns that are harder to classify (Rokach, 2010).
Parallel to the above sampling-based partitioning approaches, many space-based partition
approaches have been developed for partitioning the training set into subsets according to
their belonging to some part of the input space (Rokach, 2010). Particularly, inspired by the
idea that similar instances should be assigned to the same subspace, researchers attempt to
use some clustering method as a possible tool for partitioning the instance space recently. Lior
Rokach proposed the naive decomposition method based on K-Means algorithm (Rokach,
2010). SVM-KNN was proposed in (Zhang et al., 2006) to train an SVM improvisedly by
using the K nearest neighbors of the test sample, but for large-scale dataset such as TRECVid,
it is too time-consuming to search for the K nearest neighbors and train an SVM for each
test sample. Furthermore, it is evident that if a test image is only partially similar with the
expected training images, the latter may not fall within the range of the K nearest neighbors
if K is small, which turns in vain the subsequent training and testing. Recently, we proposed
a localized multiple kernel learning method for realistic human action recognition based on
multiple features (Song et al., 2011), and sparse ensemble learning for visual concept detection
(Tang et al., 2012) by exploiting a sparse non-negative matrix factorization process to for
ensemble construction and fusion.
In this chapter, we propose a novel space-based partitioning scheme by exploiting Latent
Dirichlet Allocation (LDA) (Blei et al., 2003) to partition the instance space into small topic
subspaces (Tang et al., 2008).
2.3 LDA topic models
2.3.1 Vector space modeling
The first major progress in text processing was due to the vector space modeling (VSM) (Salton
& McGill, 1986), in which “bag of words (BoW)” has been adopted to represent a document
as a vector of frequency histogram where each dimension is associated with one term of the
vocabulary and each entry is weighted by the term frequency (TF) or term frequency-inverse
document frequency (TF-IDF) to reduce the importance of indiscriminant words that appear
in many documents. Thereby, the whole corpus is represented as term-document matrix
whose rows are indexed by the terms of the vocabulary and whose columns are indexed by
the documents.
2.3.2 Latent Semantic Analysis
To address the inherent drawbacks of the VSM, such as the difficulty of capturing inter- and
intra document statistical structure and the incompact description of the corpus (Alsumait
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• Concept fusion: Besides the above multi-modality fusion methods based on multiple
features, contextual fusion techniques (Hauptmann et al., 2007; Jiang, 2009; Qi et al., 2007;
Weng & Chuang, 2008) are emerging by exploiting inter-concept relationships, such as
taking into account the detection scores of nearby objects in the scene, to improve the
accuracy of detection.
The major challenge of concept detection lies primarily in the existence of the well-known
semantic gap (Smeulders et al., 2000) between the low level visual features and the users’s
semantic interpretation of visual data, and the fact that different video shots w.r.t a certain
concept often possess huge variations among different visual appearances, camera shooting
and video editing styles, etc. This diversity renders video shots of the same semantic
concept to have varying visual patterns. Therefore, the resultant huge intra-class variation
hinders the performance of most machine learning approaches. Domain change caused by
the mismatch between different domains (genres or sources (Borth et al., 2010)) may worsen
this problem, which raises domain adaptation in concept detection, known as cross-domain
learning techniques (Jiang et al., 2008; Ngo et al., 2009; Snoek et al., 2010), including our recent
concept detection work on pseudo relevance feedback based domain transfer learning (Xu,
Tang, Zhang & Li, 2011) and multi-modality transfer based on multi-graph optimization (Xu,
Tang, Zhang, Li & Zheng, 2011), for transferring detectors trained in source domain to the
target domain. For a comprehensive review on concept detection, refer to (Jiang, 2009; Snoek
& Worring, 2009), and the high level feature extraction (or semantic indexing since the year
2010) task of TRECVid (Smeaton et al., 2006; 2009) as well as its workshop papers (NIST,
2001-2010) since TRECVid provides a large video data collection, uniform evaluation criteria,
a workshop for active participants to discuss their approaches, and hence can be widely
regarded as the actual standard for performance evaluation of concept based video retrieval
systems (Snoek & Worring, 2009).
This chapter is an extension of our previous work (Tang et al., 2008), which attempts the
concept detection in the framework of ensemble learning. In the proposed scheme, the
individual classifiers and their fusion weights are learned in a unified framework without
any additional classifier selection module.
2.2 Ensemble learning
Ensemble learning (Kuncheva, 2004; Rokach, 2010) coordinates the outputs of multiple
classifiers using diversified data to improve the performance. Empirically, ensemble methods
tend to yield better results when there is a significant diversity among the constituent
classifiers (Kuncheva & Whitaker, 2005). The diversity of classifier outputs plays a critical
role on the success of ensemble learning. Existing methods of constructing ensembles include
Bayesian voting, manipulation on the training examples and input features, etc (Dietterich,
2000). Correspondingly, for concept detection in particular, Snoek and Worring (Snoek &
Worring, 2009) identified three common approaches to achieve some form of independence
(diversity) for coordination, which are using (1) separate features, (2) separate classifiers, and
(3) separate set of labeled examples.
This work focuses on the manipulation on the training examples for classifier diversity, which
can be generally classified into two schemes: (1) separate sampling of labeled instances, and
(2) instance space partitioning. As for separate sampling of labeled examples, two most
widely used strategies are Bagging and Boosting:
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• Bootstrap aggregating (Bagging): Bagging (Breiman, 1996) aims at developing
independent classifiers, and the diversity necessary to make the ensemble work is created
by taking bootstrap replicates as the training sets. The samples are pseudo-independent
because they are sampled with replacement from the same development set.
• Boosting and AdaBoost: Boosting (Freund & Schapire, 1997) is a general method for
improving the performance of a weak classifier. Similar to bagging, Boosting develops
the classifiers by resampling the training set, while contrary to bagging, the resampling
mechanism in boosting focus on most useful sample in each consecutive iteration (Rokach,
2010). AdaBoost (Adaptive Boosting) (Y. & E., 1996) is a popular ensemble algorithm that
improves the simple boosting algorithm via an iterative process. The main idea is to give
more focus to patterns that are harder to classify (Rokach, 2010).
Parallel to the above sampling-based partitioning approaches, many space-based partition
approaches have been developed for partitioning the training set into subsets according to
their belonging to some part of the input space (Rokach, 2010). Particularly, inspired by the
idea that similar instances should be assigned to the same subspace, researchers attempt to
use some clustering method as a possible tool for partitioning the instance space recently. Lior
Rokach proposed the naive decomposition method based on K-Means algorithm (Rokach,
2010). SVM-KNN was proposed in (Zhang et al., 2006) to train an SVM improvisedly by
using the K nearest neighbors of the test sample, but for large-scale dataset such as TRECVid,
it is too time-consuming to search for the K nearest neighbors and train an SVM for each
test sample. Furthermore, it is evident that if a test image is only partially similar with the
expected training images, the latter may not fall within the range of the K nearest neighbors
if K is small, which turns in vain the subsequent training and testing. Recently, we proposed
a localized multiple kernel learning method for realistic human action recognition based on
multiple features (Song et al., 2011), and sparse ensemble learning for visual concept detection
(Tang et al., 2012) by exploiting a sparse non-negative matrix factorization process to for
ensemble construction and fusion.
In this chapter, we propose a novel space-based partitioning scheme by exploiting Latent
Dirichlet Allocation (LDA) (Blei et al., 2003) to partition the instance space into small topic
subspaces (Tang et al., 2008).
2.3 LDA topic models
2.3.1 Vector space modeling
The first major progress in text processing was due to the vector space modeling (VSM) (Salton
& McGill, 1986), in which “bag of words (BoW)” has been adopted to represent a document
as a vector of frequency histogram where each dimension is associated with one term of the
vocabulary and each entry is weighted by the term frequency (TF) or term frequency-inverse
document frequency (TF-IDF) to reduce the importance of indiscriminant words that appear
in many documents. Thereby, the whole corpus is represented as term-document matrix
whose rows are indexed by the terms of the vocabulary and whose columns are indexed by
the documents.
2.3.2 Latent Semantic Analysis
To address the inherent drawbacks of the VSM, such as the difficulty of capturing inter- and
intra document statistical structure and the incompact description of the corpus (Alsumait
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et al., 2010), Latent Semantic Analysis (LSA) (Deerwester et al., 1990) has been introduced
to reduce the term-document matrix through singular value decomposition (SVD). However,
the computation of the SVD is expensive, and the reduced feature space is very difficult to
interpret (Alsumait et al., 2010).
2.3.3 Probabilistic Latent Semantic Analysis
To better understand LSA statistically, probabilistic Latent Semantic Analysis (pLSA) was
proposed (Hofmann, 1999) as an alternative to LSA by applying Bayesian methods to
document modeling. The pLSA model is a generative model which uses a probabilistic
sampling process to generate words in documents based on the latent topics. It associates the
documents d with a mixture of latent topics z weighted by the posterior p(z|d), and represents
each topic by a distribution over words w that appear in it p(w|z). The graphical model of
pLSA is shown in Fig.4(a). As shown by the figure, the joint probability of a document d and
a word wdi can be given as:
p(d, wdi) = p(d)p(wdi|d) (1)
Given that the observation pairs (d, wdi) are assumed to be generated independently, the
conditional probability p(wdi|d) can be computed by marginalizing over topics zk. Therefore,
the joint probability p(d, wdi) can be computed as:





where K is the total number of latent topics, p(zk |d) is the probability of topic zk occurring in









   
 










Fig. 4. A graphical model of pLSA (a) and LDA (b). Nodes are random variables. Darked
ones are observed and other ones are unobserved. The plates indicate repetitions.
Actually, the pLSA is non-parametric pseudo-generative model since the document d is a
dummy random variable indexed by the by the documents in a training set (Alsumait et al.,
2010; Blei et al., 2003), and there is no natural way to use it to assign probability to a new testing
observation (Li & Perona, 2005). Additionally, the model parameters grows linearly with the
number of training examples (Li & Perona, 2005). Consequently, pLSA has the limitation
of overfitting, hence poor generability for unseen documents (Blei et al., 2003). Despite its
limitation, pLSA has invoked a huge amount of work in statistical machine learning and text
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mining, which resulting in a class of probabilistic topic models aiming at discovering these
hidden variables based on hierarchical Bayesian analysis (Alsumait et al., 2010).
2.3.4 LDA
LDA (Blei et al., 2003) is a three-level hierarchical Bayesian network, a truely generative
probabilistic model for a corpus of documents. The basic idea of LDA is that documents
are represented by a mixture of topics where each topic is a latent multinomial variable
characterized by a multinomial distribution over a fixed vocabulary of words (Alsumait
et al., 2010). A graphical model of LDA is shown in Fig.4(b). As shown by the figure,
through introducing Dirichlet priors α on the document distributions over topics and β on
the topic distributions over words, the generative model of LDA is complete and is capable of
generalizing the topic distributions for generating unseen documents (Alsumait et al., 2010).
The generative process of the LDA is described as follows (Blei et al., 2003):
1. Generate K topic multinomials φk over a fixed vocabulary of words from a Dirichlet prior
Dir(φk|β) given by β; (p(φk|β)).
2. Generate D document multinomials θd over K topics from a Dirichlet prior Dir(θd|α) given
by α; (p(θd|α)).
3. For each document d in the corpus, and for each word wdi in the document d:
(a) Sample a topic zdi from the document multinomial θd; (p(zdi|θd)).
(b) Sample a word wdi from the topic multinomial φz; (p(wdi|φzdi)).
The joint distributions of the LDA model is:













where α and β are hyperparameters of Dirichlet priors, and φk , θd and zdi are hidden variables
to be inferred.
2.3.5 LDA topic models in computer vision
Recently, inspired by its great success in finding useful structures in many kinds of documents
in the field of text processing (Griffiths & Steyvers, 2004), LDA topic model, has been widely
applied to computer vision problems such as object segmentation (Wang & Grimson, 2007),
scene categorization (Li & Perona, 2005), action recognition (Niebles et al., 2008; Wang, 2011;
Wang & Mori, 2009) and event detection(Pan & Mitra, 2011).
Under topic models, analogous to BoW in text processing, “Bag of visual words (BoVW)”
(Jiang et al., 2007; Jurie & Triggs, 2005; Sivic & Zisserman, 2003; Zhang et al., 2007) is usually
used to represent visual contents (such as key frames) as visual words. BoVW has first
been introduced by Sivic in the case of video retrieval (Sivic & Zisserman, 2003) and became
very popular in the fields of image retrieval and categorization due to its efficiency and
effectiveness. After extraction of visual features, such as local features SIFT (Lowe, 2004) or
SURF (Bay et al., 2006), BoVW consists of two main steps: visual vocabulary construction
and feature quantization. Generally, various clustering methods are used to build the visual
vocabulary by clustering features in to visual words (centroids) which are analogous to
stems in text processing. Then, visual features are quantized into visual words and visual
contents are represented as the frequencies of visual words. Topic models will compute
latent concepts by exploring the co-occurrence of visual words to learn the models of different
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et al., 2010), Latent Semantic Analysis (LSA) (Deerwester et al., 1990) has been introduced
to reduce the term-document matrix through singular value decomposition (SVD). However,
the computation of the SVD is expensive, and the reduced feature space is very difficult to
interpret (Alsumait et al., 2010).
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proposed (Hofmann, 1999) as an alternative to LSA by applying Bayesian methods to
document modeling. The pLSA model is a generative model which uses a probabilistic
sampling process to generate words in documents based on the latent topics. It associates the
documents d with a mixture of latent topics z weighted by the posterior p(z|d), and represents
each topic by a distribution over words w that appear in it p(w|z). The graphical model of
pLSA is shown in Fig.4(a). As shown by the figure, the joint probability of a document d and
a word wdi can be given as:
p(d, wdi) = p(d)p(wdi|d) (1)
Given that the observation pairs (d, wdi) are assumed to be generated independently, the
conditional probability p(wdi|d) can be computed by marginalizing over topics zk. Therefore,
the joint probability p(d, wdi) can be computed as:
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Fig. 4. A graphical model of pLSA (a) and LDA (b). Nodes are random variables. Darked
ones are observed and other ones are unobserved. The plates indicate repetitions.
Actually, the pLSA is non-parametric pseudo-generative model since the document d is a
dummy random variable indexed by the by the documents in a training set (Alsumait et al.,
2010; Blei et al., 2003), and there is no natural way to use it to assign probability to a new testing
observation (Li & Perona, 2005). Additionally, the model parameters grows linearly with the
number of training examples (Li & Perona, 2005). Consequently, pLSA has the limitation
of overfitting, hence poor generability for unseen documents (Blei et al., 2003). Despite its
limitation, pLSA has invoked a huge amount of work in statistical machine learning and text
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used to represent visual contents (such as key frames) as visual words. BoVW has first
been introduced by Sivic in the case of video retrieval (Sivic & Zisserman, 2003) and became
very popular in the fields of image retrieval and categorization due to its efficiency and
effectiveness. After extraction of visual features, such as local features SIFT (Lowe, 2004) or
SURF (Bay et al., 2006), BoVW consists of two main steps: visual vocabulary construction
and feature quantization. Generally, various clustering methods are used to build the visual
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patterns without manual annotation of training samples (Wang, 2011). Compared with other
approaches, one of the major advantages of topic models is their unsupervised nature which
is very important for discovering different patterns from large volumes of video data (Wang,
2011).
3. Algorithm
3.1 Preliminaries and problem formulation
In the task of concept detection, a video shot keyframe is processed to detect the presence of a
set of predefined concepts. Let x denote the visual feature for the keyframe.
For each concept, we have a training set X = {xi, i = 1, 2, ..., N} with label Y = {yi ∈ ±1, i =
1, 2, N}. The concept detection is thus naturally formulated as a classification task. Here, we
adopt the binary classification in the framework of SVM (Vapnik, 1995) and aim to learn an





Ψk(xt) · (�ωk, Φ(xt)�+ bk). (4)
The discriminant function F(xt) is an ensemble of K localized classifiers that are built on
instance localities πk respectively, where Ψk(xt) are the gating functions that governs how
localized classifiers fk(xt) are coordinated for the final classification of test sample xt.
Solving the primal SVM problem, we obtain ω = ∑i βiyiΦ(xi). As plugging ω into Eq.(5), the












Learning the ensemble discriminant function F(xt) can be decomposed into two steps: (1)
computing the instance locality model and (2) estimating the localized kernel classifier
parameters. The first step learns the instance localities πk and gating function Ψk(xt).
In the next subsections, we describe the proposed data instance partitioning approach based
on LDA topic model , and the coordination of individual classifiers based on LDA coefficients.
Fig.5 shows the overall framework of the proposed ensemble learning method.
3.2 Ensemble construction with LDA topic models
We employ LDA to model the relationship between images to discover the hidden structures
and perform coarse categorization for ensemble construction and fusion.
3.2.1 LDA topic modeling
To construct the ensemble, the first step is learn the instance locality π. Suppose we have
a set of D(d = 1, . . . , D) keyframes (or shots) containing words from a vocabulary of size
V. Each instance (a shot or keyframe) d is represented as a sequence of Nd visual words
w = (w1, . . . , wNd). We set the number of latent topics K to the number of the above instance
localities, i.e., the number of localized classifiers in the ensemble. Then, the LDA process that
generates each instance d in the corpus is:
1. Choose the number of visual words Nd from Poisson(ξ).
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Fig. 5. The overall framework. The proposed ensemble first exploits LDA to represent data
instances as a mixture of hidden topics and partition the data space into topic localities, and
then coordinates the individual classifiers in each topic locality for final classification based
on the topic mixture of LDA topics which is naturally achieved during LDA inference
without additional classifier selection.
2. Choose the mixing proportions θ of the current instance d over K topics from Dir(α).
3. For each of the Nd visual words wi:
(a) Choose a topic zi from Multinomial(θ).
(b) Choose a visual word wi from the multinomial distribution p(wi|zi, β).
Here, the topic mixture θ is a multinomial distribution which is generated by K-dimensional
Dirichlet distribution parameterized by the Dirichlet priors α. Additionally, the matrix β of
size K × V is the parameter of the distribution of visual words conditioned on each topic
locality, and each element of β corresponds to the probability p(wi|zk).
The joint distributions of the LDA model is:





where w is the set of words observed in the current instance, and z is their corresponding
topic.
As mentioned in the previous section, under LDA topic models, BoVW feature (Sivic &
Zisserman, 2003) (including other frequency-based features such as color histogram and edge
histogram etc.) is usually used to represent keyframe. Therefore, the vocabulary size V
is equal to the size M of the feature for LDA estimation. In some practice, V = M + 1
since a dummy word irrelevant to all other words should be included in the vocabulary.
Additionally, in our proposed ensemble learning method, LDA is used only for partition
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V. Each instance (a shot or keyframe) d is represented as a sequence of Nd visual words
w = (w1, . . . , wNd). We set the number of latent topics K to the number of the above instance
localities, i.e., the number of localized classifiers in the ensemble. Then, the LDA process that
generates each instance d in the corpus is:
1. Choose the number of visual words Nd from Poisson(ξ).
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then coordinates the individual classifiers in each topic locality for final classification based
on the topic mixture of LDA topics which is naturally achieved during LDA inference
without additional classifier selection.
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(b) Choose a visual word wi from the multinomial distribution p(wi|zi, β).
Here, the topic mixture θ is a multinomial distribution which is generated by K-dimensional
Dirichlet distribution parameterized by the Dirichlet priors α. Additionally, the matrix β of
size K × V is the parameter of the distribution of visual words conditioned on each topic
locality, and each element of β corresponds to the probability p(wi|zk).
The joint distributions of the LDA model is:





where w is the set of words observed in the current instance, and z is their corresponding
topic.
As mentioned in the previous section, under LDA topic models, BoVW feature (Sivic &
Zisserman, 2003) (including other frequency-based features such as color histogram and edge
histogram etc.) is usually used to represent keyframe. Therefore, the vocabulary size V
is equal to the size M of the feature for LDA estimation. In some practice, V = M + 1
since a dummy word irrelevant to all other words should be included in the vocabulary.
Additionally, in our proposed ensemble learning method, LDA is used only for partition
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ensemble construction and individual classifier coordination. The features used for LDA can
be different from the features for SVM.
In the proposed ensemble construction, we need to know how an instance is mixed over K
hidden topic localities. So we must infer the posterior distribution of the hidden variables for
a set of words w observed in the instance (shot or keyframe):
p(θ, z|w, α, β) = p(θ, z, w|α, β)
p(w|α, β) (7)
where θ is specific to each instance and represents its latent topics distribution.
Generally, it is computationally intractable to perform above inference and parameter
estimation for the LDA model. Up to now, two main approximation algorithms have been
proposed to solve the problem: (1) variational inference Expectation-Maximization (EM)
adopted in (Blei et al., 2003); and (2) gibbs sampling adopted in (Griffiths & Steyvers, 2004)
which is easier to compute than the former method.
Once the topic mixture θ is inferred, we can know how topic localities are mixed in the current
instance. There for we can exploit it to determine which localities the instance should be
partitioned into as shown in the next subsection.
3.2.2 Adaptive instance-locality assignment
After LDA inference of the topic mixture θ, we can allocate the instance xi to a few L localities,
according to the top L large elements of θ = {θ1, . . . , θK}. The greater the element θi is, the
(a) (b)
(c) (d)
Fig. 6. Illustration of various distributions of topic mixture vector θ. Each bar denotes the
value of one data instance in a topic locality. Intuitively, the data instance should be ideally
assigned to a small number of localities with relatively large values only.
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Algorithm: Adaptive Instance Assignment
Input: Topic mixture θ = θ1, . . . , θK ∈ RK;
Thresholds: Thadj, Thsum ∈ [0, . . . , 1];
Replication parameter: L.
Output: Locality index set: U; Normalized topic mixture: θ.
1: l1-Normalize θ: θi ← θi/ � θ �1, i = 1, . . . , K;
2: Sort: [θ, Index] = sort(θ,’descend’);
3: S ← 0, Len ← min(K, L), U ← ∅;
4: U ← U ∪ {Index1};
5: for (i = 1; i < Len; i++ )
6: if (θi+1/θi < Thadj)
7: break;
8: S ← S + θi+1;
9: if (S > Thsum)
10: break;
11: U ← U ∪ {Indexi+1};
12: end for;
13: if (i + 1 < K)
14: reset: θj ← 0, j = i + 2, . . . , K;
15: l1-Normalize θ: θj ← θj/ � θ �1, j = 1, . . . , i + 1;
16: Return U, θ.
Fig. 7. Adaptive instance assignment algorithm
more probably the instance is related to the corresponding ith topic locality. Here, L is a
replication parameter to control the maximum number of localities that a data instance can
be assigned. This effectively controls the replication degree of instance.
One challenge here is that the topic mixture value of θi in θ may vary greatly, and it is not
reasonable to assign the data instance to localities with very small values. For example in Fig.6,
the data instance should be ideally assigned to a small number of localities with relatively
large mixture values only. To do so, we leverage an ordered operator to select valid localities
in an adaptive manner.
The main idea is to detect the abrupt decrease in two adjacent elements in the normalized and
sorted (in descending order) topic mixture θ. If the ratio of the mixture value θi+1 to the former
θi is greater than the a given adjacent threshold (Thadj) and the accumulated sum of the vector
values is below a given accumulation threshold (Thsum), then assign the data instance to the
corresponding locality. Finally, we reset all the elements θj after the abrupt decrease in θ the to
zero, and re-normalize the topic mixture vector θ. The adaptive instance-locality assignment
algorithm is shown in Fig.7.
After grouping all the instances in the training set to localities, we finish coarse categorization
by partitioning large-scale training data set into K small topic localities according to topic
mixture θ of instances. Then, we train a linear discriminative classifier for each locality to
learn the instance localities πk. Once all the local classifiers are trained, we finish the ensemble
construction and training process.
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Fig. 7. Adaptive instance assignment algorithm
more probably the instance is related to the corresponding ith topic locality. Here, L is a
replication parameter to control the maximum number of localities that a data instance can
be assigned. This effectively controls the replication degree of instance.
One challenge here is that the topic mixture value of θi in θ may vary greatly, and it is not
reasonable to assign the data instance to localities with very small values. For example in Fig.6,
the data instance should be ideally assigned to a small number of localities with relatively
large mixture values only. To do so, we leverage an ordered operator to select valid localities
in an adaptive manner.
The main idea is to detect the abrupt decrease in two adjacent elements in the normalized and
sorted (in descending order) topic mixture θ. If the ratio of the mixture value θi+1 to the former
θi is greater than the a given adjacent threshold (Thadj) and the accumulated sum of the vector
values is below a given accumulation threshold (Thsum), then assign the data instance to the
corresponding locality. Finally, we reset all the elements θj after the abrupt decrease in θ the to
zero, and re-normalize the topic mixture vector θ. The adaptive instance-locality assignment
algorithm is shown in Fig.7.
After grouping all the instances in the training set to localities, we finish coarse categorization
by partitioning large-scale training data set into K small topic localities according to topic
mixture θ of instances. Then, we train a linear discriminative classifier for each locality to
learn the instance localities πk. Once all the local classifiers are trained, we finish the ensemble
construction and training process.
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Fig. 8. In the probabilistic generative process of LDA, the observed data instances
(documents) are represented as a mixture of hidden topics, and the topic mixture vector θ
determines how an instance x is mixed over K hidden topic localities. Note that after reseting
of θ in the above adaptive instance assignment, most connections between x and z will be of
zero coefficients.
3.3 Coordination of individual classifiers
As shown in Fig.5, after LDA inference of test instances during testing process, we need to
coordinate the learned local classifiers for the final classification.
The coordination of classifiers in the ensemble concerns learning the gating function Ψk(xt) in
the Equation 5 for a test sample xt. As shown in Fig.8, in the probabilistic generative process
of LDA, the observed data instances (documents) are represented as a mixture of hidden
topics, and the topic mixture vector θ determines how an instance x is mixed over K hidden
topic localities. Therefore, in the LDA generative model, the influence of a topic locality zk
on xt is represented by the connection strength θtk. We, therefore, utilize this influence to
coordinate individual classifiers by setting Ψk(xt) = θtk. Note that after resetting of θ in the
above adaptive instance assignment, most weak connections between x and z will be of zero
coefficients. In other words, for a testing sample xt , as only a few number (T ≤ L is the
resultant size of the locality index set U returned by the algorithm) of large topic mixture
coefficients are non-zero which trigger the corresponding number T of local classifiers to fire.
3.4 Analysis and discussion
3.4.1 The number of localities
The optimal tuning of the number of localities K is not necessary, since the instance space
partitioning is a coarse process to group data. K can be roughly determined by the ratio of
total number of training samples N to the desired average size of topic set which should be
generally no more than ten thousands for the consideration of classifier training efficiency.
3.4.2 Computational complexity
The separate training of individual classifiers on each locality gives rise to the parallelism
of SVM training. Assume that each locality possesses O(N · T/K) data instances. Since the
theoretical computational complexity of SVM training (without considering space problem)
is between O(n2) and O(n3) (n denotes the number of training samples) depending on
the value of the hyper-parameter C (Bordes et al., 2005). Then the complexity of learning
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its classifier is between the lower bound O((N · T/K)2) and upper bound O((N · T/K)3).
The total complexity of the ensemble is between K · O((N · T/K)2) = T2K · O(N2), and
K · O((N · T/K)3) = T3K2 · O(N3), which is much more efficient than the complexity of the
single SVM that is learned over the entire dataset since T ≤ L � K. Furthermore, if we take
the space problem into consideration, as the number of training instances N grows, the large
kernel matrix cannot be stored in memory and the cost of computing each kernel value is
relatively high because Kernel values must be computed on the fly or retrieved from a cache
of often accessed values (Bordes et al., 2005), which makes single SVM impractical. On the
other hand, it means that the ensemble can scale up to large scale training dataset.
Similarly, the testing speed can be considerably improved since a testing instance belongs
to only a few T localities and invokes the corresponding local classifiers only. The test
complexity of the ensemble is O(Nsv), where Nsv is the number of support vectors (SV) which
is proportional to number of training samples. Assume the testing data instance are assigned
to only T localities as illustrated in Figure 1(b), then the number of training samples in all
firing classifiers can be estimated to be N · T2/K in average. Therefore, the testing efficiency
can be considerably improved. This makes it practical for online detection in spite of large
training data set.
3.4.3 Cross validation for classifier parameter optimization
Cross validation is widely used for parameter optimization of classifiers, such as the cost
parameter C in soft-margin SVMs and the width parameter g of the Gaussian kernel for
SVM classifiers. It has great influence on video classification performance (van Gemert et al.,
2006). However, it is very time consuming for large scale training set. For the individual
SVM classifier training on each locality, we do not adopt SVM cross validation due to the
two facts: (1) the diversity of the ensemble makes uncorrelated decisions for each classifier
thus complement each other, which makes cross validation less important compared with the
case of single SVM training; (2) for the unbalanced data sets such as TRECVid, traditional
accuracy-based SVM cross validation may not be good for model selection. Perhaps AP or
InfAP based cross validation is more preferable.
4. System and evaluation
Based on the proposed LDA ensemble learning method, we developed two systems to test its
effectiveness: (1)TRECVid concept detection system; (2) Online pornography filtering system.
We will introduce them briefly as follows.
4.1 TRECVid concept detection system
To evaluate the performance of our proposed method, we developed a video concept detection
system based on the TRECVid 08 video benchmark collection (Over et al., 2008). The
preliminary results have been reported in our recent papers (Tang et al., 2008).
4.1.1 Datasets and experimental setup
In TRECVid 08, 20 concepts are used for evaluation as listed in Table 1. Its development
set consists of 109-hour documentary videos of 43,616 keyframes(shots), and testing set of
109-hour videos of 35,766 keyframes(shots).
There are two kinds of the annotation efforts for the development set (Snoek & Worring, 2009):
one is our manual annotation (Tang et al., 2008) and the other is collaboration annotation
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zero coefficients.
3.3 Coordination of individual classifiers
As shown in Fig.5, after LDA inference of test instances during testing process, we need to
coordinate the learned local classifiers for the final classification.
The coordination of classifiers in the ensemble concerns learning the gating function Ψk(xt) in
the Equation 5 for a test sample xt. As shown in Fig.8, in the probabilistic generative process
of LDA, the observed data instances (documents) are represented as a mixture of hidden
topics, and the topic mixture vector θ determines how an instance x is mixed over K hidden
topic localities. Therefore, in the LDA generative model, the influence of a topic locality zk
on xt is represented by the connection strength θtk. We, therefore, utilize this influence to
coordinate individual classifiers by setting Ψk(xt) = θtk. Note that after resetting of θ in the
above adaptive instance assignment, most weak connections between x and z will be of zero
coefficients. In other words, for a testing sample xt , as only a few number (T ≤ L is the
resultant size of the locality index set U returned by the algorithm) of large topic mixture
coefficients are non-zero which trigger the corresponding number T of local classifiers to fire.
3.4 Analysis and discussion
3.4.1 The number of localities
The optimal tuning of the number of localities K is not necessary, since the instance space
partitioning is a coarse process to group data. K can be roughly determined by the ratio of
total number of training samples N to the desired average size of topic set which should be
generally no more than ten thousands for the consideration of classifier training efficiency.
3.4.2 Computational complexity
The separate training of individual classifiers on each locality gives rise to the parallelism
of SVM training. Assume that each locality possesses O(N · T/K) data instances. Since the
theoretical computational complexity of SVM training (without considering space problem)
is between O(n2) and O(n3) (n denotes the number of training samples) depending on
the value of the hyper-parameter C (Bordes et al., 2005). Then the complexity of learning
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its classifier is between the lower bound O((N · T/K)2) and upper bound O((N · T/K)3).
The total complexity of the ensemble is between K · O((N · T/K)2) = T2K · O(N2), and
K · O((N · T/K)3) = T3K2 · O(N3), which is much more efficient than the complexity of the
single SVM that is learned over the entire dataset since T ≤ L � K. Furthermore, if we take
the space problem into consideration, as the number of training instances N grows, the large
kernel matrix cannot be stored in memory and the cost of computing each kernel value is
relatively high because Kernel values must be computed on the fly or retrieved from a cache
of often accessed values (Bordes et al., 2005), which makes single SVM impractical. On the
other hand, it means that the ensemble can scale up to large scale training dataset.
Similarly, the testing speed can be considerably improved since a testing instance belongs
to only a few T localities and invokes the corresponding local classifiers only. The test
complexity of the ensemble is O(Nsv), where Nsv is the number of support vectors (SV) which
is proportional to number of training samples. Assume the testing data instance are assigned
to only T localities as illustrated in Figure 1(b), then the number of training samples in all
firing classifiers can be estimated to be N · T2/K in average. Therefore, the testing efficiency
can be considerably improved. This makes it practical for online detection in spite of large
training data set.
3.4.3 Cross validation for classifier parameter optimization
Cross validation is widely used for parameter optimization of classifiers, such as the cost
parameter C in soft-margin SVMs and the width parameter g of the Gaussian kernel for
SVM classifiers. It has great influence on video classification performance (van Gemert et al.,
2006). However, it is very time consuming for large scale training set. For the individual
SVM classifier training on each locality, we do not adopt SVM cross validation due to the
two facts: (1) the diversity of the ensemble makes uncorrelated decisions for each classifier
thus complement each other, which makes cross validation less important compared with the
case of single SVM training; (2) for the unbalanced data sets such as TRECVid, traditional
accuracy-based SVM cross validation may not be good for model selection. Perhaps AP or
InfAP based cross validation is more preferable.
4. System and evaluation
Based on the proposed LDA ensemble learning method, we developed two systems to test its
effectiveness: (1)TRECVid concept detection system; (2) Online pornography filtering system.
We will introduce them briefly as follows.
4.1 TRECVid concept detection system
To evaluate the performance of our proposed method, we developed a video concept detection
system based on the TRECVid 08 video benchmark collection (Over et al., 2008). The
preliminary results have been reported in our recent papers (Tang et al., 2008).
4.1.1 Datasets and experimental setup
In TRECVid 08, 20 concepts are used for evaluation as listed in Table 1. Its development
set consists of 109-hour documentary videos of 43,616 keyframes(shots), and testing set of
109-hour videos of 35,766 keyframes(shots).
There are two kinds of the annotation efforts for the development set (Snoek & Worring, 2009):
one is our manual annotation (Tang et al., 2008) and the other is collaboration annotation
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ID Concept #Pos #Hit ID Concept #Pos #Hit
1001 Classroom 241 64 1011 Harbor 217 35




103 22 1013 Street 1799 458




1005 Kitchen 289 124 1015 Hand 1879 630
1006 Airplane-flying 80 64 1016 Mountain 265 140
1007 Two-people 4140 1090 1017 Nighttime 490 316
1008 Bus 106 47 1018 Boat-Ship 506 210
1009 Driver 302 364 1019 Flower 620 319
1010 Cityscape 331 337 1020 Singing 441 133
Note: The column “#Pos" denotes the number of positive training samples in the development set, and
the column “#Hit" denotes the number of hits in the groundtruth of the test set provided by TRECVid.
Table 1. The list of 20 concepts in TV08.
Proposed (L=1) Proposed (L=6) Single-SVM Bagging
0.116 0.138 0.130 0.132
Table 2. MAP Comparison of the proposed method, Single-SVM and Bagging on TV 08.
launched by Laboratory of Informatics of Grenoble (LIG) (Ayache & Quénot, 2008). In our
experiments, we used the combination of both ours and LIG’s annotation. The number of
positive training samples and number of hits in the groundtruth are also shown in Table 1.
The evaluation criteria used here is the inferred average precision (InfAP) (Yilmaz & Aslam,
2006) or inferred mean average precision (Inf MAP). InfAP is a very good estimate for average
precision (AP). AP is the average of precisions computed at the point of each of the relevant
documents for considering the order in the ranked sequence of documents, and it is one of
the most commonly used system-oriented measures of retrieval effectiveness (Smeaton et al.,
2009). InfAP was adopted to replace AP in TRECVid since 2005 to save large amount of
judging effort as verified by Yilmaz and Aslam (Yilmaz & Aslam, 2006).
4.1.2 Features and ensemble parameters
We use the released VIREO-374 features (Jiang et al., 2010) to train and test our system. The
primary visual feature we adopt is the local BoVW) features, due to its widely reported
effectiveness. The BoVW representation is a histogram based on a visual vocabulary of 500
visual words clustered by a set of about 500,000 SIFT features (Lowe, 2004), and weighted by
a soft-weighting scheme for taking into account the significance of each visual word in the
keyframe, which has been demonstrated to be more effective than the traditional TF/TF-IDF
weighting schemes (Jiang et al., 2010).
There are three principal types of parameters in the LDA ensemble construction and SVM
training phase of the proposed ensemble:
(1) The number of localities K: we set K = 100 empirically;
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Fig. 9. Comparison of AP for each concept on TV 08 by different runs. As shown, the
proposed method outperforms single SVM and Bagging.
(2) Parameters for the adaptive instance-locality assignment, and our recommendation is: the
replication parameter L = 6, and the two thresholds: Thadj = 0.2, Thsum = 0.95. Thadj and
Thadj is not so important since they can be determined empirically;
(3) For the individual SVM classifier of each locality, we utilize the default RBF kernel, and we
do not adopt SVM cross validation according to the aforementioned reasons.
4.1.3 Experimental results
To investigate the effectiveness of the proposed ensemble, we compare its performances with
the widely used single SVM method over the entire data set, and the well known ensemble
learning approach - Bagging by imitating the random generation of K = 100 training subsets
through sampling with replacement from the development set (Efron & Tibshirani, 1993).
The proposed ensemble learning (L = 6) gives rise to an MAP of 0.138, which is 6.2% relatively
higher than the single SVM of MAP 0.130, and 4.5% higher than Bagging of MAP 0.132 as
shown in Table 2. Fig.9 also shows the comparison of AP for each concept. As shown, the
proposed method outperforms single SVM on evidently on 11 out of 20 concepts, which are
object-oriented concepts like “Airplane-flying”, “Bus”, “Telephone”, “Hand”, “Boat-Ship”,
“Flower”. Most of the rest concepts in which single SVM performs better are scene-oriented
concepts like “Cityscape”, “Street” and “Nighttime”. As compared with Bagging, we can also
see that the proposed method are better for object-oriented concepts.
Our conjecture is that the object-oriented concepts have intrinsic structures consisting of
different subcategories (such as different kind of canoes and steamers associated with the
concept “Boat-Ship”) of common objects (such as “wheels” for the concept “Car”), which have
similar local features, and hence makes LDA exhibit obvious advantages in capturing visual
contents by exploiting the co-occurrences of visual words for instance space partitioning
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To investigate the effectiveness of the proposed ensemble, we compare its performances with
the widely used single SVM method over the entire data set, and the well known ensemble
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through sampling with replacement from the development set (Efron & Tibshirani, 1993).
The proposed ensemble learning (L = 6) gives rise to an MAP of 0.138, which is 6.2% relatively
higher than the single SVM of MAP 0.130, and 4.5% higher than Bagging of MAP 0.132 as
shown in Table 2. Fig.9 also shows the comparison of AP for each concept. As shown, the
proposed method outperforms single SVM on evidently on 11 out of 20 concepts, which are
object-oriented concepts like “Airplane-flying”, “Bus”, “Telephone”, “Hand”, “Boat-Ship”,
“Flower”. Most of the rest concepts in which single SVM performs better are scene-oriented
concepts like “Cityscape”, “Street” and “Nighttime”. As compared with Bagging, we can also
see that the proposed method are better for object-oriented concepts.
Our conjecture is that the object-oriented concepts have intrinsic structures consisting of
different subcategories (such as different kind of canoes and steamers associated with the
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similar local features, and hence makes LDA exhibit obvious advantages in capturing visual
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during ensemble construction. On the other hand, scene-oriented concepts are too diversified
to have common parts such as “Street” and “Nighttime”.
Additionally, for the proposed method with the case of L = 1, its performances are greatly
reduced as shown in Fig.9, even worse than the single SVM method. We attribute this to
the insufficient positive training samples in most of topic localities due to the over-partition
without replication of samples.
Besides the better accuracy, the proposed ensemble also enables much more efficient training
than the single SVM. According to the previous computational complexity analysis, the lower
bound complexity of the proposed ensemble (L = 6) is L
2
K · O(N2), which is 0.36 of the single
SVM. This is verified from the actual ratio (0.077) of the proposed training time (6.0 hours)
to that of single SVM (78.3 hours), while the actual total number of training samples of the
proposed amounts to about 250,000, approximately L = 6 times as that of single SVM.
4.2 Online pornography filtering system
Due to the explosion of images and videos in the Internet, the chances of individuals
encountering adult-oriented contents such as pornographic images and videos increase
dramatically, which has become a serious global socio-cultural problem. Therefore, it is of
great importance to detect and filter these harmful contents to provide a cleaner internet
environment for the sake of young adolescents’ healthy growth.
Most existing methods for pornography filtering attempt to exploit text contents to classify
web pages (Rowley et al., 2006). However, the textual approaches suffer from significant
limitations such as dependence of languages, and unavailability of texts. Previous work
on pornographic image detection can be divided into two broad categories (Hu et al., 2007;
Rowley et al., 2006): skin-based methods (Zeng et al., 2004; Zheng, 2004) that are based
primarily on skin color or texture, and model-based methods(Forsyth & Fleck, 1999) which
analyze the shapes of skin colored regions to determine their similarity to human figures. Both
categories rely heavily on skin detection which lacks sufficient robustness against significant
variations in races, lighting conditions, textures, sex-positions, and other factors.
Due to the importance of data (Enzweiler & Gavrila, 2009), we first established a large-scale
training image dataset to include all the kinds of possible variations aforementioned as much
as possible. Then, in order to handle large-scale dataset both efficiently and effectively, we
used the proposed LDA ensemble learning framework to develop an online pornography
filtering system for detecting and monitoring images and video keyframes in the Internet,
and the system is being used by governments and companies in real application. The details
of the system are introduced as follows. The preliminary results have been published in our
recent paper (Tang et al., 2009).
4.2.1 Construction of large-scale training dataset
We established a large-scale training image (including key-frames extracted from videos)
dataset for pornography detection. Thanks to the proliferation of digital images and videos, it
was no longer a difficult task to establish a large database with totally 420,615 training image
samples collecting from a wide variety of diverse origins. We collected 1,108 pornographic
videos from off-line VCD sources. We also captured about 20,000 short pornographic video
clips from online media streams by the skin-based detection method (Zheng, 2004) from Dec
2007 to Dec 2008. We downloaded about 65,000 non-pornographic videos from YouTube,
Tudou, YouKu and other websites. The non-pornographic images were mainly from Corel
database while the pornographic images were downloaded from Pinkworld. After collection,
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Samples Images Video Keyframes Total
Positive 21,699 44,128 65,827
Negative 51,680 303,108 354,788
Table 3. Sample distribution of training dataset
we annotated all the images and keyframes after data collection and keyframe extraction.
During annotation, in order to distinguish true pornographic images from non-pornographic
bodies, we regarded only the images with exposed woman breast, anus, genital organs, or
sexual intercourse scenes as positive samples, while others as negative samples regardless
of exposed skin area. Details of the sample distribution are listed in Table 3. Up to now,
few pornographic image detection systems are based on such a large-scale database with
more than 105 images. To our best knowledge, the reported number of pornographic positive
training samples is usually less than 104 images.
4.2.2 Features and ensemble parameters
We extracted the following three kinds of keyframe features in the system:
1. Color Histogram (CH) (Amir et al., 2005): This is a 166-dimensional histogram, a global
representation of keyframe which is based on the distribution of pixels in an uniformly
partitioned HSV color space.
2. Color Moments (CM) (Stricker & Orengo, 1995): To further incorporate spatial relationship
into the color content, a keyframe is partitioned into a 5× 5 grid and each patch is represented
using the first three moments of the color distribution in LAB color space, i.e. the mean,
standard deviation and the third root of the skewness of each color channel. The color
moments for each patch are then concatenated to form a 255-dimensional feature vector. In our
implementation (Chua et al., 2009), we pre-compute the transformation coefficients for color
moment feature extraction which can provide up to five times speed up over the traditional
extraction method.
3. Edge Histogram (EH) (Amir et al., 2005): It is localized edge histograms from a 5-region
layout consisting of four corner regions and a center overlapping region, represented as a
320-dimensional vector with 8 edge direction bins and 8 edge magnitude bins based on a
Sobel filter (64-dimensional) for each grid.
Through our hierarchical combination of unsupervised clustering and supervised learning,
we used CH for LDA categorization at the top layer; and the prior fusion (concatenation) of
the CM and EH for finer discrimination at the bottom layer (CM+EH, 545-dimensional). We
used CH for coarse categorization due to its relatively lower dimension and faster extraction,
while the concatenation of the two sets of features for finer discrimination for further removal
of false detection caused by many existing skin-based methods. To meet the online detection
speed requirements, we did not use the effective bag-of-visual-word features based on local
features such as SIFT. Although there is no special emphasis on detecting skin, skin detection
is actually included in the latent semantic analysis of the color histogram and training of SVM
models with color moment.
We set the number of localities K = 40, the replication parameter L = 1, and the two
thresholds: Thadj = 0.2, Thsum = 0.95. For the individual SVM classifier of each locality,
we utilize the default RBF kernel, and we do not adopt SVM cross validation.
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web pages (Rowley et al., 2006). However, the textual approaches suffer from significant
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used the proposed LDA ensemble learning framework to develop an online pornography
filtering system for detecting and monitoring images and video keyframes in the Internet,
and the system is being used by governments and companies in real application. The details
of the system are introduced as follows. The preliminary results have been published in our
recent paper (Tang et al., 2009).
4.2.1 Construction of large-scale training dataset
We established a large-scale training image (including key-frames extracted from videos)
dataset for pornography detection. Thanks to the proliferation of digital images and videos, it
was no longer a difficult task to establish a large database with totally 420,615 training image
samples collecting from a wide variety of diverse origins. We collected 1,108 pornographic
videos from off-line VCD sources. We also captured about 20,000 short pornographic video
clips from online media streams by the skin-based detection method (Zheng, 2004) from Dec
2007 to Dec 2008. We downloaded about 65,000 non-pornographic videos from YouTube,
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representation of keyframe which is based on the distribution of pixels in an uniformly
partitioned HSV color space.
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the CM and EH for finer discrimination at the bottom layer (CM+EH, 545-dimensional). We
used CH for coarse categorization due to its relatively lower dimension and faster extraction,
while the concatenation of the two sets of features for finer discrimination for further removal
of false detection caused by many existing skin-based methods. To meet the online detection
speed requirements, we did not use the effective bag-of-visual-word features based on local
features such as SIFT. Although there is no special emphasis on detecting skin, skin detection
is actually included in the latent semantic analysis of the color histogram and training of SVM
models with color moment.
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Fig. 10. Distributions of Negative/Positive samples over the K = 40 topics
4.2.3 Experimental results
After training all the K = 40 individual SVM classifiers, we collected the test image/keyframe
samples from some companies independently. The total 7110 test samples include 1695
pornographic samples and 5415 non-pornographic samples.
Figure 10 show the distributions of the Negative/Positive samples over the K = 40 topics. We
can see that the Negative/Positive ratio varies greatly from 0.29 in the topic 11 to 138.42 in the
largest topic 38, which means there are more pornographic samples than non-pornographic
ones in the topics (1, 10, 11, 21, 30 and 35) where the ratio is less than 1, while there are
relatively much fewer pornographic samples in the topics (such as 38 and 39) where the ratio
is very large. Compared with the nearly uniform distribution of Negative/Positive samples
generated by random sampling, this imbalanced distribution of positive samples over topics
indicates that LDA can mine the hidden structures of images effectively.
For comparison, we implemented the skin-based method in (Zheng, 2004) and used it for
collecting our training database as mention above. We also implemented single SVM method
with the same feature CM+EH over randomly selected 120, 000 samples from our training
data set. We did not use the whole training dataset for single SVM due to the impractical
amount of training computation.
The ROC curves for our proposed ensemble learning (LDA-SVM), SVM, and the skin-based
method are shown in Figure 11, which indicates that the LDA-SVM is much more effective
than other two methods. Particularly, when we set the detection score threshold to 0.95, the
false positive rate can reach as low as 0.11% (only 6 out of 5415 non-pornographic samples
are recognized pornographic ones) while keeping the recall rate still around 50% (840 out of
1695 pornographic samples are correctly recognized). On the other hand, when we set the
detection score threshold to 0.5, the precision and recall rates can reach as high as 95.12%
(corresponding to false positive rate of 4.88%) and 90.09% respectively.
To test the effectiveness of our coordination method with topic mixture θ, we use the average
fusion method for comparison, and its ROC curve is shown in Figure 11 (the cyan one marked
as LDA-SVM(AVG) ). Since all the 40 SVM models is used for average fusion, its test time is
667ms about 13.6 times slower than that (49 ms) of our coordination method. So we can
conclude that using the topic mixture coefficients for adaptive fusion is effective and efficient.
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Fig. 11. ROC Curves for Pornography Detection
Methods SVM LDA-SVM
Training samples 120,000 420,615
Number of SVs 24,112 1,842 per topic
Training time 72 hours 6 hours
Testing time(320×240) 667 ms 49 ms
Table 4. Training & testing time of SVM methods
The training time, testing time and the numbers of samples and SVs of the single SVM method
and LDA-SVM are shown in Table 4, which indicates the high training and testing efficiency
of the proposed method.
5. Conclusion and future work
In this chapter, motivated by the insight from psychophysical studies, we propose a novel
ensemble learning framework in LDA topic models for large scale concept detection through
combination of unsupervised semantic grouping and supervised learning. Classifier diversity
is achieved by digging the intrinsic topic structure of large visual data under the framework of
LDA topic modeling. For the ensemble fusion, the individual classifiers are then coordinated
based on the large LDA topic mixture coefficients in a generative probabilistic manner, which
is naturally achieved without any additional classifier selection module. As the individual
classifiers are often more compact due to their training on the smaller topic localities, and
only a small number of classifiers in the ensemble will fire on a testing sample, the testing
efficiency can be considerably improved. This makes it practical for online concept detection
despite of large training data set. Extensive tests on the TRECVid 08 benchmark and
pornography detection show that the proposed ensemble learning achieves promising results
and outperforms existing approaches.
Several issues are worthy of further investigation. First, optimal feature, kernel selection and
removal of redundant samples along with high-dimensional indexing should be taken into
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samples from some companies independently. The total 7110 test samples include 1695
pornographic samples and 5415 non-pornographic samples.
Figure 10 show the distributions of the Negative/Positive samples over the K = 40 topics. We
can see that the Negative/Positive ratio varies greatly from 0.29 in the topic 11 to 138.42 in the
largest topic 38, which means there are more pornographic samples than non-pornographic
ones in the topics (1, 10, 11, 21, 30 and 35) where the ratio is less than 1, while there are
relatively much fewer pornographic samples in the topics (such as 38 and 39) where the ratio
is very large. Compared with the nearly uniform distribution of Negative/Positive samples
generated by random sampling, this imbalanced distribution of positive samples over topics
indicates that LDA can mine the hidden structures of images effectively.
For comparison, we implemented the skin-based method in (Zheng, 2004) and used it for
collecting our training database as mention above. We also implemented single SVM method
with the same feature CM+EH over randomly selected 120, 000 samples from our training
data set. We did not use the whole training dataset for single SVM due to the impractical
amount of training computation.
The ROC curves for our proposed ensemble learning (LDA-SVM), SVM, and the skin-based
method are shown in Figure 11, which indicates that the LDA-SVM is much more effective
than other two methods. Particularly, when we set the detection score threshold to 0.95, the
false positive rate can reach as low as 0.11% (only 6 out of 5415 non-pornographic samples
are recognized pornographic ones) while keeping the recall rate still around 50% (840 out of
1695 pornographic samples are correctly recognized). On the other hand, when we set the
detection score threshold to 0.5, the precision and recall rates can reach as high as 95.12%
(corresponding to false positive rate of 4.88%) and 90.09% respectively.
To test the effectiveness of our coordination method with topic mixture θ, we use the average
fusion method for comparison, and its ROC curve is shown in Figure 11 (the cyan one marked
as LDA-SVM(AVG) ). Since all the 40 SVM models is used for average fusion, its test time is
667ms about 13.6 times slower than that (49 ms) of our coordination method. So we can
conclude that using the topic mixture coefficients for adaptive fusion is effective and efficient.
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Fig. 11. ROC Curves for Pornography Detection
Methods SVM LDA-SVM
Training samples 120,000 420,615
Number of SVs 24,112 1,842 per topic
Training time 72 hours 6 hours
Testing time(320×240) 667 ms 49 ms
Table 4. Training & testing time of SVM methods
The training time, testing time and the numbers of samples and SVs of the single SVM method
and LDA-SVM are shown in Table 4, which indicates the high training and testing efficiency
of the proposed method.
5. Conclusion and future work
In this chapter, motivated by the insight from psychophysical studies, we propose a novel
ensemble learning framework in LDA topic models for large scale concept detection through
combination of unsupervised semantic grouping and supervised learning. Classifier diversity
is achieved by digging the intrinsic topic structure of large visual data under the framework of
LDA topic modeling. For the ensemble fusion, the individual classifiers are then coordinated
based on the large LDA topic mixture coefficients in a generative probabilistic manner, which
is naturally achieved without any additional classifier selection module. As the individual
classifiers are often more compact due to their training on the smaller topic localities, and
only a small number of classifiers in the ensemble will fire on a testing sample, the testing
efficiency can be considerably improved. This makes it practical for online concept detection
despite of large training data set. Extensive tests on the TRECVid 08 benchmark and
pornography detection show that the proposed ensemble learning achieves promising results
and outperforms existing approaches.
Several issues are worthy of further investigation. First, optimal feature, kernel selection and
removal of redundant samples along with high-dimensional indexing should be taken into
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consideration to further improve the performance. Then, the individual classifiers trained in
each locality can be further explored for cross-domain concept detection. Finally, it is of great
importance to use tags of web images to avoid laborious annotation of training samples.
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Topic Models, John Wiley & Sons, Ltd.
Amir, A., Argillander, J., Campbell, M. & et al. (2005). IBM Research TRECVID-2005 Video
Retrieval System, NIST TRECVID Workshop.
Amir, A., Berg, M., Chang, S.-F. & et al. (2003). Ibm research trecvid-2003 video retrieval
system, NIST TRECVID Workshop.
Ayache, S. & Quénot, G. (2008). Video corpus annotation using active learning, Proceedings of
the IR research, 30th European conference on Advances in information retrieval, ECIR’08,
pp. 187–198.
Bay, H., Tuytelaars, T., Gool, V. & L. (2006). Surf: Speeded up robust features, 9th European
Conference on Computer Vision.
Blei, D. M., Ng, A. Y. & Jordan, M. I. (2003). Latent dirichlet allocation, Journal of Machine
Learning Research .
Bordes, A., Ertekin, S., Weston, J. & Bottou, L. (2005). Fast kernel classifiers with online and
active learning, J. Mach. Learn. Res. 6: 1579–1619.
Borth, D., Ulges, A. & Breuel, T. (2010). Adapting Web-based Video Concept Detectors for Different
Target Domains, Bentham Science Publishers, chapter 6.
Borth, D., Ulges, A., Schulze, C. & Breuel, T. (2008). Keyframe extraction for video tagging &
summarization., Informatiktage, Vol. S-6 of LNI, GI, pp. 45–48.
Breiman, L. (1996). Bagging predictors, Mach. Learn. 24: 123–140.
Cao, J., Lan, Y., Li, J. & et al. (2006). Intelligent multimedia group of Tsinghua University at
trecvid 2006, NIST TRECVID Workshop.
Chang, S.-F., He, J., Jiang, Y.-G., Khoury, E. E., Ngo, C.-W., Yanagawa, A. & Zavesky, E. (2008).
Columbia university/vireo-cityu/irit trecvid2008 high-level feature extraction and
interactive video search, NIST TRECVID Workshop.
Chang, Y., Lee, D. J., Hong, Y. & Archibald, J. (2008). Unsupervised video shot detection using
clustering ensemble with a color global scale-invariant feature transform descriptor,
J. Image Video Process. 2008: 9:1–9:10.
Chua, T.-S., Tang, S., Trichet, R., Tan, H. K. & Song, Y. (2009). Moviebase: A movie database
for event detection and behavioral analysis, Proceedings of ACM Multimedia 2009
Workshop on Web-Scale Multimedia Corpus.
Dalal, N. & Triggs, B. (2005). Histograms of oriented gradients for human detection,
Proceedings of the 2005 IEEE Computer Society Conference on Computer Vision and Pattern
Recognition (CVPR’05) - Volume 1 - Volume 01, CVPR ’05, IEEE Computer Society,
Washington, DC, USA, pp. 886–893.
Deerwester, S., Dumais, S., Furnas, G., Landauer, T. & Harshman, R. (1990). Indexing by latent
semantic analysis, Journal of the American Society for Information Science 41: 391–407.
Dietterich, T. G. (2000). Ensemble methods in machine learning, Multiple classifers systems
1857: 1–15.
196 Multimedia – A Multidisciplinary Approach to Complex Issues Ensemble Learning with LDA Topic Modelsfor Visual Concept Detection 23
Efron, B. & Tibshirani, R. (1993). An Introduction to the Bootstrap, Chapman & Hall.
Enzweiler, M. & Gavrila, D. M. (2009). Monocular pedestrian detection: Survey
and experiments, IEEE Transactions on Pattern Analysis and Machine Intelligence
31: 2179–2195.
Forsyth, D. A. & Fleck, M. M. (1999). Automatic detection of human nudes, Int. J. Comput.
Vision 32: 63–77.
Freund, Y. & Schapire, R. E. (1997). A decision-theoretic generalization of on-line learning and
an application to boosting, Journal of Computer and System Sciences 55(1): 119–139.
Griffiths, T. L. & Steyvers, M. (2004). Finding scientific topics., Proceedings of the National
Academy of Sciences pp. 5228–5235.
Hauptmann, A., Yan, R. & Lin, W.-H. (2007). How many high-level concepts will fill
the semantic gap in news video retrieval?, Proceedings of the 6th ACM International
Conference on Image and video retrieval, ACM, pp. 627–634.
Hofmann, T. (1999). Probabilistic latent semantic analysis, Proceedings of Uncertainty in
Artificial Intelligence, UAI.
Hu, W., Wu, O., Chen, Z., Fu, Z. & Maybank, S. (2007). Recognition of pornographic web pages
by classifying texts and images, IEEE Transactions on Pattern Analysis and Machine
Intelligence 29: 1019–1034.
Huiskes, M. J., Thomee, B. & Lew, M. S. (2010). New trends and ideas in visual concept
detection: the mir flickr retrieval evaluation initiative, Proceedings of the international
conference on Multimedia information retrieval, MIR ’10, ACM, New York, NY, USA,
pp. 527–536.
Jiang, W., Zavesky, E., Chang, S.-F. & Loui, A. (2008). Cross-domain learning methods for
high-level visual concept classification, International Conference on Image Processing.
Jiang, Y.-G. (2009). Large Scale Semantic Concept Detection, Fusion, and Selection for Domain
Adaptive Video Search, PhD thesis, City University of Hong Kong.
Jiang, Y.-G. & et al. (2010). Columbia-UCF TRECVID 2010 Multimedia Event Detection:
Combining Multiple Modalities, Contextual Concepts, and Temporal Matching,
NIST TRECVID Workshop.
Jiang, Y. G., Ngo, C. W. & Yang, J. (2007). Towards optimal bag-of-features for object
categorization and semantic video retrieval, Proceedings of ACM Conference on Image
and video retrieval, pp. 494–501.
Jiang, Y.-G., Yang, J., Ngo, C.-W. & Hauptmann, A. G. (2010). Representations
of keypoint-based semantic concept detection: A comprehensive study, IEEE
Transactions on Multimedia 12: 42–53.
Jurie, F. & Triggs, B. (2005). Creating efficient codebooks for visual recognition, Proceedings of
International Conference on Computer Vision.
Krogh, A. & Vedelsby, J. (1995). Neural network ensembles, cross validation, and active
learning, Proceedings of Advances in Neural Information Processing Systems, pp. 231–238.
Kuncheva, L. I. (2004). Combining Pattern Classifiers: Methods and Algorithms, John Wiley &
Sons, Inc.
Kuncheva, L. I. & Whitaker, C. J. (2005). Controlling the diversity in classifier ensembles
through a measure of agreement, Pattern Recognition 38(11): 2195 – 2199.
Laptev, I. (2005). On space-time interest points, Int. J. Comput. Vision 64: 107–123.
Li, F.-F. & Perona, P. (2005). A bayesian hierarchical model for learning natural scene
categories, Proceedings of the 2005 IEEE Computer Society Conference on Computer Vision
and Pattern Recognition (CVPR’05) - Volume 2 - Volume 02, CVPR ’05, pp. 524–531.
Lowe, D. G. (2004). Distinctive image features from scale-invariant keypoints, International
Journal of Computer Vision 60(2): 91–110.
197En embl  L arning with LDA Topic Models for Visual Concept Detection
22 Multimedia / Book 2
consideration to further improve the performance. Then, the individual classifiers trained in
each locality can be further explored for cross-domain concept detection. Finally, it is of great
importance to use tags of web images to avoid laborious annotation of training samples.
6. Acknowledgments
This work was supported by National Nature Science Foundation of China (60873165).
7. References
A. Vailaya, A. K. J. & Zhang, H.-J. (1998). On image classification: City images vs. landscapes,
Pattern Recognition 31: 1921–1936.
Alsumait, L., Wang, P., Domeniconi, C. & Barbarĺć, D. (2010). Embedding Semantics in LDA
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Deployment of videoconference systems have been growing rapidly for the last years, and 
deployments nowadays are fairly common, avoiding thousands of trips daily. Video 
conferencing systems can be organized into four groups: Room, Telepresence, Desktop 
and Web. 
1.1 Groups of videoconference systems 
Room videoconference systems are normally hardware based and located in meeting rooms 
or classrooms, as seen in Fig. 1, which shows examples of a Polycom1 equipment. 
Participants are expected to manually activate and call a remote number in order to begin 
interacting. Other solutions of room videoconference systems are Tandberg2 (which is now 
part of Cisco), Lifesize3 and Radvision (Scopia line)4. 
Telepresence videoconference systems are a variation of room systems in that the room 
environment and the equipments are set in order to produce the sensation that all 
participants are in the same room, as shown in Fig. 2, which shows the Cisco Telepresence 
System5. To accomplish the “presence sensation”, the main approaches are: a) adjust the 
camera to show the remote participant in real size; b) use speakers and microphones in a 
way that the remote sound comes from the participant position; c) use high definition 
video in order to show details of the participants; d) use a complementary environment, 
as the same types of chairs, same color in the rooms, and same type of table on the other 
sides. The same vendors of room videoconference systems provide also telepresence 
solutions. 
                                                                          
1 http://www.polycom.com/  
2 http://www.tandberg.com/  
3 http://www.lifesize.com/  
4 http://www.radvision.com/  
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Desktop videoconference systems are a variation of room systems in that instead of 
dedicated hardware equipment to perform the videoconference, they use software and off-
the-shelf webcams, as showed in Fig. 3, illustrating Vidyo6 and Vsee7.  
   
Fig. 1. Polycom room videoconference systems 
 
Fig. 2. Cisco telepresence videoconference system 
With desktop systems, a user installs and launches the software on their computer. With the 
rapid advancement of personal computer hardware and high-definition webcams, the gap 
in quality between room video conferencing and desktop video conferencing is narrowing. 
Some other examples of desktop videoconference solutions are EVO8, Skype9, ooVoo10, 
Megameeting11, Ekiga12 and Sightspeed13. Previously hardware-only vendors are also 
                                                                          
6 http://www.vidyo.com/  
7 http://vsee.com/   
8 http://evo.caltech.edu/evoGate/  
9 http://www.skype.com/  
10 http://www.oovoo.com/  
11 http://www.megameeting.com/  
12 http://ekiga.org/  
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providing desktop systems as well, like Radvision (Scopia Desktop line) and Polycom 
(Polycom PVX). Desktop systems can be used as a means of performing personal 
videoconferences, or, when used with a LCD projector, they serve as low-end room 
videoconferences or even low-end telepresence videoconferences. 
 
Fig. 3. Vidyo and Vsee Desktop videoconference systems 
One example of a desktop system is IVA (Interactive Video and Audio), whose architecture 
is depicted in Fig. 4, showing one local “Telecentre”, where the teacher and local students 
stand, and many “Remote Points”, where the remote students stays. Telecentre and Remote 
Points communicate through superior quality (roughly 2 Mbps each point) to provide high-
quality audio and video, allowing to the teacher perform his/hers classes synchronously 
keeping the class pedagogical quality [Roesler, 2009] [Roesler, 2010]. The teacher sees each 
remote point through a 46” television, and each remote point sees the teacher through a 46” 
television and also the teacher´s presentation, as his/hers computer screen is also 
transmitted.  
 
Fig. 4. IVA main architecture 
                                                                                                                            
13 http://www.sightspeed.com/  
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Web-based videoconference systems, or web conference systems, run within a web browser, 
as seen in Fig. 5, which shows Adobe Connect14 and BigBlueButton15. The advantage for 
users of web conferencing systems is the simplicity of deployment: users need only open a 
hypertext link within their browser to launch the system. Another advantage is 
interoperability among different operational systems: users may be running Chrome in 
Linux, Internet Explorer in Windows, Safari in MacOS, and so on, but everyone still has the 
same experience.   
     
Fig. 5. Adobe connect and BigBlueButton web videoconference systems 
While some web conferencing systems are open source, such as BigBlueButton, or free to 
use, such as Google plus hangout16, most require purchase of licenses or subscription from a 
hosting vendor. Examples of hosted systems are, Webex17, GotoMeeting18, Vyew19, 
Anymeeting20, Mikogo21, and Buddymeeting22. 
1.2 Other issues related to videoconference systems 
One issue with using any of the conferencing systems is lack of interoperability.  In order to 
accomplish interoperability among different vendors, common standards must be followed. 
The two most prominent standards are H.323 [ITU-T H.323, 2009] and SIP (Session Initiation 
Protocol) [Rosenberg, 2002], and both are used worldwide to allow interoperability among 
different systems. The basic idea of these protocols is to have some common messages to 
initiate the session and exchange capabilities. Using the information exchanged, the 
different parties in the conference can agree in the same group of audio and video codecs, as 
well as the data protocol, allowing the interoperability. 
Sometimes the MCU (Multipoint Control Unit) is responsible for adapting different user 
bandwidths and codecs, composing many user videos in a single transmission, however, 
this adaptation have its costs in terms of processing power and delay inserted in the 
videoconference. 
                                                                          
14 http://www.adobe.com/products/adobeconnect.html  
15 http://www.bigbluebutton.org/  
16 https://plus.google.com/  
17 http://www.webex.com/  
18 http://www.gotomeeting.com/  
19 http://vyew.com  
20 http://www.anymeeting.com/  
21 http://www.mikogo.com/  
22 http://www.buddymeeting.com/  
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Some videoconference systems, like Vidyo and Google plus hangout, follow a scalable video 
encoding. Scalable video encoders are designed to include more flexibility to multimedia 
systems. Basically, a scalable encoder generates a multi-layer output, e.g. an output 
composed by multiples streams. A special stream, called as base layer, allows the video 
reconstruction with minimum detail level, while the others streams, called enhancement 
layers, can increase the video quality in a complementary way (each layer enhances the 
video generated by the previous one) [Huang, 2007]. 
The scalable approach is well suitable to multi-rate users, as represented in Fig. 6 for three 
layers. A user in a low bandwidth environment (a congested 3G connection, for example), 
receives only one layer, getting the worst quality. Other user in a better connection can 
receive 2 layers, improving the quality, and a third user in a good network receives the three 
layers, presenting a superior quality. 
The advantage of Scalable Video Coding is that the MCU (or other central element) does not 
need to transcode video anymore, as the video encoding is performed by the end users, so, it 
need only to redirect network packets, minimizing its processing demands and the network 
delay. 
 
Fig. 6. Scalable video playback 
1.3 Requirements of videoconference systems 
Related to the features expected in a videoconference system, the following items list some 
metrics to compare different systems according to the user objective. 
 Meeting recording for asynchronous access through video on demand (VOD) 
 Whiteboard 
 Application and Desktop sharing, as well as documents presentation  
 Public and Private chat 
 SIP or H.323 standards support for interoperability 
 LMS support / integration to facilitate exchange of files and definition of agenda 
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 LMS support / integration to facilitate exchange of files and definition of agenda 
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 Conference scheduling and participants invitation 
 Notes for registering the meeting agenda, for example 
 Polls in order to vote for some issue in debate 
 Moderation, authorization, access rights 
 Federated networks support allowing the user to use the same password in different 
applications, including videoconference 
 Exchange of files 
 Administrative users with knowledge and power to change remote settings, to help 
someone who do not know how to set its microphone, for example 
 Feedback about the network conditions in order to take some measure if the bandwidth 
is too low; 
 Scalability to hundreds or thousands of simultaneous users in different virtual rooms 
 Cryptography 
 Mobile support 
The focus of this chapter is in a web conference system called Mconf (Multiconference 
system for interoperable access between web and mobile devices), composed of three main 
parts: web portal; web conference server; web conference client in the browser / mobile 
devices. 
This chapter aims to describe in a simple way some technical issues and user possibilities 
regarding the Mconf project. As the project is open source, it is expected to bring some 
information and motivation to its use. 
The following sections will present these three parts in more detail. Section 2 presents the 
Mconf system in a general way. Section 3 focuses on BigBlueButton, the web conference 
system integrated with Mconf. Section 4 presents the web portal. Section 5 presents the 
Mconf mobile application, while Section 6 brings some conclusions and future directions. 
2. Mconf overview 
This session presents an overview of the Mconf project and its main building blocks, seen in 
Fig. 7. 
The conferencing component of Mconf is BigBlueButton (BBB), an open source web 
conferencing system developed for distance education, providing the real-time sharing of 
voice, video, slides, desktop, and chat, besides recording.  While focused on distance 
education, it has the same features at the core than other commercial web conferencing 
systems.  Since BigBlueButton is open source, the Mconf team has the option to improve the 
code and contribute those improvements back to the BBB team. 
The second block of the Mconf architecture is the web portal (Mconf-Web), a Ruby on Rails 
application that provides creation of virtual rooms, discussion forums, and event 
scheduling. 
The third block is the Android client, which is compatible to both BBB and Mconf-Web. The 
Android client allows web conference managing and fully participation through mobile 
devices. 
 




Fig. 7. General view of the Mconf project 
Besides that, it is worth mentioning the possibility of federated service and scalability. These 
issues are described in the following paragraphs. 
Mconf-Web has recently been integrated with a Shibboleth23 module, providing federated 
login in the website. Shibboleth is a middleware architecture that allows users of different 
security domains to employ their security information to access a federated service.  
Mconf-Web is able to obtain user identity from any identity provider that follows the 
Shibboleth architecture with few configurations, providing access to any user that is 
registered in this federation. Currently, Mconf-Web is one of the services provided for the 
Brazilian federation named CAFe (Federated Academic Community)24. 
Related to scalability, one BigBlueButton server is designed to support about 25 
simultaneous users with video and audio, so, a scalability strategy must take place to 
increase the service capacity. Of course, a powerful hardware could be used to increase the 
number of users, but it will not scale to 1000 users, for example. 
For the audio communication, BigBlueButton uses FreeSWITCH25, an open source telephony 
platform that is used as a VoIP server. FreeSWITCH is already scalable, allowing the VoIP 
service to be spread across multiple FreeSWITCH servers, which would increase a lot the 
capacity of the web conferencing service since the voice processing is very CPU intensive. 
However, there isn't yet a way to scale the other components of BigBlueButton through 
multiple servers. 
The solution being developed by Mconf includes a monitor module on BigBlueButton that 
generates statistics like CPU, memory and network, that are collected by the web portal. 
When there is a new room to be created, the web portal decides which server is more 
suitable to the target users, based on statistics plus geographic location and delay.  
                                                                          
23 http://shibboleth.net/  
24 http://www.rnp.br/servicos/cafe.html  
25 http://www.freeswitch.org/ 
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Besides that, it is possible to use this solution through a commercial or private cloud 
computing infrastructure. Virtual machines of web conferencing servers are enabled or 
disabled depending on the demand in a given moment, all of them managed automatically 
by the web portal scalability module. 
3. BigBlueButton web conferencing 
BigBlueButton is an open source web conferencing system for distance education.  The 
BigBlueButton project started in 2007 at Carleton University (Ontario, Canada) as an effort 
to replace an existing commercial web conferencing system. The project has since evolved to 
provide the core features of synchronized presentation, chat, video, audio, and desktop 
sharing. Fig. 8 shows an example of its interface presenting its main windows, which are 
described in the figure. 
The BigBlueButton client runs within the Adobe Flash Player26.  The BigBlueButton server 
manages the individual sessions, keeps all users in sync, and records the sessions for later 
playback. 
 
Fig. 8. Example of a BBB web conference  
Users enter a BigBlueButton session in one of two roles: viewer or moderator.  A viewer has 
the capabilities to a) interact with others through chat, b) share their webcam, c) join the 
audio conference, and d) raise their hand.  A moderator has all the capabilities of a user, and 
in addition can a) mute/unmute users, b) eject a user from the conference, and c) make any 
user the current presenter.   
                                                                          
26 http://www.adobe.com/products/flashplayer/ 
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The presenter has the ability to a) upload slides to the presentation area, b) control the slide 
view for all users, c) annotate the slide with the whiteboard, and d) share their desktop.  
Compared with commercial web conferencing systems, BigBlueButton lacks some features, 
such as remote control of desktops; however, the project has stated its goal to focus on 
simplicity and ease when implementing the core features for web conferencing. 
3.1 BBB architecture 
BigBlueButton has a client and a server component. The client is written in Action Script.  
The server components are mostly written in Java.  The three main components of the 
BigBlueButton server are the real-time server, application server, and voice conferencing 




Fig. 9. BBB overview 
The real-time server of BigBlueButton is based on red527, an open source implementation of 
Adobe’s Flash Media Server28. BigBlueButton implements a number of server-side 
applications, called bbb-apps (see in figure), that keeps the video, audio, and chat in sync 
between the remote BigBlueButton clients and the application server. 
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The application server, called bbb-web (see in figure), is a Java-based application running 
within an Apache Tomcat29. The bbb-web application handles all API calls and requests by 
the client to upload slides. 
The voice conferencing server is built on FreeSWITCH30, a scalable open source cross-
platform telephony platform.  Incoming audio packets from the BigBlueButton client are 
routed to FreeSWITCH through red5phone, an open source voice over IP (VoIP) phone that 
uses the Session Initiation Protocol (SIP) to communicate with FreeSWITCH. 
3.2 Integration of BigBlueButton with other software 
The BigBlueButton project does not bundle any built-in web-based applications, such as a 
system for scheduling sessions; rather, it provides an API that others can use to integrate 
with 3rd party applications.   
BigBlueButton provides an HTTP-based API that includes commands to create, join, and 
end a meeting. Since the API is HTTP-based, a 3rd party application can control the 
BigBlueButton server with simple URL requests.  Integration with a 3rd party application 
requires the writing of a plug-in for the 3rd party application (such as Moodle).  Many of the 
most popular open source applications have a plug-in architecture specifically for 
integration with external systems such as BigBlueButton. 
For example, Fig. 10 shows the BigBlueButton plug-in for Moodle, which enables a teacher 
setup and schedule BigBlueButton sessions from within the Moodle interface31.   
 
Fig. 10. Integration BBB and Moodle 
                                                                          
29 http://tomcat.apache.org/ 
30 http://www.freeswitch.org/ 
31 http://moodle.org/  
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Using the BigBlueButton plug-in a teacher can configure properties for the BigBlueButton 
session.  Examples of properties are the name of the link in Moodle, restricting student’s 
access to an on-line session until a moderator (teacher) has joined, or restricting access to 
specific times within the Moodle calendar.  
When the record property is set to true, the BigBlueButton server will record the audio, 
slides, and chat from a meeting for later playback within an HTML5 compatible browser 
(such as FireFox and Chrome), as seen in Fig. 11. 
 
Fig. 11. Playback of a recorded lecture within BigBlueButton 
4. Mconf web portal 
The objective of the Mconf web portal is to provide user authentication, permission control, 
scheduling, among others. These kinds of tasks are left in BBB to third-party applications, 
such as the integrations with Moodle and Joomla, for instance. Furthermore, the web portal 
aims to provide facilities to manage multiple servers and provide load balance, for example. 
The most important roles of Mconf-Web are listed below: 
 User authentication 
 Permission control 
 Ability to manage multiple meetings (and meeting rooms) 
 CRUD operations (create, read, update, delete) on rooms 
 Ability to manage multiple servers 
 CRUD operations on servers 
 Monitoring interface 
 Load balancing 
 Conference scheduling 
 Usage statistics 
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 Asynchronous access to the recordings (audio, video, presentations) 
 Pre-upload of documents 
Mconf-Web can be compared to other integrations already existent for BigBlueButton, 
except that it has a different focus and interaction model. BigBlueButton has a strong focus 
on distance education, but Mconf focuses mainly on virtual meetings, not necessarily for 
education. Different focuses will result in different application requirements, especially for 
the user interface, in this case the web application Mconf-Web. 
Mconf-Web uses a web application called Global Plaza as the basis for Mconf-Web. Global 
Plaza is an open source web application that aims to enable virtual meetings through an 
event based social network. Its model fits very well the requirements imposed in Mconf. In 
the following of this section we will explore each of the points commented above, starting 
with a description of Global Plaza and then Mconf-Web. 
4.1 About global plaza 
Global Plaza is a web application developed in Ruby on Rails32, providing events as social 
media in the Internet [Quemada, 2010]. Global Plaza was developed in the European Global 
Project33 as an open source application and is also available for use in the Internet34. The 
GLOBAL project has ended on October 31, 2010, but as an open source application Global 
Plaza is still available for use. 
 
Fig. 12. Video inside the TF-Media’s space in Global Plaza 
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In Global Plaza, the registered users can create three types of events: (a) in person, where 
you just have a date and agenda in the website; (b) virtual meetings, possibly with 
streaming and recording; and (c) virtual congress, large virtual meetings, usually needing an 
on-site operator. These events happen inside spaces (or communities), that are a places 
where people with similar interests can interact. Fig. 12 shows one space inside Global Plaza 
where a recorded video is being played through the web interface. 
The Global Plaza application is just the web interface in a stack of applications used to 
provide the full set of features. For web conferencing it uses the Isabel system [Quemada, 
2005], that also requires several components. 
From the feature set needed by Mconf, Global Plaza provides user authentication, 
permission control, management of meetings (inside events), scheduling, and access to the 
recording. Some other features, such as usage statistics, can be easily leveraged from the 
framework used by Global Plaza. It is important to observe that most of these features are 
tightly coupled with Isabel and had to be adapted for its use with BigBlueButton. 
4.2 Mconf web portal details 
This section will detail the main features of Mconf web portal. Some features are inherited 
from Global Plaza, and the differences between Mconf-Web and Global Plaza will be 
discussed later. 
Mconf-Web is a social network of users, spaces and events. Users can create and join spaces 
(communities) and can create and participate in events. All the events are held inside a 
community from a defined start date to an end date. 
Fig. 13 shows the user home page in Mconf-Web. This page has links to the most used 
features in the website. The label “Web conference room” shows the access point to the 
user´s web conference room (to start a meeting and invite people to his meeting, for 
example). The label “Communities” allows access to the user communities (or spaces). The 
label “Recent activity” shows messages, events, news and attachments related to the user. 
The label “Agenda” depicts the section where the user can see the upcoming events, and the 
label “Inbox” shows the latest internal messages which arrived. These features will be 
further explained in the following of this section. 
A community in Mconf-Web can be public or private. A public community can be viewed 
by anyone, even by visitors that do not have an account in Mconf yet. But, even though 
everyone can view it, only authorized people can alter it (create events and post messages, 
for example). Private communities, however, can only be viewed by authorized people. A 
private community can be created by a user and the access can be given only to people from 
the same workplace, for instance. Nobody else is able to see the activity inside this 
community (even though everybody is able to know that the community exists). 
4.2.1 Web conferences 
In Mconf-Web there are two types of web conference rooms: users’ rooms and communities’ 
rooms. When a user registers in Mconf web portal, he/she automatically receives a 
permanent web conference room (a user room). This room can be shared with anyone the 
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user wants to, even with people that do not have a Mconf account. The user rooms are 
public by default, so anyone with its link will be able to access it. But it can be made private 
so that only people with the defined password can join the web conference. 
Every community created in Mconf also has a permanent web conference room associated (a 
community room). If the community is public, the room is public, otherwise the room is 
private and there will be a password associated to it. 
 
Fig. 13. Main page of the Mconf web portal 
The permissions inside a web conference will depend on several factors, but mostly on 
these: 
 Who is the user? 
 Is it a user room or a community room? 
 Is the room public or private? 
The permissions available are the ones already discussed in the BigBlueButton section 
(section 3): moderator, viewer and presenter. The presenter role is the only one that can be 
defined during the meeting using the application interface. The other roles are defined 
before the user joins the conference, and it’s Mconf-Web that should decide if the user is a 
moderator or a viewer. 
In a user room, the owner will always be a moderator and the only one that can start the 
meeting in the room. If the owner is not in the meeting, no one else will be able to join. 
Everybody else will have the viewer role. 
An exception to this rule happens when the room is made private. When the user marks the 
room as private, he/she will be asked for two passwords: the viewer password and the 
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moderator password. Any person invited must use one of these passwords to join the 
conference, and the password will define the role of this person. Fig. 14 exhibits the web 
page shown when an anonymous user tries to join a private web conference. 
In a community room all members who belong to the community are moderators, so any of 
them can start a meeting in this room. In a public community, everybody else will be able to 
join and will receive a viewer role (including anonymous users). In a private community, a 
password will be asked when a non member tries to join the meeting and this password will 
define the user’s role in the conference. 
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In Mconf-Web any user can start a web conference with just a few clicks, as shown in Fig. 15. 
After logging in the website, the user can simply click in the “join” button and the web 
conference will start. The same is valid for a community: after creating a community, any 
member can simply click in the “join” button and start the web conference. 
  
Fig. 15. Joining a web conference 
4.2.2 Other features 
Mconf-Web has still some other features not specifically related to web conferencing but that 
add value to the application and can improve the user experience. 
One of these features is the document sharing, where users can share any kind of documents 
inside a community. These documents can be accessed by any member of the community 
and, if the community is public, they can be accessed by anyone. Documents can also be 
tagged and versioned, so that it is easier to search for them later on. Fig. 16 shows the 
documents sharing page.  
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user wants to, even with people that do not have a Mconf account. The user rooms are 
public by default, so anyone with its link will be able to access it. But it can be made private 
so that only people with the defined password can join the web conference. 
Every community created in Mconf also has a permanent web conference room associated (a 
community room). If the community is public, the room is public, otherwise the room is 
private and there will be a password associated to it. 
 
Fig. 13. Main page of the Mconf web portal 
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Fig. 16. Documents sharing page 
Communities have also a wall board and a notice board, where any kind of text messages 
can be posted and all members will be notified. In the user’s homepage, there’s a digest of 
the recent activity that includes the latest documents shared, messages and news posted, 
and events created. The user also has a calendar that shows the next events, as illustrated in 
Fig. 17. 
 
Fig. 17. User’s recent activity and calendar 
The website has also an internal messaging system, that works similarly to an email system 
and that users can use to communicate with each other. 
Mconf-Web is fully available in English and Portuguese (BR) and partially translated to 
Spanish, French and German. 
4.3 Main differences between Mconf-Web and global plaza 
The most important difference between Mconf-Web and Global Plaza is the use of 
BigBlueButton as a replacement for Isabel. BigBlueButton is very different from Isabel and 
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follows a different approach to reach the same goal: provide a web conference environment. 
Mconf uses BigBlueButton due to all its features already detailed in the section 3 and due to 
its open source nature and great community support and activity. 
BigBlueButton has many advantages over Isabel, so this can be considered not only as a 
different approach but as an evolution in the web application specially for the open source 
community. 
One downside of this replacement is that some features in Global Plaza had to be disabled 
before they were adapted to be used with BigBlueButton. This is the case of the streaming 
and recording features. BigBlueButton has only recently included recording in its core and 
this still needs to be integrated in the web application in the near future. 
As already mentioned, the project supporting Global Plaza has ended in the end of 2010, so 
it's development has been greatly reduced since then. It is originally developed using the 
version 2.3.4 of Ruby on Rails, an old version that was since 2010 replaced by the version 3. 
So other of the most important differences included by Mconf-web was the migration to 
Ruby version 3. 
The migration for Ruby on Rails 3 was especially important for the libraries developed to 
integrate the web application with BigBlueButton. These libraries will be detailed in the 
following sections, but it is important to consider that they were developed in the latest 
version of the framework so that they can be used with any other web application that uses 
the same framework. 
The way a user can create and participate in web conferences has also been vastly modified. 
Global Plaza is a very event-centered application, and users need to create an event to be 
able to hold a web conference. Everything revolves around events. 
In Mconf-Web, web conferences are easier to be held. The user can create a web conference 
from his homepage or from a community very easily, while events are only a mean to 
schedule a web conference inside a community. 
Besides that, several things were also changed in the application’s interface in order to make 
it simpler and easier to be used. 
4.4 Implementation details 
The most important thing that should be added regarding the implementation is that all the 
integration between the framework Rails and BigBlueButton was developed in two libraries 
(called “gems” in Ruby). With these libraries, the front end application (in this case Global 
Plaza) can be replaced by any other Rails application and all the integration with 
BigBlueButton would still be functional. In other words, it is now easy to start a new front 
end application and integrate it with BigBlueButton. 
Fig. 18 shows how the application, the gems and BigBlueButton interact with each other. 
The gems were built in two levels: (1) a basic library for Ruby that simply performs HTTP 
calls to contact BigBlueButton’s API; and (2) a library for Rails that is targeted for web 
applications and contains common data models and controlling logic to interact with 
BigBlueButton. 
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Fig. 18. A front end Rails application and the gems to interact with BigBlueButton 
The basic gem (1) is called “bigbluebutton-api-ruby”35 and can be used by any Ruby 
application (it is not necessary to be a Rails application). It contains methods to perform 
every API call possible in BigBlueButton and utility functions to adapt the response (XML 
files) to be friendlier to a Ruby application. 
The other gem is called “bigbluebutton_rails”36 and is specific for Rails. It implements 
several features that a web application needs to use BigBlueButton. The most important 
features are: 
 Provides data models to manipulate BigBlueButton servers and conference rooms; 
 Allows multiple servers and multiple conference rooms; 
 Full API access using bigbluebutton-api-ruby; 
 Easy way to join conferences: simply create a room and call a defined URL; 
 Possibility to create private rooms, that require a password to join; 
 Deals with visitors (users that are not logged), allowing (or forbidding) them to join 
rooms; 
 Server activity monitor; 
 Includes default views (web pages) used in the interaction with BigBlueButton (create 
rooms and servers, join a room, invite people to join, and others). 
5. Mobile devices integration in Mconf 
This session will discuss the development details of the Mconf Android client. There are two 
possibilities of interaction using Android devices, shown in Fig. 19 and Fig. 20: the first one 
is through a web browser, and the system works like in a regular PC, using Adobe Flash 
Player (shown in Fig. 19a); the other way is through the Android native application (shown 
in Fig. 19b and Fig. 20). There are two Android native applications, named Mconf-mobile 
and BBB-Android, which are described in section 5.2. 








    
Fig. 19. Examples of web conference in a tablet using: a) flash or b) the Android application 
 
        
Fig. 20. Examples of web conference in a smartphone using the Android application 
The Android operational system was chosen because of its big growth and popularity, in 
addition to a non-bureaucratic development and easy distribution for the applications. 
The BigBlueButton web application used on PCs also runs on Android 2.2 and above, since 
these Android versions support the Adobe Flash Platform. However, there are several 
usability limitations when adapting the user interface to a (often small) touch screen display. 
It would be an option to develop a new flash based client adapting the user interface to 
mobile devices, but since audio and video capture is still not supported by Adobe Flash 
Player on Android, it would be impossible to develop a client with all the desired features, 
so, the group in Mconf two Android native applications were developed (see section 5.2). 
Most features are the same in the web-based application and the Android application, 
however, a few are still in development on the native application, such as the presentation, 
the whiteboard and the possibility to display several participant videos in the same screen. 
These capabilities will be gradually added in order to cover all the features existent on the 
web application, with the advantage of having audio and video capture since the beginning. 
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Another advantage of the adopted approach is that the native application can be distributed 
in the official Android marketplace, what is not possible with a web application. The native 
Android application developed is compatible with Android 2.0 and above, and the details 
will be presented hereafter. 
5.1 Architecture 
The Mconf for Android is built upon many open source applications and libraries. Also, the 
support for mobile devices doesn’t require any modification on the server side. The solution 
architecture is presented in Fig. 21. The figure depicts the software layers of both mobile 
applications developed (BBB-Android and Mconf-Mobile – see section 5.2), and each block 





Fig. 21. Mconf mobile architecture 
5.1.1 Sipdroid37 
Considering that the BigBlueButton system uses a VoIP server to handle the audio streams, 
the strategy of integrating an existing VoIP open source solution to the application was 
adopted. The Sipdroid is one of the most popular SIP phones on Android Market, and the 
access to the source code has enabled the Sipdroid to be transformed in a library, which 
could be consumed by another Android application or library. 
                                                                          
37 http://sipdroid.org  
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Speex38, the default audio codec of BigBlueButton, is among the audio codecs supported by 
Sipdroid. It is implemented in C and compiled through the Android NDK. 
This integration of Sipdroid with Mconf has enabled the addition of the audio interaction 
feature with a very low development cost. 
5.1.2 Flazr39 
All the RTMP (Real Time Messaging Protocol) [Adobe, 2009] communication between the 
application and the Red540 server is done through the Flazr library, a Java open source 
implementation of protocols used for multimedia streaming. This library implements 
important parts of the RTMP protocol, such as the initial handshake and handlers for 
messages of control, audio, video, and also Remote Procedure Calls. 
However, the library does not support Remote Shared Objects (RSO), an indispensable 
requirement for the complete communication with the server. For example, information 
such as join and leave of participants, video transmitting or the “raise hand” features are 
actions broadcasted through the participantsSO object. Public chat message exchanges are 
broadcasted through the chatSO object. 
Then, an extension of the library was developed to add support for RSO. The 
implementation of the shared objects management and multiplexing/demultiplexing of 
messages were based on the Red5 source code and the RTMP protocol specification. 
5.1.3 BBB-Java 
The BBB-Java is a library developed in the Mconf project to be used by the Android client. 
This library implements the communication logic between a generic Java application and a 
BigBlueButton server. The library is loosely coupled with the Android application, in order 
to enable and encourage the development of new third party applications integrated to the 
web conference system. Also, the library can be used to create robot applications, which 
would help to perform stress and behavior tests. 
5.1.4 BBB-Android-Core 
BBB-Android-Core is another developed library which implements the session handle after 
the user joins a meeting, and it uses BBB-Java to interact with the BigBlueButton server. This 
library is written mainly in Java, using the Android Software Development Kit (SDK), and a 
small fraction of CPU intensive code was developed in C/C++ over the Native 
Development Kit (NDK). 
An optimized compilation of the FFmpeg41 library was used to handle video encoding and 
decoding, and it was compiled only with the H.263 codec enabled (the default video codec 
of BigBlueButton). FFmpeg is a library written in C which implements many audio and 
video codecs. 
                                                                          
38 http://www.speex.org  
39 http://flazr.com/ 
40 http://red5.org/  
41 http://ffmpeg.org  
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5.2 Mobile applications 
In Mconf two web conference client applications for mobile devices were developed. One is 
called Mconf-Mobile, and the other is BBB-Android. Both are depicted in Fig. 22. 
Mconf-Mobile is an application integrated with the Mconf web portal. It implements the login 
screen of the session, and using it the user authenticates and looks for the meetings he has 
permission to join. After joining a meeting, the session is handled by the BBB-Android-Core 
library. 
BBB-Android is an application for direct use with BigBlueButton. Through it, the user can 
join, as participant or moderator, any running meetings, and also create new meetings. 
          
                 (a)                              (b) 
Fig. 22. Mobile applications: (a) Mconf-Mobile; (b) BBB-Android 
The main difference between BBB-Android and Mconf-Mobile is that BBB-Android connects 
directly to a BigBlueButton instance, without any interaction with the web portal. Because of 
that, it is necessary to know previously the server address, differently from Mconf-Mobile, 
where the user has to know simply the web portal URL. 
5.3 Main functionalities 
This section presents the main functionalities of the Android application. 
5.3.1 Chat 
Just like the BigBlueButton web client, the Android application provides chat interaction 
through public and private message exchange. The public chat is implemented as a sliding 
bar on the main screen, and the private chat is accessed pressing on the participant name 
with whom the user wants to start a conversation. 
 




When the user joins the voice conference, two buttons are presented on the main screen in 
order to enable the user to interact: the buttons Lock speak and Push to talk, as seen in Fig. 23. 
Lock speak means that the microphone is always open, and push to talk means that the 
microphone is only open when the user is pressing this button.  They are essential for a 
good quality interaction, because the high microphone sensitivity on mobile devices can 
result in noise and acoustic echo problems. 
 
 
Fig. 23. Voice interaction 
5.3.3 Video 
When a participant is publishing his video to the session, a webcam icon appears in the 
main screen, as seen for “Felipe Cecagno” in Fig. 24. The Android application enables the 
user to playback any participant’s video being published, as well as capturing and 
publishing its own video camera. If the user puts the mobile in horizontal mode, it shows 
the video in full screen. 
If a user joins a session with the moderator permission, he/she will be able to perform some 
management actions, such as turning any participant into presenter, muting or unmuting a 
noisy participant, lowering hand of a participant that wants to talk or even kicking out a 
participant from the session. 
These kind of features suggest a new use case for the application: a professor using the 
white board to explain the lesson for a group of students connected remotely doesn’t need 
to stay in front of his computer during the lecture, but can use the mobile device as a remote 
control to manage the conference. 
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6. Conclusion and future directions 
This article presented two main contributions: a) one survey of videoconference systems and 
trends in the area; b) technical and implementation details about the Mconf project, which 
involves a complete web conference solution, contemplating the triptych web portal / web 
conference environment / mobile devices. 
Initially, the survey presented different deployments of videoconference systems and some 
trends, as scalable video, high definition and usability. 
   
Fig. 24. Video interaction allows playback and also sending the mobile video 
After that, the chapter focused on the Mconf system, which provides an open source web 
conference solution based on BigBlueButton, Global Plaza and some own developments, 
like the mobile solution. 
Mconf provides a tool with good quality, scalability, simplicity, mobile access and 
recording. Scalability is provided by balancing the various web conference rooms among 
different servers, monitoring constantly the servers’ activity to better choose the best one to 
start the new room. This is the principle of cloud computing, and it is very suitable to this 
application. One issue is the cloud delay, and the server must be chosen taking also the 
delay into consideration. Security is provided through the use of Federated login and data 
encryption. Federated login is a reality nowadays, simplifying greatly the permission 
handling. 
There is a long road ahead, however, and the main future developments are: 
 To create an HTML5 client, in order to have web conference in other mobile platforms 
such as iOS and Windows Phone; 
 To simplify the web portal, allowing the user to know who is available in each 
community and create easily a web conference with them; 
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 To allow interaction with room systems like Polycom, using H.323 or SIP. 
All the source code of the Mconf project is available under open source licenses in 
https://github.com/mconf. The main links are: 
 Mconf version of BigBlueButton: https://github.com/mconf/bigbluebutton  
 Mconf-Mobile (and BBB-Android): https://github.com/mconf/mconf-mobile  
 Mconf-Web: https://github.com/mconf/mconf-web 
The project information and updates are available in the Google Code wiki at 
http://code.google.com/p/mconf/wiki/Home. The main subjects are related to the Mconf 
installation, Mconf-mobile, Mconf-Web and the customized BigBlueButton. Also there is a 
virtual machine with the entire environment already installed. 
Furthermore, there is a demo server available at http://mconf.org. This demo server has 
about 100 communities and 250 users worldwide. 
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1. Introduction
The video retrieval task raises many fundamental questions in computer vision and
information retrieval, such as how to represent video items, what information can be directly
extracted from them, and how to explore such information in order to satisfy the user’s
information need. Video items are intrinsically complex, and the analysis of their content
requires heavy computing processes. Excepting the case of text, multimedia content analysis
does not result in the high-level concepts required by the generality of the search tasks. This
brings about the so-called “semantic gap”, clearly identified as the main issue in multimedia
retrieval Gudivada & Raghavan (1995); Smith (2007). Text communication is based on
concepts, expressed in the user’s language and close to the way humans think. Searching
text items may require a number of processing techniques like pattern matching, stemming,
finding synonyms, translating, natural language analysis. Supposing that the user expresses
his information need through words, the set of retrieved documents includes those containing
precise or imprecise word matches and can be continuously enlarged to more and more
semantically related documents. In the case of a video repository, however, there is not such
a clear semantic channel between the object’s content and the user information need. The
automatic video analysis may produce many descriptors related to the contents, the so-called
low-level descriptors Bober (Jun 2001); Manjunath et al. (2001); Mufit Ferman et al. (2000), but
hardly produces accurate descriptions close enough to human concepts Snoek & Smeulders
(2010); Tesic & Smith (2006). This is a problem for a wide range of video-based applications,
other than search and retrieval, such as human-computer interface, security and surveillance,
copyright protection, and personal entertainment.
While significant progress has been achieved towards narrowing the ‘semantic gap’ in image
and audio retrieval, Celma & Serra (2008); Smeulders et al. (2000); Yan & Hauptmann (2007),
there are no satisfactory systems for video retrieval Smith (2007); Snoek & Worring (2005);
Snoek, Worring, van Gemert, Geusebroek & Smeulders (2006). In fact, the video retrieval
techniques overlap significantly with the image-based ones. In practice, video repositories
Westerveld (2005) are treated as statical sets of representative images, the keyframes. True
video search systems, capable of analyzing the whole spatio-temporal information available
in video are nor yet available Ekin et al. (2004); Snoek et al. (2003).
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The ‘semantic gap’ is not the single problem to be solved in video retrieval. For example,
a retrieval system should rank all the video items in a dataset by their degree of similarity
to a given query, where the similarity is typically assessed by means of some similarity
distance between the video items and the query. However, it is not yet fully understood
how to convey the human similarity judgments in terms of distance computations. It is not
even clear whether the similarity computation should be of metric nature or not Eidenberger
(9-11 Dec. 2002); Santini & Jain (1997). Although metric-based similarity computations are
frequently preferred, the choice is not based on a clear criteria for the selection of similarity
measures. Recent studies on distance metrics Yu et al. (2006) provide some insight on this
issue. However, except in the case of specific application domains, where the ranking criteria
are established a priori, the video retrieval systems must account for flexibility in the choice
of similarity measures.
While the issues mentioned earlier, namely the ‘semantic gap’ and the variability of metrics,
are concerned with retrieval effectivity, there is more to retrieval that must be considered. For
example, the emerging retrieval systems are expected to be seamlessly integrated into existing
databases, which raises questions related to database organization, such as the data/metadata
dichotomy Bulterman (2004); Kosch et al. (2005), or how to integrate the video search engines
with the existing search facilities Chaudhuri et al. (2005). But the most important issue, from
the point of view of integration with existing database systems, is the search efficiency in
the context of continuously growing datasets. It is widely accepted that the growth rate of
multimedia content production increases the length of time it takes to process a dataset, from
its production until it is available for search; we will refer to this as the time to search issue.
Analyzing current multimedia search approaches IBM (2008); Wactlar et al. (1999) from the
time to search point of view, we observe that, if machine learning techniques are used
to extract high-level concepts, large training times are required. The manual annotation
alternative Shneiderman et al. (2006), although essential in many cases, cannot keep the pace
with the growth rate of video productions. On the other hand, if search relies on low-level
similarity, in a query-by-example fashion, a short time to search can be achieved Calistru
et al. (2006); Tesic (2004). Two main directions can be followed: effectivity-oriented, where
finding relevant objects is the priority, and efficiency-oriented, where the quality of results is
traded for speed. The goal here is to tackle the video search and retrieval tasks from both
the efficiency and the effectiveness points of view. The idea is to build an indexing system
that can search—with the shortest possible time to search—in large datasets of low-level
descriptors, and incrementally integrate, as they become available, high-level information
from the manual and automatic annotators.
The chapter is organized as follows. Sections, 2, 3, and 4 offer insights into three essential
retrieval aspects, namely features and descriptors, similarity models, and multidimensional
indexing. As retrieval systems do not operate with the video items themselves, but with
representations thereof, Section 2 reviews the feature types that can be extracted, how they
are being represented, and what is their impact in retrieval. In Section 3, we discuss a second
important issue in retrieval, namely how to discriminate between items. In order to be
comparable, all the video items must share a common representation type, and, depending
on the representation, a range of similarity measures can be applied. Considering the large
volume of high-dimensional feature data and the variety of similarity measures, efficient
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and versatile indexing methods are needed. This brings about the efficiency aspect, which
we strengthen in Section 4. This section comprises a review of the current state of the art
in multidimensional indexing, and continues to identify a set of requirements that indexes
for video data should comply. In sections 5 and 6 we illustrate a video retrieval case study
where, using a custom-designed high-dimensional index, the BitMatrix, we efficiently index
a large set of high-dimensional descriptors. Section 5 presents the BitMatrix, showing that
it relies on bitwise operations, can be conveniently arranged for efficient sequential access,
and can be easily broken into segments for distributed or parallel processing. Moreover, it
adapts gracefully to continuously growing datasets, such as the video contents produced by
cameras. In the sequel, a set of BitMatrix-based experiments, carried on in both synthetic
and real datasets, such as TRECVID 2007 are presented in Section 6. We show that our search
strategy can cope with the trade-off between flexible video ranking, required for capturing the
multitude of similarity facets, and query execution speed. The last section includes a chapter
summary and some current research trends.
2. Features and descriptors
Feature extraction is the process of obtaining descriptors from multimedia items. When the
items are digitized versions of some real world objects, it is important to note that the items
properties are not necessarily the properties of the objects in the world. The digitizations are
obtained by sensory means and sensor limitations introduce a so-called “sensory gap”. For
example, due to lighting conditions, a red car can appear as white in a video shot. It is easy to
imagine that a color-based search for shots that contain red cars would not find that video shot.
Although this is a trivial example, in many critical domains such as medicine, the ‘sensory
gap’ must be seriously taken into consideration. However, throughout this section we are not
concerned with this issue; the relationship between real world objects and multimedia items
is not explored.
In a first, and most common categorization, the features can be either low or high-level. The
low-level features are the ones directly obtained from the multimedia items, such as color,
texture, shape, motion and audio features Deselaers et al. (2004). They are used in several
application domains, namely object recognition, surveillance, diagnostics and content-based
retrieval.
The high-level features consist of keywords or more complex natural language formulations
that capture human concepts. For the text-based multimedia items, high-level descriptors can
be directly extracted from the content itself, but for the other modalities a direct semantic
connection to human concepts does not exist. High-level descriptors can be obtained by
means of either automatic Jiang et al. (2005); Zhang & Chen (2003) or manual annotations.
Whatever the annotation type, there are arguments for and against their use. For instance,
the manual annotations are considered subjective and expensive to obtain, but if domain
experts validate the annotations, they can be accurate Shneiderman et al. (2006); Yee et al.
(2003). An argument in favor of automatic annotations is that they are cheaper to obtain
when trained concept detectors already exist. However, such detectors are available only for
a small number of concepts and often provide low accuracy rates. If concepts such as ‘water’,
‘sky’, ‘cars’, ‘faces’ or ‘outdoors’ are relatively well-detected, concepts such as ‘entertainment’
or aspects such as preferences Bartolini et al. (2005) or moods Hanjalic (2006) are far from
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being correctly identified. To cope with the automatic concept detection challenges, the
multimedia communities are currently establishing concept lexicons Naphade et al. (2006);
Snoek, Worring, van Gemert, Geusebroek & Smeulders (2006), focusing on the concepts that
are feasible for automatic detection Hauptmann et al. (2007); Snoek, Worring, Geusebroek,
Koelma, Seinstra & Smeulders (2006); Yang & Hauptmann (2006).
Beside the low/high-level categorization, the features can also be local/global and
variant/invariant. If the feature extraction targets specific item regions, the features are
called local and if the whole item is analyzed, the features are called global. A feature is
considered either variant or invariant depending on how the feature values are sensitive to
item transformations. For example, if the shape feature values of an image are insensitive to
rotation, such a feature is called rotation-invariant. The variance/invariance can be judged
with respect to other transformations, such as scaling, location change, illumination variation,
viewpoint transformations, or occlusions.
Feature representations are typically incorporated as descriptors. According to the feature
types presented above, the descriptors can be considered low/high-level, local/global and
variant/invariant. Between features and descriptors there is a one to many relation, as a
feature can be represented in multiple ways. For example, DominantColor, ColorStructure
and ScalableColor descriptors Manjunath et al. (2001) are all color descriptors. Low-level
descriptors consist predominantly of vectorial data. The DominantColor descriptor, for
example, consists of an RGB-tuple (red, green, blue). The color histogram descriptors are
even larger vectors of 128 or 256 values. The entire set of descriptors can be viewed as a
vectorial space, also called the feature space, which generally has hundreds or thousands of
dimensions.
A possible question to address here is: what descriptors should be extracted that would help
finding relevant multimedia items Deselaers et al. (2004); Jiang et al. (2007)? As an answer
to such a question, one may expect a set of descriptors that guarantees up to some degree
of confidence that an effective retrieval system can be built on top of it. Such an answer
is difficult to obtain, because the retrieval quality is a problem that surpasses the choice of
descriptors. However, we can say that retrieval based on low-level features is already mature
Flickner et al. (1995); Rehatschek et al. (2004); Smith & Chang (1996); Wactlar et al. (1996), but
inferring high-level features is still a challenging task Gevers & Smeulders (2004); Hanjalic
(2006); Huijbregts et al. (2007); Smeulders et al. (2000); Xiong et al. (2006). As the high-level
feature extraction depends, up to some extent, on the low-level features, we expect that the
use of low-level features will still grow Burghouts & Geusebroek (2009).
Recent years have been marked by a shift from global and variant descriptors, such as color
histograms and global shape descriptors, to local invariant ones, such as keypoints Burghouts
& Geusebroek (2009), region-based, and local shape characterizations. This shift is explained
by the complexity of the multimedia items. The semantics covered by a whole item is too deep
for global descriptors to cope with. It has been observed that local descriptors correspond
better to item parts such as objects or persons. Invariance also became increasingly important
because it helps identifying objects under various circumstances.
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3. Similarity models
The similarity models are the means by which the multimedia items can be compared.
Although the choice of a specific similarity model is generally dependent on the features that
are involved, in this section we ignore this type of dependency. The main question has a
general nature: how can one discriminate among video items? We start with a preliminary
discussion on what similarity is, and then continue with a review of several similarity models.
3.1 About similarity
The similarity between two multimedia items can be seen generically as a relationship
between them. There are domains, such as geometry, in which the similarity is precisely
defined: two geometrical objects are called similar if one is congruent to the result of a uniform
scaling (enlarging or shrinking) of the other. With this definition we can easily assess the
similarity between geometric objects. For example, two circles are always similar to each
other, two squares are always similar to each other, and two triangles are similar if and only
if they have the same values for the three angles. But unlike geometric similarity, which is
precise, similarity in retrieval is imprecise and depends on numerous facets of the items, on
the user and on the interaction context.
There is a difference between similarity and matching Kherfi et al. (2004), which may lead
to different approaches. Matching requires a comparison between two items—a binary
operator— to check whether the items are identical or not; it is used for copy identification,
for example. But similarity, although it sometimes uses matching techniques, is a more
complex process, requiring knowledge from very diverse domains. In modeling similarity,
the similarity judgments are often based on subjective features grouping which yield
user-dependent degrees of similarity Gentner (1988); Santini & Jain (1997).
In retrieval, similarity is evaluated by some comparison between a given query and the
items’ feature values (descriptors). The features that can be checked for relevance range from
low-level ones such as color or shape, to high-level and subjective ones such as a feelings or
moods Dimitrova (2004); Hanjalic (2006). In the sequel, the most common similarity models
are presented.
3.2 The Vector Space Model
In the Vector Space Model, (VSM) both the queries and the objects are represented as points in
high-dimensional vector spaces. Although created as a text retrieval model, Faloutsos & Oard
(1995); Salton (1971); Van Rijsbergen (1979) VSM is not restricted to the text modality. Generic
multimedia items can be captured, given that their feature types, such as color, texture, shape,
or motion have vectorial representations.
Assuming a vector space with N dimensions, an item Dk is represented by a vector Dk =
[dk0, dk1, .., dkN ] and a query Q by a vector Q = [q0, q1, .., qN ], where N depends on the feature
type, dki and qi are the Dk and Q feature values for dimension i. The similarity between Q and
Dk is then computed as a distance d(Q, Dk), where d can take a large variety of forms, Datta
et al. (2008) such as cosine similarity, Faloutsos & Oard (1995); Salton (1971); Van Rijsbergen
(1979) quadratic distance, Böhm, Kriegel & Seidl (2001); Ishikawa et al. (1998) Lp distance,
Aggarwal et al. (2001); Howarth & Rüger (2005b); Yan & Hauptmann (2007) Chebyshev
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being correctly identified. To cope with the automatic concept detection challenges, the
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Koelma, Seinstra & Smeulders (2006); Yang & Hauptmann (2006).
Beside the low/high-level categorization, the features can also be local/global and
variant/invariant. If the feature extraction targets specific item regions, the features are
called local and if the whole item is analyzed, the features are called global. A feature is
considered either variant or invariant depending on how the feature values are sensitive to
item transformations. For example, if the shape feature values of an image are insensitive to
rotation, such a feature is called rotation-invariant. The variance/invariance can be judged
with respect to other transformations, such as scaling, location change, illumination variation,
viewpoint transformations, or occlusions.
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variant/invariant. Between features and descriptors there is a one to many relation, as a
feature can be represented in multiple ways. For example, DominantColor, ColorStructure
and ScalableColor descriptors Manjunath et al. (2001) are all color descriptors. Low-level
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dimensions.
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descriptors. However, we can say that retrieval based on low-level features is already mature
Flickner et al. (1995); Rehatschek et al. (2004); Smith & Chang (1996); Wactlar et al. (1996), but
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by the complexity of the multimedia items. The semantics covered by a whole item is too deep
for global descriptors to cope with. It has been observed that local descriptors correspond
better to item parts such as objects or persons. Invariance also became increasingly important
because it helps identifying objects under various circumstances.
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general nature: how can one discriminate among video items? We start with a preliminary
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for example. But similarity, although it sometimes uses matching techniques, is a more
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distance, Li et al. (2006) Earth Mover’s Distance, Carson et al. (1999); Rubner et al. (2000);
Wu & Bretschneider (2004) and localized metrics Aggarwal & Yu (2000); Cha (2003); Howarth
& Rüger (2005a).
3.3 Feature Contrast Model
The Feature Contrast Model (FCM), also known as Tversky’s model Tversky (1977), is a
similarity model that does not assume a metric nature for the human perception, which is
the default assumption in the VSM model. The triangle inequality and the symmetry axioms
were considered too restrictive.
Unlike the vector space model, which represents the items as points in a vector space, Tversky
treats them as sets of binary predicates. Let X and Y be two feature sets corresponding to items
x and y. The contrast model obtains the similarity of the two items by combining the common
features (X ∩ Y) and the distinctive features (X \ Y and Y \ X):
Sim(x, y) = f (X ∩ Y)− α f (X \ Y)− β f (Y \ X). (1)
The formula in Equation 1 is not a metric, because the symmetry axiom does not hold.
Tversky’s view on similarity assessment was extended to geometric Santini & Jain (1997) and
fuzzy feature contrast Santini & Jain (1999) models. Comparisons with the Euclidean distance
Eidenberger & Breiteneder (2003), and with various other metrics for MPEG-7 descriptors
Eidenberger (2003) have shown that in many cases the FCM performs better. However, the
FCM has been criticized for not capturing relationships between features Rada et al. (1989) .
3.4 Probabilistic Model
The idea behind the Probabilistic Model (PM) is to predict the probability that a given
multimedia item will be relevant to a given query. It relies on the assumption that the
distribution of some concepts throughout the collection, or within some subset of it, may be
informative of the likely relevance of the items. With this assumption, accurate estimates of the
probabilities can be obtained and the documents can be ranked according to this probability
of relevance Benitez & Chang (2002); Bohm et al. (2007); H.R.Turtle (1991); Larson et al. (1996);
Macdonald & Ounis (2006); Robertson (1997).
3.4.0.1 Language-based models
A special category of probabilistic models, the Language-based Models (LM) Kraaij (2005);
Ponte & Croft (1998); Zhai & Lafferty (2001) propose to statistically model the use of language
in a multimedia collection in order to estimate the probability that a query is generated from a
particular document. The main idea is that, if the query could have come from the document,
then that document is likely to be relevant.
3.5 Generative Model
In this model, every object is considered as the outcome of a process that generated it. The
idea is to include in the similarity assessment knowledge about the likelihood of existence of
the objects to be compared. It has been argued that the generative processes are important
since they help the selection of critical features for similarity comparison Kemp et al. (2005).
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As an example, Kemp et al. ask which is more similar to a given nutritious mushroom: a
mushroom identical except for its size, or a mushroom identical except for its color? They
suggest that knowing how mushrooms are formed, i.e. their generative process, we can be
sure that mushrooms grow from small to large and their final size depends on the amount of
sunlight and soil fertility. Therefore, it is more likely that the differently-sized mushroom is
more similar than the differently-colored.
When applied to multimedia retrieval, the generative models follow probabilistic approaches.
Under the assumption that each item was obtained from some specific generative process, the
similarity is assessed through the probability that the query is an outcome of the item’s process
Westerveld (2004).
3.6 Rank Aggregation Model
In this model the assumption is that several independent rankings with respect to a query
object already exist and these have to be merged into a single results list. Thus, the model
is not directly applicable on the original feature values, but on intermediate rank lists.
As an example, we can have a situation, where several descriptors are involved in the
similarity computation and metrics adapted to each descriptor are required. In such a case,
descriptor-wise rank lists are obtained, and a further aggregation strategy is required.
The common approach for the aggregation of several rank lists is to use scoring functions, such
as min or average in order to compute overall scores. Depending on the aggregation function
and the termination condition, several aggregation algorithms such as Fagin’s Algorithm,
Threshold Algorithm, medrank Fagin et al. (2003) and Quick-Combine Güntzer et al. (2000), have
been proposed.
3.7 Preference Relations Model
The scoring functions used in aggregation models are quantitative and assign scores to
multimedia items based on their feature values. When multiple rankings exist, user
preferences for one result set or another are modeled with weights. However, the scores
and weights have a limited expressive power, since not all the user preferences can be
translated into quantitative expressions. The preference-based similarity model appeared as
an alternative.
Figure 1(a) illustrates a first example. A small database composed of five objects is assumed,
where object o1 is preferred to object o2 and o3 is preferred to o4. There is no preference
between o1, o3 and o5. If we try to capture these preferences with a scoring function, the object
scores can be assigned in the following manner:
S(o1) = S(o3) = S(o5) > S(o2) = S(o4). (2)
Let’s assume now that object o1 is deleted from our database, as in Figure 1(b). Looking at
the preferences we see that in the absence of o1, o2 should not be second to other objects, but
looking at the scores we have S(o3) = S(o5) > S(o2) = S(o4), which do not place o2 among
the top objects. That happens because the scoring function evaluates the similarity only by
quantitative means, not accounting for the relations with the other objects in the database.
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then that document is likely to be relevant.
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In this model, every object is considered as the outcome of a process that generated it. The
idea is to include in the similarity assessment knowledge about the likelihood of existence of
the objects to be compared. It has been argued that the generative processes are important
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between o1, o3 and o5. If we try to capture these preferences with a scoring function, the object
scores can be assigned in the following manner:
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(a) Before o1 removal (b) After removing o1
Fig. 1. Preference Diagram
As an alternative to scoring functions, Chomicki Chomicki (2002; 2003) proposes a similarity
approach based on qualitative preference relations. This technique requires that, given two
objects oi and oj, there must exist a binary relation —the preference relation— that states
whether oi is preferred to oj (oi � oj) or not (oi  oj). If oi � oj we also say that oi dominates
oj. If neither oi  oj nor oj  oi, then we have that oi ∼ oj, which represents the indifference
relation. Assuming that queries are expressed by means of preference relations, it is possible
to define an operator, called skyline-operator Börzsönyi et al. (2001) or winnow Chomicki (2002),
that computes the set of preferred objects, i.e. all the objects that are not dominated by the
others. The skyline operator is defined as:
skyline(DB) = {o ∈ DB|p ∈ DB, p � o}. (3)
In the previous example, after the deletion of o1, o2 becomes a skyline object, i.e. is not
dominated by any other object. In preference-based retrieval applications such as Bartolini
et al. (2005); Leubner & Kießling (2002), sequent skyline iterations are reported and the partial
object sets are ranked: the set of skyline objects, followed by the skyline of the remaining
objects, and so on. Although it is a ranking without scores, also called a qualitative ranking,
the interest in having retrieval systems that take into account the user preferences led to an
increasing adoption of skyline-based similarity models Balke & Güntzer (2004); Bartolini &
Ciaccia (2005); Godfrey et al. (2005); Papadias et al. (2005); Pei et al. (2005); Yuan et al. (2005)
3.8 Network Model
The idea behind this model is to represent the items as nodes in a network, with part-of or is-a
relations between items. The most representative class for network models are the semantic
networks, where the nodes of the network are concepts, eventually coming from predefined
ontologies. Such a representation mode is often referred to as a conceptual graph Nguyen &
Corbett (2006). The measure of similarity between two nodes(concepts), is the length of the
shortest path between them. Usually the semantic neighborhood of radius r of a concept C is
defined as the set of all the concepts that have the distance to C smaller than r.
Ekin et al. Ekin et al. (2004) propose a semantic model dedicated to video retrieval with entities
and relations between them. Instantiations of this model are graphs, allowing for graph-based
queries, while the similarity is obtained by graph-based matching.
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3.9 Hybrid approaches
In current multimedia retrieval prototypes, similarity is assessed with hybrid approaches,
i.e. by combining various similarity models. Schwering, for example Schwering (2005),
introduces a hybrid model for semantic similarity that combines the network model, in the
form of semantic network, with the geometric model. The resulting model becomes a network
of vector spaces, where each node of the net represents a concept, and each concept is further
mapped to a vector space. The similarity is obtained in two phases: first the query concepts are
aligned with the concepts available in the model using semantic networks techniques and then
a metric is applied on the corresponding vector spaces. Raubal proposes a similar approach
Raubal (2004).
4. Multidimensional indexing methods
We have seen in the previous section that the similarity between multimedia items can be
evaluated with a wide range of models. Among them, the VSM-based retrieval models are
by far the most used. Therefore, there is an increasing interest in speeding similarity-based
retrieval on top of such models. We remind that in VSM the multimedia items are modeled as
points in a high-dimensional vector space and the similarity between them is assessed with
metric-based distance computations. Given a query object q from a universe of objects O and
a metric function d, finding similar objects means identifying particular sets of objects:
• the Nearest Neighbor Set NN(q), defined as {o ∈ O|∀v ∈ O, d(q, o) ≤ d(q, v)};
• the k- Nearest Neighbors Set NNk(q), defined as the set of k elements closest to q in O, i.e. a
set objects A ⊆ O, such that | A |= k and ∀o ∈ A, v ∈ O − A, d(q, o) < d(q, v);
• the approximate Nearest Neighbor Set (NNA(q)), which is the set of objects {o ∈ O|d(q, o) ≤
(1 + ε) ∗ d(q, NN(q)), ε > 0}.
The computation of these neighbor sets becomes challenging when dimensionality increases,
a problem often referred to as the “curse of dimensionality” Beyer et al. (1999); Indyk &
Motwani (1998). In practice, the naive and inefficient approach of simply comparing the
query vector to all feature vectors has proved comparable, sometimes even more efficient than
especially designed indexing methods such as the “R-tree” Beckmann et al. (1990). Due to
the increasing importance of search in high-dimensional spaces, a great diversity of indexing
methods have been proposed in recent years. In spite of their diversity, they all avoid looking
at every object by creating groups of objects with common properties. Under the assumption
that the grouped objects are requested or pruned together, checking the groups instead of
individual objects saves time. For example, the objects in a distance range can be pruned or
not just by checking the range’s minimum and maximum values. In the following we review
the most used multidimensional indexing methods.
4.1 Spatial Access Methods
Spatial Access Methods (SAM), also called feature-based methods, partition the space based
on the values of the vectors along each independent dimension.
SAM are based on tree data structures with two types of nodes: data nodes (the leaves) and
directory nodes. The information stored in directory nodes describe space regions obtained
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networks, where the nodes of the network are concepts, eventually coming from predefined
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shortest path between them. Usually the semantic neighborhood of radius r of a concept C is
defined as the set of all the concepts that have the distance to C smaller than r.
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3.9 Hybrid approaches
In current multimedia retrieval prototypes, similarity is assessed with hybrid approaches,
i.e. by combining various similarity models. Schwering, for example Schwering (2005),
introduces a hybrid model for semantic similarity that combines the network model, in the
form of semantic network, with the geometric model. The resulting model becomes a network
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points in a high-dimensional vector space and the similarity between them is assessed with
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not just by checking the range’s minimum and maximum values. In the following we review
the most used multidimensional indexing methods.
4.1 Spatial Access Methods
Spatial Access Methods (SAM), also called feature-based methods, partition the space based
on the values of the vectors along each independent dimension.
SAM are based on tree data structures with two types of nodes: data nodes (the leaves) and
directory nodes. The information stored in directory nodes describe space regions obtained
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with various partitioning strategies. There can be strategies such as data partitioning (DP)
which uses minimum bounding regions (MBR) such as R-tree, R∗-tree Beckmann et al. (1990),
X-tree Berchtold et al. (1996), bounding spheres such as SS− tree White & Jain (1996), MBR and
bounding spheres such as SR − Tree, generic minimum bounding regions (hyper rectangle,
cube, sphere) such as the TV − tree, the BBD − tree Arya et al. (1998) and space partitioning
methods (SP) such as the kDB− tree, Hybrid− tree, SH − tree Böhm, Berchtold & Keim (2001).
The most representative SAM approach, the R-tree, is illustrated in Figure 2. The left-hand
side of the figure shows the MBR around 10 data points s1, to s10. The tree structure on
the right-hand side of Figure 2 follows the containment hierarchy obtained from the data
partitioning.
The nodes of the SAM trees contain information about the MBR that they cover, such as their
coordinates. This kind of information grows exponentially with the number of dimensions,
leading to the growth of each tree node and of the index itself. The larger the nodes are,
the fewer can fit in a disk page; accessing such an index becomes more difficult. Another
important issue is the high-overlapping between the MBR stored at the same level in the tree.
Although they cannot be observed in our example because we have few data points and few
dimensions, the overlappings lead to an increased number of branches to be searched. The
costs of maintaining SAM structures cover aspects such as space, index re-creation, updates,
insertions and MBR split managements.
4.2 Metric Access Methods
Like SAM, the Metric Access Methods (MAM) Chávez et al. (2001); Hjaltason & Samet (2003)
are also based on tree-structures, but they work with relative distances between the objects
rather than their absolute positions in space. MAM have gained an important role due to the
fact that conventional SAM approaches stop being efficient in high-dimensional data. They
are also required for search in distance-only data sets, i.e. those that cannot be mapped to
vector spaces. An example thereof is a set of text documents that use the edit metric Yujian &
Bo (2007) to measure the distance between documents.
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MAM build their tree-structures by recursively partitioning the data set into subsets at each
node level Chávez et al. (2001). Two main partitioning schemes have been identified by
Hjaltson and Samet Hjaltason & Samet (2003): ball partitioning and generalized hyperplane
partitioning, illustrated in Figure 3. With the ball partitioning approach, the data set is
partitioned based on the distance from one specified object, called vantage point or pivot; two
subsets are generated: the first subset inside the circle around the pivot, and the second subset
outside the ball. Among ball partitioning trees the most referenced are Vantage-Point Tree
(VP-tree), Multi-Vantage Point Tree (MVPT) Bozkaya & Ozsoyoglu (1999), Vantage-Point Forest
(VPF), Burkhard-Keller Tree (BKT) and Fixed Queries Tree (FQT) Hjaltason & Samet (2003). With
the hyperplane partitioning approach, at each step two points p1 and p2 are selected. Elements
closer to p1 than to p2 go into the left sub tree and those closer to p2 go into the right sub
tree. Among hyperplane partitioning structures we enumerate Bisector Tree (BST), Generalize
Hyperplane Tree (GHT), Geometric Near-neighbor Access Tree (GNAT). and the M-treeCiaccia et al.
(1997).
An M-tree example for a small set of 10 objects is shown in Figure 4. The objects are stored
in the leaf nodes, while the internal nodes, also called routing objects, store pointers to child
nodes and the covering radius for the children they enclose.
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Fig. 5. Space filling curve; figure taken from Liao et al. (2001)
The applicability of the MAM methods ranges from “native” distance-only datasets to
high-dimensional datasets for which conventional SAM are no longer efficient Digout &
Nascimento (2005). Their advantage is that the relative distances between objects can be
pre-computed at index creation time, avoiding heavy distance computations at search time.
However, this advantage is also a constraint because the distance measure used at creation
time must be used at search time. Given that the distance measure must be established
in advance, searching with user-defined metrics that capture personalized criteria becomes
difficult. It has been shown, however, that metrics from certain classes of parameterizable
distance functions could be used Ciaccia & Patella (2002).
4.3 Single-dimension mapping
Single-dimension mapping approaches map the points in the high-dimensional space to
single-dimensional values for which efficient techniques such as the B-tree Bayer & McCreight
(1972) exist.
Querying high-dimensional data in single-dimensional space considers the smallest and
largest values among all the dimensions of each data point Yu et al. (2004) and Ooi et al.
(2000). Another single-dimensional mapping method sorts the data points according to their
positions on a space-filling curve Liao et al. (2001). The list obtained in this way is stored in a
B-tree structure. In practice, several shifted copies of the data points (maximum N + 1, where
N is the space dimensionality) are used. Each copy of the data points produces a separate,
differently ordered list, which is stored in a separate B-tree. The left part of Figure 5 illustrates
a space filling curve that touches the original data points. On the right part, the same curve
touches the shifted data with one unit up and one to the right.
With the “iDistance” approach, Jagadish et al. (2005) a data partitioning (see Section 4.1)
technique is initially applied, followed by a single-dimensional mapping within each region.
The mapping process consists of sorting the objects in each region on the distance to a specific
reference point, such as the region’s center. The reference points are then indexed in a
B+ − tree structure. The “iDistance” has been applied on local subspaces Shen et al. (2007),
previously obtained with principal components analysis Jolliffe (1986).
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Fig. 6. Example of BOND technique; figure taken from Arjen et al. (2002)
4.4 Data decomposition
Data decomposition methods treat each dimension as a separate list, and their goal is to obtain
the answer of the query by accessing a minimum number of lists and as few objects as possible
in each of the visited lists.
Branch and Bound on Vertically Decomposed Data (BOND) Arjen et al. (2002), adopts vertical
decomposition as storage organization. That means it decomposes the data into multiple
tables, one for each dimension. Therefore, the information for a specific object is distributed
into multiple tables. The algorithm accumulates the distances between the query object and
all data vectors, by scanning the dimensional projections one-by-one. After processing a
few dimensions, partial distances of k-nearest neighbors are exploited to discard safely from
further consideration those vectors that cannot possibly participate in the result. This process
is graphically illustrated in Figure 6. It can be observed that groups of 8 dimensions are
successively scanned; m represents the total number of visited dimensions. After reading
each group, based on partial distances, a set of objects is pruned. The iterative application
of this process quickly reduces the candidate set (the upper part of the figure) to just a small
database sample.
4.5 Data approximation structures
The methods described here are based on a result obtained by Weber et al. Weber et al. (1998),
which indicate that MAM and SAM are outperformed by a simple sequential scan whenever
the dimensionality is above 10. Considering this result, a sequential scan is inevitable when
searching high-dimensional datasets. Under this assumption, the VA-file method Tesic &
Manjunath (2003); Weber et al. (1998) constructs a vector of approximations, significantly
smaller than the original data and sequentially scans it. The vector of approximations is the
result of a space division in a number of cells; all the objects contained in a cell are represented
by a common approximation. When searching for nearest neighbor for example, the entire
vector of approximations is scanned. Based on their minimum/maximum distance to the
query the majority of approximations are filtered. For the remaining ones the corresponding
exact data points have to be accessed. The critical factor of VA-file’ performance is the
filtering step. If too many approximations remain, a lot of objects have to be accessed and
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the advantage of an approximation file is lost. Discussions and improvements of the VA-file
pruning strategy have been reported Wang & You (2006).
Also using a grid of cells, the IGrid Aggarwal & Yu (2000) maintains separate lists for the
objects in each cell. The similarity between any two objects uses only the set of dimensions
for which the two objects lie in the same range (the proximity set). The number of objects that
are accessed is kept small as the dimensionality increases, but the storage overhead is 100%
because all the objects are copied into the indexing structure. Bitmap IGrid variants have also
been proposed Cha (2003); Goldstein et al. (2004).
The process of partitioning a high-dimensional space is itself a specific problem requiring
dimension-wise discretization strategies Fayyad & Irani (1992). One possibility is to create
dimension-wise histograms of the distance values from the points to the data center Jagadish,
H.V. and Beng Chin Ooi and Heng Tao Shen and Kian-Lee Tan (2006) . The number of bins
in each dimension’s histogram gives the number of intervals. Another data approximation
technique uses a partitioning strategy based on a graph model Aggarwal et al. (1999).
4.6 Which indexing method to use?
The SAM and MAM high-dimensional indexing methods divide the search space in a set
of minimum bounding regions hierarchically organized in tree structures. At search time,
the MBR that don’t overlap the query region are filtered. As dimensionality increases, the
distances from a query object to the nearest and the farthest objects are almost in the same
range. Practically, the nearest neighbor becomes indistinctive from other neighbors Katayama
& Satoh (2001), loosing its meaningfulness Aggarwal (2002); Beyer et al. (1999). In such
conditions, the smallest query region that contains the nearest neighbor will overlap most
of the MBR, making them non-prunable. The consequence is that the search methods end
up accessing all the nodes of their structures in a pseudo-random fashion, which is more
time consuming than a simple sequential scan —a problem often referred to as the “curse of
dimensionality” Beyer et al. (1999); Indyk & Motwani (1998).
To overcome this problem, Katayama et al. have proposed a distinctive-sensitive approach
for tree-based structures Katayama & Satoh (2001), testing the distinctiveness of the nearest
neighbor in the course of search operation. When the nearest neighbor is considered
indistinctive, search returns a partial result. Other indexing methods, such as the ones
presented in Section 4.3, resort to single-dimension mapping. Another approach, presented in
Section 4.4, uses specific aggregations with the goal of visiting only a fraction of the dataset.
Finally, the data approximation methods sequentially access a compressed version of the data.
Choosing the proper index for a given situation should be the result of especially designed
tests that consider various approaches. A given indexing approach could behave well in some
situations and worse in others. For example, in Wang & You (2006) an important improvement
over the original method in Weber et al. (1998) has been reported just by using a different
metric. To our knowledge, test frameworks for the whole range of high-dimensional indexing
methods are not yet publicly available. The currently available frameworks, such as GIST
Hellerstein et al. (1995), SP-GIST Aref & Ilyas (2001) and XXL den Bercken et al. (2001) provide
only a subset of the existing indexing methods. GIST provides a tree-based template indexing
structure. XXL, while also offering tree-based indexing templates, focuses on implementations
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of advanced database queries (cursors, iterators) independent from the underlying data types
and data structures. MMDI Gonçalves et al. (2007) is built with the goal of supporting virtually
any high-dimensional index. However, at the moment, only approaches that cannot be tested
in GIST or XXL have been implemented.
4.7 Video retrieval requirements
Considering the variety of indexing approaches, it is important to have a set of requirements
specific to the video indexing domain, against which any given index can be checked for
compliance. The following set of requirements strengthen the need for flexibility of the
high-dimensional indexes.
• Data preprocessing;
• Frequency of updates;
• Varying dimensionality;
• Any dimensional subspace;
• Support for different metrics;
• Support for weighted queries;
• Multiple query objects.
Data preprocessing can be a dominant effort when dealing with diverse descriptors and
high-dimensional spaces. Tasks such as the normalization of the feature vectors and
dimensional reduction may be required for index construction.
Many multimedia databases are statical in nature; this is the case with archives, where append
is the common operation. But there are cases where updates are quite often. When new objects
are added to the database, they have to be processed and included in the indexes. On the other
and, if a new feature is extracted, or the quality of some feature extraction tool improves,
existing objects will be processed and the new descriptors incorporated as an update.
The dimensionality of the search space is directly related to the number of descriptors, as each
descriptor contributes new dimensions. Adding a histogram descriptor, for instance, increases
the dimensionality by the number of bins the histogram has been quantized (8, 16, 32, 256).
If the user is familiar with the descriptors that are being used, the interface may offer the
choice of a subset of features at query time. The user may then use only color descriptors in
one search and texture descriptors in another one, for instance.
Searching by different components of the feature space often implies using different metrics
for each component. Aggregation is required in this case and it may be done in different ways,
such as using arithmetic aggregation functions.
The user may want to stress the relevance of some features, and in this case weights can be
used.
The query may be specified as a composition of various objects. This happens, for example,
when relevance feedback is used and the user selects multiple objects as positive/negative
examples after some exploratory search.
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5. BitMatrix-based multidimensional indexing
In this section the focus is also maintained on high-dimensional indexing by presenting an
indexing approach, BitMatrix, Calistru et al. (2006) that satisfies most of the requirements
previously identified, and has been successfully applied in video retrieval.
The main idea behind the BitMatrix is to construct a collection of bitmap signatures that can
be sequentially analyzed and processed with bitwise operations in order to prune the search
space. Following a data approximation approach, in the spirit of VA-File Weber et al. (1998)
and IGrid Aggarwal & Yu (2000), each of the N dimensions are partitioned in k ranges. A
partition of a dimension D is a set of ranges
πD = {ri = [li, ui] , i = 1 . . . kD} ,
where li, ui are the lower and upper bounds of range i. The partitioning scheme
(k1, k2, . . . , kN) is used to obtain bitmap signatures for all the objects in a dataset O arranged
as lines in a matrix. For each dimension the signatures contain 1 for the range where the
object belongs and 0 for the other ranges. The search algorithm selects objects based on the
cardinality (number of bits set to 1) of the bitwise AND between object and query signatures.
Only the objects that obtain scores above an established cardinality threshold are then
exhaustively analyzed to compute their exact distance. Figure 7 illustrates a two-dimensional
space having each dimension partitioned in three ranges. The 10 objects in Figure 7 have
their signatures arranged in a BitMatrix; for simplicity, we ignore the zeros. For a given
query object q, with signature qNaive, the cardinality column Naive contains the results of
the bitwise AND between each of the 10 object signatures and qNaive. In this example, if the
cardinality threshold is set to 2, the search algorithm prunes object o2, which happens to be
the nearest neighbor. This happens because, for all the dimensions, only the objects in the
same range as q are considered. However, this effect can be controlled by using modified
query regions (expansions) and various cardinality thresholds. Expanding the query region
along dimension D1 corresponds to a change in the query signature from qNaive to qExp.
The cardinality column Exp contains the results of the bitwise AND between the 10 object
signatures and qExp. With the same cardinality threshold, i.e. 2, o2 becomes part of the selected
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objects. In general, the variations in query signature and cardinality threshold control the
trade-off between precision and speed.
5.1 The BitMatrix and the retrieval requirements
The BitMatrix index and the associated similarity search methods are proposed to solve the
common requirements in multimedia retrieval.
5.1.0.2 Multiple query objects
The proposed method easily supports multiple query objects. This is a common requirement
in multimedia retrieval in general, and in particular for supporting relevance feedback search
iterations. The independent object signatures are merged into a common query signature
which is used in the sequel to search the BitMatrix.
5.1.0.3 Subspace selection
The importance of each individual dimension of the search space has already been examined
in works like BOND Arjen et al. (2002) and LDC Koudas et al. (2004). Similarly, the BitMatrix
search algorithm can be applied on selected subspaces. The subspace selection feature is
useful for speeding up the search in at least two situations. First, when the dimensions of
the original search space are not of equal importance. They may be ordered by decreasing
importance and only a first subset of them used in the search. The second situation arises
when enough objects have been pruned after analyzing only some of the subspaces. The
analysis of the remaining subspaces can thus be avoided and the search can stop earlier.
5.1.0.4 Index management: insert, update, delete
The insertion of a new object in the BitMatrix, accounts for computing its signature and adding
it as a new line in the matrix. The size of the BitMatrix grows linearly with the number of
objects and with the dimensionality. The precise size of the BitMatrix is (ΣND=1kD) ∗ |O| bits.
To update an existing object its signature has to be modified through bitwise operations. To
delete an object, the corresponding line is removed from the matrix.
The BitMatrix index retains most of sequential scan’s flexibility with good quality of the
approximations and a much better time performance. It can be conveniently arranged for
efficient sequential access and optimized bitwise operations. It can also be broken into
segments for distributed or parallel processing.
5.2 Evaluation of the BitMatrix method
The BitMatrix evaluation has been performed on two datasets: a set of 9908 real image
histograms having 256 dimensions, named the i9000 dataset, and a synthetic dataset, i10000,
of 10000 objects independent and identically-distributed in all of its 80 dimensions. The
dimensions partitioning strategy for both datasets was 7 ranges per dimension, where the
range computation is based on k-means clustering (k = 7).
5.2.1 Recall performance
The experiments were geared towards observing the BitMatrix performance for nearest
neighbor search (NN(q)) and k-nearest neighbors search (NNk(q)). To illustrate the NNk(q)
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approximations and a much better time performance. It can be conveniently arranged for
efficient sequential access and optimized bitwise operations. It can also be broken into
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The BitMatrix evaluation has been performed on two datasets: a set of 9908 real image
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of 10000 objects independent and identically-distributed in all of its 80 dimensions. The
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i9000 256 dimensions, 7 ranges/dimension
NN(q) NN10(q)
ct Naive(et=0) et=0,01 Naive(et=0) et=0,01
Recall accessed Recall accessed Recall accessed Recall accessed
0.73 0.6 0.2% 0.7 0.4% 0.39 0.2% 0.48 0.4%
0.67 0.78 0.8% 0.87 1.0% 0.61 0.8% 0.68 1.0%
0.55 0.93 2.9% 0.95 3.8% 0.86 2.9% 0.9 3.8%
0.47 0.97 6.0% 0.99 7.4% 0.91 6.0% 0.94 7.4%
0.40 1.0 10.9% 1.0 13.5% 0.93 10.9% 0.96 13.5%
i10000 80 dimensions, 7 ranges/dimension
NN(q) NN10(q)
Naive (et=0) et=0,01 Naive (et=0) et=0,01
0.60 0.24 0.19% 0.25 0.21% 0.08 0.19% 0.09 0.21%
0.50 0.55 1.99% 0.57 2.31% 0.33 1.99% 0.35 2.31%
0.40 0.78 8.16% 0.84 9.32% 0.57 8.16% 0.62 9.32%
0.35 0.90 17.0% 0.93 19.2% 0.77 17.0% 0.80 19.2%
0.30 0.90 32.2% 0.94 34.21% 0.85 32.2% 0.87 34.21%
Table 1. Testing the BitMatrix on two datasets
search performance, we compare the approximate BitMatrix results with the exact k-nearest
neighbors. We use the recall rate for this purpose. Assuming R as the NNk(q) set and A as the
set of approximate neighbors obtained with the BitMatrix, the recall rate is
|A ∩ R|
|R| .
Beside the recall rate scores, we also record the percentage of objects that are effectively
accessed, i.e that remain after the pruning phase. This is expressed as the ratio of |A| to the
size of the dataset: |A|sizeo f dataset .
Table 1 shows average values for the two measures (recall rate, and % of objects accessed) with
respect to NN(q) and NN10(q) across random sets of 100 queries. The cardinality thresholds
are in the first column. With a cardinality threshold of 0.55 for instance, less than 3% of i9000
is accessed, the average recall rate is 0.93 (relative to NN) and 0.86 (relative to NN10). The
experiments have shown that the trade-off between quality of retrieval and speed can be
tuned with the available expansion mechanism. For example, with the cardinality threshold
0.47, about 6% of i9000 is accessed, and the recall rate relative to NN10 is 0.91. If range
expansion is performed the NN10 recall becomes 0.94 at 7.4% accessed objects, while for a
smaller cardinality threshold (ct = 0.4) the NN10 recall is 0.93 at 10.9% accessed objects. With
an increase in recall (0.94 vs 0.93) and less 3.5% (7.4% vs 10.9%) objects accessed, expansion
should be preferred in this case.
The results for the second dataset, i10000, are presented in the second half of Table 1. The
numbers indicate lower performance than on i9000. Much larger amounts of the i10000
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have to be analyzed in order to obtain acceptable recall rates. Note however that i10000 is
a synthetic dataset independent and identically-distributed (uniform distribution) across all
the dimensions, thus not a realistic one. The expansion mechanism clearly improves the recall
rate in this case as well.
Fig. 8. Comparing methods that use the euclidean metric
5.2.2 Time performance
Another set of experiments have been designed to observe the time performance of the
BitMatrix as a memory-based indexing method. A specific framework for high-dimensional
indexing evaluation has been used Gonçalves et al. (2007), and the experiments were run on
i9000 dataset. The MMDI allowed us to test a set of 5 methods: Sequential Scan, Bond, VA-File,
GridBitmap, and BitMatrix. The time columns in Figure 8 have four components: the time to
load the index in memory (if such an index exists), the time to search it, the time to load
objects data, and the time to search them. The total time for the BitMatrix is clearly smaller
than the values for Sequential Scan and Bond and is in the same range as the GridBitmap.
The VA-file’s time is not favorable to the method as it is tested using the same partitioning
scheme as GridBitmap and BitMatrix; with 7 ranges in each of the 256 dimensions, there are
7256 approximation cells, with the non-empty ones having at most one object. Thus, VA-file
has to access much more cells than real objects.
BitMatrix has been also evaluated in an independent multimedia retrieval test Acar et al.
(2008), where it has been shown to outperform a slim-tree index.
6. BitMatrix-based video retrieval—A case study
In this section we report on the implementation of a BitMatrix-based video retrieval system.
The experiments have been performed on the TRECVID 2007 dataset, which consists of 100
hours of videos from the BBC and the Danish national television.
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Another set of experiments have been designed to observe the time performance of the
BitMatrix as a memory-based indexing method. A specific framework for high-dimensional
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i9000 dataset. The MMDI allowed us to test a set of 5 methods: Sequential Scan, Bond, VA-File,
GridBitmap, and BitMatrix. The time columns in Figure 8 have four components: the time to
load the index in memory (if such an index exists), the time to search it, the time to load
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scheme as GridBitmap and BitMatrix; with 7 ranges in each of the 256 dimensions, there are
7256 approximation cells, with the non-empty ones having at most one object. Thus, VA-file
has to access much more cells than real objects.
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(2008), where it has been shown to outperform a slim-tree index.
6. BitMatrix-based video retrieval—A case study
In this section we report on the implementation of a BitMatrix-based video retrieval system.
The experiments have been performed on the TRECVID 2007 dataset, which consists of 100
hours of videos from the BBC and the Danish national television.
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Fig. 9. Answer computation
6.1 Features and descriptors
This case study integrates the whole range of available descriptors, from low- to high-level
ones. The list of low-level descriptors includes ColorLayout, ColorStructure, ScalableColor
and ColorMoments for color, EdgeHistogram, Homogeneous Texture, Wavelet texture and
Haralick for texture, RegionShape for shape, Scale Invariant Feature Transform Lowe (2003)
(for interest points, Spectral Centroid, Spectral Rollof Point, Spectral Flux, Compactness,
Spectral Variability, Root Mean Square, Fraction of Low Energy Windows, Zero Crossings,
Strongest Beat, Beat Sum, Strength of Strongest Beat, Mel Frequency Cepstral Coefficient,
Linear Predictive Coding and Area Method of Moments for audio.
The high-level features, such as the concepts automatically obtained with special detectors
Jiang et al. (2007) have been used to create a high-level descriptor, named the “Concepts”
descriptor. The “Concepts” descriptor construction is based on a 39-dimensional concept
space —a vector space where each concept is a dimension. The concept space Cn =
{c1, c2, .., cn}, where ci is a dimension corresponding to the ith concept and n is the
total number of concepts. Each of the annotated objects can be represented as a vector:
(v1, v2, .., vn), where each vi represents the value for the ith conceptual dimension.
With this representation, the “Concepts” descriptor can be indexed with multidimensional
techniques. This allows the use the BitMatrix for the entire range of low and high-level
descriptors.
6.2 Indexing and search
The indexing strategy has been to build descriptor-wise BitMatrix indexes off-line. This allows
an independent analysis of several similarity facets and an experimental evaluation of the
contribution of each descriptor to the retrieval tasks. The answer of a query-by-example
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with respect to the color feature, for example, can be obtained with several color descriptors,
each one showing a different facet of color similarity. Their usefulness for the search topics is
evaluated empirically.
The overall search process fits into the query-by-example paradigm, where the answer
computation is performed with respect to a combination of descriptors. Note however, that
when the “Concepts” descriptor is included in the combination , the search paradigm becomes
a combination of a typical query-by-example and a query-by-semantic-example Rasiwasia
et al. (2006). For example, the search can start with an image or video shot of a natural
scene and expect similar video items with respect to the ColorLayout, ColorStructure (color),
EdgeHistogram (texture), and “Concepts” descriptors.
Starting with a set of example objects, the first step is to translate their feature vectors into a
bit signature and then pass it to the BitMatrix-based answer computation step, as illustrated
in Figure 9. In the sequel, several binary lists, one for each selected descriptor, are obtained by
searching the corresponding BitMatrix indexes. We refer to these lists as binary lists because,
as shown in Section 5, the objects that obtain scores above an established cardinality threshold
are marked with 1, while the others are marked with 0.
Finally, the binary lists are aggregated with merge formulas. For example, a merge formula
may count the number of binary lists in which each object appears; weights can also be
assigned to each list. Figure 9 illustrates a merge formula that performs a bitwise AND
between corresponding positions of each binary list. As all have their third positions set to 1,
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are marked with 1, while the others are marked with 0.
Finally, the binary lists are aggregated with merge formulas. For example, a merge formula
may count the number of binary lists in which each object appears; weights can also be
assigned to each list. Figure 9 illustrates a merge formula that performs a bitwise AND
between corresponding positions of each binary list. As all have their third positions set to 1,
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Fig. 11. “Concepts” and audio-based results
the bitwise AND yields a 1 in the final result set, meaning that the third object will be among
the retrieved objects.
Note that instead of constructing binary lists, the object cardinalities, or even their exact
distances to the query objects can be recorded. In such a case, the lists aggregation can
be achieved by implementing rank-aggregation approaches, such as Fagin et al. (2003) and
Güntzer et al. (2000). The preference for binary lists is motivated by the lack of distinctiveness
between the scores of the nearest neighbors in high-dimensional spaces Katayama & Satoh
(2001). Moreover such binary lists can be aggregated with bitwise operations, which improves
the overall efficiency.
6.3 Parametrization
The cardinality thresholds used to obtain the binary lists were empirically determined by
performing several query-by-example iterations per descriptor. If high thresholds are used,
few objects are returned, while the use of small thresholds allows too many objects to appear
in the answer set. Cardinality thresholds were considered acceptable when allowing a number
of objects in the 500-700 range—an appropriate number of objects to be visually inspected in
a user interface.
The merge formula for the binary list aggregation has been the bitwise AND, which can be
efficiently computed with bitwise operations and sequential access.
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Fig. 12. Texture-based results
6.4 Search results
Search experiments were performed on top of the TRECVID 2007 dataset, containing
educational, cultural and youth-oriented programs, news magazines and historical footage
videos. Beside the great variety of subject matter, the video material has been primarily in
Dutch, without repetitive parts such as commercials, or repeated news footage.
While the TRECVID community is mainly focused on benchmarking the effectiveness of
video retrieval, the goal here was to tackle the retrieval problem from both effectiveness and
efficiency aspects.
Figures 10, 11 and 12 show several result sets consisting of video shots from the TRECVID
2007 dataset. Figure 10 shows the results of a color-based query-by-example; all the color
descriptors enumerated in Section 6.1 are involved. Figure 11 shows the results for the “Find
shots of a people walking or riding a bicycle” query; the search started with video samples of
people walking or riding bicycles and involved the “Concepts” and all the audio descriptors.
Figure 12 shows the results of a texture-based query-by-example search; the query image is
the one in the upper left corner of Figure 12 and the answer was obtained using all the texture
descriptors mentioned earlier: Edge Histogram, Haralick texture, Homogeneous Texture,
Region Shape, and Wavelet Texture.
The quality of the retrieval is evaluated by calculating average precision results. Four
components are typically required: a fixed number of multimedia objects to be searched on, a
fixed number of topics from which the queries will be chosen, an evaluation criteria such as
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Fig. 13. Average precision results
the precision/recall measure, and the relevance judgments or ground truth; TRECVID offered
them all. The average precision was measured per-topic, based on the positions of the relevant
documents. The precision is measured at every rank at which a relevant document is obtained
and then averaged over all relevant documents to obtain the average precision:
AP =
∑Nr=1 P(r)× relevant(r)
size o f ground truth
.
r is the rank, N is the number of retrieved documents, relevant() is a binary function on the
relevance at a given rank, and P() is the precision at that rank. Figures 13 and 14 illustrate the
average precision results obtained for two topics, namely “Find shots of a door being opened”
and “Find shots of a waterfront with water and buildings”.
Overall, the precision results indicate that our retrieval system’s effectivity was comparable
to the others. However, by indexing the whole spectrum of descriptors with the same index
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arranged for efficient sequential access and optimized bitwise operations. It can also be broken
into segments for distributed or parallel processing.
However, when application requirements are not that tough, other type of indexing methods
may be appropriate. For example, if a specific metric is established, or when the significance
of individual dimensions can be lost, metric-based access methods, such as LSH Datar et al.
(2004) or iDistance Jagadish et al. (2005) can be used. As we have stated in Section 4.6, a given
indexing approach could behave better in some situations than others.
The proposed BitMatrix index is expected to adapt well to the distributed and parallel
paradigms, allowing its use in software frameworks for parallel computations over large
data sets, such as “MapReduce” Dean & Ghemawat (2008). MapReduce allows to split an
application among a set of machines by dividing the job into Map and Reduce parts. The
BitMatrix search algorithm can have a Map phase, taking the initial bit matrix, splitting it into
smaller bit matrices, and sending the parts to different machines—so all would be searched
at the same time. The Reduce phase will then combine the partial results to get a single
answer set. This approach will allow larger amounts of high-dimensional data to be efficiently
searched, in a scalable manner.
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1. Introduction 
Nowadays, multimedia devices such as PCs, smart phones, and televisions have large 
storage capacities to store a lot of multimedia files and high-speed network ability to 
connect with each other and the Internet. The demand for multimedia content sharing in 
networks is scaled up supported by the availability of storage capability and network speed. 
Thus, innovative infrastructures and technologies have been introduced to efficiently share 
multimedia contents in distributed systems. 
One of the fundamental features of this sharing is metadata acquisition from the multimedia 
devices, because users in clients need to obtain information about multimedia contents from 
servers before they decide to manipulate or share the contents. However, obtaining 
multimedia metadata across multiple servers in networks usually results in high round-trip 
latency from a request to the response. Since this isn't responsive enough, a user may feel 
the user interface sluggish, delayed or frozen for significant periods. 
Additionally, users expect that the Search function with certain conditions and Sort function 
by the titles, the artists, the dates, etc. of contents are supported regardless of the location of 
the contents or the number of servers. However, adding additional protocols to support 
various kinds of metadata-based service is very difficult to implement and deploy due to the 
interoperability problem. 
Caching responses, historical and statistical information based prefetching, aggressive link 
based prefetching, full prefetching, and metadata database object acquisition, and the 
metadata aggregator-based centralized solution have been introduced to resolve these poor 
responsiveness and limitation of service extensibility from a user’s perspective. Some 
solutions have several usability problems such as long warm-up time or have a lack of 
service extensibility, while others hurt the interoperability of the multimedia metadata 
sharing system.  
In this chapter we introduce the solutions and guide you in order to figure out their 
limitations, pros and cons. This chapter is structured as follows: Section 2 covers the 
multimedia metadata sharing solutions and the examples; Section 3 explains the critical 
problems of metadata acquisition in multimedia sharing systems; Section 4 introduces the 
solutions to the problems; Conclusion section briefly restates challenges and the solutions 
for multimedia metadata sharing in networks. 
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2. Multimedia metadata sharing solutions 
As demand for multimedia content sharing in networks has grown rapidly, innovative 
infrastructures and technologies have been introduced to efficiently browse multimedia 
content lists, control playbacks, and deliver multimedia contents in distributed systems.  
 
Fig. 1. A typical multimedia sharing scenario of DLNA  
Thus, Universal Plug and Play Audio and Video (UPnP AV) architecture1 has been 
introduced as a candidate for multimedia distribution middleware for local networks, 
becoming widespread in many multimedia devices and software solutions in PCs. This 
architecture has been supervised by Digital Living Network Alliance (DLNA) 2 , a forum 
supported by many companies in the consumer electronics, multimedia, entertainment, and 
mobile industries.  
The key of the UPnP AV architecture and DLNA is multimedia metadata sharing. Therefore, 
their specifications and guidelines have protocols and constraints for multimedia metadata 
sharing. 
                                                 
1DLNA. http://www.dlna.org. A non-profit collaborative trade organization has more than 250 
member companies to make their products compatible with each other. The DLNA published its first 
set of Interoperability Guidelines in June 2004 and the first set of DLNA Certified products began 
appearing in market thereafter. To become certified, products pass through the DLNA Certification 
Program.  
2UPnP AV Architecture. UPnP AV is an audio and video extension of UPnP. It defines three device 
classes, actions and events among the classes. 
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2.1 UPnP AV 
UPnP was defined by the UPnP Forum 3 as what brings easy-to-use, flexible, standards-
based connectivity to peer-to-peer networks. It is an open architecture that uses established 
standards such as IPv4 4, HTTP 5, XML 6, and SOAP 7. The UPnP AV architecture defines AV 
device classes the general interaction between its Control Points and devices.  
 
Fig. 2. A typical metadata sharing system and the acquisition procedure 
 
Fig. 3. A content playback scenario involves three distinct UPnP AV components: a Media 
Server, a Media Renderer, and an UPnP AV Control Point 
                                                 
3UPnP Forum. http://www. upnp.org. Formed in October 1999, UPnP Forum is an industry initiative 
of more than 954 leading companies in computing, printing and networking; consumer electronics; 
home appliances, automation, control and security; and mobile products. 
4Internal Protocol version 4. 
5Hypertext Transfer Protocol. 
6Extensible Markup Language. http:// www.w3.org/XML/. 
7Simple Object Access Protocol. http://www.w3.org/TR/soap/. 
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2.1.1 UPnP AV device classes 
An UPnP AV Control Point is a device class responsible for coordinating and synchronizing 
distributed devices and a Media Server 8 is a device class defined as the source device of the 
media content responsible for exposing and streaming multimedia. In order to correspond 
with user inputs for the playback of multimedia contents, the Control Point coordinates, 
synchronizes, and interacts with its devices acting as a source called the Media Server and a 
sink called the Media Renderer 9.  
 
Fig. 4. The conceptual structure of UPnP MediaServer 
 
Fig. 5. The conceptual structure of UPnP MediaRenderer 
2.1.2 Metadata exchange in UPnP AV devices 
The Media Server exposes its contents via the Content Directory service (CDS) which 
establishes and maintains the hierarchical structure of UPnP container objects. Each object 
has multimedia content information and metadata such as the type, creator, date, and 
locator to access it and each CDS may have a unique structure and various objects. UPnP 
defines two requests to inspect a CDS such as Browse to browse the CDS structure and 
Search to obtain items conforming to specified search terms. A Browse request is mandatory 
in all CDSs, but a Search request is optional in UPnP AV specification. UPnP also defines 
                                                 
8UPnP MediaServer. http://www.upnp.org/specs/av/UPnP-av-MediaServer-v1-Device.pdf. 
9UPnP MediaRenderer. http://www.upnp.org/specs/av/UPnP-av-MediaRenderer-v1-Device.pdf. 
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two events such as SystemUpdateID 10 and ContainerUpdateIDs 11 to indicate the change in 
the CDS. UPnP AV architecture defines the control messages expressed in XML using 
SOAP. SOAP is similar to RPC where the client sends a request to the server and the server 
sends a response to the client. This architecture also standardizes the transport layer for 
SOAP in the architecture using HTTP. SOAP in HTTP is used for high interoperability when 
exchanging information in networks.  
 
Fig. 6. An example of the hierarchical CDS structure 
 
Fig. 7. An example of browsing the content list in the UPnP AV Control Point. The 
hierarchical structure of the CDS in figure 3 was navigated by Browse requests in this 
Example 
                                                 
10SystemUpdateID. When any content in the CDS is added, removed, or changed, the SystemUpdateID 
event must be delivered to all the subscribed UPnP AV Control Points. A mandatory event of UPnP AV 
specification.  
11ContainerUpdateIDs. When any content in specific containers in the CDS is added, removed, or 
changed, the ContainerUpdateIDs event with the information on the containers should be delivered to 
all the subscribed UPnP AV Control Points. A optional event of UPnP AV specification. 
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The aim of the DLNA is to enable end-to-end interoperability among the digital multimedia 
devices storing, playing and sharing digital content and help put an end to the 
fragmentation of multimedia sharing standards for multimedia devices. As a collaboration 
of the world’s leading consumer electronics, PC and mobile companies, the DLNA has 
created design guidelines for DLNA Certified products that can work together — no matter 
what the brand is. The DLNA has been based on the UPnP AV architecture, and put some 
constraints on the metadata exchange protocols of the architecture to ensure interoperability 
among devices in local networks.  
 
Fig. 8. DLNA certified products (http://www.dlna.org/products)  
3. Challenges of multimedia metadata sharing solutions 
Poor performance due to the round-trip latencies between the servers and clients is a typical 
problem of network-based solutions. Since some additional protocols to express the 
metadata hurt the responsiveness of multimedia applications, multimedia sharing systems 
suffer from serious usability problems due to poor responsiveness. Additionally, because 
multimedia metadata are distributed across several multimedia devices and the sharing 
protocols meet some constraints to improve interoperability, the extensibility of the 
metadata based services is usually poor. For instance, even if you want to sort multimedia 
contents according to geographic information, the UPnP AV architecture and DLNA don’t 
support that. Thus, you should introduce your own propriety protocol hurting 
interoperability.  
3.1 Performance  
A common serious usability problem in multimedia sharing systems in networks is poor 
responsiveness of metadata acquisition. Generally, 100 to 200ms is the threshold beyond 
which users will perceive a lag in an application 12. However, metadata acquisition in the 
                                                 
12Beigbeder, T., et al., (2003). The effects of loss and latency on user performance in Unreal Tournament, 
Proc. NetGames, (2004), pp. 144-151. 
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systems causes long round-trip latencies, due mainly to the protocol exchange mechanism. 
For this reason, interactive multimedia sharing applications have suffered and caused 
inconvenience to users. To avoid this problem, some solutions have tried to aggregate all the 
metadata in a controller device which has a user interface. In that case, a user usually suffers 
from long warm-up time to gather metadata instead of the responsiveness problem which 
was discussed above.  
 
Fig. 9. The comparison of average latencies of UPNP AV’s Browse requests to obtain 
metadata 13. The round-trip latencies of Browse requests with local MediaServers were 
definitely short 
3.2 Service extensibility problem 
Another critical problem is a lack of additional metadata-based functions such as search and 
sort with a title, date, or type of contents that provide convenient ways for the user to find 
expected multimedia content. However, if multimedia metadata spreads over several 
servers, it is difficult to implement these functions. Moreover, the functions also cause high 
round-trip latencies.  
4. Solutions 
To address challenges such as poor responsiveness and limitation of service extensibility 
from a user’s perspective as we described above, several solutions such as caching 
responses, historical and statistical information based prefetching, aggressive link based 
prefetching, full prefetching, metadata database object acquisition, and the metadata 
aggregator-based centralized solution have been introduced.  
4.1 Caching 
Caching the metadata in the client is one classical solution. The response to a user’s 
metadata request is stored in a cache. In this case, since the round-trip latency of a metadata 
                                                 
13Hochul, S., (2008). Achieving Low Latency of Multimedia Content Browsing in UPnP AV 
Architectures 
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request with a cache hit is definitely short, a user may be satisfied with a very fast response. 
Additionally, with a larger number of cache entries, the cache hit rate tends to be higher.  
 
Fig. 10. An example of metadata sharing systems with caching and the acquisition procedure  
 
Fig. 11. The comparison of round-trip latency of a user’s Browse requests in UPnP AV 
architecture with the typical, caching, and prefetching 
However, cache misses which are known as cold start or compulsory misses during cache 
warm-up are unavoidable and a cache does not guarantee 100% cache hit rate even after 
cache warm-up is completed. Moreover, it is difficult for caching to meet users’ needs of 
using a variety of metadata-based functions because the cache can only store part of the 
whole metadata. 
 




Fig. 12. The comparison of evaluated average latencies of Browse requests. Cache hits 
reduced the latencies dramatically14 
4.2 Prefetching 
Another solution is prefetching metadata responses to the expected requests. This means 
that a client sends requests based on users’ prior requests and stores the responses in the 
cache before the user requests them. The prefetching seems necessary to prevent cache 
misses and this could dramatically improve the round-trip latencies from the user’s 
perspective if the response to the request is already stored in the cache. There are several 
kinds of prefetching algorithms such as prefetching based on historical and statistical 
information, aggressive link based prefetching, and full prefetching before a user’s first 
input.  
 
Fig. 13. An example of metadata sharing systems with prefetching. The steps from 5 to 9 are 
to obtain metadata for users’ future requests according to historical and statistical 
information or the hierarchical structure of the contents before the next request 
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4.2.1 Historical and statistical information based prefetching 
To increase cache hit rate, we can predict users’ expected requests based on historical and 
statistical data, for example, a prediction based on what kinds of multimedia contents have 
been chosen or what search keywords have been used by the user. However, cache miss is 
inevitable because a user’s preference can always be changed.  
4.2.2 Aggressive link based prefetching 
Aggressive link based prefetching means that all possible links that a user may select must 
be prefetched. Multimedia metadata is usually stored and expressed as a hierarchical 
structure. So, while a user navigates the structure, all metadata in links the user can move 
will be obtained in advance before the user moves to one of the links. It ensures a cache hit 
rate of 100% at all times except in the case that a user’s input is faster than the response 
acquisition for the links. Also, it is not suitable for cases in which a link has a lot of items or  
that there are a lot of links that the user can move. 
4.2.3 Full prefetching 
The third solution is more aggressive to improve the usability. The solution is that the entire 
metadata stored in the servers is copied into the client using metadata acquisition protocols, 
even if the initial setup time is very long. It establishes the illusion of the original metadata 
storage at the client. After this has been established, users can access the storage with very 
low latencies and a variety of metadata-based functions can be supported as if the metadata 
storage is real. However, the whole metadata acquisition at the initial setup time may cause 
the huge protocol processing, data access time and the heavy traffic in networks due to very 
complicated low level protocol exchange, XML processing and retrieval of metadata from 
the database in the server and to the client. 
 
Fig. 14. An example of metadata sharing systems with full prefetching. The steps from 1 to 5 
are to obtain the whole metadata in all the servers via metadata exchange protocols and 
establish the illusion of metadata storage. Then, a user’s request refers to the illusion instead 
of the real servers 
4.3 Metadata database object acquisition  
The establishment of the illusion of metadata storage at the client is very effective for 
usability except for a very long initial setup time. Therefore, we propose a more aggressive 
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solution that copies the metadata database object itself from the servers to the client instead 
of copying metadata. If a client uses the same schema for metadata database as the servers, 
we can directly copy the database object from the servers to the client, and the client then 
can access the database object  without a very complicated and redundant metadata 
acquisition method in the network. Database object acquisition protocol is relatively much 
simpler than metadata acquisition protocol. For example, a typical multimedia metadata 
acquisition method uses HTTP and SOAP for extensibility, interoperability, and flexibility of 
services. 
On the other hand, these protocols are very complicated and cause very long round-trip 
latencies to exchange metadata. However, to obtain the database object, we can use the FTP 
which is a very simple and fast protocol. Additionally, since multiple database objects can 
be referred to in order to respond to user’s requests, various metadata-based functions can 
be very easily implemented. 
However, this solution requires the unified interface to the metadata database across several 
servers and clients. Thus, unlike the other solutions, changing both the servers and clients is 
required to apply this solution to your application. 
 
Fig. 15. An example of metadata sharing systems with Metadata database object acquisition. 
The steps from 1 to 5 are to obtain the whole metadata in all servers via file transfer 
protocols and establish the illusion of metadata storage. Then, a user’s request refers to the 
illusion instead of the real servers 
4.4 Metadata aggregator-based centralized solution 
To obtain metadata in distributed systems, a client must access all the servers which causes 
the service extension problem. For example, if a user wants to get items ordered by dates, 
the client must send messages to all the servers to obtain metadata, wait for the replies and 
then sort them. If the whole metadata is aggregated in one server, a client can only access 
this server instead of all the servers. Also, the caching mechanism or prefetching mechanism 
can be used for the clients. The aggregator is suitable to run on non-mobile devices working 
with many metadata servers. If there are a few servers, it is not beneficial to apply this 
solution to that environment.  
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Fig. 16. The conceptual diagram of metadata sharing systems with a metadata aggregator 
 
Fig. 17. An example of metadata sharing systems with a metadata aggregator. The steps 
from 1 to 5 are to obtain the whole metadata from all the servers and fill the metadata 
aggregator with the metadata from the servers. Then, a client accesses the aggregator 
instead of all the servers in the network 
4.5 Comparison of the solutions 
Any solution described above does not resolve both the performance and service 
extensibility problem of metadata sharing solutions for multimedia sharing systems as 
follows. 
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Table 1. Comparison of the metadata sharing solutions 
5. Conclusion  
In this chapter, we have presented the typical problems of metadata sharing. The latency 
problem and service extensibility problem are typical and crucial in industrial solutions but 
very difficult to resolve. To address those problems, caching responses, historical and 
statistical information based prefetching, aggressive link based prefetching, full prefetching, 
metadata database object acquisition, and the metadata aggregator-based centralized 
solution have been introduced and these have their own limitations, pros, and cons. Thus, 
you should understand that each solution has its own pros, cons, and limitations and figure 
out what solutions can be applied to your application. Most of all, the most important factor 
you should consider when you choose the solutions is how to satisfy users of your 
application. 
                                                 
15It depends on the cache algorithm, the number of cache entries, and cache replacement algorithm. 
16When cache-miss happens, long round-trip time is required.  
17It depends on the number of links, the duration between a user’s two inputs, and the speed of servers‘ 
response.  
18The metadata database object acquistion protocol must be implemented on the servers and clients. 
Also, the clients must be able to figure out that the servers support that protocol. 
19It takes long time to the aggregator gathers the whole metadata from the servers in the network. Then 
the clients can use the metadata immediately.  
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