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Abstract
Let X be a µ-symmetric Hunt process on a LCCB space E. For
an open set G ⊆ E, let τG be the exit time of X from G and AG be the
generator of the process killed when it leaves G. Let r : [0,∞[→ [0,∞[
and R(t) =
∫ t
0 r(s)ds.
We give necessary and sufficient conditions for EµR(τG) < ∞ in
terms of the behavior near the origin of the spectral measure of −AG.
When r(t) = tl, l > 0, by means of this condition we derive the Nash
inequality for the killed process.
In the diffusion case this permits to show that the existence of
moments of order l + 1 for τG implies the Nash inequality of order
p = l+2l+1 for the whole process. The associated rate of convergence of
the semi-group in L2(µ) is bounded by t−(l+1).
Finally, we show for general Hunt processes that the Nash inequal-
ity giving rise to a convergence rate of order t−(l+1) of the semi-group
implies the existence of moments of order l+1−ε for τG, for all ε > 0.
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1 Introduction
In the recent literature on convergence rates for continuous time Markov
processes, the link between functional inequalities and the integrability of
hitting times has regained a new interest.
The most studied case is undoubtedly the exponential one. It is known
since Carmona-Klein [7] (1983), that for a very general Markov process with
invariant probability µ and Dirichlet form (E ,D(E)) on L2(µ), the Poincare´
inequality
µ(f 2) ≤ CPE(f, f), f ∈ D(E), µ(f) = 0,
implies the exponential µ-integrability of hitting times of open sets. The
converse implication for reversible diffusions can be deduced from the Down-
Meyn-Tweedie work [9] (1995) on exponential convergence to equilibrium.
In the particular case of linear diffusions, a simple proof of the equivalence
between Poincare´ inequality and exponential integrability of hitting times,
with explicit estimations, was given in Loukianov, Loukianova and Song [14]
(2011). In a recent preprint [6] by Cattiaux, Guillin and Zitt (2011), the
authors show that for symmetric hypo-elliptic diffusions in Rn, both are
equivalent to the existence of Lyapounov functions.
Although the exponential case, at least for diffusion processes, is now
fairly well understood, the sub-exponential case, and in particular the poly-
nomial one, is less studied. To the best of our knowledge, the first work in
this direction was done by Mathieu [16] (1997). For a diffusion driven by a
polynomially decreasing potential, he gives a bound for the first moment of
hitting times and relates this bound to some functional inequality.
More recently, the last chapter of [6] is devoted to the study of the polyno-
mial case. For uniformly strongly hypo-elliptic symmetric diffusions on Rn,
using Lyapounov functions, the authors show that for open U the finiteness
of polynomial moments of hitting times vm(x) = Ex(T
m
U ), m ∈ N, together
with a local Poincare´ inequality (see [5]) implies the weak Poincare´ inequality
µ(f 2) ≤ β(s)E(f, f) + sOsc(f)2, s > 0, f ∈ D(E), µ(f) = 0, (1.1)
with the rate-generating function β of the form
β(s) = C
(
inf
{
u : µ
(
vm−1
1 + vm
< u
)
> s
})−1
. (1.2)
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It is well known since the work of Liggett [12] (1991), Ro¨ckner and Wang
[19] (2001) and Wang [21] (2003) that the weak Poincare´ inequality (1.1)
gives rise to the L2−convergence of the semigroup with the speed at least
ξ(t) := inf{s > 0; −(1/2)β(s) log s ≤ t}.
When the weak Poincare´ inequality is deduced as a consequence of the finite-
ness of the m-th moment vm(x) = Ex(T
m
U ), one interesting question is the
explicit dependence of ξ(t) on m. Unfortunately, the implicit form of β(s) in
(1.2) makes it difficult to obtain this dependence explicitly.
The aim of the present work is to describe more explicitly an inequality
which corresponds to the finiteness of polynomial moments of hitting times.
It is known that in the case β(s) = cs1−p with p > 1 and some c > 0, the
weak Poincare´ inequality (1.1) is equivalent to the following Nash inequality
of order p:
µ(f 2) ≤ CE1/p(f, f)Φ1/q(f), f ∈ D(E), µ(f) = 0,
1
p
+
1
q
= 1, (1.3)
where Φ(f) = Osc(f) and C > 0.
Hence in this paper we concentrate on the study of the Nash inequality.
More precisely, we show that the finiteness of polynomial (not necessarily
integer) moments of hitting times is related to the Nash inequality with
explicit relation between the order of the moment, the order of the inequality
and the speed of convergence of the semigroup. Let l > 0. Our result can be
summarized in the following scheme:
EµT
l+1
U <∞ =⇒ Nash inequality of order
l+2
l+1
=⇒ EµT
l+1−ε
U <∞, (1.4)
for all ε > 0. Moreover it is well known since [12] that for symmetric semi-
groups, the Nash inequality of order l+2
l+1
is equivalent to
µ((Ptf)
2) ≤ CΦ(f)t−(l+1), µ(f) = 0, f ∈ L2(µ).
The first implication of (1.4) is proved only in the diffusion case, but the
second one is valuable for a very general Markov process. The method to
prove the first implication relies on the use of killed processes. More precisely,
we establish a condition for the existence of general hitting time moments
in terms of spectral properties of the killed process. This spectral condition
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generalizes the well known equivalence “exponential moments ⇐⇒ spectral
gap”.
Let us now give the precise statement of our results. X will be a µ-
symmetric Hunt process on a LCCB space E where µ is a bounded Radon
measure (wlog we suppose that µ is a probability measure). For an open
set G ⊆ E, set τG = inf{t ≥ 0 : Xt /∈ G} the exit time of X from G and put
P Gt [A](x) = Px[Xt ∈ A; t < τG] for a measurable subset A of E. Denote A
G
the infinitesimal generator of (P Gt ) in L
2(IG ·µ(dx)) and let (E
G
ξ , ξ ≥ 0) be its
spectral family.
It is known, see e.g. Friedman [10] (1973) or Loukianova, Loukianov and
Song [14] (2011), that Eµ exp(λτG) <∞; λ < λ0, is equivalent to the fact that
−AG has a spectral gap of width at least equal to λ0. It turns out that hitting
time moments generated by other functions than the exponential ones are
still related with the spectral properties of −AG in the following sense: Let
r : [0,∞[→ [0,∞[, R(t) =
∫ t
0
r(s)ds and denote by Λr : [0,∞[→ [0,∞] the
Laplace transform of r:
∀ξ ≥ 0, Λr(ξ) =
∫ ∞
0
r(t)e−ξtdt. (1.5)
We show in Theorem 2.2 that EµR(τG) < ∞ if and only if the spectral
measure of −AG integrates Λr :
∀f : G→ R, ‖f‖∞ <∞,
∫
[0,∞[
Λr(ξ)d(E
G
ξf, f) <∞.
This condition on the spectral measure will be called in the sequel the r-
spectral condition. Then we show how we can derive in a very elementary
way the Nash inequality for the killed process XG with the help of the spectral
condition specified by r(t) = tl (Proposition 2.5). In this case the correspond-
ing rate of transience of the killed process, i.e. the rate of convergence of P Gt
to zero, is given by t−(l+1). All this is the content of Section 2, which is
entirely devoted to the study of the killed process.
In Section 3 we address the question how the polynomial spectral condi-
tion for the killed process (equivalently the existence of polynomial moments
of hitting times) can be used to derive the Nash inequality for the non-
killed process. In this section, our method applies only in the case when the
Dirichlet form is local, i.e. in the diffusion case, in the sense that X has a.s.
continuous trajectories. But we do not need to suppose that the process is
driven by a stochastic differential equation.
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In the one-dimensional case, from the existence of polynomial moments
of order l+1 > 1, we derive the Nash inequality specified by p = l+2
l+1
without
any further assumptions.
The multidimensional diffusion case is treated as well. Here we need an
additional non-degeneracy condition on the diffusion: like in [6], we have to
suppose that a local Poincare´ inequality on some small domain holds, see
Remark 5. At the end of this section we provide the example of a multi-
dimensional diffusion verifying Ho¨rmander’s condition for which our result
holds.
Finally, in Section 4 we study the implication “Nash inequality =⇒ poly-
nomial moments”. The Nash inequality gives an explicit α-mixing rate of the
process, and then the main idea is to use this mixing rate in order to obtain a
deviation inequality to estimate Pµ(τG > t). This nice idea is borrowed from
Cattiaux and Guillin (2008), [4]. As a consequence, Nash inequality of order
p = l+2
l+1
implies the existence of the polynomial moments of hitting times of
order l + 1− ε, for any ε > 0. Note also that this last section is valuable for
general Hunt processes.
2 Killed process.
2.1 Modulated moments and spectral condition for the
killed process.
Consider a Hunt process X on a LCCB space E in the sense of Fukushima,
Oshima, Takeda (1994), [11]. Let µ be a Radon measure on E. Suppose
that µ is bounded (wlog µ is supposed to be a probability measure) and that
X is a µ-symmetric process. Let (Pt)t≥0 be the transition semigroup of X .
Denote by Px the law of the process X issued from x ∈ E.
For an open set G ⊆ E, set
τG = inf{t ≥ 0 : Xt /∈ G}
the exit time of X from G. All the long of this section we suppose τG < ∞
almost surely. Introduce
P Gt [A](x) = Px[Xt ∈ A; t < τG]
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for a measurable subset A of E, and set
XGt =
{
Xt, 0 ≤ t < τG
∆ t ≥ τG.
Then, according to [11], XG is a Hunt process on the state space G ∪ ∆,
symmetric with respect to the measure IG ·µ(dx), with transition semi-group
(P Gt )t≥0. If A
G denotes the infinitesimal generator of (P Gt ) in L
2(IG ·µ(dx)), A
G
is a self-adjoint negative operator. Let us denote by (·, ·) the scalar product
in L2(IG · µ(dx)) and by (E
G
ξ , ξ ≥ 0) the spectral family of −A
G.
Recall now the basic properties of the spectral decomposition. (EGξ , ξ ≥ 0)
is a right-continuous and increasing family of projection operators such that
for any bounded and continuous function f defined on [0,∞[, f(−AG) is given
by
f(−AG)u =
∫
[0,∞[
f(ξ) dEGξu, u ∈ L
2(IG · µ(dx)).
In particular,
Id u =
∫
[0,∞[
dEGξu, −A
Gu =
∫
[0,∞[
ξ dEGξu
and
P Gt u = exp(tA
G)u =
∫
[0,∞[
e−ξt dEGξu.
Recall that for all u, v ∈ L2(IG · µ(dx)),
(f(−AG)u, g(−AG)v) =
∫
[0,∞[
f(ξ)g(ξ) d(EGξu, v).
Actually, the bounded variation function ξ → (EGξu, u) is only increasing on
the spectrum of −AG and its discontinuity points are eigenvalues of −AG.
Denote by EG the Dirichlet form associated with −A
G on L2(IG · µ(dx)). We
have
EG(u, v) =
∫
[0,∞[
ξ d(EGξu, v).
Let HGξ be the image space of E
G
ξ .
Proposition 2.1. Under the condition τG <∞ almost surely, we have H
G
0 =
{0}.
6
Proof. HG0 is invariant under P
G
t for all t > 0. Indeed, using E
G
λE
G
0 = E
G
0
∀λ ≥ 0 we see that ∀u ∈ HG0 , ∀t ≥ 0
P Gt u =
∫
[0,∞[
e−ξt dEGξu = e
0EG0u = u.
For all v ≥ 0, bounded, limt→∞ P Gt v = limt→∞ E[v(Xt)1t<τG ] = 0 and hence
(u, v) = (P Gt u, v) = (u, P
G
t v)→ 0, t→∞. Positive bounded functions being
dense in L2, we conclude that u = 0.
Since EG0 = 0, one has
∫
[0,∞[ f(ξ) dE
G
ξu =
∫
]0,∞[ f(ξ) dE
G
ξu, so the integral
makes sense even if f is not defined at 0.
It is known, see [10] and [14], that the existence of exponential moments
of τG is equivalent to the fact that −A
G has a spectral gap or, equivalently,∫
]0,λ0[
dEGξ = 0 for some λ0 > 0. It turns out that moments generated by
other functions than the exponential ones, are still related with the spectral
properties of −AG. In this section we give necessary and sufficient conditions
for the existence of arbitrary moments of τG in terms of the behavior near
the origin of the spectral measure dEGξ .
Let r : [0,+∞[→ [0,+∞[ be some measurable non-decreasing function,
and denote Λr : [0,∞[→ [0,∞] its Laplace transform:
∀ξ ≥ 0, Λr(ξ) =
∫ ∞
0
r(t)e−ξtdt. (2.1)
Instead of hitting time moments, we consider more generally modulated mo-
ments defined by
∫ τG
0
r(t)f(Xt)dt. Denote by Bb the space of Borel-measurable
and bounded real functions. Let R(t) =
∫ t
0
r(s)ds and ‖.‖1 := ‖.‖L1(IG·µ(dx)).
Theorem 2.2. The following four conditions are equivalent:
1. EµR(τG) <∞;
2. For all f ∈ Bb, x→ f(x)× Ex
∫ τG
0
r(t)f(Xt)dt ∈ L
1(IG · µ(dx));
3. For all f ∈ Bb,
∫
[0,∞[Λr(ξ)d(E
G
ξf, f) <∞;
4. For all f ∈ Bb,
∫∞
0
r(t)‖P Gt/2f‖
2 dt <∞.
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Moreover, for any f ∈ Bb,
‖f × E.
∫ τG
0
r(t)f(Xt)dt‖1 =
∫
[0,∞[
Λr(ξ)d(E
G
ξf, f) =
∫ ∞
0
r(t)‖P Gt/2f‖
2 dt.
(2.2)
Remark 1. In the sequel the condition 3. of Theorem 2.2 will be called the
r- spectral condition for the killed process.
Proof. The equivalence 1 ⇐⇒ 2 is obvious. The following calculus yields
2. ⇐⇒ 3. ⇐⇒ 4. and the equality (2.2) for positive bounded functions.(
f,E.
∫ τG
0
r(t)f(Xt) dt
)
=
(
f,
∫ ∞
0
r(t)P Gt f(.) dt
)
=
∫ ∞
0
r(t)
(
f, P Gt f
)
dt
=
∫ ∞
0
r(t)‖P Gt/2f‖
2 dt =
∫ ∞
0
r(t)
(
f,
∫
[0,∞[
e−ξtdEGξ f
)
dt =
=
∫ ∞
0
r(t)
∫
[0,∞[
e−ξt d
(
EGξ f, f
)
dt =
∫
[0,∞[
∫ ∞
0
r(t)e−ξt dt d
(
EGξf, f
)
=
=
∫
[0,∞[
Λr(ξ) d
(
EGξ f, f
)
.
If EµR(τG) <∞ and f is bounded, to show the equalities of (2.2) we use
Ex
∫ ∞
0
r(t)|f(Xt)|1(t<τG)dt ≤ ‖f‖∞
∫ ∞
0
r(t)Px(τG > t)dt = ‖f‖∞ExR(τG),
the last expectation being finite for µ-almost all x ∈ G.
Example 2.3. Consider the case r(t) = tl, l > 0. We have for ξ ≥ 0
Λr(ξ) = Γ(l + 1)ξ
−(l+1). Hence
x→ Exτ
l+1
G
∈ L(IG · µ(dx)) ⇐⇒
∫
[0,∞[
ξ−(l+1)d(EGξf, f) <∞, (2.3)
for all f non-negative and bounded. In the next section we will explain how
to use the spectral condition to obtain functional inequalities for XG and
then for X.
Example 2.4. Consider the case r(t) = eλt, λ > 0. We have
Λr(ξ) =
1
ξ − λ
, if ξ > λ, Λr(ξ) = +∞ otherwise.
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Put
λ0 = sup{λ > 0, x→ Exe
λτG ∈ L1(IG · µ(dx))}.
We obtain that λ0 is the infinum of the spectrum of −A
G.
2.2 Polynomial spectral condition and Nash inequal-
ity for killed process.
In [12] Liggett introduced the following Nash inequality for a Dirichlet form
E(f, f) associated to a linear operator generating a strongly continuous Marko-
vian semigroup with invariant probability measure µ.
µ((f − µ(f))2) ≤ CE1/p(f, f)Φ1/q(f), f ∈ D(E). (2.4)
Here 1 < p, q < ∞ with 1/p + 1/q = 1, C is a positive constant, and
Φ : L2(µ)→ [0,∞] satisfies Φ(cf) = c2Φ(f), for any c ∈ R and f ∈ L2(µ). It
is shown in [12] that if in addition Φ(Ptf) ≤ Φ(f) ∀f ∈ L
2(µ), ∀t > 0, then
the inequality (2.4) is equivalent to
∃C > 0, ‖Pt(f)− µ(f)‖
2
2 ≤ C
Φ(f)
tq−1
(2.5)
for all f ∈ L2(µ) and t > 0. If the semi-group of X is conservative, symmetric
and ergodic, µ(f) = E0f. Hence we will consider the following form of the
Nash inequality:
‖f − E0(f)‖
2 ≤ CE1/p(f, f)Φ1/q(f), f ∈ D(E). (2.6)
Let us point out again that for the killed process the semi-group is not con-
servative, transient, and E0 = 0. The following proposition shows that the
condition Eµτ
l+1
G
< ∞ implies the Nash inequality in the form (2.6) for the
killed process.
Proposition 2.5. Let l > 0. Suppose that Eµτ
l+1
G
< ∞. Then the Nash
inequality (2.6) holds for the killed process with p = l+2
l+1
and q = l + 2 and
Φ(f) ≤ ‖f‖2∞Eµτ
l+1
G
.
Proof. In virtue of Theorem 2.2, the condition Eµτ
l+1
G
<∞ is equivalent to∫
[0,∞[
1
ξl+1
d(EGξf, f) <∞,
9
for all bounded f. Let f ∈ D(EG). Suppose that p
−1 + q−1 = 1 and write,
using Ho¨lder’s inequality:
‖f − E0f‖
2 = ‖f‖2 =
∫
[0,∞[
d(EGξf, f) =
∫
[0,∞[
ξ1/pξ−1/pd(EGξf, f) ≤(∫
[0,∞[
ξd(EGξf, f)
)1/p
×
(∫
[0,∞[
ξ−q/pd(EGξf, f)
)1/q
= E
1/p
G
(f)Φ1/q(f),
where
Φ(f) =
∫
[0,∞[
ξ−q/pd(EGξf, f).
Now we choose p and q in such a way that
Φ(f) =
∫
[0,∞[
ξ−(l+1)d(EGξ f, f).
This choice is given by p = l+2
l+1
and q = l + 2. Finally we obtain for all
f ∈ D(EG)
‖f − E0f‖
2 ≤ EG(f)
(l+1)/(l+2) × Φ1/(l+2)(f),
where Φ satisfies Φ(cf) = c2Φ(f) for any c ∈ R and Φ(f) < ∞ for all
bounded f . Also
Φ(P Gt f) =
∫
[0,∞[
ξ−(l+1)e−2ξtd(EGξf, f) ≤ Φ(f).
3 Polynomial moments and Nash inequality
for non-killed process.
In this section we show how polynomial modulated moments are related to
Nash inequality for the non-killed process. The result can be resumed as
follows. For all l > 0, for all ε > 0 we have: “integrability of moments of
order l+1 =⇒ Nash inequality giving rise to L2 convergence of the semigroup
with speed t−(l+1)=⇒ existence of moments of order l + 1− ε”.
For the second implication we work under the general conditions of Sec-
tion 2. For the first implication “moments imply Nash” we work in the
diffusion case only. In dimension 1, no hypothesis on the diffusion is im-
posed. In higher dimension, however, we need a non-degeneracy condition
which is a local Poincare´ inequality (see the comments in Remark 5).
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3.1 Polynomial moments =⇒ Nash inequality. One-
dimensional diffusion case.
In this subsection we show that the Nash inequality for a killed diffusion
process on R implies the Nash inequality for the non-killed process. Fix
some a ∈ R and let G− =] − ∞, a[, G+ =]a,∞[. We use some well-known
techniques which are specific to the one-dimensional case.
Since X is a diffusion, it possesses a scale function S and a corresponding
speed measure m. Denote by dS the measure induced by S(x). Let F (x) be
a real function on R. We shall write dF ≪ dS, if there exists a function f(x)
in L1loc(dS) such that∫ b
a
f(x)dS(x) = F (b)− F (a), ∀a < b.
The function f(x) will be denoted dF
dS
(x). Introduce then the function spaces
F =
{
F ∈ L2(m) : dF ≪ dS,
dF
dS
∈ L2(dS)
}
, (3.1)
F]a,∞[ = {F ∈ F : F (x) = 0, x ≤ a},
F]−∞,a[ = {F ∈ F : F (x) = 0, x ≥ a}.
We do not assume that dS and m are absolutely continuous with respect to
the Lebesgue measure. We cite the following theorem from [14].
Theorem 3.1 ([14]). The diffusion X is m-symmetric. The Dirichlet space
associated with X is the function space F given by (3.1), and the Dirichlet
form has the expression
E(F, F ) =
∫ ∞
−∞
(
dF
dS
)2
(x)dS(x), F ∈ F .
The restriction of the Dirichlet form E on F]a,∞[ is the Dirichlet form
E]a,∞[ associated with the semigroup (P
]a,∞[
t )t≥0 of the process X killed when
it exits ]a,∞[. The killed process X ]a,∞[ is symmetric with respect to the
measure I]a,∞[ ·m(dx).
The same is true (with obvious modifications) for E]−∞,a[.
The proof of this theorem is given in [14].
We can now state the Nash inequality for the non-killed process X. For a ∈ R
introduce the hitting time Ta = inf{t ≥ 0, Xt = a}.
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Theorem 3.2. Let l > 0. Suppose that for some a ∈ R∫ +∞
−∞
Ex(Ta)
l+1m(dx) <∞. (3.2)
Then for µ(.) = 1
m(R)
m(.), Nash inequality
µ((F − µ(F ))2) ≤ E1/p(F, F )Φ1/q(F ), F ∈ D(E)
holds with p = l+2
l+1
, q = l + 2. The function Φ : L2(µ) → [0,+∞] satisfies
Φ(cF ) = c2Φ(F ) for all c ∈ R and Φ(PtF ) = Φ(F ) for all t > 0. Also for all
F ∈ L2(µ),
Φ(F ) ≤ C‖F − µ(F )‖2∞. (3.3)
Remark 2. Note that by the “all-or-none” property obtained in [13], Theorem
4.5, (3.2) holds for some a if and only if it holds simultaneously for all a ∈ R.
In this case ExTa <∞ ∀x ∈ R, ∀a ∈ R, and hence m(R) <∞.
Remark 3. Note also that
Φ(F ) ≤ C(sup
R
F − inf
R
F )2 = C Osc(F )2. (3.4)
Proof. Fix a point a ∈ R. Then the variational formula for the variance gives
for all F ∈ F ,∫ +∞
−∞
(F (x)− µ(F ))2 dm(x) ≤
∫ +∞
−∞
(F (x)− F (a))2 dm(x) =
=
∫ a
−∞
(F (x)− F (a))2 dm(x) +
∫ +∞
a
(F (x)− F (a))2 dm(x).
Write
F−(x) = (F (x)− F (a))1{x<a}, F+(x) = (F (x)− F (a))1{x>a}.
Then F− ∈ F]−∞,a[ and F+ ∈ F]a,∞[. Hence we can apply Proposition 2.5 for
both G− =]−∞, a[, G+ =]a,∞[. Denote
E]−∞,a[ = E− and E]a,+∞[ = E+.
Denote
Φ−(u) =
∫
[0,∞[
ξ−(l+1)d(EG
−
ξ u, u), and Φ+(u) =
∫
[0,∞[
ξ−(l+1)d(EG
+
ξ u, u),
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then with p = l+2
l+1
and q = l + 2,
∫ a
−∞
(F (x)− F (a))2 dm(x) +
∫ +∞
a
(F (x)− F (a))2 dm(x) ≤
≤ E
1/p
− (F−)Φ
1/q
− (F−) + E
1/p
+ (F+)Φ
1/q
+ (F+) ≤
≤ Φ1/q− (F−)
(∫ a
−∞
(
dF
dS
)2
(t)dS(t)
)1/p
+ Φ
1/q
+ (F+)
(∫ +∞
a
(
dF
dS
)2
(t)dS(t)
)1/p
≤
≤ (Φ
1/q
− (F−) + Φ
1/q
+ (F+))
(∫ +∞
−∞
(
dF
dS
)2
(t)dS(t)
)1/p
= E1/p(F )Φ1/qa (F ),
where
Φa(F ) = (Φ
1/q
− (F−) + Φ
1/q
+ (F+))
q.
The above result holds for any a ∈ R. Hence we can put
Φ(F ) = sup
t≥0
inf
a∈R
Φa(PtF ). (3.5)
Then
Φ(cF ) = c2Φ(F ) and Φ(PtF ) = Φ(F )
are trivially satisfied. It remains to show that under the conditions of the
theorem, Φ satisfies (3.3).
In virtue of Theorem 2.2,
Φ−(F−) =
∫ a
−∞
(F (x)− F (a))× Ex
∫ Ta
0
sl × (F (Xs)− F (a))ds m(dx) ≤
≤ 4‖F − µ(F )‖2∞
∫ a
−∞
ExT
l+1
a m(dx). (3.6)
In the same way,
Φ+(F+) ≤ 4‖F − µ(F )‖
2
∞
∫ +∞
a
ExT
l+1
a m(dx)
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and thus
Φa(F ) ≤ 4‖F − µ(F )‖
2
∞(
(
∫ a
−∞
ExT
l+1
a m(dx))
1/q + (
∫ +∞
a
ExT
l+1
a m(dx))
1/q
)q
.
We deduce, using ‖PtF‖∞ ≤ ‖F‖∞ and µ(PtF ) = µ(F ) that
inf
a
Φa(PtF ) ≤ 4‖PtF − µ(PtF )‖∞
inf
a∈R
(
(
∫ a
−∞
ExT
l+1
a m(dx))
1/q + (
∫ +∞
a
ExT
l+1
a m(dx))
1/q
)q
≤ 4‖F − µ(F )‖∞
inf
a∈R
(
(
∫ a
−∞
ExT
l+1
a m(dx))
1/q + (
∫ +∞
a
ExT
l+1
a m(dx))
1/q
)q
,
and this implies (3.3).
Remark 4. Under the assumptions of Theorem 3.2, Liggett [12], Theorem
2.2, shows that
‖PtF − µ(F )‖
2
2 ≤ C
Φ(F )
tl+1
, F ∈ F .
Hence under the assumption of integrability of l + 1−moments of hitting
times we obtain a polynomial decay of the transition semigroup Pt of X at
the same rate t−(l+1).
3.2 Polynomial moments =⇒ Nash inequality. General
diffusion case.
In this section we come back to the general conditions of Section 2 and
consider the µ−symmetric Hunt process X on the LCCB space E such that
µ(E) = 1, with semigroup (Pt)t≥0 and associate Dirichlet form (E ,D(E)) on
L
2(µ).
Assumption 3.3. Assume that the Dirichlet space (E ,D(E)) of X contains
regularized indicator functions: For any compact set K and relatively com-
pact open set G with K ⊂ G, ∃ u ∈ D(E) such that 0 ≤ u ≤ 1, u ≡ 1 on K,
u ≡ 0 on Gc.
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This is the case when the Dirichlet form is regular, see Fukushima et al.
(1994), [11], p.6.
Assumption 3.4. Assume that the Dirichlet form (E ,D(E)) admits a carre´
du champ Γ.
Following Bouleau and Hirsch (1991), [1], Proposition 4.1.3., this means
that there exists a unique positive symmetric and continuous bilinear form
from D(E)× D(E) into L1(µ), denoted by Γ and called the carre´ du champ
operator, such that ∀f, g, h ∈ D(E) ∩ L∞,
E(fh, g) + E(gh, f)− E(h, fg) =
∫
h Γ(f, g)dµ. (3.7)
Assumption 3.5. Assume that the Dirichlet form (E ,D(E)) is local.
In this case, by [1], Proposition 6.1.1.,
∀f ∈ D(E), E(f, f) =
1
2
∫
E
Γ(f, f)dµ.
Note that the locality of the form is equivalent to assume that the process
X is a diffusion process, in the sense that X has a.s. continuous trajectories,
see Theorem 4.5.1 of [11].
Assumption 3.6. Assume that E is recurrent, i.e. 1 ∈ D(E) and E(1, 1) =
0.
Recall the definition of the spaces Dp, p ≥ 2, similar to the definition of
Sobolev spaces, ([1], definition 6.2.1):
Dp = {f ∈ D(E) ∩ L
p; Γ(f, f)1/2 ∈ Lp}.
and, for f ∈ Dp,
‖f‖Dp = ‖f‖Lp + ‖Γ(f, f)
1/2‖LP .
The following proposition is proved in [1] (proposition 6.2.3).
Proposition 3.7. Let p, q, r ≥ 2 with 1
p
+ 1
q
= 1
r
. Then
f ∈ Dp and g ∈ Dq =⇒ fg ∈ Dr and ‖fg‖Dr ≤ ‖f‖Dp‖g‖Dq .
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For any set G and any r > 0 we set Gr = {x : dist(x, G) < r}. Under
assumptions 3.3, 3.4, 3.6 the following theorem holds:
Theorem 3.8. Let l > 0. Suppose there exists an open relatively compact
subset G ⊂ E and r > 0 such that the following conditions are satisfied.
1. For A ∈ {Gr; G¯
c}
Exτ
l+1
A ∈ L
1(µIA).
2. µ satisfies a local Poincare´ inequality in restriction to Gr \ G¯, that is∫
Gr\G¯
f 2dµ ≤ CP (G, r)
∫
Gr\G¯
Γ(f, f)dµ
for all f ∈ D(E) having
∫
Gr\G¯ fdµ = 0.
3. Suppose that the regularized indicator u of the set G given by 0 ≤ u ≤ 1,
u = 1 on G¯, u = 0 on Gcr, verifies
C(u, r) := ‖Γ(u, u)‖∞ <∞. (3.8)
Then the following Nash inequality holds: For any f ∈ D(E) with µ(f) = 0,
µ(f 2) ≤ E1/p(f, f)Φ1/q(f),
where q = l+2, 1/p+1/q = 1. Here, the function Φ : L2(µ)→ [0,∞] satisfies
∀a ∈ R, Φ(af) = a2Φ(f) and Φ(Ptf) ≤ Φ(f) for all t ≥ 0, f ∈  L
2(µ).
Moreover
Φ(f) ≤ 2[1 + C(u, r)CP (G, r)] Osc(f)
2[
∫
Gr
Exτ
l+1
Gr
µ(dx) +
∫
G¯c
Exτ
l+1
G¯c
µ(dx)].
Proof. Let f ∈ D(E)) with µ(f) = 0.
By the variational definition of the variance, we have that∫
f 2(x)µ(dx) ≤
∫
( f(x)− c)2µ(dx),
where c is given by c = 1
µ(Gr\G¯)
∫
Gr\G¯ fdµ. The use of this constant will become
clear in formula (3.12) later.
Denote f˜ = f − c. Let u be the regularized indicator of G. Write f˜ =
f˜u+ f˜(1− u). Using proposition 3.7, since u ∈ D∞ and f˜ ∈ D2 = D(E), we
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have f˜u ∈ D(E). Hence both f˜u and f˜(1 − u) belong to D(E). Now we can
write∫
E
(f˜(x))2µ(dx) =
∫
E
(f˜u+ f˜(1− u))2(x)µ(dx)
≤ 2
[∫
E
(f˜u)2(x)µ(dx) +
∫
E
(f˜(1− u))2(x)µ(dx)
]
= 2
[∫
Gr
(f˜u)2(x)µ(dx) +
∫
G¯c
(f˜(1− u))2(x)µ(dx)
]
.
We want to apply Proposition 2.5 both to Gr and to G¯
c. For that sake, note
that f˜u ∈ D(E) and its quasicontinuous modification is zero on Gcr. Hence by
(4.3.1) of [11], f˜u ∈ D(EGr). In the same way f˜(1− u) ∈ D(EG¯c). Denote
ΦGr(f˜) =
∫
[0,∞[
ξ−(l+1)d(EGrξ f˜u, f˜u),
and
ΦG¯
c
(f˜) =
∫
[0,∞[
ξ−(l+1)d(E G¯
c
ξ f˜(1− u), f˜(1− u)).
We have∫
Gr
(f˜u)2(x)µ(dx) ≤ [EGr(f˜u, f˜u)]
1/p[ΦGr(f˜)]1/q ≤ E1/p(f˜u, f˜u)[ΦGr(f˜)]1/q,
where the first inequality follows from Proposition 2.5, and the second since
EGr is just the restriction of the Dirichlet form E to FGr .
Analogously,∫
G¯c
(f˜(1− u))2(x)µ(dx) ≤ E1/p(f˜(1− u), f˜(1− u))[ΦG¯
c
(f˜)]1/q.
We have to control E(f˜u, f˜u) and E(f˜(1−u), f˜(1−u)). We have (Propo-
sition 6.2.3 of [1] and Cauchy-Schwartz)
Γ(f˜u, f˜u) ≤ 2(Γ(f˜ , f˜) + f˜ 2Γ(u, u)). (3.9)
We need to show that Γ(f˜ , f˜) = Γ(f, f) ( equivalently Γ(f, c) = 0, Γ(c, c) =
0). Note that by [1], prop. 5.1.3., the locality of the form is equivalent to
∀f, g ∈ D(E), ∀a ∈ R, (f + a)g = 0 =⇒ E(f, g) = 0.
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Using the characterization of Γ in (3.7) and the locality of the Dirichlet
form we see that for any h ∈ D(E)∩L∞,
∫
E
hΓ(f, c)dµ = 0 and
∫
E
hΓ(c, c)dµ =
0. Also, any positive h ∈ L1 ∩ L∞ is the almost everywhere limit of a
uniformly bounded sequence of positive elements of D(E) ∩ L∞. Indeed,
limλ→∞ λRλh = h a.s. at least for one subsequence of λ. For each λ > 0
λRλh belongs to D(E), and if ‖h‖∞ ≤ C then ‖λRλh‖∞ ≤ C, see [1], propo-
sition 4.1.3 and 3.2.1. Hence, by dominated convergence,
∫
E
hΓ(f, c)dµ = 0
and
∫
E
hΓ(c, c)dµ = 0 for any positive h ∈ L1 ∩ L∞. But this implies that
Γ(f, c) = 0 and Γ(c, c) = 0 almost surely.
Still using locality we show that Γ(u, u) = 0 on G¯ and Gcr. Firstly, using
the definition of Γ, for any f ∈ D(E) ∩ L∞, such that Supp(f) ∈ Gcr,∫
E
f Γ(u, u) d µ = 2 E(fu, u) − E(u2, f), (3.10)
and since fu2 = 0, we conclude that
∫
E
fΓ(u, u)dµ = 0 for such a f and
hence forall f ∈ D(EGcr) ∩ L
∞. To conclude that Γ(u, u) = 0 on Gcr we need
the same property with f ∈ L1(Gcr) ∩ L
∞. For this sake we use that for any
f ∈ L1(Gcr) ∩ L
∞, it holds
f = lim
λ→∞
λR
G
c
r
λ f.
along a sub-sequence of λ, almost surely.
Note that R
G
c
r
λ f has its support in G
c
r, R
G
c
r
λ f ∈ D(EGcr). We approximate f
with λR
G
c
r
λ f and we obtain Γ(u, u) = 0 on G
c
r. A similar argument shows that
Γ(u, u) = 0 on G.
Therefore,
E(f˜u, f˜u) ≤
∫
E
Γ(f, f)µ(dx) +
∫
Gr\G¯
f˜ 2(x)Γ(u, u)(x)µ(dx)
≤
∫
E
Γ(f, f)µ(dx) + C(u, r)
∫
Gr\G¯
f˜ 2(x)µ(dx),
which implies that
E(f˜u, f˜u) ≤ 2E(f, f) + C(u, r)
∫
Gr\G¯
f˜ 2(x)µ(dx).
The role of u and 1− u being symmetric, we get in the same way
E(f˜(1− u), f˜(1− u)) ≤ 2E(f, f) + C(u, r)
∫
Gr\G¯
f˜ 2(x)µ(dx),
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with the same constant C(u, r). Putting things together, we conclude that
∫
E
f 2(x)µ(dx) ≤
(
2E(f, f) + C(u, r)
∫
Gr\G¯
f˜ 2(x)µ(dx)
)1/p
Ψ1/q(f), (3.11)
where
Ψ(f) =
(
[ΦGr(f˜)]1/q + [ΦG¯
c
(f˜)]1/q
)q
.
We have to treat the term ∫
Gr\G¯
f˜ 2(x)µ(dx).
It is here that we need the fact that
∫
Gr\G f˜(x)µ(dx) = 0, by definition of
the constant c. Now we can apply the local Poincare´ inequality in order to
deduce that ∫
Gr\G¯
f˜ 2(x)µ(dx) ≤ CP (G, r)
∫
Gr\G¯
Γ(f, f)dµ. (3.12)
Coming back to (3.11) we conclude that∫
E
f 2(x)µ(dx) ≤ ([2 + 2C(u, r)CP (G, r)]E(f, f))
1/pΨ1/q(f).
In virtue of Theorem 2.2,
ΦGr (f˜) =
∫
Gr
f˜(x)u(x)× Ex
∫ τGr
0
sl × (f˜u)(Xs)dsµ(dx).
Recall that r is fixed, we do not let tend r to zero. In the same way,
ΦG¯
c
(f˜) =∫
G¯c
(f(x)− c)(1− u(x))× Ex
∫ τG¯c
0
sl × [(f − c)(1− u)](Xs)dsµ(dx).
(3.13)
This implies that for bounded f, since 0 ≤ u(.) ≤ 1, and by definition of the
constant c,
ΦGr( f˜) ≤ ‖f − c‖2∞
∫
1Gr(x)Exτ
l+1
Gr
µ(dx) ≤ Osc(f)2
∫
1Gr(x)Exτ
l+1
Gr
µ(dx)
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and
ΦG¯
c
( f˜) ≤ ‖f − c‖2∞
∫
1G¯c(x)Exτ
l+1
G¯c
µ(dx) ≤ Osc(f)2
∫
1G¯c(x)Exτ
l+1
G¯c
µ(dx),
since ‖f − c‖∞ ≤ Osc(f). This concludes our proof, putting
Φ1/q(f) = [2 + 2C(u, r)CP (G, r)]Ψ
1/q(f).
We give a comment on condition 3. of the theorem 3.8 which shows that
basically a non-degeneracy condition on the diffusion like Ho¨rmander’s con-
dition implies the local Poincare´ inequality.
Remark 5. 1. It is sufficient to replace the local Poincare´ inequality of
condition 3. above by: There exists Ω ⊂ E a smooth bounded open
connected domain such that Gr \ G¯ ⊂ Ω and∫
Gr\G¯
f 2dµ ≤ CP (G, r)
∫
Ω
Γ(f, f)dµ (3.14)
for all f ∈ C having
∫
Gr\G¯ fdµ = 0.
2. Wang (2009), [22], shows that the above local Poincare´ inequality holds
in the following case. Take E = Rd and let
dµ = eV dλ,
where λ is Lebesgue’s measure on Rd and V smooth and integrable.
Let Xi, i = 1, . . . , n, be a family of smooth vector fields satisfying the
Ho¨rmander condition. Consider
A =
n∑
i=1
(X2i + (divµXi)Xi).
Then (3.14) holds.
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3.3 Example
We give more details concerning the example of Remark 5.2. above and show
that in this case all conditions needed for Theorem 3.8 are satisfied.
Let E = Rd. A smooth function is a function belonging to C∞(Rd), the
space of all infinitely often differentiable functions from Rd to R. A smooth
vector field X on Rd is a linear differential operator
∑d
k=1X
k∂k, where ∂k =
∂
∂xk
and where all Xk are smooth functions. We will also identify the vector
field X with the vector of smooth functions
X =


X1
...
Xd

 .
In order to define our process, take a family of smooth vector fields
{X1, . . . , Xn} satisfying the Ho¨rmander condition. We recall that this means
that for any x ∈ Rd there exists k ≥ 2 such that the Ho¨rmander brackets up
to order k
{[Xi1 , [Xi2, [. . . , Xij ] . . .]] : 2 ≤ j ≤ k, 1 ≤ i1, . . . , ij ≤ n}
span Rd. Here, for two smooth vector fields X and Y, the Ho¨rmander bracket
is defined as [X, Y ] = XY −Y X, the smooth vector field given by the vector
of smooth functions 

∑
k(X
k∂kY
1 − Y k∂kX
1)
...∑
k(X
k∂kY
d − Y k∂kX
d)

 .
Let C∞c (R
d) be the space of all smooth functions having compact support.
For any pair of functions f, g ∈ C∞c (R
d), define
Γ(f, g) =
n∑
i=1
(Xif)(Xig) =
n∑
i=1
(
d∑
k=1
Xki ∂kf)(
d∑
k=1
Xki ∂kg).
Let V be a smooth function such that eV ∈ L1(λd), where λd denotes the
d−dimensional Lebesgue measure and
∫
eV dλd = 1. Put µ = eV λd, then µ is
a probability measure. µ will be our reference measure.
Now, define an operator L on L2(µ) with domain D(L) = C∞c (R
d) by
L =
n∑
i=1
(X2i + (divµXi)Xi),
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where divµXi =
∑d
k=1X
k
i ∂kV +
∂Xki
∂xk
.
Then L defined on D(L) is symmetric in L2(µ), and for all f, g ∈ D(L),
−
∫
gLfdµ =
∫
Γ(f, g)dµ = E(f, g).
By example 1.3.4 of Bouleau and Hirsch (1991), [1], E is closable. Let us
denote (E ,D) the closure of (E ,D(L)) and let A be the generator of E . Then
−A is a positive self-adjoint extension of −L, called the Friedrichs extension
of L. It is standard to show that (E ,D) is a Dirichlet form.
Assumption 3.3 is clearly satisfied, since it is already satisfied for (E ,D(L)).
Condition (3.8) is also satisfied.
Moreover, (E ,D) is local. This can be seen as follows. By remark 5.1.5
of [1], it is sufficient to show that for all f ∈ C∞c (R
d) and for F,G ∈ C∞c (R)
such that supp(F ) ∩ supp(G) = ∅, we have that
E(F0(f), G0(f)) = 0,
where F0 = F − F (0). This follows immediately from
Γ(F0(f), G0(f)) =
∑
i
(∑
k
Xki ∂k(F ◦ f − F (0))(
∑
k
Xki ∂k(G ◦ f −G(0))
)
=
∑
i
∑
k
∑
l
Xki X
l
iF
′(f)∂kf G′(f)∂lf = 0,
since F ′ ·G′ ≡ 0 due to the disjoint supports of F and G.
Finally, we also have that 1 ∈ D and that E(1, 1) = 0 which follows by
standard arguments.
To conclude, all assumptions of Theorem 3.8 are satisfied except the first
one on integrability of hitting times (for the local Poincare´ inequality, recall
remark 5.2).
Condition 1. of Theorem 3.8 is classically implied by a Lyapounov type
condition which is related to the rate of divergence of the function ∇V (x)→
−∞ as |x| → ∞. In order to give an explicit example take d = n and
Xki =
1√
2
δki . In this case
Lf =
1
2
∆f +
1
2
∇V∇f.
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When identifying with the classical form
Lf =
1
2
∑
j,k
aj,k∂j∂kf +
∑
k
bk∂kf
we find b = 1
2
∇V. Suppose that for some r > d
2
+ 1 + l, and M > 0,
V (x) = −2r ln |x|, |x| > M.
Then it is easy to check that Veretennikov’s condition (see Veretennikov
(1997), [20])
< b(x), x/|x| >≤ −r/|x|, |x| ≥ M,
is fulfilled. Under this condition for A > M, τ = inf{t ≥ 0; |Xt| ≤ A}, any
x ∈ Rd and some ε > 0 Exτ
l+1 ≤ C(1 + |x|2l+2+ε), [20] (Theorem 3) and
Eµτ
l+1 <∞.
On the other side, Theorem 3 of Balaji and Ramasubramanian (2000), [2],
with A(x) = 1, B(x) = d, C(x) = −2r shows that for all p > r− d/2+ 1 and
|x| > A, Exτ
p =∞.
4 Polynomial moments under Nash inequal-
ity.
In Section 3, we have shown that for diffusions, the existence of moments
implies Nash inequality.
We now address the inverse question: Does Nash inequality imply the
existence of moments? The answer is yes, at least if the functional Φ satisfies
(3.3).
All statements of this section hold true under the general conditions of
Section 2, for a conservative Hunt process which is µ−symmetric, with µ a
probability measure. Let l > 0.
Theorem 4.1. Suppose that Nash inequality holds with p = l+2
l+1
and with Φ
such that (3.3) holds. Then for all ε > 0 and for any open set G such that
µ(Gc) > 0,
x→ Exτ
l+1−ε
G
∈ L1(IG · µ(dx)).
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The idea of the proof is not new and follows ideas exposed in section 3 of
[4].
In the following, C denotes a constant that might change from occurrence
to occurrence. For integrable f we write f˜ = f − µ(f). By [12], we know
that under the conditions of Theorem 4.1,
V arµ(Ptf) ≤ Ct
−(l+1)Φ(f) ≤ Ct−(l+1) Osc(f)2 .
It can be easily seen that this implies that the stationary process Xt under
Pµ is strongly mixing, and by symmetry, its mixing coefficient is bounded by
α(t) ≤ C
(
t
2
)−(l+1)
= Ct−(l+1).
The first step of the proof of Theorem 4.1 is the following deviation in-
equality.
Proposition 4.2. Fix t ≥ 1 and let V be such that ‖V ‖∞ = 1. Then
Pµ
(∣∣∣∣1t
∫ t
0
V (Xs)ds− µ(V )
∣∣∣∣ ≥ 4λ
)
≤ C
[
λ−(l+2) ∨ λ−2(l+1)
]
t−(l+1).
Proof. We mimic the proof of Proposition 4.5 of [4], trying to loose less by
time discretization. First of all, we make use of moment bounds for sums of
strongly mixing sequences obtained by Rio in [18]. Let n = [t] be the integer
part of t. Then ∫ t
0
V˜ (Xs)ds =
n∑
k=1
Yk,
where
Yk =
∫ kt/n
(k−1)t/n
V˜ (Xs)ds.
Then (Yj) is a Pµ−stationary sequence of strongly mixing centered random
variables, bounded by |Yj| ≤ 2
t
n
, with mixing coefficient
α¯(0) =
1
2
, α¯(k) = α
(
(k − 1)
t
n
)
≤ C(k−1)−(l+1)
(
t
n
)−(l+1)
≤ C(k−1)−(l+1),
(4.1)
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since t/n ≥ 1. We write Y˜j = Yj/(2t/n) and apply the inequality (6.19b) of
[18] to Sn =
∑n
k=1 Y˜k, with a = l + 1. So we obtain for any r ≥ 1,
Pµ
(∣∣∣∣1t
∫ t
0
V (Xs)ds− µ(V )
∣∣∣∣ ≥ 4λ
)
=
= Pµ
(∣∣∣∣∣
n∑
k=1
Yk
∣∣∣∣∣ ≥ 4λt
)
= Pµ (|Sn| ≥ 4(λn/2))
≤ 4
(
1 +
λ2n2
4rs2n
)−r/2
+ 2ncr−1
(
4r
λn
)l+2
.
Here,
s2n =
n∑
i=1
n∑
j=1
|Cov(Y˜i, Y˜j)|.
We have to control this sum of covariances s2n. Using Corollaire 1.1. of [18]
we have
s2n ≤ 4
n∑
k=1
∫ 1
0
[α−1(u) ∧ n]Q2k(u)du,
where
a−1(u) = inf{k ∈ N; α¯(k) ≤ u} =
∑
i≥0
1α¯(i)>u, a
−1(u) ∧ n =
n−1∑
i=0
1α¯(i)>u,
and Qk(u) is the inverse function of HY˜k(t) = P(|Y˜k| > t). Since |Y˜k| ≤ 1 for
all k ≤ n, Q2k(u) ≤ 1 and thus (see [18], page 15),
s2n ≤ 4n
∫ 1
0
[a−1(u) ∧ n]du ≤ 4n
∞∑
i=0
α¯(i).
Since l > 0, this last series converges (compare to (4.1)), and we obtain
s2n ≤ Cn
25
for some constant C > 0. So finally,
Pµ
(
|
1
t
∫ t
0
V (Xs)ds− µ(V )| ≥ 4λ
)
≤
≤ 4
(
1 +
λ2n2
4Crn
)−r/2
+ 2ncr−1(
4r
λn
)l+2
≤ 4
(
λ2n
Cr
)−r/2
+ 2cr−1(
4r
λ
)l+2n−(l+1).
Finally we choose r = 2(l + 1) and use that
n−(l+1) =
(
t
n
)l+1
t−(l+1) ≤ 2l+1t−(l+1),
for t ≥ 1, since n = [t] and t ≥ 1 which implies t/n ≤ 2. Thus we get the
result.
Proof of Theorem 4.1 We apply the above deviation inequality with V = 1Gc .
Then
{τG > t} ⊂
{
1
t
∫ t
0
V (Xs)ds = 0
}
⊂
{
1
t
|
∫ t
0
V˜ (Xs)ds| ≥ µ(G
c)
}
.
Hence∫
1G(x)µ(dx)Px(τG > t) ≤ Pµ
(
1
t
|
∫ t
0
V˜ (Xs)ds| ≥ µ(G
c)
)
≤ Ct−(l+1),
whence for every ε > 0 “small”
Exτ
l+1−ε
G
∈ L1(IG · µ(dx)).
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