Recently, Charikar et al. investigated the problem of evaluating AND/OR trees, with nonuniform costs on its leaves, from the perspective of the competitive analysis. For an AND/OR tree T they presented a µ(T)-competitive deterministic polynomial time algorithm, where µ(T) is the number of leaves that must be read, in the worst case, in order to determine the value of T. Furthermore, they proved that µ(T) is a lower bound on the deterministic competitiveness, which assures the optimality of their algorithm.
cost vector. Given U ⊂ V, we define the cost of U as the sum of the costs of its variables. A setting σ of the variables is the choice of a value for each variable. The partial setting restricted to U ⊂ V is denoted by σ |U . A set U ⊂ V is sufficient with respect to σ if the value of f is determined by the partial setting σ |U . Such a U is a proof (certificate) of the value of f under σ. The cheapest proof of the value of f under σ is thus a sufficient set with minimum cost. We use c f (σ) to denote the cost of such a proof.
For example, consider the AND/OR tree T presented in Fig. 1 . For the setting σ R = (0, 0, 0, 1, 1), we have c T (σ R ) = 3+5+2. On the other hand, for the setting σ S = (0, 1, 1, 1, 1), we have c T (σ S ) = 2 + 6 + 4.
An evaluation algorithm for f sequentially reads the variables in V at some specific order. The algorithm stops when the set of variables read so far is sufficient with respect to σ. The cost of the algorithm A for a setting σ is given by c of the WeakBalance algorithm proposed in [3] which specially handles nodes whose children are roots of trees with depth at most 1. We shall mention that it is possible to prove that the algorithm we present here is in fact 0.792 max{k(T), l(T)}-competitive. However, since such a proof would require additional pages of tedious calculations, we decided to omit it.
The main question that remains open is whether or not δ(T) = (1 + max{(k(T), l(T)})/2 holds true.
Related work
Given an AND/OR trees T, it is known that any deterministic algorithm, in the worst case, must evaluate all leaves of T before determining its value.
Tarsi [13] considered the problem of minimizing the expected number of evaluated leaves for a distribution probability in which every leaf has probability p of having value 1. He has proved that an algorithm that visits the leaves following a depth first search is optimal for balanced trees (a class that includes uniform trees).
For binary trees, where every internal node has exactly two children and every leaf is at distance 2k from the root Snir [12] presents a randomized algorithm which reads at most n 0.793 leaves in the average, where n = 2 2k is the total number of leaves. In [11] , Saks and Wigderson show that Snir's Algorithm reads, in fact, O(n 0.753 ) leaves in the average. Furthermore, they prove that this algorithm is optimal. For general AND/OR trees, they present techniques for generating upper and lower bounds on the expected number of leaves that need to be read.
Paper organization
The paper is organized as follows. In Section 2, we introduce some additional notation and state some facts that will be useful throughout this text. In Section 3, we prove that δ(T) = (1 + max{k(T), l(T)})/2 for every AND/OR tree T with depth at most 2. In Section 4, we prove that δ(T) ≤ 5 6 max{k(T), l(T)}, the main result of this paper. Finally, in Section 5, we present our final comments.
Notations and basic facts
Let T be a rooted tree with costs on its leaves. Define h(T) as the depth of T, that is, the longest path from the root of T to a leaf. If T is a leaf, h(T) = 0. Given a node x in T, let T x be the maximal (w.r.t node inclusion ) subtree of T rooted at x. We use c T to denote the sum of the costs of the leaves of T. Throughout this text we use r to denote the root of T and T 1 , . . . , T k to denote the subtrees rooted at the children of r.
A general AND/OR tree (G-AND/OR tree) T is a rooted tree where every internal node has either an AND or OR label. Furthermore, to each leaf x of T it is associated a cost c x and a bit value. The value of an AND internal node is 1 if all of its children have value 1 and it is 0, otherwise. The value of an OR internal node is 0 if all of its children have value 0 and it is 1, otherwise. In some occasions, we use the term variables of T to refer to the leaves of T. The value of T for a setting σ is denoted by T(σ). As an example, for the setting σ R = (0, 0, 0, 1, 1) in Fig. 1 , we have T(σ R ) = 0. We say that two G-AND/OR trees T and T are equivalent if T(σ) = T (σ) for every σ. Whenever the context is clear we abuse the notation by using σ to refer to the partial setting restricted to the leaves of T x .
An AND/OR tree is an G-AND/OR tree where the parent of every AND (OR) node is an OR (AND) node and each internal node has at least two children. A single leaf is a trivial AND/OR tree. It is easy to verify the following fact: every G-AND/OR tree T is equivalent to an AND/OR tree T such that
The functions k(T) and l(T) can be calculated as follows. If T is a leaf then k(T) = l(T) = 1. If r is an AND node, then
For example, in the tree of Fig. 1 , we have k(T) = l(T) = 3.
In order to make the reading easier we provide a list of notations used in this paper. 
Evaluating trees of depth at most 2
In this section, we prove the following theorem In [11] , Saks and Wigderson defined the class of directional algorithms. An algorithm is directional if it reads the leaves of T following a depth first search in T, in which the next child of the current node to be visited is randomly selected according to some probability distribution.
Theorem 2. If T is an AND/OR tree and h(
The proof of Theorem 2 follows from the analysis of EVAL, a directional algorithm presented in Fig. 2 . What makes EVAL interesting is the probability distribution employed, in which the next subtree to be visited is selected with a probability that depends on the square of the inverse of the sum of its leaves costs.
We have the following lemma. Recall that k(T) (l(T)) is the number of leaves that must be read in the worst case to guarantee that T evaluates to 1 (0). Although, a bit unexpected, in the following lemma k(T) is used to bound the competitive ratio for the case where T evaluates to 0 while l(T) is used to bound the competitive ratio for the case where T evaluates to 1.
Lemma 4.
Let T be an AND/OR tree with depth at most 1 and let σ be a setting for T 
On the other hand, if T(σ)
Proof. If h(T) = 0, then T is trivial and k(T) = l(T) = 1. Therefore, the result holds.
Assume that h(T) = 1. We only present the proof for the case where T(σ) = 0, since the proof for the other case is similar. Subcase (1) r is an OR node. In this case, k(T) = 1 since only one leaf must be read to prove the value is 1. However, since we are assuming the value is 0, the cheapest proof consists of all leaves. Thus, c
Subcase (2) r is an AND node. In this case, k(T) is the number of leaves in T since all of them must be read to prove the value is 1. In addition, since we are assuming the value is 0, the cheapest proof consists of a single leaf. Let x j be the leaf with minimum cost among those with value 0 and let X ij be a random variable defined as follows: X ij = 1 if x i is evaluated by EVAL before x j and X ij = 0, otherwise.
It follows from Lemma 3 and from the linearity of the expectation that
where the last inequality follows from the arithmetic-geometric inequality. We can prove a similar lemma for trees with depth 2.
Lemma 5. Let T be a AND/OR tree with depth 2 and let σ be a setting for
On the other hand, if
Proof. We only present the proof for the case where T(σ) = 1, since the proof for the other case is similar.
Subcase (1) r is an OR node. Since T(σ) = 1, then T i (σ) = 1 for some subtree T i . Hence, the cost of the cheapest proof for T under σ is the sum of the costs of the leaves of the subtree T j which minimizes c T j among those that output 1. Hence, by replacing each subtree T i by a leaf with cost c T i , one can apply the same analysis employed in the proof of Lemma 4 to show that
Subcase (2) r is an AND node. For i = 1, . . . , k, let t i be the number of leaves in T i . We have that k(T) = k and
Then, the minimum proof consists of one leaf from each of the subtrees, and so the cost of the minimum proof is given by c
.
Therefore, it follows from Lemma 4 that
It is interesting to note that directional algorithms are only competitive for trees with depth at most 2. In fact, let us consider the tree T presented in Fig. 3 . We have δ 
respectively, the trees rooted at the left and right children of T's root. Note that c
Let p be the probability of A selecting T L to evaluate first. In this case, the expected cost spent by A is at least p(x + 3) + (1 − p)2 for setting σ 1 and 2p + (1 − p)(x + 3) for setting σ 2 . Therefore, we conclude that
Since the max expression above is minimized when p = 1/2, we get δ 
Evaluating AND/OR trees of unrestricted depth
In this section, we describe the RWB algorithm, which combines the ideas presented at the previous section with some of the ideas introduced in the algorithm WeakBalance [3] . For convenience, we explain the algorithm using a G-AND/OR tree T obtained through a set of transformations on the given AND/OR tree T that we denote by binarization. This new tree has the following properties: It is easy to obtain such a tree T starting from T. Basically, while the current tree has a node x that does not satisfy the condition (iii), then the following rule is applied This rule is applied until a tree T with the desired properties is obtained. Fig. 4 shows an example where the Binarization Rule is applied.
It is easy to verify that T satisfies the desired conditions. Let g be any function of k(T) and l(T). One can prove that
). We will use this fact in some proofs.
The RWB algorithm
The algorithm gets as input an AND/OR tree T. If h(T) ≤ 2, then EVAL(T) is executed. Otherwise, T is converted into a G-AND/OR tree T through the binarization process.
If h(T ) ≥ 3, RWB executes a loop, where at each iteration exactly one leaf is read. A pseudo-code is presented in Fig. 5 . Every node x stores a recommendation and a variable Cost x . The recommendation is a pair (L, c L ), where L is a leaf in T x of cost c L . It defines the leaf, among those in T x , that will be read first by RWB from the current iteration. While the recommendation stored by a leaf L is always (L, c L ), the recommendation of an internal node is updated during the execution of RWB to that stored by one of its unevaluated children. This is detailed in the recommendation scheme presented in the next section. The variable Cost x keeps track of the cost that RWB has incurred in the subtree T x , that is, the sum of the costs of the leaves of T x evaluated so far. This information is used in the recommendation updating process.
Whenever a leaf L is read the value of some of its ancestors may become determined. In the pseudo-code, these values are determined when the command Evaluate the ancestors of L is executed.
The recommendation scheme
The recommendation scheme defines how the recommendation of a node is initialized and updated during RWB execution. In fact, it provides the order in which the leaves are read by RWB. In particular, when the recommendation of an internal x node is updated, it defines the first leaf among those recommended by the children of x that will be read.
In order to get a better intuition on how the recommendation scheme is designed, let us consider a node x with children N 1 and N 2 . For illustration purpose, we assume that x is an AND node. We consider two cases. If x evaluates to 1, then the cheapest proof for x consists of leaves from both T N 1 and T N 2 . Thus, if T N 1 and T N 2 are efficiently evaluated, so will be T x , no matter how one merges the orders in which the leaves from T N 1 and T N 2 are read. However, if the value of x is 0, then the cheapest proof for x consists of leaves from only one of the subtrees T N 1 and T N 2 . In this case, it is not enough evaluating T N 1 and T N 2 efficiently. In fact, it is necessary to provide a balance between what has been spent in each tree in order to avoid an excessive expense in a tree whose leaves are not part of the cheapest proof for x value. Thus, the recommendation scheme is devised to address this second case.
In order to describe this scheme in detail, we distinguish between three types of nodes. A node x is
• white if h(T x ) ≤ 2; • gray if both h(T x ) > 2 and x has a child y, with h(T y ) ≤ 1;
• black if x is neither white nor gray.
The motivation behind this classification is that the evaluation of both white and gray nodes can be optimized using randomization. In fact, we have seen that white nodes can be efficiently evaluated through procedure EVAL. Now, we present the recommendation scheme for white nodes.
White Nodes. Let x be a white node and let L 1 , L 2 , . . . , L k be the random sequence of leaves that are read when EVAL(T x ) is executed. Then, at the beginning Otherwise, the recommendation of x is updated to (L i , c L i ), with i ∈ {1, 2}, such that
We remark that the recommendation scheme for the black nodes is exactly the one adopted by the algorithm WeakBalance [3] . Gray Nodes. If x has only one unevaluated child, say y, then the recommendation of x is updated to that of y. Otherwise, RWB takes advantage of the following observation that holds due to our assumption that 1
Observation 6. If the cheapest proof for the value of a gray node x consists of only leaves from T N 1 , then the cost of the cheapest proof for T N 1 is c T N 1 .
Roughly speaking, the scheme works as follows. First, it defines a threshold parameter p x whose value is related to c T N 1 .
Then, while the cost incurred in T N 2 (Cost N 2 ) is smaller than p x , the recommendation from N 2 is selected. In some sense, by taking this decision, the scheme is implicitly assuming that the cheapest proof consists only of leaves from T N 2 . Even if such assumption is not correct, it is not a big problem, since the cost spent in the "wrong" tree, T N 2 , is not large at all. However, if Cost N 2 becomes comparable to p x , the scheme reviews its policy by tossing an unbiased coin. Depending on the result, it either keeps selecting recommendations from N 2 or it changes to those from N 1 . Finally, if Cost N 2 becomes larger than 2p x , then the scheme only accepts the recommendations from T N 1 . This avoids RWB spending too much in T N 2 when the cheapest proof consists only of leaves from T N 1 . More formally, the scheme is implemented as follows: let p x be a threshold parameter whose value will be defined later in the analysis and let b(x) be a random bit obtained at the beginning of RWB execution (the value of b(x) does not change throughout the execution). We have the following cases:
RWB analysis
In order to establish our main result,
we first prove by induction that for every node x of T , the tree obtained from T by binarization, we have
where α 0 and α 1 are functions defined below that associate a G-AND/OR tree with a real number. Then, our main result is established by proving upper bounds on both α 1 (·) and α 0 (·).
Here, we give recursive definitions for α 0 (T ) and α 1 (T ). At a first view, these definitions (Eqs. (1)- (10)) seem to be rather non-intuitive. However, they become much more natural when the reader examines the proof of Lemma 7. Thus, we strongly E.S. Laber / Theoretical Computer Science ( ) -suggest the reader to skip the definitions below and come back to them whenever they are referred in the proof of such a lemma. White Nodes If x is a white node then define
and
Black Nodes If x is an AND node, then define
If x is an OR node, then define
Gray Nodes If x is an OR node, then define
If x is an AND node, then define
Lemma 7. Let T be the G-AND/OR tree obtained from the input AND/OR tree T.
Furthermore, let x be a node in T and let σ be a setting for
Proof. We only consider the case where T x (σ) = 1, since the proof for the other case is similar. The proof is by induction on the height of T x . The basis are the white nodes. If h(T x ) ≤ 2, it follows from Lemmas 4 and 5 and from the definitions of α for white nodes (Eqs. (1) and (2)) that the result holds. Now, let x be a node of T such that h(T x ) ≥ 3.
Subcase (1) x is either a gray or black internal node with label AND. In this case, the cost of the minimum proof for T x is the sum of the costs of the minimum proofs for its children, that is, c
Moreover, the value of T x is determined right after the value of the last of its children is determined. Hence,
RWB (σ) .
It follows from the inductive hypothesis that
for i = 1, 2. Thus, we have that
where the second inequality follows from the fact that (a
are positive real numbers. Moreover, the rightmost expression is a consequence of the definition of α 1 , Eqs. (3) and (10) .
Subcase (2) x is a gray internal node with label OR. Since T x (σ) = 1, we have two possibilities: either the cheapest proof consists of leaves from T N 1 or from T N 2 . First, we consider the case where the cheapest proof consists of all the leaves in T N 1 (recall Observation 6). Analyzing the cases 1-3 of the recommendation scheme for gray nodes, we can conclude that
Let us consider the case where the cheapest proof consists of some leaves in T N 2 . Then, let
Since, by inductive hypothesis, the expected cost incurred at N 2 when its value is determined is at most
, we have that with probability 1/2 and pays z with probability 1/2. Taking the expectation of z we get that
It follows from the equation above and from inequality (12) that
Hence, it follows from inequalities (11) and (13) that
At this point, we can finally define a suitable value for p x by setting it as the value that equalizes the arguments of the max expression above. One can verify, that this value is exactly
, where α 1 (T x ) is given by Eq. (8).
1 Thus, we have that
Subcase (3) x is a black internal node with label OR. In this case, the cost of the minimum proof for T x is equal to the cost of the minimum proof for one of its children that outputs 1. We assume w.l.o.g. that N 1 is such a child. Then, c
Let c 1 and c 2 be, respectively, the costs incurred at T N 1 and T N 2 when the value of T N 1 is determined. The recommendation rule assures that c 2 ≤ (l(T N 2 )c 1 )/l(T N 1 ). Thus, the cost incurred at T x when the value of T N 1 is determined is bounded above
where the second inequality follows from the application of the inductive hypothesis on T N 1 .
We prove our main theorem by showing upper bounds on both α 0 (T) and α 1 (T). 
Let us consider the case where h(T) ≥ 3. Let T be the tree obtained from T through the binarization process. We only consider the case where T (σ) = 1, since the proof for the other case is similar. By Lemma 7, it is sufficient to show that α 1 (T ) ≤ 5 6 in order to guarantee the correctness of the theorem. However, the inequality α 1 (T ) ≤ 5 6 can be established by proving that α 1 (T x ) ≤ 5 6 for every x such that h(T x ) ≥ 2. If h(T x ) = 2, then x is a white node. Thus, Case (i) x is a black AND node. In this case, α 1 (T x ) is given by (3) so that
, where the last inequality follows from the induction hypothesis.
Case (ii) x is a gray AND node. In this case, α 1 (T x ) is given by (10) so that
Since N 1 is a white node it follows from Eq. (2) that
Case (iii) x is a black OR node. In this case, it follows from (6) that
Case (iv) x is a gray OR node. For the sake of contradiction, let us assume that α 1 (T x ) > 5 6 . Thus, the definition of α 1 (T x ),
given by (8) , implies that
Simple algebraic manipulations show that we must have
, which implies that
, where the last equality follows from the fact that l(T N 2 ) ≥ 2. However, this turns out to be a contradiction since by induction α 1 (T N 2 ) ≤ 5/6.
