Abstract-We propose algorithms and applications for using the hand as an interface device in virtual and physical spaces. In virtual drawing, by tracking the hand in 3-D and estimating a virtual plane in space, the intended drawing of user is recognized. In a virtual marble game, the instantaneous orientation of the hand is simulated to render a graphical scene of the game board. Real-time visual feedback allows the user to navigate a virtual ball in a maze. In 3-D model construction, the system tracks the hand motion in space while the user is traversing edges of a physical object. The object is then rendered virtually by the computer. These applications involve estimating the 3-D absolute position and/or orientation of the hand in space. We propose parametric modelling of the central region of the hand to extract this information. A stereo camera is used to first build a preliminary disparity map of the hand. Then, the best fitting plane to the disparity points is computed using robust estimation. The 3-D hand plane is calculated based on the disparity plane and the position and orientation parameters of the hand. Tracking the hand region over a sequence of frames and coping with noise using robust modelling of the hand motion enables estimating the trajectory of the hand in space. The algorithms are real-time and experiments are presented to demonstrate the proposed applications of using the hand as an interface device.
I. INTRODUCTION
The human hand serves a dual purpose as a communication and manipulation device. This paper is focused on employing the hand as an interface device to a computer. It presents applications that require accurate estimation of the position and orientation of the hand in space with respect to a camera system. We describe a real-time stereo system to estimate the position and orientation of the hand in the camera and world coordinate systems and demonstrate its utility in virtual and real spaces using three applications: 1) A virtual drawing application, in which a user can write letters or draw on a virtual plane in space. 2) A 3-D model construction application, in which the user runs his hand along the edges of a physical polyhedral object, and the system constructs a 3-D model of that object, and 3) A 3-D virtual marble game, in which the user controls the inclination of a virtual plane through hand motions to manipulate the movement of a ball through a maze. The first two applications demonstrate the accuracy of the position and orientation estimation algorithms, while the third demonstrates the real time capabilities of our algorithms.
A. Virtual Drawing in Space
Employing the hand as a means for human-computer interaction has been explored extensively in the past few years. Using the hand as a 3-D mouse [1] , a virtual gun [2] , and a remote controller [3] are just a few examples. Communicating alphabets to a computer through hand movements is a powerful way for entering information. Much research has been performed to interpret hand gestures as sign language alphabets [4] , a method useful to people with speech disability. However, people typically input information through writing natural language and typing at a keyboard, if it is available. Using a keyboard requires a virtual visible keyboard so that user can move the hand to press a desired letter. However, writing letters does not need such visual feedback. Moreover, shapes other than alphabet symbols can be specified in the same way.
In [5] it is shown how to use paper and the fingertip as a panel and pointer to draw sketches and writings. Tracking the 3-D position and orientation of the panel makes it a flexible tool for writing. Nam and Wohn [6] showed how Hidden Markov models can be used to recognize drawings made by moving the hand in space. They used a onehand VPL Dataglove and an attached Polhemus tracker to record the angles of the fingers as well as the 3-D absolute position of the hand in space. They assume that there is no hand posture or orientation change while the hand is drawing. In [7] two cameras looking at the hand from the top and the side model the back of the hand as a square to estimate the orientation of the hand and then the index finger tip is tracked in 3-D.
In our approach, we employ parametric models for fitting both disparity in stereo pairs and motion in monocular video for tracking the hand region in 3-D. We do not require the user to maintain her hand in any particular pose (e.g., stretched and separated fingers), but track the hand in natural poses that people typically use while writing, for example. We take advantage of the observation that when a person writes (especially using large fonts such as writing on a board), she usually keeps her hand almost rigid and maintains a constant hand pose throughout the writing. As a result, the transformation between a particular point on the hand and the pen point is almost constant. Hence, we can track a fixed point (in 3-D) on the hand to determine what the person is writing or drawing. We describe a vision-based system for virtual drawing in space without pen and paper (or board). Writing is mostly a 2D activity, except when the hand is lifted off the writing plane. Letters or drawings are sketched on a planar piece of paper as a well-connected series of points. However, writing in space and tracking the hand in a frame-based manner using stereo provides a set of unconnected 3-D points. The distance between two consecutive points is determined by the speed of the hand, which is normally not constant. Converting the set of 3-D points to a 2D continuous contour is an important component of the application. We develop uniform sampling and planar modelling that allows us to derive an accurate 2D continuous contour. Writing involves two types of pose and motion of the hand: onplane when the hand is writing, and transient off-plane motions performed as gaps between letters or figures. Differentiating between these two activities is essential to virtual writing. We use incremental planar modelling to detect on-plane termination. For initialization, cooperation from the user is expected. Figure 1 shows a few frames of a video sequence of writing the letter B in space and the output of our system. More comprehensive experimental results are presented in section IX. Figure 2 shows the block diagram of the drawing system. The process is as follows: 1) Images are obtained from the stereo camera set, the central region of the hand is segmented, the disparity map and motion field are estimated and modelled and the center of the hand region is tracked as a fixed reference point to provide a set of 3-D points which determines the hand trajectory in space. 2) At each time instant, the set of calculated 3-D points are fitted with a plane and the states onplane (when the hand writes) and off-plane (when the hand is in transition between letters or shapes) are detected. The set of points in the last on-plane state is projected to a plane parallel to the image plane and a 2D point set is constructed. Section VIII explains the algorithms in detail. 3) If the user intends to draw a multi-segment figure, an extra step including some orthographic and perspective projection is required to retain the relative size and displacement of the disjoint segments. Section VIII-D has more details. 
B. Virtual Marble Game
Visual tracking of human body parts is being used in the game industry [8] , [9] . Also, manipulating virtual objects not only eliminates the need for constructing expensive physical simulators, but can also support more flexibility. Virtual marble game, which resembles a physical toy marble game, is an example of such a virtual object. In this game, the user moves a ball through the hallways of a maze to reach a predefined goal location. The user performs this by moving the hand, making a suitable ramp for the ball which moves using virtual gravity. In a virtual marble game, the user rotates her hand while the system tracks the hand orientation and simulates the marble board tilts. The system also provides visual feedback of the virtual marble board and the current position of the ball so that the user can adjust her hand orientation to navigate the virtual ball toward the goal. Figure 3 shows different frames of a sample virtual marble game where both the hand images taken by the camera and the visual scene the user sees are shown.
C. 3-D Model Construction
In this application, a user moves her hand over the edges of a physical 3-D object and the system tracks the hand to measure the dimensions of the object and to render the object virtually. We assume that the user's hand is held rigid with respect to the edges of the object and the back of the hand remains visible throughout. Figure 4 shows sample frames in which a user moves his hand along three orthogonal sides of a box. Measurements performed demonstrate the accuracy of the hand tracking method. Figure 2 shows the block diagram of the system; its main steps are as follows:
II. HAND TRACKING SYSTEM OVERVIEW
1) Images are grabbed from a stereo camera with a baseline comparable to the distance between the human eyes. Figure 5 shows a sample pair of input images. Input images are rectified to make disparity map estimation faster. 2) Background subtraction and skin color detection are employed to segment the hand. Also, for reliable tracking, the fingers and the arm are removed from the hand area so only the central region of the hand (i.e. palm, back of the hand) remains. 3) A disparity map is estimated from the two images taken at each time instant using a parametric planar model to cope with the nearly textureless surface of the hand. 4) A monocular motion field is estimated from two consecutive frames. It is modelled similarly to the disparity map. Parameters of the motion model are then adjusted to comply with the disparity model. The motion field is used for tracking selected points throughout a sequence. 5) At each time instant, the X, Y and Z coordinates of the position and the orientation angles yaw, pitch, and roll are calculated for a coordinate frame attached to the palm. The 3-D plane parameters are calculated from the disparity plane.
6) For tracking the hand over time, a set of 2D image points are extracted from the images of one of the two cameras (e.g. left) and its motion model. Then, using disparity models at different times, the points are mapped to the 3-D world to provide the trajectory of the hand in space.
III. REGION OF INTEREST SEGMENTATION
The central region of the hand (i.e. palm or back of the hand depending on the user's preference) is modelled and tracked in 3-D. That region is segmented in two steps: segmenting the entire hand from the image, and then selecting the central region from the segmented hand region. The following two subsections discuss these steps.
A. Hand Region Segmentation
Segmenting the hand from the image is performed by removing the background and moving objects other than the hand. Two cues are used:
• Motion Cues including background subtraction and motion-less region subtraction.
• Color cues which take advantage of the fact that human skin color is localized in color space. We use fusion of color and background subtraction to extract the hand, with the color analysis applied to the results of background subtraction. Figures 6(b) and 6(c) show the background and foreground images of sample input image 6(a), and figures 6(d) and 6(e) show the output of the color detector without and with the background subtraction module respectively. Background subtraction is simply implemented using a unimodal background model,followed by color skin detection and finally a flood fill step. Figure 6 (f) shows the final hand region after flood fill filtering.
1) Color Detection Module:
It is well known that human skin color is localized in color space. In [10] , it is shown that the distribution of skin color tones is more localized in HSL color space than RGB. There are different models used including parametric and nonparametric skin distribution models as well as explicit defining skin color region. We choose the explicit definition of the skin region in color space due to its speed. A survey on different modelling methods can be found in [11] .
We divide the process into two steps. In the first step, a superset of the real skin area is selected by limiting the hue component of the color. Thereafter, candidate pixels are analyzed one by one using a neural network [10] already trained with some sample skin colors to rule out spurious pixels.
B. Palm Region Segmentation
To extract the palm from the segmented hand region, we rely on the observation that the area of the palm is usually the widest part of the hand with the exception of some of the upper areas of the arm. Also, due to the presence of the fingers, the number of curvature maxima in the neighborhood of the palm is more than the arm areas. These facts allow us to model the area of the palm as a union of a set of intersecting circles.
The following summarizes the estimation process: 1) Segment the area of the hand as explained in section III-A. 2) Find the largest interior circle (LIC) of the segmented area using the distance transform. This circle is likely to be located on the palm. However to avoid circles in the area of the arm, we find the center of gravity of the curvature maxima of the hand contour and consider only those circles that contain this point. Since the fingers create more curvature maxima than the smooth edges of the straight arm, this tends to place the center point on the palm. 3) Find other large interior circles with a radius larger than a given threshold (e.g. 0.8 of the radius of the LIC). The fingers inherently will not belong to a circle with such a radius even if a few of them are joined; To avoid including circles on the arm, we discard circles that do not intersect the LIC. 4) Compute the union of the area of all the obtained circles and consider it as the estimated area of the palm. We do not expect this area to cover the palm perfectly. Also, the largest interior circles in the two images may not exactly correspond to the same actual hand region. Nevertheless, they will have a high percentage of overlap. Figure 7 (a) shows the large interior circles for the image of the left camera shown in figure 5 and figure 7(b) shows the final region of interest as the union of the circles. An alternative approach for segmenting the central region of the hand is modelling it with a square as discussed in [7] .
IV. PARAMETRIC DISPARITY MAP ESTIMATION
To reconstruct the position of the hand in 3-D, we estimate the disparity map from stereo. There are different sources of noise in the disparity estimation process. The two cameras usually have different levels of brightness, white balance, contrast. which makes the matching process challenging. Also, the low texture of the hand adds to this problem. The rectification process also causes some deviations in the pixel values. Figure 8 shows the estimated disparity map for the sample image pair before the modelling. To cope with noise issues we introduce a parametric disparity model. 
A. Disparity Map Modelling
We model the palm as a 3-D plane
where P (X, Y, Z) is a point on the plane and p(x, y, f ) is the image of point P on the image plane with f denoting the focal length of the camera. Since Z is inversely proportional to the disparity value
which means that points (x, y, d) obtained from the disparity map should also lie on a plane.
To cope with outliers, we employ robust estimation to find the parameters of the planar model. M-estimation is a robust method of estimating the regression plane which works well in the presence of significant outliers. Considering the plane model
T , the general M-estimator which corresponds to the maximum-likelihood estimator [12] , minimizes the objective function
where n is the number of points and ρ is the influence function [13] . Let ψ = ρ be the derivative of ρ. To minimize (4), we need to solve the system of three equations
Defining the weight coefficients w i = ψ(e i )/e i , the estimating equations may be rewritten as
The solution c to (6) can be found using the iteratively reweighted least-squares, IRLS [13] . For fitting the 3-D plane to our disparity data, we choose the Geman-McClure function for ρ [14] 
Since this function has a differentiable ψ-function, it provides a more gradual transition between inliers and outliers than other influence functions [15] .
To achieve fast convergence as well as to avoid local minima, we initialize weights w (0) i with values proportional to the confidence of each point in the disparity calculation process. This confidence can be defined as the reciprocal of the sum of the differences of the pixel values in the correlation windows.
V. PARAMETRIC MOTION FIELD ESTIMATION
Calculating the disparity map and modelling it at each frame enables us to estimate the hand plane in space instantaneously; however, it does not provide a one to one mapping of the points on the planes in consecutive frames, which is required for tracking. Motion analysis is employed to recover this information. The motion field is modelled using a similar approach to that used for disparity modelling. Let π be a moving plane in space with translational velocity t and angular velocity ω. It is well known [16] that components of the motion field v = (u, v)
T can be computed as
where f is the focal length, d is the distance between π and the origin (the center of projection) and
where g i (.) is a known function and the unit vector normal to π denoted as n.
Defining new coefficients b i as
equation (8) can be rewritten as
If we define a new matrix X and a new vector b as
equation (10) can be rewritten as
Now, having a set of n points p i = (x i , y i ) and their calculated motion vectors
T , we can compute X i s thereafter defining the new vector v all and the new matrix X all as a combination of v i s and X i s respectively:
Equation (12) can be now generalized as:
Using M-Estimation in a similar way as in section IV-A, we can find the coefficient vector b.
A. Motion Field Adjustment based on the Disparity
If we define image I as a function of spatial variables x and y and temporal integer variable t, the motion field in a stereo system can be written as:
where indices l and r distinguish left and right cameras.
Meanwhile from stereo constraints in the rectified image pairs we know: From (15) and (16) we can deduce:
The parameters of the motion model (8) were estimated for each camera individually in section V. Due to mismatching and inherent deviation of the palm from a plane, the conditions in (17) are not exactly satisfied. We modify the motion vectors to satisfy (17) to the best prior to calculating the motion coefficients as follows:
We select n sample points p t il from the region of interest on the left image at time t, find conjugate points p t ir on the right image using the disparity model and the corresponding points p t+1 il and p t+1 ir at time t + 1 for the left and right images respectively using the modelled motion fields. Then, we compute a new set of points, q based on their fitness as measured by window intensity matching. We then repeat all the measurements, exchanging the roles of the left and right cameras, and continue until points reach stable locations.
Using the motion vectors found by the new point locations, we can estimate more accurate motion coefficient vectors b r and b r . It is worth noting that even though the above algorithm can enhance the quality of the motion vectors, it requires additional processing time. Therefore for applications where the accuracy of the initial estimation is sufficient, we skip this optimization step.
VI. ESTIMATING 3-D PALM POSITION AND ORIENTATION
The disparity plane can be mapped onto the palm plane. By locating a coordinate frame on this plane, the position and orientation of the palm can be calculated. Initially, we assume that there is no motion information provided. In section VII, we show how the motion information improves this coordinate frame assignment and palm pose estimation.
We find the palm plane in 3-D using the calibration information and the disparity plane. Having found the coefficients (c 1 , c 2 , c 3 ) of the disparity plane, we can use (2) to find (C 1 , C 2 , C 3 ) the coefficients of the hand plane in 3-D as defined in (1), when we have rectified images. A simple method for performing this mapping for unrectified images is to find three points lying on this plane in 3-D and then fit a plane to these three points. To find points in 3-D, we identify corresponding points from the disparity plane and use a simple triangulation process with the camera calibration information [16] .
We define the palm plane as the transformed plane found after two rotations and one translation applied to the camera X-Y plane. Specifically, we rotate the X-Y plane with equation Z = 0 first about the X axis and then about the Y axis (i.e., yaw and pitch) to transform it to Z = C 1 X + C 2 Y . Then, we translate the plane along the Z axis by a constant value C 3 which makes the plane equation Z = C 1 X + C 2 Y + C 3 . Coefficient values for C 1 , C 2 which were already found through the plane fitting process, are used to determine the two rotation angles ψ and θ corresponding to yaw and pitch respectively as follows:
Using the two rotation angles ψ and θ, and the translation vector (0, 0, C 3 )
T , we compute the transformation matrix P , which transforms the X-Y plane to the hand
This matrix will be used in later stages of processing.
The next step is to assign a coordinate frame to the palm where the X-Y plane of this frame resides on the model plane. This coordinate frame provides the 6 parameters required to determine the position and orientation of the hand in 3-D. To determine the position of the hand, we need to assign the origin of the frame to a fixed point on the palm. A good point is the center of the palm which can be approximated by the center of mass of the estimated area of the palm, built as the union of the set of circles as explained in section III-B. The position of the
T in 3-D is calculated through a simple triangulation process.
The rotation of the hand about the Z axis of the palm frame, the roll, can be computed using the orientation of the 2D silhouette points of the hand in the X-Y plane. Ignoring some infrequent cases where the arm is hidden and all fingers but the thumb are bent, roll can be computed as the angle of the axis of the least moment of inertia [17] and is calculated as
where
q and x and y are average values over the region R, which includes the whole segmented region of the hand. This provides us with the direction of the arm or the rough direction of the fingers in case the arm is missing, and is a good approximation of the true hand roll.
VII. TRACKING A REFERENCE POINT IN 3-D
Following the method discussed in the previous section over time, we can track the hand motion in 3-D. However, since the location of the center of the hand is not determined accurately, the two center points in consecutive frames are not necessarily images of the same 3-D point on the hand. This causes jumps in the hand trajectory. Instead, we track a fixed 3-D reference point with the help of the modelled motion field to measure the trajectory of the hand in space. The choice of such a reference point is not critical; however, tracking a point in the center of the segmented region is more reliable than points on the boundary, since we might lose the boundary points as a consequence of hand rotation. Also, given the physical axes of the hand, the effect of rotation on the location of a point is smallest near the hand center. This point is tracked indirectly by employing the parameterized planar hand region tracking. We estimate the motion model of the whole central region of the hand and reduce the impact of outliers using the method discussed in section V. The new position of the reference point is computed from the motion model and is mapped to a 3-D point in space using the parametric model of the disparity map.
VIII. EXTRACTING THE DRAWN SEGMENT IN THE DRAWING APPLICATION
The position and orientation of the hand as calculated so far are essential to the applications we explore. However, for the virtual drawing application, we also need some additional analysis as explained below.
A. 3-D to 2D Conversion
Tracking the reference point in 3-D over time gives us a set of points:
with no guaranteed connectivity. In fact the distance between two consecutive points is determined by the speed of the hand, which is not uniform. Also, we cannot expect the user to move exactly on a plane while she is writing virtually in space. Therefore we convert the set of 3-D points L 3 to the best approximated set L 2 in 2D. We use the robust estimation method defined in section IV-A for this. This allows the user's hand to shake or move in an unexpected way. As mentioned earlier, the distribution of the reference points on the plane is non-uniform due to variable speed of the hand motion. This might bias the plane toward the locations where the hand is moving more slowly. To cope with this variation, a re-sampling of the points in L 3 is performed. Neighboring points are connected using a straight line and then the resulting edge image is sampled uniformly to construct a set of points L u 3 with uniform distances in 3-D.
B. On-Plane vs. Off-Plane
An essential part of our virtual writing system is to distinguish between on-plane and off-plane states. The onplane finishing frame is recognized automatically whereas the on-plane starting frame requires the cooperation of the user. The user needs to hold her hand still for a few frames so that the system can detect it as a sign of the start of writing. Thereafter, the system starts fitting planes to the point set L u 3 and incrementally fits the plane in subsequent frames. When it detects a significant deviation from the fitted plane for the last few frames, it recognizes it as a sign of drawing termination. The user usually lifts the hand from the board after writing a letter or drawing a shape; however this action needs to be more conspicuous in virtual writing than when writing on a real plane. To achieve better performance, we fit a planar model to all the points except the last few (to prevent off-plane points from deviating the plane from its true position and causing off-plane detection failure -See figure 9 ). It is worth noting that a similar test could be used to recognize on-plane starting point, where the tracked point resides on a plane for a few frames; however this needs more cooperation from the user with more controlled movements. Informal testing indicated that users found it more natural to remain still for a few frames. 
C. Drawing Algorithm
To extract a user's drawing from the set of points L 3 , the following steps are taken at each time instant:
1) The points in the set L 3 are connected sequentially using straight lines and the resulting edge shape is re-sampled uniformly to produce the point set
where M depends on the sampling rate and is preferably larger than T . 2) If the system is in the off-plane state (which is the initial state), it checks whether there has been any significant displacement in the last N 1 points. For this purpose, a parameter D 1 is calculated:
and we switch to on-plane state and reset the index t to one if D 1 is less than a certain threshold. 3) Otherwise, if the system is in the on-plane state, we fit the best plane to the subset
As mentioned earlier, the reason for excluding the last N 2 points is that we do not want the potential off-plane points to bias the plane (See figure 9) . The fitted plane is
4) Parameter D 2 is calculated based on the distance of the last N 2 points to the plane:
is the projection of point P i on the estimated plane computed as
with λ calculated as
If parameter D 2 is larger than a threshold, then we switch to the off-plane mode indicating that the drawing of one segment is completed. The index, t, is reset to one. 5) If a segment of drawing is just recognized (i.e. L on 3 ), rotate it such that it resides on a plane parallel to the image plane and denote the new point set as L rot 3
The points in this set should satisfy the condition
Normalize the size and location of the point set L un 2 to obtain the final output point set L 2 . Even though the system discussed so far works well for writing alphanumeric characters, where most letters can be drawn using one segment (no off-plane state in the middle), for drawing shapes, the hand moves between offplane and on-plane states. Therefore, disjoint segments need to be positioned and sized correctly relative to each other. In virtual writing in space, the user does not need to have any visual reference and the system does not consider the location and size of the letters, as these are all normalized in the recognition module. However, when we are dealing with more than one segment of drawing, the user needs a display which we call an output board where the system provides visual feedback about the current position of the user's hand with respect to the already drawn shapes. Also, the user needs to see all the drawn segments to adjust the size and position. The system works as follows: After drawing each segment and fitting the imaginary plane in 3-D, the drawn segment is rotated to reside on a plane parallel to the image plane. Also, to keep the size of all the segments proportional to the first one, each rotated segment is projected orthographically to the first projected plane so that the same perspective ratios are applied to all segments while the picture shown on the output board is created. As a specific example, assume we would like to draw two overlapping circles with different sizes as shown in figure 10(a) . The steps involved in creating this drawing are as follows:
D. Multi-Segment Drawing with Feedback
1) The user starts drawing the bigger circle (shown as dashed and outlined in figure 10(b) ) on an imaginary plane. According to the algorithm in section VIII-A, the best plane in 3-D is fitted to the points. The drawn circle and the fitted plane are called C 1 and π 1 respectively. 2) C 1 is rotated into C 1 which resides on plane π 1 , a plane parallel to an output board we place on image plane π i .
3) The circle C 1 is now projected on π i through a perspective transformation. 4) Finishing the drawing of the first circle and moving away from the estimated plane π 1 , the user switches to the off-plane state where his hand moves freely in space to prepare for the next segment. During this period, the reference point on the central region of the hand is projected orthographically to the plane π 1 and thereafter perspectively to π i . This gives the user instantaneous feedback of the starting point of the next circle. The reason for using an orthographic projection is that the user does not require perspective projection while drawing in space. On the other hand, the user does not adjust the size of the desired shape with respect to its distance to the camera. Getting real-time feedback from the system, the user moves the hand so that its projection on the board goes to the desired location. 5) The hand stops at point S; its orthographic projection on plane π 1 is denoted as S . The perspective projection of S goes to s on the board where the user observes the result. Thereafter, the user remains still for a few frames to let the system know that a new segment is starting. 6) The user draws the second circle C 2 and the second fitting plane π 2 is estimated in the same way as the previous circle. It is worth noting that there is no relationship between planes π 1 and π 2 as they are both imaginary planes in space and the user need not keep their positions in mind. 7) Circle C 2 rotates about point S such that rotated circle C 2 resides on plane π 2 parallel to π 1 and π i . The reason for using S as the center of rotation is that its position on the rotated shape remains the same, and consequently, its position with respect to circle C 1 is unaltered.
8) Applying orthographic projection to circle C 2 we obtain circle C 2 on plane π 1 . 9) Perspective projection is performed for circle 2 to add it to the output board where the projection of C 1 already resides. The result is two overlapped circles with the desired size ratio, as shown in figure 10(a) . An example of drawing a multi-segment shape is shown in the next section.
IX. EXPERIMENTS AND RESULTS

A. Hand Position and Orientation Estimation
To measure the accuracy of the proposed technique, we compare it with a hand model computed using a set of markers on the palm, finding their positions on the images manually. We compute the coordinates of those points in 3-D and fit a plane to them. Figure 11 shows a sample image with markers. As depicted in the figure, the positions of the markers are selected so that they cover the area of the palm uniformly. This provides us a better comparison as the region-based method picks points uniformly. Although, the marker-based plane passes through a set of reliable points, this plane may not be the optimal plane as the shape of the palm is not exactly a plane. For this reason, we do not regard the marker-based plane as a ground truth plane; In fact, we believe that the plane estimated through disparity analysis is a better approximation, giving us more reliable position and orientation parameters. Another useful parameter that assesses the accuracy of our algorithm captures the distribution of the disparity errors, which measures how far the disparity points are from the fitted disparity plane. In other words how many of the points are outliers. This is an important issue because the M-estimation algorithm breaks down if the percentage of outliers is too high and then it diverges from the optimal plane drastically. Figure 13 shows the distribution of the errors measured by averaging the corresponding distributions over a 30 frame sequence. It is a normal distribution with mean 0.0050 and standard deviation 0.0237 which gives us a 35% rate of outliers if we define inlier-outlier threshold as 1.5 and a 9% outlier rate if the threshold is 2.5 levels of disparity. Therefore, the M-estimation algorithm is convergent.
Figures 14 shows sample frames selected from different image sequences showing a hand in motion. The left image of the image-pairs along with the corresponding models built based on the estimated position and orientation of the hand are depicted in the figures. Different frames show a variety of cases to which the proposed method is applicable. There are frames where the fingers are moving freely, and we still track the palm. Hands from different people in figure 15 also shows the applicability of the method in low-textured as well as high-textured cases. It also indicates that our algorithm works on the front of the hand as well as the back of the hand.
B. Virtual Drawing Application
To measure the accuracy of the method, sequences were taken where a person was actually writing on paper using a pen. Comparison of the letters extracted from our vision-based system and the real letters written on the paper shows how well our tracking method corresponds reference points on the hand to the pen point tracks. In figure 16 , the outputs of our system, as well as the letters on the paper scanned as digital images, are shown. Figure  17 shows frames picked from the beginning, middle and end of the writing for the sample letter Z.
The Chamfer distance is used to measure the similarity of the two shapes. It is a well-known method to measure the distance between two edge images X and Y:
To make the measure independent of the size of the image, the distance is normalized by dividing it by the largest dimension of the shape (i.e., the distance of the two furthest points):
A more accurate measure, bidirectional Chamfer distance, is defined as: 
As the two shapes extracted from the two different methods might be in different position, orientation and scale, we need to find the best translation vector t = (t x , t y ), rotation angle θ and scaling factors s = (s x , s y ) which minimize the distance thereby maximize the similarity of the two shapes:
The distance measures C ns for the letters shown in figure 16 are listed in Table II. We employ a second measure for the accuracy of the estimation: The orientation of the paper in 3-D is estimated through 4 marker points (see Figure 17 ) drawn on the paper and is then compared with the orientation of the estimated plane (i.e. the final fitted plane to the set of reference points). The orientation angles yaw and pitch for the two planes denoted as ψ and θ respectively are computed from the 3-D plane equation (22) as: Table II shows the difference of the orientation angles for the two planes in degree.
We applied our virtual writing method to all of the English alphabet letters as well as digits in a continuous writing process (i.e., writing consecutively from A to Z) in space. The quality of the results was good and we anticipate that an OCR algorithm which recognizes handwritten letters can convert the images into coded characters. Figure 18 shows output of the program for English letters. Next, we illustrate drawing a multi-segment face enhanced by the real-time feedback to the user as explained in section VIII-D. The user is also provided with three virtual buttons so he can choose the pen color by moving his hand to the area of the buttons added to the output board. Figure 19 shows a sample frame and the output drawn face. It also shows how the user obtains real-time feedback from the system through the monitor. In fact, he can see the live images taken by the cameras as well as the current state of the output board. He also observes the color buttons in the left side of the output board so he can select the pen color.
Our virtual drawing system requires minimal cooperation from the user. However, we have not conducted user studies to assess the performance and fatigue that may occur in long term use.
C. Virtual Marble Game
Our implementation of the virtual marble game estimates the absolute orientation of the hand at each frame and applies it to the model, as shown in figure 20. To make the game more intuitive to the user, the initial frame is considered as a reference so that at each frame the model is rotated as much as the difference between orientations in the current frame and the reference frame. Tracking and visual feedback at a rate of about 10 frames per second enables the user to see the current state, decide and tilt the hand to navigate the ball comfortably. To make the game more attractive, physical parameters such as bouncing as a result of collision and inertia could also be modelled. The flexibility of this virtual game comes from the ability to change the map of the maze easily. Our system modifies it using a random maze generator. Figure 21 shows a few sample maze maps. We can also manipulate the coefficient of friction to adjust the level of difficulty of the game and make the navigation more challenging. This friction parameter cannot be easily changed in the physical world.
D. 3-D Construction
We ran an experiment to illustrate the accuracy of the measurements in 3-D drawing where we track the hand as it traverses the edges of a real object (see figure 4) . The user tracks three orthogonal edges of a box and the system tracks the hand and models its intended motion. A few parameters calculated from hand tracking in the sequence were compared with the ground truth measured from the actual box and the results are summarized in Table III . The measured parameters include the angle between the two planes p 1 and p 2 , the angles between the lines l 1 and l 2 and the lines l 2 and l 3 , and the length of the lines l 1 , l 2 and l 3 as defined in figure 22 . As indicated, the relative errors are small and are mostly due to camera calibration inaccuracy as well as shaking of the hand holding the box.
X. SUMMARY
We proposed a set of applications and associated algorithms for using the hand as an interface for drawing and control. These applications included virtual writing and drawing in space, a virtual marble game, and 3-D object construction. Using stereo cameras, a sequence of image pairs is acquired and analyzed to estimate the position and orientation of the hand in 3-D. We estimate the disparity map and motion field and model them to reduce the impact the low-textured hand and noise. Planar modelling of the hand requires disparity values to reside on a plane too. A plane in motion defines a quadratic model for the motion field, where model parameters are estimated using robust estimation and adjusted to comply with the disparity model. Tracking the trajectory of the hand in space provides sufficient information for the applications. Many more applications could also be developed based on the method presented.
