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Abstract
Non-relativistic quantum particles bounded to a curve in R2 by attractive
contact δ-interaction are considered. The interval between the energy of the
transversal bound state and zero is shown to belong to the absolutely con-
tinuous spectrum, with possible embedded eigenvalues. The existence of the
wave operators is proved for the mentioned energy interval using the Hamil-
tonians with the interaction supported by the straight lines as the free ones.
Their completeness is not proved. The curve is assumed C3-smooth, non-
intersecting, unbounded, asymptotically approaching two different half-lines
(non-parallel or parallel but excluding the ”U-case”). Physically, the system
can be considered as a model of long nanostructural channel.
Keywords: curve supporting delta interaction; absolutely continuous spec-
trum; scattering; wave operator.
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1 Introduction
The contact interactions supported by curves or other low-dimensional struc-
tures are of interest for more than 20 years, with some renewed interest during
the recent years. Let us give only a sample of references [1]-[16]. Mostly bound
states and compact curves or surfaces were studied.
We consider here the case of a planar unlimited curve supporting transver-
sal attractive δ-interaction of the strength α. Except of the trivial case of the
straight line, there exist isolated bound states of energy below −α2/4 while
the interval [−α2/4,∞) belongs to the essential spectrum [2]. For the curves
very closed to the straight line there exists just one discrete eigenvalue [10].
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We are interested in the scattering of particles with energies (−α2/4, 0) along
the curve. This problem was studied in [4] for the case of curve different from
a line in a compact set only. Here we consider C3-smooth curve Γ which is
asymptotically approaching two half-lines at the infinity,
Γ(s) ≈ a± + v±s for s→ ±∞ ,
a±, v± ∈ R2 , |v±| = 1 , v+ 6= −v− .
The curve is assumed non-intersecting, parameterized by its length s ∈ R
measured from a conventionally chosen point. The asymptotic conditions at
s → ±∞ more precisely specified below are rather severe and probably not
the optimal.
We show that the interval (−α2/4, 0) belongs to the absolutely continuous
spectrum, the existence of the embedded eigenvalues is not excluded. Further,
we show the existence of the wave operators corresponding to the particles in
this energy range incoming or outgoing along the asymptotic half-lines. The
completeness of the wave operators is not proved.
The proof of the absolute continuity of the spectrum follows the pattern
of that for the Agmon-Kato-Kuroda theorem [17]. Essentially, it is based on
the explicit verification of the limiting absorption principle for the considered
model. Recently, the limiting absorption principle for the Schro¨dinger opera-
tors with contact interactions on compact surfaces has been considered in [13]
and further generalized to the Dirac operators in [16]. As these papers, we use
Krein-type resolvent formula and the weighted Lebesgue and Sobolev spaces.
However, for the non-compact interaction support we cannot use theorems on
compact embedding but the assumptions on the curve asymptotics and some
explicit estimates are sufficient for our results.
The existence of the wave operators is proved with the help of Kuroda-
Birman theorem, i.e. essentially by proving that the full and free resolvent
difference is a trace-class operator. Motivated by physics, we are interested
in the scattering of particles roughly speaking bounded near the curve, i.e. a
spectral projector to the negative energies and also projectors to the direction
of motion (momentum spectral projectors) enter the definition of the wave
operators and the assumptions of the Kuroda-Birman theorem. The presence
of the projectors is substantially used together with the curve asymptotics
at the technical level at the least. This is the reason why our proofs do not
give the completeness of the wave operators which has been proved for similar
models with the compact interaction support (e.g., Section 2.4 of [4], Corollary
4.13 of [11], Theorem 5.6 of [12] and Theorem 4.1 of [16]).
The model is defined and the assumptions are formulated in the next sec-
tion. Some properties of the model are reviewed in Sections 3-6. The relations
(−α2/4, 0) ⊂ σac and (−α2/4, 0) ∩ σsc = ∅ are proved in Section 7 with the
result formulated in Theorem 7.1. The existence of the wave operators is
proved in Section 8 with the result in Theorem 8.1. Slight generalizations
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of the Pearson and Kuroda-Birman theorems used in the proof are given in
Appendix B. Section 9 contains brief concluding remarks.
2 The model definition
We consider non-relativistic quantum mechanical particles moving in a plane
with a contact interaction supported by a curve. Hilbert space of states of
our system is the space L2(R2). The Hamiltonian is a self-adjoint operator H
associated with the sesquilinear form
q(f, g) =
∫
R2
∇f · ∇g d2x− α
∫
R
f(Γ(s))g(Γ(s)) ds . (2.1)
The domain of the form is D(q) = H1,2(R2) and in the integral over curve we
identify the value and the trace of functions on the (graph of) the curve for
notational simplicity. The form q is closed and below bounded [1] so H is a
well defined self-adjoint operator. We consider only the attractive case α > 0.
We assume the following on the curve Γ.
Assumption 1. The curve Γ : R→ R2 satisfies Γ ∈ C2, |Γ′(s)| = 1 for s ∈ R.
Let us write
Γ(s) = a± + v±s+ ν±(s) , (2.2)
ϕ−(s) = sup
t≤s
|ν ′−(t)| , ϕ+(s) = sup
t≥s
|ν ′+(t)| . (2.3)
with some a−, a+, v−, v+ ∈ R2,
|v−| = |v+| = 1 . (2.4)
There exist R > 0 and δ > 3 such that
ϕ− ∈ L2δ((−∞,−R)) , ϕ+ ∈ L2δ((R,∞)) . (2.5)
Here L2δ are standard weighted Lebesgue spaces, e.g.
L2δ((R,∞)) = {f : (R,∞)→ C | f measurable,
∫ ∞
R
(1 + s2)δ |f(s)|2 ds <∞}
identifying the functions which are equal almost everywhere.
Assumption 2. There exists ρ ∈ (0, 1] such that
ρ|s− t| ≤ |Γ(s)− Γ(t)| (2.6)
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for every s, t ∈ R.
We shall see that under the other assumptions, the existence of ρ is essentially
equivalent to the non-intersecting of the curve.
Assumption 3. The curve Γ has a uniformly bounded second derivative,
i.e., |Γ′′| ∈ L∞(R).
The Assumption 3 means that the curve Γ has a bounded extrinsic curvature
K = Γ′1Γ
′′
2 − Γ′2Γ′′1 . (2.7)
It simplifies considerably mainly the study of the Hamiltonian domain but its
necessity remains an open question. The following assumption we shall use
for a simple location of the essential spectrum but its necessity is also under
the question.
Assumption 4. The curve Γ ∈ C3(R) and the curvature together with its
derivative vanish at the infinity in the sense that
lim
s→±∞K(s) = 0 , lims→±∞K
′(s) = 0 . (2.8)
Notice that by the well known relations, (2.8) is equivalent to
lim
s→±∞ ν
′′
±(s) = 0 , lims→±∞ ν
′′′
± (s) = 0 .
3 On the curve properties
We give some remarks on the assumed properties of the curve. The all used
assumptions are always mentioned in the text of propositions in this section
as the whole set would be unnecessarily strong and as an alternative to the
Assumption 2 is also given.
Evidently,
ρ|s− t| ≤ |Γ(s)− Γ(t)| ≤ |s− t| (3.1)
the first inequality being assumed and the second one following from the as-
sumption |Γ′(s)| = 1 and saying only that a line is a geodesics in the Euclidean
plane. Equations (2.2-2.3) are just definition of the functions ν±, ϕ± and only
assumption (2.5) gives them some contents.
Proposition 3.1. Under the Assumption 1, such a± can be chosen that
lim
s→±∞ ν±(s) = 0 (3.2)
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and then for any 1 < κ < δ + 12 (in particular for any 1 < κ ≤ 7/2) there
exists R1 > 0 such that
0 ≤ ϕ±(±s) ≤ s−κ , |ν ′±(±s)| ≤ s−κ , |ν±(±s)| ≤
s1−κ
κ− 1 (3.3)
for s ≥ R1.
Proof. Let us give the proof for s > 0, the case s < 0 being analogical. By
(2.3), ϕ+ is non-increasing. Let us fix κ ∈ (1, δ+ 12) and assume that the first
statement (3.3) does not hold, i.e.
(∀R1 > 0)(∃s1 ≥ R1)(ϕ+(s1) > s−κ1 ) .
Now
∞ >
∫ ∞
R
(1 + s2)δ |ϕ+(s)|2 ds ≥ |ϕ(s1)|2
∫ s1
R
(1 + s2)δ ds
≥ s
−2κ
1
2δ + 1
(s2δ+11 −R2δ+1) .
Here the limit s1 →∞ can be taken over a suitable sequence of s1 values and
a contradiction is obtained. So the first statement (3.3) is proved and the
second follows from definition (2.3).
For s2 > s1 > R1 we now obtain
|ν+(s2)− ν+(s1)| =
∣∣∣∣
∫ s2
s1
ν ′(s) ds
∣∣∣∣ ≤
∫ s2
s1
s−κ ds =
1
κ− 1(s
1−κ
1 − s1−κ2 )
and the existence of finite limit lims→∞ ν+(s) follows. Absorbing its value
into a+ we may have (3.2) without loss of generality. The last inequality (3.3)
then follows by taking the limit s2 →∞ in the above estimate.
The strong assumptions (2.5) were used in the proof. However, the true
motivation for them is the proof of compactness of some operator below. We
shall always assume (3.2) in the following.
Proposition 3.2. Let Γ ∈ C2, |Γ′| = 1, (2.2), (2.4), (3.2) and
lim
s→±∞ ν
′
±(s) = 0 (3.4)
hold. Then the following statements are equivalent.
i) There exists ρ > 0 such that |Γ(s)− Γ(t)| ≥ ρ|s− t| for every s, t ∈ R.
ii) The curve Γ is non-intersecting (i.e. Γ(s) 6= Γ(t) for s 6= t) and v+ 6= −v−.
Proof. Let us assume i). Then Γ is non-intersecting. Assume that v+ = −v−.
Then for large s > 0
Γ(s)− Γ(−s) = a+ − a− + ν+(s)− ν−(−s)
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remains bounded in contradiction with the relation |Γ(s)− Γ(−s)| ≥ 2ρs. So
necessarily v+ 6= −v− and ii) holds.
Assume now ii). There exists s1 > 0 such that |ν ′+(s)| < 12 for s > s1. For
s, t > s1 now
|Γ(s)− Γ(t)| = |v+(s− t) + ν+(s)− ν+(t)| ≥ 1
2
|s− t| .
Enlarging s1 if necessary, the same holds for s, t < −s1.
Let us consider case s > 0, t < 0 now. Then |s− t| = s− t = s+ |t| and
ξ =
s+ t
s− t ∈ [−1, 1] .
F (s, t) =
∣∣∣∣v+s− v−ts− t
∣∣∣∣ =
∣∣∣∣12(v+ + v−) + 12(v+ − v−)ξ
∣∣∣∣
takes its minimum c(v−, v+) at some ξ ∈ [−1, 1]. If the minimum would be
zero then v+(1 + ξ) = −v−(1 − ξ). Taking into account that |v+| = |v−| this
gives ξ = 0 and minimum value 12 |v++ v−| = 0. However, this contradicts the
assumption v+ 6= −v−. So
|v+s− v−t| ≥ c(v−, v+)|s − t|, c(v−, v+) > 0
for s > 0, t < 0.
There exist s2 ≥ c(v−, v+)−1(|a+ − a−|+ 2) such that for s > s2, t < −s2
is |ν+(s)| < 1, |ν−(t)| < 1. For s > s2, t < −s2 now
|Γ(s)− Γ(t)| ≥ |v+s− v−t| − |a+ − a−| − |ν+(s)| − |ν−(t)|
≥ c(v−, v+)|s − t| − (|a+ − a−|+ 2)
≥ 1
2
c(v−, v+)|s − t|+ c(v−, v+)s2 − (|a+ − a−|+ 2)
≥ 1
2
c(v−, v+)|s − t| .
By the symmetry, the same holds for s < −s2, t > s2.
There exists s3 ≥ max(s1, s2), s3 > 2(|a+|+1+|Γ(0)|) such that |ν+(s)| < 1
for s > s3. For s > 2s3 and |t| < s3 now
|Γ(s)− Γ(t)| ≥ |Γ(s)− Γ(0)| − |Γ(t)− Γ(0)|
≥ |a+ + v+s+ ν+(s)− Γ(0)| − s3
≥ s− |a+| − 1− |Γ(0)| − s3 ≥ 1
4
s >
1
6
|s− t| .
Enlarging s3 if necessary, we can obtain such estimate for every |s| > 2s3 , |t| <
s3 and every |s| < s3 , |t| > 2s3.
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As the last case, consider function
G(s, t) =
∣∣∣∣Γ(s)− Γ(t)s− t
∣∣∣∣
on the compact [−2s3, 2s3] × [−2s3, 2s3]. As Γ ∈ C2, G can be continuously
extended to the values of s = t,
G(s, s) = |Γ′(s)| = 1 .
G takes its minimum ρ1 which is nonzero as Γ is non-intersecting by the
assumption. As a result,
|Γ(s)− Γ(t)| ≥ ρ1|s− t| , ρ1 > 0 (3.5)
for |s| ≤ 2s3, |t| ≤ 2s3.
Putting ρ = min(12 ,
1
2c(v−, v+),
1
6 , ρ1), the statement i) is proved.
By Proposition 3.1, the assumption (3.4) is weaker then the corresponding
part of Assumption 1. Let us repeat some properties of the curve Γ without
distinguishing assumptions and their consequences for the summary.
Γ(s) = a± + v±s+ ν±(s) , |v±| = 1 , v+ 6= −v− , (3.6)
lim
s→±∞ ν±(s) = 0 , lims→±∞ ν
′
±(s) = 0 , (3.7)
ρ|s− t| ≤ |Γ(s)− Γ(t)| ≤ |s− t| , 0 < ρ ≤ 1 , s, t ∈ R . (3.8)
Proposition 3.3. Under the Assumptions 1 and 2, the curve Γ intersects the
plain R2 into two disjoint regions Ω+, Ω−, i.e.,
R
2 = Ω+ ∪ Γ(R) ∪ Ω−
where the union is disjoint.
Proof. Under our assumptions, Γ is a Jordan curve in the completed plane
R
2∗ ≈ S2 and so intersects it into two disjoint regions by the Jordan theorem
(e.g. Theorem 108 in [18]).
4 Operator domain
Although the Hamiltonian is completely defined by the form (2.1) it is also
useful to know the domain of the corresponding operator H itself and its
action,
D(H) =
{ψ ∈ H1,2(R2) ∩H2,2loc (R2 \ Γ(R)) | ∂nψ|Γ+ − ∂nψ|Γ− = αψ|Γ,
∆ψ ∈ L2(R2)} ,
Hψ = −∆ψ for ψ ∈ D(H) (4.1)
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where ∂nψ|Γ± are the traces of the normal derivative of ψ at the graph of
Γ from Ω± respectively. The unit vector n normal to Γ is oriented from
Ω+ into Ω− and ψ|Γ is the trace of ψ (the same from the both sides for
ψ ∈ D(q) ⊃ D(H)). The Laplacian in (4.1) is considered in the distributional
sense on Ω+ ∪ Ω−. The space H2,2loc (R2 \ Γ(R)) should be understood here as
the space of all functions which are in
H2,2(U \ Γ(R)) = H2,2(U ∩ Ω+)⊕H2,2(U ∩Ω−)
for every bounded open U ⊂ R2. Evidently, the interchange of conventionally
chosen Ω+ and Ω− has no effect as it leads to the change of orientation of n.
Assuming further that Γ′′ ∈ L∞(R) (Assumption 3),
D(H) =
{ψ ∈ H1,2(R2) ∩H2,2(R2 \ Γ(R)) | ∂nψ|Γ+ − ∂nψ|Γ− = αψ|Γ} . (4.2)
The form of D(H) in (4.2) is given in Theorem 8.4 of [14]. A relatively
short proof in Sect. 2.1 of [19] for the compact curve extends to the proof
of (4.1) and (4.2) in our case of infinite asymptotically flat curve. The only
points needing special attention are the trace formula
‖u‖L2(Γ(R)) ≤ C‖u‖
1
2
L2(R2)
‖u‖
1
2
H1,2(R2)
which can be proved integrating the derivative along the intervals of uniform
length orthogonal to the asymptotic of our curve, instead to the curve itself as
in the standard proof. For (4.2), we can cover the outgoing parts of the curve
by a countable set of finitely intersecting bounded rectangular neighborhoods
of the same size and so the same constants appear in the estimates of local
H2,2-norms by the local H1,2∆ -norms. Then the local estimates extend to the
global one.
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5 The resolvent
The resolvent for the Hamiltonian of our model is known from [1]. Let us
define operators1
Rdx dx(k) : L
2(R2)→ L2(R2) ,
(Rdx dx(k)ψ)(x) =
1
2pi
∫
R2
K0(−ik|x− y|)ψ(y) dy , (5.1)
Rdxm(k) : L
2(R)→ L2(R2) ,
(Rdxm(k)f)(x) =
1
2pi
∫
R
K0(−ik|x− Γ(s)|)f(s) ds , (5.2)
Rmdx(k) : L
2(R2)→ L2(R) ,
(Rmdx(k)ψ)(s) =
1
2pi
∫
R2
K0(−ik|Γ(s)− y|)ψ(y) dy , (5.3)
Rmm(k) : L
2(R)→ L2(R) ,
(Rmm(k)f)(s) =
1
2pi
∫
R
K0(−ik|Γ(s)− Γ(t)|)f(t) dt . (5.4)
Here k ∈ C, ℑk > 0 (with possible analytic prolongations), K0 is the Mac-
donald function, the space L2(R) ≈ L2(Γ(R), ds) is understood as the space
of functions defined on the curve parameterized by the length.
In this notation, the resolvent (see Corollary 2.1 in [1] with a slightly
different notation)
(H − k2)−1 = Rdx dx(k) + αRdxm(k)(I − αRmm(k))−1Rmdx(k) . (5.5)
For the further references, let us remind here some properties and estimates
of the Macdonald function Kν (also called as modified Bessel function of the
third kind; ν = 0, 1, 2, . . . is sufficient for us) which we shall extensively use.
It holds
|Kν(z)| ≤ Kν(ℜz) (5.6)
for ν ≥ 0, ℜz > 0 and Kν is decreasing in z > 0. Further
|K0(z)| ≤ c0(1 + | log |z||)e−ℜz , |Kn(z)| ≤ cn|z|−ne−
3
4
ℜz , (5.7)
|K(k)0 (z)| ≤ c′k|z|−ke−
1
2
ℜz (5.8)
for |z| > 0, | arg z| ≤ pi2 − ε with constants c0, cn, c′k > 0 depending on
ε ∈ (0, pi2 ) (k, n = 1, 2, . . . ). These properties follow from the well known
integral representation (equation (16) in par. 7.3 of [20]) giving estimates for
large |z| and behavior near z = 0.
1Notice that in Eq. (2.2) of [1], ik should be changed to −ik for d ≥ 2.
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6 The essential and discrete spectrum
By Proposition 5.1 of [2] we would have
σess(H) = [−α
2
4
,∞) (6.1)
if we would clarify the two following points.
The validity of the assumptions of [2] under our assumptions can be
checked, our assumptions are much stronger in fact. Details are given in
the Appendix A.
Strictly speaking, only the inclusion σess(H) ⊂ [−α24 ,∞) is proved in [2]
while the proof of the opposite inclusion is incomplete there (see the Remark
below). One would conjecture, that the proof could be completed but instead
of desirable clarification of this point, we give a straightforward proof of the
relation (6.1) under the stronger assumptions.
Proposition 6.1. Under the Assumptions 1-4,
σess(H) = [−α
2
4
,∞) . (6.2)
Proof. By the corresponding part of the proof of Proposition 5.1 in [2], σess(H)∩
(−∞,−α24 ) = ∅. We shall construct a Weyl sequence for the points −α
2
4 + k
2,
k ∈ R now.
Let us first introduce local coordinates s (curve length) and t (roughly
distance from the curve) in a neighborhood of the curve (cf. [21]). Let n(s) =
(−Γ′2(s),Γ′1(s)) be the unit normal vector to the curve and let us write
(x1, x2) = Γ(s) + tn(s).
The local coordinates (s, t) may be used in a region where s ∈ J (an open
interval in R), t ∈ (−A,A), A > 0 such that AK0 < 1, K0 = ‖K‖L∞(J), the
length of J does not exceed K−10 −A and Γ(R \ J) does not enter the region.
In particular, the Jacobian 1− tK(s) 6= 0 there. Given any s0 > 0 sufficiently
large, L1 > 0, L2 > 0, the curvilinear rectangle s0 − 1 ≤ s ≤ s0 + L1 + 1,
−L2 − 1 ≤ t ≤ L2 +1 can be placed inside this region (see Assumption 4 and
Propositions 3.1 and 3.2). The Laplacian in the coordinates s, t reads
−∆ = −(1− tK)−2 ∂
2
∂s2
− tK′(1− tK)−3 ∂
∂s
− ∂
2
∂t2
+ K(1− tK)−1 ∂
∂t
.
Let ϑ ∈ C∞(R) be such that 0 ≤ ϑ ≤ 1, ϑ(x) = 0 for x ≤ 0, and
ϑ(x) = 1 for x ≥ 1. Let us define ϑ1(s) = ϑ(s − s0 + 1) for s ≤ s0 + L1,
ϑ1(s) = ϑ(s0 + L1 + 1 − s) for s ≥ s0 + L1. Similarly, ϑ2(t) = ϑ(t + L2 + 1)
for t ≤ L2, ϑ2(t) = ϑ(L2 + 1− t) for t ≥ L2. Let
ψ(s, t) = e−
α
2
|t|eiksϑ1(s)ϑ2(t) . (6.3)
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Then ψ ∈ D(H) (4.2) and
‖ψ‖2 =
∫
|ψ(s, t)|2|1− tK(s)| ds dt ≥ α−1L1(1− e−αL2) (6.4)
if
|K(s)| ≤ 1
2(L2 + 1)
for s ≥ s0 − 1 . (6.5)
Direct calculations give
(−∆+ α
2
4
− k2)ψ = ψ1 + ψ2 + ψ3 + ψ4 (6.6)
where denoting d(s, t) = (1− tK(s))−1
ψ1 = k
2(d2 − 1)ψ ,
ψ2 = −(iktK′d3 + 1
2
αKd sgn(t))ψ ,
ψ3 =
(
(α sgn(t) + Kd)ϑ′2(t)− ϑ′′2(t)
)
e−
α
2
|t|eiksϑ1(s) ,
ψ4 = −d2
(
(2ik + tK′d)ϑ′1(s) + ϑ
′′
1(s)
)
e−
α
2
|t|eiksϑ2(t) .
We denote
K0 = sup
s≥s0−1
|K(s)| , K1 = sup
s≥s0−1
|K′(s)| .
Assuming (6.5) and denoting c a suitable constant independent of s0, L1 and
L2 (but dependent on k, α > 0 and ‖K‖L∞(R)) we can estimate
‖ψ1‖2 ≤ cK20(L1 + 2) ,
‖ψ2‖2 ≤ c(K21 + K20)(L1 + 2) ,
‖ψ3‖2 ≤ ce−αL2(L1 + 2) ,
‖ψ4‖2 ≤ c(1 + K21)
which together with (6.4) gives (c is another suitable constant)
‖(H + α24 − k2)ψ‖
‖ψ‖ ≤ c
(K0 + K1 + e
−α
2
L2)
√
L1 + 2 + (1 + K1)√
L1(1− e−αL2)
.
This can be arbitrarily small by the choice of L1, L2 and s0, keeping the
validity of (6.5). So the Weyl sequence can be constructed and −α24 + k2 ∈
σess(H).
Remark. The proof of Proposition 5.1 in [2] is incomplete as it uses impli-
cation 1 ∈ σ(αRmm(ik)) ⇒ −k2 ∈ σ(H) for k > 0 referring to part (ii) of
Proposition 2.1 which is proved as Corollary 2.1 of [1] and which contains
opposite implication for resolvent sets, 1 6∈ σ(αRmm(ik)) ⇒ −k2 6∈ σ(H),
only.
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The equivalence like 1 ∈ σ(αRmm(ik)) ⇔ −k2 ∈ σ(H) would follow from
Theorem 1.29 in [6]. However, [6] consider the case of boundary triples which
are insufficient for the partial differential operators where quasi-boundary
triples should be used (cf. discussions in the Introductions of [8, 22]). The
proof of a similar Theorem A in [7] on the essential spectrum rely on compact
embedding of H1(Γ(R)) into L2(Γ(R)) which does not hold for the infinite
curve.
Below the essential spectra, eigenvalues discrete in (−∞,−α2/4) may ap-
pear. If the curve is not just a straight line, there is at most one such eigen-
value [2]. The whole spectrum is bounded from below as the form (2.1) is.
The accumulation of the eigenvalues at −α2/4 cannot be probably excluded
in general but for the our case of asymptotically flat curve one would conjec-
ture finite number of eigenvalues only, although the proof remains an open
question. For the curve in a sense close to the straight line, there exists just
one simple discrete eigenvalue. This is a very slight generalization of Theorem
2.2 from [10] which we give after the introduction of some notations.
Let Γ be the curve satisfying Assumptions 1-4, put the origin of coordinates
into Γ(0) = 0 for the simplicity. We define a relative angle of the tangent φ,
Γ′(s) = (cos φ(s, 0), sin φ(s, 0)) , φ(s, t) = φ(s, 0) − φ(t, 0) .
The angle φ(·, 0) can be defined as a bounded function from C2(R) under our
assumptions. Let us define a deformed curve
Γ(β)(s) =
∫ s
0
(cos βφ(t, 0), sin βφ(t, 0)) dt , β ∈ [0, 1] ,
in other words a homotopy of the curve Γ to the straight line. For β small
enough, Γ(β) satisfies Assumptions 1-4 and let us denote as H(β) the corre-
sponding Hamiltonian. Let us denote
A(s, t) = − α
4
32pi
K1(
α
2 |s−t|)
(
|s− t|−1
(∫ s
t
φ(u, t) du
)2
−
∣∣∣∣
∫ s
t
φ(u, t)2 du
∣∣∣∣
)
.
Under our assumptions, the convergence of integral∫
R2
A(s, t) ds dt <∞
can be seen.
Proposition 6.2. Let a curve Γ satisfies Assumptions 1-4 and is not a
straight line. Then there exists β0 > 0 such that for 0 < β < β0 the Hamilto-
nian H(β) has a unique simple eigenvalue λ(H(β)) in (−∞,−α24 ) which admits
the asymptotic expansion
λ(H(β)) = −α
2
4
−
(∫
R2
A(s, t) ds dt
)2
β4 + o(β4)
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for β → 0+.
Proof. The proof copies step by step the proof of Theorem 2.2 in [10] so we
do not repeat details here. We need an asymptotic estimate of the angle φ.
Under our assumptions, finite
lim
s→±∞φ(s, 0) = φ±∞ , where v± = (cosφ±∞, sinφ±∞) ,
exists. For |s| large enough we then have
|φ(s, 0) − φ±∞| ≤ pi| sin 12 (φ(s, 0)− φ±∞)| =
pi
2
|ν ′±(s)| ≤
pi
2
|s|−7/2
by Proposition 3.1. For the auxiliary regularization, [10] uses an exponential
function V−α(s) = exp(−α|s|/4) which decreases too quickly for our case but
we use W (s) = (1 + s2)−1 instead. With these changes, the proof from [10]
can be repeated, including estimates of the Hilbert-Schmidt norms for some
operators.
7 Spectral absolute continuity
We shall prove that (−α24 , 0) ⊂ σac(H) and that the singular continuous spec-
trum does not intersect this interval, our first main result, in this section. The
existence of the countable number of eigenvalues in the interval (−α24 , 0) is
not excluded. The proof is based on the well known criterion given by Theo-
rem XIII.20 of [23] related to the so called limiting absorbtion principle, using
formula (5.5), comparison with the operators related to the case of straight
line, and the ideas used in the proof of Agmon-Kato-Kuroda theorem (Theo-
rem XIII.33 of [23], see also [17]). Only Assumptions 1 and 2 are needed for
the proofs in this section except of the inclusion of interval (−α24 , 0) into the
essential spectrum. Assumptions 1 and 2 are always supposed in this section
without repeating that in the statements.
We consider the argument of the resolvent
k2 = λ+ iε , λ ∈ [λ1, λ2] ⊂ (−α
2
4
, 0) , 0 < ε < ε0 ,
k = k1 + ik2 , k1 ∈ R , k2 ≥ 0
with fixed bounds λ1 < λ2 < 0, ε0 > 0. These relations imply
k1 ∈ (0, b] , k2 ∈ [k20, k21] (7.1)
with finite b, 0 < k20 < k21, more precisely
b =
(
1
2
(λ2 +
√
λ22 + ε
2
0)
) 1
2
≤ ε0
2
√−λ2
,
k20 =
√
−λ2 , k21 =
(
1
2
(−λ1 +
√
λ21 + ε
2
0)
) 1
2
.
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The parameter k is always supposed to satisfy these relations if nothing else
is said in this section, without repeating that in the statements.
Notice that we may allow also negative values of ε, i.e. ε ∈ (−ε0, ε0) and
(7.1) then changes to
k1 ∈ [−b, b] , k2 ∈ [k20, k21] . (7.2)
The important positive lower bound on k2 remains which allows an analytic
prolongation of some functions below the interval [λ1, λ2] of the real axis in
the following.
The notation of operators introduced in Section 5 is used, sometimes using
the same symbol for the operators restricted or extended to other spaces than
just L2. We also denote
w(s) = (1 + s2)
1
2 .
Lemma 7.1. Let k satisfies (7.2). Then for every δ ≥ 0 and η < −12 , Rmm(k)
is a compact operator L2δ(R)→ L2η(R).
Proof. We first verify that the operator wηRmm(k)w
−δ : L2(R) → L2(R)
defined as
(wηRmm(k)w
−δ f)(s) =
1
2pi
∫
R
w(s)ηK0(−ik|Γ(s)− Γ(t)|)w(t)−δf(t) dt
is Hilbert-Schmidt and therefore compact. Inequalities from Section 5, (2.6)
and (7.1) give
|K0(−ik|Γ(s)− Γ(t)|)| ≤ K0(k2|Γ(s)− Γ(t)|) ≤ K0(k20ρ|s− t|)
and we estimate the integral of the kernel square∫
R
∫
R
w(s)2η |K0(−ik|Γ(s)− Γ(t)|)|2w(t)−2δ ds dt ≤∫
R
∫
R
w(s)2ηK0(k20ρ|s− t|)2 ds dt =(∫
R
w(s)2η ds
)(∫
R
K0(k20ρ|u|)2 du
)
<∞
so the mentioned operator is really Hilbert-Schmidt. Taking into account the
isomorphisms of the spaces L2±δ(R) and L
2(R) realized as multiplications by
suitable powers of w, the compactness of Rmm(k) : L
2
δ → L2η follows.
Lemma 7.2. Let δ ≥ 0, η < −12 , λ1 < λ2 < 0 and ε0 > 0. Then the operator
function z 7→ Rmm(
√
z), Rmm(
√
z) : L2δ(R) → L2η(R), with the square root
chosen so that ℑ√z > 0, is holomorphic in the operator norm in the region
(λ1, λ2) + i(−ε0, ε0).
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Proof. Function k =
√
z is holomorphic with the values inside (7.2). So it
is sufficient to prove that Rmm(k) is holomorphic in k inside (7.2). Using
relation K ′0 = −K1 and estimates (5.6), (5.8), (2.6) we obtain∣∣∣∣K0(−ik′|Γ(s)− Γ(t)|)−K0(−ik|Γ(s) − Γ(t)|)k′ − k −
i|Γ(s)− Γ(t)|K1(−ik|Γ(s)− Γ(t)|)
∣∣∣∣ ≤ c|k′ − k|e− 12k20ρ|s−t|
with a suitable constant c. Similarly as in the proof of Lemma 7.1 we show
that the derivative of wηRmm(k)w
−δ exists in the Hilbert-Schmidt norm, and
therefore also in L2 norm and then the derivative of Rmm(k) exists in the
norm of L2δ(R)→ L2η(R) operators.
Let us define an auxiliary operator R0(k) : L
2(R)→ L2(R) as
(R0(k)f)(s) =
1
2pi
∫
R
K0(−ik|s − t|)f(t) dt (7.3)
using again the same symbol for its restrictions or extensions and assuming
ℑk > 0. This would be the operator Rmm(k) in the case of straight line Γ.
However, the comparison of the two operators must not be confused with com-
parison of the say scattering along Γ and along the line. Our space L2(R, ds)
still represents a space of functions defined on Γ(R).
The Fourier transformation F maps the integral operator R0(k) to the
multiplication operator in L2(R, dp),
FR0(k)F−1 = 1
2
√
p2 − k2 .
This can be easily verified with the help of integral representation (7.3.15)
from [20] for K0. An operator similar to the one appearing in (5.5) can be
now written as
F(I − αR0(k))−1F−1 = A(k, p) = 2
√
p2 − k2
2
√
p2 − k2 − α (7.4)
for ℜk2 < 0 and ℑk2 > 0. The last two formulae were already used in (2.7)
and (2.8) of [4].
Lemma 7.3. For ℜk2 < 0 and ℑk2 > 0, A(k, p) defined in (7.4) is a bounded
operator in L2(R) as well as in H1,2(R). For given ε1 > 0, the operator is
uniformly bounded for ℑk2 > ε1. The same holds for its derivatives with
respect to k2.
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Proof. For a fixed k satisfying the assumptions, (7.4) is a bounded continuous
function of p so it gives a bounded operator in L2. The same holds for its
derivative with respect to p and so the operator is bounded also in H1,2.
Uniform bounds for ℑk2 > ε1 are also seen. The derivatives of A(k, p) with
respect to k2 have also these properties.
Lemma 7.4. Let −α24 < λ1 < λ2 < 0, ℜz ∈ (λ1, λ2), ℑz 6= 0 and Z(z) be
the operator of multiplication by A(
√
z, p) in H1,2(R) or L2(R). Then Z is an
operator function holomorphic in the considered range of z weakly, strongly as
well as with respect to the norms of L(H1,2(R)) and L(L2(R)).
Proof. For every z0 in the considered range, there exist its neighborhood in
C with the closure inside this range. Let us consider z in this neighborhood
only. Then A(
√
z, p) and its derivative with respect to z and p are continuous
bounded functions of z and p, so the holomorphicity of the matrix element
(ψ,Z(z)ϕ)H1,2 for every ψ,ϕ ∈ H1,2 is immediately seen. So Z is weakly
holomorphic and then also strongly and in the norm (Theorem 3.10.1 of [24]
and slightly adapted Theorem VI.4 of [23]). The same argument apply in
L2(R).
For δ ∈ R let us denote a space
Wδ = {ϕ ∈ S ′(R) | Fϕ ∈ L2δ(R)} = Hδ,2(R)
with the norm ‖ϕ‖Wδ = ‖Fϕ‖L2δ . Let us denote an operator pˆ = −i∂/∂x
acting on a suitable domain in the space L2δ(R).
Lemma 7.5. Let K be a compact subset of the open upper complex half-plane
{z ∈ C | ℑz > 0} and δ ∈ R. Then the operator (pˆ−z)−1 is uniformly bounded
in L2δ(R) for z ∈ K.
Proof. The operator pˆ is self-adjoint in L2 and therefore (pˆ−z)−1 is uniformly
bounded there by 1/y0 where y0 = inf{ℑz | z ∈ K} > 0. Let us calculate
[(pˆ− z)−1, w(x)δ ] = (pˆ− z)−1[w(x)δ , (pˆ − z)](pˆ − z)−1 =
(pˆ− z)−1
(
iδxw(x)δ−2
)
(pˆ− z)−1
which is uniformly bounded in L2 for δ ≤ 1 (applying [wδ , (pˆ − z)] first in S
and then extending to L2 by the density).
For ψ ∈ L2δ , 0 ≤ δ ≤ 1 then
‖(pˆ − z)−1ψ‖L2δ = ‖w
δ(pˆ − z)−1ψ‖L2 =
‖(pˆ− z)−1wδψ + [wδ , (pˆ− z)−1]ψ‖L2 ≤(
y−10 + ‖[wδ , (pˆ− z)−1]‖L2→L2
)
‖ψ‖L2δ
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remembering that ‖ψ‖L2 ≤ ‖ψ‖L2δ . So (pˆ − z)
−1 is uniformly bounded in L2δ
for 0 ≤ δ ≤ 1.
Assume now that (pˆ − z)−1 is uniformly bounded in L2δ with respect to
z ∈ K for some δ ≥ 0 and ψ ∈ L2δ+1. Then
‖(pˆ − z)−1ψ‖L2δ+1 =
‖(pˆ − z)−1wδ+1ψ − i(δ + 1)(pˆ − z)−1xwδ−1(pˆ− z)−1ψ‖L2 ≤
‖(pˆ − z)−1‖L2→L2
(
‖ψ‖L2δ+1 + |δ + 1|‖(pˆ − z)
−1‖L2δ→L2δ‖ψ‖L2δ
)
≤
‖(pˆ − z)−1‖L2→L2
(
1 + |δ + 1|‖(pˆ − z)−1‖L2δ→L2δ
)
‖ψ‖L2δ+1
and (pˆ − z)−1 is uniformly bounded in L2δ+1 with respect to z ∈ K. By
induction, it is now uniformly bounded in every L2δ , δ ≥ 0.
Now we use the distribution like definition of (pˆ − z)−1 in L2−δ and its
uniform boundedness in L2δ extends to every δ ∈ R by the duality. This
completes the proof of the lemma.
Lemma 7.6. Let δ > 32 . Then there exists a finite c such that for every λ ∈ C
and ϕ ∈ S(R),
‖ϕ‖W−δ ≤ c‖(p − λ)2ϕ‖Wδ
where p is a multiplication by the variable in S(R).
Proof. The statement is equivalent to the existence of c such that
‖ϕ‖L2
−δ
≤ c‖( d
dx
− λ)2ϕ‖L2δ (7.5)
for every λ ∈ C and ϕ ∈ S(R) which we prove following the proof of Lemma
3 in par. XIII.8 in [23]. Let us assume that λ ∈ C and ϕ ∈ S(R) are given
and put
ψ =
(
d
dx
− λ
)2
ϕ .
Solving this equation we can express ϕ through ψ knowing that both are in
S(R).
Assume first the ℜλ ≤ 0. Then
ϕ(x) =
∫ x
−∞
(x− y) eλ(x−y) ψ(y) dy
and
|ϕ(x)| ≤ |x|‖ψ‖L1 + ‖yψ‖L1 ≤ c(1 + |x|)‖ψ‖L2δ (7.6)
with a constant c dependent on δ > 3/2 but independent of λ and ϕ. Here
the relation
‖yψ‖L1 = (w1−δ, |y|wδ−1|ψ|) ≤ ‖w1−δ‖L2‖ψ‖L2δ
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and a similar one for ‖ψ‖L1 were used.
For ℜλ > 0,
ϕ(x) =
∫ +∞
x
(y − x) e−λ(y−x) ψ(y) dy
and (7.6) follows again directly giving (7.5).
The following lemma is an analog of Lemma 7 of par. XIII.8 in [23].
Lemma 7.7. Let δ > 32 . Then there exists
lim
y→0+
(p − x− iy)−1 (7.7)
in the sense of L(Wδ,W−δ) uniformly with respect to x ∈ R, and
lim
y→±∞(p− x− iy)
−1 = 0 (7.8)
in the sense of L(Wδ,W−δ) uniformly with respect to x ∈ R.
Proof. Let 0 < y, y′ < 1. Then
‖(p− x− iy′)−1 − (p− x− iy)−1‖Wδ→W−δ =∥∥∥∥∥
∫ y′
y
d
dt
(p − x− it)−1dt
∥∥∥∥∥
Wδ→W−δ
≤
∣∣∣∣∣
∫ y′
y
‖i(p − x− it)−2‖Wδ→W−δ dt
∣∣∣∣∣ ≤ c|y′ − y|
according to Lemma 7.6 because the range of (p− x− it)2 contains S(R) for
t > 0. Then the limit (7.7) uniformly exists as L(Wδ,W−δ) is a Banach space.
For (7.8), the estimate
|(p− x− iy)−1| ≤ |y|−1
is sufficient showing (7.8) in L(L2), so it holds after Fourier transform in L(L2)
and then also in L(L2δ , L2−δ) and by inverse Fourier transform in L(Wδ,W−δ).
Lemma 7.8. Let δ > 32 . Then the operator (p−z)−1 is holomorphic in z ∈ C,
ℑz > 0 with respect to L(Wδ,W−δ) norm, its derivative being (p− z)−2.
Proof. By Lemma 7.5, (p − z)−1 ∈ L(Wδ,Wδ) ⊂ L(Wδ,W−δ). Let ℑz1 > 0,
K be its bounded neighborhood with the closure inside the upper half-plane,
z2 ∈ K. We have∥∥(z2 − z1)−1((p − z2)−1 − (p − z1)−1)− (p − z1)−2∥∥Wδ→W−δ =
|z2 − z1|
∥∥(p− z2)−1(p − z1)−2∥∥Wδ→W−δ ≤
|z2 − z1|
∥∥(p− z2)−1∥∥W−δ→W−δ ∥∥(p − z1)−2∥∥Wδ→W−δ .
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With the help of Lemmas 7.5 and 7.6 the limit z2 → z1 equals zero and the
existence of the derivative at the point z1 is seen.
Lemma 7.9. Let δ > 32 . Then the operator function z 7→ (p − z)−1 can be
analytically continued in L(Wδ,W−δ) from the upper complex half-plane into
the lower one.
Proof. Let ℑz1 > 0 and define an operator function
F (z2) = (p − z1)−1 +
∫ z2
z1
(p − z)−2 dz
where we integrate along a smooth curve crossing the real axis. Let us assume
only one crossing for simplicity although it is not necessary. By Lemmas
7.5-7.8 and their counterparts in the lower half-plane, F (z2) exists, equal
(p− z2)−1 for ℑz2 > 0, is holomorphic in upper as well as in lower half-plane.
It is also continuous in C by Lemma 7.6 and independent of the choice of
the integration curve. Then F is holomorphic in C by Painleve´ theorem (e.g.
Theorem 5.5.2 of [25]) applied to every < ψ,F (z)ϕ >Wδ,W−δ with ϕ,ψ ∈
Wδ, the holomorphicity in norm following from the weak holomorphicity (e.g.
Theorem 3.10.1 of [24] and Theorem VI.4 of [23]).
After the preparatory considerations above, let us return to the study of
operators closer connected to the resolvent of our Hamiltonian.
Lemma 7.10. Let −α24 < λ1 < λ2 < 0, δ > 32 . Then the operator (I −
αR0(k))
−1 : L2δ(R) → L2−δ(R) is uniformly bounded for k2 ∈ [λ1, λ2] +
i[0,+∞). Here the above operator at ℑk2 = 0 is defined as a limit from
ℑk2 > 0 and R0 is defined in (7.3).
Proof. We shall use the Fourier transform (7.4) and the relation
A(k, p) =
α2
4p0
(
1
p− p0 −
1
p+ p0
)
+ 1 +
α
2
√
p2 − k2 + α (7.9)
where
p0 =
√
k2 +
α2
4
, ℜp0 > 0 .
The existence of uniform limit at ℑk2 = 0 now follows from Lemma 7.7
realizing that some terms in the above formula are bounded in the considered
range of k. The uniform bound in k is similarly seen (notice that ℜp0 → ∞,
ℑp0 →∞ for ℑk2 →∞ and ℜk2 bounded in [λ1, λ2]).
Lemma 7.11. Let −α24 < λ1 < λ2 < 0, ε0 > 0, δ > 32 . Then the operator
(I−αR0(k))−1 : L2δ(R)→ L2−δ(R) can be analytically continued in L(L2δ , L2−δ)
from the upper half-plane to the region of k2 ∈ (λ1, λ2) + i(−ε0,+∞)
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Proof. By Lemma 7.4, the operator is holomorphic in k2 ∈ (λ1, λ2) + i(0,∞)
with respect to L(L2, L2) norm and so also with respect to L(L2δ , L2−δ) norm.
The statement again follows from the formula (7.9), Lemma 7.9 and its ana-
logue on prolongation from the lower to the upper half-plane. For the last term
of (7.9) it is again possible to calculate the derivative explicitly in L2(R, dp),
past back to L2(R, ds) by the inverse Fourier transform and use inclusion
L(L2δ , L2−δ) ⊂ L(L2, L2) (remember that ℜ
√
p2 − k2 > 0 for all considered p
and k).
Lemma 7.12. For k satisfying inequalities (7.2), and δ > 3 from Assump-
tion 1, Rmm(k) − R0(k) is a compact operator from L2−δ/2(R) into L2δ/2(R),
uniformly bounded with respect to k.
Proof. Rmm(k) −R0(k) is an integral operator with the kernel
g(s, t) =
1
2pi
K0(−ik|Γ(s)− Γ(t)|)− 1
2pi
K0(−ik|s − t|) (7.10)
and it is sufficient to prove that the operator with the kernel g1(s, t) =
w(s)δ/2g(s, t)w(t)δ/2 is Hilbert-Schmidt in L2, i.e. that∫
R
∫
R
w(s)δ|g(s, t)|2w(t)δ ds dt <∞ , (7.11)
and that (7.11) is uniformly bounded. It is sufficient to integrate only over
t < s due to the symmetry. Let R > 0 be a number from Assumption 1. We
consider separately the following ranges of variables t < s:
M1 : −∞ < t < s < −R ,
M2 : −∞ < t < −R < s < R ,
M3 : −∞ < t < −R < R < s <∞ ,
M4 : −R < t < s < R ,
M5 : −R < t < R < s <∞ ,
M6 : R < t < s <∞ .
In the following, c is a finite constant (independent of k, s, t but depending
on ρ, δ, α, λ1, λ2, ε0) which might have different values in various formulas (but
one maximal finite value can be chosen). Estimates on Macdonald functions
from Section 5 are used. In M1 we estimate (remember relations K
′
0 = −K1,
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(7.2), (5.8) and Assumptions 1 and2)
|g(s, t)| ≤ 1
2pi
|k| ||Γ(s)− Γ(t)| − |s− t|| sup
|Γ(s)−Γ(t)|≤ξ≤|s−t|
|K1(−ikξ)| ≤
c|k| ||Γ(s)− Γ(t)| − |s− t|| e
− 1
2
k20|Γ(s)−Γ(t)|
|k||Γ(s) − Γ(t)| ≤
c ||v−(s− t) + ν−(s)− ν−(t)| − |s− t|| e
− 1
2
k20ρ|s−t|
|s− t| =
c ||v−(s− t) + ν−(s)− ν−(t)| − |v−(s− t)|| e
− 1
2
k20ρ|s−t|
|s− t| ≤
c |ν−(s)− ν−(t)| e
− 1
2
k20ρ|s−t|
|s− t| ≤ cϕ−(s)e
− 1
2
k20ρ|s−t| .
Now ∫
M1
|g1(s, t)|2 ds dt ≤
c
∫ −R
−∞
w(s)δϕ−(s)2
∫ s
−∞
e−k20ρ(s−t)w(t)δ dt ds =
c
∫ −R
−∞
w(s)δϕ−(s)2
∫ ∞
0
e−k20ρτw(|s|+ τ)δ dτ ds ≤
c
∫ −R
−∞
w(s)δ(1 + w(s)δ)ϕ−(s)2 ds (7.12)
where inequality w(|s|+τ) ≤ w(s)+w(τ) and convexity of the function x 7→ xδ
were used (c is changed by a factor in these estimates). The convergence of
(7.12) then follows from the assumption (2.5). The integral overM6 is treated
in the same way.
For the case of M2 let us similarly estimate
|g(s, t)| ≤ c |s− t| − |Γ(s)− Γ(t)||s− t| e
− 1
2
k20ρ|s−t| ≤ ce− 12k20ρ(s−t)
and∫
M2
|g1(s, t)|2 ds dt ≤
(∫ R
−R
e−k20ρsw(s)δ ds
)(∫ −R
−∞
ek20ρtw(t)δ dt
)
<∞ .
The remaining parts M3,M4,M5 can be treated analogically.
Remark. For the validity of the Lemma 7.12, assumption (2.5) with δ ≥ 1
is sufficient as is seen from the proof.
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Lemma 7.13. For δ > 3 from Assumption 1 and k satisfying (7.1)
(Rmm(k)−R0(k))(I − αR0(k))−1
is a compact operator in L2δ/2, uniformly bounded in norm with respect to k
in the considered range.
Proof. As δ/2 > 3/2 the operator (I − αR0(k))−1 from L2δ/2 into L2−δ/2 is
uniformly bounded by Lemma 7.10. The operator (Rmm(k) − R0(k)) from
L2−δ/2 into L
2
δ/2 is compact and uniformly bounded by Lemma 7.12. So their
product is compact and uniformly bounded.
Lemma 7.14. Let δ be the number from Assumption 1 (δ ≥ 1 is sufficient),
λ1 < λ2 < 0, k
2 = λ+ iε, ℑk > 0. Then
lim
λ→λ0,ε→0+
(Rmm(k) −R0(k))
in the L2−δ/2(R)→ L2δ/2(R) operator norm exists uniformly for λ0 ∈ [λ1, λ2].
Proof. Let k2 = λ+ iε, k′2 = λ′ + iε′. We want to estimate the difference
(Rmm(k
′)−R0(k′))− (Rmm(k)−R0(k))
in the L2−δ/2 → L2δ/2 operator norm for which it is sufficient to estimate
wδ/2((Rmm(k
′)−R0(k′))− (Rmm(k)−R0(k)))wδ/2
in the Hilbert-Schmidt norm. We start from the estimate of the kernel denot-
ing [k, k′] the interval from k to k′ in the complex plain, using Assumptions 1
and 2, estimates from the section 5 and (7.1). We obtain∣∣K0(−ik′|Γ(s)− Γ(t)|)−K0(−ik′|s− t|)−
K0(−ik|Γ(s)− Γ(t)|) +K0(−ik|s− t|)| ≤
|k′ − k| sup
ξ∈[k,k′]
|(|Γ(s)− Γ(t)| − |s− t|)K1(−iξ|Γ(s)− Γ(t)|)+
|s− t|(K1(−iξ|Γ(s)− Γ(t)|)−K1(−iξ|s − t|))| ≤
|k′ − k|||Γ(s)− Γ(t)| − |s− t||
(
sup
ξ∈[k,k′]
|K1(−iξ|Γ(s)− Γ(t)|)|+
|s− t| sup
ξ∈[k,k′]
|ξ| sup
η∈[|Γ(s)−Γ(t)|,|s−t|]
∣∣K ′1(−iξη)∣∣
)
≤
c|k′ − k|
( |s− t| − |Γ(s)− Γ(t)|
|s− t|
)
e−
1
2
k20ρ|s−t| .
Now we have to estimate
d =
∫
R2
w(s)δ
( |s− t| − |Γ(s)− Γ(t)|
|s− t|
)2
e−k20ρ|s−t|w(t)δ ds dt . (7.13)
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As in the proof of Lemma 7.12, we integrate separately in the regionsM1, . . . ,M6
some cases being completely same and some very slightly different. InM1 and
M6, the Γ-dependent term in the brackets is estimated with the help of ϕ±,
in M2, . . . ,M5, estimate by the constant 1 is sufficient. We see that d < ∞,
so Rmm(k) − R0(k) is uniformly Cauchy in k and the required uniform limit
exists.
Lemma 7.15. Under the assumptions of Lemma 7.14, operator Rmm(k) −
R0(k) from L
2
−δ/2(R) into L
2
δ/2(R) is holomorphic in k
2 ∈ (λ1, λ2)+i(−ε0, ε0).
Proof. It is equivalent to show that the considered operator function is holo-
morphic in k. As in the proofs of previous lemmas, let us consider the kernel
g(k, s, t) (7.10) of the operator (Rmm(k)−R0(k)), and expand
g(k′, s, t)− g(k, s, t) = (k′ − k)∂g(k, s, t)
∂k
+ r(k′, k, s, t) .
Let us write explicitly
2pi
∂g(k, s, t)
∂k
= −i|Γ(s)− Γ(t)|K ′0(−ik|Γ(s)− Γ(t)|) + i|s − t|K ′0(−ik|s − t|) ,
2pi
∂2g(k, s, t)
∂k2
= −|Γ(s)− Γ(t)|2K ′′0 (−ik|Γ(s)− Γ(t)|) + |s− t|2K ′′0 (−ik|s− t|) .
With the estimate (5.8) and (7.1), we obtain
2pi
∣∣∣∣∂g(k, s, t)∂k
∣∣∣∣ ≤ ||Γ(s)− Γ(t)| − |s− t|||K ′0(−ik|Γ(s)− Γ(t)|)|+
|s− t||K ′0(−ik|Γ(s)− Γ(t)|)−K ′0(−ik|s− t|)| ≤
c
|s− t| − |Γ(s)− Γ(t)|
|s− t| e
− 1
2
k20ρ|s−t|
and the convergence of (7.13) show that kernel ∂g/∂k defines a bounded op-
erator L2−δ/2 → L2δ/2.
Let us estimate
|r(k′, k, s, t)| ≤ |k′ − k|2 sup
ξ∈[k,k′]
∣∣∣∣∂2g(ξ, s, t)∂k2
∣∣∣∣ .
Similarly as above
2pi
∣∣∣∣∂2g(ξ, s, t)∂k2
∣∣∣∣ ≤ (|s− t|2 − |Γ(s)− Γ(t)|2) ∣∣K ′′0 (−iξ|Γ(s)− Γ(t)|)∣∣+
|s− t|2 ∣∣K ′′0 (−iξ|Γ(s)− Γ(t)|)−K ′′0 (−iξ|s− t|)∣∣ ≤
c
|s− t| − |Γ(s)− Γ(t)|
|s− t| e
− 1
2
k20ρ|s−t|
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and convergency of (7.13) again show that the kernel (k′ − k)−2r(k′, k, s, t)
defines operator L2−δ/2 → L2δ/2 uniformly bounded in k′, k. So the existence
of ∂∂k (Rmm(k)−R0(k)) follows.
Lemma 7.16. Let δ ≥ 1 be the number from Assumption 1, k2 = λ + iε,
λ < 0, ε > 0, ℑk > 0. Then
lim
ε→+∞ ‖Rmm(k)−R0(k)‖L2−δ/2→L2δ/2 = 0 .
Proof. As above, it is sufficient to show that wδ/2(Rmm(k)−R0(k))wδ/2 tends
to zero in the Hilbert-Schmidt norm. We use the estimates of its kernel from
the proof of Lemma 7.12 where the overall constant c is independent of k
and k20 may be replaced by
√
ε/2. The estimate (5.8) can be used as direct
calculations show that k1/k2 → 1 as ε → +∞ with λ fixed. Then we use
dominated convergence to finish the proof.
Lemma 7.17. Let δ > 3 be the number from Assumption 1, α > 0. Then
there exists a discrete subset E of open interval (−α24 , 0) with the property that
for any closed interval [λ1, λ2] ⊂ (−α24 , 0) \ E there exists ε0 > 0 such that(
I − α(Rmm(k)−R0(k))(I − αR0(k))−1
)−1
(7.14)
exists and is uniformly bounded in L2δ/2(R) → L2δ/2(R) operator norm for
k2 = λ+ iε, λ ∈ [λ1, λ2], 0 < ε < ε0, ℑk > 0.
Proof. By Lemmas 7.12 and 7.15, Rmm(k)−R0(k) is uniformly bounded, com-
pact and holomorphic as L2−δ/2 → L2δ/2 operator for k2 ∈ [λ′1, λ′2] + i[−ε1, ε1]
with arbitrary fixed −α24 < λ′1 < λ′2 < 0, ε1 > 0. By Lemma 7.11, (I −
αR0(k))
−1 is uniformly bounded and holomorphic as L2δ/2 → L2−δ/2 operator
there. Now
α(Rmm(k)−R0(k))(I − αR0(k))−1
is uniformly bounded compact holomorphic operator L2δ/2 → L2δ/2.
With the help of Lemma 7.16, we also know that
lim
ε→+∞ ‖(Rmm(k)−R0(k))(I − αR0(k))
−1‖L2
δ/2
→L2
δ/2
= 0
and then (7.14) exists for ε large enough. By the analytic Fredholm theo-
rem (e.g. Theorem VI.14 in [23]), (7.14) now exists and is holomorphic for
k2 ∈ ((λ′1, λ′2) + i(−ε1,+ε1)) \ E1 where E1 is a discrete subset of (λ′1, λ′2) +
i(−ε1,+ε1). Let E ∩ (λ′1, λ′2) be now the intersection of E1 with the real axis.
This defines E discrete in (−α24 , 0) as λ′1, λ′2 were arbitrary. For [λ1, λ2] ⊂
(−α24 , 0) \ E it is now possible to choose ε0 > 0 such that ([λ1, λ2] + i[0, ε0])∩
E1 = ∅ and the lemma is proved.
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Lemma 7.18. Let ϕ ∈ C∞0 (R2), k satisfies (7.1), δ ≥ 0 and Rmdx(k) be
defined in (5.3). Then Rmdx(k)ϕ ∈ L2δ(R) with the norm uniformly bounded
with respect to k.
Proof. Using (5.3), (5.7), (7.1) and denoting c a suitable constant,
|(Rmdx(k)ϕ)(s)| ≤ c‖ϕ‖∞
∫
suppϕ
(1 + | log(|k||Γ(s) − y|)|)e−k20 |Γ(s)−y| d2y ≤
c‖ϕ‖∞ek20de−k20|Γ(s)−Γ(0)|
∫
suppϕ
(1 + | log |k||+ | log |Γ(s)− y||) d2y
where
d = sup
y∈suppϕ
|y − Γ(0)| <∞ .
As 0 < k20 ≤ |k| ≤ k21 + b < ∞, term | log |k|| is bounded by a constant in
the above expression. Further,
|Γ(s)− y| ≤ |Γ(s)− Γ(0)| + |Γ(0)− y| ≤ |s|+ d .
If |Γ(s)− Γ(0)| ≥ d+ 1 then |Γ(s)− y| ≥ 1 and
0 ≤ log |Γ(s)− y| ≤ log(|s|+ d) ,∫
suppϕ
| log |Γ(s)− y|| d2y ≤ c1 log(|s|+ d)
where c1 is a suitable constant (dependent on ϕ).
If |Γ(s)−Γ(0)| < d+1, then denoting B(a, r) the disk in R2 of the center
a and radius r∫
suppϕ
| log |Γ(s)− y|| d2y ≤
∫
B(Γ(s),2d+1)
| log |Γ(s)− y|| d2y =∫
B(0,2d+1)
| log |y|| d2y = c2 <∞ .
Finally, we can estimate for every s
|(Rmdx(k)ϕ)(s)| ≤ c3e−k20ρ|s|(1 + | log(|s|+ d)|)
with a suitable finite c3 (dependent on ϕ) and Rmdx(k)ϕ ∈ L2δ .
Now we give the first main result.
Theorem 7.1. Under the Assumptions 1-4, there exists at most discrete sub-
set E of open interval (−α24 , 0) such that(
−α
2
4
, 0
)
∩ σpp(H) = E ,(
−α
2
4
, 0
)
⊂ σac(H) ,(
−α
2
4
, 0
)
∩ σsc(H) = ∅ .
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Proof. By Proposition 6.1, (−α24 , 0) ⊂ σess(H). Let E be the set from Lemma
7.17 and [λ1, λ2] ⊂ (−α24 , 0)\E . We show that (λ1, λ2) ⊂ σac(H) and (λ1, λ2)∩
(σpp(H) ∪ σsc(H)) = ∅. By Theorem XIII.20 of [23], it is sufficient to show
that
sup
0<ε<ε0
∫ λ2
λ1
|ℑ(ϕ, (H − λ− iε)−1ϕ)|p dλ <∞ (7.15)
for some p > 1, ε0 > 0 and every ϕ ∈ C∞0 (R2). As above, we shall write
k2 = λ+ iε, ℑk > 0. We use formula (5.5),
(H − λ− iε)−1 = Rdx dx(k) + αRdxm(k)(I − αRmm(k))−1Rmdx(k) =
Rdx dx(k) + αRdxm(k)(I − αR0(k))−1 ·
· (I − α(Rmm(k)−R0(k))(I − αR0(k))−1)−1Rmdx(k) .
As (λ1, λ2) is contained in the resolvent set of the free Laplacian,
|(ϕ,Rdx dx(k)ϕ)| ≤ |λ2|−1‖ϕ‖2L2(R2) .
Let δ > 3 be the number from Assumption 1. Then by Lemma 7.18, ‖Rdxm(k)ϕ‖L2
δ/2
(R)
is uniformly bounded with respect to k. By Lemmas 7.10 and 7.17
R2ϕ :=
(I − αR0(k))−1
(
I − α(Rmm(k)−R0(k))(I − αR0(k))−1
)−1
Rmdx(k)ϕ
is uniformly bounded in L2−δ/2(R). Now
2pi|(ϕ,Rdxm(k)R2ϕ)| =∣∣∣∣
∫
R2
ϕ(x)
(∫
R
K0(−ik|x− Γ(s)|)(R2ϕ)(s) ds
)
d2x
∣∣∣∣ ≤(∫
R2
∫
R
|ϕ(x)|2|K0(−ik|x− Γ(s)|)|2w(s)δ d2x ds
)1/2
·
·
(∫
suppϕ
d2x
)1/2
‖R2ϕ‖L2
−δ/2
(R)
and practically the same estimates as in the proof of Lemma 7.18 show that
this is uniformly bounded in k. Now
|(ϕ, (H − λ− iε)−1ϕ)|
is uniformly bounded with respect to λ ∈ (λ1, λ2) and ε ∈ (0, ε0) and (7.15)
is verified for any p > 1.
So we have(
−α
2
4
, 0
)
∩ σpp(H) ⊂ E ,
(
−α
2
4
, 0
)
\ E ⊂ σac(H) ,((
−α
2
4
, 0
)
\ E
)
∩ σsc(H) = ∅ .
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However, isolated points of E which are not eigenvalues of H can be skipped
from E without change of the statements and the theorem is proved.
Remark. Theorem 7.1 does not exclude that the points −α24 or 0 are accu-
mulation points of embedded eigenvalues. This would desire a further study
as well as the existence of the embedded eigenvalues in general.
8 Wave operators
We turn to the study of scattering for particles moving along the curve Γ (2.2)
with the energies in (−α24 , 0) and the asymptotic states corresponding to the
movement along the straight lines Γ(±),
Γ(±)(s) = a± + v±s, s ∈ R.
We have two directions of the asymptotic movement v± in each of which
the particles can be incoming or outgoing and we need four wave operators.
We include some projectors into their definitions to distinguish these cases (cf.
[23], vol. 3, par. XI.3). Let us denote as H(±) the Hamiltonians corresponding
to the curves Γ(±) and J (±) their spectral projectors to the energy interval
(−α24 , 0). Remember that H(±) has the absolutely continuous spectrum only.
Further, denote P
(±)
> the spectral projectors to the interval (0,+∞) of the
momentum in the direction v±, i.e., of the self-adjoint operator −iv± · ∇.
Similarly, P
(±)
< denotes the spectral projector to the interval (−∞, 0) of the
momentum in the direction v±, i.e. the movement in the direction −v±. We
are interested in the wave operators
Ω
(+)
in = s− limt→−∞ e
iHtP
(+)
< e
−iH(+)tJ (+) , (8.1)
Ω
(+)
out = s− limt→+∞ e
iHtP
(+)
> e
−iH(+)tJ (+) , (8.2)
Ω
(−)
in = s− limt→−∞ e
iHtP
(−)
> e
−iH(−)tJ (−) , (8.3)
Ω
(−)
out = s− limt→+∞ e
iHtP
(−)
< e
−iH(−)tJ (−) . (8.4)
Their interpretation is clear, e.g. Ω
(+)
in corresponds to particles incoming along
the curve in the direction opposite to v+. S-matrix is formed from these wave
operators in the usual way. The other four possible wave operators with
interchanged P
(±)
> and P
(±)
< are not of the physical interest as they would
correspond to the particles outgoing in the past or incoming in the future.
We prove the existence of Ω
(+)
out . The existence of the other wave operators
can be then proved in the same way or by the symmetry arguments. If Ω
(+)
out
exists for every curve Γ satisfying our assumptions the existence of Ω
(−)
out is
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seen using the reparametrization Γ˜(s) = Γ(−s) and the existence of Ω(+)in and
Ω
(−)
in then follows by the time-reversal invariance.
For the simplicity of notation we choose the coordinate system such that
the first axis is oriented along v+, i.e.
v+ = (1, 0) . (8.5)
Now
H(+) = −∂2x1 ⊗ I2 + I1 ⊗H2,α (8.6)
where I1,2 are identity operators in L
2(R), ∂2x1 means the free Laplacian in
one dimension and H2,α is the one dimensional Schro¨dinger operator with the
−αδ(x2) interaction. H2,α has one eigenvalue −α24 with the eigenfunction
ϕ0(x2) =
√
α
2
e−
α
2
|x2| (8.7)
and absolutely continuous spectrum [0,+∞), e.g. [26], Chapter I.3. The
spectral measure of the operator H(+) with separated variables is the tensor
convolution of the spectral measures for −∂2x1 and H2,α [27]. So we can ex-
plicitly construct the projector in (8.2) (notice that the last three operators
in the product commute there)
P
(+)
> J
(+) = F1−1χ(0,α/2)F1ϕ0(ϕ0, ·)2 (8.8)
where (·, ·)2 is the scalar product in L2(R, dx2) used for the projection on
ϕ0(x2), F1 is the Fourier transform in the variable x1 and χ(0,α/2) the char-
acteristic function projecting on the range of the corresponding momentum
variable p1 in the interval (0, α/2).
We prove the existence of the wave operator Ω
(+)
out using generalized Kuroda-
Birman theorem given in the Appendix B. We use the resolvent in the form
(5.5) with k = iκ, κ > 0 large enough for the validity of the following con-
siderations. Then z = k2 = −κ2 belongs to the resolvent sets of both H and
H(+) and ‖αRmm‖ < 1 so that
(I − αRmm(k))−1 = I + r (8.9)
where r is a bounded operator in L2(R). We show now that r is an integral
operator and derive some bounds on its kernel. We use letter c to denote
a constant which might have different values in different formulas. Let f ∈
L2(R), then
|(αRmm(k)f)(s)| ≤ c
∫
R
K0(κρ|s − t|)|f(t)| dt
≤ c
∫
R
K1(s − t)|f(t)| dt ,
K1(s) = c(1 + | log κρ|s||)e−κρ|s|
28
according to (5.4), (2.6) and (5.7). By the Young inequality (e.g. Sect. IX.4
of [23]), ‖αRmm(k)‖ ≤ c/(κρ) < 1 for κ sufficiently large. Now
(rf)(s) =
∫
R
R(s, t)f(t) dt
where
|R(s, t)| ≤ K(s − t) , K = K1 +K1 ∗ K1 +K1 ∗ K1 ∗ K1 + . . . (8.10)
provided that the last series is convergent in L1(R) which is the case for κ
large enough. Even more, K1 ∈ L1(R, (1 + |s|)ds) =: H1 and ‖K1‖H1 < 1 for
κ large enough. Now ‖K1 ∗ · · · ∗ K1‖H1 ≤ ‖K1‖nH1 for n− 1 convolutions2 and
we see that K ∈ H1.
Let now K = P
(+)
> J
(+) (8.8) and consider the difference
T = K(H(+) + κ2)−1 − (H + κ2)−1K ,
=
(
(H(+) + κ2)−1 − (H + κ2)−1
)
K ,
T = C1 + C2 ,
C1 =
(
(H(+) + κ2)−1 − (H + κ2)−1
)
θ(x1)K ,
C2 =
(
(H(+) + κ2)−1 − (H + κ2)−1
)
θ(−x1)K .
Let
M1 = F−11 C∞0 ((−∞, 0) ∪ (0,
α
2
) ∪ (α
2
,+∞)) , M2 =M(H2,α) ,
M = {M1 ×M2}lin
where the definition ofM is reminded in the Appendix B and M is the set of
all finite linear combinations of vectors ϕ1⊗ϕ2, ϕ1 ∈M1, ϕ2 ∈M2 (sometimes
called as the algebraic tensor product). As the closures M1 = L
2(R), M2 =
L2(R) the set M is dense, M = L2(R2).
Lemma 8.1. The above defined set
M ⊂M(H(+)) .
Proof. The Stone formula easily leads to
d(ϕ1, E
H1
λ ϕ1) =
(
|ϕˆ1(
√
λ)|2 + |ϕˆ1(−
√
λ)|2
) θ(λ)
2
√
λ
dλ
2We could use L1
1/2(R) instead of H1 but then an unessential factor of the form cn−1 would
appear in the last formula. The both spaces are of course equal as sets.
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where H1 is the self-adjoint operator corresponding to −∂2x1 in L2(R), EH1λ its
spectral projector and ϕˆ1 = F1ϕ1. SoM1 ⊂M(H1). Now ϕ1⊗ϕ2 ∈ M(H(+))
for every ϕ1 ∈M1, ϕ2 ∈M2. To see that assume
d(ϕ1, E
H1
λ ϕ1) = f1(λ)dλ , d(ϕ2, E
H2,α
λ ϕ2) = f2(λ)dλ
with f1,2 ∈ L1(R) ∩ L∞(R). Then [27]
(ϕ1 ⊗ ϕ2, EH(+)λ (ϕ1 ⊗ ϕ2)) = (ϕ1 ⊗ ϕ2, (EH1 ⊛ EH2,α)λ(ϕ1 ⊗ ϕ2))
=
∫
λ1+λ2<λ
d(ϕ1, E
H1
λ1
ϕ1) d(ϕ2, E
H2,α
λ2
ϕ2) =
∫ λ
−∞
(f1 ∗ f2)(ξ) dξ .
As also convolution f1 ∗ f2 ∈ L1(R) ∩ L∞(R), ϕ1 ⊗ ϕ2 ∈ M(H(+)) and M ⊂
M(H(+)) by the linearity.
We are going to verify the assumptions of Theorem B.2 in the Appendix
B with our C1, C2, M , A = H, B = H
(+). Let us start with (B.4). Taking
into account that the difference of resolvents in C2 is a bounded operator, K
commutes with exp(−iH(+)t), and
Kψ = ϕ⊗ ϕ0 , ϕˆ ∈ C∞0 (0, α/2) , e−iH
(+)tKψ =
(
e−iH1tϕ
) ⊗ eiα24 tϕ0
for every ψ ∈ M with a suitable ϕ ∈ L2(R) it is sufficient to verify the
following statement.
Lemma 8.2. Let ϕ ∈ L2(R), ϕˆ ∈ C∞0 ((0, α/2)) where α > 0 then
lim
t→+∞ ‖e
−iH1tϕ‖L2((−∞,0)) = 0 ,
∫ +∞
0
‖e−iH1tϕ‖L2((−∞,0)) dt <∞ .
Proof. Let us use the explicit form of φ(t, x) = (exp(−iH1t)ϕ)(x),
(Fe−iH1tϕ)(p) = e−ip2tϕˆ(p) , φ(t, x) = (2pi)− 12
∫ a
ε
eipx−ip
2tϕˆ(p) dp
where 0 < ε < a ≤ α/2 are such that still ϕˆ ∈ C∞0 ((ε, a)). Integrating here
twice by parts with respect to p for x < 0 and t > 0,
φ(t, x) =
−(2pi)−1/2
∫ a
ε
eipx−ip
2t
(
ϕˆ′′(p)
(x− 2pt)2 +
6ϕˆ′(p)t
(x− 2pt)3 +
12ϕˆ(p)t2
(x− 2pt)4
)
dp
and
|φ(t, x)| ≤ c(x− 2εt)−2
with a constant c dependent on ϕ. Then
‖φ(t, ·)‖L2((−∞,0)) ≤
c
2
√
6
ε−3/2t−3/2
and the statement follows, integrability near t = 0 being automatic as ‖φ(t, ·)‖L2(R)
is independent of t.
30
It remains to show that the operator C1 is trace class. We typically deal
with the integral operators Jˆ in L2(R2) with the kernels of the form
J(x, y) =
∫
R
A(x, s)B(s, y) ds , (x, y ∈ R2) .
According to Proposition 3.6.5 of [28] the operator Jˆ ∈ J1 if and only if
sup
{ϕn},{ψn}
S(Jˆ , {ϕn}, {ψn}) <∞ , S(Jˆ , {ϕn}, {ψn}) =
∑
n
|(ϕn, Jˆψn)|
where the supremum is taken over all orthonormal sets {ϕn}, {ψn}. We use
the following scheme. Using Bessel and Schwarz inequalities,
S =
∑
n
∣∣∣∣
∫
R2
ϕn(x)
(∫
R
A(x, s)
(∫
R2
B(s, y)ψn(y) dy
)
ds
)
dx
∣∣∣∣
≤
∫
R
∑
n
|(ϕn, A(·, s))||(B(s, ·), ψn)| ds
≤
∫
R
[∑
n
|(ϕn, A(·, s))|2
]1/2 [∑
n
|(ψn, B(s, ·))|2
]1/2
ds
≤
∫
R
[∫
R2
|A(x, s)|2 dx
]1/2 [∫
R2
|B(s, y)|2 dy
]1/2
ds (8.11)
and it is sufficient to verify the convergence of the last integral. This also
justifies the use of Fubini theorem here in the following way. The Fourier
coefficient
|(B(s, ·), ψn)| ≤ ‖B(s, ·)‖ .
As functions A and B involved in our estimates below are measurable, it is
sufficient to verify the convergence of∫
R2×R
∣∣∣ϕn(x)A(x, s)(B(s, ·), ψn)∣∣∣ dx ds ≤
∫
R
‖A(·, s)‖ ‖B(s, ·)‖ ds ,
i.e., the finiteness of (8.11). The interchange of the sum and integral over s
with the non-negative integrand is then always possible.
Lemma 8.3. The operator
C1 =
(
(H(+) + κ2)−1 − (H + κ2)−1
)
θ(x1)K
is trace class for κ sufficiently large.
Proof. Remember that by (8.8)
K = K2K1 , K1 = F−11 χ(0,α/2)F1 , K2 = ϕ0(ϕ0, ·)2 .
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With the help of relations (5.5), (8.9) and denoting quantities related to the
operator H(+) by superscript (+) while leaving those related to H without a
superscript,
C1 = α
5∑
j=1
C1jK1 ,
C11 = (R
(+)
dxm −Rdxm)Rmdxθ(x1)K2 ,
C12 = (R
(+)
dxm −Rdxm)rRmdxθ(x1)K2 ,
C13 = R
(+)
dxm(R
(+)
mdx −Rmdx)θ(x1)K2 ,
C14 = R
(+)
dxm(r
(+) − r)Rmdxθ(x1)K2 ,
C15 = R
(+)
dxmr
(+)(R
(+)
mdx −Rmdx)θ(x1)K2 .
AsK1 is a bounded operator, it is sufficient to show that each term C1j is trace
class separately using the above described scheme. We use the properties of
Macdonald function and the explicit form of K2, including that of eigenfunc-
tion ϕ0. Again, c denotes a constant whose value may change from line to line.
Operator C11
Put
A(x, s) = (2pi)−1
(
K0(κ|x− Γ(s)|)−K0(κ|x− Γ(+)(s)|)
)
,
B(s, y) = (2pi)−1
∫
R
K0(κ|Γ(s) − (y1, z2)|)θ(y1)ϕ0(z2) dz2ϕ0(y2) .
For any s we can estimate∫
R2
|A(x, s)|2 dx ≤ 2(2pi)−2
∫
R2
K0(κ|x|)2 dx <∞. (8.12)
Further,
|B(s, y)| ≤ (2pi)−1
[∫
R
K0(κ|Γ(s)− (y1, z2)|)2 dz2
]1/2
ϕ0(y2)
and ∫
R2
|B(s, y)|2 dy ≤ (2pi)−2
∫
R2
K0(κ|y|)2 dy <∞ (8.13)
using normalization of ϕ0.
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Consider now the values of s > 0. Then (see (2.2) and (5.7))
|A(x, s)| = (2pi)−1
∣∣∣∣∣κ
∫ |x−Γ(+)(s)−ν+(s)|
|x−Γ(+)(s)|
K1(κt) dt
∣∣∣∣∣
≤ cκ
∣∣∣∣∣
∫ |x−Γ(+)(s)−ν+(s)|
|x−Γ(+)(s)|
1
κt
e−
3
4
κt dt
∣∣∣∣∣
≤ ce− 34κmin(|x−Γ(+)(s)|,|x−Γ(+)(s)−ν+(s)|)
∣∣∣∣∣log |x− Γ
(+)(s)− ν+(s)|
|x− Γ(+)(s)|
∣∣∣∣∣
and ∫
R2
|A(x, s)|2dx ≤ c
∫
R2
e
3
2
κ|ν+(s)|− 32κ|x|
∣∣∣∣log |x− ν+(s)||x|
∣∣∣∣
2
dx .
Remembering that ν+(s) is bounded for s > 0, ∫
|x|≤2|ν+(s)|
|A(x, s)|2 dx
≤ c
∫
|x|≤2|ν+(s)|
|x| ((log ||x| − |ν+(s)||)2 + (log ||x|+ |ν+(s)||)2
+(log |x|)2) d|x| ≤ c|ν+(s)| ,∫
|x|>2|ν+(s)|
|A(x, s)|2 dx ≤ c
∫
|x|>2|ν+(s)|
|x|e− 32κ|x| |ν+(s)|
2
|x|2 d|x| ≤ c|ν+(s)|
so ∫
R2
|A(x, s)|2dx ≤ c|ν+(s)| .
Now ∫ +∞
0
‖A(·, s)‖ ds <∞ (8.14)
under our assumptions according to Proposition 3.1.
For s < 0 let us better estimate the term B. Assume first v− 6= v+ (i.e.
v−2 6= 0 for our choice (8.5)). Let us estimate with the help of (5.7)∫
R
K0(κ|y|)2 dy1 ≤ c
∫
R
(1 + | log κ|y1||2 + κ2(y21 + y22))e−
√
2κ(|y1|+|y2|) dy1
≤ c(1 + κ2y22)e−
√
2κ|y2| .
Then using Schwarz inequality and that ϕ0 ∈ L1(R) for the integral over z2
|B(s, y)|2 ≤ c θ(y1)|ϕ0(y2)|2
∫
R
|K0(κ|Γ(s)− (y1, z2)|)|2ϕ0(z2) dz2 ,∫
R2
|B(s, y)|2 dy ≤ c
∫
R
(1 + κ2|Γ2(s)− z2|2)e−
√
2κ|Γ2(s)−z2| ϕ0(z2) dz2
≤ c
∫
R
e−κ|Γ2(s)−z2|−
α
2
|z2| dz2 ≤ ce−min(κ,α)|Γ2(s)|/2 ≤ cemin(κ,α)|v−2|s/2
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as |Γ2(s)| ≥ −|v−2|s − |a−| − ‖ν−‖∞ for s < 0. Now∫ 0
−∞
‖B(s, ·)‖ ds <∞ . (8.15)
It remains to treat the case v− = v+ = (1, 0), s < 0. Here,
|Γ(s)− (y1, z2)| = |(s− y1,−z2) + a− + ν−(s)| ≥ |s− y1 + a−1 + ν−1(s)|,
|B(s, y)| ≤ (2pi)−1‖ϕ0‖L1 θ(y1)ϕ0(y2)K0(κ|s− y1 + a−1 + ν−1(s)|),
∫
R2
|B(s, y)|2 dy ≤ c
∫ +∞
0
K0(κ|s− y1 + a−1 + ν−1(s)|)2 dy1
≤ c
∫ +∞
−s−|a−|−‖ν−‖∞
K0(κ|y1|)2 dy1,
∫ 0
−∞
‖B(s, ·)‖ ds ≤ c
∫ |a−|+‖ν−‖∞
0
[∫
R
K0(κ|y1|)2 dy1
]1/2
ds
+c
∫ +∞
0
[∫ +∞
s
K0(κ|y1|)2 dy1
]1/2
ds
≤ c+ c
∫ +∞
0
[∫ +∞
s
(1 + (log κy1)
2)e−2κy1
]1/2
ds
≤ c+ c
∫ +∞
0
[
e−κs
∫ +∞
s
(1 + (log κy1)
2)e−κy1
]1/2
ds <∞,
i.e., (8.15) holds for every v− 6= −v+. Combining estimates (8.12)-(8.15), the
integral (8.11) is finite and C11 ∈ J1 is proved.
Operator C12
This is an integral operator with the kernel∫
R2
A(x, s)R(s, t)B(t, y) ds dt
where A and B are the same as for C11. Similarly as above,
∑
n
|(ϕn, C12ψn)| ≤
∫
R2
‖A(·, s)‖K(s − t) ‖B(t, ·)‖ ds dt
for every orthonormal sets {ϕn}, {ψn} with K introduced in (8.10). Let us
divide the integration range into four parts, R2 = (R+ × R+) ∪ (R+ × R−) ∪
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(R− × R+) ∪ (R− × R−). In view of (8.12)-(8.15) and K ∈ L1(R), integrals
over (R+ × R+) ∪ (R+ × R−) ∪ (R− × R−) are finite. Further,∫
s<0 , t>0
‖A(·, s)‖ |K(s − t)| ‖B(t, ·)‖ ds dt
≤ c
∫
s<0 , t>0
|K(s − t)| ds dt =
∫ 0
−∞
|u||K(u)| du <∞
as K ∈ L1(R, (1 + |u|) du) (see below (8.10) above). The relation C12 ∈ J1 is
proved now.
Operator C13
To prove that C13 is trace class we take
A(x, s) = (2pi)−1K0(κ|x− Γ(+)(s)|) , ‖A(·, s)‖ < c <∞ ,
B(s, y) = (2pi)−1θ(y1)ϕ0(y2) ·
·
∫
R
(
K0(κ|Γ(+)(s)− (y1, z2)|)−K0(κ|Γ(s)− (y1, z2)|)
)
ϕ0(z2) dz2 .
Let us start with the estimate (see (5.7))
|K0(κ|x|) −K0(κ|y|)| =
∣∣∣∣∣κ
∫ |x|
|y|
K1(κt) dt
∣∣∣∣∣ ≤ cκ
∣∣∣∣∣
∫ |x|
|y|
(κt)−1e−
3
4
κt dt
∣∣∣∣∣
≤ ce− 34κmin(|x|,|y|)
∣∣∣∣log |x||y|
∣∣∣∣
and further ∫
R2
|B(s, y)|2 dy
≤ c
∫
R2
θ(y1)|ϕ0(y2)|2e−
3
2
κmin(|Γ(+)(s)−y|,|Γ(s)−y)|)
∣∣∣∣∣log |Γ
(+)(s)− y|
|Γ(s)− y)|
∣∣∣∣∣
2
dy
≤ c
∫
R2
e−
3
2
κmin(|y|,|y−ν+(s)|)
∣∣∣∣log |y − ν+(s)||y|
∣∣∣∣
2
dy
Consider now the case s > 0 where ‖ν+‖L∞((0,+∞)) <∞. Realizing that
| log |y − ν+(s)||2 ≤ | log ||y|+ |ν+(s)|||2 + | log ||y| − |ν+(s)|||2
we estimate ∫
|y|≤2|ν+(s)|
∣∣∣∣log |y − ν+(s)||y|
∣∣∣∣
2
dy ≤ c|ν+(s)| .
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For |y| > 2|ν+(s)|,
|y|
∣∣∣∣log |y − ν+(s)||y|
∣∣∣∣
2
≤ c|ν+(s)| .
Finally, we obtain
‖B(s, ·)‖ ≤ c
√
|ν+(s)|
which is integrable in R+ due to the Proposition 3.1.
For s < 0, we apply the considerations used for C11 to the both parts
depending on Γ and Γ(+) and we obtain∫
R
‖B(s, ·)‖ ds <∞
which leads to the finiteness of (8.11) and so proofs C13 ∈ J1.
Operator C14
We consider κ large enough for which the identity
r(+) − r = α(I + r)(R(+)mm −Rmm)(I + r(+)) .
holds. Then we can write
C14 = α(U1 + U2 + U3 + U4)θ(x1)K2 ,
U1 = R
(+)
dxm(R
(+)
mm −Rmm)Rmdx ,
U2 = R
(+)
dxmr(R
(+)
mm −Rmm)Rmdx ,
U3 = R
(+)
dxm(R
(+)
mm −Rmm)r(+)Rmdx ,
U4 = R
(+)
dxmr(R
(+)
mm −Rmm)r(+)Rmdx .
It is sufficient to show that the operators U1, . . . , U4 are trace class. They
are of the form Uj = R
(+)
dxmGˆjRmdx where Gˆj are integral operators with the
kernels Gj(s, t) in L
2(R) for j = 1, . . . , 4. Let us denote for a while as A(x, s)
and B(s, x) the kernels of operators R
(+)
dxm and Rmdx given in (5.2) and (5.3).
As above, it is sufficient to show that∫
R2
‖A(·, s)‖|Gj(s, t)|‖B(t, ·)‖ ds dt <∞ .
As ‖A(·, s)‖, ‖B(s, ·)‖ are s-independent constants, it is sufficient to show
that ∫
R2
|Gj(s, t)| ds dt <∞ .
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Function G1 = −g (7.10) and using (7.11) ∫
R2
|G1(s, t)| ds dt
≤
[∫
R2
w(s)−δw(t)−δ ds dt
]1/2 [∫
R2
w(s)δg(s, t)w(t)δ ds dt
]1/2
<∞
where δ > 3 is a number from Assumption 1 (at this point δ > 1 is sufficient
of course).
G2(s, t) =
∫
R
R(s, u)G1(u, t) du
and ∫
R2
|G2(s, t)| ds dt ≤
∫
R3
|K(s − u)||G1(u, t)| ds du dt <∞
as K ∈ L1(R). Similarly are integrable
G3(s, t) =
∫
R
G1(s, u)R(+)(u, t) du ,
G4(s, t) =
∫
R2
R(s, u)G1(u, q)R(+)(q, t) du dq
and C14 ∈ J1 is proved.
Operator C15
Here we need to prove that∫
R2
‖A(·, s)‖|R(+)(s, t)|‖B(t, ·)‖ ds dt <∞
where A and B are the same as in the case of C13. The estimates there
together with (8.10) give the required relation. This completes the proof of
the Lemma.
We formulate the result proved in this section.
Theorem 8.1. Under the Assumptions 1-4, the wave operators Ω
(+)
in , Ω
(+)
out ,
Ω
(−)
in , Ω
(−)
out defined in (8.1)-(8.4) exist.
9 Conclusions
Our results are contained in Theorems 7.1 and 8.1 above. For the quantum
mechanical particles transversally bounded to the asymptotically flat curve
by the attractive contact δ-interaction with the coupling constant α, with
energies in (−α2/4, 0) (i.e. in the range accessible due to the coupling only)
we show that
37
(1) the spectrum in this range is absolutely continuous with possible em-
bedded eigenvalues, discrete in every compact subinterval of (−α2/4, 0);
(2) the wave operators defined above exist.
Our proofs are done for C3-smooth non-intersecting curve with rather severe
asymptotic conditions for approaching to the mutually diverging asymptotic
half-lines.
We should stress that we proved the existence of
Ω
(±)
in,out := Ωin,out(H,H
(±);P (±)≷ J
(±))
only. We know nothing on the wave operators of the type
Ωin,out(H
(±),H) .
This means that our wave operators map each scattering state of the ”free”
Hamiltonians H(±) (incoming or outgoing along the asymptotic half-lines)
to the one of H but we did not prove that all scattering states of H are
covered and the opposite mappings exist. The reason is the used simple
explicit form of the projectors P
(±)
≷ J
(±) while the form of spectral projector
for H is not known. However, our result on the absence of singular continuous
spectrum shows that if the wave operators would be complete they would be
also asymptotically complete.
The other question desiring further study is the existence of the embedded
eigenvalues and especially their accumulation near the points −α2/4 and 0
which one perhaps would not expect but which is not excluded by our proof.
10 Appendices
A Assumptions of Exner and Ichinose
To verify the validity of the assumptions of [2] under our assumptions, it is
sufficient to check (a2) of [2], i.e. to show the existence of d > 0, µ > 0,
ω ∈ (0, 1) such that for ω < ss′ < ω−1
|Γ(s)− Γ(s′)|
|s− s′| ≥ 1−
d√
1 + |s+ s′|2µ . (A.1)
Here the left hand side extends to 1 for s = s′ (see the proof of Proposition
3.2). We shall assume that s and s′ have the same sign as only such ones enter
the assumption. Due to the symmetry in s and s′ we may also assume that
|s| ≤ |s′|. Let R1 and κ ∈ (1, δ + 12) be the numbers from Proposition 3.1,
we assume R1 ≥ 1 enlarging its value if needed. Choose arbitrary ω ∈ (0, 1),
µ = κ, R2 ≥ ω−1R1 > R1.
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Let us first assume |s| ≤ |s′| ≤ R2. The left hand side of (A.1) has a lower
bound ρ ∈ (0, 1] by the relation (2.6) from Assumption 2. The right hand side
of (A.1) has a maximum
1− d√
1 + 22µR2µ2
in the considered range of s, s′ and (A.1) will be satisfied for
d ≥ (1− ρ)
√
1 + 22µR2µ2 . (A.2)
Let us further assume |s′| ≥ R2 > R1 , then also |s| ≥ ω|s′| ≥ R1. Using
relations (2.2) and (3.3) for s, s′ ≷ 0 respectively,
|Γ(s)− Γ(s′)|
|s− s′| =
|v±(s− s′) + ν±(s)− ν±(s′)|
|s− s′|
≥ 1− sup
s≶ξ≶s′
|ν ′±(ξ)| ≥ 1− |s|−µ .
On the other hand,
d√
1 + |s+ s′|2µ =
d√
1 + (|s|+ |s′|)2µ ≥
d√
1 + 22µ|s′|2µ
≥ d√
1 + 22µω−2µ|s|2µ ≥ 2
−µ− 1
2dωµ|s|−µ
where the relation 2ω−1|s| ≥ R1 ≥ 1 was used. Now
d ≥ 2µ+ 12ω−µ (A.3)
is sufficient for the validity of (A.1). Choosing d satisfying both estimates
(A.2) and (A.3) the assumption (a2) of [2] is verified.
B Generalized Pearson and Kuroda-Birman
theorems
We need a generalization of the Kuroda-Birman theorem (Theorem XI.9 of
[23], vol. 3, or more general Proposition 4 in Chapter 16 of [29]). We sketch
the proof closely following that of [23].
Let us remind the following definition: Let B be a self-adjoint operator in
a Hilbert space H and Eλ its spectral projectors. We denote asM(B) the set
of all ϕ ∈ H such that d(ϕ,Eλϕ) = |f(λ)|2dλ with f ∈ L∞(R).
We start with the generalization of Pearson theorem (Theorem XI.7 of
[23]).
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Theorem B.1. Let A, B be self adjoint operators in a Hilbert space H, J a
bounded operator in H,
C = AJ − JB
in the sense that for every ϕ ∈ D(A), ψ ∈ D(B)
(ϕ,Cψ) = (Aϕ, Jψ) − (ϕ, JBψ) . (B.1)
Let C = C1 + C2 where C1 ∈ J1 is a trace class operator and C2 is bounded.
Let there exists a dense subset M of M(B) such that
lim
t→+∞C2e
−iBtϕ = 0 ,
∫ +∞
0
‖C2e−iBtϕ‖dt <∞ (B.2)
for every ϕ ∈M . Then there exists
Ωout(A,B;J) = s− lim
t→+∞ e
iAtJe−iBtPac(B) .
Proof. We describe only amendments needed to the proof in [23]. Let us
denote W (t) = eiAtJe−iBt. Then
W (t)−W (s) = i
∫ t
s
eiAµC1e
−iBµdµ + i
∫ t
s
eiAµC2e
−iBµdµ
in the form sense (B.1) and for ϕ ∈M ,
(W (t)−W (s))e−iBaϕ = q1(s, t, a) + q2(s, t, a) ,
qj(s, t, a) = i
∫ t
s
eiAµCje
−iB(µ+a)ϕdµ (j = 1, 2) .
Limits a → +∞ with fixed s, t of the both integrals can be taken under the
integral sign as there are constant majorants ‖Cj‖‖ϕ‖ (j = 1, 2). The both
limits are zero (for j = 1 by the Lemma above Theorem XI.7 of [23], for j = 2
by the assumption). Thus Equation (20) in the proof of Theorem XI.7 of [23]
holds in our case. The part containing trace class operator C1 can be treated
in the same way as in [23]. The part containing C2 is bounded by a sum of
several terms of the form (X is an operator uniformly bounded in s and t)
|(ϕ,
∫ a
0
eiBueiBtXC2e
−iBse−iBuduϕ)| ≤ ‖ϕ‖‖X‖
∫ s+a
s
‖C2e−iBuϕ‖ du
or
|(ϕ,
∫ a
0
eiBueiBtC∗2Xe
−iBse−iBuduϕ)| ≤ ‖ϕ‖‖X‖
∫ t+a
t
‖C2e−iBu‖ du
which tend to zero as a → +∞ and then t, s → +∞ due to the second
assumption (B.2). Finally, we obtain
lim
s,t→+∞‖(W (t)−W (s))ϕ‖
2 = 0
for ϕ ∈M ⊂ Pac(B)H. AsM is dense in Pac(B)H the existence of Ωout(A,B;J)
follows.
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Now the generalization of the Kuroda-Birman theorem can be proved.
Theorem B.2. Let A and B be self-adjoint operators in a Hilbert space H,
K a bounded operator in H, z a complex number in the resolvent sets of both
A and B,
K(B − z)−1 − (A− z)−1K = C1 + C2 (B.3)
where C1 ∈ J1(H) is a trace class operator and C2 is a bounded operator in
H. Let there further exists a dense set M ⊂M(B) such that
lim
t→+∞C2e
−iBtϕ = 0 ,
∫ +∞
0
‖C2e−iBtϕ‖ dt <∞ (B.4)
for every ϕ ∈M . Then there exists
Ωout(A,B;K) = s− lim
t→+∞ e
iAtKe−iBtPac(B) .
Proof. It is a very slight amendment of that for Theorem XI.9 of [23]. Denote
J = (A− z)−1K(B − z)−1 .
Then AJ − JB = C1 +C2 in the form sense and
s− lim
t→+∞ e
iAtJe−iBtPac(B) =
s− lim
t→+∞ a
iAt(A− z)−1K(B − z)−1e−iBtPac(B)
exists by Theorem B.1. Applying that to (B − z)ϕ, ϕ ∈ D(B) the existence
of
lim
t→+∞ e
iAt(A− z)−1Ke−iBtPab(B)ϕ =
lim
t→+∞ e
iAt(K(B − z)−1 − C1 − C2)e−iBtPac(B)ϕ
follows. The terms with C1, C2 here tends to zero according to the assump-
tions and Lemma 2 above Theorem XI.7 in [23] for ϕ ∈M . As M is dense in
Pac(B)H,
s− lim
t→+∞ e
iAtKe−iBtPac(B − z)−1
exists and then also Ωout(A,B;K) exists because D(B) is dense in H.
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