The first part of this paper served as a comprehensive survey of data mining methods that have been used to extract knowledge from solutions generated during multi-objective optimization. The current paper addresses three major shortcomings of existing methods, namely, lack of interactiveness in the objective space, inability to handle discrete variables and inability to generate explicit knowledge. Four data mining methods are developed that can discover knowledge in the decision space and visualize it in the objective space. These methods are (i) sequential pattern mining, (ii) clustering-based classification trees, (iii) hybrid learning, and (iv) flexible pattern mining. Each method uses a unique learning strategy to generate explicit knowledge in the form of patterns, decision rules and unsupervised rules. The methods are also capable of taking the decision maker's preferences into account to generate knowledge unique to preferred regions of the objective space. Three realistic production systems involving different types of discrete variables are chosen as application studies. A multi-objective optimization problem is formulated for each system and solved using NSGA-II to generate the optimization datasets. Next, all four methods are applied to each dataset. In each application, the methods discover similar knowledge for specified regions of the objective space. Overall, the unsupervised rules generated by flexible pattern mining are found to be the most consistent, whereas the supervised rules from classification trees are the most sensitive to user-preferences.
Introduction
Multi-objective optimization (MOO) concerns the simultaneous minimization or maximization of two or more objective functions. When these objectives are conflicting with 1 respect to each other, there exist multiple solutions to the MOO problem. A common example of conflicting objectives is cost versus performance. Reducing cost often leads to deterioration of performance, whereas improving performance requires additional cost. Thus, the minimization of cost and the maximization of performance cannot be simultaneously achieved, which results in a trade-off between the two. Formally, MOO problems are represented as,
Minimize
F(x) = {f 1 (x), f 2 (x), . . . , f m (x)} Subject to x ∈ S
where f i : R n → R are m (≥ 2) conflicting objectives that have to be simultaneously minimized 1 and the variable vector x = [x 1 , x 2 , . . . , x n ] belongs to the non-empty feasible region S ⊂ R n . The feasible region is formed by the constraints of the problem which include the bounds on the variables. A variable vector x 1 is said to dominate x 2 and is denoted as x 1 ≺ x 2 if and only if the following conditions are satisfied:
1. f i (x 1 ) ≤ f i (x 2 ) ∀i ∈ {1, 2, . . . , m}, 2. and ∃j ∈ {1, 2, . . . , m} such that f j (x 1 ) < f j (x 2 ).
If neither x 1 ≺ x 2 nor x 2 ≺ x 1 , then x 1 and x 2 are said to be non-dominated with respect to each other (provided x 1 = x 2 ) and denoted as x 1 ||x 2 . A vector x * ∈ S is said to be Pareto-optimal (Deb, 2001; Miettinen, 1999) , if there does not exist any x ∈ S such that x ≺ x * . The n dimensional space formed by the variables is called the decision space, while the m dimensional space formed by the objectives is called the objective space. Each point x in the decision space maps to some point in the objective space based on the values of the objective functions at x. Figure 1 shows such a mapping for a MOO problem with n = 2 variables and m = 2 conflicting objectives that are to be minimized. According to the aforementioned definition of dominance, a ≺ b, c ≺ b, d ≺ a, d ≺ b, d ≺ c and a||c. All points on the curve ef are Pareto-optimal solutions, because there are no feasible points that dominate any of them.
Evolutionary algorithms (EAs) have become increasingly popular for solving optimization problems due to their global search characteristics. EAs emulate the processes of reproduction and natural selection, to evolve a population of randomly generated solutions over several generations (iterations). Reproduction of new solutions (children) from current solutions (parents) is simulated using special operators called crossover and mutation. When only a single objective function is to be minimized, selection of good solutions for the next generation is performed by simply ranking the parent and child solutions in the ascending order of their objective function values, and choosing the required number of solutions from the top. This is similar to natural selection, in which only the fittest individuals survive. The crossover-mutation-selection process is repeated until a specified number of generations or performance target or function evaluations is reached.
Multi-objective evolutionary algorithms (MOEA), such as the Non-Dominated Sorting Genetic Algorithm or NSGA-II (Deb et al., 2002) used in this study, differ mainly with respect to the selection operator. NSGA-II uses a procedure called non-dominated 000000000000 000000000000 000000000000 000000000000 000000000000 000000000000 000000000000 000000000000 000000000000 000000000000 000000000000 000000000000 000000000000 000000000000 000000000000 000000000000 000000000000 000000000000 000000000000 000000000000 000000000000 sorting that takes the dominance relationships into consideration when ranking solutions. To achieve a good spread of Pareto-optimal solutions, NSGA-II uses a diversity preserving operator that promotes the selection of solutions that are least crowded by other solutions. The solutions generated by the MOEA may together, or in part, hold vital knowledge that can give a better understanding of the problem. Data mining of these solutions can reveal interesting properties about the Pareto-optimal solutions and, in general, can help discover domain-specific knowledge (Deb & Srinivasan, 2006; Deb et al., 2014) . The knowledge, thus obtained, can also be integrated into an expert system for reformulating the MOO problem or for improving the MOEA as explained later in Section 4.
In this paper, we collectively refer to these solutions as the MOO dataset. It contains the decision variable values and the corresponding objective function values for all solutions evaluated during the entire optimization process. Part A of this paper serves as a comprehensive review of several existing methods. Based on the representation of the knowledge gained, these methods were categorized as:
1. Descriptive statistics: These are simple univariate and bivariate measures that summarize various aspects of variables in the form of numbers. The representation of the knowledge is therefore explicit, meaning that it is compact and can be easily stored, transferred or parsed programmatically. They are further categorized as: (a) Measures of central tendency (b) Measures of variability/dispersion (c) Measures of shape distribution (d) Measures of correlation/association 2. Visual data mining methods: These methods express knowledge visually through graphs, heatmaps, colored clusters, etc. These representations are implicit, meaning that they lack a formal notation and, hence, are prone to subjectivity in interpretation. Visual data mining methods are further categorized as: (a) Graphical methods 3 (b) Clustering-based visualization methods (c) Manifold learning 3. Machine learning methods: They are capable of learning or discovering knowledge from data in both implicit and explicit forms. For example, support vector machines and neural networks generate implicit knowledge models, whereas decision trees result in explicit rules. Machine learning methods are further categorized as: (a) Supervised learning (b) Unsupervised learning (c) Hybrid learning (proposed in this paper)
Readers are referred to Part A for a discussion on the above categories and their relative merits. For the purposes of this paper, we summarize the three main limitations of existing methods in the following section.
Limitations of Existing Data Mining Methods for Knowledge Discovery
The survey in Part A concludes that while several data mining methods already exist for numerical data, most of them are not tailored to handle MOO datasets, which come with inherent properties that distinguish them from ordinary datasets. The three main limitations are:
1. The presence of two different spaces, objective space and decision space, adds a certain degree of difficulty in discovering knowledge of relevance. Existing data mining methods are not designed to work with these spaces. Since decision makers are often interested in the objective space, it would be beneficial to develop data mining methods that operate in the decision space and, at the same time, take the structure of solutions in the objective space into consideration. Furthermore, decision makers usually prefer certain regions of the objective space. Data mining methods for MOO datasets should be able to take these preferences into account, even if they are often vague in the real world. 2. Discrete variables occurring in optimization problems can be of three main types:
( •' in a game of tic-tactoe is nominal. Programmatically, they can be represented as either 0 and 1 or 1 and 0, respectively. MOO datasets containing categorical variables cannot be easily handled using existing data mining methods, most of which rely on some kind of distance measure for clustering. Since the numerical values of categorical variables are of no importance, any distance measure that uses these values will be arbitrary. 4
3. Most existing data mining methods represent knowledge in implicit forms. However, decision makers usually prefer explicit forms of knowledge because they are easy to understand and interpret. Explicit forms are also useful when the knowledge is expected to be a part of an expert system that aids in decision making (Liao, 2003) . In Part A, we identify three explicit forms, (i) analytical relationships, (ii) decision rules, and (iii) patterns or association rules, and discuss their merits. We also note that while analytical relationships are well-suited for continuous variables, knowledge involving discrete variables is better captured through decision rules and patterns.
The paper is organized as described in the following paragraphs.
In Section 2, we develop four new data mining approaches by extending existing methods. The proposed methods overcome the three major issues described above in the following ways:
1. Firstly, all four methods treat the decision space and the objective space separately.
Knowledge obtained about the variables from the decision space is visualized in the objective space to reveal its structure. Three of the methods are capable of taking the decision maker's preference into account and find knowledge that is specific to the preferred solutions. 2. Secondly, none of the proposed methods use any distance measure in the decision space and thus are capable of dealing with all types of discrete variables. Clustering, when used, is only performed in the objective space. 3. Thirdly, all methods generate knowledge in explicit forms due to the underlying methods. The nature of these forms is described in Section 2 for each method.
In Section 3, after a brief discussion on the practicality of multi-objective optimization of production systems, each method is applied to three realistic problems from the production engineering domain. These problems have been specifically chosen to highlight the importance of using discrete variables in production systems and to show the efficacy of the proposed methods. The application problems are:
1. Flexible Machining Cell (FMC) design problem in Section 3.1: 3 objectives, 2 nominal variables, 5 practically discrete variables and 2 integers. 2. Balanced Unpaced Flow Line (BFL) problem in Section 3.2: 2 objectives, 1 constraint, 13 practically discrete variables and 12 integers. 3. Automotive Component Manufacturing (ACM) problem in Section 3.3: 3 objectives, 9 ordinal variables and 31 integers.
In Section 4, the knowledge gained from different methods is compared and discussed in relation to each MOO problem. The obtained knowledge is also visualized in the objective space. For problems with three objectives, either perspective plots or combination of two-objective plots are used. Table 1 shows a summary of the four improved data mining methods developed in this study. The type of learning involved and the form of knowledge representation are also shown. The following sections describe each method in detail. 
Data Mining Methods for MOO Datasets

Sequential Pattern Mining
The term sequential pattern was first used in the context of market basket data analysis (Agrawal & Srikant, 1995) . An instance in such a dataset typically consists of the transaction ids and the items purchased together by a customer in each transaction, as shown in Table 2 . An itemset is a non-empty set of items and is denoted as (item1, item2, . . .). A sequence is an ordered list of itemsets, typically enclosed within angled brackets, for example, (item1, item2)(item3) . Thus, each row in Table 2 is a customer's complete sequence. A customer is said to support a sub-sequence if it is contained within that customer's complete sequence. The goal of sequential pattern mining is to generate an exhaustive list of all the sub-sequences that are supported by at least a predefined number of customers called 'minimum support'. For example, the following patterns, represented by superscript numbers in Table 2 , have a minimum support of 3 customers, Note that when comparing sub-sequences, the order of items within an itemset is not important, but the order of itemsets within the sequence is. Further, the sub-sequence (milk)(tissues) is not the same as (milk, tissues) , since the former implies that the items, milk and tissues, come from different transactions.
A typical discrete optimization dataset is shown in Table 3 . The entry d ij represents the j-th discrete option of the i-th variable. A sequential pattern mining algorithm can be applied to such a dataset, by considering each solution vector as a customer sequence, each variable as a separate transaction, and each discrete variable option as a different item. The only fundamental difference between the datasets in Tables 2 and 3 is that the former can have multiple items per transaction and a different number of transactions for each customer. In discrete optimization datasets, itemset and item are equivalent, because for all customers (solutions) each transaction (variable) can have only one item (discrete value). Also, the sequence length is fixed for all customers (solutions) and is equal to the number of transactions (variables).
Apriori Algorithm
The Apriori algorithm Agrawal & Srikant (1994) is one of the earliest and most popular association rule mining techniques in the literature. Given a dataset and a minimum support value, the algorithm first generates a list of all one-itemset sequences. Those sequences that meet the minimum support condition form the set L 1 which stands for frequent one-itemset sequences. Next, the algorithm makes use of the downward closure property or Apriori principle, which states that 6 Solution ID x
Every non-empty subset of a frequent sequence is also frequent.
This also means that frequent sequences with a larger number of itemsets can be formed by combining smaller frequent sequences. The candidate generation step combines various one-itemset sequences to form candidate two-itemset sequences, of which those satisfying minimum support form a new set L 2 . The process repeats until L k is empty, i.e., no frequent k-itemset sequences can be found. A final step, called the maximal phase, prunes all non-maximal frequent sequences from k L k . A sequence is maximal if it is not contained in any other sequence. The maximal sequences that remain after pruning are called sequential patterns.
The above described variant of the Apriori algorithm is called AprioriAll and can be applied to discrete optimization datasets to obtain sequential patterns. However, due to the differences with market basket data, a few modifications are required. Firstly, note that frequent sequences can come from any transactions for different customers. For example, the sequence (diapers, tissues)(beer) comes from the second and fourth transactions for customers 4 and 6, whereas for customer 9 they come from their first and second transactions. Such patterns would not be meaningful for optimization datasets, because the transactions represent variables. To illustrate, the sequence (x 1 = 10)(x 2 = 15) is different from (x 1 = 10)(x 3 = 15) . This modification can be introduced in the AprioriAll algorithm in a manner similar to the use of time constraints in Srikant & Agrawal (1996) , which specify time intervals between adjacent elements in a sequential pattern. Our implementation of the algorithm ensures that a pattern corresponds to the same set of variables across all the solutions that support it. Secondly, our implementation does not have a maximal phase. The reason for this is purely result-oriented. Knowledge of even non-maximal sequences is essential for a decision maker who wants to understand the effect of individual variables, if any. An additional modification in our implementation of AprioriAll is that the maximum possible support value for any pattern in the dataset is calculated on the basis of the patterns in L 1 and provided to the decision makers to aid them in specifying a minimum support value.
Patterns in Preferred Solutions
Sequential pattern mining is usually applied to the whole dataset. However, the decision maker is often interested in a preferred region of the objective space. Several preference articulation methods have been proposed in the literature (Purshouse et al., 2014) , the most common one being the specification of a reference point (Miettinen, 1999; Deb & Sundar, 2006) . Decision makers sometimes have vague preferences, which makes it difficult to provide a single reference point. A more natural and interactive approach is to allow the user to 'brush' over solutions using a mouse input to select a region of interest in the objective space. This is easily achieved in problems with two objectives. For three and higher-dimensional objective spaces, we display a scatter matrix to the user, who can then make a selection incrementally, by brushing over solutions in different two-objective plots. The modified AprioriAll algorithm is applied only to the selected set of solutions, but the patterns discovered in the process can be visualized over all the solutions. We demonstrate this procedure in Section 4 for all the applications. Note that sequential pattern mining is not designed to differentiate between two datasets. In other words, it does not require an "output" feature and the method is therefore unsupervised.
Classification Trees
A decision tree is an explicit knowledge model that resembles a binary tree with one root node and several leaf nodes. Decision tree learning algorithms, such as the popular ID3 (Quinlan, 1986) and C4.5 (Quinlan, 1993) algorithms, work by recursively dividing the dataset using one feature (variable) at a time. At each node, the feature (variable) and its value are chosen, such that the division maximizes the dissimilarity between the two resulting groups in terms of the "output" feature. Each branch of the decision tree therefore represents an 'if-then' rule. The branches connecting the root node to a leaf node can be logically conjoined (denoted using ∧) to generate a decision rule that is applicable to points (solutions) in that leaf node. The main advantage of using decision trees with MOO datasets is that the decision maker can distinguish between two or more sets of solutions. Decision trees can be of two types, regression trees and classification trees. Regression trees use a continuous output feature and have already been used for data mining MOO datasets (Sugimura et al., 2010; Dudas et al., 2011 Dudas et al., , 2014 Dudas et al., , 2015 . For example, in Dudas et al. (2015) , the distance from a given reference point is used as the output feature. In this work, we use classification trees which require pre-specified class labels as the output feature. Each node uses a split criterion to select a variable and its corresponding value. Popular split criteria are the Gini impurity index and information gain (Friedman et al., 2001) . We use the Gini impurity index given by
2 , where f (k|t) is the fraction of instances belonging to class k at the given node t. The split is based on the condition v (combination of a variable and its value) which maximizes the Gini gain ∆, between the parent node and its child nodes. It is given by
where V is the set of all possible conditions obtained from the features and their sorted values, f parent,v is the fraction of instances in the parent node that satisfies condition v and G(child|v) is the Gini index of the child node satisfying v. The preference articulation method described in the previous section is also used here. By brushing over solutions, the decision maker creates two classes, 'selected' and 'unselected' solutions. The generated rules can sometimes be very lengthy, if the tree is not properly pruned. Moreover, multiple rules may exist that lead to the same class. Our implementation of classification trees uses a pruning method that only results in dominant rules that distinguish between the selected and unselected classes. This is achieved by imposing a pruning threshold on the proportion of unselected to selected classes at each leaf node. For example, a pruning threshold of 5% specifies that a rule is dominant only if the percentage of unselected solutions at the leaf node is less than 5%.
Hybrid Learning
As discussed above, decision trees require a class label to generate rules that distinguish between two or more sets of solutions. However, when no such labels can be generated manually, or when the decision maker does not have a specific preference of solutions, clustering methods can be used in the objective space to find natural clusters occurring in the dataset. Thereafter, the cluster associations of the solutions can be used as labels to perform multi-class classification tree learning. This combination of 9 unsupervised generation of class labels followed by supervised classification tree learning can be termed hybrid learning. The resultant rules can be called unsupervised rules to distinguish them from decision rules which are obtained in a supervised manner. The advantage of hybrid learning is that since the classification of the solutions is driven by data itself, the generated dominant rules are expected to be simpler and more insightful to the decision maker. In this paper, we use two clustering methods to generate the class labels.
Agglomerative Hierarchical Clustering
Hierarchical clustering algorithms (Xu & Wunsch, 2005; Friedman et al., 2001) organize the data-points into a dendrogram based on a specified proximity measure. The agglomerative version of hierarchical clustering does this by starting with N singleton clusters (N being the size of the dataset). This represents the finest level of clustering. The two closest clusters are combined to form the next level of clustering. The process continues until all data-points are in the same cluster. Once the hierarchical structure is established among the data-points, the user can quickly vary the number of clusters, by cutting the dendrogram at different levels. The advantages of agglomerative clustering are threefold: (i) the number of clusters need not be predefined, (ii) any distance metric and linkage criterion can be used to define proximity, and (iii) the clustering is deterministic. We use agglomerative clustering to generate cluster labels for those problems where a proximity measure could be defined unambiguously. A euclidean distance measure with complete linkage is used to combine clusters at each level. The objective function values are normalized to avoid scaling issues.
Density-based Clustering
MOO datasets that involve discrete variables tend to have feasible solutions in disjoint regions of the decision space, due to variable values 'jumping' from one discrete option to another. This often translates to disjointedness in the objective space, where the regions may be arbitrarily shaped, due to non-linear dependencies of the objectives on the variables. Most distance-based clustering algorithms can only find spheroidal clusters, because they use distance as the only criterion. Density-based clustering algorithms (Xu & Wunsch, 2005) , on the other hand, define clusters based on a more complex 'crowdedness' measure. DBSCAN (Density Based Spatial Clustering of Applications with Noise) (Ester et al., 1996 ) is a popular density-based technique which uses the notion of density-reachability and density-connectivity to determine whether two points belong to the same cluster. The basic DBSCAN algorithm is as follows:
for each point in dataset do if point is not yet classified then if point is a core point then Collect all points density-reachable from point into new cluster else Assign point to N oise end if end if end for DBSCAN uses two parameters, M inP ts (minimum points) and Eps (neighborhood radius), to define density-reachability. However, some heuristics can be used to set atleast one of the parameters. The added advantage of using DBSCAN on optimization data is that in addition to detecting arbitrarily shaped regions in the objective space, it can also handle noise (isolated solutions).
Flexible Pattern Mining
Sequential pattern mining is extremely useful for finding exact patterns in the dataset. For example, given the simple one-dimensional dataset x 1 = {1, 1, 1, 2, 2, 2, 2, 3, 3, 10, 10, 10}, it can detect that the patterns (x 1 = 1) , (x 1 = 2) and (x 1 = 10) have supports 3, 4 and 3 respectively. However, it cannot detect the more important rule (x 1 < 10) which has a support of 9. A decision tree, though capable of generating such rules, requires that the user specify the first nine points as one class to exactly detect the dominant rule. In other words, decision trees are very sensitive to training data and prone to overfitting. This problem is more severe when a large number of features are involved. Exact patterns require that the variable values are exactly the same for all solutions supporting that pattern. This may be too restrictive for pattern mining in MOO datasets, which are usually generated through stochastic optimization algorithms.
To address this inflexibility of sequential pattern mining, we propose an extension called Flexible Pattern Mining (FPM). Like sequential pattern mining, FPM extends the concept of market basket data to MOO datasets, by considering each solution as a customer and each variable as a transaction containing individual items (variable values). However, to enable the generation of rules through the same Apriori algorithm, the optimization data in Table 3 is transformed into a truth table. The columns of this table correspond to each of the n variables being less than (<), equal to (=) and greater than (>) each of its discrete options. If n 1 , n 2 , . . . and n n are the number of discrete options for x 1 , x 2 , . . . and x n respectively, then the total number of columns in the truth matrix is 3(n 1 + n 2 + . . . + n n ) − 2n. The second term comes from the fact that no variable x i can take a value less than d i1 or greater than d ini . The transformed truth vector for one of the solutions from Table 3 is shown in Table 4 . Note that due to the length of the vector, it is split across four lines using → symbols.
Apriori algorithm can now be applied to the truth table to obtain patterns of 1s. However, before that, the algorithm should be modified to ignore patterns of 0s, which represent false conditions for the corresponding columns and are hence not useful. FPM combines the merits of sequential pattern mining, classification trees and hybrid learning. Firstly, like sequential pattern mining, it is unsupervised and can be applied to the whole dataset in the absence of user preferences. Secondly, like classification trees, it generates rules which are much more flexible than exact patterns. Thirdly, like hybrid learning, it does not require the user to provide class labels. In case the user chooses to express preference by selecting (brushing over) solutions, an additional step can be performed on the rules. By sorting the rules in the decreasing order of the ratio of support in the selected solutions to that in the rest of the solutions, a unique ordering of the rules can be obtained. The topmost rule in such an ordering then represents the most distinguishing property of the selected region. Consecutive rules may also be combined to form new rules and their support can be recalculated to reveal their presence within the selected solutions. We illustrate this procedure through the applications in Section 4.
Multi-Objective Optimization of Production Systems
Production systems are regarded as complex systems, not only due to their heterogeneous components that usually involve heavy human-machine interactions, but also because of the strict requirements to produce profits. While achieving high profitability is usually the foremost goal, it is composed of many sub-system level objectives, such as high throughput, high utilization, fast customer response with low cycle times, low cost and low inventory, etc. Thus, production system optimization is inherently one with multiple conflicting objectives (Hopp & Spearman, 2011) . Although analytical methods, like Petri nets and queuing models, can be used to model production systems, simulation (in particular, discrete-event simulation) is still the most practical choice for industrial practitioners (Tempelmeier, 2003) . This is not surprising, since even complex product mixes and their routings can be easily modeled using any modern simulation software. Additionally, simulation is preferable when handling probability distributions that cannot be handled in analytical models. Nevertheless, simulation is not an optimization tool when used standalone. The connection of meta-heuristic search methods to simulation models, referred to as simulation-based optimization, can be used to find the optimal settings for different decision variables in a system design problem (Law & McComas, 2000) . With multiple objectives, multiple Pareto-optimal solutions can be expected. A deeper understanding of the behavior of the system can only be gained by analyzing the obtained solutions for hidden knowledge. Therefore, applying data mining methods to MOO datasets from production systems is of prime importance (Pehrsson & Ng, 2011) .
In the following sections, we briefly describe three application studies involving multiobjective optimization in production systems. For readers unacquainted with the subject, the problems considered here deal with manufacturing lines which consist of (i) various operations performed at different workstations, and (ii) inter-station buffers. Each workstation has stochastic variables, such as processing time, percentage availability (uptime), time to repair, etc., which directly affect the throughput (production rate) of the line. Buffers are designated storages for each workstation and are meant to compensate for variability in the manufacturing processes, such as variations in processing times, machine breakdowns, tool changes, etc. The optimization of production systems often involves improving throughput by detecting and removing bottlenecks through investments in better machines, more buffers, better processes etc.
Flexible Machining Cell Design Problem (FMC)
The first application study is based on a flexible machining cell model, initially developed to show the advantages of using multi-objective optimization for production systems' design . The model is built in FACTS Analyzer (or FACTS hereafter) (Ng et al., 2007) , whose interface is shown in Figure 2 . FACTS, which stands for Factory Analyses in ConcepTual phase using Simulation, is a discrete-event simulation software developed at University of Skövde for analyzing and optimizing production systems in the conceptual phase. The FMC model makes use of the so-called 'selection objects' in FACTS that enable multiple design alternatives to co-exist in a simulation model. By changing the values of the corresponding decision variables, the optimization module in FACTS can switch between different combinations of selection objects. Multi-objective optimization of such a model seeks to find the optimal combination of the design alternatives along with the optimal values of other decision variables. 12 Figure 2 illustrates how alternative designs can be easily built in FACTS with two nominal variables, S 1 and S 2 . Workstation operations are represented with 'Op' and buffers with 'B'. S 1 = 2 represents a choice of having one fast machine, F astOp1, instead of two slow machines, SlowOp1A and SlowOp1B, in parallel (P arallelSlowOp) which is represented by S 1 = 1. This is considered to be a very common decisionmaking problem in industry, when considering the replacement of slower old machines with faster new machines. For the three operations, Op2A, Op2B and Op2C, there is a flow selection in which two alternatives are evaluated. The first option (S 2 = 1) involves having dedicated flow lines for all the three product variants, V ar A, V ar B and V ar C, as shown in the figure. In the second option (S 2 = 2), the three variants are allowed to be flexibly processed in any of the three machines, but with the additional cost of increased setup times during the switching of variants. Therefore, in addition to deciding whether to replace the old machine in the first stage, the decision maker also needs to evaluate whether it is cost-effective to invest in flexible machines in the second stage. Apart from the two nominal variables discussed above, the availabilities of machines SlowOp1A, SlowOp1B, Op2A, Op2B and Op2C (denoted by A 1 , A 2 , A 3 , A 4 and A 5 , respectively) are allowed to be improved from the default 90% to 95% in steps 13 of 1%. Moreover, the two buffers B 1 and B 2 are allowed to take integer values in the range [5, 10] . FACTS allows the definition of so called 'multiple choice sets' (Bernedixen & Ng, 2014) to handle discrete variables in production systems. They take the form {lower bound; upper bound |step size}. Thus, A i ∈ {90; 95 |1} and B i ∈ {5; 10 |1}.
Each additional buffer space requires an investment of $10, 000, while improvements in availability require $10, 000 per step. Switching from S 1 = 1 to S 1 = 2 involves a one-time investment of $100, 000, whereas that from S 2 = 1 to S 2 = 2 involves $90, 000. A more complete description of the model and its significance can be found in Ng et al. (2011) . A three-objective optimization problem is formulated to maximize the system throughput, minimize the total investment and minimize the total number of buffers (LeanBuf f er = B 1 + B 2 ). In total, there are 9 decision variables: 2 nominal selection variables, 5 practically discrete availability variables and 2 integer buffer variables.
Improvement Actions for a Balanced Unpaced Flow Line (BFL)
The second application study is a simple unpaced flow line, consisting of 13 workstations with 12 inter-station buffers. The workloads of the workstations are perfectly balanced, each with a processing time of 80 minutes per job and each following a log-normal distribution to represent the variability. In a complex flow with unbalanced workloads, the location of the bottleneck and the subsequent improvement of the production rate (throughput) are complicated tasks. The bottleneck depends on many factors including the job flow logic, variability, and the availability of every workstation as well as the buffer capacities. Nevertheless, even for a simple straight flow line with balanced workloads, such as the one considered here, the identification of bottlenecks and improvement actions to be taken is not a trivial task. Multiple improvement actions will improve the throughput, but also require additional investments. The idea of treating this throughput improvement problem as bi-objective optimization that minimizes the number of changes (improvement actions) while maximizing the throughput was first proposed in Pehrsson (2013) . For this purpose, a FACTS model is developed with the 13 processing times T i (practically discrete variables) and the 12 inter-station buffers (integers) with capacities B i as the decision variables such that T i ∈ {60; 80 |5} minutes (or T i ∈ {3600; 4800 |300} seconds) and B i ∈ {1; 49 |1}. An overall buffer constraint B i = 60 is also imposed. During optimization, this linear equality constraint is handled by repairing infeasible solutions by projecting them onto the hyperplane B i = 60. Details can be found in Bernedixen & Ng (2014) .
In this application study, the purpose is to identify patterns in processing time reductions and buffer allocations that can improve a balanced unpaced flow line with minimal changes. Such patterns, if found, may provide new insights into the improvement of real-world production systems. The pattern analysis is particularly interesting when applied to the production line models with different levels of variation. Therefore, multi-objective optimization of BFL is performed at two levels of variation, (i) BFL-0.1, classified as 'low-variance' corresponds to c v = 0.1, and (ii) BFL-0.5, classified as 'highvariance' corresponds to c v = 0.5, where c v is the coefficient of variation in the processing times of the workstations.
Automotive Component Manufacturing (ACM)
The third application study is part of an industrial improvement project conducted for an automotive component manufacturer in Sweden. The production line in question suffered from high running costs due to capacity loss. At the beginning of the project, it was believed that the system capacity was restricted by several bottlenecks , which could be relieved if investments were made to improve the availability and/or reduce the processing times of some workstations. The purpose of the optimization study was therefore to choose the best alternative that would, with minimal investments (improvement costs), reduce running costs and achieve the required capacity, in terms of system throughput. A discrete-event simulation model of the production line was developed using FACTS and validated with accurate correspondence to the real average line throughput in the early phase of the project. The model is illustrated in Figure 3 with the workstations and inter-station buffers labeled. Complete details of the model were first presented in Pehrsson et al. (2013) . Here, we summarize the most important information, including the objectives of the optimization, decision variables, and conclusions from previous data mining experiments which use a distance-based regression tree method (Ng et al., 2012) . Three objectives were considered in generating the optimization dataset, (i) minimization of total annual running cost (C R ), (ii) minimization of total (improvement) investment cost (I), and (iii) minimization of total buffer capacity (B). They are formulated as follows,
The total annual running cost is determined by using the incremental cost modeling method developed in Pehrsson et al. (2013) . C R is composed of the initial annual running cost (C I ) and the incremental costs, due to increase in throughput (∆C T ), attached costs (∆C A ), such as workstation maintenance, and extra per unit costs (∆C U ), such as energy use. The total investment cost function (I) is simply the summation of all the investments related to the improvement of processing times (Ip) and the availability or uptime (Iu) of the workstations. The total buffer capacity is simply the summation of the 31 inter-station buffers.
Two groups of decision variables are considered in the case study, (i) the level of improvements (Iu i or Ip i ) and (ii) the capacities for the inter-station buffers (B j ), where i and j denote the workstations and buffers in the simulation model respectively (see Figure 3) . As requested by the production manager, improvements were considered for workstations Op1E, Op1G, Op1H, Op1J, Op1N and Op1O at different levels, as shown in Table 5 . A level 0 investment meant no improvement, while each of the other levels corresponds to a pre-specified improvement in the processing time or the machine uptime (availability). These numbers and their associated costs were also provided by the production manager. The bounds for the buffer capacities were B j ∈ {1; 35 |1}. In terms of our classification of variables, Iu i and Ip i are ordinal, while buffers are integer variables.
Results and Discussion
The generic methodology adopted in this section is shown as a block diagram in Figure 4 . The first block on the left represents the MOO problems from the previous section. The second block represents the MOEA used to solve the MOO problem. Here, we use NSGA-II (Deb et al., 2002) as the MOEA. Multiple randomly-seeded runs with the following parameter settings are used to obtain a representative Pareto-optimal front: 1. Population size, N : 500 2. Simulated Binary Crossover (SBX) probability (Deb & Agrawal, 1995) , p c : 0.9 3. SBX distribution index (Deb & Agrawal, 1995) , η c : 20 4. Polynomial mutation probability (Deb, 2001) , p m : 0.05 5. Polynomial mutation distribution index (Deb, 2001) , η m : 20 6. Number of function evaluations: 10, 000 for FMC and BFL-0.1 20, 000 for BFL-0.5 and ACM
The population size and the number of function evaluations were obtained for each problem by gradually increasing them from 50 and 5000 respectively, until a uniform coverage was obtained on the Pareto-optimal front. The other parameters are set to their recommended values. The third block in Figure 4 represents the MOO dataset obtained from the MOEA. As mentioned in Section 1, it contains the decision variable values and the corresponding objective function values for all solutions evaluated during optimization.
The fourth set of blocks represent the four data mining methods, each of which generates explicit knowledge of a certain form, as shown by the fifth set of blocks.
16 Finally, the last block in Figure 4 represents the visualization of the obtained knowledge in the objective space. The most interesting patterns and rules are those whose 'support solutions' form well-defined regions in the objective space that match the structure of the objective space. The reason is that such patterns and rules can be stored in a knowledge base and used to improve search in future optimization scenarios through the use of an expert system (Fonseca et al., 1993) a shown in the figure. For example, patterns and rules can be added as constraints to the MOO problem to focus search towards regions of the objective space preferred by the user. The implementation of such an expert system is left for future work.
In order to clearly visualize the knowledge, we adopt the following color scheme. The solutions supporting a pattern or rule are shown in blue. Where applicable, the solutions selected by the user are shown in red. Selected solutions that do not support the pattern or rule under consideration are also shown in red. On the other hand, unselected solutions that support the pattern or rule under consideration are shown in yellow. Clusters obtained by hierarchical clustering and DBSCAN are shown using other colors (green, magenta, cyan, purple and gray). Support is expressed as a percentage of the total number of solutions in the selection. Note that the selections used in the following sections only serve to illustrate the usefulness of the data mining methods and need not correspond to preferences of decision makers in the real-world.
FMC Optimization Dataset
We first apply sequential pattern mining on the entire dataset. A minimum support condition of 40% yields 14 patterns, shown in Table 6 . Pattern 6 has an interesting distribution in the objective space as shown in Figures 5 and 6 , the latter of which also illustrates the three-dimensional structure of the objective space. It is applicable to the lower cluster in the two-objective plot (investment vs. throughput) where S 2 = 1. Since the only other discrete option for this variable is 2, pattern 10 should be applicable to the upper cluster of solutions. Thus, the two clusters in the objective space, as seen in Figure 5 , are the result of S 2 alone. Such knowledge will be vital to a decision maker.
Two other interesting patterns, 11 and 12, are shown in Figures 7 and 8 . Note that just by the conjunction of S 1 = 1 to S 2 = 2, pattern 11 is applicable to near-Paretooptimal solutions in the upper cluster of solutions. Pattern 12 is even more interesting because it is applicable to near Pareto-optimal solutions in the upper cluster and to dominated solutions in the lower cluster. This means that lower buffer levels (B 2 = 5) 
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are adequate when using flexible machines (S 2 = 2), but lead to sub-optimal operation when dedicated machines (S 2 = 1) are used. In other words, the choice of S 2 indirectly affects B 2 . Sequential pattern mining is also applied to an arbitrary selection shown in Figure 9 . One of the obtained patterns, given by
has a support of 81.52% in the selected region, but an overall support of only 2.26%, which makes it quite unique to the selection, as shown in Figure 10 . Next, we use classification trees on the data with the same selection of solutions as in Figure 9 . The unpruned tree has a maximum depth of 9 and is not shown here for brevity. Using a pruning threshold of 5% on the leaf nodes, three dominant rules, as shown in Table 7 , are extracted from the decision tree. Here, SEL represents the support (in percentage) within the selected solutions and UNSEL represents the same within rest of the solutions (unselected). Notice that the obtained rules are longer than those obtained using sequential pattern mining. This is typical of decision trees which have a tendency to overfit data (Friedman et al., 2001) . A remedy is to use pruning, but this increases impurity, meaning higher values for UNSEL in Table 7 . A characteristic of decision tree rules is that variables occurring closer to the root node are considered to be more significant with respect to the split criterion. Thus, out of the three dominant rules, S 1 = 2 and S 2 = 2 are found to be the distinguishing features of the selected region. 19 Figure 12 .
Hybrid learning with hierarchical clustering presents results similar to sequential pattern mining, but in the form of rules. The algorithm first generates a dendrogram, as shown in Figure 11 . Based on the linkage distances, the user decides to use two clusters, which generates classes as shown in Figure 12 .
Out of the 10 dominant rules extracted from the classification tree, one for each class is shown in Table 8 . Here, SEL represents the support (in percentage) for the current class and UNSEL represents the same for the other class.
Finally, we use flexible pattern mining for the selected solutions in Figure 9 . The obtained rules are shown in Table 9 . Note that the rules are sorted according to the ratio of support in the selected solutions, SEL, to the support in the unselected solutions, UNSEL. The topmost rule is therefore the most distinguishing rule of the selected region. This ordering also allows us to combine rules progressively from the top as follows:
1. top two rules: S 1 > 1 ∧ S 2 > 1, 2. top three rules:
The support values for the combined rules can also be calculated. For example, the first four rules have a combined support of 79.58% in the selected region and 0.52% in the unselected part, which increases the highest ratio of SEL to UNSEL, from 79.36/3.17 = 25.03 in Table 9 to 79.58/0.52 = 153.04. Thus, the combined rule is a much better distinguishing feature of the selection in Figure 9 . This same rule was obtained earlier in Equation (4). 20 17 This application study shows that flexible pattern mining is capable of generating simple rules, like those from sequential pattern mining, while ordering them by the importance of the variables, in a manner similar to classification trees.
BFL-0.1 Optimization Dataset
For this dataset, sequential pattern mining with a minimum support condition of 40% presents 18 patterns. However, none of them have an interesting structure in the objective space. For example, one of the obtained patterns, B 2 = 1 ∧ B 11 = 1, with 44.06% support has solutions supporting it as shown in Figure 13 . Such patterns, though valid, are of little use to decision makers, who often make decisions by looking at the objective space.
For applying classification trees, we use the selection shown in Figure 14 . Three dominant rules are obtained from the unpruned tree, which all have the same first five terms, as depicted below:
The terms indicate that the distinguishing features of the selected region (82.19% of the selection) are that processing times T 1 , T 4 , T 7 , T 10 and T 12 are either 3600 or 3900 seconds. Hybrid learning with hierarchical clustering generates a dendrogram, as shown in Figure 15 , based on which three clusters are used to obtain the partitioning shown in Figure 16 . A total of 28 dominant rules are extracted from the unpruned tree corresponding to the classes. Due to the length of the obtained rules, we only show the first few terms of the most dominant rule for each class in Table 10 . As before, SEL represents the support for the current class and UNSEL represents the support for all other classes combined.
Note that the clusters seen in Figure 16 do not agree with the structure of the objective space. Clearly, there are five distinct clusters. Since these clusters are elongated, certain points in one cluster can be closer to points from other clusters than to their 22 Figure 16 .
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own cluster center. This misleads distance-based clustering algorithms like hierarchical clustering, especially when using a euclidean distance measure. A decision maker would be more interested in knowledge that conforms to the visually obvious structure of the objective space. Therefore, we now perform hybrid learning with the DBSCAN clustering algorithm. With M inP ts = 20, five clusters are obtained, as shown in Figure 17 , that exactly match the structure of solutions. The first few terms of the most dominant rules for the five classes are shown in Table 11 . Note that even with such well-defined clusters, the support for the dominant rules in the first four classes is relatively low. Moreover, the dominant rule for Class 4 does not exactly match with either that for Class 1 in Table 10 or with Equation (5), even though they represent the same region in the objective space. This illustrates a fundamental drawback of classification tree based techniques; the rules 
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40.71 0.00 T 8 < 4350 ∧ T 1 < 4050 ∧ T 10 < 3750 ∧ . . . 5 100.0 0.00 depend not only on the selection (or current class), but also on the unselected solutions (or other classes). Flexible pattern mining circumvents this problem by generating multiple rules based solely on user-selection, but sorting them based on the ratio of their support in the selected region to that in the unselected region. For the selection shown in Figure 14 , we obtain 25 simple rules (not shown here) in the decreasing order of their support ratios. The first 13 rules indicate that the processing times of all the 13 workstations in the BFL-0.1 line should be less than 4200, i.e. T i < 4200 ∀i (or T i ∈ {3600, 3900} ∀i). Moreover, all 13 rules have 100% support in the selected region and very low support among the unselected solutions, which indicates that combining them could yield additional knowledge about the problem. Indeed, as Figure 18 shows, the combined rule is not only applicable to the selected region with 100% support, but also to all solutions above the chosen region.
This application problem illustrates that flexible pattern mining can reveal patterns even when the user partially selects the region in which they are present. To further support this claim, we use two other user-selections shown in Figures 19 and 21 . The (combined) rules corresponding to these selections are T i < 4500 ∀i and T i < 4800 ∀i respectively, shown in Figures 20 and 22 respectively. From these rules, it can be seen that in order to improve the level of throughput significantly, say from Throughput > 0.75 to Throughput > 0.8, the processing times of all the workstations have to be reduced simultaneously, from T i < 4800 ∀i to T i < 4500 ∀i. Thus, the performance of BFL-0.1 production line is significantly affected by the processing times of all the workstations.
BFL-0.5 Optimization Dataset
As in the case of BFL-0.1, sequential pattern mining again generates valid but uninteresting patterns. With a minimum support condition of 30%, we obtain 11 patterns, all of which only have one variable (one-itemset sequence). Two of the patterns are shown in Figures 23 and 24 . Selecting the solutions as shown in Figure 25 results in 19 patterns for a minimum support condition of 60%, each containing either one or two variables (one or two-itemset sequences). Overall, the patterns, with varying degrees of support, indicate that the machine processing times are equal to 4800 (upper bound of T i ) in the selected region. For example, one of the patterns,
having a support of 63.64%, is shown in Figure 26 . This rule corresponds to no investment in the processing times of workstations 3 and 12.
For the same selection of solutions, classification tree generates two dominant rules of support 28.36% and 9.17%. The first two terms of the former rule, Figure 28: Three clusters found using hierarchical clustering on BFL-0.5 data. Table 12 : Dominant rules obtained using hybrid learning with hierarchical clustering on BFL-0.5 dataset.
The classes are shown in Figure 28 .
25.37 0.00
confirm the pattern in Equation (6), since all processing times have an upper bound of 4800. However, note the huge difference in support values. The reason for the lower support of the above rule is that classification trees are built to distinguish between two or more classes, whereas sequential pattern mining (even with user-preference) only finds patterns in the selected region. This is also the reason why the former method is supervised, while the latter is unsupervised. From the third term onwards, the above rule tries to distinguish the selected region from the unselected part. Because of the tendency of decision trees to overfit, the rule becomes lengthy and the end node, though purely belonging to one class, has low support (very few solutions) for it. Hybrid learning is also based on classification trees, but the classes here are determined in an unsupervised manner (i.e., through clustering). If the clustering method used succeeds in finding the natural clusters in the data, then meaningful and possibly compact rules can be obtained. For this dataset, hierarchical clustering generates the dendrogram shown in Figure 27 . With three clusters, the grouping of solutions is as presented in Figure 28 . The classification tree obtained for the classes shown in the figure contains 29 dominant rules, of which the most dominant for each class is shown in Table 12 . The fundamental problem with classification trees is again observed here. In order to distinguish between the three classes, the algorithm generates lengthy rules that are too specific and overfit, thereby leading to low support values in each class. DBSCAN fails to identify any clusters in this dataset for the recommended values of M inP ts. This can be explained by the lack of visually distinct clusters in the objective space. DBSCAN sees a uniform density of points and hence fails to partition the dataset. 27 Table 13 . Table 13 . 
ACM Optimization Dataset
Sequential pattern mining with a minimum support condition of 40% generates the seven patterns shown in Table 14 . All the patterns lack a clear structure in the objective space. Pattern 4, for example, is spread out across visibly different regions of the objective space as presented in Figures 33 and 34 . In a previous study that used a distance-based regression tree learning method (Dudas et al., 2014) , it was shown that the improvements of Op1O and Op1N and buffer capacity conditions B 2 > 1 and B 8 > 1 are essential to guarantee solutions that lie in the preferable low cost regions of the objective space. The patterns generated by sequential pattern mining agree in terms of improvement variables, but do not accurately describe the lower cost solutions, since the method is incapable of capturing rules.
Classification trees provide better insights in this problem, because the clusters of solutions in the objective space correspond to clusters of rules. We used three different preferred regions, shown in Figures 35a, 35b and 35c , and in each case obtained very simple trees. The dominant rules are shown together in Table 15 . These rules closely resemble those obtained through a regression tree-based approach in Ng et al. (2012) .
Due to the elongated shape of clusters in the objective space, hierarchical clustering 30 Figure 36 suggests the use of three clusters, yet the clustering obtained in Figure 37 does not correspond to the accepted notion of clusters. As a result, even the most dominant rules are found to have very low support. On the other hand, DBSCAN performs well on this dataset. The clusters obtained with M inP ts = 20 are shown in Figure 38 . Table 16 presents the most dominant rules for the three classes. Note the similarity of rules corresponding to classes 2 and 3 with those in Table 15 .
Next, we use flexible pattern mining on the selections shown in Figures 35a, 35b  and 35c . For a minimum support condition of 50%, we obtain 40 unsupervised rules in each case, sorted in the decreasing order of ratio of support in the selected set to that in the unselected set. However, in all three cases, the topmost rule alone has a very high support ratio, so that its combination with other rules down the list makes little sense. Hence, the topmost rule for each selection is shown in Table 17 and the solutions supporting them are shown in Figures 39, 40 and 41 . Here, the distinction between the three regions becomes clear. The obtained rules also confirm that low cost solutions must at least satisfy B 2 > 1, B 8 > 1 and Ip Op1O = 0. Both sequential pattern mining and clustering-based classification trees could not clearly identify these conditions.
Conclusions
The main research goal of this paper was to develop data mining methods for knowledge discovery from multi-objective optimization datasets. As opposed to most existing techniques, the developed methods can:
