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Abstract
We introduce a new notion of “regularity structure” that provides an algebraic frame-
work allowing to describe functions and / or distributions via a kind of “jet” or local
Taylor expansion around each point. The main novel idea is to replace the classical
polynomial model which is suitable for describing smooth functions by arbitrary mod-
els that are purpose-built for the problem at hand. In particular, this allows to describe
the local behaviour not only of functions but also of large classes of distributions.
We then build a calculus allowing to perform the various operations (multiplication,
composition with smooth functions, integration against singular kernels) necessary to
formulate fixed point equations for a very large class of semilinear PDEs driven by
some very singular (typically random) input. This allows, for the first time, to give
a mathematically rigorous meaning to many interesting stochastic PDEs arising in
physics. The theory comes with convergence results that allow to interpret the so-
lutions obtained in this way as limits of classical solutions to regularised problems,
possibly modified by the addition of diverging counterterms. These counterterms arise
naturally through the action of a “renormalisation group” which is defined canonically
in terms of the regularity structure associated to the given class of PDEs.
Our theory also allows to easily recover many existing results on singular stochastic
PDEs (KPZ equation, stochastic quantisation equations, Burgers-type equations) and
to understand them as particular instances of a unified framework. One surprising
insight is that in all of these instances local solutions are actually “smooth” in the sense
that they can be approximated locally to arbitrarily high degree as linear combinations
of a fixed family of random functions / distributions that play the role of “polynomials”
in the theory.
As an example of a novel application, we solve the long-standing problem of build-
ing a natural Markov process that is symmetric with respect to the (finite volume) mea-
sure describing the Φ43 Euclidean quantum field theory. It is natural to conjecture that
the Markov process built in this way describes the Glauber dynamic of 3-dimensional
ferromagnets near their critical temperature.
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1 Introduction
The purpose of this article is to develop a general theory allowing to formulate, solve
and analyse solutions to semilinear stochastic partial differential equations of the type
Lu = F (u, ξ) , (1.1)
where L is a (typically parabolic but possibly elliptic) differential operator, ξ is a (typ-
ically very irregular) random input, and F is some nonlinearity. The nonlinearity F
does not necessarily need to be local, and it is also allowed to depend on some partial
derivatives of u, as long as these are of strictly lower order than L. One example of ran-
dom input that is of particular interest in many situations arising from the large-scale
behaviour of some physical microscopic model is that of white noise (either space-time
or just in space), but let us stress immediately that Gaussianity is not essential to the
theory, although it simplifies certain arguments. Furthermore, we will assume that F
depends on ξ in an affine way, although this could in principle be relaxed to some
polynomial dependencies.
Our main assumption will be that the equation described by (1.1) is locally subcriti-
cal (see Assumption 8.3 below). Roughly speaking, this means that if one rescales (1.1)
in a way that keeps both Lu and ξ invariant then, at small scales, all nonlinear terms
formally disappear. A “naı¨ve” approach to such a problem is to consider a sequence of
regularised problems given by
Luε = F (uε, ξε) , (1.2)
where ξε is some smoothened version of ξ (obtained for example by convolution with a
smooth mollifier), and to show that uε converges to some limit u which is independent
of the choice of mollifier.
This approach does in general fail, even under the assumption of local subcriticality.
Indeed, consider the KPZ equation on the line [KPZ86], which is the stochastic PDE
formally given by
∂th = ∂
2
xh+ (∂xh)2 + ξ , (1.3)
where ξ denotes space-time white noise. This is indeed of the form (1.1) with L =
∂t − ∂2x and F (h, ξ) = (∂xh)2 + ξ and it is precisely this kind of problem that we
have in mind. Furthermore, if we zoom into the small scales by writing h˜(x, t) =
δ−1/2h(δx, δ2t) and ξ˜(x, t) = δ3/2ξ(δx, δ2t) for some small parameter δ, then we have
that on the one hand ξ˜ equals ξ in distribution, and on the other hand h˜ solves
∂th˜ = ∂
2
xh˜+ δ
1/2(∂xh˜)2 + ξ˜ .
As δ → 0 (which corresponds to probing solutions at very small scales), we see that, at
least at a formal level, the nonlinearity vanishes and we simply recover the stochastic
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heat equation. This shows that the KPZ equation is indeed locally subcritical in dimen-
sion 1. On the other hand, if we simply replace ξ by ξε in (1.3) and try to take the limit
ε→ 0, solutions diverge due to the ill-posedness of the term (∂xh)2.
However, in this case, it is possible to devise a suitable renormalisation procedure
[BG97, Hai13], which essentially amounts to subtracting a very large constant to the
right hand side of a regularised version of (1.3). This then ensures that the correspond-
ing sequence of solutions converges to a finite limit. The purpose of this article is to
build a general framework that goes far beyond the example of the KPZ equation and
allows to provide a robust notion of solution to a very large class of locally subcritical
stochastic PDEs that are classically ill-posed.
Remark 1.1 In the language of quantum field theory (QFT), equations that are subcrit-
ical in the way just described give rise to “superrenormalisable” theories. One major
difference between the results presented in this article and most of the literature on
quantum field theory is that the approach explored here is truly non-perturbative and
therefore allows one to deal also with some non-polynomial equations like (PAMg) or
(KPZ) below. We furthermore consider parabolic problems, where we need to deal with
the problem of initial conditions and local (rather than global) solutions. Nevertheless,
the mathematical analysis of QFT was one of the main inspirations in the development
of the techniques and notations presented in Sections 8 and 10.
Conceptually, the approach developed in this article for formulating and solving
problems of the type (1.1) consists of three steps.
1. In an algebraic step, one first builds a “regularity structure”, which is sufficiently
rich to be able to describe the fixed point problem associated to (1.1). Essentially, a
regularity structure is a vector space that allows to describe the coefficients in a kind
of “Taylor expansion” of the solution around any point in space-time. The twist is
that the “model” for the Taylor expansion does not only consist of polynomials, but
can in general contain other functions and / or distributions built from multilinear
expressions involving ξ.
2. In an analytical step, one solves the fixed point problem formulated in the algebraic
step. This allows to build an “abstract” solution map to (1.1). In a way, this is a
closure procedure: the abstract solution map essentially describes all “reasonable”
limits that can be obtained when solving (1.1) for sequences of regular driving
noises that converge to something very rough.
3. In a final probabilistic step, one builds a “model” corresponding to the Gaussian
process ξ we are really interested in. In this step, one typically has to choose a
renormalisation procedure allowing to make sense of finitely many products of dis-
tributions that have no classical meaning. Although there is some freedom involved,
there usually is a canonical model, which is “almost unique” in the sense that it is
naturally parametrized by elements in some finite-dimensional Lie group, which
has an interpretation as a “renormalisation group” for (1.1).
We will see that there is a very general theory that allows to build a “black box”,
which performs the first two steps for a very large class of stochastic PDEs. For the last
step, we do not have a completely general theory at the moment, but we have a general
methodology, as well as a general toolbox, which seem to be very useful in practice.
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1.1 Some examples of interesting stochastic PDEs
Some examples of physically relevant equations that in principle fall into the category
of problems amenable to analysis via the techniques developed in this article include:
• The stochastic quantisation of Φ4 quantum field theory in dimension 3. This for-
mally corresponds to the equation
∂tΦ = ∆Φ− Φ3 + ξ , (Φ4)
where ξ denotes space-time white noise and the spatial variable takes values in the
3-dimensional torus, see [PW81]. Formally, the invariant measure of (Φ4) (or rather
a suitably renormalised version of it) is the measure on Schwartz distributions asso-
ciated to Bosonic Euclidean quantum field theory in 3 space-time dimensions. The
construction of this measure was one of the major achievements of the programme
of constructive quantum field theory, see the articles [Gli68, EO71, GJ73, FO76,
Fel74], as well as the monograph [GJ87] and the references therein.
In two spatial dimensions, this problem was previously treated in [AR91, DPD03].
It has also been argued more recently in [ALZ06] that even though it is formally
symmetric, the 3-dimensional version of this model is not amenable to analysis via
Dirichlet forms. In dimension 4, the model (Φ4) becomes critical and one does not
expect to be able to give it any non-trivial (i.e. non-Gaussian in this case) meaning
as a random field for d ≥ 4, see for example [Fro¨82, Aiz82, KE83].
Another reason why (Φ4) is a very interesting equation to consider is that it is
related to the behaviour of the 3D Ising model under Glauber dynamic near its crit-
ical temperature. For example, it was shown in [BPRS93] that the one-dimensional
version of this equation describes the Glauber dynamic of an Ising chain with a
Kac-type interaction at criticality. In [GLP99], it is argued that the same should
hold true in higher dimensions and an argument is given that relates the renormal-
isation procedure required to make sense of (Φ4) to the precise choice of length
scale as a function of the distance from criticality.
• The continuous parabolic Anderson model
∂tu = ∆u + ξu , (PAM)
where ξ denotes spatial white noise that is constant in time. For smooth noise, this
problem has been treated extensively in [CM94]. While the problem with ξ given
by spatial white noise is well-posed in dimension 1 (and a good approximation
theory exists, see [IPP08]), it becomes ill-posed already in dimension 2. One does
however expect this problem to be renormalisable with the help of the techniques
presented here in spatial dimensions 2 and 3. Again, dimension 4 is critical and
one does not expect any continuous version of the model for d ≥ 4.
• KPZ-type equations of the form
∂th = ∂
2
xh+ g1(h)(∂xh)2 + g2(h)∂xh+ g3(h) + g4(h)ξ , (KPZ)
where ξ denotes space-time white noise and the gi are smooth functions. While the
classical KPZ equation can be made sense of via the Cole-Hopf transform [Col51,
Hop50, BG97], this trick fails in the more general situation given above or in the
case of a system of coupled KPZ equations, which arises naturally in the study of
chains of nonlinearly interacting oscillators [BGJ13].
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A more robust concept of solution for the KPZ equation where g4 = g1 = 1 and
g2 = g3 = 0, as well as for a number of other equations belonging to the class
(KPZ) was given recently in the series of articles [Hai12, Hai11, HW13, Hai13],
using ideas from the theory of rough paths that eventually lead to the development
of the theory presented here. The more general class of equations (KPZ) is of
particular interest since it is formally invariant under changes of coordinates and
would therefore be a good candidate for describing a natural “free evolution” for
loops on a manifold, which generalises the stochastic heat equation. See [Fun92]
for a previous attempt in this direction and [BGJ12] for some closely related work.
• The Navier-Stokes equations with very singular forcing
∂tv = ∆v − P (v · ∇)v + ξ , (SNS)
where P is Leray’s projection onto the space of divergence-free vector fields. If we
take ξ to have the regularity of space-time white noise, (SNS) is already classically
ill-posed in dimension 2, although one can circumvent this problem, see [AC90,
DPD02, AF04]. However, it turns out that the actual critical dimension is 4 again,
so that we can hope to make sense of (SNS) in a suitably renormalised sense in
dimension 3 and construct local solutions there.
One common feature of all of these problems is that they involve products between
terms that are too irregular for such a product to make sense as a continuous bilinear
form defined on some suitable function space. Indeed, denoting by Cα for α < 0 the
Besov space Bα∞,∞, it is well-known that, for non-integer values of α and β, the map
(u, v) 7→ uv is well defined from Cα × Cβ into some space of Schwartz distributions
if and only if α + β > 0 (see for example [BCD11]), which is quite easily seen to be
violated in all of these examples.
In the case of second-order parabolic equations, it is straightforward to verify (see
also Section 6 below) that, for fixed time, the solutions to the linear equation
∂tX = ∆X + ξ ,
belong to Cα for α < 1 − d
2
when ξ is space-time white noise and α < 2 − d
2
when
ξ is purely spatial white noise. As a consequence, one expects Φ to take values in Cα
with α < −1/2, so that Φ3 is ill-defined. In the case of (PAM), one expects u to take
values in Cα with α < 2−d/2, so that the product uξ is well-posed only for d < 2. As
in the case of (Φ4), dimension 2 is “borderline” with the appearance of logarithmic
divergencies, while dimension 3 sees the appearance of algebraic divergencies and
logarithmic subdivergencies. Note also that, since ξ is white noise in space, there is no
theory of stochastic integration available to make sense of the product uξ, unlike in the
case when ξ is space-time white noise. (See however [GIP12] for a very recent article
solving this particular problem in dimension 2.) Finally, one expects the function h in
(KPZ) to take values in Cα for α < 1
2
, so that all the terms appearing in (KPZ) are
ill-posed, except for the term involving g3.
Historically, such situations have been dealt with by replacing the products in ques-
tion by their Wick ordering with respect to the Gaussian structure given by the solu-
tion to the linear problem Lu = ξ, see for example [JLM85, AR91, DPD02, DPD03,
DPDT07] and references therein. In many of the problems mentioned above, such a
technique is bound to fail due to the presence of additional subdivergencies. Further-
more, we would like to be able to consider terms like g1(h)(∂xh)2 in (KPZ) where
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g1 is an arbitrary smooth function, so that it is not clear at all what a Wick ordering
would mean. Over the past few years, it has transpired that the theory of controlled
rough paths [Lyo98, Gub04, Gub10] could be used in certain situations to provide
a meaning to the ill-posed nonlinearities arising in a class of Burgers-type equations
[HV11, Hai11, HW13, HMW12], as well as in the KPZ equation [Hai13]. That theory
however is intrinsically a one-dimensional theory, which is why it has so far only been
successfully applied to stochastic evolution equations with one spatial dimension.
In general, the theory of rough paths and its variants do however allow to deal
with processes taking values in an infinite-dimensional space. It has therefore been ap-
plied successfully to stochastic PDEs driven by signals that are very rough in time (i.e.
rougher than white noise), but at the expense of requiring additional spatial regularity
[GT10, CFO11, Tei11].
One very recent attempt to use related ideas in higher dimensions was made in
[GIP12] by using a novel theory of “controlled distributions”. With the help of this
theory, which relies heavily on the use of Bony’s paraproduct, the authors can treat for
example (PAM) (as well as some nonlinear variant thereof) in dimension d = 2. The
present article can be viewed as a far-reaching generalisation of related ideas, in a way
which will become clearer in Section 2 below.
1.2 On regularity structures
The main idea developed in the present work is that of describing the “regularity” of a
function or distribution in a way that is adapted to the problem at hand. Traditionally,
the regularity of a function is measured by its proximity to polynomials. Indeed, we
say that a function u : Rd → R is of class Cα with α > 0 if, for every point x ∈ Rd, it
is possible to find a polynomial Px such that
|f (y)− Px(y)| . |x− y|α .
What is so special about polynomials? For one, they have very nice algebraic prop-
erties: products of polynomials are again polynomials, and so are their translates and
derivatives. Furthermore, a monomial is a homogeneous function: it behaves at the
origin in a self-similar way under rescalings. The latter property however does rely on
the choice of a base point: the polynomial y 7→ (y − x)k is homogeneous of degree
k when viewed around x, but it is made up from a sum of monomials with different
homogeneities when viewed around the origin.
In all of the examples considered in the previous subsection, solutions are expected
to be extremely irregular (at least in the classical sense!), so that polynomials alone are
a very poor model for trying to describe them. However, because of local subcriticality,
one expects the solutions to look at smallest scales like solutions to the corresponding
linear problems, so we are in situations where it might be possible to make a good
“guess” for a much more adequate model allowing to describe the small-scale structure
of solutions.
Remark 1.2 In the particular case of functions of one variable, this point of view has
been advocated by Gubinelli in [Gub04, Gub10] (and to some extent by Davie in
[Dav08]) as a way of interpreting Lyons’s theory of rough paths. (See also [LQ02,
LCL07, FV10b] for some recent monographs surveying that theory.) That theory
does however rely very strongly on the notion of “increments” which is very one-
dimensional in nature and forces one to work with functions, rather than general distri-
butions. In a more subtle way, it also relies on the fact that one-dimensional integration
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can be viewed as convolution with the Heaviside function, which is locally constant
away from 0, another typically one-dimensional feature.
This line of reasoning is the motivation behind the introduction of the main novel
abstract structure proposed in this work, which is that of a “regularity structure”. The
precise definition will be given in Definition 2.1 below, but the basic idea is to fix a finite
family of functions (or distributions!) that will play the role of polynomials. Typically,
this family contains all polynomials, but it may contain more than that. A simple way
of formalising this is that one fixes some abstract vector space T where each basis
vector represents one of these distributions. A “Taylor expansion” (or “jet”) is then
described by an element a ∈ T which, via some “model” Π : T → S ′(Rd), one can
interpret as determining some distribution Πa ∈ S ′(Rd). In the case of polynomials,
T would be the space of abstract polynomials in d commuting indeterminates and Π
would be the map that realises such an abstract polynomial as an actual function on Rd.
As in the case of polynomials, different distributions have different homogeneities
(but these can now be arbitrary real numbers!), so we have a splitting of T into “ho-
mogeneous subspaces” Tα. Again, as in the case of polynomials, the homogeneity of
an element a describes the behaviour of Πa around some base point, say the origin 0.
Since we want to be able to place this base point at an arbitrary location we also pos-
tulate that one has a family of invertible linear maps Fx : T → T such that if a ∈ Tα,
then ΠFxa exhibits behaviour “of order α” (this will be made precise below in the case
of distribution) near the point x. In this sense, the map Πx = Π ◦ Fx plays the role
of the “polynomials based at x”, while the map Γxy = F−1x ◦ Fy plays the role of a
“translation operator” that allows to rewrite a “jet based at y” into a “jet based at x”.
We will endow the space of all models (Π, F ) as above with a topology that en-
forces the correct behaviour of Πx near each point x, and furthermore enforces some
natural notion of regularity of the map x 7→ Fx. The important remark is that although
this turns the space of models into a complete metric space, it does not turn it into a lin-
ear (Banach) space! It is the intrinsic nonlinearity of this space which allows to encode
the subtle cancellations that one needs to be able to keep track of in order to treat the
examples mentioned in Section 1.1. Note that the algebraic structure arising in the the-
ory of rough paths (truncated tensor algebra, together with its group-like elements) can
be viewed as one particular example of an abstract regularity structure. The space of
rough paths with prescribed Ho¨lder regularity is then precisely the corresponding space
of models. See Section 4.4 for a more detailed description of this correspondence.
1.3 Main results: abstract theory
Let us now expose some of the main abstract results obtained in this article. Unfor-
tunately, since the precise set-up requires a number of rather lengthy definitions, we
cannot give precise statements here. However, we would like to provide the reader
with a flavour of the theory and refer to the main text for more details.
One of the main novel definitions consists in spacesDγ and Dγα (see Definition 3.1
and Remark 3.5 below) which are the equivalent in our framework to the usual spaces
Cγ . They are given in terms of a “local Taylor expansion of order γ” at every point,
together with suitable regularity assumption. Here, the index γ measures the order of
the expansion, while the index α (if present) denotes the lowest homogeneity of the
different terms appearing in the expansion. In the case of regular Taylor expansions,
the term with the lowest homogeneity is always the constant term, so one has α = 0.
However, since we allow elements of negative homogeneity, one can have α ≤ 0
in general. Unlike the case of regular Taylor expansions where the first term always
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consists of the value of the function itself, we are here in a situation where, due to the
fact that our “model” might contain elements that are distributions, it is not clear at all
whether these “jets” can actually be patched together to represent an actual distribution.
The reconstruction theorem, Theorem 3.10 below, states that this is always the case as
soon as γ > 0. Loosely speaking, it states the following, where we again write Cα for
the Besov space Bα∞,∞. (Note that with this notation C0 really denotes the space L∞,
C1 the space of Lipschitz continuous functions, etc. This is consistent with the usual
notation for non-integer values of α.)
Theorem 1.3 (Reconstruction) For every γ > 0 and α ≤ 0, there exists a unique
continuous linear map R : Dγα → Cα(Rd) with the property that, in a neighbourhood
of size ε around any x ∈ Rd,Rf is approximated by Πxf (x), the jet described by f (x),
up to an error of order εγ .
The reconstruction theorem shows that elements f ∈ Dγ uniquely describe distribu-
tions that are modelled locally on the distributions described by Πxf (x). We therefore
call such an element f a “modelled distribution”. At this stage, the theory is purely
descriptive: given a model of a regularity structure, it allows to describe a large class of
functions and / or distributions that “locally look like” linear combinations of the ele-
ments in the model. We now argue that it is possible to construct a whole calculus that
makes the theory operational, and in particular sufficiently rich to allow to formulate
and solve large classes of semilinear PDEs.
One of the most important and non-trivial operations required for this is multiplica-
tion. Indeed, one of the much lamented drawbacks of the classical theory of Schwartz
distributions is that there is no canonical way of multiplying them [Sch54]. As a matter
of fact, it is in general not even possible to multiply a distribution with a continuous
function, unless the said function has sufficient regularity.
The way we use here to circumvent this problem is to postulate the values of the
products between elements of our model. If the regularity structure is sufficiently large
to also contain all of these products (or at least sufficiently many of them in a sense
to be made precise), then one can simply perform a pointwise multiplication of the
jets of two modelled distributions at each point. Our main result in this respect is that,
under some very natural structural assumptions, such a product is again a modelled
distribution. The following is a loose statement of this result, the precise formulation
of which is given in Theorem 4.7 below.
Theorem 1.4 (Multiplication) Let ⋆ be a suitable product on T and let f1 ∈ Dγ1α1 and
f2 ∈ Dγ2α2 with γi > 0. Set α = α1 + α2 and γ = (γ1 + α2) ∧ (γ2 + α1). Then, the
pointwise product f1 ⋆ f2 belongs to Dγα.
In the case of f ∈ Dγ0 , all terms in the local expansion have positive homogeneity,
so that Rf is actually a function. It is then of course possible to compose this function
with any smooth function g. The non-trivial fact is that the new function obtained in
this way does also have a local “Taylor expansion” around every point which is typi-
cally of the same order as for the original function f . The reason why this statement
is not trivial is that the function Rf does in general not possess much “classical” regu-
larity, so that Rf typically does not belong to Cγ . Our precise result is the content of
Theorem 4.16 below, which can be stated loosely as follows.
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Theorem 1.5 (Smooth functions) Let g : R → R be a smooth function and consider
a regularity structure endowed with a product ⋆ satisfying suitable compatibility as-
sumptions. Then, for γ > 0, one can build a map G : Dγ0 → Dγ0 such that the identity
(RG(f ))(x) = g((Rf )(x)) holds for every x ∈ Rd.
The final ingredient that is required in any general solution theory for semilinear
PDEs consists in some regularity improvement arising from the linear part of the equa-
tion. One of the most powerful class of such statements is given by the Schauder
estimates. In the case of convolution with the Green’s function G of the Laplacian, the
Schauder estimates state that if f ∈ Cα, then G ∗ f ∈ Cα+2, unless α + 2 ∈ N. (In
which case some additional logarithms appear in the modulus of continuity of G ∗ f .)
One of the main reasons why the theory developed in this article is useful is that such an
estimate still holds when f ∈ Dα. This is highly non-trivial since it involves “guessing”
an expansion for the local behaviour of G ∗ Rf up to sufficiently high order. Some-
what surprisingly, it turns out that even though the convolution with G is not a local
operator at all, its action on the local expansion of a function is local, except for those
coefficients that correspond to the usual polynomials.
One way of stating our result is the following, which will be reformulated more
precisely in Theorem 5.12 below.
Theorem 1.6 (Multi-level Schauder estimate) Let K : Rd \ {0} → R be a smooth
kernel with a singularity of order β − d at the origin for some β > 0. Then, under
certain natural assumptions on the regularity structure and the model realising it, and
provided that γ + β 6∈ N, one can construct for γ > 0 a linear operator Kγ : Dγα →
Dγ+β(α+β)∧0 such that the identity
RKγf = K ∗ Rf ,
holds for every f ∈ Dγα. Here, ∗ denotes the usual convolution between two functions
/ distributions.
We call this a “multi-level” Schauder estimate because it is a statement not just
about f itself but about every “layer” appearing in its local expansion.
Remark 1.7 The precise formulation of the multi-level Schauder estimate allows to
specify a non-uniform scaling of Rd. This is very useful for example when considering
the heat kernel which scales differently in space and in time. In this case, Theorem 1.6
still holds, but all regularity statements have to be interpreted in a suitable sense. See
Sections 2.3 and 5 below for more details.
At this stage, we appear to possibly rely very strongly on the various still unspeci-
fied structural assumptions that are required of the regularity structure and of the model
realising it. The reason why, at least to some extent, this can be “brushed under the rug”
without misleading the reader is the following result, which is a synthesis of Proposi-
tion 4.11 and Theorem 5.14 below.
Theorem 1.8 (Extension theorem) It is always possible to extend a given regularity
structure in such a way that the assumptions implicit in the statements of Theorems 1.4–
1.6 do hold.
INTRODUCTION 11
Loosely speaking, the idea is then to start with the “canonical” regularity structure
corresponding to classical Taylor expansions and to enlarge it by successively applying
the extension theorem, until it is large enough to allow a closed formulation of the
problem one wishes to study as a fixed point map.
1.4 On renormalisation procedures
The main problem with the strategy outlined above is that while the extension of an
abstract regularity structure given by Theorem 1.8 is actually very explicit and rather
canonical, the corresponding extension of the model (Π, F ) is unique (and continuous)
only in the case of the multi-level Schauder theorem and the composition by smooth
functions, but not in the case of multiplication when some of the homogeneities are
strictly negative. This is a reflection of the fact that multiplication between distributions
and functions that are too rough simply cannot be defined in any canonical way [Sch54].
Different non-canonical choices of product then yield truly different solutions, so one
might think that the theory is useless at selecting one “natural” solution process.
If the driving noise ξ in any of the equations from Section 1.1 is replaced by a
smooth approximation ξ(ε), then the associated model for the corresponding regularity
structure also consists of smooth functions. In this case, there is of course no prob-
lem in multiplying these functions, and one obtains a canonical sequence of models
(Π(ε), F (ε)) realising our regularity structure. (See Section 8.2 for details of this con-
struction.) At fixed ε, our theory then simply yields some very local description of the
corresponding classical solutions. In some special cases, the sequence (Π(ε), F (ε)) con-
verges to a limit that is independent of the regularisation procedure for a relatively large
class of such regularisations. In particular, due to the symmetry of finite-dimensional
control systems under time reversal, this is often the case in the classical theory of
rough paths, see [Lyo98, CQ02, FV10a].
One important feature of the regularity structures arising naturally in the context of
solving semilinear PDEs is that they come with a natural finite-dimensional group R
of transformations that act on the space of models. In some examples (we will treat
the case of (Φ4) with d = 3 in Section 10.5 and a generalisation of (PAM) with d = 2
in Section 10.4), one can explicitly exhibit a subgroup R0 of R and a sequence of
elements Mε ∈ R0 such that the “renormalised” sequence Mε(Π(ε), F (ε)) converges to
a finite limiting model (Πˆ, Fˆ ). In such a case, the set of possible limits is parametrised
by elements of R0, which in our setting is always just a finite-dimensional nilpotent
Lie group. In the two cases mentioned above, one can furthermore reinterpret solutions
corresponding to the “renormalised” model Mε(Π(ε), F (ε)) as solutions corresponding
to the “bare” model (Π(ε), F (ε)), but for a modified equation.
In this sense, R (or a subgroup thereof) has an interpretation as a renormalisation
group acting on some space of formal equations, which is a very common viewpoint
in the physics literature. (See for example [Del04] for a short introduction.) This thus
allows to usually reinterpret the objects constructed by our theory as limits of solutions
to equations that are modified by the addition of finitely many diverging counterterms.
In the case of (PAM) with d = 2, the corresponding renormalisation procedure is essen-
tially a type of Wick ordering and therefore yields the appearance of counterterms that
are very similar in nature to those arising in the Itoˆ-Stratonovich conversion formula for
regular SDEs. (But with the crucial difference that they diverge logarithmically instead
of being constant!) In the case of (Φ4) with d = 3, the situation is much more delicate
because of the appearance of a logarithmic subdivergence “below” the leading order
divergence that cannot be dealt with by a Wick-type renormalisation. For the invari-
ant (Gibbs) measure corresponding to (Φ4), this fact is well-known and had previously
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been observed in the context of constructive Euclidean QFT in [Gli68, Fel74, FO76].
Remark 1.9 Symmetries typically play an important role in the analysis of the renor-
malisation group R. Indeed, if the equation under consideration exhibits some symme-
try, at least at a formal level, then it is natural to approximate it by regularised versions
with the same symmetry. This then often places some natural restrictions on R0 ⊂ R,
ensuring that the renormalised version of the equation is still symmetric. For example,
in the case of the KPZ equation, it was already remarked in [Hai13] that regularisation
via a non-symmetric mollifier can cause the appearance in the limiting solution of an
additional transport term, thus breaking the invariance under left / right reflection. In
Section 1.5.1 below, we will consider a class of equations which, via the chain rule,
is formally invariant under composition by diffeomorphisms. This “symmetry” again
imposes a restriction on R0 ensuring that the renormalised equations again satisfy the
chain rule.
Remark 1.10 If an equation needs to be renormalised in order to have a finite limit,
it typically yields a whole family of limits parametrised by R (or rather R0 in the
presence of symmetries). Indeed, if Mε(Π(ε), F (ε)) converges to a finite limit and M
is any fixed element of R0, then MMε(Π(ε), F (ε)) obviously also converges to a finite
limit. At first sight, this might look like a serious shortcoming of the theory: our
equations still aren’t well-posed after all! It turns out that this state of affairs is actually
very natural. Even the very well-understood situation of one-dimensional SDEs of the
type
dx = f (x) dt+ σ(x) dW (t) , (1.4)
exhibits this phenomena: solutions are different whether we interpret the stochastic
integral as an Itoˆ integral, a Stratonovich integral, etc. In this particular case, one
would have R ≈ R endowed with addition as its group structure and the action of R
onto the space of equations is given by Mc(f, σ) = (f, σ + cσσ′), where Mc ∈ R is
the group element corresponding to the real constant c. Switching between the Itoˆ and
Stratonovich formulations is indeed a transformation of this type with c ∈ {± 1
2
}.
If the equation is driven by more than one Brownian motion, our renormalisation
group increases in size: one now has a choice of stochastic integral for each of the in-
tegrals appearing in the equation. On symmetry grounds however, we would of course
work with the subgroup R0 ⊂ R which corresponds to the same choice for each. If we
additionally exploit the fact that the class of equations (1.4) is formally invariant under
the action of the group of diffeomorphisms of R (via the chain rule), then we could
reduce R0 further by postulating that the renormalised solutions should also transform
under the classical chain rule. This would then reduce R0 to the trivial group, thus
leading to a “canonical” choice (the Stratonovich integral). In this particular case, we
could of course also have imposed instead that the integral
∫
W dW has no component
in the 0th Wiener chaos, thus leading to Wick renormalisation with the Itoˆ integral as a
second “canonical” choice.
1.5 Main results: applications
We now show what kind of convergence results can be obtained by concretely applying
the theory developed in this article to two examples of stochastic PDEs that cannot be
interpreted by any classical means. The precise type of convergence will be detailed in
the main body of the article, but it is essentially a convergence in probability on spaces
of continuous trajectories with values in Cα for a suitable (possibly negative) value of
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α. A slight technical difficulty arises due to the fact that the limit processes do not
necessarily have global solutions, but could exhibit blow-ups in finite time. In such
a case, we know that the blow-up time is almost surely strictly positive and we have
convergence “up to the blow-up time”.
1.5.1 Generalisation of the parabolic Anderson model
First, we consider the following generalisation of (PAM):
∂tu = ∆u+ fij(u) ∂iu ∂ju+ g(u)ξ , u(0) = u0 , (PAMg)
where f and g are smooth function and summation of the indices i and j is implicit.
Here, ξ denotes spatial white noise. This notation is of course only formal since neither
the product g(u)ξ, nor the product ∂iu ∂ju make any sense classically. Here, we view
u as a function of time t ≥ 0 and of x ∈ T2, the two-dimensional torus.
It is then natural to replace ξ by a smooth approximation ξε which is given by the
convolution of ξ with a rescaled mollifier ̺. Denote by uε the solution to the equation
∂tuε = ∆uε + fij (uε) (∂iuε ∂juε − δijCεg2(uε)) + g(uε)(ξε − 2Cεg′(uε)) , (1.5)
again with initial condition u0. Then, we have the following result:
Theorem 1.11 Let α ∈ ( 1
2
, 1). There exists a choice of constants Cε such that, for
every initial condition u0 ∈ Cα(T2), the sequence of solutions uε to (1.5) converges
to a limit u. Furthermore, there is an explicit constant K̺ depending on ̺ such that if
one sets Cε = − 1π log ε+K̺, then the limit obtained in this way is independent of the
choice of mollifier ̺.
Proof. This is a combination of Corollary 9.3 (well-posedness of the abstract formu-
lation of the equation), Theorem 10.19 (convergence of the renormalised models to a
limiting model) and Proposition 9.4 (identification of the renormalised solutions with
(1.5)). The explicit value of the constant Cε is given in (10.32).
Remark 1.12 In the case f = 0, this result has recently been obtained by different
(though related in spirit) techniques in [GIP12].
Remark 1.13 Since solutions might blow up in finite time, the notion of convergence
considered here is to fix some large cut-off L > 0 and terminal time T and to stop the
solutions uε as soon as ‖uε(t)‖α ≥ L, and similarly for the limiting process u. The
convergence is then convergence in probability in Cαs ([0, T ]× T2) for the stopped pro-
cess. Here elements in Cα
s
are α-Ho¨lder continuous in space and α
2
-Ho¨lder continuous
in time, see Definition 2.14 below.
Remark 1.14 It is lengthy but straightforward to verify that the additional diverging
terms in the renormalised equation (1.5) are precisely such that if ψ : R → R is a
smooth diffeomorphism, then vε
def
= ψ(uε) solves again an equation of the type (1.5).
Furthermore, this equation is precisely the renormalised version of the equation that
one obtains by just formally applying the chain rule to (PAMg)! This gives a rigorous
justification of the chain rule for (PAMg). In the case (KPZ), one expects a similar
phenomenon, which would then allow to interpret the Cole-Hopf transform rigorously
as a particular case of a general change of variables formula.
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1.5.2 The dynamical Φ43 model
A similar convergence result can be obtained for (Φ4). This time, the renormalised
equation takes the form
∂tuε = ∆uε + Cεuε − u3ε + ξε , (1.6)
where uε is a function of time t ≥ 0 and space x ∈ T3, the three-dimensional torus.
It turns out that the simplest class of approximating noise is to consider a space-time
mollifier ̺(x, t) and to set ξε def= ξ ∗ ̺ε, where ̺ε is the rescaled mollifier given by
̺ε(x, t) = ε−5̺(x/ε, t/ε2).
With this notation, we then have the following convergence result, which is the
content of Section 10.5 below.
Theorem 1.15 Let α ∈ (− 2
3
,− 1
2
). There exists a choice of constants Cε such that, for
every initial condition u0 ∈ Cα(T3), the sequence of solutions uε converges to a limit
u. Furthermore, if Cε are chosen suitably, then this limit is again independent of the
choice of mollifier ϕ.
Proof. This time, the statement is a consequence of Proposition 9.8 (well-posedness
of the abstract formulation), Theorem 10.22 (convergence of the renormalised models)
and Proposition 9.10 (identification of renormalised solutions with (1.6)).
Remark 1.16 It turns out that the limiting solution u is almost surely a continuous
function in time with values in Cα(T3). The notion of convergence is then as in Re-
mark 1.13. Here, we wrote again Cα as a shorthand for the Besov space Bα∞,∞.
Remark 1.17 As already noted in [Fel74] (but for a slightly different regularisation
procedure, which is more natural for the static version of the model considered there),
the correct choice of constants Cε is of the form
Cε =
C1
ε
+ C2 log ε+ C3 ,
where C1 and C3 depend on the choice of ̺ in a way that is explicitly computable, and
the constant C2 is independent of the choice of ̺. It is the presence of this additional
logarithmic divergence that makes the analysis of (Φ4) highly non-trivial. In particular,
it was recently remarked in [ALZ06] that this seems to rule out the use of Dirichlet
form techniques for interpreting (Φ4).
Remark 1.18 Again, we do not claim that the solutions constructed here are global.
Indeed, the convergence holds in the space C([0, T ], Cα), but only up to some possibly
finite explosion time. It is very likely that one can show that the solutions are global
for almost every choice of initial condition, where “almost every” refers to the measure
built in [Fel74]. This is because that measure is expected to be invariant for the limiting
process constructed in Theorem 1.15.
1.5.3 General methodology
Our methodology for proving the kind of convergence results mentioned above is the
following. First, given a locally subcritical SPDE of the type (1.2), we build a reg-
ularity structure TF which takes into account the structure of the nonlinearity F (as
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well as the regularity index of the driving noise and the local scaling properties of the
linear operator L), together with a class MF of “admissible models” on TF which are
defined using the abstract properties of TF and the Green’s function of L. The general
construction of such a structure is performed in Section 8. We then also build a nat-
ural “lift map” Z : C(Rd) → MF (see Section 8.2), where d is the dimension of the
underlying space-time, as well as an abstract solution map S : Cα ×MF → Dγ , with
the property thatRS(u0, Z(ξε)) yields the classical (local) solution to (1.2) with initial
condition u0 and noise ξε. Here,R is the “reconstruction operator” already mentioned
earlier. A general result showing that S can be built for “most” subcritical semilinear
evolution problems is provided in Section 7. This relies fundamentally on the multi-
level Schauder estimate of Section 5, as well as the results of Section 6 dealing with
singular modelled distributions, which is required in order to deal with the behaviour
near time 0.
The main feature of this construction is that both the abstract solution map S and
the reconstruction operator R are continuous. In most cases of interest they are even
locally Lipschitz continuous in a suitable sense. Note that we made a rather serious
abuse of notation here, since the very definition of the space Dγ does actually depend
on the particular model Z(ξε)! This will not bother us unduly since one could very
easily remedy this by having the target space be “MF ⋉ Dγ”, with the understanding
that each “fiber” Dγ is modelled on the corresponding model in MF . The map S
would then simply act as the identity on MF .
Finally, we show that it is possible to find a sequence of elements Mε ∈ R such
that the sequence of renormalised models MεZ(ξε) converge to some limiting model
Zˆ and we identifyRS(u0,MεZ(ξε)) with the classical solution to a modified equation.
The proof of this fact is the only part of the whole theory which is not “automated”,
but has to be performed by hand for each class of problems. However, if two problems
give rise to the same structure MF and are based on the same linear operator L, then
they can be treated with the same procedure, since it is only the details of the solution
map S that change from one problem to the other. We treat two classes of problems in
detail in Sections 9 and 10. Section 10 also contains a quite general toolbox that is very
useful for treating the renormalisation of many equations with Gaussian driving noise.
1.6 Alternative theories
Before we proceed to the meat of this article, let us give a quick review of some of the
main existing theories allowing to make sense of products of distributions. For each of
these theories, we will highlight the differences with the theory of regularity structures.
1.6.1 Bony’s paraproduct
Denoting by ∆jf the jth Paley-Littlewood block of a distribution f , one can define the
bilinear operators
π<(f, g) =
∑
i<j−1
∆if∆jg , π>(f, g) = π<(g, f ) , πo(f, g) =
∑
|i−j|≤1
∆if∆jg ,
so that, at least formally, one has fg = π<(f, g)+π>(f, g)+πo(f, g). (See [Bon81] for
the original article and some applications to the analysis of solutions to fully nonlinear
PDEs, as well as the monograph and review article [BCD11, BMN10]. The notation
of this section is borrowed from the recent work [GIP12].) It turns out that π< and π>
make sense for any two distributions f and g. Furthermore, if f ∈ Cα and g ∈ Cβ with
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α+ β > 0, then
π<(f, g) ∈ Cβ , π>(f, g) ∈ Cα , πo(f, g) ∈ Cα+β , (1.7)
so that one has a gain of regularity there, but one does again encounter a “barrier” at
α+ β = 0.
The idea exploited in [GIP12] is to consider a “model distribution” η and to con-
sider “controlled distributions” of the type
f = π<(fη, η) + f ♯ ,
where both fη and f ♯ are more regular than η. The construction is such that, at small
scales, irregularities of f “look like” irregularities of η. The hope is then that if f is
controlled by η, g is controlled by ζ, and one knows of a renormalisation procedure
allowing to make sense of the product ηζ (by using tools from stochastic analysis for
example), then one can also give a consistent meaning to the product fg. This is the
philosophy that was implemented in [GIP12, Theorems 9 and 31].
This approach is very close to the one taken in the present work, and indeed it is
possible to recover the results of [GIP12] in the context of regularity structures, mod-
ulo slight modifications in the precise rigorous formulation of the convergence results.
There are also some formal similarities: compare for example (1.7) with the bounds on
each of the three terms appearing in (4.4). The main philosophical difference is that the
approach presented here is very local in nature, as opposed to the more global approach
used in Bony’s paraproduct. It is also more general, allowing for an arbitrary number
of controls which do themselves have small-scale structures that are linked to each
other. As a consequence, the current work also puts a strong emphasis on the highly
non-trivial algebraic structures underlying our construction. In particular, we allow for
rather sophisticated renormalisation procedures going beyond the usual Wick ordering,
which is something that is required in several of the examples presented above.
1.6.2 Colombeau’s generalised functions
In the early eighties, Colombeau introduced an algebra G (Rd) of generalised functions
on Rd (or an open subset thereof) with the property that S ′(Rd) ⊂ G (Rd) where S ′
denotes the usual Schwartz distributions [Col83, Col84]. Without entering into too
much detail, G (Rd) is essentially defined as the set of smooth functions from S(Rd),
the set of Schwartz test functions, into R, quotiented by a certain natural equivalence
relation.
Some (but not all) generalised functions have an “associated distribution”. In other
words, the theory comes with a kind of “projection operator” P : G (Rd) → S ′(Rd)
which is a left inverse for the injection ι : S ′(Rd) →֒ G (Rd). However, it is important
to note that the domain of definition of P is not all of G (Rd). Furthermore, the product
in G (Rd) behaves as one would expect on the images of objects that one would clas-
sically know how to multiply. For example, if f and g are continuous functions, then
P ((ιf )(ιg)) = fg. The same holds true if f is a smooth function and g is a distribution.
There are some similarities between the theory of regularity structures and that of
Colombeau generalised functions. For example, just like elements in G , elements in
the spacesDα (see Definition 3.1 below) contain more information than what is strictly
required in order to reconstruct the corresponding distribution. The theory of regularity
structures involves a reconstruction operator R, which plays a very similar role to
the operator P from the theory of Colombeau’s generalised functions by allowing to
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discard that additional information. Also, both theories allow to provide a rigorous
mathematical interpretation of some of the calculations performed in the context of
quantum field theory.
One major difference between the two theories is that the theory of regularity struc-
tures has more flexibility built in. Indeed, it allows some freedom in the definition
of the product between elements of the “model” used for performing the local Tay-
lor expansions. This allows to account for the fact that taking limits along different
smooth approximations might in general yield different answers. (A classical example
is the fact that sin(x/ε) → 0 in any reasonable topology where it does converge, while
sin2(x/ε) → 1/2. More sophisticated effects of this kind can easily be encoded in a
regularity structure, but are invisible to the theory of Colombeau’s generalised func-
tions.) This could be viewed as a disadvantage of the theory of regularity structures: it
requires substantially more effort on the part of the “user” in order to specify the the-
ory completely in a given example. Also, there isn’t just “one” regularity structure: the
precise algebraic structure that is suitable for analysing a given problem does depend a
lot on the problem in question. However, we will see in Section 8 that there is a general
procedure allowing to build a large class of regularity structures arising in the analysis
of semilinear SPDEs in a unified way.
1.6.3 White noise analysis
One theory that in principle allows to give some meaning to (Φ4), (PAM), and (SNS)
(but to the best of the author’s knowledge not to (PAMg) or (KPZ) with non-constant
coefficients) is the theory of “white noise analysis” (WNA), exposed for example in
[HØUZ10] (see also [Hid75, HP90] for some of the earlier works). For example,
the case of the stochastic Navier-Stokes equations has been considered in [MR04],
while the case of a stochastic version of the nonlinear heat equation was considered in
[BDP97]. Unfortunately, WNA has a number of severe drawbacks that are not shared
by the theory of regularity structures:
• Solutions in the WNA sense typically do not consist of random variables but of
“Hida distributions”. As a consequence, only some suitable moments are obtained
by this theory, but no actual probability distributions and / or random variables.
• Solutions in the WNA sense are typically not obtained as limits of classical solu-
tions to some regularised version of the problem. As a consequence, their physical
interpretation is unclear. As a matter of fact, it was shown in [Cha00] that the WNA
solution to the KPZ equation exhibits a physically incorrect large-time behaviour,
while the Cole-Hopf solution (which can also be obtained via a suitable regularity
structure, see [Hai13]) is the physically relevant solution [BG97].
There are exceptions to these two rules (usually when the only ill-posed product is of
the form F (u) · ξ with ξ some white noise, and the problem is parabolic), and in such
cases the solutions obtained by the theory of regularity structures typically “contain”
the solutions obtained by WNA. On the other hand, white noise analysis (or, in general,
the Wiener chaos decomposition of random variables) is a very useful tool when build-
ing explicit models associated to a Gaussian noise. This will be exploited in Section 10
below.
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1.6.4 Rough paths
The theory of rough paths was originally developed in [Lyo98] in order to interpret
solutions to controlled differential equations of the type
dY (t) = F (Y ) dX(t) ,
where X : R+ → Rm is an irregular function and F : Rd → Rdm is a sufficiently reg-
ular collection of vector fields on Rd. This can be viewed as an instance of the general
problem (1.1) if we setL = ∂t and ξ = dXdt , which is now a rather irregular distribution.
It turns out that, in the case of Ho¨lder-regular rough paths, the theory of rough paths
can be recast into our framework. It can then be interpreted as one particular class of
regularity structures (one for each pair (α,m), where m is the dimension of the rough
path and α its index of Ho¨lder regularity), with the corresponding space of rough paths
being identified with the associated space of models. Indeed, the theory of rough paths,
and particularly the theory of controlled rough paths as developed in [Gub04, Gub10],
was one major source of inspiration of the present work. See Section 4.4 below for
more details on the link between the two theories.
1.7 Notations
Given a distribution ξ and a test function ϕ, we will use indiscriminately the notations
〈ξ, ϕ〉 and ξ(ϕ) for the evaluation of ξ against ϕ. We will also sometimes use the abuse
of notation
∫
ϕ(x) ξ(x) dx or ∫ ϕ(x) ξ(dx).
Throughout this article, we will always work with multiindices on Rd. A multiin-
dex k is given by a vector (k1, . . . , kd) with each ki ≥ 0 a positive integer. For x ∈ Rd,
we then write xk as a shorthand for xk11 · · ·xkdd . The same notation will still be used
when X ∈ T d for some algebra T . For a sufficiently regular function g : Rd → R, we
write Dkg(x) as a shorthand for ∂k1x1 · · ·∂kdxdg(x). We also write k! as a shorthand for
k1! · · · kd!.
Finally, we will write a∧ b for the minimum of a and b and a∨ b for the maximum.
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2 Abstract regularity structures
We start by introducing the abstract notion of a “regularity structure”, which was al-
ready mentioned in a loose way in the introduction, and which permeates the entirety
of this work.
Definition 2.1 A regularity structure T = (A, T,G) consists of the following ele-
ments:
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• An index set A ⊂ R such that 0 ∈ A, A is bounded from below, and A is locally
finite.
• A model space T , which is a graded vector space T =⊕α∈A Tα, with each Tα a
Banach space. Furthermore, T0 ≈ R and its unit vector is denoted by 1.
• A structure group G of linear operators acting on T such that, for every Γ ∈ G,
every α ∈ A, and every a ∈ Tα, one has
Γa− a ∈
⊕
β<α
Tβ . (2.1)
Furthermore, Γ1 = 1 for every Γ ∈ G.
Remark 2.2 It will sometimes be an advantage to consider G as an abstract group,
together with a representation Γ of G on T . This point of view will be very natural in
the construction of Section 7 below. We will then sometimes use the notation g ∈ G
for the abstract group element, and Γg for the corresponding linear operator. For the
moment however, we identify elements of G directly with linear operators on T in
order to reduce the notational overhead.
Remark 2.3 Recall that the elements of T =
⊕
α∈A Tα are finite series of the type
a =
∑
α∈A aα with aα ∈ Tα. All the operations that we will construct in the sequel
will then make sense component by component.
Remark 2.4 A good analogy to have in mind is the space of all polynomials, which
will be explored in detail in Section 2.2 below. In line with this analogy, we say that
Tα consists of elements that are homogeneous of order α. In the particular case of
polynomials in commuting indeterminates our theory boils down to the very familiar
theory of Taylor expansions on Rd, so that the reader might find it helpful to read the
present section and Section 2.2 in parallel to help build an intuition. The reader famil-
iar with the theory of rough paths [Lyo98] will also find it helpful to simultaneously
read Section 4.4 which shows how the theory of rough paths (as well as the theory of
“branched rough paths” [Gub10]) fits within our framework.
The idea behind this definition is that T is a space whose elements describe the
“jet” or “local expansion” of a function (or distribution!) f at any given point. One
should then think of Tα as encoding the information required to describe f locally
“at order α” in the sense that, at scale ε, elements of Tα describe fluctuations of size
εα. This interpretation will be made much clearer below, but at an intuitive level it
already shows that a regularity structure with A ⊂ R+ will describe functions, while a
regularity structure with A 6⊂ R+ will also be able to describe distributions.
The role of the structure group G will be to translate coefficients from a local ex-
pansion around a given point into coefficients for an expansion around a different point.
Keeping in line with the analogy of Taylor expansions, the coefficients of a Taylor
polynomial are just given by the partial derivatives of the underlying function ϕ at
some point x. However, in order to compare the Taylor polynomial at x with the Tay-
lor polynomial at y, it is not such a good idea to compare the coefficients themselves.
Instead, it is much more natural to first translate the first polynomial by the quantity
y − x. In the case of polynomials on Rd, the structure group G will therefore simply
be given by Rd with addition as its group property, but we will see that non-abelian
structure groups arise naturally in more general situations. (For example, the structure
group is non-Abelian in the theory of rough paths.)
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Before we proceed to a study of some basic properties of regularity structures, let
us introduce a few notations. For an element a ∈ T , we write Qαa for the component
of a in Tα and ‖a‖α = ‖Qαa‖ for its norm. We also use the shorthand notations
T+α =
⊕
γ≥α
Tγ , T
−
α =
⊕
γ<α
Tγ , (2.2)
with the conventions that T+α = {0} if α > maxA and T−α = {0} if α ≤ minA. We
furthermore denote by L−0 (T ) the space of all operators L on T such that La ∈ T−α for
a ∈ Tα and by L− the set of operators L such that L− 1 ∈ L−0 , so that G ⊂ L−.
The condition that Γa − a ∈ T−α for a ∈ Tα, together with the fact that the index
set A is bounded from below, implies that, for every α ∈ A there exists n > 0 such
that (Γ − 1)nTα = 0 for every Γ ∈ G. In other words, G is necessarily nilpotent. In
particular, one can define a function log : G→ L−0 by
logΓ =
n∑
k=1
(−1)k+1
k
(Γ− 1)k . (2.3)
Conversely, one can define an exponential map exp : L−0 → L− by its Taylor series,
and one has the rather unsurprising identity Γ = exp(logΓ). As usual in the theory of
Lie groups, we write g = logG as a shorthand.
A useful definition will be the following:
Definition 2.5 Given a regularity structure as above and some α ≤ 0, a sector V of
regularity α is a graded subspace V =
⊕
β∈A Vβ with Vβ ⊂ Tβ having the following
properties.
• One has Vβ = {0} for every β < α.
• The space V is invariant under G, i.e. ΓV ⊂ V for every Γ ∈ G.
• For every β ∈ A, there exists a complement V¯β ⊂ Tβ such that Tβ is given by the
direct sum Tβ = Vβ ⊕ V¯β .
A sector of regularity 0 is also called function-like for reasons that will become clear in
Section 3.4.
Remark 2.6 The regularity of a sector will always be less or equal to zero. In the case
of the regularity structure generated by polynomials for example, any non-trivial sector
has regularity 0 since it always has to contain the element 1. See Corollary 3.16 below
for a justification of this terminology.
Remark 2.7 Given a sector V , we can define AV ⊂ A as the set of indices α such
that Vα 6= {0}. If α > 0, our definitions then ensure that TV = (V,AV , G) is again a
regularity structure with TV ⊂ T . (See below for the meaning of such an inclusion.)
It is then natural to talk about a subsector W ⊂ V if W is a sector for TV .
Remark 2.8 Two natural non-empty sectors are given by T0 = span{1} and by Tα
with α = minA. In both cases, G automatically acts on them in a trivial way. Further-
more, as an immediate consequence of the definitions, given a sector V of regularity α
and a real number γ > α, the space V ∩ T−γ is again a sector of regularity α.
In the case of polynomials on Rd, typical examples of sectors would be given by
the set of polynomials depending only on some subset of the variables or by the set of
polynomials of some fixed degree.
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2.1 Basic properties of regularity structures
The smallest possible regularity structure is given by T0 = ({0},R, {1}), where {1}
is the trivial group consisting only of the identity operator, and with 1 = 1. This
“trivial” regularity structure is the smallest possible structure that accommodates the
local information required to describe an arbitrary continuous function, i.e. simply the
value of the function at each point.
The set of all regularity structures comes with a natural partial order. Given two
regularity structures T = (A, T,G) and T¯ = (A¯, T¯ , G¯) we say that T contains T¯
and write T¯ ⊂ T if the following holds.
• One has A¯ ⊂ A.
• There is an injection ι : T¯ → T such that, for every α ∈ A¯, one has ι(T¯α) ⊂ Tα.
• The space ι(T¯ ) is invariant under G and the map j : G → L(T¯ , T¯ ) defined by
the identity jΓ = ι−1Γι is a surjective group homomorphism from G to G¯.
With this definition, one has T0 ⊂ T for every regularity structure T , with ι1 = 1
and j given by the trivial homomorphism.
One can also define the product Tˆ = T ⊗ T¯ of two regularity structures T =
(A, T,G) and T¯ = (A¯, T¯ , G¯) by Tˆ = (Aˆ, Tˆ , Gˆ) with
• Aˆ = A+ A¯,
• Tˆ =⊕(α,β) Tα ⊗ T¯β and Tˆγ =⊕α+β=γ Tα ⊗ T¯β , where both sums run over
pairs (α, β) ∈ A× A¯,
• Gˆ = G⊗ G¯,
Setting 1ˆ = 1 ⊗ 1¯ (where 1 and 1¯ are the unit elements of T and T¯ respectively),
it is easy to verify that this definition satisfies all the required axioms for a regularity
structure. If the individual components of T and / or T¯ are infinite-dimensional, this
construction does of course rely on choices of tensor products for Tα ⊗ T¯β .
Remark 2.9 One has both T ⊂ T ⊗ T¯ and T¯ ⊂ T ⊗ T¯ with obvious inclusion
maps. Furthermore, one has T ⊗T0 ≈ T for the trivial regularity structure T0.
2.2 The polynomial regularity structure
One very important example to keep in mind for the abstract theory of regularity struc-
tures presented in the main part of this article is that generated by polynomials in d
commuting variables. In this case, we simply recover the usual theory of Taylor expan-
sions / regular functions in Rd. However, it is still of interest since it helps building our
intuition and provides a nicely unified way of treating regular functions with different
scalings.
In this case, the model space T consists of all abstract polynomials in d indeter-
minates. More precisely, we have d “dummy variables” {Xi}di=1 and T consists of
polynomials in X . Given a multiindex k = (k1, . . . , kd), we will use throughout this
article the shorthand notation
Xk
def
= Xk11 · · ·Xkdd .
Finally, we denote by 1 = X0 the “empty” monomial.
In general, we will be interested in situations where different variables come with
different degrees of homogeneity. A good example to keep in mind is that of parabolic
equations, where the linear operator is given by ∂t −∆, with the Laplacian acting on
the spatial coordinates. By homogeneity, it is then natural to make powers of t “count
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double”. In order to implement this classical idea, we assume from now on that we fix
a scaling s ∈ Nd of Rd, which is simply a vector of strictly positive relatively prime
integers. The Euclidean scaling is simply given by sc = (1, . . . , 1).
Given such a scaling, we defined the “scaled degree” of a multiindex k by
|k|s =
d∑
i=1
si ki . (2.4)
With this notation we define, for every n ∈ N, the subspace Tn ⊂ T by
Tn = span{Xk : |k|s = n} .
For a monomial P of the type P (X) = Xk, we then refer to |k|s as the scaled degree
of P . Setting A = N, we have thus constructed the first two components of a regularity
structure.
Our structure comes with a natural model, which is given by the concrete realisation
of an abstract polynomial as a function on Rd. More precisely, for every x ∈ Rd, we
have a natural linear map Πx : T → C∞(Rd) given by
(ΠxX
k)(y) = (y − x)k . (2.5)
In other words, given any “abstract polynomial” P (X), Πx realises it as a concrete
polynomial on Rd based at the point x.
This suggests that there is a natural action of Rd on T which simply shifts the base
point x. This is precisely the action that is described by the group G which is the last
ingredient missing to obtain a regularity structure. As an abstract group, G will simply
be a copy of Rd endowed with addition as its group operation. For any h ∈ Rd ≈ G,
the action of Γh on an abstract polynomial is then given by
(ΓhP )(X) = P (X + h) .
It is obvious from our notation that one has the identities
Γh ◦ Γh¯ = Γh+h¯ , Πx+hΓh = Πx ,
which will play a fundamental role in the sequel.
The triple (N, T,G) constructed in this way thus defines a regularity structure,
which we call Td,s. (It depends on the scaling s only in the way that T is split into
subspaces, so s does not explicitly appear in the definition of Td,s.)
In this construction, the space T comes with more structure than just that of a
regularity structure. Indeed, it comes with a natural multiplication ⋆ given by
(P ⋆ Q)(X) = P (X)Q(X) .
It is then straightforward to verify that this representation satisfies the properties that
• For P ∈ Tm and Q ∈ Tn, one has P ⋆ Q ∈ Tm+n.
• The element 1 is neutral for ⋆.
• For every h ∈ Rd and P,Q ∈ T , one has Γh(P ⋆ Q) = ΓhP ⋆ ΓhQ.
Furthermore, there exists a natural element 〈1, · 〉 in the dual of T which consists of
formally evaluating the corresponding polynomial at the origin. More precisely, one
sets 〈1, Xk〉 = δk,0.
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As a space of polynomials, T arises naturally as the space in which the Taylor
expansion of a functionϕ : Rd → R takes values. Given a smooth functionϕ : Rd → R
and an integer ℓ ≥ 0, we can “lift” ϕ in a natural way to T by computing its Taylor
expansion of order less than ℓ at each point. More precisely, we set
(Tℓϕ)(x) =
∑
|k|s<ℓ
Xk
k!
Dkϕ(x) , (2.6)
where, for a given multiindex k = (k1, . . . , kd), Dkϕ stands as usual for the partial
derivative ∂k11 · · ·∂kdd ϕ(x). It then follows immediately from the general Leibniz rule
that for Cℓ functions, Tℓ is “almost” an algebra morphism, in the sense that in addition
to being linear, one has
Tℓ(ϕ · ψ)(x) = Tℓϕ(x) ⋆ Tℓψ(x) +R(x) , (2.7)
where the remainder R(x) is a sum of homogeneous terms of scaled degree greater or
equal to ℓ.
We conclude this subsection by defining the classes Cαs of functions that are Cα with
respect to a given scaling s. Recall that, for α ∈ (0, 1], the class Cα of “usual” α-Ho¨lder
continuous functions is given by those functions f such that |f (x)− f (y)| . |x− y|α,
uniformly over x and y in any compact set. For any α > 1, we can then define Cα
recursively as consisting of functions that are continuously differentiable and such that
each directional derivative belongs to Cα−1.
Remark 2.10 ! In order to keep our notations consistent, we have slightly strayed
from the usual conventions by declaring a function to be of class C1 even if it is only
Lipschitz continuous. A similar abuse of notation will be repeated for all positive
integers, and this will be the case throughout this article.
Remark 2.11 We could have defined the spaces Cα for α ∈ [0, 1) (note the missing
point 1!) similarly as above, but replacing the bound on f (x)− f (y) by
lim
|h|→0
|f (x+ h)− f (x)|/|h|α = 0 , (2.8)
imposing uniformity of the convergence for x in any compact set. If we extended this
definition to α ≥ 1 recursively as above, this would coincide with the usual spaces Ck
for integer k, but the resulting spaces would be slightly smaller than the Ho¨lder spaces
for non-integer values. (In fact, they would then coincide with the closure of smooth
functions under the α-Ho¨lder norm.) Since the bound (2.8) includes a supremum and
a limit rather than just a supremum, we prefer to stick with the definition given above.
Keeping this characterisation in mind, one nice feature of the regularity structure
just described is that it provides a very natural “direct” characterisation of Cα for any
α > 0 without having to resort to an inductive construction. Indeed, in the case of
the classical Euclidean scaling s = (1, . . . , 1), we have the following result, where for
a ∈ T , we denote by ‖a‖m the norm of the component of a in Tm.
Lemma 2.12 A function ϕ : Rd → R is of class Cα with α > 0 if and only if there
exists a function ϕˆ : Rd → T−α such that 〈1, ϕˆ(x)〉 = ϕ(x) and such that
‖ϕˆ(x+ h)− Γhϕˆ(x)‖m . |h|α−m , (2.9)
uniformly over m < α, |h| ≤ 1 and x in any compact set.
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Proof. For α ∈ (0, 1], (2.9) is just a rewriting of the definition of Cα. For the general
case, denote by Dα the space of T -valued functions such that (2.9) holds. Denote
furthermore by Di : T → T the linear map defined by DiXj = δij1 and extended to
higher powers of X by the Leibniz rule. For ϕˆ ∈ Dα with α > 1, we then have that:
• The bound (2.9) for m = 0 implies that ϕ = 〈1, ϕˆ〉 is differentiable at x with ith
directional derivative given by ∂iϕ(x) = 〈1,Diϕˆ(x)〉.
• The case m = 1 implies that the derivative ∂iϕ is itself continuous.
• Since the operators Di commute with Γh for every h, one has Diϕ ∈ Dα−1 for
every i ∈ {1, . . . , d}.
The claim then follows at once from the fact that this is precisely the recursive charac-
terisation of the spaces Cα.
This now provides a very natural generalisation of Ho¨lder spaces of arbitrary order
to non-Euclidean scalings. Indeed, to a scaling s of Rd, we can naturally associate the
metric ds on Rd given by
ds(x, y) def=
d∑
i=1
|xi − yi|1/si . (2.10)
We will also use in the sequel the notation |s| = s1 + . . .+ sd, which plays the role of
a dimension. Indeed, with respect to the metric ds, the unit ball in Rd is easily seen to
have Hausdorff dimension |s| rather than d. Even though the right hand side of (2.10)
does not define a norm (it is not 1-homogeneous, at least not in the usual sense), we
will usually use the notation ds(x, y) = ‖x− y‖s.
Remark 2.13 It may occasionally be more convenient to use a metric with the same
scaling properties as ds which is smooth away from the origin. In this case, one can for
example take p = 2 lcm(s1, . . . , sd) and set
d˜s(x, y) def=
( d∑
i=1
|xi − yi|p/si
)1/p
.
It is easy to see that d˜s and ds are equivalent in the sense that they are bounded by fixed
multiples of each other. In the Euclidean setting, ds would be the ℓ1 distance, while d˜s
would be the ℓ2 distance.
With this notation at hand, and in view of Lemma 2.12, the following definition is
very natural:
Definition 2.14 Given a scaling s on Rd and α > 0, we say that a functionϕ : Rd → R
is of class Cα
s
if there exists a function ϕˆ : Rd → T−α with 〈1, ϕˆ(x)〉 = ϕ(x) for every
x and such that, for every compact set K ⊂ Rd, one has
‖ϕˆ(x+ h)− Γhϕˆ(x)‖m . ‖h‖α−ms , (2.11)
uniformly over m < α, ‖h‖s ≤ 1 and x ∈ K.
Remark 2.15 One can verify that the map x 7→ ‖x‖α
s
is in Cα
s
for α ∈ (0, 1]. Another
well-known example [Wal86, Hai09] is that the solutions to the additive stochastic heat
equation on the real line belong to Cα
s
(R2) for every α < 1
2
, provided that the scaling s
is the parabolic scaling s = (2, 1). (Here, the first component is the time direction.)
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Remark 2.16 The choice of ϕˆ in Definition 2.14 is essentially unique in the sense
that any two choices ϕˆ1 and ϕˆ2 satisfy Qℓϕˆ1(x) = Qℓϕˆ2(x) for every x and every
ℓ < α. (Recall that Qℓ is the projection onto Tℓ.) This is because, similarly to the
proof of Lemma 2.12, one can show that the components in Tℓ have to coincide with
the corresponding directional derivatives of ϕ at x, and that, if (2.11) is satisfied locally
uniformly in x, these directional derivatives exist and are continuous.
2.3 Models for regularity structures
In this section, we introduce the key notion of a “model” for a regularity structure,
which was already alluded to several times in the introduction. Essentially, a model
associates to each “abstract” element in T a “concrete” function or distribution on Rd.
In the above example, such a model was given by an interplay of the maps Πx that
would associate to a ∈ T a polynomial on Rd centred around x, and the maps Γh that
allow to translate the polynomial in question to any other point in Rd.
This is the structure that we are now going to generalise and this is where our
theory departs significantly from the theory of jets, as our model will typically contain
elements that are extremely irregular. If we take again the case of the polynomial
regularity structures as our guiding principle, we note that the index α ∈ A describes
the speed at which functions of the form Πxa with a ∈ Tα vanish near x. The action of
Γ is then necessary in order to ensure that this behaviour is the same at every point. In
general, elements in the image of Πx are distributions and not functions and the index
α can be negative, so how do we describe the behaviour near a point?
One natural answer to this question is to test the distribution in question against
approximations to a delta function and to quantify this behaviour. Given a scaling s,
we thus define scaling maps
Sδs : Rd → Rd , Sδs (x1, . . . , xd) = (δ−s1x1, . . . , δ−sdxd) . (2.12)
These scaling maps yield in a natural way a family of isometries on L1(Rd) by
(Sδ
s,xϕ)(y) def= δ−|s|ϕ(Sδs (y − x)) . (2.13)
They are also the natural scalings under which ‖ · ‖s behaves like a norm in the sense
that ‖Sδsx‖s = δ−1‖x‖s. Note now that if P is a monomial of scaled degree ℓ ≥ 0 over
Rd (where the scaled degree simply means that the monomial xi has degree si rather
than 1) and ϕ : Rd → R is a compactly supported function, then we have the identity∫
P (y − x)(Sδs,xϕ)(y) dy =
∫
P (δs1z1, . . . , δsdzd)ϕ(z) dz
= δℓ
∫
P (z)ϕ(z) dz . (2.14)
Following the philosophy of taking the case of polynomials / Taylor expansions as our
source of inspiration, this simple calculation motivates the following definition.
Definition 2.17 A model for a given regularity structure T = (A, T,G) on Rd with
scaling s consists of the following elements:
• A map Γ: Rd × Rd → G such that Γxx = 1, the identity operator, and such that
Γxy Γyz = Γxz for every x, y, z in Rd.
• A collection of continuous linear maps Πx : T → S ′(Rd) such that Πy = Πx ◦Γxy
for every x, y ∈ Rd.
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Furthermore, for every γ > 0 and every compact set K ⊂ Rd, there exists a constant
Cγ,K such that the bounds
|(Πxa)(Sδs,xϕ)| ≤ Cγ,K‖a‖δℓ , ‖Γxya‖m ≤ Cγ,K‖a‖ ‖x− y‖ℓ−ms , (2.15)
hold uniformly over all x, y ∈ K, all δ ∈ (0, 1], all smooth test functionsϕ : Bs(0, 1) →
R with ‖ϕ‖Cr ≤ 1, all ℓ ∈ A with ℓ < γ, all m < ℓ, and all a ∈ Tℓ. Here, r is the
smallest integer such that ℓ > −r for every ℓ ∈ A. (Note that ‖Γxya‖m = ‖Γxya−a‖m
since a ∈ Tℓ and m < ℓ.)
Remark 2.18 We will also sometimes call the pair (Π,Γ) a model for the regularity
structure T .
The following figure illustrates a typical example of model for a simple regularity
structure where A = {0, 1
2
, 1, 3
2
} and each Tα is one-dimensional:
α = 0 α =
1
2 α = 1 α =
3
2
Write τα for the unit vector in Tα. Given a 12 -Ho¨lder continuous function f : R → R,
the above picture has
(Πxτ 1
2
)(y) = f (y)− f (x) , (Πxτ 3
2
)(y) =
∫ y
x
(f (z)− f (x))dz ,
while Πxτ0 and Πxτ1 are given by the canonical one-dimensional model of polynomi-
als.
A typical action of Γxy is illustrated below:
x
Γxy
⇒
y
Here, the left figure shows Πxτ 3
2
, while the right figure shows Πyτ 3
2
= ΠxΓxyτ 3
2
. In
this particular example, this is obtained from Πxτ 3
2
by adding a suitable affine function,
i.e. a linear combination of Πxτ0 and Πxτ1.
Remark 2.19 Given a sector V ⊂ T , it will on occasion be natural to consider models
for TV rather than all of T . In such a situation, we will say that (Π,Γ) is a model for
T on V , or just a model for V .
Remark 2.20 Given a map (x, y) 7→ Γxy as above, the set of maps x 7→ Πx as above is
actually a linear space. We can endow it with the natural system of seminorms ‖Π‖γ;K
given by the smallest constant Cγ,K such that the first bound in (2.15) holds. Similarly,
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we denote by ‖Γ‖γ;K the smallest constant Cγ,K such that the second bound in (2.15)
holds. Occasionally, it will be useful to have a notation for the combined bound, and
we will then write
|||Z|||γ;K = ‖Π‖γ;K + ‖Γ‖γ;K , (2.16)
where we set Z = (Π,Γ).
Remark 2.21 The first bound in (2.15) could alternatively have been formulated as
|(Πxa)(ϕ)| ≤ C‖a‖δℓ for all smooth test functions ϕ with support in a ball of radius
δ around x (in the ds-distance), which are bounded by δ−|s| and such that their deriva-
tives satisfy supx |Dℓϕ(x)| ≤ δ−|s|−|ℓ|s for all multiindices ℓ of (usual) size less or
equal to r.
One important notion is that of an extension of a model (Π,Γ):
Definition 2.22 Let T ⊂ Tˆ be two regularity structures and let (Π,Γ) be a model for
T . A model (Πˆ, Γˆ) is said to extend (Π,Γ) for Tˆ if one has
ιΓxya = Γˆxyιa , Πxa = Πˆxιa ,
for every a ∈ T and every x, y in Rd. Here, ι is as in Section 2.1.
We henceforth denote by MT the set of all models of T , which is a slight abuse
of notation since one should also fix the dimension d and the scaling s, but these are
usually very clear from the context. This space is endowed with a natural system of
pseudo-metrics by setting, for any two models Z = (Π,Γ) and Z¯ = (Π¯, Γ¯),
|||Z; Z¯|||γ;K def= ‖Π− Π¯‖γ;K + ‖Γ− Γ¯‖γ;K . (2.17)
While |||·; ·|||γ;K defined in this way looks very much like a seminorm, the space MT is
not a linear space due to the two nonlinear constraints
ΓxyΓyz = Γxz , and Πy = Πx ◦ Γxy , (2.18)
and due to the fact that G is not necessarily a linear set of operators. While MT is not
linear, it is however an algebraic variety in some infinite-dimensional Banach space.
Remark 2.23 In most cases considered below, our regularity structure contains Td,s
for some dimension d and scaling s. In such a case, we denote by T¯ ⊂ T the image
of the model space of T in T under the inclusion map and we only consider models
(Π,Γ) that extend (in the sense of Definition 2.22) the polynomial model on T¯ . It
is straightforward to verify that the polynomial model does indeed verify the bounds
and algebraic relations of Definition 2.17, provided that we make the identification
Γxy ∼ Γh with h = x− y.
Remark 2.24 If, for every a ∈ Tℓ, Πxa happens to be a function such that |Πxa(y)| ≤
C‖x− y‖ℓ
s
for y close to x, then the first bound in (2.15) holds for ℓ ≥ 0. Informally, it
thus states that Πxa behaves “as if” it were ℓ-Ho¨lder continuous at x. The formulation
given here has the very significant advantage that it also makes sense for negative values
of ℓ.
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Remark 2.25 Given a linear map Π¯ : T → S ′(D), and a function F : D → G, we can
always set
Γxy = F (x) · F (y)−1 , Πx = Π¯ ◦ F (x)−1 . (2.19)
Conversely, given a model (Π,Γ) as above and a reference point o, we could set
F (x) = Γxo , Π¯ = Πo , (2.20)
and Γ and Π could then be recovered from F and Π¯ by (2.19). The reason why we
choose to keep our seemingly redundant formulation is that the definition (2.17) and
the bounds (2.15) are more natural in this formulation. We will see in Section 8.2
below that in all the cases mentioned in the introduction, there are natural maps Π¯ and
F such that (Π,Γ) are given by (2.19). These are however not of the form (2.20) for
any reference point.
Remark 2.26 It follows from the definition (2.3) that the second bound in (2.15) is
equivalent to the bound
‖ logΓxya‖m . ‖a‖‖x− y‖ℓ−ms , (2.21)
for all a ∈ Tℓ. Similarly, one can consider instead of (2.17) the equivalent distance
obtained by replacing Γxy by logΓxy and similarly for Γ¯xy .
Remark 2.27 The reason for separating the notion of a regularity structure from the
notion of a model is that, in the type of applications that we have in mind, the regularity
structure will be fixed once and for all. The model however will typically be random
and there will be a different model for the regularity structure for every realisation of
the driving noise.
2.4 Automorphisms of regularity structures
There is a natural notion of “automorphism” of a given regularity structure. For this,
we first define the set L+0 of linear maps L : T → T such that, for every α ∈ A there
exists γ ∈ A such that La ∈ ⊕α<β≤γ Tβ for every a ∈ Tα. We furthermore denote
by L+1 the set of all linear operators Q of the form
Qa− a = La , L ∈ L+0 .
Finally, we denote by L0 the set of invertible “block-diagonal” operators D such that
DTα ⊂ Tα for every α ∈ A.
With these notations at hand, denote by L+ the set of all operators of the form
M = D ◦Q , D ∈ L0 , Q ∈ L+1 .
This factorisation is unique since it suffices to define D =
∑
α∈AQαMQα and to set
Q = D−1M , which yields an element of L+1 . Note also that conjugation by block-
diagonal operators preserves L+1 . Furthermore, elements in L
+
1 can be inverted by
using the identity
(1− L)−1 = 1 +
∑
n≥1
Ln , (2.22)
although this might map some elements of Tα into an infinite series. With all of these
notations at hand, we then give the following definition:
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Definition 2.28 Given a regularity structure T = (A, T,G), its group of automor-
phisms Aut T is given by
Aut T = {M ∈ L+ : M−1ΓM ∈ G ∀Γ ∈ G} .
Remark 2.29 This is really an abuse of terminology since it might happen that Aut T
contains some elements in whose inverse maps finite series into infinite series and
therefore does not belong to L+. In most cases of interest however, the index set A is
finite, in which case Aut T is always an actual group.
The reason why Aut T is important is that its elements induce an action on the
models for T by
RM : (Π,Γ) 7→ (Π¯, Γ¯) , Π¯x = ΠxM , Γ¯xy =M−1ΓxyM .
One then has:
Proposition 2.30 For every M ∈ Aut T , RM is a continuous map from MT into
itself.
Proof. It is clear that the algebraic identities (2.18) are satisfied, so we only need to
check that the analytical bounds of Definition 2.17 hold for (Π¯, Γ¯).
For Π, this is straightforward since, for a ∈ Tα and any M ∈ L+, one has
Π¯xa(ψλx ) = ΠxMa(ψλx ) =
∑
β∈A∩[α,γ]
ΠxQβMa(ψλx )
≤ C‖a‖α
∑
β∈A∩[α,γ]
λβ ≤ C˜λα‖a‖α ,
where, for a given test function ψ we use the shorthand ψλx = Sλs,xψ and where C˜ is a
finite constant depending only on the norms of the components of M and on the value
γ appearing in the definition of L+.
For Γ, we similarly write, for a ∈ Tα and β < α,
‖(Γ¯xy − 1)a‖β = ‖M−1(Γxy − 1)Ma‖β ≤ C
∑
ζ≤β
‖(Γxy − 1)Ma‖ζ
≤ C
∑
ζ≤β
∑
ξ≥ζ
‖Ma‖ξ‖x− y‖ξ−ζs ≤ C
∑
ζ≤β
∑
ξ≥(ζ∨α)
‖a‖α‖x− y‖ξ−ζs .
Since one has on the one hand ζ ≤ β and on the other hand ξ ≥ α, all terms appearing
in this sum involve a power of ‖x − y‖s that is at least equal to α − β. Furthermore,
the sum is finite by the definition of L+, so that the claim follows at once.
3 Modelled distributions
Given a regularity structure T , as well as a model (Π,Γ), we are now in a position to
describe a class of distributions that locally “look like” the distributions in the model.
Inspired by Definition 2.14, we define the spaceDγ (which depends in general not only
on the regularity structure, but also on the model) in the following way.
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Definition 3.1 Fix a regularity structure T and a model (Π,Γ). Then, for any γ ∈ R,
the space Dγ consists of all T−γ -valued functions f such that, for every compact set
K ⊂ Rd, one has
|||f |||γ;K = sup
x∈K
sup
β<γ
‖f (x)‖β + sup
(x,y)∈K
‖x−y‖s≤1
sup
β<γ
‖f (x)− Γxyf (y)‖β
‖x− y‖γ−βs
<∞ . (3.1)
Here, the supremum runs only over elements β ∈ A. We call elements of Dγ modelled
distributions for reasons that will become clear in Theorem 3.10 below.
Remark 3.2 One could alternatively think of Dγ as consisting of equivalence classes
of functions where f ∼ g if Qαf (x) = Qαg(x) for every x ∈ Rd and every α <
γ. However, any such equivalence class has one natural distinguished representative,
which is the function f such that Qαf (x) = 0 for every α ≥ γ, and this is the repre-
sentative used in (3.1). (In general, the norm ||| · |||γ;K would depend on the choice of
representative because Γxyτ can have components in T−γ even if τ itself doesn’t.) In
the sequel, if we state that f ∈ Dγ for some f which does not necessarily take values
in T−γ , it is this representative that we are talking about. This also allows to identifyDγ¯
as a subspace of Dγ for any γ¯ > γ. (Verifying that this is indeed the case is a useful
exercise!)
Remark 3.3 The choice of notation Dγ is intentionally close to the notation Cγ for
the space of γ-Ho¨lder continuous functions since, in the case of the “canonical” regu-
larity structures built from polynomials, the two spaces essentially agree, as we saw in
Section 2.2.
Remark 3.4 The spaces Dγ , as well as the norms ||| · |||γ;K do depend on the choice of
Γ, but not on the choice of Π. However, Definition 2.17 strongly interweaves Γ and
Π, so that a given choice of Γ typically restricts the choice of Π very severely. As we
will see in Proposition 3.31 below, there are actually situations in which the choice of
Γ completely determines Π. In order to compare elements of spacesDγ corresponding
to different choices of Γ, say f ∈ Dγ(Γ) and f¯ ∈ Dγ(Γ¯), it will be convenient to
introduce the norm
‖f − f¯‖γ;K = sup
x∈K
sup
β<γ
‖f (x)− f¯ (x)‖β ,
which is independent of the choice of Γ. Measuring the distance between elements of
Dγ in the norm ‖ · ‖γ;K will be sufficient to obtain some convergence properties, as
long as this is supplemented by uniform bounds in ||| · |||γ;K.
Remark 3.5 It will often be advantageous to consider elements of Dγ that only take
values in a given sector V of T . In this case, we use the notation Dγ(V ) instead. In
cases where V is of regularity α for some α ≥ minA, we will also occasionally use
instead the notation Dγα to emphasise this additional regularity. Occasionally, we will
also write Dγ(Γ) or Dγ(Γ;V ) to emphasise the dependence of these spaces on the
particular choice of Γ.
Remark 3.6 A more efficient way of comparing elements f ∈ Dγ(Γ) and f¯ ∈ Dγ(Γ¯)
for two different models (Π,Γ) and (Π¯, Γ¯) is to introduce the quantity
|||f ; f¯ |||γ;K = ‖f − f¯‖γ;K + sup
(x,y)∈K
‖x−y‖s≤1
sup
β<γ
‖f (x)− f¯ (x)− Γxyf (y) + Γ¯xyf¯ (y)‖β
‖x− y‖γ−βs
.
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Note that this quantity is not a function of f − f¯ , which is the reason for the slightly
unusual notation |||f ; f¯ |||γ;K.
It turns out that the spaces Dγ encode a very useful notion of regularity. The idea
is that functions f ∈ Dγ should be interpreted as “jets” of distributions that locally,
around any given point x ∈ Rd, “look like” the model distribution Πxf (x) ∈ S ′. The
results of this section justify this point of view by showing that it is indeed possible to
“reconstruct” all elements ofDγ as distributions in Rd. Furthermore, the corresponding
reconstruction map R is continuous as a function of both the element in f ∈ Dγ and
the model (Π,Γ) realising the regularity structure under consideration.
To this end, we further extend the definition of the Ho¨lder spaces Cα
s
to include ex-
ponents α < 0, consisting of distributions that are suitable for our purpose. Informally
speaking, elements of Cαs have scaling properties akin to ‖x− y‖αs when tested against
a test function localised around some x ∈ Rd. In the following definition, we write Cr0
for the space of compactly supported Cr functions. For further properties of the spaces
Cαs , see Section 3.2 below. We set:
Definition 3.7 Let α < 0 and let r = −⌊α⌋. We say that ξ ∈ S ′ belongs to Cαs if it
belongs to the dual of Cr0 and, for every compact set K, there exists a constant C such
that the bound
〈ξ,Sδs,xη〉 ≤ Cδα ,
holds for all η ∈ Cr with ‖η‖Cr ≤ 1 and supp η ⊂ Bs(0, 1), all δ ≤ 1, and all x ∈ K.
Here, Bs(0, 1) denotes the ball of radius 1 in the distance ds, centred at the origin.
From now on, we will denote by Brs,0 the set of all test functions η as in Defini-
tion 3.7. For ξ ∈ Cα
s
and K a compact set, we will henceforth denote by ‖ξ‖α;K the
seminorm given by
‖ξ‖α;K def= sup
x∈K
sup
η∈Br
s,0
sup
δ≤1
δ−α|〈ξ,Sδ
s,xη〉| . (3.2)
We also write ‖ · ‖α for the same expression with K = Rd.
Remark 3.8 The space Cα
s
is essentially the Besov space Bα∞,∞ (see e.g. [Mey92]),
with the slight difference that our definition is local rather than global and, more impor-
tantly, that it allows for non-Euclidean scalings.
Remark 3.9 The seminorm (3.2) depends of course not only on α, but also on the
choice of scaling s. This scaling will however always be clear from the context, so we
do not emphasise this in the notation.
The following “reconstruction theorem” is one of the main workhorses of this the-
ory.
Theorem 3.10 (Reconstruction theorem) Let T = (A, T,G) be a regularity struc-
ture, let (Π,Γ) be a model for T on Rd with scaling s, let α = minA, and let r > |α|.
Then, for every γ ∈ R, there exists a continuous linear map R : Dγ → Cα
s
with the
property that, for every compact set K ⊂ Rd,
|(Rf −Πxf (x))(Sδs,xη)| . δγ‖Π‖γ;K¯|||f |||γ;K¯ , (3.3)
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uniformly over all test functions η ∈ Br
s,0, all δ ∈ (0, 1], all f ∈ Dγ , and all x ∈ K. If
γ > 0, then the bound (3.3) definesRf uniquely. Here, we denoted by K¯ the 1-fattening
of K, and the proportionality constant depends only on γ and the structure of T .
Furthermore, if (Π¯, Γ¯) is a second model for T with associated reconstruction
operator R¯, then one has the bound
|(Rf−R¯f¯−Πxf (x)+Π¯xf¯ (x))(Sδs,xη)| . δγ(‖Π¯‖γ;K¯|||f ; f¯ |||γ;K¯+‖Π−Π¯‖γ;K¯|||f |||γ;K¯) ,
(3.4)
uniformly over x and η as above. Finally, for 0 < κ < γ/(γ−α) and for every C > 0,
one has the bound
|(Rf − R¯f¯ −Πxf (x) + Π¯xf¯ (x))(Sδs,xη)| (3.5)
. δγ¯(‖f − f¯‖κγ;K¯ + ‖Π− Π¯‖κγ;K¯ + ‖Γ− Γ¯‖κγ;K¯) ,
where we set γ¯ = γ−κ(γ−α), and where we assume that |||f |||γ;K¯, ‖Π‖γ;K¯ and ‖Γ‖γ;K¯
are bounded by C, and similarly for f¯ , Π¯ and Γ¯.
Remark 3.11 At first sight, it might seem surprising that Γ does not appear in the
bound (3.3). It does however appear in a hidden way through the definition of the
spaces Dγ and thus of the norm |||f |||γ;K¯. Furthermore, (3.3) is quite reasonable since,
for Γ fixed, the map R is actually bilinear in f and Π. However, the mere existence
of R depends crucially on the nonlinear structure encoded in Definition 2.17, and the
spaces Dγ do depend on the choice of Γ. Occasionally, when the particular model
(Π,Γ) plays a role, we will denote R by RΓ in order to emphasise its dependence on
Γ.
Remark 3.12 Setting f˜ (y) = f (y)− Γyxf (x), we note that one has
Rf −Πxf (x) = Rf˜ −Πxf˜ (x) = Rf˜ .
As a consequence, the bound (3.3) actually depends only on the second term in the
right hand side of (3.1).
Remark 3.13 In the particular case when (Π¯, Γ¯) = (Π,Γ), the bound (3.4) is a trivial
consequence of (3.3) and the bilinearity of R in f and Π. As it stands however, this
bound needs to be stated and proved separately. The bound (3.5) can be interpreted as
an interpolation theorem between (3.3) and (3.4).
Proof (uniqueness only). The uniqueness of the map R in the case γ > 0 is quite easy
to prove. Take f ∈ Dγ as in the statement and assume that the two distributions ξ1
and ξ2 are candidates forRf that both satisfy the bound (3.3). Our aim is to show that
one then necessarily has ξ1 = ξ2. Take any smooth compactly supported test function
ψ : Rd → R, and choose an even smooth function η : B1 → R+ with
∫
η(x) dx = 1.
Define
ψδ(y) = 〈Sδs,yη, ψ〉 =
∫
ψ(x) (Sδ
s,xη)(y) dx ,
so that, for any distribution ξ, one has the identity
ξ(ψδ) =
∫
ψ(x) 〈ξ,Sδs,xη〉 dx . (3.6)
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Choosing ξ = ξ2 − ξ1, it then follows from (3.3) that
|ξ(ψδ)| . δγ
∫
D
ψ(x) ¯̺(x) dx ,
which converges to 0 as δ → 0. On the other hand, one has ψδ → ψ in the C∞ topology,
so that ξ(ψδ) → ξ(ψ). This shows that ξ(ψ) = 0 for every smooth compactly supported
test function ψ, so that ξ = 0.
The existence of a map R with the required properties is much more difficult to
establish, and this is the content of the remainder of this section.
Remark 3.14 We call the map R the “reconstruction map” as it allows to reconstruct
a distribution in terms of its local description via a model and regularity structure.
Remark 3.15 One very important special case is when the model (Π,Γ) happens to
be such that there exists α > 0 such that Πxa ∈ Cαs (Rd) for every a ∈ T , even though
the homogeneity of a might be negative. In this case, for f ∈ Dγ with γ > 0, Rf is a
continuous function and one has the identity (Rf )(x) = (Πxf (x))(x). Indeed, setting
R˜f (x) = (Πxf (x))(x), one has
|R˜f (y)− R˜f (x)| ≤ |(Πxf (x))(x)− (Πxf (x))(y)|+ |Πy(Γyxf (x)− f (y))(y)| .
By assumption, the first term is bounded by C‖x − y‖αs for some constant C. The
second term on the other hand is bounded by C‖x − y‖γs by the definition of Dγ ,
combined with the fact that our assumption on the model implies that (Πxa)(x) = 0
whenever a is homogeneous of positive degree.
A straightforward corollary of this result is given by the following statement, which
is the a posteriori justification for the terminology “regularity” in Definition 2.5:
Corollary 3.16 In the context of the statement of Theorem 3.10, if f takes values in a
sector V of regularity β ∈ [α, 0), then one has Rf ∈ Cβs and, for every compact set K
and γ > 0, there exists a constant C such that
‖Rf‖β;K ≤ C‖Π‖γ;K¯|||f |||γ;K¯ .
Proof. Immediate from (3.3), Remark 2.20, and the definition of ‖ · ‖β;K.
Before we proceed to the remainder of the proof of Theorem 3.10, we introduce
some of the basic notions of wavelet analysis required for its proof. For a more detailed
introduction to the subject, see for example [Dau92, Mey92].
3.1 Elements of wavelet analysis
Recall that a multiresolution analysis of R is based on a real-valued “scaling function”
ϕ ∈ L2(R) with the following two properties:
1. One has
∫
ϕ(x)ϕ(x+ k) dx = δk,0 for every k ∈ Z.
2. There exist “structure constants” ak such that
ϕ(x) =
∑
k∈Z
akϕ(2x− k) . (3.7)
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One classical example of such a function ϕ is given by the indicator function ϕ(x) =
1[0,1)(x), but this has the substantial drawback that it is not even continuous. A cele-
brated result by Daubechies (see the original article [Dau88] or for example the mono-
graph [Dau92]) ensures the existence of functions ϕ as above that are compactly sup-
ported but still regular:
Theorem 3.17 (Daubechies) For every r > 0 there exists a compactly supported func-
tion ϕ with the two properties above and such that ϕ ∈ Cr(R).
From now on, we will always assume that the scaling function ϕ is compactly
supported. Denote now Λn = {2−nk : k ∈ Z} and, for n ∈ Z and x ∈ Λn, set
ϕnx(y) = 2n/2ϕ(2n(y − x)) . (3.8)
One furthermore denotes by Vn ⊂ L2(R) the subspace generated by {ϕnx : x ∈ Λn}.
Property 2 above then ensures that these spaces satisfy the inclusion Vn ⊂ Vn+1 for
every n. Furthermore, it turns out that there is a simple description of the orthogonal
complement V ⊥n of Vn in Vn+1. It turns out that it is possible to find finitely many
coefficients bk such that, setting
ψ(x) =
∑
k∈Z
bkϕ(2x− k) , (3.9)
and defining ψnx similarly to (3.8), the space V ⊥n is given by the linear span of {ψnx :
x ∈ Λn}, see for example [Pin02, Chap. 6.4.5]. (One has actually bk = (−1)ka1−k
but this isn’t important for us.) The following result is taken from [Mey92]:
Theorem 3.18 One has 〈ψnx , ψmy 〉 = δn,mδx,y for every n,m ∈ Z and every x ∈ Λn,
y ∈ Λm. Furthermore, 〈ϕnx , ψmy 〉 = 0 for every m ≥ n and every x ∈ Λn, y ∈ Λm.
Finally, for every n ∈ Z, the set
{ϕnx : x ∈ Λn} ∪ {ψmx : m ≥ n , x ∈ Λm} ,
forms an orthonormal basis of L2(R).
Intuitively, one should think of the ϕnx as providing a description of a function at
scales down to 2−n and the ψmx as “filling in the details” at even smaller scales. In
particular, for every function f ∈ L2, one has
lim
n→∞
Pnf def= lim
n→∞
∑
x∈Λn
〈f, ϕnx〉ϕnx = f , (3.10)
and this relation actually holds for much larger classes of f , including sufficiently reg-
ular tempered distributions [Mey92].
One very useful properties of wavelets, which can be found for example in [Mey92,
Chap. 3.2], is that the functions ψmx automatically have vanishing moments:
Lemma 3.19 Let ϕ be a compactly supported scaling function as above which is Cr
for r ≥ 0 and let ψ be defined by (3.9). Then, ∫R ψ(x) xm dx = 0 for every integer
m ≤ r.
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For our purpose, we need to extend this construction to Rd. Classically, such an
extension can be performed by simply taking products of the ϕnx for each coordinate.
In our case however, we want to take into account the fact that we consider non-trivial
scalings. For any given scaling s of Rd and any n ∈ Z, we thus define
Λsn =
{ d∑
j=1
2−nsjkjej : kj ∈ Z
}
⊂ Rd ,
where we denote by ej the jth element of the canonical basis of Rd. For every x ∈ Λsn,
we then set
ϕn,sx (y) def=
d∏
j=1
ϕnsjxj (yj) . (3.11)
Since we assume that ϕ is compactly supported, it follows from (3.7) that there exists
a finite collection of vectors K ⊂ Λs1 and structure constants {ak : k ∈ K} such that
the identity
ϕ0,sx (y) =
∑
k∈K
akϕ
1,s
x+k(y) , (3.12)
holds. In order to simplify notations, we will henceforth use the notation
2−nsk = (2−ns1k1, . . . , 2
−nsdkd) ,
so that the scaling properties of the ϕn,sx combined with (3.12) imply that
ϕn,sx (y) =
∑
k∈K
akϕ
n+1,s
x+2−nsk(y) . (3.13)
Similarly, there exists a finite collection Ψ of orthonormal compactly supported
functions such that, if we define Vn similarly as before, V ⊥n is given by
V ⊥n = span{ψn,sx : ψ ∈ Ψ x ∈ Λsn} .
In this expression, given a function ψ ∈ Ψ, we have set ψn,sx = 2−n|s|/2S2
−n
s,x ψ, where
the scaling map was defined in (2.13). (The additional factor makes sure that the scaling
leaves the L2 norm invariant instead of the L1 norm, which is more convenient in this
context.) Furthermore, this collection forms an orthonormal basis of V ⊥n . Actually, the
set Ψ is given by all functions obtained by products of the form Πdi=1ψ±(xi), where
ψ− = ψ and ψ+ = ϕ, and where at least one factor consists of an instance of ψ.
3.2 A convergence criterion in Cα
s
The spaces Cαs with α < 0 given in Definition 3.7 enjoy a number of remarkable prop-
erties that will be very useful in the sequel. In particular, it turns out that distributions
in Cα
s
can be completely characterised by the magnitude of the coefficients in their
wavelet expansion. This is true independently of the particular choice of the scaling
function ϕ, provided that it has sufficient regularity.
In this sense, the interplay between the wavelet expansion and the spaces Cαs is very
similar to the classical interplay between Fourier expansion and fractional Sobolev
spaces. The feature of wavelet expansions that makes it much more suitable for our
purpose is that its basis functions are compactly supported with supports that are more
and more localised for larger values of n. The announced characterisation is given by
the following.
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Proposition 3.20 Let α < 0 and ξ ∈ S ′(Rd). Consider a wavelet analysis as above
with a compactly supported scaling function ϕ ∈ Cr for some r > |α|. Then ξ ∈ Cαs if
and only if ξ belongs to the dual of Cr0 and, for every compact set K ⊂ Rd, the bounds
|〈ξ, ψn,sx 〉| . 2−
n|s|
2
−nα
, |〈ξ, ϕ0y〉| . 1 , (3.14)
hold uniformly over n ≥ 0, every ψ ∈ Ψ, every x ∈ Λsn ∩ K, and every y ∈ Λs0 ∩ K.
The proof of Proposition 3.20 relies on classical arguments very similar to those
found for example in the monograph [Mey92]. Since the spaces with inhomogeneous
scaling do not seem to be standard in the literature and since we consider localised
versions of the spaces, we prefer to provide a proof. Before we proceed, we state the
following elementary fact:
Lemma 3.21 Let a ∈ R and let b−, b+ ∈ R. Then, the bound
n0∑
n=0
2an2−b−(n0−n) +
∞∑
n=n0
2an2−b+(n−n0) . 2an0 ,
holds provided that b+ > a and b− > −a.
Proof of Proposition 3.20. It is clear that the condition (3.14) is necessary, since it boils
down to taking η ∈ Ψ and δ = 2−n in Definition 3.7. In order to show that it is also
sufficient, we take an arbitrary test function η ∈ Cr with support in B1 and we rewrite
〈ξ,Sδ
s,xη〉 as
〈ξ,Sδs,xη〉 =
∑
n≥0
∑
y∈Λsn
〈ξ, ψn,sy 〉〈ψn,sy ,Sδs,xη〉+
∑
y∈Λs0
〈ξ, ϕ0,sy 〉〈ϕ0,sy ,Sδs,xη〉 . (3.15)
Let furthermoren0 be the smallest integer such that 2−n0 ≤ δ. For the situations where
the supports of ψn,sy and Sδs,xη overlap, we then have the following bounds.
First, we note that if (x, y) contributes to (3.15), then ‖x− y‖s ≤ C for some fixed
constant C. As a consequence of this, it follows that one has the bound
|〈ξ, ψn,sy 〉| . 2−
n|s|
2
−nα
, (3.16)
uniformly over all pairs (x, y) yielding a non-vanishing contribution to (3.15).
For n ≥ n0, and ‖x− y‖s ≤ Cδ, we furthermore have the bound
|〈ψn,sy ,Sδs,xη〉| . 2−(n−n0)(r+
|s|
2
)2
n0|s|
2 , (3.17)
so that ∑
y∈Λsn
|〈ψn,sy ,Sδs,xη〉| . 2−(n−n0)(r−
|s|
2
)2
n0|s|
2 .
Here and below, the proportionality constants are uniform over all η with ‖η‖Cr ≤ 1
with supp η ⊂ B1. On the other hand, for n ≤ n0, and ‖x − y‖s ≤ C2−n0 , we have
the bound
|〈ψn,sy ,Sδs,xη〉| . 2n
|s|
2 , (3.18)
so that, since only finitely many terms contribute to the sum,∑
y∈Λsn
|〈ψn,sy ,Sδs,xη〉| . 2n
|s|
2 .
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Since, by the assumptions on r and α, one has indeed r+ |s|
2
> α+ |s|
2
and |s|
2
> |s|
2
−α,
we can apply Lemma 3.21 to conclude that the first sum in (3.15) is indeed bounded by
a multiple of δα, which is precisely the required bound. The second term on the other
hand satisfies a bound similar to (3.18) with n = 0, so that the claim follows.
Remark 3.22 For α ≥ 0, it is not so straightforward to characterise the Ho¨lder regular-
ity of a function by the magnitude of its wavelet coefficients due to special behaviour
at integer values, but for non-integer values the characterisation given above still holds,
see [Mey92].
Another nice property of the spaces Cα
s
is that, using Proposition 3.20, one can
give a very useful and sharp condition for a sequence of elements in Vn to converge
to an element in Cαs . Once again, we fix a multiresolution analysis of sufficiently high
regularity (i.e. r > |α|) and the spaces Vn are given in terms of that particular analysis.
For this characterisation, we use the fact that a sequence {fn}n≥0 with fn ∈ Vn for
every n can always be written as
fn =
∑
x∈Λsn
Anxϕ
n,s
x , A
n
x = 〈ϕn,sx , fn〉 . (3.19)
Given a sequence of coefficients Anx , we then define δAnx by
δAnx = A
n
x −
∑
k∈K
akA
n+1
x+2−nsk ,
where the set K and the structure constants ak are as in (3.12). We then have the
following result, which can be seen as a generalisation of the “sewing lemma” (see
[Gub04, Prop. 1] or [FdLP06, Lem. 2.1]), which can itself be viewed as a generalisation
of Young’s original theory of integration [You36]. In order to make the link to these
theories, consider the case where Rd is replaced by an interval and take for ϕ the Haar
wavelets.
Theorem 3.23 Let s be a scaling of Rd, let α < 0 < γ, and fix a wavelet basis with
regularity r > |α|. For every n ≥ 0, let x 7→ Anx be a function on Rd satisfying the
bounds
|Anx | ≤ ‖A‖2−
ns
2
−αn
, |δAnx | . ‖A‖2−
ns
2
−γn
, (3.20)
for some constant ‖A‖, uniformly over n ≥ 0 and x ∈ Rd.
Then, the sequence {fn}n≥0 given by fn =
∑
x∈Λsn
Anx ϕ
n,s
x converges in Cα¯s for
every α¯ < α and its limit f belongs to Cα
s
. Furthermore, the bounds
‖f − fn‖α¯ . ‖A‖2−(α−α¯)n , ‖Pnf − fn‖α . ‖A‖2−γn , (3.21)
hold for α¯ ∈ (α− γ, α), where Pn is as in (3.10).
Proof. By linearity, it is sufficient to restrict ourselves to the case ‖A‖ = 1. By con-
struction, we have fn+1 − fn ∈ Vn+1, so that we can decompose this difference as
fn+1 − fn = gn + δfn , (3.22)
where δfn ∈ V ⊥n and gn ∈ Vn. By Proposition 3.20, we note that there exists a
constant C such that, for every n ≥ 0 and m ≥ n, and for every β < 0, one has
∥∥∥ m∑
k=n
δfk
∥∥∥
β
≤ C sup
k∈{n,...,m}
‖δfk‖β ,
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so that a sufficient condition for the sequence {∑nk=0 δfk}n≥0 to have the required
properties is given by
lim
n→∞
‖δfn‖α¯ = 0 , sup
n
‖δfn‖α <∞ . (3.23)
Regarding the bounds on δfn, we have
〈δfn, ψn,sx 〉 = 〈fn+1 − fn, ψn,sx 〉 =
∑
‖x−y‖s≤K2−n|s|
axyA
n+1
y ,
where the axy = 〈ϕn+1,sy , ψn,sx 〉 are a finite number of uniformly bounded coefficients
and K > 0 is some fixed constant. It then follows from the assumption on the coeffi-
cients Any that
|〈δfn, ψn,sx 〉| . 2−
n|s|
2
−αn .
Combining this with the characterisation of Cα¯
s
given in Proposition 3.20, we conclude
that
‖δfn‖α¯ . 2−(α−α¯)n , ‖δfn‖α . 1 , (3.24)
so that the condition (3.23) is indeed satisfied.
It remains to show that the sequence of partial sums of the gk from (3.22) also
satisfies the requested properties. Using again the characterisation given by Proposi-
tion 3.20, we see that
∥∥∥ m∑
k=n
gk
∥∥∥
α
. sup
N≥0
m∑
k=n
‖QNgk‖α . (3.25)
From the definition of gn, we furthermore have the identity
〈gn, ϕn,sx 〉 = 〈fn+1 − fn, ϕn,sx 〉 =
(∑
k∈K
ak〈fn+1, ϕn+1,sx+2−nsk〉
)
− 〈fn, ϕn,sx 〉
= −δAnx , (3.26)
so that one can decompose gn as
gn = −
∑
x∈Λsn
δAnx ϕ
n,s
x . (3.27)
It follows in a straightforward way from the definitions that, for m ≤ n, there exists a
constant C such that we have the bound
|〈ψm,sy , ϕn,sx 〉| ≤ C2(m−n)
|s|
2 1‖x−y‖s≤C2−m . (3.28)
Since on the other hand, one has
|{x ∈ Λsn : ‖x− y‖s ≤ C2−m}| . 2(n−m)|s| ,
we obtain from this and (3.27) the bound
|〈ψm,sy , gn〉| . 2(n−m)
|s|
2 sup{|δAnx | : ‖x− y‖s ≤ C2−m}
. 2−m
|s|
2
−γn
, (3.29)
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where we used again the fact that ‖x − y‖s . ds(y, ∂D) by the definition of the func-
tions ψm,sy . Combining this with the characterisation of Cαs given in Proposition 3.20,
we conclude that
‖Qmgn‖α . 2αm−γn1m≤n ,
so that
m∑
k=n
‖QNgk‖α .
m∑
k=n∨N
2αN−γk . 2αN−γ(N∨n) .
This expression is maximised at N = 0, so that the bound ‖∑mk=n gk‖α . 2−γn
follows from (3.25). Combining this with (3.24), we thus obtain (3.21), as stated.
A simple but important corollary of the proof is given by
Corollary 3.24 In the situation of Theorem 3.23, let K ⊂ Rd be a compact set and
let K¯ be its 1-fattening. Then, provided that (3.20) holds uniformly over K¯, the bound
(3.21) still holds with ‖ · ‖α replaced by ‖ · ‖α;K.
Proof. Follow step by step the argument given above noting that, since all the argu-
ments in the proof of Proposition 3.20 are local, one can bound the norm ‖ · ‖α;K by
the smallest constant such that the bounds (3.14) hold uniformly over x, y ∈ K¯.
3.3 The reconstruction theorem for distributions
One very important special case of Theorem 3.23 is given by the situation where there
exists a family x 7→ ζx ∈ S ′(Rd) of distributions such that the sequence fn is given by
(3.19) with Anx = 〈ϕn,sx , ζx〉. Once this is established, the reconstruction theorem will
be straightforward. In the situation just described, we have the following result which,
as we will see shortly, can really be interpreted as a generalisation of the reconstruction
theorem.
Proposition 3.25 In the above situation, assume that the family ζx is such that, for
some constants K1 and K2 and exponents α < 0 < γ, the bounds
|〈ϕn,sx , ζx − ζy〉| ≤ K1‖x− y‖γ−αs 2−
n|s|
2
−αn
, |〈ϕn,sx , ζx〉| ≤ K22−αn−
n|s|
2 ,
(3.30)
hold uniformly over all x, y such that 2−n ≤ ‖x − y‖s ≤ 1. Here, as before, ϕ is
the scaling function for a wavelet basis of regularity r > |α|. Then, the assumptions
of Theorem 3.23 are satisfied. Furthermore, the limit distribution f ∈ Cα
s
satisfies the
bound
|(f − ζx)(Sδs,xη)| . K1δγ , (3.31)
uniformly over η ∈ Br
s,0. Here, the proportionality constant only depends on the choice
of wavelet basis, but not on K2.
Proof. We are in the situation of Theorem 3.23 with Anx = ζx(ϕn,sx ), so that one has
the identity
δAnx =
∑
k∈K
ak〈ζx − ζy , ϕ(n+1),sy 〉 , (3.32)
where we used the shortcut y = x + 2−nsk in the right hand side. It then follows
immediately from (3.30) that the assumptions of Theorem 3.23 are indeed satisfied,
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so that the sequence fn converges to some limit f . It remains to show that the local
behaviour of f around every point x is given by (3.31).
For this, we write
f − ζx = (fn0 − Pn0ζx) +
∑
n≥n0
(fn+1 − fn − (Pn+1 − Pn)ζx) , (3.33)
for some n0 > 0. We choose n0 to be the smallest integer such that 2−n0 ≤ δ. Note
that, as in (3.17), one has for n ≥ n0 the bounds
|〈ψn,sy ,Sδs,xη〉| . 2
n0|s|
2 2−(n−n0)(r+
|s|
2
)
, |〈ϕn,sy ,Sδs,xη〉| . 2
n0|s|
2 2−(n−n0)
|s|
2 .
(3.34)
Since, by construction, the first term in (3.33) belongs to Vn0 , we can rewrite it as
(fn0 − Pn0ζx)(Sδs,xη) =
∑
y∈Λsn0
(ζy − ζx)(ϕn0,sy ) 〈ϕn0,sy ,Sδs,xη〉 .
Since terms appearing in the above sum with ‖x − y‖s ≥ δ are identically 0, we can
use the bound
|(ζy − ζx)(ϕn0,sy )| . K12−γn0−
n0|s|
2 .
Combining this with (3.34) and the fact that there are only finitely many non-vanishing
terms in the sum, we obtain the bound
|(fn0 − Pn0ζx)(Sδs,xη)| . K12−n0γ ≈ K1δγ , (3.35)
which is of the required order.
Regarding the second term in (3.33), we decompose fn+1 − fn as in the proof
of Theorem 3.23 as fn+1 − fn = gn + δfn with gn ∈ Vn and δfn ∈ V ⊥n . As a
consequence of (3.26) and of the bounds (3.30) and (3.34), we have the bound
|〈gn,Sδs,xη〉| ≤
∑
y∈Λsn
|〈gn, ϕn,sy 〉| |〈ϕn,sy ,Sδs,xη〉|
≤
∑
y∈Λsn
|δAny | |〈ϕn,sy ,Sδs,xη〉| . K12−(n−n0)(|s|+α)−γn ,
where we made use of (3.32) for the last bound. Summing this bound over all n ≥ n0,
we obtain again a bound of order K1δγ , as required. It remains to obtain a similar
bound for the quantity ∑
n≥n0
(δfn − (Pn+1 − Pn)ζx)(Sδs,xη) .
Note that δfn is nothing but the projection of fn+1 onto the space V ⊥n . Similarly,
(Pn+1 − Pn)ζx is the projection of ζx onto that same space. As a consequence, we
have the identity
(δfn−(Pn+1 − Pn)ζx)(Sδs,xη)
=
∑
z∈Λn+1s
∑
y∈Λn
s
∑
ψ∈Ψ
〈ζz − ζx, ϕn+1,sz 〉〈ϕn+1,sz , ψn,sy 〉〈ψn,sy ,Sδs,xη〉 .
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Note that this triple sum only contains of the order of 2(n−n0)|s| terms since, for any
given value of y, the sum over z only has a fixed finite number of non-vanishing terms.
At this stage, we make use of the first bound in (3.34), together with the assumption
(3.30) and the fact that 2−n0 . ‖x − z‖s . δ for every term in this sum. This yields
for this expression a bound of the order
K12
(n−n0)|s|δγ−α2−
n|s|
2
−αn2
n0|s|
2 2−(n−n0)(r+|s|/2) = K1δγ−α2−r(n−n0)−αn .
Since, by assumption, r is sufficiently large so that r > |α|, this expression converges
to 0 as n → ∞. Summing over n ≥ n0 and combining all of the above bounds, the
claim follows at once.
Remark 3.26 As before, the construction is completely local. As a consequence, the
required bounds hold over a compact K, provided that the assumptions hold over its
1-fattening K¯.
We now finally have all the elements in place to give the proof of Theorem 3.10.
Proof of Theorem 3.10. We first consider the case γ > 0, where the operator R is
unique. In order to construct R, we will proceed by successive approximations, using
a multiresolution analysis. Again, we fix a wavelet basis as above associated with
a compactly supported scaling function ϕ. We choose ϕ to be Cr for r > |minA|.
(Which in particular also implies that the elements ψ ∈ Ψ annihilate polynomials of
degree r.)
Since, for any given n > 0, the functions ϕn,sx are orthonormal and since, as n →
∞, they get closer and closer to forming a basis of very sharply localised functions of
L2, it appears natural to define a sequence of operatorsRn : Dγ → Cr by
Rnf =
∑
x∈Λsn
(Πxf (x))(ϕn,sx )ϕn,sx ,
and to define R as the limit ofRn as n→∞, if such a limit exists.
We are thus precisely in the situation of Proposition 3.25 with ζx = Πxf (x). Since
we are interested in a local statement, we only need to construct the distribution Rf
acting on test functions supported on a fixed compact domain K. As a consequence,
since all of our constructions involve some fixed wavelet basis, it suffices to obtain
bounds on the wavelet coefficients ψnx with x such that ψnx is supported in K¯, the 1-
fattening of K.
It follows from the definitions of Dγ and the space of models MT that, for such
values of x, one has
|〈Πxf (x), ϕn,sx 〉| . ‖f‖γ;K¯‖Π‖γ;K¯2−
n|s|
2
−αn
,
where, as before, α = minA is the smallest homogeneity arising in the description of
the regularity structure T . Similarly, we have
|〈Πxf (x)−Πyf (y), ϕn,sx 〉| = |〈Πx(f (x)− Γxyf (y)), ϕn,sx 〉| (3.36)
.
∑
ℓ<γ
|||f |||γ;K¯‖Π‖γ;K¯‖x− y‖γ−ℓs 2−
n|s|
2
−ℓn
,
where the sum runs over elements in A. Since, in the assumption of Proposition 3.25,
we only consider points (x, y) such that ‖x− y‖s & 2−n, the bound (3.30) follows.
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As a consequence, we can apply Theorem 3.23 to construct a limiting distribution
Rf = limn→∞Rnf , where convergence takes place in Cα¯s for every α¯ < α. Further-
more, the limit does itself belong to Cαs . The bound (3.3) follows immediately from
Proposition 3.25.
In order to obtain the bound (3.4), we use again Proposition 3.25, but this time with
ζx = Πxf (x)− Π¯xf¯ (x). We then have the identity
ζx − ζy = Πx(f (x)− Γxyf (y)− f¯ (x) + Γ¯xy f¯ (y)) + (Πx − Π¯x)(f¯ (x)− Γ¯xyf¯ (y)) .
Similarly to above, it then follows from the definition of |||f ; f¯ |||γ;K that
|〈ζx − ζy, ϕn,sx 〉| . (‖Π‖γ;K|||f ; f¯ |||γ;K + ‖Π− Π¯‖γ;K|||f¯ |||γ;K)‖x− y‖γ−αs 2−
n|s|
2
−αn
,
from which the requested bound follows at once.
The bound (3.5) is obtained again from Proposition 3.25 with ζx = Πxf (x) −
Π¯xf¯ (x). This time however, we aim to obtain bounds on this quantity by only making
use of bounds on ‖f − f¯‖γ;K rather than |||f ; f¯ |||γ;K. Note first that, as a consequence
of (3.36), we have the bound
|〈ζx − ζy, ϕn,sx 〉| . ‖x− y‖γ−αs 2−
n|s|
2
−αn . (3.37)
On the other hand, we can rewrite ζx − ζy as
ζx − ζy = Πx(f (x)− f¯ (x)) + (Π¯x −Πx)(Γ¯xyf¯ (y)− f¯ (x))
−ΠxΓxy(f (y)− f¯ (y)) + Πx(Γ¯xy − Γxy)f¯ (x) .
It follows at once that one has the bound
|〈ζx − ζy, ϕn,sx 〉| . (‖f − f¯‖γ;K + ‖Π− Π¯‖γ;K + ‖Γ− Γ¯‖γ;K)2−
n|s|
2
−αn .
Combining this with (3.37) and making use of the bound a ∧ b ≤ aκb1−κ, which is
valid for any two positive numbers a and b, we have
|〈ζx−ζy, ϕn,sx 〉| . (‖f− f¯‖γ;K+‖Π− Π¯‖γ;K+‖Γ− Γ¯‖γ;K)κ‖x−y‖γ¯−αs 2−
n|s|
2
−αn
,
from which the claimed bound follows.
We now prove the claim for γ ≤ 0. It is clear that in this case R cannot be unique
since, if Rf satisfies (3.3) and ξ ∈ Cγs , then Rf + ξ does again satisfy (3.3). Still, the
existence ofRf is not completely trivial in general since Πxf (x) itself only belongs to
Cαs and one can have α < γ ≤ 0 in general. It turns out that one very simple choice for
Rf is given by
Rf =
∑
n≥0
∑
x∈Λn
s
∑
ψ∈Ψ
〈Πxf (x), ψn,sx 〉ψn,sx +
∑
x∈Λ0
s
〈Πxf (x), ϕ0,sx 〉ϕ0,sx . (3.38)
This is obviously not canonical: different choices for our multiresolution analysis yield
different definitions for R. However, it has the advantage of not relying at all on
the axiom of choice, which was used in [LV07] to prove a similar result in the one-
dimensional case. Furthermore, it has the additional property that if f is “constant” in
the sense that f (x) = Γxyf (y) for any two points x and y, then one has the identity
Rf = Πxf (x) , (3.39)
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where the right hand side is independent of x by assumption. (This wouldn’t be the
case if the second term in (3.38) were absent.) Actually, our construction is related in
spirit to the one given in [Unt10], but it has the advantage of being very straightforward
to analyse.
For Rf as in (3.38), it remains to show that (3.3) holds. Note first that the sec-
ond part of (3.38) defines a smooth function, so that we can discard it. To bound the
remainder, let η be a suitable test function and note that one has the bounds
|〈Sδs,xη, ψn,sy 〉| .
{
2−n
|s|
2
−rnδ−|s|−r if 2−n ≤ δ,
2n
|s|
2 otherwise.
Furthermore, one has of course 〈Sδ
s,xη, ψ
n,s
y 〉 = 0 unless ‖x− y‖s . δ + 2−n. It also
follows immediately from the definition (3.38) that one has the bound
|(Rf −Πxf (x))(ψn,sy )| = |(Πyf (y)−Πxf (x))(ψn,sy )| = |Πy(f (y)− Γyxf (x))(ψn,sy )|
.
∑
β<γ
‖x− y‖γ−βs 2−n
|s|
2
−βn
,
where the proportionality constant is as in (3.3). These bounds are now inserted into
the identity
(Rf −Πxf (x))(Sδs,xη) =
∑
n>0
∑
y∈Λn
s
∑
ψ∈Ψ
(Rf −Πxf (x))(ψn,sy )〈Sδs,xη, ψn,sy 〉 .
For the terms with 2−n ≤ δ, we thus obtain a contribution of the order
δ|s|
∑
2−n≤δ
2n|s|
∑
β<γ
δγ−β2−n
|s|
2
−βn2−n
|s|
2
−rnδ−|s|−r . δγ .
Here, the bound follows from the fact that we have chosen r such that r > |γ| and the
factor δ|s|2n|s| counts the number of non-zero terms appearing in the sum over y. For
the terms with 2−n > δ, we similarly obtain a contribution of∑
2−n>δ
∑
β<γ
δγ−β2−n
|s|
2
−βn2n
|s|
2 . δγ ,
where we used the fact that β < γ ≤ 0. The claim then follows at once.
Remark 3.27 Recall that in Proposition 3.25, the bound on f − ζx depends on K1 but
not on K2. This shows that in the reconstruction theorem, the bound on Rf −Πxf (x)
only depends on the second part of the definition of |||f |||γ;K. This remark will be
important when dealing with singular modelled distributions in Section 6 below.
3.4 The reconstruction theorem for functions
A very important special case is given by the situation in which T contains a copy of
the canonical regularity structure Td,s (write T¯ ⊂ T for the model space associated to
the abstract polynomials) as in Remark 2.23, and where the model (Π,Γ) we consider
yields the canonical polynomial model when restricted to T¯ . We consider the particular
case of the reconstruction theorem applied to elements f ∈ Dγ(V ), where V is a sector
of regularity 0, but such that
V ⊂ T¯ + T+α , (3.40)
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for some α ∈ (0, γ). Loosely speaking, this states that the elements of the model
Π used to describe Rf consist only of polynomials and of functions that are Ho¨lder
regular of order α or more.
This is made more precise by the following result:
Proposition 3.28 Let f ∈ Dγ(V ), where V is a sector as in (3.40). Then, Rf coin-
cides with the function given by
Rf (x) = 〈1, f (x)〉 , (3.41)
and one has Rf ∈ Cα
s
.
Proof. The fact that the function x 7→ 〈1, f (x)〉 belongs to Cα
s
is an immediate conse-
quence of the definitions and the fact that the projection of f onto T¯ belongs to Dα. It
follows immediately that one has∫
Rd
(Rf (x)− 〈1, f (x)〉)ψλy (x) dx . λα ,
from which, by the uniqueness of the reconstruction operator, we deduce that one does
indeed have the identity (3.41).
Another useful fact is the following result showing that once we know that f ∈ Dγ
for some γ > 0, the components of f in T¯k for 0 < k < γ are uniquely determined by
the knowledge of the remaining components. More precisely, we have
Proposition 3.29 If f, g ∈ Dγ with γ > 0 are such that f (x) − g(x) ∈ ⊕0<k<γ T¯k,
then f = g.
Proof. Setting h = f − g, one has Rh = 0 from the uniqueness of the reconstruction
operator. The fact that this implies that h = 0 was already shown in Remark 2.16.
Remark 3.30 In full generality, it is not true that h is completely determined by the
knowledge of Rh. Actually, whether such a determinacy holds or not depends on the
intricate details of the particular model (Π,Γ) that is being considered. However, for
models that are built in a “natural” way from a sufficiently non-degenerate Gaussian
process, it does tend to be the case that Rh fully determines h. See [HP13] for more
details in the particular case of rough paths.
3.5 Consequences of the reconstruction theorem
To conclude this section, we provide a few very useful consequences of the reconstruc-
tion theorem which shed some light on the interplay between Π and Γ. First, we show
that for α > 0, the action of Πx on Tα is completely determined by Γ. In a way, one
can interpret this result as a generalisation of [Lyo98, Theorem 2.2.1].
Proposition 3.31 Let T be a regularity structure, let α > 0, and let (Π,Γ) be a model
for T over Rd with scaling s. Then, the action of Π on Tα is completely determined
by the action of Π on T−α and the action of Γ on Tα. Furthermore, one has the bound
sup
x∈K
sup
δ<1
sup
ϕ∈Br
s,0
sup
a∈Tα
‖a‖≤1
δ−α|(Πxa)(Sδs,xϕ)| ≤ ‖Π‖α;K¯‖Γ‖α;K¯ , (3.42)
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where K¯ denotes the 1-fattening of K as before and r > |minA|. If (Π¯, Γ¯) is a second
model for the same regularity structure, one furthermore has the bound
sup
x∈K
sup
δ;ϕ;a
δ−α|(Πxa− Π¯xa)(Sδs,xϕ)| ≤ ‖Π− Π¯‖α;K¯(‖Γ‖α;K¯ + ‖Γ‖α;K¯)
+ ‖Γ− Γ¯‖α;K¯(‖Π‖α;K¯ + ‖Π¯‖α;K¯) ,
(3.43)
where the supremum runs over the same set as in (3.42).
Proof. For any a ∈ Tα and x ∈ Rd, we define a function fa,x : Rd → T−α by
fa,x(y) = Γyxa− a . (3.44)
It follows immediately from the definitions that fa,x ∈ Dα and that, uniformly over all
a with ‖a‖ ≤ 1, its norm over any domain K is bounded by the corresponding norm of
Γ. Indeed, we have the identity
Γyzfa,x(z)− fa,x(y) = (Γyxa− Γyza)− (Γyxa− a)
= a− Γyza ,
so that the required bound follows from Definition 2.17.
We claim that one then has Πxa = Rfa,x, which depends only on the action of Π
on T−α . This follows from the fact that, for every y ∈ Rd, one has Πxa = ΠyΓyxa, so
that
(Πxa−Πyfa,x(y))(Sλs,yη) = (Πya)(Sλs,yη) . λα‖Π‖α;K¯|||fa,x|||α;K¯
≤ λα‖Π‖α;K¯‖Γ‖α;K¯ , (3.45)
for all suitable test functions η. The claim now follows from the uniqueness part of the
reconstruction theorem. Furthermore, the bound (3.42) is a consequence of (3.45) with
y = x, noting that fa,x(x) = 0.
It remains to obtain the bound (3.43). For this, we consider two models as in the
statement, and we set f¯a,x(y) = Γ¯yxa − a, We then apply the generalised version of
the reconstruction theorem, Proposition 3.25, noting that we are exactly in the situation
that it covers, with ζy = Πyfa,x(y)− Π¯y f¯a,x(y). We then have the identity
ζy − ζz = (Πy(Γyx − I)− Π¯y(Γ¯yx − I))a− (Πz(Γzx − I)− Π¯z(Γ¯zx − I))a
= Πy(Γyz − I)a− Π¯y(Γ¯yz − I)a
= (Πy − Π¯y)(Γyz − I)a+ Π¯y(Γyz − Γ¯yz)a .
It follows that one has the bound
2
n|s|
2 〈ζy − ζz, ϕn,sy 〉 ≤ ‖Π− Π¯‖α;K¯‖Γ‖α;K¯
∑
β<α
‖y − z‖α−β
s
2−βn
+ ‖Γ− Γ¯‖α;K¯‖Π¯‖α;K¯
∑
β<α
‖y − z‖α−βs 2−βn ,
where, in both instances, the sum runs over elements in A. Since we only need to
consider pairs (y, z) such that ‖y − z‖s ≥ 2−n, this does imply the bound (3.30) with
the desired constants, so that the claim follows from Proposition 3.25.
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Another consequence of the reconstruction theorem is that, in order to characterise
a model (Π,Γ) on some sector V ⊂ T , it suffices to know the action of Γxy on V , as
well as the values of (Πxa)(ϕn,sx ) for a ∈ V , x ∈ Λns andϕ the scaling function of some
fixed sufficiently regular multiresolution analysis as in Section 3.1. More precisely, we
have:
Proposition 3.32 A model (Π,Γ) for a given regularity structure is completely deter-
mined by the knowledge of (Πxa)(ϕn,sx ) for x ∈ Λns and n ≥ 0, as well as Γxya for
x, y ∈ Rd.
Furthermore, for every compact set K ⊂ Rd and every sector V , one has the bound
‖Π‖V ;K . (1 + ‖Γ‖V ;K) sup
α∈AV
sup
a∈Vα
sup
n≥0
sup
x∈Λn
s
(K¯)
2αn+
n|s|
2
|(Πxa)(ϕn,sx )|
‖a‖ . (3.46)
Here, we denote by ‖Π‖V ;K the norm given as in Definition 2.17, but where we restrict
ourselves to vectors a ∈ V . Finally, for any two models (Π,Γ) and (Π¯, Γ¯), one has
‖Π− Π¯‖V ;K . (1+ ‖Γ‖V ;K) sup
α∈AV
sup
a∈Vα
sup
n≥0
sup
x∈Λn
s
(K¯)
2αn+
n|s|
2
|(Πxa− Π¯xa)(ϕn,sx )|
‖a‖ .
Proof. Given a ∈ Vα and x ∈ Rd, we define similarly to above a function fax : Rd → V
by fax (y) = Γyxa. (This time α can be arbitrary though.) One then has Πyfax (y) =
ΠyΓyxa = Πxa, so that Rfax = Πxa. On the other hand, the proof of the reconstruc-
tion theorem only makes use of the values (Πxa)(ϕn,sx ) and the function (x, y) 7→ Γxy ,
so that the claim follows.
The bound (3.46), as well as the corresponding bound on Π− Π¯ are an immediate
consequence of Theorem 3.23, noting again that the coefficients Anx only involve eval-
uations of (Πxa)(ϕn,sx ) and the map Γxy .
Although this result was very straightforward to prove, it is very important when
constructing random models for a regularity structure. Indeed, provided that one has
suitable moment estimates, it is in many cases possible to show that the right hand side
of (3.46) is bounded almost surely. One can then make use of this knowledge to define
the distribution Πxa by Rfax via the reconstruction theorem. This is completely analo-
gous to Kolmogorov’s continuity criterion where the knowledge of a random function
on a dense countable subset of Rd is sufficient to define a random variable on the space
of continuous functions on Rd as a consequence of suitable moment bounds. Actually,
the standard proof of Kolmogorov’s continuity criterion is very similar in spirit to the
proof given here, since it also relies on the hierarchical approximation of points in Rd
by points with dyadic coordinates, see for example [RY91].
3.6 Symmetries
It will often be useful to consider modelled distributions that, although they are defined
on all of Rd, are known to obey certain symmetries. Although the extension of the
framework to such a situation is completely straightforward, we perform it here mostly
in order to introduce the relevant notation which will be used later.
Consider some discrete symmetry group S which acts on Rd via isometries Tg. In
other words, for every g ∈ S , Tg is an isometry of Rd and Tgg¯ = Tg ◦ Tg¯. Given a
regularity structure T , we call a map M : S → L0 (where L0 is as in Section 2.4)
an action of S on T if Mg ∈ Aut T for every g ∈ S and furthermore one has the
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identity Mgg¯ = Mg¯ ◦ Mg for any two elements g, g¯ ∈ S . Note that S also acts
naturally on any space of functions on Rd via the identity
(T ⋆g ψ)(x) = ψ(T−1g x) .
With these notations, the following definition is natural:
Definition 3.33 Let S be a group of symmetries of Rd acting on some regularity
structure T . A model (Π,Γ) for T is said to be adapted to the action of S if the
following two properties hold:
• For every test function ψ : Rd → R, every x ∈ Rd, every a ∈ T , and every g ∈ S ,
one has the identity (ΠTgxa)(T ⋆g ψ) = (ΠxMga)(ψ).
• For every x, y ∈ Rd and every g ∈ S , one has the identity MgΓTgxTgy = ΓxyMg .
A modelled distribution f : Rd → T is said to be symmetric if Mgf (Tgx) = f (x) for
every x ∈ Rd and every g ∈ S .
Remark 3.34 One could additionally impose that the norms on the spaces Tα are cho-
sen in such a way that the operatorsMg all have norm 1. This is not essential but makes
some expressions nicer.
Remark 3.35 In the particular case where T contains the polynomial regularity struc-
ture Td,s and (Π,Γ) extends its canonical model, the action Mg of S on the abstract
element X is necessarily given by MgX = AgX , where Ag is the d × d matrix such
that Tg acts on elements of Rd by Tgx = Agx + bg, for some vector bg . This can be
checked by making use of the first identity in Definition 3.33.
The action on elements of the form Xk for an arbitrary multiindex k is then natu-
rally given by Mg(Xk) = (AgX)k =
∏
i(
∑
j A
ij
g Xj)ki .
Remark 3.36 One could have relaxed the first property to the identity (ΠTgxa)(T ⋆g ψ) =
(−1)ε(g)(ΠxMga)(ψ), where ε : S → {±1} is any group morphism. This would then
also allow to treat Dirichlet boundary conditions in domains generated by reflections.
We will not consider this for the sake of conciseness.
Remark 3.37 While Definition 3.33 ensures that the model (Π,Γ) behaves “nicely”
under the action of S , this does not mean that the distributions Πx themselves are
symmetric in the sense that Πx(ψ) = Πx(T ⋆g ψ). The simplest possible example on
which this is already visible is the case where S consists of a subgroup of the transla-
tions. If we take T to be the canonical polynomial structure and M to be the trivial
action, then it is straightforward to verify that the canonical model (Π,Γ) is indeed
adapted to the action of S . Furthermore, f being “symmetric” in this case simply
means that f has a suitable periodicity. However, polynomials themselves of course
aren’t periodic.
Our definitions were chosen in such a way that one has the following result.
Proposition 3.38 Let S be as above, acting on T , let (Π,Γ) be adapted to the ac-
tion of S , and let f ∈ Dγ (for some γ > 0) be symmetric. Then, Rf satisfies
(Rf)(T ⋆g ψ) = (Rf)(ψ) for every test function ψ and every g ∈ S .
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Proof. Take a smooth compactly supported test function ϕ that integrates to 1 and fix
an element g ∈ S . Since Tg is an isometry of Rd, its action is given by Tg(x) =
Agx + bg for some orthogonal matrix Ag and a vector bg ∈ Rd. We then define
ϕg(x) = ϕ(A−1g x), which is a test function having the same properties as ϕ itself.
One then has the identity
ψ(x) = lim
λ→0
∫
Rd
(Sλ
s,yϕ)(x)ψ(y) dy .
Furthermore, this convergence holds not only pointwise, but in every space Ck. As a
consequence of this, combined with the reconstruction theorem, we have
(Rf)(ψ) = lim
λ→0
∫
Rd
(Rf)(Sλs,yϕ)ψ(y) dy = lim
λ→0
∫
Rd
(Πyf (y))(Sλs,yϕ)ψ(y) dy
= lim
λ→0
∫
Rd
(ΠTgyM
−1
g Mgf (Tgy))(T ⋆g Sλs,yϕ)ψ(y) dy
= lim
λ→0
∫
Rd
(Πyf (y))(T ⋆g Sλs,T−1g yϕ) (T
⋆
g ψ)(y) dy
= lim
λ→0
∫
Rd
(Πyf (y))(Sλs,yϕg) (T ⋆g ψ)(y) dy = (Rf)(T ⋆gψ) ,
as claimed. Here, we used the symmetry of f and the adaptedness of (Π,Γ) to obtain
the second line, while we performed a simple change of variables to obtain the third
line.
One particularly nice situation is that when the fundamental domain K of S is
compact in Rd. In this case, provided of course that (Π,Γ) is adapted to the action of
S , the analytical bounds (2.15) automatically hold over all of Rd. The same is true for
the bounds (3.1) if f is a symmetric modelled distribution.
4 Multiplication
So far, our theory was purely descriptive: we have shown that T -valued maps with
a suitable regularity property can be used to provide a precise local description of a
class of distributions that locally look like a given family of “model distributions”. We
now proceed to show that one can perform a number of operations on these modelled
distributions, while still retaining their description as elements in some Dγ .
The most conceptually non-trivial of such operations is of course the multiplication
of distributions, which we address in this section. Surprisingly, even though elements
in Dγ describe distributions that can potentially be extremely irregular, it is possible
to work with them largely as if they consisted of continuous functions. In particular, if
we are given a product ⋆ on T (see below for precise assumptions on ⋆), then we can
multiply modelled distributions by forming the pointwise product
(f ⋆ g)(x) = f (x) ⋆ g(x) , (4.1)
and then projecting the result back to T−γ for a suitable γ.
Definition 4.1 A continuous bilinear map (a, b) 7→ a ⋆ b is a product on T if
• For every a ∈ Tα and b ∈ Tβ , one has a ⋆ b ∈ Tα+β .
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• One has 1 ⋆ a = a ⋆ 1 = a for every a ∈ T .
Remark 4.2 In all of the situations considered later on, the product ⋆ will furthermore
be associative and commutative. However, these properties do not seem to be essential
as far as the abstract theory is concerned.
Remark 4.3 What we mean by “continuous” here is that for any two indices α, β ∈ A,
the bilinear map ⋆ : Tα × Tβ → Tα+β is continuous.
Remark 4.4 If V1 and V2 are two sectors of T and ⋆ is defined as a bilinear map on
V1 × V2, we can always extend it to T by setting a ⋆ b = 0 if either a belongs to the
complement of V1 or b belongs to the complement of V2.
Remark 4.5 We could have slightly relaxed the first assumption by allowing a ⋆ b ∈
T+α+β . However, the current formulation appears more natural in the context of inter-
preting elements of the spaces Tα as “homogeneous elements”.
Ideally, one would also like to impose the additional property that Γ(a⋆b) = (Γa)⋆
(Γb) for every Γ ∈ G and every a, b ∈ T . Indeed, assume for a moment that Πx takes
values in some function space and that the operation ⋆ represents the actual pointwise
product between two functions, namely
Πx(a ⋆ b)(y) = (Πxa)(y) (Πxb)(y) . (4.2)
In this case, one has the identity
ΠxΓxy(a ⋆ b) = Πy(a ⋆ b) = (Πya) (Πyb) = (ΠxΓxya) (ΠxΓxyb)
= Πx(Γxya ⋆ Γxyb) .
In many cases considered in this article however, the model space T is either finite-
dimensional or, even though it is infinite-dimensional, some truncation still takes place
and one cannot expect (4.2) to hold exactly. Instead, the following definition ensures
that it holds up to an error which is “of order γ”.
Definition 4.6 Let T be a regularity structure, let V and W be two sectors of T , and
let ⋆ be a product on T . The pair (V,W ) is said to be γ-regular if Γ(a⋆b) = (Γa)⋆(Γb)
for every Γ ∈ G and for every a ∈ Vα and b ∈ Wβ such that α + β < γ and every
Γ ∈ G.
We say that (V,W ) is regular if it is γ-regular for every γ. In the case V = W , we
say that V is (γ-)regular if this is true for the pair (V, V ).
The aim of this section is to demonstrate that, provided that a pair of sectors is
γ-regular for some γ > 0, the pointwise product between modelled distributions in
these sectors yields again a modelled distribution. Throughout this section, we assume
that V and W are two sectors of regularities α1 and α2 respectively. We then have the
following:
Theorem 4.7 Let (V,W ) be a pair of sectors with regularities α1 and α2 respectively,
let f1 ∈ Dγ1(V ) and f2 ∈ Dγ2(W ), and let γ = (γ1+α2)∧ (γ2+α1). Then, provided
that (V,W ) is γ-regular, one has f1 ⋆ f2 ∈ Dγ(T ) and, for every compact set K, the
bound
|||f1 ⋆ f2|||γ;K . |||f1|||γ1;K|||f2|||γ2;K(1 + ‖Γ‖γ1+γ2;K)2 ,
holds for some proportionality constant only depending on the underlying structure T .
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Remark 4.8 If we denote as before by Dγα an element of Dγ(V ) for some sector V of
regularity α, then Theorem 4.7 can loosely be stated as
f1 ∈ Dγ1α1 & f2 ∈ Dγ2α2 ⇒ f1 ⋆ f2 ∈ Dγα ,
where α = α1 + α2 and γ = (γ1 + α2) ∧ (γ2 + α1). This statement appears to be
slightly misleading since it completely glosses over the assumption that the pair (V,W )
be γ-regular. However, at the expense of possibly extending the regularity structure T
and the model (Π,Γ), we will see in Proposition 4.11 below that it is always possible
to ensure that this assumption holds, albeit possibly in a non-canonical way.
Remark 4.9 The proof of this result is a rather straightforward consequence of our
definitions, combined with standard algebraic manipulations. It has nontrivial conse-
quences mostly when combined with the reconstruction theorem, Theorem 3.10.
Proof of Theorem 4.7. Note first that since we are only interested in showing that f1 ⋆
f2 ∈ Dγ , we discard all of the components in T+γ . (See also Remark 3.2.) As a
consequence, we actually consider the function given by
f (x) def= (f1 ⋆γ f2)(x) def=
∑
m+n<γ
Qmf1(x) ⋆Qnf2(x) . (4.3)
It then follows immediately from the properties of the product that
‖f1 ⋆γ f2‖γ;K . ‖f1‖V ;K‖f2‖W ;K ,
where the proportionality constant depends only on γ and T , but not on K.
From now on we will assume that |||f1|||V ;K ≤ 1 and |||f2|||W ;K ≤ 1, which is not a
restriction by bilinearity. It remains to obtain a bound on
Γxy(f1 ⋆γ f2)(y)− (f1 ⋆γ f2)(x) .
Using the triangle inequality and recalling that Qℓ(f1 ⋆γ f2) = Qℓ(f1 ⋆ f2) for γ < ℓ,
we can write
‖Γxyf (y)− f (x)‖ℓ ≤ ‖Γxy(f1 ⋆γ f2)(y)− (Γxyf1(y)) ⋆ (Γxyf2(y))‖ℓ
+ ‖(Γxyf1(y)− f1(x)) ⋆ (Γxyf2(y)− f2(x))‖ℓ
+ ‖(Γxyf1(y)− f1(x)) ⋆ f2(x)‖ℓ
+ ‖f1(x) ⋆ (Γxyf2(y)− f2(x))‖ℓ . (4.4)
It follows from (4.3) and the definition of (V,W ) being γ-regular that for the first term,
one has the identity
Γxyf (y)− (Γxyf1(y)) ⋆ (Γxyf2(y)) = −
∑
m+n≥γ
(ΓxyQmf1(y)) ⋆ (ΓxyQnf2(y)) .
(4.5)
Furthermore, one has
‖(ΓxyQmf1(y)) ⋆ (ΓxyQnf2(y))‖ℓ .
∑
β1+β2=ℓ
‖ΓxyQmf1(y)‖β1‖ΓxyQnf2(y)‖β2
.
∑
β1+β2=ℓ
‖Γ‖2γ1+γ2;K‖x− y‖m+n−β1−β2s
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. ‖Γ‖2γ1+γ2;K‖x− y‖γ−ℓs (4.6)
where we have made use of the facts that m+ n ≥ γ and that ‖x− y‖s ≤ 1.
It follows from the properties of the product ⋆ that the second term in (4.4) is
bounded by a constant times∑
β1+β2=ℓ
‖Γxyf1(y)− f1(x)‖β1‖Γxyf2(y)− f2(x)‖β2
.
∑
β1+β2=ℓ
‖x− y‖γ1−β1s ‖x− y‖γ2−β2s . ‖x− y‖γ1+γ2−ℓs .
The third term is bounded by a constant times∑
β1+β2=ℓ
‖Γxyf1(y)−f1(x)‖β1‖f2(x)‖β2 . ‖x−y‖γ1−β1s 1β2≥α2 . ‖x−y‖γ1+α2−ℓs ,
where the second inequality uses the identity β1 + β2 = ℓ. The last term is bounded
similarly by reversing the roles played by f1 and f2.
In applications, one would also like to have suitable continuity properties of the
product as a function of its factors. By bilinearity, it is of course straightforward to
obtain bounds of the type
‖f1 ⋆ f2 − g1 ⋆ g2‖γ;K . ‖f1 − g1‖γ1;K‖f2‖γ2;K + ‖f2 − g2‖γ2;K‖g1‖γ1;K ,
|||f1 ⋆ f2 − g1 ⋆ g2|||γ;K . |||f1 − g1|||γ2;K|||f2|||γ2;K + |||f2 − g2|||γ2;K|||g1|||γ1;K ,
provided that both fi and gi belong to Dγi with respect to the same model. Note also
that as before the proportionality constants implicit in these bounds depend on the size
of Γ in the domain K. However, one has also the following improved bound:
Proposition 4.10 Let (V,W ) be as above, let (Π,Γ) and (Π¯, Γ¯) be two models for T ,
and let f1 ∈ Dγ1 (V ; Γ), f2 ∈ Dγ2 (W ; Γ), g1 ∈ Dγ1(V ; Γ¯), and g2 ∈ Dγ2(W ; Γ¯).
Then, for every C > 0, one has the bound
|||f1 ⋆ f2; g1 ⋆ g2|||γ;K . |||f1; g1|||γ1;K + |||f2; g2|||γ2;K + ‖Γ− Γ¯‖γ1+γ2;K ,
uniformly over all fi and gi with |||fi|||γi;K+ |||gi|||γi;K ≤ C, as well as models satisfying
‖Γ‖γ1+γ2;K + ‖Γ¯‖γ1+γ2;K ≤ C. Here, the proportionality constant depends only on
C.
Proof. As before, our aim is to bound the components in Tℓ for ℓ < γ of the quantity
f1(x) ⋆ f2(x)− g1(x) ⋆ g2(x)− Γxy(f1 ⋆γ f2)(y) + Γ¯xy(g1 ⋆γ g2)(y) .
First, as in the proof of Theorem 4.7, we would like to replace Γxy(f1 ⋆γ f2)(y) by
Γxyf1(y) ⋆ Γxyf2(y) and similarly for the corresponding term involving the gi. This
can be done just as in (4.6), which yields a bound of the order
(‖Γ− Γ¯‖γ1+γ2;K + ‖f1 − g1‖γ1;K + ‖f2 − g2‖γ2;K)‖x− y‖γ−ℓs ,
as required. We rewrite the remainder as
f1(x) ⋆ f2(x)− g1(x) ⋆ g2(x)− Γxyf1(y) ⋆ Γxyf2(y) + Γ¯xyg1(y) ⋆ Γ¯xyg2(y)
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= (f1(x)− g1(x)− Γxyf1(y) + Γ¯xyg1(y)) ⋆ f2(x)
+ Γxyf1(y) ⋆ (f2(x)− g2(x)− Γxyf2(y) + Γ¯xyg2(y))
+ Γ¯xy(g1(y)− f1(y)) ⋆ (Γ¯xyg2(y)− g2(x))
+ (Γ¯xyf1(y)− Γxyf1(y)) ⋆ (Γ¯xyg2(y)− g2(x))
+ (g1(y)− Γ¯xyg1(y)) ⋆ (f2(x)− g2(x))
def
= T1 + T2 + T3 + T4 + T5 . (4.7)
It follows from the definition of |||·; ·|||γ1;K that we have the bound
‖T1‖ℓ . |||f1; g1|||γ1;K
∑
m+n=ℓ
m≥α1;n≥α2
‖x− y‖γ1−ms .
(As usual, sums are performed over exponents in A.) Since the largest possible value
for m is equal to ℓ − α2, this is the required bound. A similar bound on T2 follows in
virtually the same way. The term T3 is bounded by
‖T3‖ℓ . ‖f1 − g1‖γ1;K
∑
m+n=ℓ
m≥α1;n≥α2
‖x− y‖γ2−ns .
Again, the largest possible value for n is given by ℓ−α1, so the required bound follows.
The bound on T4 is obtained in a similar way, replacing ‖f1− g1‖γ1;K by ‖Γ− Γ¯‖γ1;K.
The last term T5 is very similar to T3 and can be bounded in the same fashion, thus
concluding the proof.
As already announced earlier, the regularity condition on (V,W ) can always be
satisfied by possibly extending our regularity structure. However, at this level of gener-
ality, the way of extending T and (Π,Γ) can of course not be expected to be canonical!
In practice, one would have to identify a “natural” extension, which can potentially re-
quire a great deal of effort. Our abstract result however is:
Proposition 4.11 Let T be a regularity structure such that each of the Tα is finite-
dimensional, let (V,W ) be two sectors of T , let (Π,Γ) be a model for T , and let
γ ∈ R. Then, it is always possible to find a regularity structure T¯ containing T and
a model (Π¯, Γ¯) for T¯ extending (Π,Γ), such that the pair (ιV, ιW ) is γ-regular in T¯ .
Proof. It suffices to consider the situation where there exist α and β in A such that
(V,W ) is (α+ β)-regular but ⋆ isn’t yet defined on Vα and Wβ . In such a situation, we
build the required extension as follows. First, extend the action of G to T ⊕ (Vα⊗Wβ)
by setting
Γ(a⊗ b) def= Γa ⋆¯ Γb , a ∈ Vα , b ∈Wβ , Γ ∈ G , (4.8)
where ⋆¯ is defined on Vα ×Wβ by a ⋆¯ b = a⊗ b. (Outside of Vα ×Wβ , we simply set
⋆¯ = ⋆.) Then, consider some linear equivalence relation∼ on Tα+β ⊕ (Vα⊗Wβ) such
that
a ∼ b ⇒ Γa− a = Γb− b ∀Γ ∈ G , (4.9)
and such that no two elements in Tα+β are equivalent. (Note that the implication only
goes from left to right. In particular, it is always possible to take for ∼ the trivial
relation under which no two distinct elements are equivalent. However, allowing for
non-trivial equivalence relations allows to impose additional algebraic properties, like
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the commutativity of ⋆¯ or Leibniz’s rule.) Given such an equivalence relation, we now
define T¯ = (A¯, T¯ , G¯) by setting
A¯ = A ∪ {α+ β} , T¯α+β = (Tα+β ⊕ (Vα ⊗Wβ))/ ∼ .
For γ 6= α + β, we simply set T¯γ = Tγ . Furthermore, we use ⋆¯ as the product in T¯
which, by construction, coincides with ⋆, except on Tα ⊗ Tβ . Finally, the group G¯ is
identical to G as an abstract group, but each element of G is extended to T¯α+β in the
way described above. Property (4.9) ensures that this is well-defined in the sense that
the action of G on different elements of an equivalence class of ∼ is compatible.
It remains to extend (Π,Γ) to a model (Π¯, Γ¯) for T¯ as an abstract group element,
with its action on T¯ given by (4.8). For Γ¯, we simply set Γ¯xy = Γxy . The definition
(4.9) then ensures that the bound (2.15) for Γ also holds for elements in T¯α+β . Regard-
ing Π¯, since T¯α+β still contains Tα+β as a subspace, it remains to define it on some
basis of the complement of Tα+β in T¯α+β . For each such basis vector a, we can then
proceed as in Proposition 3.31 to construct Πxa for some (and therefore all) x ∈ Rd.
More precisely, we define Πxa by Πxa = Rfa,x with fa,x as in (3.44), where R is
the reconstruction operator given in the proof of Theorem 3.10. In case α + β ≤ 0,
the choice of R is not unique and we explicitly make the choice given in (3.38) for
a suitable wavelet basis. This definition then implies for any two points x and z the
identity
ΠzΓzxa−Πxa = Πza−Πxa+Πz(Γzxa− a) = R(fa,z − fa,x) + Πz(Γzxa− a) ,
where we used the linearity of R. Note now that (fa,z − fa,x)(y) = Γyz(a − Γzxa),
so that we are precisely in the situation of (3.39). This shows that our construction
guarantees that R(fa,z − fa,x) = −Πz(Γzxa − a), so that the algebraic identity
ΠzΓzxa = Πxa holds for any two points, as required. The required analytical bounds
on Πxa on the other hand are an immediate consequence of Theorem 3.10.
As a byproduct of our construction and of Proposition 3.31, we see that the exten-
sion is essentially unique if α+β > 0, but that there is considerable freedom whenever
α+ β ≤ 0.
Remark 4.12 At this stage one might wonder what the meaning of R(f1 ⋆ f2) is in
situations where the distributions Rf1 and Rf2 cannot be multiplied in any “classi-
cal” sense. In general, this strongly depends on the choice of model and of regularity
structure. However, we will see below that in cases where the model was built using
a natural renormalisation procedure and the fi are obtained as solutions to some fixed
point problem, it is usually possible to interpret R(f1 ⋆ f2) as the weak limit of some
(possibly quite non-trivial) expression involving the fi’s.
Remark 4.13 In situations where a model happens to consist of continuous functions
such that one has indeed Πx(a ⋆ b)(y) = (Πxa)(y)(Πxb)(y), it follows from Re-
mark 3.15 that one has the identity R(f1 ⋆ f2) = Rf1Rf2. In some situations,
it may thus happen that there are natural approximating models and approximating
functions such that Rf1 = limε→0Rεf1;ε (and similarly for f2) and R(f1 ⋆ f2) =
limε→0(Rεf1;ε)(Rεf2;ε). See for example Section 4.4, as well as [CQ02, FV10a].
However, this need not always be the case. As we have already seen in Section 2.4,
the formalism is sufficiently flexible to allow for products that encode some renormali-
sation procedure, which is actually the main purpose of this theory.
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4.1 Classical multiplication
We are now able to give a rather straightforward application of this theory, which can be
seen as a multidimensional analogue of Young integration. In the case of the Euclidean
scaling, this result is of course well-known, see for example [BCD11].
Proposition 4.14 Forα, β ∈ R, the map (f, g) 7→ f ·g extends to a continuous bilinear
map from Cαs (Rd) × Cβs (Rd) to Cα∧βs (Rd) if α + β > 0. Furthermore, if α 6∈ N, then
this condition is also necessary.
Remark 4.15 More precisely, if K is a compact subset of Rd and K¯ its 1-fattening,
then there exists a constant C such that
‖f · g‖(α∧β);K ≤ C‖f‖α;K¯ ‖g‖β;K¯ , (4.10)
for any two smooth functions f and g.
Proof. The necessity of the condition α+ β > 0 is straightforward. Fixing a compact
set K ⊂ Rd and assuming that α + β ≤ 0 (or the corresponding strict inequality for
integer values), it suffices to exhibit a sequence of Cr functions fn, gn ∈ C(K) (with
r > max{|α|, |β|}) such that {fn} is bounded in Cαs (K), gn is bounded in Cβs (K), and
〈fn, gn〉 → ∞, where 〈·, ·〉 denotes the usual L2-scalar product. This is because, since
fn and gn are supported in K, one can easily find a smooth compactly supported test
function ϕ such that 〈fn, gn〉 = 〈ϕ, fngn〉.
A straightforward modification of [Mey92, Thm 6.5] shows that the characterisa-
tion of Proposition 3.20 for f ∈ C(K) to belong to Cαs is also valid for α ∈ R+\N (since
f is compactly supported, there are no boundary effects). The required counterexample
can then easily be constructed by setting for example
fn =
n∑
k=0
1√
k
∑
x∈Λsk∩K¯
2−k
|s|
2
−αkψk,sx ,
and similarly for gn with α replaced by β. Here, K¯ ⊂ K is such that the support of each
of the ψk,sx is indeed in K. (One may have to start the sum from some k0 > 0.) Noting
that limn→∞〈fn, gn〉 =∞ as soon as α+ β ≤ 0, this is the required counterexample.
Combining Theorem 4.7 and the reconstruction theorem, Theorem 3.10, we can
give a short and elegant proof of the sufficiency of α + β > 0 that no longer makes
any reference to wavelet analysis. Assume from now on that ξ ∈ Cαs for some α < 0
and that f ∈ Cβs for some β > |α|. By bilinearity, we can also assume without loss
of generality that the norms appearing in the right hand side of (4.10) are bounded by
1. We then build a regularity structure T in the following way. For the set A, we take
A = N∪ (N+α). For T , we set T = V ⊕W , where each of the sectors V and W is a
copy of Td,s, the canonical model. We also choose Γ as in the canonical model, acting
simultaneously on each of the two instances.
As before, we denote by Xk the canonical basis vectors in V . We also use the
suggestive notation “ΞXk” for the corresponding basis vector in W , but we postulate
that ΞXk ∈ Tα+|k|s rather than ΞXk ∈ T|k|s . With this notation at hand, we also
define the product ⋆ between V and W by the natural identity
(ΞXk) ⋆ (Xℓ) = ΞXk+ℓ .
It is straightforward to verify that, with this product, the pair (V,W ) is regular.
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Finally, we define a map J : Cα
s
→ MT given by J : ξ 7→ (Πξ,Γ), where Γ is as in
the canonical model, while Πξ acts as
(ΠξxX
k)(y) = (y − x)k , (ΠξxΞXk)(y) = (y − x)kξ(y) ,
with the obvious abuse of notation in the second expression. It is then straightforward
to verify that Πy = Πx ◦ Γxy and that the map J is Lipschitz continuous.
Denote now byRξ the reconstruction map associated to the model J(ξ) and, for u ∈
Cβs , denote by Tβu as in (2.6) the unique element in Dβ(V ) such that 〈1, (Tβu)(x)〉 =
u(x). Note that even though the space Dβ (V ) does in principle depend on the choice
of model, in our situation it is independent of ξ for every model J(ξ). Since, when
viewed as a W -valued function, one has Ξ ∈ D∞(W ), one has Tβu ⋆ Ξ ∈ Dα+β by
Theorem 4.7. We now consider the map
B(u, ξ) = Rξ(Tβu ⋆ Ξ) .
By Theorem 3.10, combined with the continuity of J , this is a jointly continuous map
from Cβs × Cαs into Cαs , provided that α+ β > 0. If ξ happens to be a smooth function,
then it follows immediately from Remark 3.15 that B(u, ξ) = u(x)ξ(x), so that B is
indeed the requested continuous extension of the product.
4.2 Composition with smooth functions
In general, it makes no sense to compose elements f ∈ Dγ with arbitrary smooth
functions. In the particular case when f ∈ Dγ(V ) for a function-like sector V however,
this is possible. Throughout this subsection, we decompose elements a ∈ V as a =
a¯1 + a˜, with a˜ ∈ T+0 and a¯ = 〈1, a〉. (This notation is suggestive of the fact that a˜
encodes the small-scale fluctuations of Πxa near x.) We denote by ζ > 0 the smallest
non-zero value such that Vζ 6= 0, so that one actually has a˜ ∈ T+ζ .
Given a function-like sector V and a smooth function F : Rn → R, we lift F to a
function Fˆ : V n → V by setting
Fˆ (a) =
∑
k
DkF (a¯)
k!
a˜⋆k , (4.11)
where the sum runs over all possible multiindices. Here, a = (a1, . . . , an) with ai ∈ V
and, for an arbitrary multiindex k = (k1, . . . , kn), we used the shorthand notation
a˜⋆k = a˜⋆k11 ⋆ . . . ⋆ a˜
⋆kn
d ,
with the convention that a˜⋆0 = 1.
In order for this definition to make any sense, the sector V needs of course to be
endowed with a product ⋆ which also leaves V invariant. In principle, the sum in (4.11)
looks infinite, but by the properties of the product ⋆, we have a˜⋆k ∈ T+|k|ζ . Since
ζ is strictly positive, only finitely many terms in (4.11) contribute at each order of
homogeneity, so that Fˆ (a) is well-defined as soon as F ∈ C∞. The main result in this
subsection is given by:
Theorem 4.16 Let V be a function-like sector of some regularity structure T , let ζ >
0 be as above, let γ > 0, and let F ∈ Cκ(Rk,R) for some κ ≥ γ/ζ ∨ 1. Assume
furthermore that V is γ-regular. Then, for any f ∈ Dγ(V ), the map Fˆγ(f ) defined by
Fˆγ(f )(x) = Q−γ Fˆ (f (x)) ,
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again belongs to Dγ(V ). If one furthermore has F ∈ Cκ(Rk,R) for κ ≥ (γ/ζ ∨ 1)+1,
then the map f 7→ Fˆ (f ) is locally Lipschitz continuous in the sense that one has the
bounds
‖Fˆγ(f )− Fˆγ(g)‖γ;K . ‖f − g‖γ;K , |||Fˆγ(f )− Fˆγ(g)|||γ;K . |||f − g|||γ;K , (4.12)
for any compact set K ⊂ Rd, where the proportionality constant in the first bound is
uniform over all f , g with ‖f‖γ;K+‖g‖γ;K ≤ C, while in the second bound it is uniform
over all f , g with |||f |||γ;K + |||g|||γ;K ≤ C, for any fixed constant C. We furthermore
performed a slight abuse of notation by writing again ‖f‖γ;K (for example) instead of∑
i≤n ‖fi‖γ;K.
Proof. From now on we redefine ζ so that ζ = γ in the case when A contains no index
between 0 and γ. In this case, our original condition κ ≥ γ/ζ ∨ 1 reads simply as
κ ≥ γ/ζ.
Let L = ⌊γ/ζ⌋, which is the length of the largest multiindex appearing in (4.11)
which still yields a contribution to T−γ . Writing b(x) = Q−γ Fˆ (f (x)), we aim to find
a bound on Γyxb(x) − b(y). It follows from a straightforward generalisation of the
computation from Theorem 4.7 that
Γyxb(x) =
∑
|k|≤L
DkF (f¯ (x))
k!
Γyx(Q−γ f˜ (x)⋆k)
=
∑
|k|≤L
DkF (f¯ (x))
k!
(Γyxf˜ (x))⋆k +R1(x, y) ,
with a remainder term R1 such that ‖R1(x, y)‖β . ‖x− y‖γ−βs , for all β < γ. Since
Γyx1 = 1, we can furthermore write
Γyxf˜ (x) = Γyxf (x)− f¯ (x)1 = f˜ (y) + (f¯ (y)− f¯ (x))1 +Rf (x, y) ,
where, by the assumption on f , the remainder term Rf again satisfies the bound
‖Rf (x, y)‖β . ‖x − y‖γ−βs for all β < γ. Combining this with the bound we al-
ready obtained, we get
Γyxb(x) =
∑
|k|≤L
DkF (f¯ (x))
k!
(f˜ (y) + (f¯ (y)− f¯ (x))1)⋆k +R2(x, y) , (4.13)
with
‖R2(x, y)‖β . ‖x− y‖γ−βs ,
for all β < γ as above. We now expand DkF around f¯ (y), yielding
DkF (f¯ (x)) =
∑
|k+ℓ|≤L
Dk+ℓF (f¯ (y))
ℓ!
(f¯ (x)− f¯ (y))ℓ +O(‖x− y‖γ−|k|ζs ) , (4.14)
where we made use of the fact that |f¯ (x)− f¯ (y)| . ‖x − y‖ζs by the definition of Dγ ,
and the fact that F is Cγ/ζ by assumption. Similarly, we have the bound
‖(f˜ (y) + (f¯ (y)− f¯ (x))1)⋆k‖β . ‖x− y‖ζ|k|−βs , (4.15)
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so that, combining this with (4.13) and (4.14), we obtain the identity
Γyxb(x) =
∑
|k+ℓ|≤L
Dk+ℓF (f¯ (y))
k!ℓ!
(f˜ (y)+ (f¯(y)− f¯(x))1)⋆k(f¯ (x)− f¯ (y))ℓ+R3(x, y) ,
(4.16)
where R3 is again a remainder term satisfying the bound
‖R3(x, y)‖β . ‖x− y‖γ−βs . (4.17)
Using the generalised binomial identity, we have
∑
k+ℓ=m
1
k!ℓ!
(f˜ (y) + (f¯ (y)− f¯ (x))1)⋆k(f¯ (x)− f¯ (y))ℓ = f˜ (y)
⋆m
m!
,
so that the component in T−γ of the first term in the right hand side of (4.16) is precisely
equal to the component in T−γ of b(y). Since the remainder satisfies (4.17), this shows
that one does indeed have b ∈ Dγ(V ).
The first bound in (4.12) is immediate from the definition (4.11), as well as the fact
that the assumption implies the local Lipschitz continuity of DkF for every |k| ≤ L.
The second bound is a little more involved. One way of obtaining it is to first define
h = f − g and to note that one then has the identity
Fˆ (f (x))− Fˆ (g(x)) =
∑
k,i
∫ 1
0
Dk+eiF (g¯(x) + th¯(x))
k!
(g˜(x) + th˜(x))⋆kh¯i(x) dt
+
∑
k,i
∫ 1
0
DkF (g¯(x) + th¯(x))
k!
ki(g˜(x) + th˜(x))⋆(k−ei )h˜i(x) dt
=
∑
k,i
∫ 1
0
Dk+eiF (g¯(x) + th¯(x))
k!
(g˜(x) + th˜(x))⋆khi(x) dt .
Here, k runs over all possible multiindices and i takes the values 1, . . . , n. We used
the notation ei for the ith canonical multiindex. Note also that our way of writing the
second term makes sense since, whenever ki = 0 so that k − ei isn’t a multiindex
anymore, it vanishes thanks to the prefactor ki.
From this point on, the calculation is virtually identical to the calculation already
performed previously. The main differences are that F appears with one more deriva-
tive and that every term always appears with a prefactor h, which is responsible for the
bound proportional to |||h|||γ;K.
4.3 Relation to Hopf algebras
Structures like the one of Definition 4.6 must seem somewhat familiar to the reader
used to the formalism of Hopf algebras [Swe69]. Indeed, there are several natural
instances of regularity structures that are obtained from a Hopf algebra (see for example
Section 4.4 below). This will also be useful in the context of the kind of structures
arising when solving semilinear PDEs, so let us quickly outline this construction.
Let H be a connected, graded, commutative Hopf algebra with product ⋆ and a
compatible coproduct ∆ so that ∆(f ⋆ g) = ∆f ⋆ ∆g. We assume that the grading
is indexed by Zd+ for some d ≥ 1, so that H =
⊕
k∈Zd
+
Hk, and that each of the
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Hk is finite-dimensional. The grading is assumed to be compatible with the product
structures, meaning that
⋆ : Hk ⊗Hℓ → Hk+ℓ , ∆: Hk →
⊕
ℓ+m=k
Hℓ ⊗Hm . (4.18)
Furthermore, H0 is spanned by the unit 1 (this is the definition of connectedness), the
antipode A maps Hk to itself for every k, and the counit 1∗ is normalised so that
〈1∗, 1〉 = 1.
The dual H⋆ = ⊕k∈Zd
+
H∗k is then again a graded Hopf algebra with a product ◦
given by the adjoint of ∆ and a coproduct ∆⋆ given by the adjoint of ⋆. (Note that
while ⋆ is assumed to be commutative, ◦ is definitely not in general!) By (4.18), both
◦ and ∆⋆ respect the grading ofH⋆. There is a natural action Γ ofH⋆ ontoH given by
the identity
〈ℓ,Γgf〉 = 〈ℓ ◦ g, f〉 , (4.19)
valid for all ℓ, g ∈ H⋆ and all f ∈ H. An alternative way of writing this is
Γgf = (1⊗ g)∆f , (4.20)
where we view g as a linear operator fromH to R. It follows easily from (4.18) that, if
g and f are homogeneous of degrees dg and df respectively, then Γgf is homogeneous
of degree df − dg , provided that df − dg ∈ Zd+. If not, then one necessarily has
Γgf = 0.
Remark 4.17 Another natural action of H⋆ onto H would be given by
〈ℓ, Γ¯gf〉 = 〈(A⋆g) ◦ ℓ, f〉 ,
where, A⋆, the adjoint of A, is the antipode for H⋆. Since it is an antihomomorphism,
one has indeed the required identity Γ¯g1 Γ¯g2 = Γ¯g1◦g2 .
Since we assumed that ⋆ is commutative, it follows from the Milnor-Moore theorem
[MM65] that H⋆ is the universal enveloping algebra of P (H⋆), the set of primitive
elements of H⋆ given by
P (H⋆) = {g ∈ H⋆ : ∆⋆g = 1⋆ ⊗ g + g ⊗ 1⋆} .
Using the fact that the coproduct ∆⋆ is an algebra morphism, it is easy to check that
P (H⋆) is indeed a Lie algebra with bracket given by [g1, g2] = g1 ◦ g2 − g2 ◦ g1. This
yields in a natural way a Lie group G ⊂ H⋆ given by G = exp(P (H⋆)). It turns out
(see [Swe67]) that this Lie group has the very useful property that
∆⋆(g) = g ⊗ g , ∀g ∈ G .
As a consequence, it is straightforward to verify that one has the remarkable identity
Γg(f1 ⋆ f2) = (Γgf1) ⋆ (Γgf2) , (4.21)
valid for every g ∈ G. This is nothing but an exact version of the regularity requirement
of Definition 4.6! Note also that (4.21) is definitely not true for arbitrary elements
g ∈ H⋆.
All this suggests that a very natural way of constructing a regularity structure is
from a graded commutative Hopf algebra. The typical set-up will then be to fix scaling
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exponents {αi}di=1 and to write 〈α, k〉 =
∑d
i=1 αik1 for any index k ∈ Zd+. We then
set
A = {〈α, k〉 : k ∈ Zd+} , Tγ =
⊕
〈α,k〉=γ
Hk .
With this notation at hand, we have:
Lemma 4.18 In the setting of this subsection, (A, T,G) is a regularity structure, with
G acting on T via Γ. Furthermore, T equipped with the product ⋆ is regular.
Proof. In view of (4.21), the only property that remains to be shown is that Γga− a ∈
T−γ for a ∈ Tγ .
It is easy to show that P (H⋆) has a basis consisting of homogeneous elements and
that these belong to H⋆k for some k 6= 0. (Since ∆⋆1⋆ = 1⋆ ⊗ 1⋆.) As a consequence,
for a ∈ Tγ , g ∈ P (H⋆), and n > 0, we have Γgna ∈ Tβ for some β < γ. Since every
element of G is of the form exp(g) for some g ∈ P (H⋆) and since g 7→ Γg is linear,
one has indeed Γga− a ∈ T−γ .
Remark 4.19 The canonical regularity structure is an example of a regularity structure
that can be obtained via this construction. Indeed, a natural dual to the space H of
polynomials in d indeterminates is given by the space H⋆ of differential operators
over Rd with constant coefficients, which does itself come with a natural commutative
product given by the composition of operators. (Here, the word “differential operator”
should be taken in a somewhat loose sense since it consists in general of an infinite
power series.) Given such a differential operator L and an (abstract) polynomial P , a
natural duality pairing 〈L, P 〉 is given by applying L to P and evaluating the resulting
polynomial at the origin. Somewhat informally, one sets
〈L, P 〉 = (LP )(0) .
The action Γ described in (4.19) is then given by simply applying L to P :
ΓLP = LP .
It is indeed obvious that (4.19) holds in this case. The space of primitives of H⋆ then
consists of those differential operators that satisfy Leibniz’s rule, which are of course
precisely the first-order differential operators. The group-like elements consist of their
exponentials, which act on polynomials indeed precisely as the group of translations
on Rd.
4.4 Rough paths
A prime example of a regularity structure on R that is quite different from the canonical
structure of polynomials is the structure associated to E-valued geometric rough paths
of class Cγ for some γ ∈ (0, 1], and some Banach space E. For an introduction to the
theory of rough paths, see for example the monographs [LQ02, LCL07, FV10b] or the
original article [Lyo98]. We will see in this section that, given a Banach space E, we
can associate to it in a natural way a regularity structure RγE which describes the space
of E-valued rough paths. The regularity index γ will only appear in the definition of
the index set A. Given such a structure, the space of rough paths with regularity γ turns
out to be nothing but the space of models for RγE .
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Setting A = γN, we take for T the tensor algebra built upon E∗, the topological
dual of E:
T =
∞⊕
k=0
Tkγ , Tkγ = (E
∗)
⊗k
, (4.22)
where (E∗)⊗0 = R. The choice of tensor product on E and E∗ does not matter in
principle, as long as we are consistent in the sense that (E⊗k)∗ = (E∗)⊗k for every k.
We also introduce the space T⋆ (which is the predual of T ) as the tensor algebra built
from E, namely T⋆ = T ((E)).
Remark 4.20 One would like to write again T⋆ =
⊕∞
k=0 E
⊗k
. However, while we
consider for T finite linear combinations of elements in the spaces Tkγ , for T⋆, it will
be useful to allow for infinite linear combinations.
Both T and T⋆ come equipped with a natural product. On T⋆, it will be natural
to consider the tensor product ⊗, which will be used to define G and its action on T .
The space T also comes equipped with a natural product, the shuffle product, which
plays in this context the role that polynomial multiplication played for the canonical
regularity structures. Recall that, for any alphabetW , the shuffle product is defined
on the free algebra overW by considering all possible ways of interleaving two words
in ways that preserve the original order of the letters. In our context, if a, b and c are
elements of E∗, we set for example
(a⊗ b) (a⊗ c) = a⊗ b⊗ a⊗ c+2a⊗ a⊗ b⊗ c+2a⊗ a⊗ c⊗ b+ a⊗ c⊗ a⊗ b .
Regarding the group G, we then perform the following construction. For any two
elements a, b ∈ T⋆, we define their “Lie bracket” by
[a, b] = a⊗ b− b⊗ a .
We then define L ⊂ T⋆ as the (possibly infinite) linear combinations of all such brack-
ets, and we set G = exp(L) ⊂ T⋆, with the group operation given by the tensor product
⊗. Here, for any element a ∈ T⋆, we write
exp(a) =
∞∑
k=0
a⊗k
k!
,
with the convention that a⊗0 = 1 ∈ T0. Note that this sum makes sense for every
element in T⋆, and that exp(−a) = (exp(a))−1. For every a ∈ G, the corresponding
linear map Γa acting on T is then obtained by duality, via the identity
〈c,Γab〉 = 〈a−1 ⊗ c, b〉 , (4.23)
where 〈·, ·〉 denotes the pairing between T and T⋆. Let us denote by RγE the regularity
structure (A, T,G) constructed in this way.
Remark 4.21 The regularity structure RγE is yet another example of a regularity struc-
ture that can be obtained via the general construction of Section 4.3. In this case, our
Hopf algebra is given by T , equipped with the commutative product  and the non-
commutative coproduct obtained from ⊗ by duality. The required morphism property
then just reflects the fact that the shuffle product is indeed a morphism for the decon-
catenation coproduct. The choice of action is then the one given by Remark 4.17.
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What are the models (Π,Γ) for the regularity structure RγE? It turns out that the
elements Γst (which we identify with an element Xst in T⋆ acting via (4.23)) are
nothing but what is generally referred to as geometric rough paths. Indeed, the identity
Γst ◦ Γtu = Γsu, translates into the identity
Xsu = Xst ⊗Xtu , (4.24)
which is nothing but Chen’s relations [Che54]. The bound (2.21) on the other hand
precisely states that the rough path X is γ-Ho¨lder continuous in the sense of [FV10b]
for example. Finally, it is well-known (see (4.21) or [Reu93]) that, for a ∈ Tkγ and
b ∈ Tℓγ with k + ℓ ≤ p, and any Γ ∈ G, one has the shuffle identity,
Γ(a b) = (Γa) (Γb) ,
which can be interpreted as a way of encoding the chain rule. This should again be
compared to Definition 4.6, which shows that the shuffle product is indeed the natural
product for T in this context and that T is regular for.
By Proposition 3.31, since our regularity structure only contains elements of pos-
itive homogeneity, the model Π is uniquely determined by Γ. It is straightforward to
check that if we set
(Πsa)(t) = 〈Xst, a〉 ,
then the relations and bounds of Definition 2.17 are indeed satisfied, so that this is the
unique model Π compatible with a given choice of Γ (or equivalently X).
The interpretation of such a rough path is as follows. Denote by Xt the projection
of X0t onto E, the predual of Tγ . Then, for every a ∈ Tkγ with k ∈ N, we interpret
〈Xst, a〉 as providing a value for the corresponding k-fold iterated integral, i.e.,
〈Xst, a〉 “=”
∫ t
s
∫ tk
s
. . .
∫ t2
s
〈dXt1 ⊗ . . .⊗ dXtk−1 ⊗ dXtk , a〉 . (4.25)
A celebrated result by Chen [Che54] then shows that indeed, if t 7→ Xt ∈ E is a
continuous function of bounded variation, and if X is defined by the right hand side of
(4.25), then it is the case that Xst ∈ G for every s, t and (4.24) holds.
Now that we have identified geometric rough paths with the space of models re-
alising RγE , it is natural to ask what is the interpretation of the spaces Dβ introduced
in Section 3. An element f of Dβ should then be thought of as describing a function
whose increments can locally (at scale ε) be approximated by linear combinations of
components of X , up to errors of order εβ . Setting p = ⌊1/γ⌋, it can be checked that
elements of Dβ with β = pγ are nothing but the controlled rough paths in the sense of
[Gub04].
Writing f0(t) for the component of f (t) in T0 = R, it does indeed follow from the
definition of Dβ that
|f0(t)− 〈Xst, f (s)〉| . |t− s|β .
Since, on the other hand, 〈Xst, 1〉 = 1, we see that one has indeed
f0(t)− f0(s) = 〈Xst,Q⊥0 f (s)〉+O(|t− s|β) ,
where Q⊥0 is the projection onto the orthogonal complement to 1.
The power of the theory is then that, even though f0 itself is typically only γ-
Ho¨lder continuous, it does in many respects behave “as if” it was actually β-Ho¨lder
continuous, and one can have β > γ. In particular, it is now quite straightforward to
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define “integration maps” Ia for a ∈ E∗ such that F = Iaf should be thought of as
describing the integral F0(t) =
∫ t
0
f0(s) d〈Xs, a〉, provided that β + γ > 1.
It follows from the interpretation (4.25) that if f0(t) = 〈Xt, b〉 for some element
b ∈ T , then it is natural to have F0(t) = 〈Xt, b ⊗ a〉. At first sight, this suggests that
one should simply set F (t) = (Iaf)(t) = f (t)⊗ a. However, since 〈1, f (t)⊗ a〉 = 0,
this would not define an element of Dβγ for any β > γ so one still needs to find the
correct value for 〈1, F (t)〉. The following result, which is essentially a reformulation
of [Gub10, Thm 8.5] in the geometric context, states that there is a unique natural way
of constructing this missing component.
Theorem 4.22 For every β > 1 − γ and every a ∈ E∗ there exists a unique linear
map Ia : Dβ → Cγ such that (Iaf)(0) = 0 and such that the map Ia defined by
(Iaf)(t) = f (t)⊗ a+ (Iaf)(t) 1 ,
maps Dβ into Dβ¯ with β¯ = (β ∧ γp) + γ.
Remark 4.23 Even in the context of the classical theory of rough paths, one advantage
of the framework presented here is that it is straightforward to accommodate the case
of driving processes with different orders of regularity for different components.
Remark 4.24 Using Theorem 4.22, it is straightforward to combine it with Theo-
rem 4.16 in order to solve “rough differential equations” of the form dY = F (Y ) dX .
It does indeed suffice to formulate them as fixed point problems
Y = y0 + I(Fˆ (Y )) .
As a map from Dβ([0, T ]) into itself, I then has norm O(T β¯−β), which tends to 0 as
T → 0 and the composition with F is (locally) Lipschitz continuous for sufficiently
regular F , so that this map is indeed a contraction for small enough T .
Remark 4.25 In general, one can imagine theories of integration in which the chain
rule fails, which is very natural in the context of numerical approximations. In this
case, it makes sense to replace the tensor algebra by the Connes-Kreimer Hopf algebra
of rooted trees [Bro04], which plays in this context the role of the “free” algebra gen-
erated by the multiplication and integration maps. This is precisely what was done in
[Gub10], and one can verify that the construction given there is again equivalent to the
construction of Section 4.3. See also [But72, HW74] for more details on the role of
the Connes-Kreimer algebra (whose group-like elements are also called the “Butcher
group” in the numerical analysis literature) in the context of the numerical approxima-
tion of solutions to ODEs with smooth coefficients. See also [HK12] for an analysis of
this type of structure from a different angle more closely related to the present work.
5 Integration against singular kernels
In this section, we show how to integrate a modelled distribution against a kernel (think
of the Green’s function for the linear part of the stochastic PDE under consideration)
with a well-behaved singularity on the diagonal in order to obtain another modelled
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distribution. In other words, given a modelled distribution f , we would like to build
another modelled distributionKf with the property that
(RKf)(x) = (K ∗ Rf)(x) def=
∫
Rd
K(x, y)Rf (y) dy , (5.1)
for a given kernel K : Rd × Rd → R, which is singular on the diagonal. Here, R
denotes the reconstruction operator as before. Of course, this way of writing is rather
formal since neither Rf nor RKf need to be functions, but it is more suggestive than
the actual property we are interested in, namely
(RKf)(ψ) = (K ∗ Rf)(ψ) def= (Rf)(K⋆ψ) , K⋆ψ(y) def=
∫
Rd
K(x, y)ψ(x) dx ,
(5.2)
for all sufficiently smooth test functions ψ. In the remainder of this section, we will
always use a notation of the type (5.1) instead of (5.2) in order to state our assumptions
and results. It is always straightforward to translate it into an expression that makes
sense rigorously, but this would clutter the exposition of the results, so we only use the
more cumbersome notation in the proofs. Furthermore, we would like to encode the
fact that the kernel K “improves regularity by β” in the sense that, in the notation of
Remark 4.8, K is bounded from Dγα into Dγ+β(α+β)∧0 for some β > 0. For example, in
the case of the convolution with the heat kernel, one would like to obtain such a bound
with β = 2, which would be a form of Schauder estimate in our context.
In the case when the right hand side of (5.1) actually defines a function (which
is the case for many examples of interest), it may appear that it is straightforward to
define K: simply encode it into the canonical part of the regularity structure by (5.1)
and possibly some of its derivatives. The problem with this is that since, for f ∈ Dγα,
one has Rf ∈ Cα, the best one can expect is to have RKf ∈ Cα+β . Encoding this
into the canonical regularity structure would then yield an element of Dα+β0 , provided
that one even has α + β > 0. In cases where γ > α, which is the generic situation
considered in this article, this can be substantially short of the result announced above.
As a consequence, Kf should in general also have non-zero components in parts of T
that do not encode the canonical regularity structure, which is why the construction of
K is highly non-trivial.
Let us first state exactly what we mean by the fact that the kernelK : Rd×Rd → R
“improves regularity by order β”:
Assumption 5.1 The function K can be decomposed as
K(x, y) =
∑
n≥0
Kn(x, y) , (5.3)
where the functions Kn have the following properties:
• For all n ≥ 0, the map Kn is supported in the set {(x, y) : ‖x− y‖s ≤ 2−n}.
• For any two multiindices k and ℓ, there exists a constant C such that the bound
|Dk1Dℓ2Kn(x, y)| ≤ C2(|s|−β+|ℓ|s+|k|s)n , (5.4)
holds uniformly over all n ≥ 0 and all x, y ∈ Rd.
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• For any two multiindices k and ℓ, there exists a constant C such that the bounds∣∣∣∫
Rd
(x− y)ℓDk2Kn(x, y) dx
∣∣∣ ≤ C2−βn ,∣∣∣∫
Rd
(y − x)ℓDk1Kn(x, y) dy
∣∣∣ ≤ C2−βn , (5.5)
hold uniformly over all n ≥ 0 and all x, y ∈ Rd.
In these expressions, we write D1 for the derivative with respect to the first argument
and D2 for the derivative with respect to the second argument.
Remark 5.2 In principle, we typically only need (5.4) and (5.5) to hold for multi-
indices k and ℓ that are smaller than some fixed number, which depends on the partic-
ular “Schauder estimate” we wish to obtain. In practice however these bounds tend to
hold for all multiindices, so we assume this in order to simplify notations.
A very important insight is that polynomials are going to play a distinguished role
in this section. As a consequence, we work with a fixed regularity structure T =
(A, T,G) and we assume that one has Td,s ⊂ T for the same scaling s and dimension
d as appearing in Definition 5.1. As already mentioned in Remark 2.23, we will use the
notation T¯ ⊂ T for the subspace spanned by the “abstract polynomials”. Furthermore,
as in Section 2.2, we will denote by Xk the canonical basis vectors of T¯ , where k
is a multiindex in Nd. We furthermore assume that, except for polynomials, integer
homogeneities are avoided:
Assumption 5.3 For every integer value n ≥ 0, Tn = T¯n consists of the linear span
of elements of the form Xk with |k|s = n. Furthermore, one considers models that are
compatible with this structure in the sense that (ΠxXk)(y) = (y − x)k.
In order to interplay nicely with our structure, we will make the following addi-
tional assumption on the decomposition of the kernel K:
Assumption 5.4 There exists r > 0 such that∫
Rd
Kn(x, y)P (y) dy = 0 , (5.6)
for every n ≥ 0, every x ∈ Rd, and every polynomial P of scaled degree less than or
equal to r.
All of these three assumptions will be standing throughout this whole section. We
will therefore not restate this explicitly, except in the statements of the main theorems.
Even though Assumption 5.4 seems quite restrictive, it turns out not to matter at all. In-
deed, a kernelK that is regularity improving in the sense of Definition 5.1 can typically
be rewritten as K = K0 + K1 such that K0 is smooth and K1 additionally satisfies
both Assumptions 5.1 and 5.4. Essentially, it suffices to “excise the singularity” with
the help of a compactly supported smooth cut-off function and to then add and subtract
some smooth function supported away from the origin which ensures that the required
number of moments vanish.
In many cases of interest, one can take K to depend only on the difference be-
tween its two arguments. In this case, one has the following result, which shows that
our assumptions typically do cover the Green’s functions of differential operators with
constant coefficients.
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Lemma 5.5 Let K¯ : Rd \ {0} → R be a smooth function which is homogeneous under
the scaling s in the sense that there exists a β > 0 such that the identity
K¯(Sδsx) = δ|s|−βK¯(x) , (5.7)
holds for all x 6= 0 and all δ ∈ (0, 1]. Then, it is possible to decompose K¯ as K¯(x) =
K(x) + R(x) in such a way that the “remainder” R is C∞ on all of Rd and such that
the map (x, y) 7→ K(x− y) satisfies Assumptions 5.1 and 5.4.
Proof. Note first that if each of the Kn is a function of x − y, then the bounds (5.5)
follow from (5.4) by integration by parts. We therefore only need to exhibit a decom-
position Kn such that (5.4) is satisfied and such that (5.6) holds for every polynomial
P of some fixed but arbitrary degree.
Let N : Rd \ {0} → R+ be a smooth “norm” for the scaling s in the sense that
N is smooth, convex, strictly positive, and N (Sδ
s
x) = δN (x). (See for example Re-
mark 2.13.) Then, we can introduce “spherical coordinates” (r, θ) with r ∈ R+ and
θ ∈ S def= N−1(1) by r(x) = N (x), and θ(x) = Sr(x)s x. With these notations, (5.7) is
another way of stating that K¯ can be factored as
K¯(x) = rβ−|s|Θ(θ) , (5.8)
for some smooth function Θ on S. Here and below, we suppress the implicit depen-
dency of r and θ on x.
Our main ingredient is then the existence of a smooth “cutoff function” ϕ : R+ →
[0, 1] such that ϕ(r) = 0 for r 6∈ [1/2, 2], and such that∑
n∈Z
ϕ(2nr) = 1 , (5.9)
for all r > 0 (see for example the construction of Paley-Littlewood blocks in [BCD11]).
We also set ϕR(r) =
∑
n<0 ϕ(2nr) and, for n ≥ 0, ϕn(r) = ϕ(2nr). With these
functions at hand, we define
K¯n(x) = ϕn(r)K¯(x) , R¯(x) = ϕR(r)K¯(x) .
SinceϕR is supported away from the origin, the function R¯ is globally smooth. Further-
more, each of the K¯n is supported in the ball of radius 2−n, provided that the “norm”
N was chosen such that N (x) ≥ 2‖x‖s.
It is straightforward to verify that (5.4) also holds. Indeed, by the exact scaling
property (5.7) of K¯, one has the identity
K¯n(x) = 2−(β−|s|)nK¯0(S2−ns x) ,
and (5.4) then follows immediately form the fact that K0 is a compactly supported
smooth function.
It remains to modify this construction in such a way that (5.6) holds as well. For
this, choose any function ψ which is smooth, supported in the unit ball around the
origin, and such that, for every multiindex k with |k|s ≤ r, one has the identity
(1− 2−β−|k|s)
∫
xkψ(x) dx =
∫
xkK¯0(x) dx .
INTEGRATION AGAINST SINGULAR KERNELS 66
It is of course straightforward to find such a function. We then set
K0(x) = K¯0(x)− ψ(x) + 2|s|−βψ(S2sx) ,
as well as
Kn(x) = 2−(β−|s|)nK0(S2ns x) , R(x) = R¯(x) + ψ(x) .
Since ψ is smooth and Kn has the same scaling properties as before, it is clear that the
required bounds are still satisfied. Furthermore, our construction is such that one has
the identity
N−1∑
n=0
Kn(x) =
N−1∑
n=0
K¯n(x)− ψ(x) + 2−(β−|s|)Nψ(S2Ns x) ,
so that it is still the case that K¯(x) = R(x) +∑n≥0Kn(x). Finally, the exact scaling
properties of these expressions imply that∫
xkKn(x) dx = 2−(β+|k|s)n
∫
xkK0(x) dx
= 2−(β+|k|s)n
∫
xk(K¯0(x)− ψ(x) + 2|s|−βψ(S2sx)) dx
= 2−(β+|k|s)n
∫
xk(K¯0(x)− (1− 2−β−|k|s)ψ(x)) dx = 0 ,
as required.
Remark 5.6 A slight modification of the argument given above also allows to cover
the situation where (5.8) is replaced by K¯(x) = Θ(θ) log r. One can then set
K¯n(x) = −Θ(θ)
∫ ∞
r
ϕn(r)
r
dr ,
and the rest of the argument is virtually identical to the one just given. In such a
situation, one then has β = |s|, thus covering for example the case of the Green’s
function of the Laplacian in dimension 2.
Of course, in order to have any chance at all to obtain a Schauder-type bound as
above, our model needs to be sufficiently “rich” to be able to describe Kf with suffi-
cient amount of detail. For this, we need two ingredients. First, we need the existence
of a map I : T → T that provides an “abstract” representation of K operating at the
level of the regularity structure, and second we need that the model Π is adapted to this
representation in a suitable manner.
In our definition, we denote again by T¯ the sector spanned by abstract monomials
of the type Xk for some multiindex k.
Definition 5.7 Given a sector V , a linear map I : V → T is an abstract integration
map of order β > 0 if it satisfies the following properties:
• One has I : Vα → Tα+β for every α ∈ A.
• One has Ia = 0 for every a ∈ V ∩ T¯ .
• One has IΓa− ΓIa ∈ T¯ for every a ∈ V and every Γ ∈ G.
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(The first property should be interpreted as Ia = 0 if a ∈ Vα and α+ β 6∈ A.)
Remark 5.8 At first sight, the second and third conditions might seem strange. It
would have been aesthetically more pleasing to impose that I commutes with G, i.e.
that IΓ = ΓI. This would indeed be very natural if I was a “direct” abstraction of our
integration map in the sense that
ΠxIa =
∫
Rd
K(·, z)(Πxa)(dz) . (5.10)
The problem with such a definition is that if a ∈ Tα with α > −β, so that Ia ∈ Tα¯
for some α¯ > 0, then (2.15) requires us to define ΠxIa in such a way that it vanishes
to some positive order for localised test functions. This is simply not true in general,
so that (5.10) is not the right requirement. Instead, we will see below that one should
modify (5.10) in a way to subtract a suitable polynomial that forces the ΠxIa to vanish
at the correct order. It is this fact that leads to consider structures with IΓa−ΓIa ∈ T¯
rather than IΓa− ΓIa = 0.
Our second and main ingredient is that the model should be “compatible” with the
fact that I encodes the integral kernel K . For this, given an integral kernel K as above,
an important role will be played by the functionJ : Rd → LβT which, for every a ∈ Tα
and every α ∈ A, is given by
J (x)a =
∑
|k|s<α+β
Xk
k!
∫
Rd
Dk1K(x, z)(Πxa)(dz) , (5.11)
where we denote by D1 the differentiation operator with respect to the first variable. It
is straightforward to verify that, writing K =
∑
Kn as before and swapping the sum
over n with the integration, this expression does indeed make sense.
Definition 5.9 Given a sector V and an abstract integration operator I on V , we say
that a model Π realises K for I if, for every α ∈ A, every a ∈ Vα and every x ∈ Rd,
one has the identity
ΠxIa =
∫
Rd
K(·, z)(Πxa)(dz)−ΠxJ (x)a , (5.12)
Remark 5.10 The rigorous way of stating this definition is that, for all smooth and
compactly supported test functions ψ and for all a ∈ Tα, one has
(ΠxIa)(ψ) =
∑
n≥0
∫
Rd
ψ(y)(Πxa)(Kαn;xy) dy , (5.13)
where the function Kαn;xy is given by
Kαn;xy(z) = Kn(y, z)−
∑
|k|s<α+β
(y − x)k
k!
Dk1Kn(x, z) . (5.14)
The purpose of subtracting the term involving the truncated Taylor expansion of K is
to ensure that ΠxIa vanishes at x at sufficiently high order. We will see below that in
our context, it is always guaranteed that the sum over n appearing in (5.13) converges
absolutely, see Lemma 5.19 below.
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Remark 5.11 The case of simple integration in one dimension is very special in this
respect. Indeed, the role of the “Green’s function” K is then played by the Heaviside
function. This has the particular property of being constant away from the origin, so
that all of its derivatives vanish. In particular, the quantity J (x)a then always takes
values in T0. This is why it is possible to consider expansions of arbitrary order in the
theory of rough paths without ever having to incorporate the space of polynomials into
the corresponding regularity structure.
Note however that the “rough integral” is not an immediate corollary of Theo-
rem 5.12 below, due in particular to the fact that Assumption 5.4 does not hold for
the Heaviside function. It is however straightforward to build the rough integral of any
controlled path against the underlying rough path using the formalism developed here.
In order not to stray too far from our main line of investigation we refrain from giving
this construction.
With all of these definitions at hand, we are now in the position to provide the
definition of the map K on modelled distributions announced at the beginning of this
section. Actually, it turns out that for different values of γ one should use slightly
different definitions. Given f ∈ Dγ , we set
(Kγf)(x) = If (x) + J (x)f (x) + (Nγf)(x) , (5.15)
where I is as above, acting pointwise, J is given in (5.11), and the operator Nγ maps
f into a T¯ -valued function by setting
(Nγf)(x) =
∑
|k|s<γ+β
Xk
k!
∫
Rd
Dk1K(x, y)(Rf −Πxf (x))(dy) . (5.16)
(We will show later that this expression is indeed well-defined for all f ∈ Dγ .)
With all of these definitions at hand, we can state the following two results, which
are the linchpin around which the whole theory developed in this work revolves. First,
we have the announced Schauder-type estimate:
Theorem 5.12 Let T = (A, T,G) be a regularity structure and (Π,Γ) be a model for
T satisfying Assumption 5.3. LetK be a β-regularising kernel for some β > 0, let I be
an abstract integration map of order β acting on some sector V , and let Π be a model
realising K for I. Let furthermore γ > 0, assume that K satisfies Assumption 5.4 for
r = γ + β, and define the operatorKγ by (5.15).
Then, provided that γ + β 6∈ N, Kγ maps Dγ(V ) into Dγ+β , and the identity
RKγf = K ∗ Rf , (5.17)
holds for every f ∈ Dγ(V ). Furthermore, if (Π¯, Γ¯) is a second model realising K and
one has f¯ ∈ Dγ(V ; Γ¯), then the bound
|||Kγf ; K¯γ f¯ |||γ+β;K . |||f ; f¯ |||γ;K¯ + ‖Π− Π¯‖γ;K¯ + ‖Γ− Γ¯‖γ+β;K¯ ,
holds. Here, K is a compact and K¯ is its 1-fattening. The proportionality constant
implicit in the bound depends only on the norms |||f |||γ;K¯, |||f¯ |||γ;K¯, as well as similar
bounds on the two models.
Remark 5.13 One surprising feature of Theorem 5.12 is that the only non-local term in
Kγ is the operator Nγ which is a kind of “remainder term”. In particular, the “rough”
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parts of Kγf , i.e. the fluctuations that cannot be described by the canonical model
consisting of polynomials, are always obtained as the image of the “rough” parts of f
under a simple local linear map. We will see in Section 8 below that, as a consequence
of this fact, if f ∈ Dγ is the solution to a stochastic PDE built from a local fixed point
argument using this theory, then the “rough” part in the description of f is always given
by explicit local functions of the “smooth part”, which can be interpreted as some kind
of renormalised Taylor series.
The assumptions on the modelΠ and on the regularity structure T = (A, T,G) (in
particular the existence of a map I with the right properties) may look quite stringent
at first sight. However, it turns out that it is always possible to embed any regularity
structure T into a larger regularity structure in such a way that these assumptions are
satisfied. This is our second main result, which can be stated in the following way.
Theorem 5.14 (Extension theorem) Let T = (A, T,G) be a regularity structure con-
taining the canonical regularity structure Td,s as stated in Assumption 5.3, let β > 0,
and let V ⊂ T be a sector of order γ¯ with the property that for every α 6∈ N with
Vα 6= 0, one has α + β 6∈ N. Let furthermore W ⊂ V be a subsector of V and let K
be a kernel on Rd satisfying Assumptions 5.1 and 5.4 for every r ≤ γ¯. Let (Π,Γ) be a
model for T , and let I : W → T be an abstract integration map of order β such that
Π realises K for I.
Then, there exists a regularity structure Tˆ containing T , a model (Πˆ, Γˆ) for Tˆ
extending (Π,Γ), and an abstract integration map Iˆ of order β acting on Vˆ = ιV such
that:
• The model Πˆ realises K for Iˆ.
• The map Iˆ extends I in the sense that Iˆιa = ιIa for every a ∈ W .
Furthermore, the map (Π,Γ) 7→ (Πˆ, Γˆ) is locally bounded and Lipschitz continuous
in the sense that if (Π,Γ) and (Π¯, Γ¯) are two models for T and (Πˆ, Γˆ) and ( ˆ¯Π, ˆ¯Γ) are
their respective extensions, then one has the bounds
‖Πˆ‖Vˆ ;K + ‖Γˆ‖Vˆ ;K . ‖Π‖V ;K¯(1 + ‖Γ‖V ;K¯) , (5.18)
‖Πˆ− ˆ¯Π‖Vˆ ;K + ‖Γˆ− ˆ¯Γ‖Vˆ ;K . ‖Π− Π¯‖V ;K¯(1 + ‖Γ‖V ;K¯) + ‖Π¯‖V ;K¯‖Γ− Γ¯‖V ;K¯ ,
for any compact K ⊂ Rd and its 2-fattening K¯.
Remark 5.15 In this statement, the sector W is also allowed to be empty. See also
Section 8.2 below for a general construction showing how one can build a regularity
structure from an abstract integration map.
The remainder of this section is devoted to the proof of these two results. We start
with the proof of the extension theorem, which allows us to introduce all the objects
that are then needed in the proof of the multi-level Schauder estimate, Theorem 5.12.
5.1 Proof of the extension theorem
Before we turn to the proof, we prove the following lemma which will turn out to be
very useful:
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Lemma 5.16 Let J : Rd → T¯ be as above, let V ⊂ T be a sector, and let I : V → T
be adapted to the kernel K . Then one has the identity
Γxy(I + J (y)) = (I + J (x))Γxy , (5.19)
for every x, y ∈ Rd.
Proof. Note first that J is well-defined in the sense that the following expression con-
verges:
(J (x)a)k =
1
k!
∑
γ∈A
|k|s<γ+β
∑
n≥0
(ΠxQγa)(Dk1Kn(x, ·)) . (5.20)
Indeed, applying the bound (5.29) which will be obtained in the proof of Lemma 5.19
below, we see that the sum in (5.20) is uniformly convergent for every γ ∈ A.
In order to show (5.19) we use the fact that, by the definition of an abstract integra-
tion map, we have ΓxyIa − IΓxya ∈ T¯ for every a ∈ T and every pair x, y ∈ Rd.
Since Πx is injective on T¯ (it maps an abstract polynomial into its concrete realisation
based at x), it therefore suffices to show that one has the identity
Πy(I + J (y)) = Πx(I + J (x))Γxy .
This however follows immediately from (5.12).
Proof of Theorem 5.14. We first argue that we can assume without loss of generality
that we are in a situation where the sector V is given by a finite sum
V = Vα1 ⊕ Vα2 ⊕ . . .⊕ Vαn , (5.21)
where the αi are an increasing sequence of elements in A, and where furthermore
Wαk = Vαk for all k < n. Indeed, we can first consider the case V = Vα1 and
W = Wα1 and apply our result to build an extension to all of Vα1 . We then consider
the case V = Vα1 ⊕ Vα2 and W = Vα1 ⊕ Wα2 , etc. We then denote by W¯ the
complement of Wαn in Vαn so that Vαn =Wαn ⊕ W¯αn .
The proof then consists of two steps. First, we build the regularity structure Tˆ =
(Aˆ, Tˆ , Gˆ) and the map Iˆ , and we show that they have the required properties. In a
second step, we will then build the required extension (Πˆ, Γˆ) and we will show that it
satisfies the identity given by Definition 5.9, as well as the bounds of Definition 2.17
required to make it a bona fide model for Tˆ .
The only reason why T needs to be extended is that we have no way a priori to
define Iˆ to W¯ , so we simply add a copy of it to T and we postulate this copy to be
image of W¯ under the extension Iˆ of I. We then extendG in a way which is consistent
with Definition 5.7. More precisely, our construction goes as follows. We first define
Aˆ = A ∪ {αn + β} ,
where αn is as in (5.21), and we define Tˆ to be the space given by
Tˆ = T ⊕ W¯ .
We henceforth denote elements in Tˆ by (a, b) with a ∈ T and b ∈ W¯ , and the injection
map ι : T → Tˆ is simply given by ιa = (a, 0). Furthermore, we set
Tˆα =
{
Tα ⊕ W¯ if α = αn + β,
Tα ⊕ 0 otherwise.
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With these notations, one then indeed has the identity Tˆ =
⊕
α∈Aˆ Tˆα as required.
In order to complete the construction of Tˆ , it remains to extend G. As a set, we
simply set Gˆ = G ×Mαn+β
W¯
, where Mα
W¯
denotes the set of linear maps from W¯ into
T¯−α (i.e. the polynomials of scaled degree strictly less than α). The composition rule
on Gˆ is then given by the following skew-product:
(Γ1,M1) ◦ (Γ2,M2) = (Γ1Γ2,Γ1M2 +M1 + (Γ1I − IΓ1)(Γ2 − 1)) . (5.22)
One can check that this composition rule yields an element of Gˆ. Indeed, by assump-
tion, G leaves T¯ invariant, so that Γ1M2 is indeed again an element of Mαn+βW¯ . Fur-
thermore, Γ1I − IΓ1 is an element of LβV ⊂ Mαn+βV by assumption, so that the last
term also maps W¯ into T¯−αn+β as required. For any (Γ,M ) ∈ Gˆ, we then give its action
on Tˆ by setting
(Γ,M )(a, b) = (Γa+ I(Γb− b) +Mb, b) .
Observe that
(Γ,M )(a, b)− (a, b) = ((Γa− a) + I(Γb− b) +Mb, 0) ,
so that this definition does satisfy the condition (2.1).
Straightforward verification shows that one has indeed
((Γ1,M1) ◦ (Γ2,M2))(a, b) = (Γ1,M1)((Γ2,M2)(a, b)) .
Since it is immediate that this action is also faithful, this does imply that the operation
◦ defined in (5.22) is associative as required. Furthermore, one can verify that (1, 0) is
neutral for the operation ◦ and that (Γ,M ) has an inverse given by
(Γ,M )−1 = (Γ−1,−Γ−1(M + (ΓI − IΓ)(Γ− 1))) ,
so that (Gˆ, ◦) is indeed a group. This shows that Tˆ = (Aˆ, Tˆ , Gˆ) is indeed again a
regularity structure. Furthermore, the map j : Gˆ → G given by j(Γ,M ) = Γ is a
group homomorphism which verifies that, for every a ∈ T and Γ ∈ G, one has the
identity
(j(Γ,M ))a = Γa = ι−1(Γa, 0) = ι−1(Γ,M )ιa .
This shows that ι and j do indeed define a canonical inclusion T ⊂ Tˆ , see Section 2.1.
It is now very easy to extend I to the image of all of V in Tˆ . Indeed, for any a ∈ V ,
we have a unique decomposition a = a0 + a1 with a0 ∈W and a1 ∈ W¯ . We then set
Iˆ(a, 0) = (Ia0, a1) .
Since a1 = 0 for a ∈ W , one has indeed Iˆιa = Iˆ(a, 0) = (Ia, 0) = ιIa in this
case, as claimed in the statement of the theorem. As far as the abstract part of our
construction is concerned, it therefore remains to verify that Iˆ defined in this way does
verify our definition of an abstract integration map. The fact that Iˆ : Vˆα → Tˆα+β is a
direct consequence of the fact that we have simply postulated that 0 ⊕ W¯ ⊂ Tˆαn+β .
Since the action of I on T¯ did not change in our construction, one still has IˆT¯ = 0.
Regarding the third property, for any (Γ,M ) ∈ Gˆ and every a = a1+a2 ∈ V as above,
we have
Iˆ(Γ,M )(a, 0) = Iˆ(Γa, 0) = (IΓa1 + I(Γa2 − a2), a2) ,
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where we use the fact that Γa2 − a2 ∈ V by the structural assumption (5.21) we made
at the beginning of this proof. On the other hand, we have
(Γ,M )Iˆ(a, 0) = (Γ,M )(Ia1, a2) = (ΓIa1 + I(Γa2 − a2) +Ma2, a2) ,
so that the last property of an abstract integration map is also satisfied.
It remains to provide an explicit formula for the extended model (Πˆ, Γˆ). Regarding
Πˆ, for b ∈ W¯ and x ∈ Rd, we simply define it to be given by
Πˆx(a, b) = Πxa+
∫
Rd
K(·, z)(Πxb)(dz)−ΠxJ (x)b , (5.23)
where J is given by (5.11), which guarantees that the model Πˆ realises K for Iˆ on V .
Again, this expression is only formal and should really be interpreted as in (5.13). It
follows from Lemma 5.19 below that the sum in (5.13) converges and that it further-
more satisfies the required bounds when tested against smooth test functions that are
localised near x. Note that the map Πx 7→ Πˆx is linear and does not depend at all on
the realisation of Γ. As a consequence, the bound on the difference between the exten-
sions of different regularity structures follows at once. It remains to define Γˆxy ∈ Gˆ
and to show that it satisfies both the algebraic and the analytical conditions given by
Definition 2.17.
We set
Γˆxy = (Γxy,Mxy) , Mxyb = J (x)Γxyb− ΓxyJ (y)b . (5.24)
By the definition of J , the linear map Mxy defined in this way does indeed belong to
Mαn+β
W¯
. Making use of Lemma 5.16, we then have the identity
Γˆxy ◦ Γˆyz = (ΓxyΓyz,Γxy(J (y)Γyz − ΓyzJ (z)) + J (x)Γxy − ΓxyJ (y)
+ (ΓxyI − IΓxy)(Γyz − 1))
= (Γxz,−ΓxzJ (z) + ΓxyJ (y)Γyz + J (x)Γxy − ΓxyJ (y)
+ (J (x)Γxy − ΓxyJ (y))(Γyz − 1))
= (Γxz,J (x)Γxz − ΓxzJ (z)) ,
which is the first required algebraic identity. Regarding the second identity, we have
ΠˆxΓˆxy(a, b) = Πˆx(Γxya+ I(Γxyb− b) + J (x)Γxyb− ΓxyJ (y)b, b)
= Πxa+
∫
Rd
K(·, z)Πx(Γxyb− b)(dz)−ΠxJ (x)(Γxyb− b)
+ΠxJ (x)Γxyb−ΠyJ (y)b+
∫
Rd
K(·, z)Πxb(dz)−ΠxJ (x)b
= Πxa+
∫
Rd
K(·, z)Πyb(dz)−ΠyJ (y)b
= Πˆy(a, b) . (5.25)
Here, in order to go from the first to the second line, we used the fact that I realises K
for I on W by assumption.
It then only remains to check the bound on Γˆxy stated in (2.15). Since Γˆxy(a, 0) =
(Γxya, 0), we only need to check that the required bound holds for elements of the form
(0, b). Note here that (0, b) ∈ Tˆαn+β , but that (b, 0) ∈ Tˆαn . As a consequence,
‖I(Γxyb− b)‖γ = ‖Γxyb− b‖γ−β . ‖x− y‖αn−(γ−β)s = ‖x− y‖(αn+β)−γs ,
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as required. It therefore remains to obtain a similar bound on the term ‖Mxyb‖γ. In
view of (5.24), this on the other hand is precisely the content of Lemma 5.21 below,
which concludes the proof.
Remark 5.17 It is clear from the construction that Tˆ is the “smallest possible” exten-
sion of T which is guaranteed to have all the required properties. In some particular
cases it might however happen that there exists an even smaller extension, due to the
fact that the matrices Mxy appearing in (5.24) may have additional structure.
The remainder of this subsection is devoted to the proof of the quantitative estimates
given in Lemma 5.19 and Lemma 5.21. We will assume without further restating it
that some regularity structure T = (A, T,G) is given and that K is a kernel satisfying
Assumptions 5.1 and 5.4 for some β > 0. The test functionsKαn;xy introduced in (5.14)
will play an important role in these bounds. Actually, we will encounter the following
variant: for any multiindex k and for α ∈ R, set
Kk,αn,xy(z) = Dk1Kn(y, z)−
∑
|k+ℓ|s<α+β
(y − x)ℓ
ℓ!
Dk+ℓ1 Kn(x, z) ,
so that Kαn,xy = K0,αn,xy. We then have the following bound:
Lemma 5.18 Let Kk,αn,xy be as above, a ∈ Tα for some α ∈ A, and assume that
α+ β 6∈ N. Then, one has the bound
|(Πya)(Kk,αn,xy)| . ‖Π‖α;Kx(1 + ‖Γ‖α;Kx)
∑
δ>0
2δn‖x− y‖δ+α+β−|k|ss , (5.26)
and similarly for |(Πxa)(Kk,αn,xy)|. Here, the sum runs over finitely many strictly pos-
itive values and we used the shorthand Kx for the ball of radius 2 centred around x.
Furthermore, one has the bound
|(Πy − Π¯ya)(Kk,αn,xy)| . (‖Π− Π¯‖α;Kx(1 + ‖Γ‖α;Kx) + ‖Π¯‖α;Kx‖Γ− Γ¯‖α;Kx)
×
∑
δ>0
2δn‖x− y‖δ+α+β−|k|ss , (5.27)
(and similarly for Πx − Π¯x) for any two models (Π,Γ) and (Π¯, Γ¯).
Proof. It turns out that the cases α + β > |k|s and α + β < |k|s are treated slightly
differently. (The case α+β = |k|s is ruled out by assumption.) In the case α+β > |k|s,
it follows from Proposition A.1 that we can express Kk,αn;xy as
Kk,αn;xy(z) =
∑
ℓ∈∂Aα
∫
Rd
Dk+ℓ1 Kn(y + h, z)Qℓ(x− y, dh) , (5.28)
where Aα is the set of multiindices given by Aα = {ℓ : |k + ℓ|s < α + β} and the
objects ∂Aα andQℓ are as in Proposition A.1. In particular, note that |ℓ|s ≥ α+β−|k|s
for every term appearing in the above sum.
At this point, we note that, thanks to the first two properties in Definition 5.1, we
have the bound
|(Πya)(Dk+ℓ1 Kn(y, ·))| . 2|k+ℓ|sn−αn−βn‖Π‖α;Kx , (5.29)
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uniformly over all y with ‖y−x‖s ≤ 1 and for all a ∈ Tα. Unfortunately, the function
Dk+ℓKn is evaluated at (y + h, z) in our case, but this can easily be remedied by
shifting the model:
(Πya)(Dk+ℓ1 Kn(y + h, ·)) = (Πy+hΓy+h,xa)(Dk+ℓ1 Kn(y + h, ·))
.
∑
ζ≤α
‖h‖α−ζ
s
2|k+ℓ|sn−ζn−βn , (5.30)
where the sum runs over elements in A (in particular, it is a finite sum). In order to
obtain the bound on the second line, we made use of the properties (2.15) of the model.
We now use the fact thatQℓ(y−x, ·) is supported on values h such that ‖h‖s ≤ ‖x−y‖s
and that
Qℓ(y − x,Rd) .
d∏
i−1
|yi − xi|ℓi . ‖x− y‖|ℓ|ss . (5.31)
Combining these bounds, it follows that one has indeed
|(Πya)(Kk,αn;xy)| .
∑
ζ;ℓ
‖x− y‖α−ζ+|ℓ|ss 2|k+ℓ|sn−ζn−βn ,
where the sum runs over finitely many values of ζ and ℓ with ζ ≤ α and |ℓ|s ≥
α + β − |k|s. Since, by assumption, one has α + β 6∈ N, it follows that one actually
has |ℓ|s > α + β − |k|s for each of these terms, so that the required bound follows at
once. The bound with Πy replaced by Πx follows in exactly the same way as above.
In the case α+β < |k|s, we haveKk,αn;yx(z) = Dk1Kn(x, z) and, proceeding almost
exactly as above, one obtains
|(Πxa)(Dk1Kn(x, ·))| . 2|k|sn−αn−βn ,
|(Πya)(Dk1Kn(x, ·))| .
∑
ζ≤α
‖x− y‖α−ζ
s
2|k|sn−ζn−βn .
with proportionality constants of the required order.
Regarding the bound on the differences between two models, the proof is again
virtually identical, so we do not repeat it.
Definition 5.9 makes sense thanks to the following lemma:
Lemma 5.19 In the same setting as above, for any α ∈ A with α + β 6∈ N, the right
hand side in (5.13) with a ∈ Tα converges absolutely. Furthermore, one has the bound∑
n≥0
∫
Rd
(Πxa)(Kαn;yx)ψλx (y) dy . λα+β‖Π‖α;Kx(1 + ‖Γ‖α;Kx) , (5.32)
uniformly over all x ∈ Rd, all λ ∈ (0, 1], and all smooth functions supported in Bs(1)
with ‖ψ‖Cr ≤ 1. Here, we used the shorthand notation ψλx = Sλs,xψ, and Kx is as
above. As in Lemma 5.18, a similar bound holds for Πx − Π¯x, but with the expression
from the right hand side of the first line of (5.18) replaced by the expression appearing
on the second line.
Remark 5.20 The condition that α + β 6∈ N is actually known to be necessary in
general. Indeed, it is possible to construct examples of functions f ∈ C(R2) such that
K ∗ f 6∈ C2(R2), where K denotes the Green’s function of the Laplacian [Mey92].
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Proof. We treat various regimes separately. For this, we obtain separately the bounds
(Πxa)(Kαn;yx) . ‖Π‖α;Kx(1 + ‖Γ‖α;Kx)
∑
δ>0
‖x− y‖α+β+δs 2δn , (5.33a)
∫
Rd
(Πxa)(Kαn;yx)ψλx (y) dy . ‖Π‖α;Kx
∑
δ>0
λα+β−δ2−δn , (5.33b)
for ‖x − y‖s ≤ 1. Both sums run over some finite set of strictly positive indices δ.
Furthermore, (5.33a) holds whenever ‖x− y‖s ≤ 2−n, while (5.33b) holds whenever
2−n ≤ λ. Using the expression (5.13), it is then straightforward to show that (5.33)
implies (5.32) by using the bound∫
Rd
‖x− y‖γsψλx (y) dy . λγ ,
and summing the resulting expressions over n.
The bound (5.33a) (as well as the corresponding version for the difference between
two different models for our regularity structure) is a particular case of Lemma 5.18,
so we only need to consider the second bound. This bound is only useful in the regime
2−n ≤ λ, so that we assume this from now on. It turns out that in this case, the bound
(5.33b) does not require the use of the identity Πz = ΠxΓxz , so that the corresponding
bound on the difference between two models follows by linearity. For fixed n, it follows
from the linearity of Πxa that∫
Rd
(Πxa)(Kαn;yx)ψλx (y) dy = (Πxa)
(∫
Rd
Kαn;yx( · )ψλx(y) dy
)
.
We decompose Kαn;yx according to (5.14) and consider the first term. It follows from
the first property in Definition 5.1 that the function
Y λn (z) =
∫
Rd
Kn(y, z)ψλx(y) dy (5.34)
is supported in a ball of radius 2λ around x, and bounded by C2−βnλ−|s| for some
constant C. In order to bound its derivatives, we use the fact that
DℓY λn (z) =
∑
k<ℓ
(Dkψλx)(x)
k!
∫
Rd
Dℓ2Kn(y, z) (y−x)k dy+
∫
Rd
Dℓ2Kn(y, z)Rx(y) dy ,
where the remainderRx(y) satisfies the bound |Rx(y)| . λ−|s|−|ℓ|s‖x−y‖|ℓ|ss . Making
use of (5.4) and (5.5), we thus obtain the bound
sup
z∈Rd
|DℓY λn (z)| .
∑
k<ℓ
2−βnλ−|s|−|k|s + 2−βnλ−|s|−|ℓ|s
. 2−βnλ−|s|−|ℓ|s . (5.35)
Combining these bounds with Remark 2.21, we obtain the estimate
|(Πxa)(Y λn )| . λα2−βn .
It remains to obtain a similar bound on the remaining terms in the decomposition of
Kαn;yx. This follows if we obtain a bound analogous to (5.35), but for the test functions
Zλn,ℓ(z) = Dℓ1Kn(x, z)
∫
Rd
(y − x)ℓ ψλx (y) dy .
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These are supported in a ball of radius 2−n around x and bounded by a constant mul-
tiple of 2(|ℓ|s+|s|−β)nλ|ℓ|s . Regarding their derivatives, the bound (5.4) immediately
yields
sup
z∈Rd
|DkZλn,ℓ(z)| . 2(|ℓ|s+|k|s+|s|−β)nλ|ℓ|s .
Combining these bounds again with Remark 2.21 yields the estimate
|(Πxa)(Zλn,ℓ)| . 2(|ℓ|s−α−β)nλ|ℓ|s .
Since the indices ℓ appearing in (5.14) all satisfy |ℓ|s < α+ β, the bound (5.33b) does
indeed hold for some finite collection of strictly positive indices δ.
The following lemma is the last ingredient required for the proof of the extension
theorem. In order to state it, we make use of the shorthand notation
Jxy def= J (x)Γxy − ΓxyJ (y) , (5.36)
where, given a regularity structure T and a model (Π,Γ), the map J was defined in
(5.11).
Lemma 5.21 Let V ⊂ T be a sector satisfying the same assumptions as in Theo-
rem 5.14. Then, for every α ∈ A, a ∈ Vα, every multiindex k with |k|s < α + β, and
every pair (x, y) with ‖x− y‖s ≤ 1, one has the bound
|(Jxya)k| . ‖Π‖α;Kx(1 + ‖Γ‖α;Kx)‖x− y‖α+β−|k|ss , (5.37)
where Kx is as before. Furthermore, if we denote by J¯xy the function defined like
(5.36), but with respect to a second model (Π¯, Γ¯), then we obtain a bound similar to
(5.37) on the difference Jxya − J¯xya, again with the expression from the right hand
side of the first line of (5.18) replaced by the expression appearing on the second line.
Proof. For any multiindex k with |k|s < α + β, we can rewrite the kth component of
Jxya as
(Jxya)k =
1
k!
∑
n≥0
( ∑
|k|s−β<γ≤α
(ΠxQγΓxya)(Dk1Kn(x, ·)) (5.38)
−
∑
|ℓ|s<α+β−|k|s
(x− y)ℓ
ℓ!
(Πya)(D
k+ℓ
1 Kn(y, ·))
)
def
=
1
k!
∑
n≥0
J n,kxy a .
As usual, we treat separately the cases ‖x − y‖s ≤ 2−n and ‖x − y‖s ≥ 2−n. In the
case ‖x− y‖s ≤ 2−n, we rewrite J n,kxy a as
J n,kxy a = (Πya)(Kk,αn;xy)−
∑
γ≤|k|s−β
(ΠxQγΓxya)(Dk1Kn(x, ·)) . (5.39)
The first term has already been bounded in Lemma 5.18, yielding a bound of the type
(5.37) when summing over the relevant values of n. Regarding the second term, we
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make use of the fact that, for γ < α (which is satisfied since |k|s < α + β), one has
the bound ‖Γxya‖γ . ‖x− y‖α−γs . Furthermore, for any b ∈ Tγ , one has
(Πxb)(D
k
xKn(x, ·)) . ‖b‖2(|k|s−β−γ)n . (5.40)
In principle, the exponent appearing in this term might vanish. As a consequence of our
assumptions, this however cannot happen. Indeed, if γ is such that γ + β = |k|s, then
we necessarily have that γ itself is an integer. By Assumptions 5.3 and 5.4 however,
we have the identity
(Πxb)(D
k
xKn(x, ·)) = 0 ,
for every b with integer homogeneity.
Combining all these bounds, we thus obtain similarly to before the bound
|J n,kxy a| . ‖Π‖α;Kx(1 + ‖Γ‖α;Kx)
∑
δ>0
‖x− y‖α+β−|k|s+δs 2δn , (5.41)
where the sum runs over a finite number of exponents. This expression is valid for all
n ≥ 0 with ‖x− y‖s ≤ 2−n. Furthermore, if we consider two different models (Π,Γ)
and (Π¯, Γ¯), we obtain a similar bound on the difference J n,kxy a− J¯ n,kxy a.
In the case ‖x − y‖s ≥ 2−n, we treat the two terms in (5.38) separately and, for
both cases, we make use of the bound (5.40). As a consequence, we obtain
|J n,kxy a| .
∑
|k|s−β<γ≤α
‖x− y‖α−γ
s
2(|k|s−β−γ)n
+
∑
|ℓ|s<α+β−|k|s
‖x− y‖|ℓ|ss 2(|k|s+|ℓ|s−β−α)n ,
with a proportionality constant as before. Thanks to our assumptions, the exponent of
2n appearing in each of these terms is always strictly negative. We thus obtain a bound
like (5.41), but where the sum now runs over a finite number of exponents δ with δ < 0.
Summing both bounds over n, we see that (5.37) does indeed hold forJxy . In this case,
the bound on the difference again simply holds by linearity.
5.2 Multi-level Schauder estimate
We now have all the ingredients in place to prove the “multi-level Schauder estimate”
announced at the beginning of this section. Our proof has a similar flavour to proofs of
the classical (elliptic or parabolic) Schauder estimates using scale-invariance, like for
example [Sim97].
Proof of Theorem 5.12. We first note that (5.16) is well-defined for every k with |k|s <
γ + β. Indeed, it follows from the reconstruction theorem and the assumptions on K
that
(Rf −Πxf (x))(Dk1Kn(x, ·)) . 2(|k|s−β−γ)n , (5.42)
which is summable since the exponent appearing in this expression is strictly negative.
RegardingKγf − K¯γ f¯ , we use (3.4), which yields
|(Rf − R¯f¯ −Πxf (x) + Π¯xf¯ (x))(Dk1Kn(x, ·))| (5.43)
. 2(|k|s−β−γ)n(|||f ; f¯ |||γ;K¯ + ‖Π− Π¯‖γ;K¯) ,
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where the proportionality constants depend on the bounds on f , f¯ , and the two models.
In particular, this already shows that one has the bounds
‖Kγf‖γ+β;K . |||f |||γ;K¯ , ‖Kγf − K¯γ f¯‖γ+β;K . |||f ; f¯ |||γ;K¯ + ‖Π− Π¯‖γ;K¯ ,
so that it remains to obtain suitable bounds on differences between two points.
We also note that by the definition ofKγ and the properties of I, one has for ℓ 6∈ N
the bound
‖Kγf (x)− ΓxyKγf (y)‖ℓ = ‖I(f (x)− Γxyf (y))‖ℓ . ‖f (x)− Γxyf (y)‖ℓ−β
. ‖x− y‖γ+β−ℓ
s
,
which is precisely the required bound. A similar calculation allows to bound the terms
involved in the definition of |||Kγf ; K¯γ f¯ |||γ+β;K, so that it remains to show a similar
bound for ℓ ∈ N.
It follows from (5.19), combined with the fact that I does not produce any compo-
nent in T¯ by assumption, that one has the identity
(ΓxyKγf (y))k − (Kγf (x))k = (ΓxyNγf (y))k − (Nγf (x))k
+ (J (x)(Γxyf (y)− f (x)))k ,
so our aim is to bound this expression. We decompose J as J = ∑n≥0 J (n) and
Nγ =
∑
n≥0N (n)γ , where the nth term in each sum is obtained by replacing K by
Kn in the expressions for J and Nγ respectively. It follows from the definition of
Nγ , as well as the action of Γ on the space of elementary polynomials that one has the
identities
(ΓxyN (n)γ f (y))k =
1
k!
∑
|k+ℓ|s<γ+β
(x− y)ℓ
ℓ!
(Rf −Πyf (y))(Dk+ℓ1 Kn(y, ·)) ,
(J (n)(x)Γxyf (y))k =
1
k!
∑
δ∈Bk
(ΠxQδΓxyf (y))(Dk1Kn(x, ·)) , (5.44)
(J (n)(x)f (x))k =
1
k!
∑
δ∈Bk
(ΠxQδf (x))(Dk1Kn(x, ·)) ,
where the set Bk is given by
Bk = {δ ∈ A : |k|s − β < δ < γ} .
(The upper bound γ appearing in Bk actually has no effect since, by assumption, f has
no component in Tδ for δ ≥ γ.) As previously, we use different strategies for small
scales and for large scales.
We first bound the terms at small scales, i.e. when 2−n ≤ ‖x−y‖s. In this case, we
bound separately the terms N (n)γ f , ΓxyN (n)γ f , and J (n)(x)(Γxyf (y)− f (x)). In order
to bound the distance between Kγf and K¯γ f¯ , we also need to obtain similar bounds
on N (n)γ f − N¯ (n)γ f¯ , ΓxyN (n)γ f − Γ¯xyN¯ (n)γ f¯ , as well as J (n)(x)(Γxyf (y) − f (x)) −
J¯ (n)(x)(Γ¯xyf¯ (y)− f¯ (x)). Here, we denote by J¯ the same function as J , but defined
from the model (Π¯, Γ¯). The same holds for N¯γ .
Recall from (5.42) that we have for N (n)γ f the bound
|(N (n)γ f (x))k| . 2(|k|s−β−γ)n , (5.45)
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so that, since we only consider indices k such that |k|s − β − γ < 0, one obtains∑
n : 2−n≤‖x−y‖s
|(N (n)γ f (x))k| . ‖x− y‖β+γ−|k|ss ,
as required. In the same way, we obtain the bound∑
n : 2−n≤‖x−y‖s
|(N (n)γ f (x)−N¯ (n)γ f¯ (x))k| . ‖x−y‖β+γ−|k|ss (|||f ; f¯ |||γ;K¯+‖Π−Π¯‖γ;K¯) ,
where we made use of (5.43) instead of (5.42).
Similarly, we obtain for (ΓxyN (n)γ f (y))k the bound
|(ΓxyN (n)γ f (y))k| .
∑
|k+ℓ|s<γ+β
‖x− y‖|ℓ|ss 2(|k+ℓ|s−β−γ)n .
Summing over values of n with 2−n ≤ ‖x − y‖s, we can bound this term again by a
multiple of ‖x− y‖β+γ−|k|ss . In virtually the same way, we obtain the bound
|(ΓxyN (n)γ f − Γ¯xyN¯ (n)γ f¯)k|
. ‖x− y‖β+γ−|k|ss (|||f ; f¯ |||γ;K¯ + ‖Π− Π¯‖γ;K¯ + ‖Γ− Γ¯‖γ+β;K¯) ,
where rewrote the left hand side as (Γxy− Γ¯xy)N (n)γ f +Γ¯xy(N¯ (n)γ f¯ −N (n)γ f) and then
proceeded to bound both terms as above.
We now turn to the term involving J (n). From the definition of J (n), we then
obtain the bound
|(J (n)(x)(Γxyf (y)− f (x)))k| =
∑
δ∈Bk
(ΠxQδ(Γxyf (y)− f (x)))(Dk1Kn(x, ·))
.
∑
δ∈Bk
‖x− y‖γ−δs 2(|k|s−β−δ)n . (5.46)
It follows from the definition of Bk that |k|s − β − δ < 0 for every term appearing in
this sum. As a consequence, summing over all n such that 2−n ≤ ‖x− y‖s, we obtain
a bound of the order ‖x − y‖γ+β−|k|ss as required. Regarding the corresponding term
arising in Kγf − K¯γ f¯ , we use the identity
ΠxQδ(Γxyf (y)− f (x))− Π¯xQδ(Γ¯xyf¯ (y)− f¯ (x)) (5.47)
= (Πx − Π¯x)Qδ(Γxyf (y)− f (x))
+ Π¯xQδ(f¯ (x)− f (x)− Γ¯xy f¯ (y) + Γxyf (y)) ,
and we bound both terms separately in the same way as above, making use of the
definition of |||f ; f¯ |||γ;K¯ in order to control the second term.
It remains to obtain similar bounds on large scales, i.e. in the regime 2−n ≥ ‖x −
y‖s. We define
T k1 def= −k!((N (n)γ f)(x) + J (n)(x)f (x))k ,
T k2 def= k!((ΓxyN (n)γ f)(y) + J (n)(x)Γxyf (y))k .
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Inspecting the definitions of these terms, we then obtain the identities
T k1 =
( ∑
ζ≤|k|s−β
ΠxQζf (x)−Rf
)
(Dk1Kn(x, ·)) ,
T k2 =
∑
ζ>|k|s−β
(ΠxQζΓxyf (y))(Dk1Kn(x, ·))
−
∑
|k+ℓ|s<γ+β
(x− y)ℓ
ℓ!
(Πyf (y)−Rf)(Dk+ℓ1 Kn(y, ·)) .
Adding these two terms, we have
T k2 + T k1 = (Πyf (y)−Rf)(Kk,γn;xy) (5.48)
−
∑
ζ≤|k|s−β
(ΠxQζ(Γxyf (y)− f (x)))(Dk1Kn(x, ·)) .
In order to bound the first term, we proceed similarly to the proof of the second part of
Lemma 5.18. The only difference is that the analogue to the left hand side of (5.30) is
now given by
(Πyf (y)−Rf)(Dk+ℓ1 Kn(y¯, ·)) = (Πy¯f (y¯)−Rf)(Dk+ℓ1 Kn(y¯, ·)) (5.49)
+ (Πy¯(Γy¯yf (y)− f (y¯)))(Dk+ℓ1 Kn(y¯, ·)) ,
where we set y¯ = y + h. Regarding the first term in this expression, recall from (5.42)
that
|(Πy¯f (y¯)−Rf)(Dk+ℓ1 Kn(y¯, ·))| . 2(|k+ℓ|s−β−γ)n .
Since β + γ 6∈ N by assumption, the exponent appearing in this expression is always
strictly positive, thus yielding the required bound. The corresponding bound onKγf −
K¯γ f¯ is obtained in the same way, but making use of (5.43) instead of (5.42).
To bound the second term in (5.49), we use the fact that f ∈ Dγ which yields
|(Πy¯(Γy¯yf (y)− f (y¯)))(Dk+ℓ1 Kn(y¯, ·))| .
∑
ζ≤γ
‖x− y‖γ−ζ
s
2(|k+ℓ|s−ζ−β)n .
We thus obtain a bound analogous to (5.30), with α replaced by γ. Proceeding anal-
ogously to (5.47), we obtain a similar bound (but with a prefactor ‖Γ − Γ¯‖γ+β;K¯ +
|||f ; f¯ |||γ;K¯) for the corresponding term appearing in the difference between Kγf and
K¯γ f¯ . Proceeding as in the remainder of the proof of Lemma 5.18, we then obtain the
bound
|(Πyf (y)−Rf)(Kk,γn;xy)| .
∑
δ>0
2δn‖x− y‖δ+γ+β−|k|ss , (5.50)
where the sum runs only over finitely many values of δ. The corresponding bound for
the difference is obtained in the same way.
Regarding the second term in (5.48), we obtain the bound
|(ΠxQζ(Γxyf (y)− f (x)))(Dk1Kn(x, ·))| . ‖x− y‖γ−ζs 2(|k|s−β−ζ)n .
At this stage, one might again have summability problems if ζ = |k|s − β. However,
just as in the proof of Lemma 5.21, our assumptions guarantee that such terms do not
contribute. Summing both of these bounds over the relevant values of n, the requested
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bound follows at once. Again, the corresponding term involved in the difference can
be bounded in the same way, by making use of the decomposition (5.47).
It remains to show that the identity (5.17) holds. Actually, by the uniqueness part
of the reconstruction theorem, it suffices to show that, for any suitable test function ψ
and any x ∈ D, one has
(ΠxKf (x)−K ∗ Rf)(Sλs,xψ) . λδ ,
for some strictly positive exponent δ. Writing ψλx = Sλs,xψ as a shorthand, we obtain
the identity
(ΠxKf (x)−K ∗ Rf)(ψλx )
=
∑
n≥0
∫ (∑
ζ∈A
(ΠxQζf (x))
(
Kn(y, ·)−
∑
|ℓ|s<ζ+β
(y − x)ℓ
ℓ!
Dℓ1Kn(x, ·)
)
+
∑
ζ∈A
∑
|ℓ|s<ζ+β
(y − x)ℓ
ℓ!
(ΠxQζf (x))(Dℓ1Kn(x, ·))
+
∑
|k|s<γ+β
(y − x)k
k!
(Rf −Πxf (x))(Dk1Kn(x, ·))
− (Rf)(Kn(y, ·))
)
ψλx (y) dy
=
∑
n≥0
∫
(Πxf (x)−Rf)(Kγn;yx)ψλx (y) dy .
It thus remains to obtain a suitable bound on (Πxf (x) − Rf)(Kγn;yx). As is by now
usual, we treat separately the cases 2−n ≶ λ.
In the case 2−n ≥ λ, we already obtained the bound (5.50) (with k = 0), which
yields a bound of the order of λγ+β when summed over n and integrated against ψλx .
In the case 2−n ≤ λ, we rewrite Kγn;yx as
Kγn;yx = Kn(y, ·)−
∑
|ℓ|s<γ+β
(y − x)ℓ
ℓ!
DℓxKn(x, ·) , (5.51)
and we bound the resulting terms separately. To bound the terms involving derivatives
of Kn, we note that, as a consequence of the reconstruction theorem, we have the
bound
|(Πyf (y)−Rf)(DℓxKn(x, ·))| . 2(|ℓ|s−β−γ)n .
Since this exponent is always strictly negative (because γ+β 6∈ N by assumption), this
term is summable for large n. After summation and integration against ψλx , we indeed
obtain a bound of the order of λγ+β as required.
To bound the expression arising from the first term in (5.51), we rewrite it as∫
(Πxf (x)−Rf)(Kn(y, ·))ψλx (y) dy = (Πxf (x)−Rf)(Y λn ) ,
where Y λn is as in (5.34). It then follows from (5.35), combined with the reconstruction
theorem, that
|(Πxf (x)−Rf)(Y λn )| . 2−βnλγ .
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Summing over all n with 2−n ≤ λ, we obtain again a bound of the order λγ+β , which
concludes the proof.
Remark 5.22 Alternatively, it is also possible to prove the multi-level Schauder esti-
mate as a consequence of the extension and the reconstruction theorems. The argument
goes as follows: first, we add to T one additional “abstract” element b which we decree
to be of homogeneity γ. We then extend the representation (Π,Γ) to b by setting
Πxb
def
= Rf −Πxf (x) , Γxyb− b def= f (x)− Γxyf (y) .
(Of course the group G has to be suitable extended to ensure the second identity.) It
is an easy exercise to verify that this satisfies the required algebraic identities. Fur-
thermore, the required analytical bounds on Π are satisfied as a consequence of the
reconstruction theorem, while the bounds on Γ are satisfied by the definition of Dγ .
Setting fˆ (x) = f (x) + b, it then follows immediately from the definitions that
Πxfˆ (x) = Rf for every x. One can then apply the extension theorem to construct an
element Ib such that (5.12) holds. In particular, this shows that the function Fˆ given
by
Fˆ (x) = Ifˆ (x) + J (x)fˆ (x) ,
satisfies ΠxFˆ (x) = K ∗ Rf for every x. Noting that ΓxyFˆ (x) = Fˆ (y), it is then
possible to show that on the one hand the map x 7→ Fˆ (x) − Ib belongs to Dγ+β , and
that on the other hand one has Fˆ (x)− Ib = (Kγf)(x), so the claim follows.
The reason for providing the longer proof is twofold. First, it is more direct and
therefore gives a “reality check” of the rather abstract construction performed in the
extension theorem. Second, the direct proof extends to the case of singular modelled
distributions considered in Section 6 below, while the short argument given above does
not.
5.3 The symmetric case
If we are in the situation of some symmetry group S acting on T as in Section 3.6,
then it is natural to impose that K is also symmetric in the sense that K(Tgx, Tgy) =
K(x, y), and that the abstract integration map I commutes with the action of S in the
sense that MgI = IMg for every g ∈ S .
One then has the following result:
Proposition 5.23 In the setting of Theorem 5.12, assume furthermore that a discrete
symmetry group S acts on Rd and on T , that K is symmetric under this action, that
(Π,Γ) is adapted to it, and that I commutes with it. Then, if f ∈ Dγ is symmetric, so
is Kγf .
Proof. For g ∈ S , we write again its action on Rd as Tgx = Agx + bg. We want to
verify that Mg(Kγf)(Tgx) = (Kγf)(x). Actually, this identity holds true separately
for the three terms that make up Kγf in (5.15).
For the first term, this holds by our assumption on I. To treat the second term,
recall Remark 3.37. With the notation used there, we have the identity
MgJ (Tgx)a =
∑
|k|s≤α
(AgX)k
k!
∫
Dk1K(Tgx, z) (ΠTgxa)(dz)
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=
∑
|k|s≤α
(AgX)k
k!
∫
Dk1K(Tgx, Tgz) (ΠxMga)(dz)
=
∑
|k|s≤α
Xk
k!
∫
Dk1K(x, z) (ΠxMga)(dz) = J (x)Mga ,
as required. Here, we made use of the symmetry of K , combined with the fact that Ag
is an orthogonal matrix, to go from the second line to the third. The last term is treated
similarly by exploiting the symmetry of Rf given by Proposition 3.38.
Finally, one has
Lemma 5.24 In the setting of Lemma 5.5, if K¯ is symmetric, then it is possible to
choose the decomposition K¯ = K+R in such a way that bothK andR are symmetric.
Proof. Denote by G the crystallographic point group associated to S . Then, given any
decomposition K¯ = K0 +R0 given by Lemma 5.5, it suffices to set
K(x) = 1|G |
∑
A∈G
K(Ax) , R(x) = 1|G |
∑
A∈G
R(Ax) .
The required properties then follow at once.
5.4 Differentiation
Being a local operation, differentiating a modelled distribution is straightforward, pro-
vided again that the model one works with is sufficiently rich. Denote by Di the (usual)
derivative of a distribution on Rd with respect to the ith coordinate. We then have the
following natural definition:
Definition 5.25 Given a sector V of a regularity structure T , a family of operators
Di : V → T is an abstract gradient for Rd with scaling s if
• one has Dia ∈ Tα−si for every a ∈ Vα,
• one has ΓDia = DiΓa for every a ∈ V and every i.
Regarding the realisation of the actual derivations Di, we use the following defini-
tion:
Definition 5.26 Given an abstract gradient D as above, a model (Π,Γ) on Rd with
scaling s is compatible with D if the identity
DiΠxa = ΠxDia ,
holds for every a ∈ V and every x ∈ Rd.
Remark 5.27 Note that we do not make any assumption on the interplay between the
abstract gradient D and the product ⋆. In particular, unless one happens to have the
identity Di(a ⋆ b) = a ⋆ Dib + Dia ⋆ b, there is absolutely no a priori reason forcing
the Leibniz rule to hold. This is not surprising since our framework can accommodate
Itoˆ integration, where the chain rule (and thus the Leibniz rule) fails. See [HK12] for a
more thorough investigation of this fact.
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Proposition 5.28 Let D be an abstract gradient as above and let f ∈ Dβα(V ) for some
β > si and some model (Π,Γ) compatible with D . Then, Dif ∈ Dβ−siα−si and the
identity RDif = DiRf holds.
Proof. The fact that Dif ∈ Dβ−siα−si is an immediate consequence of the definitions, so
we only need to show that RDif = DiRf .
By the “uniqueness” part of the reconstruction theorem, this on the other hand
follows immediately if we can show that, for every fixed test function ψ and every
x ∈ D, one has
(ΠxDif (x)−DiRf)(ψλx ) . λδ ,
for some δ > 0. Here, we defined ψλx = Sλs,xψ as before. By the assumption on the
model Π, we have the identity
(ΠxDif (x)−DiRf)(ψλx ) = (DiΠxf (x)−DiRf)(ψλx ) = −(Πxf (x)−Rf)(Diψλx ) .
Since Diψλx = λ−siDλs,xDiψ, it then follows immediately from the reconstruction
theorem that the right hand side of this expression is of order λβ−si , as required.
Remark 5.29 The polynomial regularity structures Td,s do of course come equipped
with a natural gradient operator, obtained by setting DiXj = δij1 and extending this
to all of T by imposing the Leibniz rule.
Remark 5.30 In cases where a symmetry S acts on T , it is natural to impose that the
abstract gradient is covariant in the sense that if g ∈ S acts on Rd as Tgx = Agx+ bg
and Mg denotes the corresponding action on T , then one imposes that
MgDiτ =
d∑
j=1
Aijg Djτ ,
for every τ in the domain of D . This is consistent with the fact that
(ΠxMgDiτ)(ψ) = (ΠTgxDiτ)(T ♯gψ) = (DiΠTgxτ)(T ♯gψ)
= −(ΠTgxτ)(DiT ♯gψ) = −Aijg (ΠTgxτ)(T ♯gDjψ)
= −Aijg (ΠxMgτ)(Djψ) = Aijg (ΠxDjMgτ)(ψ) ,
where summation over j is implicit. It is also consistent with Remark 3.35.
6 Singular modelled distributions
In all of the previous section, we have considered situations where our modelled dis-
tributions belong to some space Dγ , which ensures that the bounds (3.1) hold locally
uniformly in Rd. One very important situation for the treatment of initial conditions
and / or boundary values is that of functions f : Rd → T which are of the classDγ away
from some fixed sufficiently regular submanifoldP (think of the hyperplane formed by
“time 0”, which will be our main example), but may exhibit a singularity on P .
In order to streamline the exposition, we only consider the case where P is given
by a hyperplane that is furthermore parallel to some of the canonical basis elements
of Rd. The extension to general submanifolds is almost immediate. Throughout this
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section, we fix again the ambient space Rd and its scaling s, and we fix a hyperplane
P which we assume for simplicity to be given by
P = {x ∈ Rd : xi = 0 , i = 1, . . . , d¯} .
An important role will be played by the “effective codimension” of P , which we denote
by
m = s1 + . . .+ sd¯ . (6.1)
Remark 6.1 In the case where P is a smooth submanifold, it is important for our
analysis that it has a product structure with each factor belonging to a subspace with
all components having the same scaling. More precisely, we consider a partition P of
the set {1, . . . , d} into J disjoint non-empty subsets with cardinalities {dj}Jj=1 such
that si = sj if and only if i and j belong to the same element of P . This yields a
decomposition
Rd ∼ Rd1 × · · · × RdJ .
With this notation, we impose that P is of the formM1 × . . .×MJ , with each of the
Mj being a smooth (or at least Lipschitz) submanifold of Rdj . The effective codimen-
sion m is then given by m =
∑J
j=1mj , where mj is the codimension of Mj in Rdj ,
multiplied by the corresponding scaling factor.
We also introduce the notations
‖x‖P = 1 ∧ ds(x, P ) , ‖x, y‖P = ‖x‖P ∧ ‖y‖P .
Given a subset K ⊂ Rd, we also denote by KP the set
KP = {(x, y) ∈ (K \ P )2 : x 6= y and ‖x− y‖s ≤ ‖x, y‖P} .
With these notations at hand, we define the spaces Dγ,ηP similarly to Dγ , but we intro-
duce an additional exponent η controlling the behaviour of the coefficients near P . Our
precise definition goes as follows:
Definition 6.2 Fix a regularity structure T and a model (Π,Γ), as well as a hyperplane
P as above. Then, for any γ > 0 and η ∈ R, we set
‖f‖γ,η;K def= sup
x∈K\P
sup
ℓ<γ
‖f (x)‖ℓ
‖x‖(η−ℓ)∧0P
, ⌊⌉f⌊⌉γ,η;K def= sup
x∈K\P
sup
ℓ<γ
‖f (x)‖ℓ
‖x‖η−ℓP
.
The spaceDγ,ηP (V ) then consists of all functions f : Rd \P → T−γ such that, for every
compact set K ⊂ Rd, one has
|||f |||γ,η;K def= ‖f‖γ,η;K + sup
(x,y)∈KP
sup
ℓ<γ
‖f (x)− Γxyf (y)‖ℓ
‖x− y‖γ−ℓs ‖x, y‖η−γP
<∞ . (6.2)
Similarly to before, we also set
|||f ; f¯ |||γ,η;K def= ‖f − f¯‖γ,η;K + sup
(x,y)∈KP
sup
ℓ<γ
‖f (x)− f¯ (x)− Γxyf (y) + Γ¯xyf¯ (y)‖ℓ
‖x− y‖γ−ℓs ‖x, y‖η−γP
.
Remark 6.3 In the particular case of T = Td,s and (Π,Γ) being the canonical model
consisting of polynomials, we use the notation Cγ,ηP (V ) instead of Dγ,ηP (V ).
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At distances of order 1 from P , we see that the spaces Dγ,ηP and Dγ coincide.
However, if K is such that ds(x, P ) ∼ λ for all x ∈ K, then one has, roughly speaking,
|||f |||γ,η;K ∼ λγ−η|||f |||γ;K . (6.3)
In fact, this is not quite true: the components appearing in the first term in (6.2) scale
slightly differently. However, it turns out that the first bound actually follows from
the second, provided that one has an order one bound on f somewhere at order one
distance from P , so that (6.3) does convey the right intuition in most situations.
The spaces Dγ,ηP will be particularly useful when setting up fixed point arguments
to solve semilinear parabolic problems, where the solution exhibits a singularity (or at
least some form of discontinuity) at t = 0. In particular, in all of the concrete examples
treated in this article, we will have P = {(t, x) : t = 0}.
Remark 6.4 The spaceDγ,0P does not coincide withDγ . This is due to the fact that our
definition still allows for some discontinuity at P . However,Dγ,γP essentially coincides
with Dγ , the difference being that the supremum in (6.2) only runs over elements in
KP . If P is a hyperplane of codimension 1, then f (x) can have different limits whether
x approaches P from one side or the other.
Definition 6.2 is tailored in such a way that if K is of bounded diameter and we
know that
sup
ℓ<γ
‖f (x)‖ℓ <∞
for some x ∈ K \ P , then the bound on the first term in (6.2) follows from the bound
on the second term. The following statement is a slightly different version of this fact
which will be particularly useful when setting up local fixed point arguments, since it
yields good control on f (x) for x near P .
For x ∈ Rd and δ > 0, we write SδPx for the value
SδPx = (δx1, . . . , δxd¯, xd¯+1, . . . , xd) .
With this notation at hand, we then have:
Lemma 6.5 Let K be a domain such that for every x = (x1, . . . , xd) ∈ K, one has
SδPx ∈ K for every δ ∈ [0, 1]. Let f ∈ Dγ,ηP for some γ > 0 and assume that, for
every ℓ < η, the map x 7→ Qℓf (x) extends continuously to all of K in such a way that
Qℓf (x) = 0 for x ∈ P . Then, one has the bound
⌊⌉f⌊⌉γ,η;K . |||f |||γ,η;K ,
with a proportionality constant depending affinely on ‖Γ‖γ;K. Similarly, let f¯ ∈ Dγ,ηP
with respect to a second model (Π¯, Γ¯) and assume this time that limx→P Qℓ(f (x) −
f¯ (x)) = 0 for every ℓ < η. Then, one has the bound
⌊⌉f − f¯⌊⌉γ,η;K . |||f ; f¯ |||γ,η;K + ‖Γ− Γ¯‖γ;K(|||f |||γ,η;K + |||f¯ |||γ,η;K) ,
with a proportionality constant depending again affinely on ‖Γ‖γ;K and ‖Γ¯‖γ;K.
Proof. For ds(x, P ) ≥ 1 or ℓ ≥ η, the bounds follow trivially from the definitions, so
we only need to consider the case ds(x, P ) < 1 and ℓ < η. We then set xn = S2−nP x
and x∞ = S0Px. We also use the shorthand Γn = Γxn+1xn , and we assume without
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loss of generality that |||f |||γ,η;K ≤ 1. Note that the sequence xn converges to x∞ and
that
‖xn+1 − xn‖s = ‖xn+1 − x∞‖s = ‖xn+1‖P = 2−(n+1)‖x‖P . (6.4)
The argument now goes by “reverse induction” on ℓ. Assume that the bound
‖f (x)‖m . ‖x‖η−mP holds for all m > ℓ, which we certainly know to be the case
when ℓ is the largest element in A smaller than η since then this bound is already con-
trolled by |||f |||γ,η;K. One then has
‖f (xn+1)− f (xn)‖ℓ ≤ ‖f (xn+1)− Γnf (xn)‖ℓ + ‖(1− Γn)f (xn)‖ℓ (6.5)
. 2−n(η−ℓ)‖x‖η−ℓP +
∑
m>ℓ
2−n(m−ℓ)‖x‖m−ℓP 2−n(η−m)‖x‖η−mP
. 2−n(η−ℓ)‖x‖η−ℓP ,
where we made use of the definition of |||f |||γ,η;K and (6.4) to bound the first term and
of the inductive hypothesis, combined with (6.4) and the bounds on Γ for the second
term. It immediately follows that
‖f (x)‖ℓ = ‖f (x)− f (x∞)‖ℓ ≤
∑
n≥0
‖f (xn+1)− f (xn)‖ℓ .
∑
n≥0
2−n(η−ℓ)‖x‖η−ℓP ,
which is precisely what is required for the first bound to hold. Here, the induction
argument on ℓ works because A is locally finite by assumption.
The second bound follows in a very similar way. Setting δf = f − f¯ , we write
‖δf (xn+1)− δf (xn)‖ℓ ≤ ‖f (xn+1)− f¯ (xn+1)− Γnf (xn) + Γ¯nf¯ (xn)‖ℓ
+ ‖(1− Γn)f (xn)− (1− Γ¯n)f¯ (xn)‖ℓ .
The first term in this expression is bounded in the same way as above. The second term
is bounded by
‖(1− Γn)f (xn)− (1− Γ¯n)f¯ (xn)‖ℓ . 2−n(η−ℓ)‖x‖η−ℓP (|||f, f¯ |||γ,η;K + ‖Γ− Γ¯‖γ;K) ,
from which the stated bound then also follows in the same way as above.
The following kind of interpolation inequality will also be useful:
Lemma 6.6 Let γ > 0 and κ ∈ (0, 1) and let f and f¯ satisfy the assumptions of
Lemma 6.5. Then, for every compact set K, one has the bound
|||f ; f¯ |||(1−κ)γ,η;K . ⌊⌉f − f¯⌊⌉κγ,η;K(|||f |||γ,η;K + |||f¯ |||γ,η;K)1−κ ,
where the proportionality constant depends on ‖Γ‖γ;K + ‖Γ¯‖γ;K.
Proof. All the operations are local, so we can just as well take K = Rd. First, one then
has the obvious bound
‖f (x)− Γxyf (y)− f¯ (x) + Γ¯xy f¯ (y)‖ℓ ≤ (|||f |||γ,η + |||f¯ |||γ,η)‖x− y‖γ−ℓs ‖x, y‖η−γP .
On the other hand, one also has the bound
‖f (x)− Γxyf (y)− f¯ (x) + Γ¯xyf¯ (y)‖ℓ . ⌊⌉f − f¯⌊⌉γ,η‖x, y‖η−ℓP ,
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where the proportionality depends on the sizes of Γ and Γ¯. As a consequence of these
two bounds, we obtain
‖f (x)− Γxyf (y)− f¯ (x) + Γ¯xy f¯ (y)‖ℓ . ⌊⌉f − f¯⌊⌉κγ,η(|||f |||γ,η + |||f¯ |||γ,η)1−κ
× ‖x− y‖γ−ℓ−κ(γ−ℓ)s ‖x, y‖η−κℓ−(1−κ)γP
. ⌊⌉f − f¯⌊⌉κγ,η(|||f |||γ,η + |||f¯ |||γ,η)1−κ‖x− y‖(1−κ)γ−ℓs ‖x, y‖η−(1−κ)γP ,
which is precisely the required bound. Here, we made use of the fact that we only
consider points with ‖x− y‖s . ‖x, y‖P to obtain the last inequality.
Regarding the bound on ‖f (x) − f¯ (x)‖ℓ, one immediately obtains the required
bound
‖f (x)− f¯ (x)‖ℓ . ⌊⌉f − f¯⌊⌉κγ,η(|||f |||γ,η + |||f¯ |||γ,η)1−κ‖x‖(η−ℓ)∧1P ,
simply because both ⌊⌉ · ⌊⌉γ,η and ||| · |||γ,η dominate that term.
In this section, we show that all of the calculus developed in the previous sections
still carries over to these weighted spaces, provided that the exponents η are chosen in
a suitable way. The proofs are mostly based on relatively straightforward but tedious
modifications of the existing proofs in the uniform case, so we will try to focus mainly
on those aspects that do actually differ.
6.1 Reconstruction theorem
We first obtain a modified version of the reconstruction theorem for elements f ∈ Dγ,ηP .
Since the reconstruction operator R is local and since f belongs to Dγ away from P ,
there exists a unique element R˜f in the dual of smooth functions that are compactly
supported away from P which is such that
(R˜f −Πxf (x))(ψλx ) . λγ ,
for all x 6∈ P and λ ≪ d(x, P ). The aim of this subsection is to show that, under
suitable assumptions, R˜f extends in a natural way to an actual distribution Rf on Rd.
In order to prepare for this result, the following result will be useful.
Lemma 6.7 Let T = (A, T,G) be a regularity structure and let (Π,Γ) be a model
for T over Rd with scaling s. Let ψ ∈ Br
s,0 with r > |minA| and λ > 0. Then, for
f ∈ Dγ , one has the bound
|(Rf −Πxf (x))(ψλx )| . λγ sup
y,z∈B2λ(x)
sup
ℓ<γ
‖f (z)− Γzyf (y)‖ℓ
‖z − y‖γ−ℓs
,
where the proportionality constant is of order 1 + ‖Γ‖γ;B2λ(x)|||Π|||γ;B2λ(x).
Remark 6.8 This is essentially a refinement of the reconstruction theorem. The differ-
ence is that the bound only uses information about f in a small area around the support
of ϕλx .
Proof. Inspecting the proof of Proposition 3.25, we note that one really only uses the
bounds (3.30) only for pairs x and y with ‖x − y‖s ≤ Cλ for some fixed C > 0. By
choosing n0 sufficiently large, one can furthermore easily ensure that C ≤ 2.
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Proposition 6.9 Let f ∈ Dγ,ηP (V ) for some sector V of regularity α ≤ 0, some γ > 0,
and some η ≤ γ. Then, provided that α ∧ η > −m where m is as in (6.1), there
exists a unique distribution Rf ∈ Cα∧ηs such that (Rf)(ϕ) = (R˜f)(ϕ) for smooth test
functions that are compactly supported away from P . If f and f¯ are modelled after
two models Z and Z¯ , then one has the bound
‖Rf − R¯f¯‖α∧η;K . |||f ; f¯ |||γ,η;K¯ + |||Z; Z¯|||γ;K¯ ,
where the proportionality constant depends on the norms of f , f¯ , Z and Z¯ . Here, K is
any compact set and K¯ is its 1-fattening.
Remark 6.10 The condition α ∧ η > −m rules out the possibility of creating a non-
integrable singularity on P , which would prevent R˜f from defining a distribution on
all of Rd. (Unless one “cancels out” the singularity by a diverging term located on P ,
but this would then lead to Rf being well-posed only up to some finite distribution
localised on P .)
Remark 6.11 If α = 0 and η ≥ 0, then due to our definition of Cαs , Proposition 6.9
only implies that Rf is a bounded function, not that it is actually continuous.
Proof. Since the reconstruction operator is linear and local, it suffices to consider the
case where |||f |||γ,η;K ≤ 1, which we will assume from now on.
Our main tool in the proof of this result is a suitable partition of the identity in the
complement of P . Let ϕ : R+ → [0, 1] be as in Lemma 5.5 and let ϕ˜ : R → [0, 1] be a
smooth function such that supp ϕ˜ ⊂ [−1, 1] and∑
k∈Z
ϕ˜(x+ k) = 1 .
For n ∈ Z, we then define the countable sets ΞnP by
ΞnP = {x ∈ Rd : xi = 0 for i ≤ d¯ and xi ∈ 2−nsiZ for i > d¯} .
This is very similar to the definition of the sets Λsn in Section 3.1, except that the points
in ΞnP are all located in a small “boundary layer” around P . For n ∈ Z and x ∈ ΞnP ,
we define the cutoff function ϕx,n by
ϕx,n(y) = ϕ(2nNP (y))ϕ˜(2nsd¯+1 (yd¯+1 − xd¯+1)) · · · ϕ˜(2nsd(yd − xd)) ,
where NP is a smooth function on Rd \ P which depends only on (y1, . . . , yd¯), and
which is “1-homogeneous” in the sense that NP (Dδsy) = δNP (y).
One can verify that this construction yields a partition of the unity in the sense that∑
n∈Z
∑
x∈ΞnP
ϕx,n(y) = 1 ,
for every y ∈ Rd \ P .
Let furthermore ϕˆN be given by ϕˆN =
∑
n≤N
∑
x∈ΞnP
ϕx,n. One can then show
that, for every distribution ξ ∈ Cα¯s with α¯ > −m and every smooth test function ψ, one
has
lim
N→∞
ξ(ψ(1− ϕˆN )) = 0 .
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As a consequence, it suffices to show that, for every smooth compactly supported test
function ψ, the sequence (R˜f)(ψϕˆN ) is Cauchy and that its limit, which we denote by
(Rf)(ψ), satisfies the bound of Definition 3.7.
Take now a smooth test function ψ supported in B(0, 1) and define the translated
and rescaled versions ψλx as before with λ ∈ (0, 1]. If ds(x, P ) ≥ 2λ, then it follows
from Lemma 6.7 that
(R˜f −Πxf (x))(ψλx ) . ds(x, P )η−γλγ . λη , (6.6)
where the last bound follows from the fact that γ ≥ η by assumption. Since furthermore
(Πxf (x))(ψλx ) .
∑
α≤ℓ<γ
‖x‖(η−ℓ)∧0P λℓ . λα∧η , (6.7)
we do have the required bound in this case.
In the case ds(x, P ) ≤ 2λ, we rewrite ψλx as
ψλx =
∑
n≥n0
∑
y∈ΞnP
ψλxϕy,n ,
where n0 is the greatest integer such that 2−n0 ≥ 3λ. Setting
χn,xy = λ
|s|2n|s|ψλxϕy,n ,
it is straightforward to verify that χn,xy satisfies the bounds
sup
z∈Rd
|Dkχn,xy(z)| . 2−(|s|+|k|s)n ,
for any multiindex k. Furthermore, just as in the case of the bound (6.6), every point
in the support of χn,xy is located at a distance of P that is of the same order. Using a
suitable partition of unity, one can therefore rewrite it as
χn,xy =
M∑
j=1
χ(j)n,xy ,
whereM is a fixed constant and where each of the χ(j)n,xy has its support centred in a ball
of radius 1
2
ds(zj, P ) around some point zj . As a consequence, by the same argument
as before, we obtain the bound
(R˜f −Πzjf (zj))(χn,xy) .
M∑
j=1
ds(zj, P )η−γ2−γn . 2−ηn . (6.8)
Using the same argument as in (6.7), it then follows at once that
|(R˜f)(χn,xy)| . 2−(α∧η)n . (6.9)
Note now that we have the identity
(R˜f)(ψλx ϕˆN ) =
N∑
n=n0
λ−|s|2−n|s|
∑
y∈ΞnP
(R˜f)(χn,xy) .
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At this stage, we make use of the fact that χn,xy = 0, unless ‖x − y‖s . λ. As
a consequence, for n ≥ n0, the number of terms contributing in the above sum is
bounded by (2nλ)|s|−m. Combining this remark with (6.9) yields the bound∣∣∣λ−|s|2−n|s| ∑
y∈ΞnP
(R˜f)(χn,xy)
∣∣∣ . λ−m2−((α∧η)+m)n ,
from which the claim follows at once, provided that α ∧ η > −m, which is true by
assumption. The bound on Rf − R¯f then follows in exactly the same way.
In the remainder of this section, we extend the calculus developed in the previous
sections to the case of singular modelled distributions.
6.2 Multiplication
We now show that the product of two singular modelled distributions yields again a
singular modelled distribution under suitable assumptions. The precise workings of
the exponents is as follows:
Proposition 6.12 Let P be as above and let f1 ∈ Dγ1,η1P (V (1)) and f2 ∈ Dγ2,η2P (V (2))
for two sectors V (1) and V (2) with respective regularities α1 and α2. Let furthermore
⋆ be a product on T such that (V (1), V (2)) is γ-regular with γ = (γ1+α2)∧ (γ2+α1).
Then, the function f = f1⋆γf2 belongs toDγ,ηP with η = (η1+α2)∧(η2+α1)∧(η1+η2).
(Here, ⋆γ is the projection of the product ⋆ onto T−γ as before.)
Furthermore, in the situation analogous to Proposition 4.10, writing f = f1 ⋆ f2
and g = g1 ⋆ g2, one has the bound
|||f ; g|||γ,η;K . |||f1; g1|||γ1,η1;K + |||f2; g2|||γ2,η2;K + ‖Γ− Γ¯‖γ1+γ2;K ,
uniformly over any bounded set.
Proof. We first show that f = f1 ⋆γ f2 does indeed satisfy the claimed bounds. By
Theorem 4.7, we only need to consider points x, y which are both at distance less than
1 from P . Also, by bilinearity and locality, it suffices to consider the case when both
f1 and f2 are of norm 1 on the fixed compact K. Regarding the supremum bound on f ,
we have
‖f (x)‖ℓ ≤
∑
ℓ1+ℓ2=k
‖f1(x)‖ℓ1‖f2(x)‖ℓ2 ≤
∑
ℓ1+ℓ2=ℓ
‖x‖(η1−ℓ1)∧0P ‖x‖(η2−ℓ2)∧0P
. ‖x‖(η−ℓ)∧0P ,
which is precisely as required.
It remains to obtain a suitable bound on f (x)− Γxyf (y). For this, it follows from
Definition 6.2 that it suffices to consider pairs (x, y) such that 2‖x− y‖s ≤ ds(x, P )∧
ds(y, P ) ≤ 1. For such pairs (x, y), it follows immediately from the triangle inequality
that
ds(x, P ) = ‖x‖P ∼ ‖y‖P ∼ ‖x, y‖P , (6.10)
in the sense that any of these quantities is bounded by a multiple of any other quantity,
with some universal proportionality constants. For ℓ < γi, one then has the bounds
‖fi(x)− Γxyfi(y)‖ℓ . ‖x− y‖γi−ℓis ‖x, y‖ηi−γiP ,
‖fi(x)‖ℓ . ‖x, y‖(ηi−ℓi)∧0P ,
(6.11)
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for i ∈ {1, 2}.
As in (4.6), one then has
‖Γxyf (y)− (Γxyf1(y)) ⋆ (Γxyf2(y))‖ℓ .
∑
m+n≥γ
‖x− y‖m+n−ℓ
s
‖f1(y)‖m‖f2(y)‖n
. ‖x− y‖γ−ℓs
∑
m+n≥γ
‖x, y‖m+n−γP ‖x, y‖(η1−m)∧0P ‖x, y‖(η2−n)∧0P
= ‖x− y‖γ−ℓs
∑
m+n≥γ
‖x, y‖−γP ‖x, y‖η1∧mP ‖x, y‖η2∧nP
. ‖x− y‖γ−ℓs ‖x, y‖−γP ‖x, y‖η1∧α2P ‖x, y‖η2∧α1P
= ‖x− y‖γ−ℓ
s
‖x, y‖η−γP . (6.12)
Here, in order to obtain the second line, we made use of (6.10), as well as the fact that
we are only considering points (x, y) such that ‖x − y‖s ≤ ‖x, y‖P . Combining this
with the bound (4.4) from the proof of Theorem 4.7 and using again the bounds (6.11),
the requested bound then follows at once.
It remains to obtain a bound on |||f ; g|||γ,η;K. For this, we proceed almost exactly as
in Proposition 4.10. First note that, proceeding as above, one obtains the estimate
‖Γxyf (y)− Γ¯xyg(y)− Γxyf1(y) ⋆ Γxyf2(y) + Γ¯xyg1(y) ⋆ Γ¯xyg2(y)‖ℓ
≤ ‖Γ− Γ¯‖γ1+γ2;K
∑
m+n≥γ
‖x− y‖m+n−ℓs ‖f1(y)‖m‖f2(y)‖n
+
∑
m+n≥γ
‖x− y‖m+n−ℓ
s
‖f1(y)− g1(y)‖m‖f2(y)‖n
+
∑
m+n≥γ
‖x− y‖m+n−ℓs ‖g1(y)‖m‖f2(y)− g2(y)‖n ,
which then yields a bound of the desired type by proceeding as in (6.12). The remainder
is then decomposed exactly as in (4.7). Denoting by T1, . . . , T5 the terms appearing
there, we proceed to bound them again separately.
For the term T1, we obtain this time the bound
‖T1‖ℓ . |||f1; g1|||γ1,η1;K
∑
m+n=ℓ
n≥α2;m≥α1
‖x− y‖γ1−m
s
‖x‖(η2−n)∧0P ‖x, y‖η1−γ1P .
Since, as in the proof of Proposition 4.10, all the terms in this sum satisfy γ1 −m >
γ − ℓ, we can bound ‖x − y‖γ1−ms by ‖x − y‖γ−ℓs ‖x, y‖n+γ1−γP . We thus obtain the
bound
‖T1‖ℓ . |||f1; g1|||γ1,η1;K‖x− y‖γ−ℓs ‖x, y‖(η2∧α2)+η1−γP .
Since η ≤ (η2 ∧ α2) + η1, this bound is precisely as required.
The bound on T2 follows in a similar way, once we note that for the pairs (x, y)
under consideration one has
‖Γxyf1(y)‖ℓ .
∑
m≥ℓ
‖x− y‖m−ℓs ‖f1(y)‖m .
∑
m≥ℓ
̺m−ℓs (x, y)‖f1(y)‖m
.
∑
m≥ℓ
̺m−ℓ
s
(x, y)̺(η1−m)∧0
s
(x, y) . ̺(η1−ℓ)∧0
s
(x, y) , (6.13)
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where we used (6.10) to obtain the penultimate bound, so that Γxyf1(y) satisfies essen-
tially the same bounds as f1(x).
Regarding the term T5, we obtain
‖T5‖ℓ . ‖f2 − g2‖γ2,η2;K
∑
m+n=ℓ
m≥α1;n≥α2
‖x− y‖γ1−ms ‖x, y‖η1−γ1P ‖y‖(η2−n)∧0P ,
from which the required bound follows in the same way as for T1. The term T3 is
treated in the same way by making again use of the remark (6.13), this time with
g1(y)− f1(y) playing the role of f1(y).
The remaining term T4 can be bounded in virtually the same way as T5, the main
difference being that the bounds on (Γ¯xy −Γxy)f1(y) are proportional to ‖Γ− Γ¯‖γ1;K,
so that one has
‖T4‖ℓ . ‖Γ− Γ¯‖γ1;K‖x− y‖γ−ℓs ‖x, y‖(η1∧α1)+η2−γP .
Combining all of these bounds completes the proof.
6.3 Composition with smooth functions
Similarly to the case of multiplication of two modelled distributions, we can compose
them with smooth functions as in Section 4.2, provided that they belong toDγ,ηP (V ) for
some function-like sector V stable under the product ⋆, and for some η ≥ 0.
Proposition 6.13 Let P be as above, let γ > 0, and let fi ∈ Dγ,ηP (V ) be a collection
of n modelled distributions for some function-like sector V which is stable under the
product ⋆. Assume furthermore that V is γ-regular in the sense of Definition 4.6.
Let furthermore F : Rn → R be a smooth function. Then, provided that η ∈ [0, γ],
the modelled distribution Fˆγ(f ) defined as in Section 4.2 also belongs to Dγ,ηP (V ).
Furthermore, the map Fˆγ : Dγ,ηP (V ) → Dγ,ηP (V ) is locally Lipschitz continuous in any
of the seminorms ‖ · ‖γ,η;K and ||| · |||γ,η;K.
Remark 6.14 In fact, we do not needF to be C∞, but the same regularity requirements
as in Section 4.2 suffice. Also, it is likely that one could obtain continuity in the strong
sense, but in the interest of brevity, we refrain from doing so.
Proof. Write b(x) = Fˆγ(f (x)) as before. We also set ζ ∈ [0, γ] as in the proof of
Theorem 4.16. Regarding the bound on ‖b‖γ,η;K, we note first that since we assumed
that η ≥ 0, (6.2) implies that the quantities DkF (f¯ (x)) are locally uniformly bounded.
It follows that one has the bound
‖b(x)‖ℓ .
∑
ℓ1+...+ℓn=ℓ
‖f (x)‖ℓ1 . . . ‖f (x)‖ℓn ,
where the sum runs over all possible ways of decomposing ℓ into finitely many strictly
positive elements ℓi ∈ A. Note now that one necessarily has the bound
((η − ℓ1) ∧ 0) + . . .+ ((η − ℓn) ∧ 0) ≥ (η − ℓ) ∧ 0 . (6.14)
Indeed, if all of the terms on the left vanish, then the bound holds trivially. Otherwise,
at least one term is given by η − ℓi and, for all the other terms, we use the fact that
(η − ℓj) ∧ 0 ≥ −ℓj . Since ‖x‖P ≤ 1, it follows at once that
‖b(x)‖ℓ . ‖x‖(η−ℓ)∧0P ,
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as required.
In order to bound Γxyb(y) − b(x), we proceed exactly as in the proof of Theo-
rem 4.16. All we need to show is that the various remainder terms appearing in that
proof satisfy bounds of the type
‖Ri(x, y)‖ℓ . ‖x− y‖γ−ℓs ‖x, y‖η−γP . (6.15)
Regarding the term R1(x, y), it follows from a calculation similar to (4.5) that it con-
sists of terms proportional to
ΓxyQℓ1 f˜ (y) ⋆ . . . ⋆ ΓxyQℓn f˜ (y) ,
where
∑
ℓi ≥ γ. Combining the bounds on Γ with the definition of the spaceDγ,ηP , we
know furthermore that each of these factors satisfies a bound of the type
‖ΓxyQℓi f˜ (y)‖m . ‖x− y‖ℓi−ms ‖x‖(η−ℓi)∧0P . (6.16)
Combining this with the fact that
∑
ℓi ≥ γ, that ‖x − y‖s . ‖x‖P , and the bound
(6.14), the bound (6.15) follows for R1.
Regarding Rf , it follows from the definitions that
‖Rf (x, y)‖m . ‖x− y‖γ−ms ‖x, y‖η−γP . (6.17)
Furthermore, as a consequence of the fact that η ≥ 0 and ‖x− y‖s . ‖x‖P , it follows
from (6.16) and (6.17) that
‖Γxyf˜ (y)‖m . ‖x− y‖−ms , ‖f˜ (y) + (f¯ (y)− f¯ (x))1‖m . ‖x− y‖−ms .
Combining this with (6.17) and the expression for R2, we immediately conclude that
R2 also satisfies (6.15).
Note now that one has the bound
|f¯ (x)− f¯ (y)| . ‖Γxyf˜ (y)‖0 + ‖x− y‖γs ‖x, y‖η−γP (6.18)
.
∑
ζ≤ℓ<γ
‖x− y‖ℓs ‖x, y‖(η−ℓ)∧0P . ‖x− y‖ζs ‖x, y‖(η−ζ)∧0P ,
where we used the fact that ζ ≤ γ. Since we furthermore know that f¯ (x) is uniformly
bounded in K as a consequence of the fact that η ≥ 0, it follows that the bound equiva-
lent to (4.14) in this context is given by
DkF (f¯ (x)) =
∑
|k+ℓ|≤L
Dk+ℓF (f¯ (y))
ℓ!
(f¯ (x)− f¯ (y))ℓ +O(‖x− y‖γ−|k|ζs ‖x, y‖µkP ) ,
(6.19)
where L = ⌊γ/ζ⌋ and the exponent µk is given by µk = (|k|ζ−γ−|k|η+ (γη/ζ))∧0.
We can furthermore assume without loss of generality that ζ ≤ 1. Furthermore, making
use of (6.18), it follows as in (4.15) that
‖(f˜ (y) + (f¯ (y)− f¯ (x))1)⋆k‖β .
∑
m≥0
∑
ℓ
‖x− y‖ζ(|k|−m)s ‖x, y‖(|k|−m)((η−ζ)∧0)P
× ‖x, y‖(η−ℓ1)∧0P · · · ‖x, y‖(η−ℓm)∧0P ,
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where the second sum runs over all indices ℓ1, . . . , ℓm with
∑
ℓi = β and ℓi ≥ ζ for
every i. In particular, one has the bound
‖(f˜ (y) + (f¯ (y)− f¯ (x))1)⋆k‖β . ‖x− y‖ζ|k|−βs ‖x, y‖β−ζmP
×
∑
m≥0
∑
ℓ
‖x, y‖(|k|−m)((η−ζ)∧0)P ‖x, y‖(η−ℓ1)∧0P · · · ‖x, y‖(η−ℓm)∧0P .
Let us have a closer look at the exponents of ‖x, y‖P appearing in this expression:
µm,ℓ
def
= β − ζm+ (|k| −m)((η − ζ) ∧ 0) +
m∑
i=1
(η − ℓi) ∧ 0 .
Note that, thanks to the distributivity of the infimum with respect to addition and to the
facts that
∑
ℓi = β and ℓi ≥ ζ, one has the bound
m∑
i=1
(η − ℓi) ∧ 0 ≥ inf
n≤m
(nη − β + (m− n)ζ) = mζ − β + inf
n≤m
n(η − ζ) .
As a consequence, we have µm,ℓ ≥ 0 if η ≥ ζ and µm,ℓ ≥ |k|(η− ζ) otherwise, so that
‖(f˜ (y) + (f¯ (y)− f¯ (x))1)⋆k‖β . ‖x− y‖ζ|k|−βs ‖x, y‖|k|(η−ζ)∧0P .
Note furthermore that, by an argument similar to above, one has the bound
µk + |k|(η − ζ) ∧ 0 ≥ (η − ζ)γ
ζ
∧ 0 ≥ (η − γ) ∧ 0 = η − γ ,
where we used the fact that ζ ≤ γ and the last identity follows from the assumption
that η ≤ γ. Combining this with (6.19) and the definition of R3 from (4.16), we obtain
the bound (6.15) for R3, which implies that Fˆ (f ) ∈ Dγ,ηP as required.
The proof of the local Lipschitz continuity then follows in exactly the same way as
in the proof of Theorem 4.16.
6.4 Differentiation
In the same context as Section 5.4, one has the following result:
Proposition 6.15 Let D be an abstract gradient as in Section 5.4 and let f ∈ Dγ,ηP (V )
for some γ > si and η ∈ R. Then, Dif ∈ Dγ−si,η−siP .
Proof. This is an immediate consequence of the definition (6.2) and the properties of
abstract gradients.
6.5 Integration against singular kernels
In this section, we extend the results from Section 5 to spaces of singular modelled
distributions. Our main result can be stated as follows.
Proposition 6.16 Let T , V , K and β be as in Theorem 5.12 and let f ∈ Dγ,ηP (V )
with η < γ. Denote furthermore by α the regularity of the sector V and assume that
η ∧ α > −m. Then, provided that γ + β 6∈ N and η + β 6∈ N, one has Kγf ∈ Dγ¯,η¯P
with γ¯ = γ + β and η¯ = (η ∧ α) + β.
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Furthermore, in the situation analogous to that of the last part of Theorem 5.12,
one has the bound
|||Kγf ; K¯γ f¯ |||γ¯,η¯;K . |||f ; f¯ |||γ,η;K¯ + ‖Π− Π¯‖γ;K¯ + ‖Γ− Γ¯‖γ¯;K¯ , (6.20)
for all f ∈ Dγ,ηP (V ; Γ) and f¯ ∈ Dγ,ηP (V ; Γ¯).
Proof. We first observe that Nγf is well-defined for a singular modelled distribution
as in the statement. Indeed, for every x 6∈ P , it suffices to decompose K as K =
K (1) +K (2), where K (1) is given by K (1) =
∑
n≥n0
Kn, and n0 is sufficiently large so
that 2−n0 ≤ ds(x, P )/2, say. Then, the fact that (5.16) is well-posed with K replaced
by K (1) follows from Theorem 5.12. The fact that it is well-posed with K replaced
by K (2) follows from the fact that K (2) is globally smooth and compactly supported,
combined with Proposition 6.9.
To prove that Kγf belongs to Dγ+β,(η∧α)+βP (V ), we proceed as in the proof of
Theorem 5.12. We first consider values of ℓ with ℓ 6∈ N. For such values, one has
as before Qℓ(Kγf)(x) = QℓIf (x) and QℓΓxy(Kγf)(y) = QℓIΓxyf (y), so that the
required bounds on ‖Kγf (x)‖ℓ, ‖Kγf (x) − ΓxyKγf (x)‖ℓ, ‖Kγf (x) − K¯γ f¯ (x)‖ℓ, as
well as ‖Kγf (x) − ΓxyKγf (x)− K¯γ f¯ (x) + Γ¯xyK¯γ f¯ (x)‖ℓ follow at once. (Here and
below we use the fact that ‖x, y‖η−γP ≤ ‖x, y‖(η∧α)−γP since one only considers pairs
(x, y) such that ̺s ≤ 1.)
It remains to treat the integer values of ℓ. First, we want to show that one has the
bound
‖Kγf (x)‖ℓ . ‖x‖(η¯−ℓ)∧0P ,
and similarly for ‖Kγf − K¯γ f¯‖ℓ. For this, we proceed similarly to Theorem 5.12,
noting that if 2−(n+1) ≤ ‖x‖P then, by Remark 3.27, one has the bound
|(Rf −Πxf (x))(Dℓ1Kn(x, ·))| . 2(|ℓ|s−β−γ)n‖x‖η−γP .
(In this expression, ℓ is a multiindex.) Furthermore, regarding J (n)(x)f (x), one has
‖J (n)(x)f (x)‖ℓ .
∑
ζ>ℓ−β
‖x‖(η−ζ)∧0P 2(ℓ−β−ζ)n .
Combining these two bounds and summing over the relevant values of n yields∑
2−(n+1)≤‖x‖P
‖K(n)γ f‖ℓ .
∑
ζ>ℓ−β
‖x‖ζ+β−ℓ+((η−ζ)∧0)P ,
which is indeed bounded by ‖x‖(η¯−ℓ)∧0P as required since one always has ζ ≥ α. For
‖x‖P < 2−(n+1) on the other hand, we make use of the reconstruction theorem for
modelled distributions which yields
|(Rf −Πxf (x))(Dℓ1Kn(x, ·)) +Q|ℓ|sJ (n)(x)f (x)|
. |(Rf)(Dℓ1Kn(x, ·))|+
∑
ζ≤|ℓ|s−β
|(Πxf (x))(Dℓ1Kn(x, ·))|
. 2(|ℓ|s−β−(η∧α))n +
∑
ζ≤|ℓ|s−β
2(|ℓ|s−β−ζ)n‖x‖(η−ζ)∧0P .
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Summing again over the relevant values of n yields again∑
2−(n+1)>‖x‖P
‖K(n)γ f‖ℓ .
∑
ζ≤ℓ−β
‖x‖ζ+β−ℓ+((η−ζ)∧0)P ,
which is bounded by ‖x‖(η¯−ℓ)∧0P for the same reason as before. The corresponding
bounds on ‖Kγf − K¯γ f¯‖ℓ are obtained in virtually the same way.
It therefore remains to obtain the bounds on ‖Kγf (x)− K¯γ f¯ (x)‖ℓ and ‖Kγf (x)−
ΓxyKγf (x) − K¯γ f¯ (x) + Γ¯xyK¯γ f¯ (x)‖ℓ. For this, we proceed exactly as in the proof
of Theorem 5.12, but we keep track of the dependency on x and y, rather than just the
difference. Recall also that we only ever consider the case where (x, y) ∈ KP , so that
‖x, y‖P > ‖x−y‖s. This time, we consider separately the three cases 2−n ≤ ‖x−y‖s,
2−n ∈ [‖x− y‖s, 12‖x, y‖P ] and 2−n ≥ 12‖x, y‖P .
When 2−n ≤ ‖x−y‖s, we use Remark 3.27 which shows that, when following the
exact same considerations as in Theorem 5.12, we always obtain the same bounds, but
multiplied by a factor ‖x, y‖η−γP . The case 2−n ≤ ‖x− y‖s therefore follows at once.
We now turn to the case 2−n ∈ [‖x − y‖s, 12‖x, y‖P ]. As in the proof of The-
orem 5.12 (see (5.48) in particular), we can again reduce this case to obtaining the
bounds
|(ΠxQζ(Γxyf (y)− f (x)))(Dk1Kn(x, ·))| . ‖x, y‖η−γP
∑
δ>0
‖x− y‖δ+γ+β−|k|ss 2δn
|(Πyf (y)−Rf)(Kk,γn;xy)| . ‖x, y‖η−γP
∑
δ>0
‖x− y‖δ+γ+β−|k|ss 2δn ,
for every ζ ≤ |k|s − β and where the sums over δ contain only finitely many terms.
The first line is obtained exactly as in the proof of Theorem 5.12, so we focus on the
second line. Following the same strategy as in the proof of Theorem 5.12, we similarly
reduce it to obtaining bounds of the form
|(Πyf (y)−Rf)(Dℓ1Kn(y¯, ·))| . ‖x, y‖η−γP
∑
δ>0
‖x− y‖δ+γ+β−|ℓ|ss 2δn ,
where y¯ is such that ‖x− y¯‖s ≤ ‖x− y‖s and ℓ is a multiindex with |ℓ|s ≥ |k|s+(0∨
(γ + β)). Since we only consider pairs (x, y) such that ‖x− y‖s ≤ 12‖x, y‖P , one has‖y, y¯‖P ∼ ‖x, y‖P . As a consequence, we obtain as in the proof of Theorem 5.12
|(Πy¯(Γy¯yf (y)− f (y¯)))(Dℓ1Kn(y¯, ·))| . ‖x, y‖η−γP
∑
ζ≤γ
‖x− y‖γ−ζs 2(|ℓ|s−ζ−β)n .
Furthermore, since 2−n ≤ ‖x, y‖P , we obtain as in (6.6) the bound
|(Πy¯f (y¯)−Rf)(Dℓ1Kn(y¯, ·))| . 2(|ℓ|s−β−γ)n‖x, y‖η−γP .
The rest of the argument is then again exactly the same as for Theorem 5.12. The
corresponding bounds on the distance between Kγf and K¯γ f¯ follows analogously.
It remains to consider the case 2−n ≥ 1
2
‖x, y‖P . In this case, we proceed as before
but, in order to bound the term involving Πyf (y) − Rf , we simply use the triangle
inequality to rewrite it as
|(Πyf (y)−Rf)(Kk,γn;xy)| ≤ |(Πyf (y))(Kk,γn;xy)|+ |(Rf)(Kk,γn;xy)| .
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We then use again the representation (5.28) for Kk,γn;xy, together with the bounds
|(Rf)(Dk+ℓ1 Kn(y¯, ·))| . 2(|k+ℓ|s−β−(α∧η))n ,
|(Πyf (y))(Dk+ℓ1 Kn(y¯, ·))| .
∑
α≤ζ<γ
‖y‖(η−ζ)∧0P 2(|k+ℓ|s−β−ζ)n .
Here, the first bound is a consequence of the reconstruction theorem for singular mod-
elled distributions, while the second bound follows from Definition 6.2. Since
2(|k+ℓ|s−β−(α∧η))n ≤ 2(|k+ℓ|s−β−α)n + 2(|k+ℓ|s−β−η)n ,
and since η ∈ [α, γ) by assumption, we see that the first bound is actually of the same
form as the second, so that
|(Πyf (y)−Rf)(Dk+ℓ1 Kn(y¯, ·))| .
∑
α≤ζ<γ
‖y‖(η−ζ)∧0P 2(|k+ℓ|s−β−ζ)n ,
where the sum runs over finitely many terms. Performing the integration in (5.28) and
using the bound (5.31), we conclude that
|(Πyf (y)−Rf)(Kk,γn;xy)| .
∑
ζ;ℓ
‖x− y‖|ℓ|ss ‖x, y‖(η−ζ)∧0P 2(|k+ℓ|s−β−ζ)n ,
where we used the fact that ‖y‖P ∼ ‖x, y‖P . Here, the sum runs over exponents ζ as
before and multiindices ℓ such that |k + ℓ|s > β + γ. Summing this expression over
the relevant range of values for n, we have∑
2−n≥‖x,y‖P
|(Πyf (y)−Rf)(Kk,γn;xy)| .
∑
ζ;ℓ
‖x− y‖|ℓ|ss ‖x, y‖(η∧ζ)+β−|k+ℓ|sP
. ‖x− y‖γ+β−|k|ss ‖x, y‖(η∧α)−γP ,
where we used the fact that ‖x− y‖s ≤ 12‖x, y‖P to obtain the second bound. Again,
the corresponding bounds on the distance between Kγf and K¯γ f¯ follow analogously,
thus concluding the proof.
Remark 6.17 The condition α ∧ η > −m is only required in order to be able to apply
Proposition 6.9. There are some situations in which, even though α ∧ η < −m, there
exists a canonical elementRf ∈ Cα∧ηs extending R˜f . In such a case, Proposition 6.16
still holds and the bound (6.20) holds provided that the corresponding bound holds for
Rf − R¯f¯ .
7 Solutions to semilinear (S)PDEs
In order to solve a typical semilinear PDE of the type
∂tu = Au+ F (u) , u(0) = u0 ,
a standard methodology is to rewrite it in its mild form as
u(t) = S(t)u0 +
∫ t
0
S(t− s)F (u(s)) ds ,
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where S(t) = eAt is the semigroup generated by A. One then looks for some family of
spaces XT of space-time functions (with XT containing functions up to time T ) such
that the map given by
(Mu)(t) = S(t)u0 +
∫ t
0
S(t− s)F (u(s)) ds ,
is a contraction in XT , provided that the terminal time T is sufficiently small. (As soon
as F is nonlinear, the notion of “sufficiently small” typically depends on the choice of
u0, thus leading to a local solution theory.) The main step of such an argument is to
show that the linear map S given by
(Sv)(t) =
∫ t
0
S(t− s) v(s) ds ,
can be made to have arbitrarily small norm as T → 0 as a map from some suitable
space YT intoXT , where YT is chosen such that F is then locally Lipschitz continuous
as a map from XT to YT , with some uniformity in T ∈ (0, 1], say.
The aim of this section is to show that, in many cases, this methodology can still
be applied when looking for solutions in Dγ,ηP for suitable exponents γ and η, and for
suitable regularity structures allowing to formulate a fixed point map of the type of
MF . At this stage, all of our arguments are purely deterministic. However, they rely
on a choice of model for the given regularity structure one works with, which in many
interesting cases can be built using probabilistic techniques.
7.1 Short-time behaviour of convolution kernels
From now on, we assume that we work with d − 1 spatial coordinates, so that the
solution u we are looking for is a function on Rd. (Or rather a subset of it.) In order to
be able to reuse the results of Section 5, we also assume that S(t) is given by an integral
operator with kernel G(t, ·). For simplicity, assume that the scaling s and exponent β
are such that, as a space-time function, G furthermore satisfies the assumptions of
Section 5. (Typically, one would actually write G = K + R, where R is smooth and
a K satisfies the assumptions of Section 5. We will go into more details in Section 8
below.) In this section, time plays a distinguished role. We will therefore denote points
in Rd either by (t, x) with t ∈ R and x ∈ Rd−1 or by z ∈ Rd, depending on the context.
In our setting, we have so far been working solely with modelled distributions
defined on all of Rd, so it not clear a priori how a map like S should be defined when
acting on (possibly singular) modelled distributions. One natural way of reformulating
it is by writing
Sv = G ∗ (R+v) , (7.1)
where R+ : R × Rd−1 → R is given by R+(t, x) = 1 for t > 0 and R+(t, x) = 0
otherwise.
From now on, we always take P ⊂ Rd to be the hyperplane defined by “time 0”,
namely P = {(t, x) : t = 0}, which has effective codimension m = s1. We then note
that the obvious interpretation of R+ as a modelled distribution yields an element of
D∞,∞P , whatever the details of the underlying regularity structure. Indeed, the second
term in (6.2) always vanishes identically, while the first term is non-zero only for ℓ = 0,
in which case it is bounded for every choice of η. It then follows immediately from
Proposition 6.12 that the map v 7→ R+ v is always bounded as a map from Dγ,ηP into
Dγ,ηP . Furthermore, this map does not even rely on a choice of product, since R+ is
proportional to 1, which is always neutral for any product.
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In order to avoid the problem of having to control the behaviour of functions at
infinity, we will from now on assume that we have a symmetry group S acting on Rd
in such a way that
• The time variable is left unchanged in the sense that there is an action T˜ of S
on Rd−1 such that Tg(t, x) = (t, T˜gx).
• The fundamental domain K of the action T˜ is compact in Rd−1.
We furthermore assume that S acts on our regularity structure T and that the model
(Π,Γ) for T is adapted to its action. All the modelled distributions considered in
the remainder of this section will always be assumed to be symmetric, and when we
write Dγ , Dγ,ηP , etc, we always refer to the closed subspaces consisting of symmetric
functions.
One final ingredient used in this section will be that the kernels arising in the context
of semilinear PDEs are non-anticipative in the sense that
t < s ⇒ K((t, x), (s, y)) = 0 .
We furthermore use the notations O = [−1, 2]× Rd−1 and OT = (−∞, T ]× Rd−1.
Finally, we will use the shorthands ||| · |||γ,η;T as a shorthand for ||| · |||γ,η;OT , and similarly
for ||| · |||γ;T . The backbone of our argument is then provided by Proposition 3.31 which
guarantees that one can give bounds on Kγf on OT , solely in terms of the behaviour
of f on OT .
With all of these preliminaries in place, the main result of this subsection is the
following.
Theorem 7.1 Let γ > 0 and let K be a non-anticipative kernel satisfying Assump-
tions 5.1 and 5.4 for some β > 0 and r > γ + β. Assume furthermore that the regular-
ity structure T comes with an integration map I of order β acting on some sector V
of regularity α > −s1 and assume that the models Z = (Π,Γ) and Z¯ = (Π¯, Γ¯) both
realise K for I on V . Then, there exists a constant C such that, for every T ∈ (0, 1],
the bounds
|||KγR+f |||γ+β,η¯;T ≤ CT κ/s1 |||f |||γ,η;T ,
|||KγR+f ; K¯γR+f¯ |||γ+β,η¯;T ≤ CT κ/s1(|||f ; f¯ |||γ,η;T + |||Z, Z¯|||γ;O) ,
hold, provided that f ∈ Dγ,ηP (V ; Γ) and f¯ ∈ Dγ,ηP (V ; Γ¯) for some η > −s1. Here, η¯
and κ are such that η¯ = (η ∧ α) + β − κ and κ > 0.
In the first bound, the proportionality constant depends only on |||Z|||γ;O , while in
the second bound it is also allowed to depend on |||f |||γ,η;T + |||f¯ |||γ,η;T .
One of main ingredients of the proof is the fact that (KγR+f)(t, x) is well-defined
using only the knowledge of f up to time t. This is a consequence of the following
result, which is an improved version of Lemma 6.7.
Proposition 7.2 In the setting of Lemma 6.7, and assuming that ϕ(0) 6= 0, one has the
improved bound
|(Rf −Πxf (x))(ψλx )| . λγ sup
y,z∈suppψλx
sup
ℓ<γ
‖f (x)− Γxyf (y)‖ℓ
‖x− y‖γ−ℓs
, (7.2)
where the proportionality constant is as in Lemma 6.7.
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Proof. Since the statement is linear in f , we can assume without loss of generality that
the right hand side of (7.2) is equal to 1. Let ϕ be the scaling function of a wavelet
basis of Rd and let ϕny be defined by
ϕny (z) = ϕ(S2
−n
s (z − x)) .
Note that this is slightly different from the definition of the ϕn,sy in Section 3.1! The
reason for this particular scaling is that it ensures that
∑
y∈Λsn
ϕny (z) = 1. Again, we
have coefficients ak such that, similarly to (3.13),
ϕn−1y (z) =
∑
k∈K
akϕ
n
y+2−nk(z) ,
for some finite set K ⊂ Zd, and this time our normalisation ensures that∑k∈K ak = 1.
For every n ≥ 0, define
Λψn = {y ∈ Λsn : suppϕny ∩ suppψλx 6= ∅} ,
and, for any y ∈ Λψn , we denote by y|n some point in the intersection of these two
supports. There then exists some constant C depending only on our choice of scaling
function such that ‖y − y|n‖s ≤ C2−n. Let now Rn be defined by
Rn
def
=
∑
y∈Λψn
(Rf −Πy|nf (y|n))(ψλxϕny ) ,
and let n0 be the smallest value such that 2−n0 ≤ λ. It is then straightforward to see
that one has
|(Rf −Πxf (x))(ψλx )−Rn0| =
∣∣∣ ∑
y∈Λψn0
(Πxf (x)−Πy|nf (y|n))(ψλxϕny )
∣∣∣ . λγ . (7.3)
Furthermore, using as in Section 3.1 the shortcut z = y+2−nsk, one then has for every
n ≥ 1 the identity
Rn−1 =
∑
y∈Λψn−1
∑
k∈K
ak(Rf −Πy|n−1f (y|n−1))(ψλxϕnz )
=
∑
y∈Λψn−1
∑
k∈K
ak(Rf −Πz|nf (z|n))(ψλxϕnz )
+
∑
y∈Λψn−1
∑
k∈K
ak(Πz|nf (z|n)−Πy|n−1f (y|n−1))(ψλxϕnz )
= Rn +
∑
y∈Λψn−1
∑
k∈K
ak(Πz|nf (z|n)−Πy|n−1f (y|n−1))(ψλxϕnz ) . (7.4)
Note now that, in (7.4), one has ‖z|n − y|n−1‖s ≤ C˜2−n for some constant C˜ . It
furthermore follows from the scaling properties of our functions that if n ≥ n0 and
τ ∈ Tℓ with ‖τ‖ = 1, one has
|(Πyτ)(ψλxϕnz )| . λ−|s|2−ℓn−|s|n ,
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with a proportionality constant that is uniform over all y and z such that ‖y − z‖s ≤
C˜2−n. As a consequence, each summand in the last term of (7.4) is bounded by some
fixed multiple of λ−|s|2−γn−|s|n. Since furthermore the number of terms in this sum
is bounded by a fixed multiple of (2nλ)|s|, this yields the bound
|Rn−1 −Rn| . 2−γn . (7.5)
Finally, writing Sn(ψ) for the 2−n-fattening of the support of ψλx , we see that, as a
consequence of Lemma 6.7 and using a similar argument to what we have just used to
bound Rn−1 −Rn, one has
|Rn| . 2−γn|||f |||γ;Sn(ψ) .
This is the only time that we use information on f (slightly) away from the support
of ψλx . This however is only used to conclude that limn→∞ |Rn| = 0, and no explicit
bound on this rate of convergence is required. Combining this with (7.5) and (7.3), the
stated bound follows.
Proof of Theorem 7.1. First of all, we see that, as a consequence of Proposition 7.2, we
can exploit the fact that K is non-anticipative to strengthen (6.20) to
|||Kγf ; K¯γ f¯ |||γ¯,η¯;T . |||f ; f¯ |||γ,η;T + ‖Π− Π¯‖γ;O + ‖Γ− Γ¯‖γ¯;O , (7.6)
in the particular case where furthermore f (t, x) = 0 for t < 0 and similarly for f¯ . Of
course, a similar bound also holds for |||Kγf |||γ¯,η¯;T .
The main ingredient of the proof is the following remark. Since, provided that
η > −s1, we know thatRR+f ∈ Cα∧ηs by Proposition 6.9, it follows that the quantity
z 7→
∫
Rd
Dk1K(z, z¯)(RR+f)(z¯) dz¯ ,
is continuous as soon as |k|s < (α ∧ η) + β. Furthermore, since K is non-anticipative
and RR+f ≡ 0 for negative times, this quantity vanishes there.
As a consequence, we can apply Lemma 6.5 which shows that the bound (7.6) can
in this case be strengthened to the additional bounds
sup
z∈OT
sup
ℓ<γ+β
‖KγR+f (z)‖ℓ
‖z‖(η∧α)+β−ℓP
. |||f |||γ,η;T ,
sup
z∈OT
sup
ℓ<γ+β
‖KγR+f (z)− K¯γR+f¯ (z)‖ℓ
‖z‖(η∧α)+β−ℓP
. |||f ; f¯ |||γ,η;T + |||Z, Z¯|||γ;O .
Since, for every z, z¯ ∈ OT , one has ‖z‖P ≤ T 1/s1 as well as ‖z, z¯‖P ≤ T 1/s1 , we can
combine these bounds with the definition of the norm ||| · |||γ+β,η¯;T to show that one has
|||KγR+f |||γ+β,η¯;T . T κ/s1 |||f |||γ,η;T ,
and similarly for |||KγR+f ; K¯γR+f¯ |||γ+β,η¯;T , thus concluding the proof.
In all the problems we consider in this article, the Green’s function of the linear
part of the equation, i.e. the kernel of L−1 where L is as in (1.2), can be split into a
sum of two terms, one of which satisfies the assumptions of Section 5 and the other one
of which is smooth (see Lemma 5.5). Given a smooth kernel R : Rd × Rd → R that is
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supported in {(z, z¯) : ‖z − z¯‖s ≤ L} for some L > 0, and a regularity structure T
containing Ts,d as usual, we can define an operator Rγ : Cαs → Dγ by
(Rγξ)(z) =
∑
|k|s<γ
Xk
k!
∫
Rd
Dk1R(z, z¯) ξ(z¯) dz¯ . (7.7)
(As usual, this integral should really be interpreted as ξ(Dk1R(z, ·)), but the above no-
tation is much more suggestive.) The fact that this is indeed an element of Dγ is a
consequence of the fact that R is smooth in both variables, so that it follows from
Lemma 2.12. The following result is now straightforward:
Lemma 7.3 Let R be a smooth kernel and consider a symmetric situation as above. If
furthermore R is non-anticipative, then the bounds
|||RγRR+f |||γ+β,η¯;T ≤ CT |||f |||γ,η;T ,
|||RγRR+f ;RγR¯R+f¯ |||γ+β,η¯;T ≤ CT (|||f ; f¯ |||γ,η;T + |||Z; Z¯|||γ,O) ,
holds uniformly over all T ≤ 1.
Proof. Since R is assumed to be non-anticipative, one has (RγRR+f)(t, x) = 0 for
every t ≤ 0. Furthermore, the map (t, x) 7→ (RγRR+f)(t, x) is smooth (in the
classical sense of a map taking values in a finite-dimensional vector space!), so that the
claim follows at once. Actually, it would even be true with T replaced by an arbitrarily
large power of T in the bound on the right hand side.
7.2 The effect of the initial condition
One of the obvious features of PDEs is that they usually have some boundary data. In
this article, we restrict ourselves to spatially periodic situations, but even such equa-
tions have some boundary data in the form of their initial condition. When they are
considered in their mild formulation, the initial condition enters the solution to a semi-
linear PDE through a term of the form S(t)u0 for some function (or distribution) u0 on
Rd−1 and S the semigroup generated by the linear evolution.
All of the equations mentioned in the introduction are nonlinear perturbations of
the heat equation. More generally, their linear part is of the form
L = ∂t −Q(∇x) ,
where Q is a polynomial of even degree which is homogeneous of degree 2q for some
scaling s¯ on Rd−1 and some integer q > 0. (In our case, this would always be the
Euclidean scaling and one has q = 1.) In this case, the operator L itself has the
property that
LSδsϕ = δ2qSδsLϕ . (7.8)
where s is the scaling on Rd = R×Rd−1 given by s = (2q, s¯). Denote byG the Green’s
function G of L which is a distribution satisfying LG = δ0 in the distributional sense
and G(x, t) = 0 for t ≤ 0. Assuming that L is such that these properties define G
uniquely (which is the case if L is hypoelliptic), it follows from (7.8) and the scaling
properties of the Dirac distribution that G has exact scaling property
G(Sδ
s
z) = δ|s¯|G(z) , (7.9)
which is precisely of the form (5.7) with β = 2q. Under well-understood assumptions
on Q, L is known to be hypoelliptic [Ho¨r55], so that its Green’s function G is smooth.
In this case, the following lemma applies.
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Lemma 7.4 If G satisfies (7.9), is non-anticipative, and is smooth then there exists a
smooth function Gˆ : Rd → R such that one has the identity
G(x, t) = t− |s¯|2q Gˆ(St1/2qs¯ x) , (7.10)
and such that, for every (d− 1)-dimensional multiindex k and every n > 0, there exists
a constant C such that the bound
|DkGˆ(y)| ≤ C(1 + |y|2)−n , (7.11)
holds uniformly over y ∈ Rd−1.
Proof. The existence of Gˆ such that (7.10) holds follows immediately from the scaling
property (7.9). The bound (7.11) can be obtained by noting that, since G is smooth off
the origin and satisfies G(x, t) = 0 for t ≤ 0, one has, for every n > 0, a bound of the
type
|DkxG(x, t)| . tn , (7.12)
uniformly over all x ∈ Rd−1 with ‖x‖s¯ = 1. It follows from (7.10) that
DkG(x, t) = t− |s¯|+|k|s¯2q (DkGˆ)(St1/2qs¯ x) .
Setting y = St1/2qs¯ x and noting that ‖y‖s¯ = 1/t1/2q if ‖x‖s¯ = 1, it remains to combine
this with (7.12) to obtain the required bound.
Given a function (or distribution) u0 on Rd−1 with sufficiently nice behaviour at
infinity, we now denote by Gu0 its “harmonic extension”, given by
(Gu0)(x, t) =
∫
Rd−1
G(x− y, t) u0(y) dy . (7.13)
(Of course this is to be suitably interpreted when u0 is a distribution.) This expression
does define a function of (t, x) which, thanks to Lemma 7.4, is smooth everywhere
except at t = 0. As in Section 2.2, we can lift Gu0 at every point to an element of
the model space T (provided of course that Td,s ⊂ T which we always assume to be
the case) by considering its truncated Taylor expansion. We will from now on use this
point of view without introducing a new notation.
We can say much more about the function Gu0, namely we can find out precisely
to which spaces Dγ,ηP it belongs. This is the content of the following Lemma, variants
of which are commonplace in the PDE literature. However, since our spaces are not
completely standard and since it is very easy to prove, we give a sketch of the proof
here.
Lemma 7.5 Let u0 ∈ Cαs¯ (Rd−1) be periodic. Then, for every α 6∈ N, the function
v = Gu0 defined in (7.13) belongs to Dγ,αP for every γ > (α ∨ 0).
Proof. We first aim to bound the various directional derivatives of v. In the case α < 0,
it follows immediately from the scaling and decay properties of G, combined with the
definition of Cα
s
that, for any fixed (t, x), one has the bound
|(Gu0)(x, t)| . tα2 ,
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valid uniformly over x (by the periodicity of u0) and over t ∈ (0, 1]. As a consequence
(exploiting the fact that, as an operator, G commutes with all spatial derivatives and
that one has the identity ∂tGu0 = Q(∇x)Gu0), one also obtains the bound
|(DkGu0)(x, t)| . t
α−|k|s
2 , (7.14)
where k is any d-dimensional multiindex (i.e. we also admit time derivatives).
For α > 0, we use the fact that elements in Cα
s¯
can be characterised recursively as
those functions whose kth distributional derivatives belong to Cα−|k|s¯
s¯
. It follows that
the bound (7.14) then still holds for |k|s > α, while one has |(DkGu0)(x, t)| . 1 for
|k|s < α. This shows that the first bound in (6.2) does indeed hold for every integer
value ℓ as required.
In this particular case, the second bound in (6.2) is then an immediate consequence
of the first by making use of the generalised Taylor expansion from Proposition A.1.
Since the argument is very similar to the one already used for example in the proof of
Lemma 5.18, we omit it here.
Starting from a Green’s function G as above, we would like to apply the theory
developed in Section 5. From now on, we will assume that we are in the situation
where we have a symmetry given by a discrete subgroup S of the group of isometries
of Rd−1 with compact fundamental domain K. This covers the case of periodic bound-
ary conditions, when S is a subgroup of the group of translations, but it also covers
Neumann boundary conditions in the case where S is a reflection group.
Remark 7.6 One could even cover Dirichlet boundary conditions by reflection, but
this would require a slight modification of Definition 3.33. In order to simplify the
exposition, we refrain from doing so.
To conclude this subsection, we show how, in the presence of a symmetry with
compact fundamental domain, a Green’s function G as above can be decomposed in a
way similar to Lemma 5.5, but such that R is also compactly supported. We assume
therefore that we are given a symmetry S acting on Rd−1 with compact fundamental
domain and that G respects this symmetry in the sense that, for every g ∈ S acting on
Rd−1 via an isometry Tg : x 7→ Agx + bg, one has the identity G(t, x) = G(t, Agx).
We then have the following result:
Lemma 7.7 Let G and S be as above. Then, there exist functions K and R such that
the identity
(G ∗ u)(z) = (K ∗ u)(z) + (R ∗ u)(z) , (7.15)
holds for every symmetric function u supported in R+×Rd−1 and every z ∈ (−∞, 1]×
Rd−1.
Furthermore, K is non-anticipative and symmetric, and satisfies Assumption 5.1
with β = 2q, as well as Assumption 5.4 for some arbitrary (but fixed) value r. The
function R is smooth, symmetric, non-anticipative, and compactly supported.
Proof. It follows immediately from Lemmas 5.5 and 5.24 that one can write
G = K + R¯ ,
where K has all the required properties, and R¯ is smooth, non-anticipative, and sym-
metric. Since u is supported on positive times and we only consider (7.15) for times
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t ≤ 1, we can replace R¯ by any function R˜ which is supported in {(t, x) : t ≤ 2} say,
and such that R˜(t, x) = R¯(t, x) for t ≤ 1.
It remains to replace R˜ by a kernel R which is compactly supported. It is well-
known [Bie11, Bie12] that any crystallographic group S can be written as the skew-
product of a (finite) crystallographic point group G with a lattice Γ of translations. We
then fix a function ϕ : Rd−1 → [0, 1] which is compactly supported in a ball of radius
Cϕ around the origin and such that
∑
k∈Λ ϕ(x+ k) = 1 for every x. Since elements in
G leave the lattice Λ invariant, the same property holds true for the maps x 7→ ϕ(Ax)
for every A ∈ G .
It then suffices to set
R(t, x) = 1|G |
∑
A∈G
∑
k∈Λ
R˜(t, x+ k)ϕ(Ax) .
The fact that R is compactly supported follows from the same property for ϕ. Fur-
thermore, the above sum converges to a smooth function by Lemma 7.4. Also, using
the fact that u is invariant under translations by elements in Λ by assumption, it is
straightforward to verify that R˜ ∗ u = R ∗ u as required. Finally, for any A0 ∈ G , one
has
R(t, A0x) = 1|G |
∑
A∈G
∑
k∈Λ
R˜(t, A0x+ k)ϕ(AA0x)
=
1
|G |
∑
A∈G
∑
k∈Λ
R˜(t, A0(x+ k))ϕ(Ax)
=
1
|G |
∑
A∈G
∑
k∈Λ
R˜(t, x+ k)ϕ(Ax) = R(t, x) ,
so that R is indeed symmetric for S . Here, we first exploited the fact that elements of
G leave the lattice Λ invariant, and then used the symmetry of R˜.
7.3 A general fixed point map
We have now collected all the ingredients necessary for the proof of the following result,
which can be viewed as one of the main abstract theorems of this article. The setting
for our result is the following. As before, we assume that we have a crystallographic
group S acting on Rd−1. We also write Rd = R × Rd−1, endow Rd with a scaling
s, and extend the action of S to Rd in the obvious way. Together with this data, we
assume that we are given a non-anticipative kernelG : Rd \0→ R that is smooth away
from the origin, preserves the symmetry S , and is scale-invariant with exponentβ−|s|
for some fixed β > 0.
Using Lemma 7.7, we then construct a singular kernel K and a smooth compactly
supported function R on Rd such that (7.15) holds for symmetric functions u that are
supported on positive times. Here, the kernelK is assumed to be again non-anticipative
and symmetric, and it is chosen in such a way that it annihilates all polynomials of
some arbitrary (but fixed) degree r > 0. We then assume that we are given a regularity
structure T containing Ts,d such that S acts on it, and which is endowed with an
abstract integration map I of order 2q ∈ N. (The domain of I will be specified later.)
We also assume that we have abstract differentiation maps Di which are covariant with
respect to the symmetry S as in Remark 5.30. We also denote by M r
T
the set of
all models for T which realise K on T−r . As before, we denote by Kγ the concrete
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integration map against K acting on Dγ and constructed in Section 5, and by Rγ the
integration map against R constructed in (7.7).
Finally, we denote by P = {(t, x) ∈ R × Rd−1 : t = 0} the “time 0” hyperplane
and we consider the spaces Dγ,ηP as in Section 6. Given γ ≥ γ¯ > 0, a map F : Rd ×
Tγ → Tγ¯ , and a map f : Rd → Tγ , we denote by F (f ) the map given by
(F (f ))(z) def= F (z, f (z)) . (7.16)
If it so happens that, via (7.16), F mapsDγ,ηP into Dγ¯,η¯P for some η, η¯ ∈ R, we say that
F is locally Lipschitz if, for every compact set K ⊂ Rd and every R > 0, there exists a
constant C > 0 such that the bound
|||F (f )− F (g)|||γ¯,η¯;K ≤ C|||f − g|||γ,η;K ,
holds for every f, g ∈ Dγ,ηP with |||f |||γ,η;K + |||g|||γ,η;K ≤ R, as well as for all models
Z with |||Z|||γ;K ≤ R. We also impose that the similar bound
⌊⌉F (f )− F (g)⌊⌉γ¯,η¯;K ≤ C⌊⌉f − g⌊⌉γ,η;K , (7.17)
holds.
We say that it is strongly locally Lipschitz if furthermore
|||F (f );F (g)|||γ¯,η¯;K ≤ C(|||f ; g|||γ,η;K + |||Z − Z¯|||γ;K¯) ,
for any two models Z, Z¯ with |||Z|||γ;K¯ + |||Z¯|||γ;K¯ ≤ R, where this time f ∈ Dγ,ηP (Z),
g ∈ Dγ,ηP (Z¯), and K¯ denotes the 1-fattening of K. Finally, given an open interval I ⊂ R,
we use the terminology
“ u = Kγv on I ”
to mean that the identity u(t, x) = (Kγv)(t, x) holds for every t ∈ I and x ∈ Rd−1,
and that for those values of (t, x) the quantity (Kγv)(t, x) only depends on the values
v(s, y) for s ∈ I and y ∈ Rd−1.
With all of this terminology in place, we then have the following general result.
Theorem 7.8 Let V and V¯ be two sectors of a regularity structure T with respective
regularities ζ, ζ¯ ∈ R with ζ ≤ ζ¯ + 2q. In the situation described above, for some
γ ≥ γ¯ > 0 and some η ∈ R, let F : Rd × Vγ → V¯γ¯ be a smooth function such that,
if f ∈ Dγ,ηP is symmetric with respect to S , then F (f ), defined by (7.16), belongs to
Dγ¯,η¯P and is also symmetric with respect to S . Assume furthermore that we are given
an abstract integration map I as above such that Q−γ IV¯γ¯ ⊂ Vγ .
If η < (η¯∧ ζ¯)+2q, γ < γ¯+2q, (η¯∧ ζ¯) > −2q, and F is locally Lipschitz then, for
every v ∈ Dγ,ηP which is symmetric with respect to S , and for every symmetric model
Z = (Π,Γ) for the regularity structure T such that I is adapted to the kernel K , there
exists a time T > 0 such that the equation
u = (Kγ¯ +RγR)R+F (u) + v , (7.18)
admits a unique solution u ∈ Dγ,ηP on (0, T ). The solution map ST : (v, Z) 7→ u is
jointly continuous in a neighbourhood around (v, Z) in the sense that, for every fixed
v and Z as above, as well as any ε > 0, there exists δ > 0 such that, denoting by u¯ the
solution to the fixed point map with data v¯ and Z¯ , one has the bound
|||u; u¯|||γ,η;T ≤ ε ,
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provided that |||Z; Z¯|||γ;O + |||v; v¯|||γ,η;T ≤ δ.
If furthermore F is strongly locally Lipschitz then the map (v, Z) 7→ u is jointly
Lipschitz continuous in a neighbourhood around (v, Z) in the sense that δ can locally
be chosen proportionally to ε in the bound above.
Proof. We first consider the case of a fixed model Z = (Π,Γ), so that the space Dγ,ηP
(defined with respect to the given multiplicative map Γ) is a Banach space. In this case,
denote by MZF (u) the right hand side of (7.18). Note that, even though MZF appears
not to depend on Z at first sight, it does so through the definition of Kγ¯ .
It follows from Theorem 7.1 and Lemma 7.3, as well as our assumptions on the
exponents γ, γ¯, η and η¯ that there exists κ > 0 such that one has the bound
|||MZF (u)−MZF (u¯)|||γ,η;T . T κ|||F (u)− F (u¯)|||γ¯,η¯;T .
It follows from the local Lipschitz continuity of F that, for every R > 0, there exists a
constant C > 0 such that
|||MZF (u)−MZF (u¯)|||γ,η;T ≤ CT κ|||u− u¯|||γ,η;T ,
uniformly over T ∈ (0, 1] and over all u and u¯ such that |||u|||γ,η;T + |||u¯|||γ,η;T ≤ R.
Similarly, for every R > 0, there exists a constant C > 0 such that one has the bound
|||MZF (u)|||γ,η;T ≤ CT κ + |||v|||γ,η;T .
As a consequence, as soon as |||v|||γ,η;T is finite and provided that T is small enough
MZF maps the ball of radius |||v|||γ,η;T + 1 in Dγ,ηP into itself and is a contraction there,
so that it admits a unique fixed point. The fact that this is also the unique global fixed
point for MZF follows from a simple continuity argument similar to the one given in
the proof of Theorem 4.8 in [Hai13].
For a fixed modelZ , the local Lipschitz continuity of the map v 7→ u for sufficiently
small T is immediate. Regarding the dependency on the model Z , we first consider the
simpler case where F is assumed to be strongly Lipschitz continuous. In this case, the
same argument as above yields the bound
|||MZF (u);MZ¯F (u¯)|||γ,η;T ≤ CT κ(|||u; u¯|||γ,η;T + |||Z; Z¯|||γ;O) ,
so that the claim follows at once.
It remains to show that the solution is also locally uniformly continuous as a func-
tion of the model Z in situations where F is locally Lipschitz continuous, but not in
the strong sense. Given a second model Z¯ = (Π¯, Γ¯), we denote by u¯ the correspond-
ing solution to (7.18). We assume that Z¯ is sufficiently close to Z so that both MZF
and MZ¯F are strict contractions on the same ball. We also use the shorthand notations
u(n) = (MZF )n(0) and u¯(n) = (MZ¯F )n(0). Using the strict contraction property of the
two fixed point maps, we have the bound
‖u− u¯‖γ,η;T . ‖u− u(n)‖γ,η;T + ‖u(n) − u¯(n)‖γ,η;T + ‖u¯(n) − u¯‖γ,η;T
. ̺n + ⌊⌉u(n) − u¯(n)⌊⌉γ,η;T ,
for some constant ̺ < 1. As a consequence of Lemma 6.5, Lemma 6.6, (7.17), Propo-
sition 6.16, and using the fact that there is a little bit of “wiggle room” between γ and
γ¯ + 2q, we obtain the existence of a constant κ > 0 such that one has the bound
⌊⌉u(n) − u¯(n)⌊⌉γ,η;T . |||MZF (u(n−1));MZ¯F (u¯(n−1))|||γ,η;T
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. |||F (u(n−1));F (u¯(n−1))|||γ¯−κ,η¯;T + |||Z; Z¯|||γ;O
. ⌊⌉F (u(n−1))− F (u¯(n−1))⌊⌉κγ¯,η¯;T + |||Z; Z¯|||γ;O
. ⌊⌉u(n−1) − u¯(n−1)⌊⌉κγ,η;T + |||Z; Z¯|||γ;O ,
uniformly in n. By making T sufficiently small, one can furthermore ensure that the
proportionality constant that in principle appears in this bound is bounded by 1. Since
u0 = u¯0, we can iterate this bound n times to obtain
‖u(n) − u¯(n)‖γ,η;T . |||Z; Z¯|||κnγ;O ,
with a proportionality constant that is bounded uniformly in n. Setting ε = |||Z; Z¯|||γ;O,
a simple calculation shows that the term ̺n and the term εκn are of (roughly) the same
order when n ∼ log log ε−1, which eventually yields a bound of the type
|||u; u¯|||γ,η;T . |log |||Z; Z¯|||γ;O|−ν ,
for some exponent ν > 0, uniformly in a small neighbourhood of any initial condition
and any model Z . While this bound is of course suboptimal in many situations, it
is sufficient to yield the joint continuity of the solution map for a very large class of
nonlinearities.
Remark 7.9 The condition (η¯ ∧ ζ¯) > −2q is required in order to be able to apply
Proposition 6.16. Recall however that the assumptions of that theorem can on occasion
be slightly relaxed, see Remark 6.17. The relevant situation in our context is when F
can be rewritten as F (z, u) = F0(z, u) + F1(z), where F0 satisfies the assumption of
our theorem, but F1 does not. If we then make sense of (Kγ¯ +RγR)R+F1 “by hand”
as an element of Dγ,ηP and impose sufficient restrictions on our model Z such that this
element is continuous as a function of Z , then we can absorb it into v so that all of our
conclusions still hold.
Remark 7.10 In many situations, the map F has the property that
Q−ζ+2qτ = Q−ζ+2q τ¯ ⇒ Q−ζ+2qF (z, τ ) = Q−ζ+2qF (z, τ¯) . (7.19)
Denote as before by T¯ ⊂ T the sector spanned by abstract polynomials. Then, provided
that (7.19) holds, for every z ∈ Rd and every v ∈ T¯ , the equation
τ = Q−γ (IF (z, τ ) + v) ,
admits a unique solution F(z, v) in V . Indeed, it follows from the properties of the
abstract integration map I, combined with (7.19), that there exists n > 0 such that the
map Fz,v : τ 7→ Q−γ (IF (z, τ ) + v) has the property that Fn+1z,v (τ ) = Fnz,v(τ ).
It then follows from the definitions of the operations appearing in (7.21) that, if we
denote by Q¯u the component of u in T¯ , one has the identity
u(t, x) = F((t, x), Q¯u(t, x)) , t ∈ (0, T ] , (7.20)
for the solution to our fixed point equation (7.21). In other words, if we interpret
the Q¯u(t, x) as a “renormalised Taylor expansion” for the solution u, then any of the
componentsQζu(t, x) is given by some explicit nonlinear function of the renormalised
Taylor expansion up to some order depending on ζ. This fact will be used to great
effect in Section 9.3 below.
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Before we proceed, we show that, in the situations of interest for us, the local
solution maps built in Theorem 7.8 are consistent. In other words, we would like to
be able to construct a “maximal solution” by piecing together local solutions. In the
context considered here, it is a priori not obvious that this is possible. In order to
even formulate what we mean by such a statement, we introduce the set Pt = {(s, y) :
s = t} and write R+t for the indicator function of the set {(s, y) : s > t}, which
we interpret as before as a bounded operator from Dγ,ηPt into itself for any γ > 0 and
η ∈ R.
From now on, we assume that G is the parabolic Green’s function of a constant
coefficient parabolic differential operator L on Rd−1. In this way, for any distribution
u0 on Rd−1, the function v = Gu0 defined as in Lemma 7.5 is a classical solution
to the equation ∂tv = Lv for t > 0. We then consider the class of equations of the
type (7.18) with v = Gu0, for some function (or possibly distribution) u0 on Rd−1.
We furthermore assume that the sector V is function-like. Recall Proposition 3.28,
which implies that any modelled distribution u with values in V is such that Ru is
a continuous function belonging to Cβs for some β > 0. In particular, (Ru)(t, ·) is
then perfectly well-defined as a function on Rd−1 belonging to Cβs¯ . We then have the
following result:
Proposition 7.11 In the setting of Theorem 7.8, assume that ζ = 0 and −s1 < η < β
with η 6∈ N and β as above. Let u0 ∈ Cηs¯ (Rd−1) be symmetric and let T > 0 be
sufficiently small so that the equation
u = (Kγ¯ +RγR)R+F (u) +Gu0 , (7.21)
admits a unique solution u ∈ Dγ,ηP on (0, T ). Let furthermore s ∈ (0, T ) and T¯ > T
be such that
u¯ = (Kγ¯ +RγR)R+s F (u¯) +Gus ,
where us
def
= (Ru)(s, ·), admits a unique solution u¯ ∈ Dγ,ηPs on (s, T¯ ).
Then, one necessarily has u¯(t, x) = u(t, x) for every x ∈ Rd−1 and every t ∈
(s, T ). Furthermore, the element uˆ ∈ Dγ,ηP defined by uˆ(t, x) = u(t, x) for t ≤ s and
uˆ(t, x) = u¯(t, x) for t > s satisfies (7.21) on (0, T¯ ).
Proof. Setting v = R+s u ∈ Dγ,ηPs , it follows from the definitions of Kγ¯ and Rγ that
one has for t ∈ (s, T ] the identity
〈1, v(t, x)〉 =
∫ t
0
∫
Rd−1
G(t− r, x− y)(RF (u))(r, y) dy dr
+
∫
Rd−1
G(t, x− y)u0(y) dy
=
∫ t
s
∫
Rd−1
G(t− r, x− y)(RF (v))(r, y) dy dr
+
∫
Rd−1
G(t− s, x− y)us(y) dy .
Here, the fact that there appears no additional term is due to the fact that ζ¯ > −2q,
so that the term 〈1,J (t, x)(F (u)(t, x))〉 cancels exactly with the corresponding term
appearing in the definition of Nγ¯ . This quantity on the other hand is precisely equal to
〈1, ((Kγ¯ +RγR)R+s F (v) +Gus)(t, x)〉 .
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Setting
w = (Kγ¯ +RγR)R+s F (v) +Gus ,
we deduce from the definitions of the various operators appearing above that, for ℓ 6∈ N,
one has Qℓw(z) = QℓIF (z, v(z)). However, we also know that v satisfies Qℓv(z) =
QℓIF (z, v(z)). We can therefore apply Proposition 3.29, which yields the identity
w = v, from which it immediately follows that v = u¯ on (0, T ).
The argument regarding uˆ is virtually identical, so we do not reproduce it here.
This shows that we can patch together local solutions in exactly the same way as
for “classical” solutions to nonlinear evolution equations. Furthermore, it shows that
the only way in which local solutions can fail to be global is by an explosion of the Cη
s¯
-
norm of the quantity (Ru)(t, ·). Furthermore, since the reconstruction operator R is
continuous into Cη
s¯
, this norm is continuous as a function of time, so that for any cut-off
value L > 0, there exists a (possibly infinite) first time t at which ‖u(t, ·)‖η = L.
Given a symmetric modelZ = (Π,Γ) for T , a symmetric initial condition u0 ∈ Cηs¯ ,
and some (typically large) cut-off value L > 0, we denote by u = SL(u0, Z) ∈ Dγ,ηP
and T = TL(u0, Z) ∈ R+ ∪ {+∞} the (unique) modelled distribution and time such
that
u = (Kγ¯ +RγR)R+F (u) +Gu0 ,
on [0, T ], such that ‖(Ru)(t, ·)‖η < L for t < T , and such that ‖(Ru)(t, ·)‖η ≥ L for
t ≥ T . The following corollary is now straightforward:
Corollary 7.12 Let L > 0 be fixed. In the setting of Proposition 7.11, let SL and TL
be defined as above and set O = [−1, 2]× Rd−1. Then, for every ε > 0 and C > 0
there exists δ > 0 such that, setting T = 1∧TL(u0, Z)∧TL(u¯0, Z¯), one has the bound
‖SL(u0, Z)− SL(u¯0, Z¯)‖γ,η;T ≤ ε ,
for all u0, u¯0, Z , Z¯ such that |||Z|||γ;O ≤ C, |||Z¯|||γ;O ≤ C, ‖u0‖η ≤ L/2, ‖u¯0‖η ≤ L/2,
‖u0 − u¯0‖η ≤ δ, and |||Z; Z¯|||γ;O ≤ δ.
Proof. The argument is straightforward and works in exactly the same way as analo-
gous statements in the classical theory of semilinear PDEs. The main ingredient is the
fact that for every t > 0, one can obtain an a priori bound on the number of iterations
required to reach the time t ∧ TL(u0, Z).
8 Regularity structures for semilinear (S)PDEs
In this section, we show how to apply the theory developed in this article to construct
an abstract solution map to a very large class of semilinear PDEs driven by rough input
data. Given Theorem 7.8, the only task that remains is to build a sufficiently large
regularity structure allowing to formulate the equation.
First, we give a relatively simple heuristic that allows one to very quickly decide
whether a given problem is at all amenable to the analysis presented in this article. For
the sake of conciseness, we will assume that the problem of interest can be rewritten as
a fixed point problem of the type
u = K ∗ F (u,∇u, ξ) + u˜0 , (8.1)
whereK is a singular integral operator that is β-regularising on Rd with respect to some
fixed scaling s, F is a smooth function, ξ denotes the rough input data, and u˜0 describes
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some initial condition (or possibly boundary data). In general, one might imagine that
F also depends on derivatives of higher order (provided that β is sufficiently large) and
/ or that F itself involves some singular integral operators. We furthermore assume that
F is affine in ξ. (Accommodating the general case where F is polynomial in ξ would
also be possible with minor modifications, but we stick to the affine case for ease of
presentation.)
It is also straightforward to deal with the situation when F is non-homogeneous in
the sense that it depends on the (space-time) location explicitly, as long as any such
dependence is sufficiently smooth. For the sake of readability, we will refrain from pre-
senting such extensions and we will focus on a situation which is just general enough
to be able to describe all of the examples given in the introduction.
Remark 8.1 In all the examples we are considering,K is the Green’s function of some
differential operator L. In order to obtain optimal results, it is usually advisable to fix
the scaling s in such a way that all the dominant terms in L have the same homogeneity,
when counting powers with the weights given by s.
Remark 8.2 We have seen in Section 7.1 that in general, one would really want to
consider instead of (8.1) fixed point problems of the type
u = ((K +R) ∗ (R+F (u,∇u, ξ))) + u˜0 , (8.2)
where R+ denotes again the characteristic function of the set of positive times and R
is a smooth non-anticipative kernel. However, if we are able to formulate (8.1), then it
is always straightforward to also formulate (8.2) in our framework, so we concentrate
on (8.1) for the moment in order not to clutter the presentation.
Denoting by α < 0 the regularity of ξ and considering our multi-level Schauder
estimate, Theorem 5.12, we then expect the regularity of the solution u to be of order
at most β + α, the regularity of ∇u to of order at most β + α− 1, etc. We then make
the following assumption:
Assumption 8.3 (local subcriticality) In the formal expression of F , replace ξ by a
dummy variable Ξ. For any i ∈ {1, . . . , d}, if β + α ≤ si, then replace furthermore
any occurrence of ∂iu by the dummy variable Pi. Finally, if β + α ≤ 0, replace any
occurrence of u by the dummy variable U .
We then make the following two assumptions. First, we assume that the resulting
expression is polynomial in the dummy variables. Second, we associate to each such
monomial a homogeneity by postulating that Ξ has homogeneityα, U has homogeneity
β+α, and Pi has homogeneity β+α−si. (The homogeneity of a monomial then being
the sum of the homogeneities of each factor.) With these notations, the assumption of
local subcriticality is that terms containing Ξ do not contain the dummy variables and
that the remaining monomials each have homogeneity strictly greater than α.
Whenever a problem of the type (8.1) satisfies Assumption 8.3, we say that it is
locally subcritical. The role of this assumption is to ensure that, using Theorems 4.7,
4.16, and 5.12, one can reformulate (8.1) as a fixed point map in Dγ for sufficiently
high γ (actually any γ > |α| would do) by replacing the convolution K∗ with Kγ
as in Theorem 5.12, replacing all products by the abstract product ⋆, and interpreting
compositions with smooth functions as in Section 4.2.
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For such a formulation to make sense, we need of course to build a sufficiently rich
regularity structure. This could in principle be done by repeatedly applying Proposi-
tion 4.11 and Theorem 5.14, but we will actually make use of a more explicit construc-
tion given in this section, which will also have the advantage of coming automatically
with a “renormalisation group” that allows to understand the kind of convergence re-
sults mentioned in Theorem 1.11 and Theorem 1.15. Our construction suggests the
following “metatheorem”, which is essentially a combination of Theorem 7.8, Theo-
rem 4.7, Theorem 4.16, and Theorem 8.24 below.
Metatheorem 8.4 Whenever (8.1) is locally subcritical, it is possible to build a regu-
larity structure allowing to reformulate it as a fixed point problem in Dγ for γ large
enough. Furthermore, if the problem is parabolic on a bounded domain (say the torus),
then the fixed point problem admits a unique local solution.
Before we proceed to building the family of regularity structures allowing to formu-
late these SPDEs, let us check that Assumption 8.3 is indeed verified for our examples
(Φ4), (PAM), and (KPZ). Note first that it is immediate from Proposition 3.20 and the
equivalence of moments for Gaussian random variables that white noise on Rd with
scaling s almost surely belongs to Cαs for every α < − |s|2 . (See also Lemma 10.2 be-
low.) Furthermore, the heat kernel is 2-regularising, so that β = 2 in all of the problems
considered here.
In the case of (Φ4) in dimension d, space-time is given by Rd+1 with scaling s =
(2, 1, . . . , 1), so that |s| = d + 2. This implies that ξ belongs to Cα
s
for every α <
− d+2
2
= −1 − d
2
. In this case β + α ≈ 1 − d
2
so that, following the procedure of
Assumption 8.3, the monomials appearing are U3 and Ξ. The homogeneity of U3 is
3(β + α) ≈ 3 − 3d
2
, which is greater than −1 − d
2
if and only if d < 4. This is
consistent with the fact that 4 is the critical dimension for Euclidean Φ4 quantum field
theory [Aiz82]. Classical fixed point arguments using purely deterministic techniques
on the other hand already fail for dimension 2, where the homogeneity of u becomes
negative, which is a well-known fact [GRS75]. In the particular case of d = 2 however,
provided that one defines the powers (K ∗ ξ)k “by hand”, one can write u = K ∗ ξ+ v,
and the equation for v is amenable to classical analysis, a fact that was exploited for
example in [DPD03, HRW12]. In dimension 3, this breaks down, but our arguments
show that one still expects to be able to reformulate (Φ4) as a fixed point problem in
Dγ , provided that γ > 3
2
. This will be done in Section 7.3 below.
For (PAM) in dimension d (and therefore space-time Rd+1 with the same scaling
as above), spatial white noise belongs to Cα
s
for α < − d
2
. As a consequence, Assump-
tion 8.3 does in this case boil down to the condition 2 + α > 0, which is again the
case if and only if d < 4. This is again not surprising. Indeed, dimension 4 is precisely
such that, if one considers the classical parabolic Anderson model on the lattice Z4
and simply rescales the solutions without changing the parameters of the model, one
formally converges to solutions to the continuous model (PAM). On the other hand, as
a consequence of Anderson localisation, one would expect that the rescaled solution
converges to an object that is “trivial” in the sense that it could only be described ei-
ther by the 0 distribution or by a Dirac distribution concentrated in a random location,
which is something that falls outside of the scope of the theory presented in this article.
In dimensions 2 and 3 however, one expects to be able to formulate and solve a fixed
point problem in Dγ for γ > 3
2
. This time, one also expects solutions to be global,
since the equation is linear.
REGULARITY STRUCTURES FOR SEMILINEAR (S)PDES 114
In the case of (KPZ), one can verify in a similar way that Assumption 8.3 holds.
As before, if we consider an equation of this type in dimension d, we have |s| =
d + 2, so that one expects the solution u to be of regularity just below 1 − d
2
. In
this case, dimension 2 is already critical for three unrelated reasons. First, this is the
dimension where u ceases to be function-valued, so that compositions with smooth
functions ceases to make sense. Second, even if the functions gi were to be replaced by
polynomials, g4 would have to be constant in order to satisfy Assumption 8.3. Finally,
the homogeneity of the term |∇h|2 is −d. In dimension 2, this precisely matches the
regularity−1− d
2
of the noise term.
We finally turn to the Navier-Stokes equations (SNS), which we can write in the
form (8.1) with K given by the heat kernel, composed with Leray’s projection onto
the space of divergence-free vector fields. The situation is slightly more subtle here,
as the kernel is now matrix-valued, so that we really have d2 (or rather d(d + 1)/2
because of the symmetry) different convolution operators. Nevertheless, the situation
is similar to before and each component of K is regularity improving with β = 2. The
condition for local subcriticality given by Assumption 8.3 then states that one should
have (1− d
2
) + (− d
2
) > −1− d
2
, which is satisfied if and only if d < 4.
8.1 General algebraic structure
The general structure arising in the abstract solution theory for semilinear SPDEs of the
form (Φ4), (PAM), etc is very close to the structure already mentioned in Section 4.3.
The difference however is that T only “almost” forms a Hopf algebra, as we will see
presently.
In general, we want to build a regularity structure that is sufficiently rich to allow
to formulate a fixed point map for solving our SPDEs. Such a regularity structure will
depend on the dimension d of the underlying space(-time), the scaling s of the linear
operator, the degree β of the linear operator (which is equal to the regularising index of
the corresponding Green’s function), and the regularity α of the driving noise ξ. It will
also depend on finer details of the equation, such as whether the nonlinearity contains
derivatives of u, arbitrary functions of u, etc.
At the minimum, our regularity structure should contain polynomials, and it should
come with an abstract integration map I that represents integration against the Green’s
function K of the linear operator L. (Or rather integration against a suitable cut-off
version.) Furthermore, since we might want to represent derivatives of u, we can intro-
duce the integration map Ik for a multiindex k, which one should think as representing
integration against DkK . The “naı¨ve” way of building T would be then to consider all
possible formal expressions F that can be obtained from the abstract symbols Ξ and
{Xi}di=1, as well as the abstract integration maps Ik. More formally, we can define a
set F by postulating that {1,Ξ, Xi} ⊂ F and, whenever τ, τ¯ ∈ F , we have τ τ¯ ∈ F
and Ik(τ ) ∈ F . (However, we do not include any expression containing a factor of
Ik(Xℓ), thus reflecting Assumption 5.4 at the algebraic level.) Furthermore, we postu-
late that the product is commutative and associative by identifying the corresponding
formal expressions (i.e. XI(Ξ) = I(Ξ)X , etc), and that 1 is neutral for the product.
One can then associate to each τ ∈ F a weight |τ |s which is obtained by setting
|1|s = 0,
|τ τ¯ |s = |τ |s + |τ |s ,
for any two formal expressions τ and τ¯ in F , and such that
|Ξ|s = α , |Xi|s = si , |Ik(τ )|s = |τ |s + β − |k|s .
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Since these operations are sufficient to generate all of F , this does indeed define | · |s.
Example 8.5 These rules yield the weights
|ΞIℓ(Ξ2Xk)|s = 3α+ |k|s + β − |ℓ|s , |XkI(Ξ)2|s = |k|s + 2(α+ β) ,
for any two multiindices k and ℓ.
We could then define Tγ simply as the set of all formal linear combinations of
elements τ ∈ F with |τ |s = γ. The problem with this procedure is that since α < 0,
we can build in this way expressions that have arbitrarily negative weight, so that the
set of homogeneities A ⊂ R would not be bounded from below anymore. (And it
would possibly not even be locally finite.)
The ingredient that allows to circumvent this problem is the assumption of local
subcriticality loosely formulated in Assumption 8.3. To make this more formal, assum-
ing again for simplicity that the right hand side F of our problem (8.1) depends only
on ξ, u, and some partial derivatives ∂iu, we can associate to F a (possibly infinite)
collection MF of monomials in Ξ, U , and Pi in the following way.
Definition 8.6 For any two integers m and n, and multiindex k, we have ΞmUnP k ∈
MF if F contains a term of the type ξm¯un¯(Du)k¯ for m¯ ≥ m, n¯ ≥ n, and k¯ ≥ k.
Here, we consider arbitrary smooth functions as polynomials of “infinite order”, i.e.
we formally substitute g(u) by u∞ and similarly for functions involving derivatives
of u. Note also that k and k¯ are multiindices since, in general, P is a d-dimensional
vector.
Remark 8.7 Of course, MF is not really well-defined. For example, in the case of
(Φ4), we have F (u, ξ) = ξ − u3, so that
MF = {Ξ, Um : m ≤ 3} .
However, we could of course have rewritten this as F (u, ξ) = ξ + g(u), hiding the
fact that g actually happens to be a polynomial itself, and this would lead to adding all
higher powers {Un}n>3 to MF . In practice, it is usually obvious what the minimal
choice of MF is.
Furthermore, especially in situations where the solution u is actually vector-valued,
it might be useful to encode into our regularity structure additional structural proper-
ties of the equation, like whether a given function can be written as a gradient. (See
the series of works [HM12, HW13, HMW12] for situations where this would be of
importance.)
Remark 8.8 In the case of (PAM), we have
MF = {1, U, UΞ,Ξ} ,
while in the more general case of (PAMg), we have
MF = {Un, UnΞ, UnPi, UnPiPj : n ≥ 0, i, j ∈ {1, 2}} .
This and (Φ4) are the only examples that will be treated in full detail, but it is straight-
forward to see what MF would be for the remaining examples.
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Remark 8.9 Throughout this whole section, we consider the case where the noise ξ
driving our equation is real-valued and there is only one integral kernel required to
describe the fixed point map. In general, one might also want to consider a finite
family {Ξ(i)} of formal symbols describing the driving noises and a family {I (i)} of
symbols describing integration against various integral kernels. For example, in the
case of (SNS), the integral kernel also involves the Leray projection and is therefore
matrix-valued, while the driving noise is vector-valued. This is an immediate gener-
alisation that merely requires some additional indices decorating the objects Ξ and I
and all the results obtained in the present section trivially extend to this case. One
could even accommodate the situation where different components of the noise have
different degrees of regularity, but it would then become awkward to state an analogue
to Assumption 8.3, although it is certainly possible. Since notations are already quite
heavy in the current state of things, we refrain from increasing our level of generality.
Given a set of monomials MF as in Definition 8.6, we then build subsets {Un}n≥0,
{P in}n≥0 and {Wn}n≥0 of F by the following algorithm. We set W0 = U0 = P i0 = ∅
and, given subsets A,B ⊂ F , we also write AB for the set of all products τ τ¯ with
τ ∈ A and τ¯ ∈ B, and similarly for higher order monomials. (Note that this yields the
convention A2 = {τ τ¯ : τ, τ¯ ∈ A} 6= {τ2 : τ ∈ A}.)
Then, we define the sets Wn, Un and P in for n > 0 recursively by
Wn =Wn−1 ∪
⋃
Q∈MF
Q(Un−1,Pn−1,Ξ) ,
Un = {Xk} ∪ {I(τ ) : τ ∈ Wn} , (8.3)
P in = {Xk} ∪ {Ii(τ ) : τ ∈ Wn} ,
where in the set {Xk}, k runs over all possible multiindices. In plain words, we take
any of the monomials in MF and build Wn by formally substituting each occurrence
of U by one of the expressions already obtained in Un−1 and each occurrence of Pi by
one of the expressions from P in−1. We then apply the maps I and Ii respectively to
build Un and P in, ensuring further that they include all monomials involving only the
symbols Xi. With these definitions at hand, we then set
FF def=
⋃
n≥0
(Wn ∪ Un) . (8.4)
In situations where F depends on u (and not only on Du and ξ like in the case of the
KPZ equation for example), we furthermore set
UF def=
⋃
n≥0
Un . (8.5)
We similarly define P iF =
⋃
n≥0 P in in the case when F depends on ∂iu. The idea of
this construction is that UF contains those elements of F that are required to describe
the solution u to the problem at hand, P iF contains the elements appearing in the de-
scription of ∂iu, and FF contains the elements required to describe both the solution
and the right hand side of (8.1), so that FF is rich enough to set up the whole fixed
point map.
The following result then shows that our assumption of local subcriticality, As-
sumption 8.3, is really the correct assumption for the theory developed in this article to
apply:
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Lemma 8.10 Let α < 0. Then, the set {τ ∈ FF : |τ |s ≤ γ} is finite for every γ ∈ R
if and only if Assumption 8.3 holds.
Proof. We only show that Assumption 8.3 is sufficient. Its necessity can be shown by
similar arguments and is left to the reader. Set α(n) = inf{|τ |s : τ ∈ Un \ Un−1} and
α(n)i = inf{|τ |s : τ ∈ P (i)n \ P (i)n−1}. We claim that under Assumption 8.3 there exists
ζ > 0 such that α(n) > α(n−1) + ζ and similarly for α(n)i , which then proves the claim.
Note now that W1 = {Ξ}, so that one has
α(1) = (α+ β) ∧ 0 , α(1)i = (α+ β − si) ∧ 0 .
Furthermore, Assumption 8.3 implies that if ΞpU qP k ∈MF \ {Ξ}, then
pα+ q(α+ β) +
∑
i
ki(α+ β − si) > α , (8.6)
and ki is allowed to be non-zero only if β > si. This immediately implies that one
has |τ |s ≥ α for every τ ∈ FF , |τ |s ≥ (α + β) ∧ 0 for every τ ∈ UF , and |τ |s ≥
(α+ β − si) ∧ 0 for every τ ∈ P iF . (If this were to fail, then there would be a smallest
index n at which it fails. But then, since it still holds at n− 1, condition (8.6) ensures
that it also holds at n, thus creating a contradiction.)
Let now ζ > 0 be defined as
ζ = inf
ΞpUqPk∈MF \{Ξ}
{
(p− 1)α+ q(α+ β) +
∑
i
ki(α+ β − si)
}
.
Then we see that α(2) ≥ α(1) + ζ and similarly for α(2)i . Assume now by contradiction
that there is a smallest value n such that either α(n) < α(n−1) + ζ or α(n)i < α
(n−1)
i + ζ
for some index i. Note first that one necessarily has n ≥ 3 and that, for any such
n, one necessarily has α(n)i = α(n) − si by (8.3) so that we can assume that one has
α(n) < α(n−1) + ζ.
Note now that there exists some element τ ∈ Un with |τ |s = α(n) and that τ
is necessarily of the form τ = I(τ¯ ) with τ¯ ∈ Wn \ Wn−1. In other words, τ¯ is
a product of elements in Un−1 and P in−1 (and possibly a factor Ξ) with at least one
factor belonging to either Un−1 \ Un−2 or P in−1 \ P in−2. Denote that factor by σ, so
that τ¯ = σu for some u ∈ Wn.
Assume that σ ∈ Un−1 \ Un−2, the argument being analogous if it belongs to one
of the P in−1 \ P in−2. Then, by definition, one has |σ|s ≥ α(n−1). Furthermore, one
has α(n−1) ≥ α(n−2) + ζ, so that there exists some element σˆ ∈ Un−2 \ Un−3 with
|σˆ|s ≤ |σ|s − ζ. By the same argument, one can find uˆ ∈ Wn−1 with |uˆ|s ≤ |u|s.
Consider now the element τˆ = I(σˆuˆ). By the definitions, one has τˆ ∈ Un−1 and, since
σˆ 6∈ Un−3, one has τˆ 6∈ Un−2. Therefore, we conclude from this that
α(n−1) ≤ |τˆ |s ≤ |τ |s − ζ = α(n) − ζ ,
thus yielding the contradiction required to prove our claim.
Remark 8.11 If F depends explicitly on u, then one has U ∈ MF , so that one auto-
matically has UF ⊂ FF . Similarly, if F depends on ∂iu, one has P iF ⊂ FF .
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Remark 8.12 If τ ∈ FF is such that there exists τ1 and τ2 in F with τ = τ1τ2, then
one also has τ1, τ2 ∈ FF . This is a consequence of the fact that, by Definition 8.6,
whenever a monomial in MF can be written as a product of two monomials, each of
these also belongs to MF .
Similarly, if I(τ ) ∈ FF or Ii(τ ) ∈ FF for some τ ∈ F , then one actually has
τ ∈ FF .
Given any problem of the type (1.1), and under Assumption 8.3, this procedure thus
allows us to build a candidate T for the model space of a regularity structure, by taking
for Tγ the formal linear combinations of elements in FF with |τ |s = γ. The spaces
Tγ are all finite-dimensional by Lemma 8.10, so the choice of norm on Tγ is irrelevant.
For example, we could simply decree that the elements of FF form an orthonormal
basis. Furthermore, the natural product in F extends to a product ⋆ on T by linearity,
and by setting τ ⋆ τ¯ = 0 whenever τ, τ¯ ∈ FF are such that τ τ¯ 6∈ FF .
While we now have a candidate for a model space T , as well as an index set A (take
A = {|τ |s : τ ∈ FF }), we have not yet constructed the structure group G that allows
to “translate” our model from one point to another. The remainder of this subsection is
devoted to this construction. In principle, G is completely determined by the action of
the group of translations on the Xk, the assumption that ΓΞ = Ξ, the requirements
Γ(τ τ¯ ) = (Γτ ) ⋆ (Γτ¯ ) ,
for any τ, τ¯ ∈ FF such that τ τ¯ ∈ FF , as well as the construction of Section 5.1.
However, since it has a relatively explicit construction similar to the one of Section 4.3,
we give it for the sake of completeness. This also gives us a much better handle on
elements ofG, which will be very useful in the next section. Finally, the construction of
G given here exploits the natural relations between the integration maps Ik for different
values of k (which are needed when considering equations involving derivatives of the
solution in the right hand side), which is something that the general construction of
Section 5.1 does not do.
In order to describe the structure group G, we introduce three different vector
spaces. First, we denote by HF the set of finite linear combinations of elements in
FF and byH the set of finite linear combinations of all elements in F . We furthermore
define a set F+ consisting of all formal expressions of the type
Xk
∏
j
Jkj τj , (8.7)
where the product runs over finitely many terms, the τj are elements of F , and the kj
are multiindices with the property that |τj |s+ β− |kj |s > 0 for every factor appearing
in this product. We should really think of Jk as being essentially the same as Ik, so
that one can alternatively think of F+ as being the set of all elements τ ∈ F such
that either τ = 1 or |τ |s > 0 and such that, whenever τ can be written as τ = τ1τ2,
one also has either τi = 1 or |τi|s > 0. The notation Jk instead of Ik will however
serve to reduce confusion in the sequel, since elements of F+ play a role that is distinct
from the corresponding elements in F . It is no coincidence that the symbol J is the
same as in Section 5 since elements of the type Jkτ are precisely placeholders for the
coefficients J (x)τ defined in (5.11). Similarly, we define F+F as the set of symbols as
in (8.7), but with the τj assumed to belong to FF . Expressions of the type (8.7) come
with a natural notion of homogeneity, given by |k|s +
∑
j(|τj |s + β − |kj |s), which is
always positive by definition.
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We then denote byH+ the set of all finite linear combinations of all elements inF+,
and similarly for H+F . Note that both H and H+ are algebras, by simply extending the
product (τ, τ¯ ) 7→ τ τ¯ in a distributive way. WhileHF is a linear subspace ofH, it is not
in general a subalgebra of H, but this will not concern us very much since it is mostly
the structure of the larger space H that matters. The space H+F on the other hand is an
algebra. (Actually the free algebra over the symbols {Xj ,Jkτ}, where j ∈ {1, . . . , d},
τ ∈ FF , and k is an arbitrary d-dimensional multiindex with |k|s < |τ |s + β.)
We now describe a structure on the spaces H and H+ that endows H+ (resp. H+F )
with a Hopf algebra structure and H (resp. HF ) with the structure of a comodule over
H+ (resp. H+F ). The purpose of these structures is to yield an explicit construction
of a regularity structure that is sufficiently rich to allow to formulate fixed point maps
for large classes of semilinear (stochastic) PDEs. This construction will in particular
allow us to describe the structure group G in a way that is similar to the construction in
Section 4.3, but with a slight twist since T = HF itself is different from both the Hopf
algebraH+ and the comoduleH.
We first note that for every multiindex k, we have a natural linear map Jˆk : H →
H+ by setting
Jˆk(τ ) = Jkτ , |k|s < |τ |s + β , Jˆk(τ ) = 0 , otherwise.
Since there can be no scope for confusion, we will make a slight abuse of notation and
simply write againJk instead of Jˆk. We then define two linear maps∆: H → H⊗H+
and ∆+ : H+ → H+ ⊗H+ by
∆1 = 1⊗ 1 , ∆+1 = 1⊗ 1 ,
∆Xi = Xi ⊗ 1 + 1⊗Xi , ∆+Xi = Xi ⊗ 1 + 1⊗Xi
∆Ξ = Ξ⊗ 1 ,
and then, recursively, by
∆(τ τ¯ ) = (∆τ ) (∆τ¯ ) (8.8a)
∆(Ikτ ) = (Ik ⊗ I)∆τ +
∑
ℓ,m
Xℓ
ℓ!
⊗ X
m
m!
Jk+ℓ+mτ , (8.8b)
as well as
∆+(τ τ¯ ) = (∆+τ ) (∆+τ¯ ) (8.9a)
∆+(Jkτ ) =
∑
ℓ
(
Jk+ℓ ⊗ (−X)
ℓ
ℓ!
)
∆τ + 1⊗ Jkτ . (8.9b)
In both cases, these sums run in principle over all possible multiindices ℓ and m. Note
however that these sums are actually finite since, by definition, for |ℓ|s large enough it
is always the case that Jk+ℓτ = 0.
Remark 8.13 By construction, for every τ ∈ F , one has the identity ∆τ = τ ⊗ 1 +∑
i ciτ
(1)
i ⊗ τ (2)i , for some constants ci and some elements with |τ (1)i |s < |τ |s and
|τ (1)i |s + |τ (2)i |s = |τ |s. This is a reflection in this context of the condition (2.1).
Similarly, for every σ ∈ F+, one has the identity
∆+σ = σ ⊗ 1 + 1⊗ σ +
∑
i
ciσ
(1)
i ⊗ σ(2)i ,
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for some constants ci and some elements with |σ(1)i |s + |σ(2)i |s = |σ|s. Note also that
(8.9) is coherent with our abuse of notation for Jˆk in the sense that if τ and k are such
that Jˆkτ = 0, then the right hand side automatically vanishes.
Remark 8.14 The fact that it is ∆ (rather than ∆+) that appears in the right hand side
of (8.9b) is not a typo: there is not much choice since τ ∈ F and not in F+. The
motivation for the definitions of ∆ and ∆+ will be given in Section 8.2 below where
we show how it allows to canonically lift a continuous realisation ξ of the “noise” to a
model for the regularity structure built from these algebraic objects.
Remark 8.15 In the sequel, we will use Sweedler’s notation for coproducts. Whenever
we write ∆τ =
∑
τ (1) ⊗ τ (2), this should be read as a shorthand for: “There exists a
finite index set I , non-zero constants {ci}i∈I , and basis elements {τ (1)i }i∈I , {τ (2)i }i∈I
such that the identity ∆τ =
∑
i∈I ciτ
(1)
i ⊗ τ (2)i holds.” If we then later refer to a joint
property of τ (1) and τ (2), this means that the property in question holds for every pair
(τ (1)i , τ (2)i ) appearing in the above sum.
The structure just introduced has the following nice algebraic properties.
Theorem 8.16 The space H+ is a Hopf algebra and H is a comodule over H+. In
particular, one has the identities
(I ⊗∆+)∆τ = (∆⊗ I)∆τ , (8.10a)
(I ⊗∆+)∆+τ = (∆+ ⊗ I)∆+τ , (8.10b)
for every τ ∈ H. Furthermore, there exists an idempotent antipode A : H+ → H+,
satisfying the identity
M(I ⊗A)∆+τ = 〈1∗, τ〉1 =M(A⊗ I)∆+τ , (8.11)
where we denoted by M : H+ ⊗ H+ → H+ the multiplication operator defined by
M(τ ⊗ τ¯ ) = τ τ¯ , and by 1∗ the element of H∗+ such that 〈1∗, 1〉 = 1 and 〈1∗, τ〉 = 0
for all τ ∈ F+ \ {1}.
Proof. We first prove (8.10a). Both operators map 1 onto 1⊗ 1⊗ 1, Ξ onto Ξ⊗ 1⊗ 1,
and Xi onto Xi ⊗ 1 ⊗ 1 + 1 ⊗ Xi ⊗ 1 + 1 ⊗ 1 ⊗ Xi. Since F is then generated by
multiplication and action with Ik, we can verify (8.10a) recursively by showing that it
is stable under products and applications of the integration maps.
Assume first that, for some τ and τ¯ in F , the identity (8.10a) holds when applied to
both τ and τ¯ . By (8.8a), (8.9a), and the induction hypothesis, one then has the identity
(I ⊗∆+)∆(τ τ¯ ) = (I ⊗∆+)(∆τ∆τ¯ ) = ((I ⊗∆+)∆τ)((I ⊗∆+)∆τ¯ )
= ((∆⊗ I)∆τ)((∆⊗ I)∆τ¯ ) = (∆⊗ I)(∆τ∆τ¯ ) = (∆⊗ I)∆(τ τ¯ ) ,
as required.
It remains to show that if (8.10a) holds for some τ ∈ F , then it also holds for Ikτ
for every multiindex k. First, by (8.8b) and (8.9b), one has the identity
(I ⊗∆+)∆Ikτ = (I ⊗∆+)(Ik ⊗ I)∆τ +
∑
ℓ,m
Xℓ
ℓ!
⊗∆+
(Xm
m!
Jk+ℓ+mτ
)
= (Ik ⊗ I ⊗ I)(I ⊗∆+)∆τ
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+
∑
ℓ,m,n
Xℓ
ℓ!
⊗
(Xm
m!
⊗ X
n
n!
)
∆+Jk+ℓ+m+nτ , (8.12)
where we used the multiplicative property of ∆+ and the fact that
∆+
Xk
k!
=
∑
m≤k
Xm
m!
⊗ X
k−m
(k −m)! .
(Note again that the seemingly infinite sums appearing in (8.12) are actually all finite
since Jkτ = 0 for k large enough. This will be the case for every expression of this
type appearing below.) At this stage, we use the recursion relation (8.9b) which yields∑
m,n
(Xm
m!
⊗ X
n
n!
)
∆+Jk+m+nτ =
∑
m,n
(Xm
m!
⊗ X
n
n!
Jk+m+nτ
)
+
∑
ℓ,m,n
(Xm
m!
Jk+ℓ+m+n ⊗ X
n
n!
(−X)ℓ
ℓ!
)
∆τ
=
∑
m,n
(Xm
m!
⊗ X
n
n!
Jk+m+nτ
)
+
∑
m
(Xm
m!
Jk+m ⊗ I
)
∆τ .
Here we made use of the fact that
∑
ℓ+n=k
Xn
n!
(−X)ℓ
ℓ! always vanishes, except when
k = 0 in which case it just yields 1. Inserting this in the above expression, we finally
obtain the identity
(I ⊗∆+)∆Ikτ = (Ik ⊗ I ⊗ I)(I ⊗∆+)∆τ
+
∑
ℓ,m,n
Xℓ
ℓ!
⊗ X
m
m!
⊗ X
n
n!
Jk+ℓ+m+nτ
+
∑
ℓ,m
Xℓ
ℓ!
⊗
(Xm
m!
Jk+ℓ+m ⊗ I
)
∆τ .
(8.13)
On the other hand, using again (8.8b), (8.9b), and the binomial identity, we obtain
(∆⊗ I)∆Ikτ = (∆Ik ⊗ I)∆τ +
∑
ℓ,m
(∆⊗ I)
(Xℓ
ℓ!
⊗ X
m
m!
Jk+ℓ+mτ )
= (Ik ⊗ I ⊗ I)(∆⊗ I)∆τ +
∑
ℓ,m
Xℓ
ℓ!
⊗
(Xm
m!
Jk+ℓ+m ⊗ I
)
∆τ
+
∑
ℓ,m,n
Xℓ
ℓ!
⊗ X
m
m!
⊗ X
n
n!
Jk+ℓ+m+nτ .
Comparing this expression with (8.13) and using the induction hypothesis, the claim
follows at once.
We now turn to the proof of (8.10b). Proceeding in a similar way as before, we
verify that the claim holds for τ = 1, τ = Xi, and τ = Ξ. Using the fact that ∆+ is a
multiplicative morphism, it follows as before that if (8.10b) holds for τ and τ¯ , then it
also holds for τ τ¯ . It remains to show that it holds for Jkτ . One verifies, similarly to
before, that one has the identity
(∆+ ⊗ I)∆+Jkτ = 1⊗ 1⊗ Jkτ + 1⊗
∑
ℓ
(
Jk+ℓ ⊗ (−X)
ℓ
ℓ!
)
∆τ
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+
∑
ℓ,m
(
Jk+ℓ+m ⊗ (−X)
ℓ
ℓ!
⊗ (−X)
m
m!
)
(∆⊗ I)∆τ ,
while one also has
(I ⊗∆+)∆+Jkτ = 1⊗
∑
ℓ
(
Jk+ℓ ⊗ (−X)
ℓ
ℓ!
)
∆τ + 1⊗ 1⊗ Jkτ
+
∑
ℓ,m
(
Jk+ℓ+m ⊗ (−X)
ℓ
ℓ!
⊗ (−X)
m
m!
)
(I ⊗∆+)∆τ .
The claim now follows from (8.10a).
It remains to show that H+ admits an antipode A : H+ → H+. This is automatic
for connected graded bialgebras but it turns out that in our case, although it admits
a natural integer grading, H+ is not connected for it (i.e. there is more than one basis
element with vanishing degree). It is of course connected for the grading |·|s, but this is
not integer-valued. The general construction ofA however still works in essentially the
same way. The natural integer grading | · | onF+ for this purpose is defined recursively
by |Xi| = |Ξ| = |1| = 0, and then |τ τ¯ | = |τ | + |τ¯ | and |Jkτ | = |τ | + 1. In plain
terms, it counts the number of times that an integration operator arises in the formal
expression τ .
Recall that A should be a linear map satisfying (8.11), and we furthermore want
A to be a multiplicative morphism namely, for τ = τ1τ2, we impose that Aτ =
(Aτ1)(Aτ2). To constructA, we start by setting
AXi = −Xi , A1 = 1 . (8.14)
Given the construction ofH+, it then remains to defineA on elements of the type Jkτ
with τ ∈ H and |Jkτ |s > 0. This should be done in such a way that one has
M(I ⊗A)∆+Jkτ = 0 , (8.15)
which then guarantees that the first equality in (8.11) holds for all τ ∈ H+. This is
because M(I ⊗ A)∆+ is then a multiplicative morphism which vanishes on Xi and
every element of the form Jkτ , and, except for τ = 1, every element of F+ has at least
one such factor.
To show that it is possible to enforce (8.15) in a coherent way, we proceed by
induction. Indeed, by the definition of ∆+ and the definition ofM, one has the identity
M(I ⊗A)∆+Jkτ =
∑
ℓ
M
(
Jk+ℓ ⊗ X
ℓ
ℓ!
A
)
∆τ +AJkτ .
Therefore, AJkτ is determined by (8.15) as soon as we know (I ⊗ A)∆τ . This can
be guaranteed by iterating over F in an order of increasing degree. (In the sense of the
number of times that the integration operator appears in a formal expression, as defined
above.)
We can then show recursively that the antipode also satisfies M(A ⊗ I)∆+τ =
1∗(τ )1. Again, we only need to verify it inductively on elements of the form Jkτ . One
then has
M(A⊗ I)∆+Jkτ = Jkτ +
∑
ℓ
(−X)ℓ
ℓ!
M(AJk+ℓ ⊗ I)∆τ
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= Jkτ −
∑
ℓ,m
(−X)ℓXm
ℓ!m!
M(Jk+ℓ+m ⊗A⊗ I)(∆⊗ I)∆τ
= Jkτ −M(Jk ⊗A⊗ I)(I ⊗∆+)∆τ ,
where we used the fact that
∑
ℓ+m=n
(−X)ℓXm
ℓ!m! = 0 unless n = 0 in which case it is 1.
At this stage, we use the fact that it is straightforward to verify inductively that
(I ⊗ 1∗)∆τ = τ , (8.16)
for every τ ∈ H, so that an application of our inductive hypothesis yields M(A ⊗
I)∆+Jkτ = Jkτ − Jkτ = 0 as required. The fact that A2τ = τ can be verified
in a similar way. It is also a consequence of the fact that the Hopf algebra H+ is
commutative [Swe69].
Remark 8.17 Note that H is not a Hopf module over H+ since the identity ∆(τ τ¯ ) =
∆τ ∆+τ¯ does in general not hold for any τ ∈ H and τ¯ ∈ H+. However, Hˆ = H⊗H+
can be turned in a very natural way into a Hopf module overH+. The module structure
is given by (τ ⊗ τ¯1)τ¯2 = τ ⊗ (τ¯1τ¯2) for τ ∈ H and τ¯1, τ¯2 ∈ H+, while the comodule
structure ∆ˆ : Hˆ → Hˆ ⊗H+ is given by
∆ˆ(τ ⊗ τ¯ ) = ∆τ ·∆+τ¯ ,
where (τ1 ⊗ τ2) · (τ¯1 ⊗ τ¯2) = (τ1 ⊗ τ¯1) ⊗ (τ2τ¯2) for τ1 ∈ H and τ2, τ¯1, τ¯2 ∈ H+.
These structures are then compatible in the sense that (∆ˆ ⊗ I)∆ˆ = (I ⊗ ∆+)∆ˆ and
∆ˆ(τ τ¯ ) = ∆ˆτ ·∆+τ¯ . It is not clear at this stage whether known general results on these
structures (like the fact that Hopf modules are always free) can be of use for the type
of analysis performed in this article.
We are now almost ready to construct the structure group G in our context. First,
we define a product ◦ on H∗+, the dual of H+, by
Definition 8.18 Given two elements g, g¯ ∈ H∗+, their product g ◦ g¯ is given by the dual
of ∆+, i.e., it is the element satisfying
〈g ◦ g¯, τ〉 = 〈g ⊗ g¯,∆+τ〉 ,
for all τ ∈ H+.
From now on, we will use the notations 〈g, τ〉, g(τ ), or even gτ interchangeably for
the duality pairing. We also identify X ⊗ R with X in the usual way (x⊗ c ∼ cx) for
any space X . Furthermore, to any g ∈ H∗+, we associate a linear map Γg : H → H in
essentially the same way as in (4.19), by setting
Γgτ = (I ⊗ g)∆τ . (8.17)
Note that, by (8.16), one has Γ1∗τ = τ . One can also verify inductively that the co-unit
1∗ is indeed the neutral element for ◦. With these definitions at hand, we have
Proposition 8.19 For any g, g¯ ∈ H∗+, one has ΓgΓg¯ = Γg◦g¯ . Furthermore, the prod-
uct ◦ is associative.
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Proof. One has the identity
ΓgΓg¯τ = Γg(I ⊗ g¯)∆τ = (I ⊗ g ⊗ g¯)(∆⊗ I)∆τ
= (I ⊗ g ⊗ g¯)(I ⊗∆+)∆τ = (I ⊗ (g ◦ g¯))∆τ ,
where we first used Theorem 8.16 and then the definition of the product ◦. The associa-
tivity of ◦ is equivalent to the coassociativity (8.10b) of ∆+, which we already proved
in Theorem 8.16.
We now have all the ingredients in place to define the structure group G:
Definition 8.20 The group G is given by the group-like elements g ∈ H∗+, i.e. the
elements such that g(τ1τ2) = g(τ1) g(τ2) for any τi ∈ H+. Its action on H is given by
g 7→ Γg.
This definition is indeed meaningful thanks to the following standard result:
Proposition 8.21 Given g, g¯ ∈ G, one has g ◦ g¯ ∈ G. Furthermore, each element
g ∈ G has a unique inverse g−1.
Proof. This is standard, see [Swe69]. The explicit expression for the inverse is simply
g−1(τ ) = g(Aτ ).
Finally, we note that our operations behave well when restricting ourselves to the
spaces HF and H+F constructed as explained previously by only considering those
formal expressions that are “useful” for the description of the nonlinearity F :
Lemma 8.22 One has ∆: HF → HF ⊗H+F and ∆+ : H+F → H+F ⊗H+F .
Proof. We claim that actually, even more is true. Recall the definitions of the sets Wn,
Un and P in from (8.3) and denote by 〈Wn〉 the linear span of Wn in HF , and similarly
for 〈Un〉 and 〈P in〉. Then, denoting by X any of these vector spaces, we claim that ∆
has the property that ∆X ⊂ X ⊗ H+F , which in particular then also implies that the
action of G leaves each of the spaces X invariant. This can easily be seen by induction
over n. The claim is clearly true for n = 0 by definition. Assuming now that it holds for
〈Un−1〉 and 〈P in−1〉, it follows from the definition of Wn and the morphism property
of ∆ that the claim also holds for Wn. The identity (8.8b) then also implies that the
claim is true for 〈Un〉 and 〈P in〉, as required.
Regarding the property ∆+ : H+F → H+F ⊗ H+F , it follows from the morphism
property of ∆+ (and the fact thatH+F itself is closed under multiplication) that we only
need to check it on elements τ of the form τ = Ik τ¯ with τ¯ ∈ FF . Using (8.9b), the
claim then immediately follows from the first claim.
Remark 8.23 This shows that the action of G onto HF is equivalent to the action of
the quotient group GF obtained by identifying elements that act in the same way onto
H+F .
This concludes our construction of the regularity structure associated to a general
subcritical semilinear (S)PDE, which we summarise as a theorem:
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Theorem 8.24 Let F be a locally subcritical nonlinearity, let T = HF with Tγ =
〈{τ ∈ FF : |τ |s = γ}〉, A = {|τ |s : τ ∈ FF }, and GF be defined as above. Then,
TF = (A,HF , GF ), defines a regularity structure T . Furthermore, I is an abstract
integration map of order β for T .
Proof. To check that TF is a regularity structure, the only property that remains to
be shown is (2.1). This however follows immediately from the fact that if one writes
∆τ =
∑
τ (1) ⊗ τ (2), then each of these terms satisfies |τ (1)|s + |τ (2)|s = |τ |s and
|τ (2)|s ≥ 0. Furthermore, one verifies by induction that the term τ ⊗ 1 appears exactly
once in this sum, so that for all other terms, τ (1) is of homogeneity strictly smaller than
that of τ .
The map I obviously satisfies the first two requirements of an abstract integration
map by our definitions. The last property follows from the fact that
ΓgIkτ = (I ⊗ g)∆Ikτ = (I ⊗ g)(Ik ⊗ I)∆τ +
∑
ℓ
(X − xg)ℓ
ℓ!
g(Jk+ℓτ) ,
where we defined xg ∈ Rd as the element with coordinates −g(Xi). Noting that
(I ⊗ g)(Ik ⊗ I)∆τ = IkΓgτ , the claim follows.
Remark 8.25 If some element of MF also contains a factor Pi, then one can check in
the same way as above that Ii is an abstract integration map of order β − si for T .
Remark 8.26 Given F as above and r > 0, we will sometimes write T (r)F (or simply
T (r) when F is clear from the context) for the regularity structure obtained as above,
but with Tγ = 0 for γ > r.
8.2 Realisations of the general algebraic structure
While the results of the previous subsection provide a systematic way of constructing
a regularity structure T that is sufficiently rich to allow to reformulate (8.1) as a fixed
point problem which has some local solution U ∈ Dγ,ηP for suitable indices γ and η, it
does not at all address the problem of constructing a model (or family of models) (Π,Γ)
such that RU can be interpreted as a limit of classical solutions to some regularised
version of (8.1).
It is in the construction of the model (Π,Γ) that one has to take advantage of ad-
ditional knowledge about ξ (for example that it is Gaussian), which then allows to use
probabilistic tools, combined with ideas from renormalisation theory, to build a “canon-
ical model” (or in many cases actually a canonical finite-dimensional family of models)
associated to it. We will see in Section 10 below how to do this in the particular cases
of (PAMg) and (Φ4). For any continuous realisation of the driving noise however, it is
straightforward to “lift” it to the regularity structure that we just built, as we will see
presently.
Given any continuous approximation ξε to the driving noise ξ, we now show how
one can build a canonical model (Π(ε),Γ(ε)) for the regularity structure T built in the
previous subsection. First, we set
(Π(ε)x Ξ)(y) = ξε(y) , (ΠεxXk)(y) = (y − x)k .
Then, we recursively define Π(ε)x τ by
(Π(ε)x τ τ¯ )(y) = (Π(ε)x τ)(y) (Π(ε)x τ¯ )(y) , (8.18)
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as well as
(Π(ε)x Ikτ)(y) =
∫
Dk1K(y, z) (Π(ε)x τ)(z) dz +
∑
ℓ
(y − x)ℓ
ℓ!
f (ε)x (Jk+ℓτ) . (8.19)
In this expression, the quantities f (ε)x (Jℓτ) are defined by
f (ε)x (Jℓτ) = −
∫
Dℓ1K(x, z) (Π(ε)x τ)(z) dz . (8.20)
If we furthermore impose that
f (ε)x (Xi) = −xi , f (ε)x (τ τ¯ ) = (f (ε)x τ)(f (ε)x τ¯) , (8.21)
and extend this to all of H+F by linearity, then f (ε)x defines an element of the group GF
given in Definition 8.20 and Remark 8.23.
Denote by F (ε)x the corresponding linear operator on HF , i.e. F (ε)x = Γf (ε)x where
the map g 7→ Γg is given by (8.17). With these definitions at hand, we then define Γ(ε)xy
by
Γ(ε)xy = (F
(ε)
x )
−1 ◦ F (ε)y . (8.22)
Furthermore, for any τ ∈ F , we denote by Vτ the sector given by the linear span of
{Γτ : Γ ∈ G}. This is also given by the projection of ∆τ onto its first factor. We then
have:
Proposition 8.27 Let K be as in Lemma 5.5 and satisfying Assumption 5.4 for some
r > 0. Let furthermore T (r)F be the regularity structure obtained from any semilinear
locally subcritical problem as in Section 8.1 and Remark 8.26. Let finally ξε : Rd → R
be a smooth function and let (Π(ε),Γ(ε)) be defined as above. Then, (Π(ε),Γ(ε)) is a
model for T (r)F .
Furthermore, for any τ ∈ FF such that Ikτ ∈ FF , the model (Π(ε),Γ(ε)) realises
the abstract integration operator Ik on the sector Vτ .
Proof. We need to verify both the algebraic relations and the analytical bounds of
Definition 2.17. The fact that Γ(ε)xyΓ(ε)yz = Γ(ε)xz is immediate from the definition (8.22).
In view of (8.22), the identity Π(ε)x Γ(ε)xy = Π(ε)y follows if we can show that
Π(ε)x (F
(ε)
x )
−1
τ = Π(ε)y (F
(ε)
y )
−1
τ , (8.23)
for every τ ∈ FF and any two points x and y. In order to show that this is the case,
it turns out that it is easiest to simply “guess” an expression for Π(ε)x (F (ε)x )
−1
τ that is
independent of x and to then verify recursively that our guess was correct. For this, we
define a linear map Π(ε) : HF → C(Rd) by
(Π(ε)1)(y) = 1 , (Π(ε)Xi)(y) = yi , (Π(ε)Ξ)(y) = ξε(y) ,
and then recursively by
(Π(ε)τ τ¯ )(y) = (Π(ε)τ)(y) (Π(ε) τ¯)(y) , (8.24)
as well as
(Π(ε)Ikτ)(y) =
∫
Dk1K(y, z) (Π(ε)τ)(z) dz . (8.25)
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We claim that one has Π(ε)x (F (ε)x )
−1
τ = Π(ε)τ for every τ ∈ FF and every x ∈ Rd.
Actually, it is easier to verify the equivalent identity
Π(ε)x τ = Π
(ε)F (ε)x τ . (8.26)
To show this, we proceed by induction. The identity obviously holds for τ = Ξ and
τ = 1. For τ = Xi, we have by (8.21)
(Π(ε)F (ε)x Xi)(y) = ((Π(ε) ⊗ f (ε)x )(Xi ⊗ 1 + 1⊗Xi))(y) = yi − xi = (Π(ε)x Xi)(y) .
Furthermore, in view of (8.24), (8.18), and the fact that F (ε)x acts as a multiplicative
morphism, it holds for τ τ¯ if it holds for both τ and τ¯ .
To complete the proof of (8.23), it remains to show that (8.26) holds for elements
of the form Ikτ if it holds for τ . It follows from the definitions that
F (ε)x Ikτ = IkF (ε)x τ +
∑
ℓ,m
Xℓ
ℓ!
f (ε)x
(Xm
m!
Jk+ℓ+mτ
)
= IkF (ε)x τ +
∑
ℓ,m
Xℓ
ℓ!
(−x)m
m!
f (ε)x
(
PJk+ℓ+mτ
)
= IkF (ε)x τ +
∑
ℓ
(X − x)ℓ
ℓ!
f (ε)x (Jk+ℓτ) ,
(8.27)
where we used (8.21), the morphism property of f (ε)x , and the binomial identity. The
above identity is precisely the abstract analogue in this context of the identity postulated
in Definition 5.9.
Inserting this into (8.25), we obtain the identity
(Π(ε)F (ε)x Ikτ)(y) =
∫
Dk1K(y, z) (Π(ε)F (ε)x τ)(z) dz +
∑
ℓ
(y − x)ℓ
ℓ!
f (ε)x (Jk+ℓτ) .
(8.28)
Since Π(ε)F (ε)x τ = Π(ε)x τ by our induction hypothesis, this is precisely equal to the
right hand side of (8.19), as required.
It remains to show that the required analytical bounds also hold. Regarding Π(ε)x ,
we actually show the slightly stronger fact that (Π(ε)x τ )(y) . ‖x − y‖|τ |ss . This is
obvious for τ = Xi as well as for τ = Ξ since |Ξ|s < 0 and we assumed that ξε is
continuous. (Of course, such a bound would typically not hold uniformly in ε!) Since
|τ τ¯ |s = |τ |s+ |τ¯ |s, it is also obvious that such a bound holds for τ τ¯ if it holds for both
τ and τ¯ . Regarding elements of the form Ikτ , we note that the second term in (8.19) is
precisely the truncated Taylor series of the first term, so that the required bound holds
by Proposition A.1 or, more generally, by Theorem 5.14. To conclude the proof that
(Π(ε),Γ(ε)) is a model for our regularity structure, it remains to obtain a bound of the
type (2.15) for Γ(ε)xy . In principle, this also follows from Theorem 5.14, but we can also
verify it more explicitly in this case.
Note that the required bound follows if we can show that
|γ(ε)xy(τ )| def= |(fxA⊗ fy)∆+τ | . ‖x− y‖|τ |ss ,
for all τ ∈ F+F with |τ |s ≤ r. Again, this can easily be checked for τ = Xk. For
τ = Jk τ¯ , note that one has the identity
(A⊗I)∆+Jk τ¯ = 1⊗Jk τ¯ −
∑
ℓ,m
(M⊗I)
(
Jk+ℓ+m⊗X
ℓ
ℓ!
A⊗ (−X)
m
m!
)
(I⊗∆+)∆τ¯ .
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As a consequence, we have the identity
γ(ε)xy(Jk τ¯ ) = f (ε)y (Jkτ¯ )−
∑
ℓ
(y − x)ℓ
ℓ!
f (ε)x (Jk+ℓΓ(ε)xy τ¯ ) .
It now suffices to realise that this is equal to the quantity (Γ(ε)yxJxy τ¯ )k, where Jxy was
introduced in (5.36), so that the required bound follows from Lemma 5.21. There is an
unfortunate notational clash between Jxy and Jk appearing here, but since this is the
only time in the article that both objects appear simultaneously, we leave it at that.
The fact that the model built in this way realises K for the abstract integration
operator I (and indeed for any of the Ik) follows at once from the definition (8.19).
Remark 8.28 In general, one does not even need ξε to be continuous. One just needs
it to be in Cα
s
for sufficiently large (but possibly negative) α such that all the products
appearing in the above construction satisfy the conditions of Proposition 4.14.
This construction motivates the following definition, where we assume that the ker-
nel K annihilates monomials up to order r and that we are given a regularity structure
TF built from a locally subcritical nonlinearity F as above.
Definition 8.29 A model (Π,Γ) for T (r)F is admissible if it satisfies (ΠxXk)(y) =
(y − x)k, as well as (8.19), (8.21), (8.22), and (8.20). We denote by MF the set of
admissible models.
Note that the set of admissible models is a closed subset of the set of all models
and that the models built from canonical lifts of smooth functions ξ(ε) are admissible by
definition. Admissible models are also adapted to the integration map K (and suitable
derivatives thereof) for the integration map I (and the maps Ik if applicable). Actually,
the converse is also true provided that we define f by (8.20). This can be shown by a
suitable recursion procedure, but since we will never actually use this fact we do not
provide a full proof.
Remark 8.30 It is not clear in general whether canonical lifts of smooth functions
are dense in MF . As the definitions stand, this will actually never be the case since
smooth functions are not even dense in Cα! This is however an artificial problem
that can easily be resolved in a manner similar to what we did in the proof of the
reconstruction theorem, Theorem 3.10. (See also the note [FV06].) However, even
when allowing for some weaker notion of density, it will in general not be the case
that lifts of smooth functions are dense. This is because the regularity structure T (r)F
built in this section does not encode the Leibniz rule, so that it can accommodate the
type of effects described in [Gub10, HM12, HK12] (or even just Itoˆ’s formula in one
dimension) which cannot arise when only considering lifts of smooth functions.
8.3 Renormalisation group associated to the general algebraic structure
There are many situations where, if we take for ξε a smooth approximation to ξ such
that ξε → ξ in a suitable sense, the sequence (Π(ε),Γ(ε)) of models built from ξε as
in the previous section fails to converge. This is somewhat different from the situ-
ation encountered in the context of the theory of rough paths where natural smooth
approximations to the driving noise very often do yield finite limits without the need
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for renormalisation [CQ02, FV10a]. (The reason why this is so stems from the fact
that if a process X is symmetric under time-reversal, then the expression Xi∂tXj is
antisymmetric, thus introducing additional cancellations. Recall the discussion on the
role of symmetries in Remark 1.9.)
In general, in order to actually build a model associated to the driving noise ξ, we
will need to be able to encode some kind of renormalisation procedure. In the context of
the regularity structures built in this section, it turns out that they come equipped with
a natural group of continuous transformations on their space of admissible models. At
the abstract level, this group of transformations (which we call R) will be nothing but a
finite-dimensional nilpotent Lie group – in many instances just a copy of Rn for some
n > 0. As already mentioned in the introduction, a renormalisation procedure then
consists in finding a sequence Mε of elements in R such that Mε(Π(ε),Γ(ε)) converges
to a finite limit (Π,Γ), where (Π(ε),Γ(ε)) is the bare model built in Section 8.2. As pre-
viously, different renormalisation procedures yield limits that differ only by an element
in R.
Remark 8.31 The construction outlined in this section, and indeed the whole method-
ology presented here, has a flavour that is strongly reminiscent of the theory given in
[CK00, CK01]. The scope however is different: the construction presented here applies
to subcritical situations in which one obtains superrenormalisable theories, so that the
group R is always finite-dimensional. The construction of [CK00, CK01] on the other
hand applies to critical situations and yields an infinite-dimensional renormalisation
group.
Assume that we are given some model (Π,Γ) for our regularity structure T . As
before, we assume that Γxy is provided to us in the form
Γxy = F
−1
x ◦ Fy , (8.29)
and we denote by fx the group-like element in the dual ofH+F corresponding to Fx. As
a consequence, the operator ΠxF−1x is independent of x and, as in Section 8.2, we will
henceforth denote it simply by
Π
def
= ΠxF
−1
x . (8.30)
Throughout this whole section, we will thus represent a model by the pair (Π, f ) where
Π is one single linear map Π : T → S ′(Rd) and f is a map on Rd with values in the
morphisms of H+F .
We furthermore make the additional assumption that our model is admissible, so
that one has the identities
ΠIkτ =
∫
Rd
DkK(·, y) (Πτ)(dy) , (8.31)
fxJkτ = −
∫
Rd
DkK(x, y) (Πxτ)(dy) , (8.32)
where, in view of (8.30), Π and Πx are related by
Πτ = (Πx ⊗ fxA)∆τ , Πxτ = (Π⊗ fx)∆τ .
Note that by definition, (8.32) only ever applies to elements with |Jkτ |s > 0, which
implies that the corresponding integral actually makes sense. In view of (8.8b) and
(5.12), this ensures that our model does realise K for the abstract integration operator
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I (and, if needed, the relevant derivatives of K for the Ik). It is crucial that any
transformation that we would like to apply to our model preserves this property, since
otherwise the operatorsKγ cannot be constructed anymore for the new model.
Remark 8.32 While it is clear that (Π, f ) is sufficient to determine the corresponding
model by (8.29) and (8.30), the converse is not true in general if one only imposes
(8.29). However, if we also impose (8.32), together with the canonical choice fx(X) =
−x, then f is uniquely determined by the model in its usual representation (Π,Γ).
This shows that although the transformations constructed in this section will be given
in terms of f , they do actually define maps defined on the set MF of all admissible
models.
The important feature of R is its action on elements τ of negative homogeneity. It
turns out that, in order to describe it, it is convenient to work on a slightly larger set
F0 ⊂ FF with some additional properties. Given any set C ⊂ FF , we will henceforth
denote by Alg(C) ⊂ F+F the set of all elements in F+F of the form Xk
∏
i Jℓiτi, for
some multiindices k and ℓi such that |Jℓiτi|s > 0, and where the elements τi all
belong to C. (The empty product also counts, so that one always has Xk ∈ Alg(C) and
in particular 1 ∈ Alg(C).) We will also use the notation 〈C〉 for the linear span of a set
C. We now fix a subset F0 ⊂ FF as follows.
Assumption 8.33 The set F0 ⊂ FF has the following properties:
• The set F0 contains every τ ∈ FF with |τ |s ≤ 0.
• There exists F⋆ ⊂ F0 such that, for every τ ∈ F0, one has ∆τ ∈ 〈F0〉 ⊗
〈Alg(F⋆)〉.
Remark 8.34 Similarly to before, we write H0 = 〈F0〉, F+0 = Alg(F⋆), and H+0 =
〈F+0 〉. Proceeding as in the proofs of Lemmas 8.38 and 8.39 below, one can verify that
the second condition automatically implies that the operators∆+ andA both leaveH+0
invariant.
Let now M : H0 → H0 be a linear map such that MIkτ = IkMτ for every
τ ∈ F0 such that Ikτ ∈ F0. Then, we would like to use the map M to build a new
model (ΠM , fM ) with the property that
Π
Mτ = ΠMτ . (8.33)
(The conditionMIkτ = IkMτ is required to guarantee that (8.31) still holds for ΠM .)
This is not always possible, but the aim of this section is to provide conditions under
which it is. In order to realise the above identity, we would like to build linear maps
∆M : H0 → H0 ×H+0 and Mˆ : H+0 → H+0 such that one has
ΠMx τ = (Πx ⊗ fx)∆Mτ , fMx τ = fxMˆτ . (8.34)
Remark 8.35 One might wonder why we choose to make the ansatz (8.34). The first
identity really just states that ΠMx τ is given by a bilinear expression of the type
ΠMx τ =
∑
τ1,τ2
Cτ1,τ2τ fx(τ1)Πxτ2 ,
which is not unreasonable since the objects appearing on the right hand side are the
only objects available as “building blocks” for our construction. One might argue that
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the coefficients could be given by some polynomial expression in the fx(τ1), but thanks
to the fact that fx is group-like, this can always be reformulated as a linear expression.
Similarly, the second expression simply states that fMx is given by some arbitrary linear
(or polynomial by the same argument as before) expression in the fx.
Furthermore, we would like to ensure that if the pair (Π, f ) satisfies the identities
(8.31) and (8.32), then the pair (ΠM , fM ) also satisfies them. Inserting (8.34) into
(8.32), we see that this is guaranteed if we impose that
MˆJk =M(Jk ⊗ I)∆M , (8.35a)
where, as before,M : H+0 ×H+0 → H+0 denotes the multiplication map. We also note
that if we want to ensure that (8.33) holds, then we should require that, for every x ∈
Rd, one has the identity ΠM = ΠMx (FMx )
−1
, which we rewrite as ΠMx = ΠMFMx .
Making use of the first identity of (8.34) and of the fact that Πx = ΠFx, the left hand
side of this identity can be expressed as
ΠMx τ = (Π⊗ fx ⊗ fx)(∆⊗ I)∆Mτ = (Π⊗ fx)(I ⊗M)(∆⊗ I)∆Mτ .
Using the second identity of (8.34), the right hand side on the other hand can be rewrit-
ten as
ΠMFMx τ = (Π⊗ fMx )(M ⊗ I)∆τ = (Π⊗ fx)(M ⊗ Mˆ )∆τ .
We see that these two expressions are guaranteed to be equal for any choice of Π and
fx if we impose the consistency condition
(I ⊗M)(∆⊗ I)∆M = (M ⊗ Mˆ )∆ . (8.35b)
Finally, we impose that Mˆ is a multiplicative morphism and that it leaves Xk invariant,
namely that
Mˆ (τ1τ2) = (Mˆτ1)(Mˆτ2) , MˆXk = Xk , (8.35c)
which is a natural condition given its interpretation. In view of (8.34), this is required to
ensure that fMx is again a group-like element with fMx (Xi) = −xi, which is crucial for
our purpose. It then turns out that equations (8.35a)–(8.35c) are sufficient to uniquely
characterise ∆M and Mˆ and that it is always possible to find two operators satisfying
these constraints:
Proposition 8.36 Given a linear map M as above, there exists a unique choice of Mˆ
and ∆M satisfying (8.35a)–(8.35c).
In order to prove this result, it turns out to be convenient to consider the following
recursive construction of elements in HF . We define F (0) = ∅ and then, recursively,
F (n+1) = {τ ∈ FF : ∆τ ∈ HF ⊗ 〈Alg(F (n))〉} . (8.36)
Remark 8.37 In practice, a typical choice for the set F0 of Assumption 8.33 is to take
F0 = F (n) and F⋆ = F (n−1) for some sufficiently large n, which then automatically
has the required properties by Lemma 8.38 below. In particular, this also shows that
such sets do exist.
For example, F (1) contains all elements of the form ΞnXk that belong to FF , but
it might contain more than that depending on the values of α and β. The following
properties of these sets are elementary:
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• One has F (n−1) ⊂ F (n). This is shown by induction. For n = 1, the statement
is trivially true. If it holds for some n then one has Alg(F (n−1)) ⊂ Alg(F (n))
and so, by (8.36), one also has F (n) ⊂ F (n+1), as required.
• If τ, τ¯ ∈ F (n) are such that τ τ¯ ∈ FF , then τ τ¯ ∈ F (n) as an immediate conse-
quence of the morphism property of ∆, combined with the definition of Alg.
• If τ ∈ F (n) and k is such that Ikτ ∈ FF , then Ikτ ∈ F (n+1). As a consequence
of this fact, and since all elements in FF can be generated by multiplication and
integration from Ξ and the Xi, one has
⋃
n≥0 F (n) = FF .
The following consequence is slightly less obvious:
Lemma 8.38 For every n ≥ 0 and τ ∈ F (n), one has ∆τ ∈ 〈F (n)〉 ⊗ 〈Alg(F (n−1))〉.
For every n ≥ 0 and τ ∈ Alg(F (n)), one has ∆+τ ∈ 〈Alg(F (n))〉 ⊗ 〈Alg(F (n))〉.
Proof. We proceed by induction. For n = 0, both statements are trivially true, so
we assume that they hold for all n ≤ k. Take then τ ∈ F (k+1) and assume by con-
tradiction that ∆τ 6∈ 〈F (k+1)〉 ⊗ 〈Alg(F (k))〉. This then implies that (∆ ⊗ I)∆τ 6∈
HF ⊗ 〈Alg(F (k))〉 ⊗ 〈Alg(F (k))〉. However, we have (∆ ⊗ I)∆τ = (I ⊗ ∆+)∆τ by
Theorem 8.16 and ∆+ maps 〈Alg(F (k))〉 to 〈Alg(F (k))〉⊗〈Alg(F (k))〉 by our induction
hypothesis, thus yielding the required contradiction.
It remains to show that ∆+ has the desired property for n = k + 1. Since ∆+ is a
multiplicative morphism, we can assume that τ is of the form τ = Jℓτ¯ with τ¯ ∈ F (k+1).
One then has by definition
∆+τ =
∑
m
(
Jℓ+m ⊗ (−X)
m
m!
)
∆τ¯ + 1⊗ τ .
By the first part of the proof, we already know that ∆τ¯ ∈ 〈F (k+1)〉 ⊗ 〈Alg(F (k))〉, so
that the first term belongs to 〈Alg(F (k+1))〉⊗〈Alg(F (k))〉. The second term on the other
hand belongs to 〈Alg(F (0))〉 ⊗ 〈Alg(F (k+1))〉 by definition, so that the claim follows.
A useful consequence of Lemma 8.38 is the following.
Lemma 8.39 If τ ∈ Alg(F (n)) for some n ≥ 0, then Aτ ∈ 〈Alg(F (n))〉, where A is
the antipode in H+ defined in the previous subsection.
Proof. The proof goes by induction, using the relations A(τ τ¯ ) = A(τ )A(τ¯ ), as well
as the identity
AJk τ¯ = −
∑
ℓ
M
(
Jk+ℓ ⊗ X
ℓ
ℓ!
A
)
∆τ¯ , (8.37)
which is valid as soon as |Jk τ¯ |s > 0. For n = 0, the claim is trivially true. For
arbitrary n > 0, by the multiplicative property of A, it suffices to consider the case
τ = Jk τ¯ with τ¯ ∈ F (n). Since ∆τ¯ ∈ 〈F (n)〉 ⊗ 〈Alg(F (n−1))〉 by Lemma 8.38, it
follows from our definitions and the inductive assumption that the right hand side of
(8.37) does indeed belong to 〈Alg(F (n))〉 ⊗ 〈Alg(F (n))〉 as required.
We now have all the ingredients in place for the
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Proof of Proposition 8.36. We first introduce the mapD : H0⊗H+0 → H0⊗H+0 given
by D = (I ⊗M)(∆⊗ I). It follows immediately from the definition of ∆ and the fact
that, by Lemma 8.10, homogeneities of elements in FF (and a fortiori of elements in
F0) are bounded from below, that D can be written as
D(τ ⊗ τ¯ ) = τ ⊗ τ¯ − D¯(τ ⊗ τ¯ ) ,
for some nilpotent map D¯. As a consequence, D is invertible with inverse given by the
Neumann series D−1 =
∑
k≥0 D¯
k
, which is always finite.
The proof of the statement then goes by induction over F (n) ∩F0. Assume that Mˆ
and ∆M are uniquely defined on Alg(F (n) ∩ F⋆) and on F (n) ∩ F0 respectively which,
by (8.35c), is trivially true for n = 0. (For ∆M this is also trivial since F (0) is empty.)
Take then τ ∈ F (n+1) ∩ F0. By (8.35b), one has
∆Mτ = D−1(M ⊗ Mˆ )∆τ .
By Lemma 8.38 and Remark 8.34, the second factor of∆τ belongs to 〈Alg(F (n)∩F⋆)〉
on which Mˆ is already known by assumption, so that this uniquely determines ∆Mτ .
On the other hand, in order to determine Mˆ on elements of Alg(F (n+1) ∩ F⋆) it
suffices by (8.35c) and Remark 8.34 to determine it on elements of the form τ = Jk τ¯
with τ¯ ∈ F (n+1) ∩ F⋆. The action of Mˆ on such elements is determined by (8.35a)
so that, since we already know by the first part of the proof that ∆M τ¯ is uniquely
determined, the proof is complete.
Before we proceed, we introduce a final object whose utility will be clear later on.
Similarly do the definition of ∆M , we define ∆ˆM : H+0 → H+0 ⊗H+0 by the identity
(AMˆA⊗ Mˆ )∆+ = (I ⊗M)(∆+ ⊗ I)∆ˆM . (8.38)
Note that, similarly to before, one can verify that the map D+ = (I ⊗M)(∆+ ⊗ I) is
invertible on H+0 ⊗H+0 , so that this expression does indeed define ∆ˆM uniquely.
Remark 8.40 Note also that in the particular case when M = I , the identity, one has
∆Mτ = τ ⊗ 1, ∆ˆMτ = τ ⊗ 1, as well as Mˆ = I .
With these notations at hand, we then give the following description of the “renor-
malisation group” R:
Definition 8.41 Let FF and F0 be as above. Then the corresponding renormalisation
group R consists of all linear maps M : H0 → H0 such that M commutes with the Ik,
such that MXk = Xk, and such that, for every τ ∈ F0 and every τˆ ∈ F+0 , one can
write
∆Mτ = τ ⊗ 1 +
∑
τ (1) ⊗ τ (2) , ∆ˆM τ¯ = τ¯ ⊗ 1 +
∑
τ¯ (1) ⊗ τ¯ (2) , (8.39)
where each of the τ (1) ∈ F0 and τ¯ (1) ∈ F+0 is such that |τ (1)|s > |τ |s and |τ¯ (1)|s > |τ¯ |s.
Remark 8.42 Note that ∆ˆM is automatically a multiplicative morphism. Since one
has furthermore ∆ˆMXk = Xk ⊗ 1 for every M , the second condition in (8.39) really
needs to be verified only for elements of the form Ik(τ ) with τ ∈ F⋆. The reason for
introducing the quantity ∆ˆM and defining R in this way is that these conditions appear
naturally in Theorem 8.44 below where we check that the renormalised model defined
by (8.34) does again satisfy the analytical bounds of Definition 2.17.
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We first verify that our terminology is not misleading, namely that R really is a
group:
Lemma 8.43 If M1,M2 ∈ R, then M1M2 ∈ R. Furthermore, if M ∈ R, then
M−1 ∈ R.
Proof. Note first that if M = M1M2 then, due to the identity ΠM = ΠM1M2, one
obtains the model (ΠM , FM ) by applying the group element corresponding to M2 to
(ΠM1 , FM1). As a consequence, one can “guess” the identities
∆M = (I ⊗M)(∆M1 ⊗ Mˆ1)∆M2 , (8.40a)
∆ˆM = (I ⊗M)(∆ˆM1 ⊗ Mˆ1)∆ˆM2 , (8.40b)
Mˆ = Mˆ1 Mˆ2 . (8.40c)
Since we know that (8.35) characterises∆M and Mˆ , (8.40) can be verified by checking
that ∆M and Mˆ defined in this way do indeed satisfy (8.35). The identity (8.35c) is
immediate, so we concentrate on the two other ones.
For (8.35a), we have
M(Jk ⊗ I)∆M =M((Jk ⊗ I)∆M1 ⊗ Mˆ1)∆M2
=M(Mˆ1Jk ⊗ Mˆ1)∆M2
= Mˆ1M(Jk ⊗ I)∆M2 = Mˆ1Mˆ2Jk ,
which is indeed the required property. Here, we made use of the morphism property of
Mˆ1 to go from the second to the third line.
For (8.35b), we use (8.40a) to obtain
(I ⊗M)(∆⊗ I)∆M = (I ⊗M)(∆⊗ I)(I ⊗M)(∆M1 ⊗ Mˆ1)∆M2
= (I ⊗M)((M1 ⊗ Mˆ1)∆⊗ Mˆ1)∆M2
= (M1 ⊗ Mˆ1)(I ⊗M)(∆⊗ I)∆M2
= (M1 ⊗ Mˆ1)(M2 ⊗ Mˆ2)∆ = (M ⊗ Mˆ )∆ ,
as required. Here, we used again the morphism property of Mˆ1 to go from the second
to the third line. We also used the fact that, by assumption, (8.35b) holds for both M1
and M2. Finally, we want to verify that the expression (8.40b) for ∆ˆM is the correct
one. For this, it suffices to proceed in virtually the same way as for ∆M , replacing ∆
by ∆ˆ when needed.
To show that R is a group and not just a semigroup, we first define, for any κ ∈ R,
the projection Pκ : H0 → H0 given by Pκτ = 0 if |τ |s > κ and Pκτ = τ if |τ |s ≤ κ.
We also write Pˆκ = Pκ ⊗ I as a shorthand. We then argue by contradiction as follows.
Assuming thatM−1 6∈ R, one of the two conditions in (8.39) must be violated. Assume
first that it is the first one, then there exists a τ ∈ F0 and a homogeneity κ ≤ |τ |s, such
that ∆M−1τ can be rewritten as
∆M
−1
τ = RM− τ +R
M
+ τ ,
with PˆκRM− τ = RM− τ 6= 0, PˆκRM+ τ = 0, and RM− τ 6= τ ⊗ 1. We furthermore choose
for κ the smallest possible value such that such a decomposition exists, i.e. we assume
that Pˆκ¯RM− τ = 0 for every κ¯ < κ.
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It follows from (8.40a) that one has
Pˆκ(τ ⊗ 1) = Pˆκ∆Iτ = (I ⊗M)(Pˆκ∆M ⊗M∆ˆM )∆M−1τ .
Since, by Definition 8.41, the identity Pˆκ∆M τ¯ = Pˆκ(τ¯ ⊗ 1) holds as soon as |τ¯ |s ≥ κ,
one eventually obtains
Pˆκ(τ ⊗ 1) = RM− τ ,
which is a contradiction. Therefore, the only way in which one could have M−1 6∈ R
is by violating the second condition in (8.39). This however can also be ruled out in
almost exactly the same way, by making use of (8.40b) instead of (8.40a) and exploiting
the fact that one also has ∆ˆIτ = τ ⊗ 1.
The main result in this section states that any transformation M ∈ R extends
canonically to a transformation on the set of admissible models for T (r)F for arbitrary
r > 0.
Theorem 8.44 Let M ∈ R, where R is as in Definition 8.41, let r > 0 be such that the
kernelK annihilates polynomials of degree r, and let (Π, f ) ∼ (Π,Γ) be an admissible
model for T (r)F with f and Γ related as in (8.29).
Define ΠMx and fM on H0 and H+0 as in (8.34) and define ΓM via (8.29). Then,
(ΠM ,ΓM ) is an admissible model for TF on H0. Furthermore, it extends uniquely to
an admissible model for all of T (r)F .
Proof. We first verify that the renormalised model does indeed yield a model for TF
on H0. For this, it suffices to show that the bounds (2.15) hold. Regarding the bound
on ΠMx , recall the first identity of (8.34). As a consequence of Definition 8.41, this
implies that (ΠMx τ)(ϕλx) can be written as a finite linear combination of terms of the
type (Πxτ¯ )(ϕλx) with |τ¯ |s ≥ |τ |s. The required scaling as a function of λ then follows
at once.
Regarding the bounds on Γxy , recall that Γxyτ = (I ⊗ γxy)∆τ with
γxy = (fxA⊗ fy)∆+ , (8.41)
and similarly for γMxy . Since we know that (Π,Γ) is a model for T (r)F , this implies that
one has the bound
|γxyτ | . ‖x− y‖|τ |ss , (8.42)
and we aim to obtain a similar bound for γMxy . Recalling the definitions (8.41) as well
as (8.34), we obtain for γMxy the identity
γMxy = (fxA⊗ fy)(AMˆA⊗ Mˆ )∆+ = (fxA⊗ fy)(I ⊗M)(∆+ ⊗ I)∆ˆM
= (fxA⊗ fy ⊗ fy)(∆+ ⊗ I)∆ˆM = (γxy ⊗ fy)∆ˆM ,
where the second equality is the definition of ∆ˆM , while the last equality uses the defi-
nition of γxy , combined with the morphism property of fy . It then follows immediately
from Definition 8.41 and (8.42) that the bound (8.42) also holds for γMxy .
Finally, we have already seen that if (Π,Γ) is admissible, then ΠMx and fMx sat-
isfy the identities (8.31) and (8.32) as a consequence of (8.35a), so that they also form
an admissible model. The fact that the model (ΠM ,ΓM ) extends uniquely (and con-
tinuously) to all of T (r)F follows from a repeated application of Theorem 5.14 and
Proposition 3.31.
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Remark 8.45 In principle, the construction of R given in this section depends on the
choice of a suitable set F0. It is natural to conjecture that R does not actually depend
on this choice (at least if F0 is sufficiently large), but it is not clear at this stage whether
there is a simple algebraic proof of this fact.
9 Two concrete renormalisation procedures
In this section, we show how the regularity structure and renormalisation group built in
the previous section can be used concretely to renormalise (PAMg) and (Φ4).
9.1 Renormalisation group for (PAMg)
Consider the regularity structure generated by (PAMg) with MF as in Remark 8.8,
β = 2, and α ∈ (− 4
3
,−1). In this case, we can choose
F0 = {1,Ξ, XiΞ, I(Ξ)Ξ, Ii(Ξ), Ii(Ξ)Ij(Ξ)} , F⋆ = {Ξ} ,
where i and j denote one of the two spatial coordinates. It is straightforward to check
that this set satisfies Assumption 8.33. Indeed, provided that α ∈ (− 4
3
,−1), it does
contain all the elements of negative homogeneity. Furthermore, all of the elements
τ ∈ F0 satisfy ∆τ = τ ⊗ 1, except for Ξ I(Ξ) and XiΞ which satisfy
∆(Ξ I(Ξ)) = Ξ I(Ξ)⊗ 1 + Ξ⊗ J (Ξ) , ∆XiΞ = XiΞ⊗ 1 + Ξ⊗Xi .
It follows that these elements indeed satisfy ∆τ ∈ H0 ⊗ H+0 , as required by our
assumption.
Then, for any constant C ∈ R and 2 × 2 matrix C¯ , one can define a linear map M
on the span of F0 by
M(I(Ξ)Ξ) = I(Ξ)Ξ− C1 ,
M(Ii(Ξ)Ij(Ξ)) = Ii(Ξ)Ij(Ξ)− C¯ij1 ,
as well as M (τ ) = τ for the remaining basis vectors in F0. Denote by R0 the set of all
linear maps M of this type.
In order to verify that R0 ⊂ R as our notation implies, we need to verify that ∆M
and ∆ˆM satisfy the property required by Definition 8.41. Note first that
MˆI(Ξ) = I(Ξ) ,
as a consequence of (8.35a). Since one furthermore has MˆXi = Xi, this shows that
one has
(M ⊗ Mˆ )∆τ = (M ⊗ I)∆τ ,
for every τ ∈ F0. Furthermore, it is straightforward to verify that (M⊗I)∆τ = ∆Mτ
for every τ ∈ F0. Comparing this to (8.35b), we conclude that in the special case
considered here we actually have the identity
∆Mτ = (Mτ )⊗ 1 , (9.1)
for every τ ∈ F0. Indeed, when plugging (9.1) into the left hand side of (8.35b), we do
recover the right hand side, which shows the desired claim since we already know that
(8.35b) is sufficient to characterise ∆M . Furthermore, it is straightforward to verify
that ∆ˆMI(Ξ) = I(Ξ) ⊗ 1 so that, by Remark 8.42, this shows that M ∈ R for every
choice of the matrix Cij and the constant C¯.
Furthermore, this 5-parameter subgroup of R is canonically isomorphic to R5 en-
dowed with addition as its group structure. This is the subgroup R0 that will be used
to renormalise (PAMg) in Section 9.3.
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9.2 Renormalisation group for the dynamical Φ43 model
We now consider the regularity structure generated by (Φ4), which is our second main
example. Recall from Remark 8.7 that this corresponds to the case where
MF = {Ξ, Un : n ≤ 3} ,
β = 2 and α < − 5
2
. In order for the relevant terms of negative homogeneity not to
depend on α, we will choose α ∈ (− 18
7
,− 5
2
). The reason for this strange-looking
value − 18
7
is that this is precisely the value of α at which, setting Ψ = I(Ξ) as a
shorthand, the homogeneity of the term Ψ2I(Ψ2I(Ψ3)) vanishes, so that one would
have to modify our choice of F0.
In this particular case, it turns out that we can choose for F0 and F⋆ the sets
F0 = {1,Ξ,Ψ,Ψ2,Ψ3,Ψ2Xi, I(Ψ3)Ψ, I(Ψ3)Ψ2, (9.2)
I(Ψ2)Ψ2, I(Ψ2), I(Ψ)Ψ, I(Ψ)Ψ2, Xi} , F⋆ = {Ψ,Ψ2,Ψ3} ,
where the index i corresponds again to any of the three spatial directions.
Then, for any two constants C1 and C2, we define a linear map M on H0 by
MΨ2 = Ψ2 − C11 ,
M(Ψ2Xi) = Ψ
2Xi − C1Xi ,
MΨ3 = Ψ3 − 3C1Ψ ,
M(I(Ψ2)Ψ2) = I(Ψ2)(Ψ2 − C11)− C21 ,
M(I(Ψ3)Ψ) = (I(Ψ3)− 3C1I(Ψ))Ψ ,
M(I(Ψ3)Ψ2) = (I(Ψ3)− 3C1I(Ψ))(Ψ2 − C11)− 3C2Ψ ,
M(I(Ψ)Ψ2) = I(Ψ)(Ψ2 − C11) ,
(9.3)
as well as Mτ = τ for the remaining basis elements τ ∈ F0. We claim that one has
the identity
∆Mτ = (Mτ )⊗ 1 , (9.4a)
for those elements τ ∈ F0 which do not contain a factor I(Ψ3). For the remaining two
elements, we claim that one has
∆MI(Ψ3)Ψ = (M (I(Ψ3)Ψ))⊗ 1 + 3C1ΨXi ⊗ Ji(Ψ) , (9.4b)
∆MI(Ψ3)Ψ2 = (M (I(Ψ3)Ψ2))⊗ 1 + 3C1 (Ψ2 − C11)Xi ⊗ Ji(Ψ) , (9.4c)
where a summation over the spatial components Xi is implicit.
For τ ∈ {1,Ξ,Ψ,Ψ2,Ψ3}, one has ∆τ = τ ⊗ 1, so that ∆Mτ = (Mτ ) ⊗ 1 as a
consequence of (8.35b). Similarly, it can be verified that (9.4a) holds for Ψ2Xi and Xi
by using again (8.35b). For the remaining elements, we first note that, as a consequence
of this and (8.35a), one has the identities
MˆI(Ψn) = I(MΨn) , MˆIi(Ψ) = Ii(Ψ) . (9.5)
All the remaining elements are of the form τ = I(Ψn)Ψm, so that (8.8) yields the
identity
∆τ = τ ⊗ 1 +Ψm ⊗ J (Ψn) + δn1(ΨmXi ⊗ Ji(Ψ) +Ψm ⊗XiJi(Ψ)) .
As a consequence of this and of (9.5), one has
(M ⊗ Mˆ )∆τ =Mτ ⊗ 1 +MΨm ⊗ J (MΨn) (9.6)
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+ δn1(MΨ
m ⊗ 1)(Xi ⊗ Ji(Ψ) + 1⊗XiJi(Ψ)) .
Furthermore, for each of these elements, one has
Mτ = (MΨm)I(MΨn) + τ¯ , (9.7)
where τ¯ is an element such that ∆τ¯ = τ¯ ⊗ 1. Combining this with the explicit expres-
sion for M , one obtains the identity
∆Mτ =Mτ ⊗ 1 +MΨm ⊗ J (MΨn)
+ δn1(MΨ
m ⊗ 1)(Xi ⊗ Ji(Ψ) + 1⊗XiJi(Ψ))
− 3C1δn3(MΨm ⊗ 1)(Xi ⊗ Ji(Ψ) + 1⊗XiJi(Ψ)) .
Comparing this expression with (9.6), we conclude in view of (8.35b) that one does
indeed have the identity
∆Mτ =Mτ ⊗ 1 + 3C1δn3 (MΨm)Xi ⊗ Ji(Ψ) ,
which is precisely what we claimed. A somewhat lengthy but straightforward calcula-
tion along the same lines yields the identities
∆+J (MΨn) = 1⊗ J (MΨn) + J (MΨn)⊗ 1− δn1(Ji(Ψ)⊗Xi)
+ 3C1δn3(Ji(Ψ)⊗Xi) ,
as well as
(AMˆA⊗ Mˆ)∆+J (Ψn) = 1⊗ J (MΨn) + J (MΨn)⊗ 1− δn1(Ji(Ψ)⊗Xi)
− 3C1δn3(XiJi(Ψ)⊗ 1) .
Comparing these two expressions with (8.38), it follows that ∆ˆM is given by
∆ˆMJ (Ψn) = J (MΨn)⊗ 1 + 3C1δn3 (Xi ⊗ Ji(Ψ)−XiJi(Ψ)⊗ 1) .
As a consequence of the expressions we just computed for ∆M and ∆ˆM and of the
definition of M , this shows that one does indeed have M ∈ R. Furthermore, it is
immediate to verify that this two-parameter subgroup is canonically isomorphic to R2
endowed with addition as its group structure. This is the subgroup R0 ⊂ R that will
be used to renormalise (Φ4) in Section 10.5.
9.3 Renormalised equations for (PAMg)
We now have all the tools required to formulate renormalisation procedures for the
examples given in the introduction. We give some details only for the cases of (PAMg)
and (Φ4), but it is clearly possible to obtain analogous statements for all the other
examples.
The precise statement of our convergence results has to account for the possibility
of finite-time blow-up. (In the case of the 3D Navier-Stokes equations, the existence
or absence of such a blow-up is of course a famous open problem even in the absence
of forcing, which is something that we definitely do not address here.) The aim of this
section is to show what the effect of the renormalisation group R0 built in Section 9.1
is, when applied to a model used to solve (PAMg).
Recall that the right hand side of (PAMg) is given by
fij(u) ∂iu ∂ju+ g(u) ξ ,
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and that the set of monomials MF associated with this right hand side is given by
MF = {Un, UnΞ, UnPi, UnPiPj : n ≥ 0, i, j ∈ {1, 2}} .
We now let TF be the regularity structure associated to MF via Theorem 8.24 with
d = 3, s = (2, 1, 1), α = |Ξ|s ∈ (− 43 ,−1), and β = 2. As already mention when we
built it, the regularity structure TF comes with a sector V = 〈UF 〉 ⊂ T which is given
by the direct sum of the abstract polynomials T¯ with the image of I:
V = I(T )⊕ T¯ . (9.8)
Since the element in FF with the lowest homogeneity is Ξ, the sector V is function-
like and elements u ∈ Dγ(V ) with γ > 0 satisfy Ru ∈ Cγ∧(α+2)s . Furthermore, the
sector V comes equipped with differentiation maps Di given by DiI(τ ) = Ii(τ ) and
DiX
k = kiX
k−ei
. It follows immediately from the definitions that any admissible
model is compatible with these differentiation maps in the sense of Definition 5.26.
Assume for simplicity that the symmetry S is given by integer translations in R2,
so that its action on TF is trivial. (In other words, we consider the case of periodic
boundary conditions on [0, 1] × [0, 1].) Fix furthermore γ > −α and choose one of
the decompositions G = K +R of the heat kernel given by Lemma 7.7 with r > γ.
With all this set-up in place, we define the local map Fγ : V → T by
Fγ(τ ) = fˆij;γ(τ ) ⋆Diτ ⋆Diτ + gˆγ(τ ) ⋆ Ξ . (9.9)
Here, fˆij;γ and gˆγ are defined from fij and g as in Section 4.2. Furthermore, we have
explicitly used the symbol ⋆ to emphasise the fact that this is the product in T . We also
set as previously P = {(t, x) : t = 0}.
We then have the following result:
Lemma 9.1 Assume that the functions fij and g are smooth. Then, for every γ > |α|
and for η ∈ (0, α+2], the map u 7→ Fγ(u) is locally Lipschitz continuous fromDγ,ηP (V )
into Dγ+α,η+αP .
Remark 9.2 In fact, we only need sufficient amount of regularity for the results of
Section 4.2 to apply.
Proof. Let u ∈ Dγ,ηP (V ) and note that V is function-like. By Proposition 6.15, one
then has Diu ∈ Dγ−1,η−1P (W ) for some sector W with regularity α + 1 < 0. This
is a consequence of the fact that Di1 = 0, so that the element of lowest homogeneity
appearing in W is given by Ii(Ξ).
Applying Proposition 6.12, we see that Diu ⋆Dju ∈ Dγ+α,2η−2P (W¯ ), where W¯ is
of regularity 2α + 2. Since furthermore fˆij;γ(u) ∈ Dγ,ηP (V ) by Proposition 6.13 (and
similarly for gˆγ(u)), we can apply Proposition 6.12 once more to conclude that
fˆij;γ (u) ⋆Diu ⋆Diu ∈ Dγ+α,2η−2P .
Similarly, note that we can view the map z 7→ Ξ as an element ofDγ,γP for every γ > 0,
but taking values in a sector of regularity α. By applying again Proposition 6.12, we
conclude that one has also
gˆγ(u) ⋆ Ξ ∈ Dγ+α,2η−2P .
All of these operations are easily seen to be locally Lipschitz continuous in the sense
of Section 7.3, so the claim follows.
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Corollary 9.3 Denote by G the solution map for the heat equation, let η > 0, α ∈
(− 4
3
,−1), γ > |α|, and K such that it annihilates polynomials of order γ. Then,
for every periodic initial condition u0 ∈ Cη with η > 0 and every admissible model
Z ∈ MF , the fixed point map
u = (Kγ¯ +RγR)R+Fγ(u) +Gu0 , (9.10)
where Fγ is given by (9.9), has a unique solution inDγ on (0, T ) for T > 0 sufficiently
small.
Furthermore, setting T∞ = T∞(u0;Z) to be the smallest time for which (9.10)
does not have a unique solution, one has either T∞ = ∞ or limt→T∞ ‖Ru(t, ·)‖η =
∞. Finally, for every T < T∞ and every δ > 0, there exists ε > 0 such that if
‖u¯0 − u0‖η ≤ ε and |||Z; Z¯|||γ ≤ ε, one has |||u; u¯|||γ,η ≤ δ.
Proof. Since α > −2 and η > 0, it follows from Lemma 9.1 that all of the assumptions
of Theorem 7.8 and Corollary 7.12 are satisfied.
Denote now by SL the truncated solution map as given in Section (7.3). On the
other hand, for any (symmetric / periodic) continuous function ξε : R3 → R and every
(symmetric / periodic) u0 ∈ Cη(R2), we can build a “classical” solution map uε =
S¯L(u0, ξε) for the equation
∂tuε = ∆uε + fij(uε) ∂iuε∂juε + g(uε) ξε , uε(0, x) = u0(x) , (9.11)
where the subscript L refers again to the fact that we stop solutions when ‖uε(t, ·)‖η ≥
L. Similarly to before, we also denote by T¯L(u0, ξε) the first time when this happens.
Here, the solution map S¯L(u0, ξε) is the standard solution map for (9.11) obtained by
classical PDE theory [?, Kry08].
Given an element M ∈ R0 with the renormalisation group R0 defined as in Sec-
tion 9.1, we also define a “renormalised” solution map uε = S¯LM (u0, ξε) in exactly the
same way, but replacing (9.11) by
∂tuε = ∆uε + fij (uε) (∂iuε∂juε − g2(uε)C¯ij) + g(uε) (ξε − Cg′(uε)) , (9.12)
where g′ denotes the derivative of g. We then have the following result:
Proposition 9.4 Given a continuous and symmetric function ξε, denote by Zε the as-
sociated canonical model realising T (r)F given by Proposition 8.27. Let furthermore
M ∈ R0 be as in Section 9.1. Then, for every L > 0 and symmetric u0 ∈ Cη(R2), one
has the identities
RSL(u0, Zε) = S¯L(u0, ξε) , and RSL(u0,MZε) = S¯LM (u0, ξε) .
Proof. The fact that RSL(u0, Zε) = S¯L(u0, ξε) is relatively straightforward to see.
Indeed, we have already seen in the proof of Proposition 7.11 that the function v =
RSL(u0, Zε) satisfies for t ≤ TL(u0, Zε) the identity
v(t, x) =
∫ t
0
∫
R2
G(t− s, x− y)(RFγ(v))(s, y) dy ds+
∫
R2
G(t, x− y)u0(y) dy ,
where G denotes the heat kernel on R2. Furthermore, it follows from (8.18) and Re-
mark 4.13 that in the case of the canonical model Zε, one has indeed the identity
(RFγ(v))(s, y) = fij(Rv(s, y)) ∂iRv(s, y)∂jRv(s, y) + g(Rv(s, y)) ξε(s, y) ,
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valid for every v ∈ Dγ with γ > |α| > 1. As a consequence, Rv satisfies the same
fixed point equation as the classical solution to (9.11).
It remains to find out what fixed point equation v satisfies when we consider instead
the model MZε, for which we denote the reconstruction operator by RM . Recall first
Remark 3.15 which states that for every w ∈ Dγ with γ > 0, one has the identity
(RMw)(z) = (ΠM,(ε)z w(z))(z) ,
where we have made use of the notation MZε = (ΠM,(ε),ΓM,(ε)). Furthermore, one
has (ΠM,(ε)z τ)(z) = 0 for any element τ with |τ |s > 0, so that we only need to consider
the coefficients of w belonging to the subspace spanned by the elements with negative
(or 0) homogeneity.
It follows from Lemma 9.1 that in order to compute all components of w = Fγ(v)
with negative homogeneity, we need to know all components of v with homogeneity
less than |α|. One can verify that as long as α > − 4
3
, the only elements in V with
homogeneity less than |α| are given by {1, X1, X2, I(Ξ)}. Since v(z) furthermore
belongs to the sector V , we can find functions ϕ : R3 → R and ∇Φ: R3 → R2 such
that
v(z) = ϕ(z) 1 + g(ϕ(z))I(Ξ)+ 〈∇ϕ(z), X〉+ ̺(z) ,
where the remainder ̺ consists of terms with homogeneity strictly larger than |α|. Here,
the fact that the coefficient of I(Ξ) is necessarily given by g(ϕ(z)) follows from the
identity (7.20), combined with an explicit calculation to determine F. Furthermore, we
make a slight abuse of notation here by denoting by X the spatial coordinates of X .
Note that in general, although ∇ϕ can be interpreted as some kind of “renormalised
gradient” for ϕ, we do not claim any kind of relation between ϕ and ∇ϕ. It follows
that
Div(z) = g(ϕ(z))Ii(Ξ) +∇iϕ(z) 1+ ̺i(z) ,
for some remainder ̺i consisting of terms with homogeneity greater than |α| − 1.
Regarding fˆij;γ(v) and gˆγ(v), we obtain from (4.11) the expansions
fˆij;γ(v)(z) = fij(ϕ(z)) 1+ f ′ij(ϕ(z))g(ϕ(z))I(Ξ)+ ̺f (z) ,
gˆγ(v)(z) = g(ϕ(z)) 1+ g′(ϕ(z))g(ϕ(z))I(Ξ)+ ̺g(z) ,
where both ̺f and ̺g contain terms proportional to X , as well as other components
of homogeneities strictly greater than |α|. Note also that when α > − 4
3
, the elements
of negative homogeneity are those in F0 as in Section 9.1, but that one actually has
(ΠM,(ε)z XiΞ)(z) = 0 for every M ∈ R0.
It follows that one has the identity
Fγ(v)(z) = fij(ϕ(z))(∇iϕ(z)∇jϕ(z) 1+ g(ϕ(z))∇iϕ(z)Ij(Ξ)
+ g(ϕ(z))∇jϕ(z)Ii(Ξ) + g2(ϕ(z))Ii(Ξ)Ij(Ξ))
+ g(ϕ(z))Ξ+ g′(ϕ(z))g(ϕ(z))I(Ξ)Ξ+ ̺F (z) .
At this stage we use the fact that, by (9.1), one has the identity
ΠM,(ε)z τ = Π
(ε)
z Mτ ,
for all τ ∈ F0, together with the fact that RMv(z) = ϕ(z). A straightforward calcula-
tion then yields the identity
RMFγ(v)(z) = fij(RMv(z))(∂iRMv(z)∂jRMv(z)− C¯ijg2(RMv(z)))
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+ g(RMv(z))(ξε(z)− Cg′(RMv(z))) ,
which is precisely what is required to complete the proof.
9.4 Solution theory for the dynamical Φ43 model
We now turn to the analysis of (Φ4). In this case, one has F = ξ − u3, so that MF is
given by {1,Ξ, U, U2, U3}. This time, spatial dimension is 3 and the scaling we con-
sider is once again the parabolic scaling s = (2, 1, 1, 1), so that the scaling dimension
of space-time is 5. Since ξ denotes space-time white noise this time, we choose for α
some value α = |Ξ|s < − 52 . It turns out that in order to be able to choose the set F0 in
Section 8.3 independently of α, we should furthermore impose α > − 18
7
. In this case,
the fixed point equation that we would like to consider is
u = (Kγ¯ +RγR)R+(Ξ− u3) +Gu0 , (9.13)
with u0 ∈ Cηs¯ (R3), η > − 23 , γ ∈ (γ¯, γ¯ + 2), and γ¯ > 0.
We are then in a situation which is slightly outside of the scope of the general result
of Corollary 7.12 for two reasons. First, Proposition 6.9 does a priori not apply to
the singular modelled distribution R+Ξ. Second, the distributionRI(Ξ) is of negative
order, so that there is in principle no obvious way of evaluating it at a fixed time. For-
tunately, both of these problems can be solved relatively easily. For the first problem,
we note that multiplying white noise by the indicator function of a set is of course not
a problem at all, so we are precisely in the situation alluded to in Remark 6.17. As
a consequence, all we have to make sure is that the convergence ξε → ξ takes place
in some space of distributions that allows multiplication with the relevant indicator
function. Regarding the distribution RI(Ξ), it is also possible to verify that if ξ is
space-time white noise, then K ∗ ξ almost surely takes values not only in Cηs (R4) for
η < − 1
2
, but it actually takes values in C(R, Cη(R3)), which is precisely what is needed
to be able to evaluate it on a fixed time slice, thus enabling us to extend the argument
of Proposition 7.11.
The simplest way of ensuring that the reconstruction operator yields a well-defined
distribution on R4 for R+Ξ is to build a suitable space of distributions “by hand” and
to show that smooth approximations to space-time white noise also converge in that
space. We fix again some final time, which we take to be 1 for definiteness. We then
define for any α < 0 and compact K the norm
ξ α;K = sup
s∈R
‖ξ1t≥s‖α;K ,
and we denote by C¯αs the intersections of the completions of smooth functions under
· α;K for all compacts K. One motivation for this definition is the following conver-
gence result:
Proposition 9.5 Let ξ be white noise on R × T3, which we extend periodically to
R4. Let ̺ : R4 → R be a smooth compactly supported function integrating to 1, set
̺ε = Sεs̺, and define ξε = ̺ε ∗ ξ. Then, for every α ∈ (−3,− 52 ), one has ξ ∈ C¯αs
almost surely and, for every η ∈ (−1,− 1
2
), one has K ∗ ξ ∈ C(R, Cη(R3)) almost
surely. Furthermore, for every compact K ⊂ R4 and every κ > 0, one has
E ξ − ξε α;K . ε− 52−α−κ . (9.14)
TWO CONCRETE RENORMALISATION PROCEDURES 143
Finally, for every κ¯ ∈ (0,− 1
2
− η), the bound
E sup
t∈[0,1]
‖(K ∗ ξ)(t, ·)− (K ∗ ξε)(t, ·)‖η . εκ¯ , (9.15)
holds uniformly over ε ∈ (0, 1].
Proof. In order to show that ξ ∈ C¯αs , note first that it is immediate that ξ1t≥s ∈ Cαs for
every fixed s ∈ R. It therefore suffices to show that the map s 7→ ξ1t≥s is continuous
in Cα
s
. For this, we choose a wavelet basis as in Section 3.2 and, writing Ψ⋆ = Ψ∪{ϕ},
we note that for every p > 1, one has the bound
E‖ξ1t≥s − ξ1t≥0‖2pα;K ≤
∑
ψ∈Ψ⋆
∑
n≥0
∑
x∈Λn
s
∩K¯
E22αnp+|s|np|〈ξ1t≥s − ξ1t≥0, ψn,sx 〉|2p
≤
∑
ψ∈Ψ⋆
∑
n≥0
∑
x∈Λn
s
∩K¯
22αnp+|s|np(E|〈ξ, 1t∈[0,s]ψn,sx 〉|2)p
.
∑
ψ∈Ψ⋆
∑
n≥0
22αnp+|s|np+|s|n‖1t∈[0,s]ψn,sx ‖2pL2 .
Here we wrote K¯ for the 1-fattening of K and we used the equivalence of moments for
Gaussian random variables to obtain the second line. We then verify that
‖1t∈[0,s]ψn,sx ‖2L2 . 1 ∧ 22ns .
Provided that α ∈ (− 7
2
,− 5
2
), it then follows that
E‖ξ1t≥s − ξ1t≥0‖α;K . s− 54−α2− 54p .
Choosing first p sufficiently large and then applying Kolmogorov’s continuity criterion,
it follows that one does indeed have ξ ∈ C¯α
s
as stated.
In order to bound the distance between ξ and ξε, we can proceed in exactly the
same way. We then obtain the same bound, but with ‖1t∈[0,s]ψn,sx ‖2L2 replaced by
‖1t∈[0,s]ψn,sx − ̺ε ∗ (1t∈[0,s]ψn,sx )‖2L2 . A straightforward calculation shows that
‖1t∈[0,s]ψn,sx − ̺ε ∗ (1t∈[0,s]ψn,sx )‖2L2 . 1 ∧ 22ns ∧ 22nε2 .
As above, it then follows that, provided that α+ κ > −3,
E‖(ξ − ξε)1t∈[0,s]‖α;K . ε− 52−α−κsκ2− 54p ,
so that the requested bound (9.14) follows at once by choosing p sufficiently large.
In order to show (9.15), note first that K ∗ ξε = ̺ε ∗ (K ∗ ξ). As a consequence, it
is sufficient to find some space of distributions X ⊂ C([0, 1], Cη) such that K ∗ ξ ∈ X
almost surely and such that the bound
‖̺ε ∗ ζ − ζ‖C([0,1],Cη ) . εκ¯‖ζ‖X , (9.16)
holds uniformly over all ε ∈ (0, 1] and ζ ∈ X . We claim that X = C κ¯2 (R, Cη+κ¯) is a
possible choice.
To show that (9.16) holds, we use the characterisation
‖̺ε ∗ ζ − ζ‖C([0,1],Cη )
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= sup
t∈[0,1]
sup
λ∈(0,1]
λ−η sup
ψ
∫
ψλ(x)̺ε(x− y, t− s)(ζ(y, s)− ζ(x, t)) dx dy ds ,
where the supremum runs over all test functions ψ ∈ B1
s,0 (for s the Euclidean scaling).
We also wrote ψλ for the rescaled test function as previously. One then rewrites the
above expressions as a sum T1 + T2 with
T1 =
∫
ψλ(x)̺ε(x− y, t− s)(ζ(y, s)− ζ(y, t))dx dy ds ,
T2 =
∫
ψλ(x)̺ε(x− y, t− s)(ζ(y, t)− ζ(x, t)) dx dy ds
=
∫
(ψλ(x)− ψλ(y))̺ε(x− y, t− s)ζ(y, t) dx dy ds .
To bound each of these terms, one considers separately the cases λ ≤ ε and λ > ε.
For T1, it is then straightforward to verify that |T1| . (εη ∧ λη)|t − s|κ¯/2. Since one
has |t − s| . ε2 due to the fact that ̺ is compactly supported, the requested bound
follows for T1. For T2, arguments similar to those used in Section 5.2 yield the bound
|T2| . λη+κ¯ . εκ¯λη in the case λ ≤ ε and |T2| . λη+κ¯−1ε . εκ¯λη in the case ε ≤ λ.
The bound (9.16) then follows at once.
To show that K ∗ ξ belongs to X almost surely, the argument is similar. Write
K =
∑
n≥0Kn as in the assumption and set ξ(n) = Kn ∗ ξ. We claim that it then
suffices to show that there is δ > 0 such that the bound
E
(∫
ψλ(x)(ξ(n)(x, t)− ξ(n)(x, 0))dx
)2
. 2−δn|t|κ¯+δλ2η+2κ¯+δ , (9.17)
holds uniformly over n ≥ 0, λ ∈ (0, 1], and test functions ψ ∈ B1
s,0. Indeed, this fol-
lows at once by combining the usual Kolmogorov continuity test (in time) with Propo-
sition 3.20 (in space) and the equivalence of moments for Gaussian random variables.
The left hand side of (9.17) is equal to∫ (∫
ψλ(x)(Kn(x− y, t− r)−Kn(x− y,−r)) dx
)2
dy dr =: ‖Ψλ;tn ‖2L2 .
It is immediate from the definitions and the scaling properties of theKn that the volume
of the support of Ψλ;tn is bounded by (λ + 2−n)32−2n. The values of Ψλ;tn inside this
support are furthermore bounded by a multiple of
23n ∧ |t|25n ∧ λ−3 .
For λ < 2−n we thus obtain the bound
‖Ψλ;tn ‖2L2 . 2−5n|t|κ¯+δ26n+2(κ¯+δ)n = 2n+2(κ¯+δ)n|t|κ¯+δ ,
while for λ ≥ 2−n we obtain
‖Ψλ;tn ‖2L2 . λ32−2n|t|κ¯+δλ−6+κ¯+δ25(κ¯+δ)n = |t|κ¯+δλ3(κ¯+δ)−32−2n+5(κ¯+δ)n .
It follows that since η is strictly less than− 1
2
, it is possible to choose κ¯ and δ sufficiently
small to guarantee that the bound (9.17) holds, thus concluding the proof.
Remark 9.6 The definition of these spaces of distributions is of course rather ad hoc,
but it happens to be one that then allows us to restart solutions, which is amply sufficient
to apply the same procedure as in Corollary 7.12 to define local solutions to (9.13).
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As before, the regularity structure T comes with a sector V ⊂ T which is given
by (9.8). This time however, the sector V is not function-like, but has regularity 2 +
α ∈ (− 4
7
,− 1
2
). Assume for simplicity that the symmetry S is again given by integer
translations in R3, so that its action on T is trivial. Fix furthermore γ > |2α+ 4| and
choose one of the decompositions G = K +R of the heat kernel given by Lemma 7.7
with r > γ.
Regarding the nonlinearity, we then have the following bound:
Lemma 9.7 For every γ > |2α + 4| and for η ≤ α + 2, the map u 7→ u3 is locally
Lipschitz continuous in the strong sense from Dγ,ηP (V ) into Dγ+2α+4,3ηP .
Proof. This is an immediate consequence of Proposition 6.12.
With these results at hand, our strategy is now as follows. First, we reformulate the
fixed point map (9.13) as
u = −(Kγ¯ +RγR)R+u3 +Gu0 + v ,
v = (Kγ¯ +RγR)R+Ξ .
(9.18)
Here, we define RR+Ξ as the distribution ξ1t≥0, which does indeed coincide with
RR+Ξ when applied to test functions that are localised away of the singular line t = 0,
and belongs to Cα
s
by assumption. This also shows immediately that v ∈ Dγ,ηP for η
and γ as in Lemma 9.7. We then have the following result:
Proposition 9.8 Let TF be the regularity structure associated as above to (Φ4) with
α ∈ (− 18
7
,− 5
2
), β = 2 and the formal right hand side F (U,Ξ, P ) = Ξ − U3. Let
furthermore η ∈ (− 2
3
, α+2) and let Z = (Π,Γ) ∈ MF be an admissible model for T
with the additional properties that ξ def= RΞ belongs to C¯αs and that K ∗ ξ ∈ C(R, Cη).
Then, for every γ > 0 and every L > 0, one can build a maximal solution map SL
for (9.18) with the same properties as in Section 7.3. Furthermore, SL has the same
continuity properties as in Corollary 7.12, provided that Z and Z¯ furthermore satisfy
the bounds
ξ α;O + ξ¯ α;O ≤ C , sup
t∈[0,1]
(‖(K ∗ ξ)(t, ·)‖η+ ‖(K ∗ ξ¯)(t, ·)‖η) ≤ C , (9.19)
as well as
ξ − ξ¯ α;O ≤ δ , sup
t∈[0,1]
(‖(K ∗ ξ)(t, ·)− (K ∗ ξ¯)(t, ·)‖η) ≤ δ . (9.20)
Here, we have set ξ¯ = R¯Ξ, where R¯ is the reconstruction operator associated to Z¯.
Proof. We claim that, as a consequence of Lemma 9.7, the nonlinearity F (u) = −u3
satisfies the assumptions of Theorem 7.8 as soon as we choose γ > |2α + 4|. Indeed,
in this situation, V is the sector generated by all elements in FF of the form Iτ , while
V¯ is the span of FF \ {Ξ}. As a consequence, one has ζ = α+2 and ζ¯ = 3(α+2), so
that indeed ζ < ζ¯ + 2.
Provided that η and γ are as in Lemma 9.7, one then has η¯ = 3η and γ¯ = γ+2α+4.
The condition η < (η¯∧ζ¯)+2q then reads η < 3η+2, which translates into the condition
η > −1, which is satisfied by assumption. The condition γ < γ¯ + 2q reads α > −3,
which is also satisfied by assumption. Finally, the assumption η¯ ∧ ζ¯ > −2q reads
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η > − 2
3
, which is also satisfied. As a consequence, we can apply Theorem 7.8 to get a
local solution map.
To extend this local map up to the first time where ‖(Ru)(t, ·)‖η blows up, the
argument is virtually identical to the proof of Proposition 7.11. The only difference is
that the solution u does not take values in a function-like sector. However, our local
solutions are of the type u(t, x) = IΞ+ v(t, x), with v taking values in a function-like
sector. (As a matter of fact, v takes values in a sector of order 3(α+2)+2.) The bounds
(9.19) and (9.20) are then precisely what is required for the reconstruction operator to
still be a continuous map with values in C(R, Cη
s¯
) and for the fixed point equation
u = −(Kγ¯ +RγR)R+s u3 +Gus + v ,
v = (Kγ¯ +RγR)R+s Ξ ,
to make sense for all s > 0.
Remark 9.9 The lower bound − 2
3
for η appearing in this theorem is probably sharp.
This is because the space C− 23 is critical for the deterministic equation so that one
wouldn’t even expect to have a continuous solution map for ∂tu = ∆u−u3 in C− 23 ! If
u3 is replaced by u2 however, the critical space is C−1 and one can build local solutions
for any η > −1.
As in Section 9.3, we now identify solutions corresponding to a model that has
been renormalised under the action of the group R0 constructed in Section 9.2 with
classical solutions to a modified equation. Recall that this time, elements M ∈ R0 are
characterised by two real numbers C1 and C2. As before, denote by uε = S¯L(u0, ξε)
the classical solution map to the equation
∂tuε = ∆uε − u3ε + ξε ,
stopped when ‖uε(t, ·)‖η ≥ L. Here, ξε is a continuous function which is periodic in
space, and u0 ∈ Cη(T3). This time, it turns out that the renormalised map S¯LM is given
by the classical solution map to the equation
∂tuε = ∆uε + (3C1 − 9C2)uε − u3ε + ξε , (9.21)
stopped as before when the norm of the solution reaches L. Indeed, one has again:
Proposition 9.10 Given a continuous function ξε : R × T3 → R, denote by Zε =
(Π(ε),Γ(ε)) the associated canonical model for the regularity structure T (r)F given by
Proposition 8.27. Let furthermore M ∈ R0 be as in Section 9.2. Then, for every L > 0
and symmetric u0 ∈ Cη(R2), one has the identities
RSL(u0, Zε) = S¯L(u0, ξε) , and RSL(u0,MZε) = S¯LM (u0, ξε) .
Proof. The proof is similar to the proof of Proposition 9.4. Just like there, we can find
periodic functions ϕ : R4 → R and ∇ϕ : R4 → R3 such that, writing Ψ = I(Ξ) as a
shorthand, the solution u to the abstract fixed point map can be expanded as
u = Ψ+ ϕ 1− I(Ψ3)− 3ϕ I(Ψ2) + 〈∇ϕ,X〉+ ̺u , (9.22)
where every component of ̺u has homogeneity strictly greater than −4 − 2α. In par-
ticular, since (ΠM,(ε)z Ψ)(z) = (K ∗ ξε)(z), one has the identity
(Ru)(z) = (K ∗ ξε)(z) + ϕ(z) ,
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where we denote by R the reconstruction operator associated to Zε. As a consequence
of (9.22), F (u) = Ξ− u3 can be expanded in increasing degrees of homogeneity as
F (u) = Ξ−Ψ3 − 3ϕΨ2 + 3Ψ2I(Ψ3)− 3ϕ2Ψ+ 6ϕΨI(Ψ3)
+ 9ϕΨ2I(Ψ2)− 3〈∇ϕ,Ψ2X〉 − ϕ3 1 + ̺F ,
where every component of ̺F has strictly positive homogeneity. This time, one has the
identity ∆Mτ =Mτ ⊗ 1+ τ¯ (1)⊗ τ¯ (2) where each of the elements τ¯ (1) includes at least
one factor Xi. As a consequence, just like in the case of (PAMg), one has again the
identity (ΠM,(ε)z τ)(z) = (Π(ε)z Mτ)(z). It follows at once that, for u as in (9.22), one
has the identity
(RMF (u))(z) = ξε(z)− (Ru)(z)3 + 3C1(K ∗ ξε)(z) + 3C1ϕ(z)
− 9C2(K ∗ ξε)(z)− 9C2ϕ(z)
= ξε(z)− (Ru)(z)3 + (3C1 − 9C2) (Ru)(z) .
The claim now follows in the same way as in the proof of Proposition 9.4.
Remark 9.11 We could of course have taken for F an arbitrary polynomial of degree
3. If we take for example F (u) = Ξ − u3 + au2 for some real constant a, then we
obtain for our renormalised equation
∂tuε = ∆uε + 3(C1 − 3C2)uε − u3ε + au2ε − a(C1 − 3C2) + ξε .
It is very interesting to note that, again, the renormalisation procedure formally “looks
like” simple Wick renormalisation, except that the renormalisation constant does not
equal the variance of the linearised equation. It is not clear at this stage whether this is
a coincidence or has a deeper meaning.
In the case where no term u3 appears, the renormalisation procedure is significantly
simplified since none of the terms involving I(Ψ3) appears. This then allows to reduce
the problem to the methodology of [DPD02, DPD03], see also the recent work [EJS13].
In this case, the renormalisation is the usual Wick renormalisation involving only the
constant C1.
10 Homogeneous Gaussian models
One very important class of random models for a given regularity structure is given by
“Gaussian models”, where the processes Πxa and Γxya are built from some underlying
Gaussian white noise ξ. Furthermore, we are going to consider the stationary situation
where, for any given test function ϕ, any τ ∈ T , and any h ∈ Rd, the processes
x 7→ (Πxτ)(ϕx) and x 7→ Γx,x+h are stationary as a function of x. (Here, we wrote ϕx
for the function ϕ translated so that it is centred around x.) Finally, in such a situation,
it will be natural to assume that the random variables (Πxτ)(ψ) and Γxyτ belong to the
(inhomogeneous) Wiener chaos of some fixed order (depending only on τ ) for ξ. This
is indeed the case for the canonical models Zε built from some continuous Gaussian
process ξε as in Section 8.2, provided that ξε(z) is a linear functional of ξ for every z.
It is also the case for the renormalised model Zˆε = M (ε)Zε, where M (ε) denotes any
element of the renormalisation group R built in Section 8.3.
Our construction suggests that there exists a general procedure such that, by us-
ing the general renormalisation procedure described in Section 8.3, it is typically pos-
sible to build natural stationary Gaussian models that can then be used as input for
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the abstract solution maps built in Section 7.3. As we have seen, the corresponding
solutions can then typically be interpreted as limits of classical solutions to a renor-
malised version of the equation as in Section 9. Such a completely general statement
does unfortunately seem out of reach for the moment, although someone with a deeper
knowledge of algebra and constructive quantum field theory techniques might be able
to achieve this. Therefore, we will only focus on two examples, namely on the case of
the dynamical Φ43 model, as well as the generalisation of the two-dimensional contin-
uous parabolic Anderson model given in (PAMg). Several of the intermediate steps in
our construction are completely generic though, and would just as well apply, mutatis
mutandis, to (PAM) in dimension 3, to (KPZ), or to (SNS).
10.1 Wiener chaos decomposition
In all the examples mentioned in the introduction, the driving noise ξ was Gaussian.
Actually, it was always given by white noise on some copy of Rd which would always
include the spatial variables and, except for (PAM), would include the temporal vari-
able as well. Mathematically, white noise is described by a probability space (Ω,F ,P),
as well as a Hilbert space H (typically some L2 space) and a collection Wh of centred
jointly Gaussian random variables indexed by h ∈ H with the property that the map
h 7→Wh is a linear isometry fromH into L2(Ω,P). In other words, one has the identity
EWhWh¯ = 〈h, h¯〉 ,
where the scalar product on the right is the scalar product in H .
Remark 10.1 We will usually consider a situation where some symmetry group S
acts on Rd. In this case, H is actually given by L2(D), whereD ⊂ Rd is the fundamen-
tal domain of the action of S . This comes with a natural projection π : L2(Rd) → H
given by (πϕ)(x) =∑g∈S ϕ(Tgx).
In the setting of the above remark, this data also yields a random distribution, which
we denote by ξ, defined through ξ(ϕ) def= Wπϕ. If we endow Rd with some scaling s,
we have the following simple consequence of Proposition 3.20.
Lemma 10.2 The random distribution ξ defined above almost surely belongs to Cαs for
every α < −|s|/2. Furthermore, let ̺ : Rd → R be a smooth compactly supported
function integrating to one, set ̺ε = Sεs,0̺, and define ξε = ̺ε ∗ ξ. Then, for every
α < − |s|
2
, every κ > 0, and every compact set K ⊂ Rd, one has the bound
E‖ξε − ξ‖α;K . ε−
|s|
2
−α−κ .
Proof. The proof is almost identical to the proof of the first part of Proposition 9.5.
The calculations are actually more straightforward since the indicator functions 1t≥s
do not appear, so we leave this as an exercise.
It was first remarked by Wiener [Wie38] that there exists a natural isometry between
all of L2(Ω,P) and the “symmetric Fock space”
Hˆ =
⊕
k≥0
H⊗sk ,
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where H⊗sk denotes the symmetric k-fold tensor product of H . Here, we identify
H⊗sk with H⊗k, quotiented by the equivalence relations
ei1 ⊗ . . .⊗ eik ∼ eiσ(1) ⊗ · · · ⊗ eiσ(k) ,
where σ is an arbitrary permutation of k elements. (This extends by linearity.)
If {en}n≥0 denotes an orthonormal basis of H then, for any sequence k0, k1, . . .
of positive integers with only finitely many non-zero elements, Wiener’s isometry is
given by
k!ek
def
= k!e⊗k00 ⊗ e⊗k11 ⊗ . . . ⇔ Hk0 (We0 )Hk1 (We1 ) . . . ,
where Hn denotes the nth Hermite polynomial, k! = k0!k1! · · · , and ek has norm 1.
Random variables in correspondence with elements in H⊗sm are said to belong to the
mth homogeneous Wiener chaos. The mth inhomogeneous chaos is the sum of all the
homogeneous chaoses of orders ℓ ≤ m. See also [Nua06, Ch. 1] for more details.
We have a natural projection H⊗m ։ H⊗sm: just map an element to its equiva-
lence class. Composing this projection with Wiener’s isometry yields a natural family
of maps Im : H⊗m → L2(Ω,P) with the property that
E(Im(f )2) ≤ ‖f‖2 ,
where f ∈ H⊗m is identified with an element of L2(Dd), and the right hand side
denotes its L2 norm. In the case of an element f that is symmetric under the permu-
tation of its m arguments, this inequality turns into an equality. For this reason, many
authors restrict themselves to symmetric functions from the start, but it turns out that
allowing ourselves to work with non-symmetric functions will greatly simplify some
expressions later on.
Note that in the case m = 1, we simply have I1(h) = Wh. The case m = 0
corresponds to the natural identification of H0 ∼ R with the constant elements of
L2(Ω,P). To state the following result, we denote by S(r) the set of all permutations
of r elements, and by S(r,m) ⊂ S(m) the set of all “shuffles” of r and m−r elements,
namely the set of permutations of m elements which preserves the order of the first r
and of the last m− r elements. For x ∈ Dm and Σ ∈ S(m), we write Σ(x) ∈ Dm as
a shorthand for Σ(x)i = xΣ(i). For x ∈ Dr and y ∈ Dm−r, we also denote by x ⊔ y
the element of Dm given by (x1, . . . , xr, y1, . . . , ym−r). With these notations, we then
have the following formula for the product of two elements.
Lemma 10.3 Let f ∈ L2(Dℓ) and g ∈ L2(Dm). Then, one has
Iℓ(f )Im(g) =
ℓ∧m∑
r=0
Iℓ+m−2r(f ⋆r g) , (10.1)
where
(f ⋆r g)(z ⊔ z˜) =
∑
Σ∈S(r,ℓ)
Σ˜∈S(r,m)
∑
σ∈S(r)
∫
Dr
f (Σ(x ⊔ z))g(Σ˜(x ⊔ σ(z˜))) dx ,
for all z ∈ Dℓ−r and z˜ ∈ Dm−r.
Proof. See [Nua06, Prop. 1.1.2].
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Remark 10.4 Informally speaking, Lemma 10.3 states that in order to build the chaos
decomposition of the product Iℓ(f )Im(g), one should consider all possible ways of
pairing r of the ℓ arguments of f with r of the m arguments of g and integrate over
these paired arguments. This should really be viewed as an extension of Wick’s product
formula for Gaussian random variables.
A remarkable property of the Wiener chaoses is the following equivalence of mo-
ments:
Lemma 10.5 Let X ∈ L2(Ω,P) be a random variable in the kth inhomogeneous
Wiener chaos. Then, for every p ≥ 1, there exists a universal constant Ck,p such
that E|X2p| ≤ Ck,p(EX2)p.
Proof. This is a consequence of Nelson’s hypercontractive estimate [Nel73, Gro75],
combined with the fact that the Wiener chaos decomposition diagonalises the Ornstein-
Uhlenbeck semigroup.
10.2 Gaussian models for regularity structures
From now on, we assume that we are given a probability space (Ω,F ,P), together with
an abstract white noise h 7→ Wh over the Hilbert space H = L2(D). We furthermore
assume that we are given a Gaussian random distribution ξ which has the property that,
for every test function ψ, the random variable ξ(ψ) belongs to the homogeneous first
Wiener chaos of W .
Remark 10.6 One possible choice of noise ξ is given by ξ(ψ) = Wψ , which corre-
sponds to white noise. While this is a very natural choice in many physical situations,
this is not the only choice by far.
We furthermore assume that we are given a sequence ξε of continuous approxima-
tions to ξ with the following properties:
• For every ε > 0, the map x 7→ ξε(x) is continuous almost surely.
• For every ε > 0 and every x ∈ Rd, ξε(x) is a random variable belonging to the
first Wiener chaos of W .
• For every test function ψ, one has
lim
ε→0
∫
Rd
ξε(x)ψ(x) dx = ξ(ψ) ,
in L2(Ω,P).
Given such an approximation, one would ideally like to be able to show that the
corresponding sequence (Π(ε),Γ(ε)) of canonical models built from ξε in Section 8.2
converges to some limit. As already mentioned several times, this is simply not the
case in general, thus the need for a suitable renormalisation procedure. We will always
consider renormalisation procedures based on a sequence Mε of elements in the renor-
malisation group R built in Section 8.3. We will furthermore take advantage of the fact
that we know a priori that the models (Π(ε),Γ(ε)) belong to some fixed Wiener chaos.
Indeed, we can denote by ‖τ‖ the number of occurrences of Ξ in the formal expres-
sion τ . More formally, we set ‖1‖ = ‖X‖ = 0, ‖Ξ‖ = 1, and then recursively
‖τ τ¯‖ = ‖τ‖+ ‖τ¯‖ , ‖Ikτ‖ = ‖τ‖ .
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Then, as an immediate consequence of Lemma 10.3, for any fixed τ ∈ FF , x ∈ Rd,
and smooth test function ψ, the random variables (Π(ε)x τ)(ψ) and Γ(ε)xyτ belong to the
(inhomogeneous) Wiener chaos of order ‖τ‖. Actually, it belongs to the sum of the
homogeneous chaoses of orders ‖τ‖ − 2n for n a positive integer, and this is still true
for the renormalised models. From now on, we denote F− = {τ ∈ FF : |τ |s < 0}.
The following convergence criterion is the foundation on which all of our convergence
results are built.
Theorem 10.7 Let F be a locally subcritical nonlinearity and let T (r)F be the corre-
sponding regularity structure built in Section 8, restricted to {τ : |τ |s ≤ r}. Let Mε
be a sequence of elements in its renormalisation group R, let ξε be an approximation
to ξ as in Lemma 10.2 with associated canonical model Zε = (Π(ε),Γ(ε)), and let
Zˆε = (Πˆ(ε), Γˆ(ε)) =MεZε be the corresponding sequence of renormalised models.
Assume furthermore that there is κ > 0 such that, for every test function ϕ ∈ Br
s,0,
every x ∈ Rd, and every τ ∈ F−, there exists a random variable (Πˆxτ)(ϕ) belonging
to the inhomogeneous Wiener chaos of order ‖τ‖ such that
E|(Πˆxτ)(ϕλx)|2 . λ2|τ |s+κ , (10.2)
and such that, for some θ > 0,
E|(Πˆxτ − Πˆ(ε)x τ)(ϕλx)|2 . ε2θλ2|τ |s+κ . (10.3)
Then, there exists a unique admissible random model Zˆ = (Πˆ, Γˆ) of T (r)F such that, for
every compact set K ⊂ Rd and every p ≥ 1, one has the bounds
E|||Zˆ |||p
K
. 1 , E|||Zˆ; Zˆε|||pK . εθp .
Remark 10.8 As already seen previously, it is actually sufficient to take for ϕ the
scaling function of some sufficiently regular compactly supported wavelet basis.
Proof. Note first that the proportionality constants appearing in (10.2) and (10.3) are
independent of x by stationarity. Let now V ⊂ F be any finite collection of basis
vectors, let V = 〈V〉, and assume that V is such that ∆V ⊂ V ⊗ H+, so that V is a
sector of TF . Then, it follows from Proposition 3.32 that, for every compact set K, one
has the bound
E‖Πˆ‖pV ;K . E
(
(1 + ‖Γ‖V ;K)p sup
τ∈V
sup
n≥0
sup
x∈Λn
s
(K¯)
2|τ |spn+
pn|s|
2 |(Πˆxτ)(ϕn,sx )|p
)
(10.4)
.
√
E(1 + ‖Γ‖V ;K)2p
∑
τ∈V
∑
n≥0
2n|s|+|τ |spn+
pn|s|
2 (E|(Πˆ0τ)(ϕn,s0 )|2)
p
2
,
where the proportionality constant depends on K and the choice of V . Here, we used
stationarity and Lemma 10.5 to go from the first to the second line. A similar bound
also holds for Πˆ(ε), as well as for the difference between the two models.
The claim will now be proved by induction over F (n), where F (n) was defined
in Section 8.3. Recall that for every n ≥ 0, the linear span Tn def= 〈F (n)〉 forms a
sector of TF , that these sectors exhaust all of the model space T , and that one has
∆Tn ⊂ Tn ⊗ 〈Alg(F (n−1))〉. As a consequence, it is sufficient to prove that, for every
p ≥ 0, one has the bounds
E|||Zˆ|||pTn;K . 1 , E|||Zˆ ; Zˆε|||
p
Tn;K
. εκp .
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The claim is trivial for n = 0, so we assume from now on that it holds for some
n ≥ 0. As a consequence of the definition of F (n+1) and the fact that we only consider
admissible models, the action of Γˆxy on it is determined by the corresponding values
fˆx(τ ) for τ ∈ Alg(F (n)). Since furthermore the functionals fˆx are multiplicative and,
on elements of the form Ikτ , we know from our definition of the canonical model and
of the renormalisation group that (8.32) holds, we conclude from the finiteness of the
set F (n) and from Theorem 5.14 that there exists some power k (possibly depending
on n) such that the deterministic bounds
‖Γˆ‖Tn+1;K . (1 + |||Zˆ|||Tn;K)k ,
‖Γˆ− Γˆ(ε)‖Tn+1;K . |||Zˆ; Zˆε|||Tn;K(1 + |||Zˆ|||Tn;K)k ,
hold. We now write F (n+1) = F (n+1)− ∪ F (n+1)+ , where F (n+1)− = F (n+1) ∩ F−,
while the second set contains the remainder. Setting T−n+1 = 〈F (n+1)− 〉, it follows from
Assumption 8.33 and (2.1) that ∆T−n+1 ⊂ T−n+1 ⊗ 〈Alg(F (n))〉.
It thus follows from (10.4) and (10.2) that
E‖Πˆ‖p
T−n+1;K
.
√
E(1 + ‖Γ‖Tn+1;K)2p
∑
τ∈V
∑
n≥0
2n|s|−κpn .
Provided that p is large enough so that κp > |s|, which is something that we can
always assume without any loss of generality since p was arbitrary, it follows that Πˆ
does indeed satisfy the required bound on T−n+1. Regarding the difference Πˆ − Πˆ(ε),
we obtain the corresponding bound in an identical manner. In order to conclude the
argument, it remains to obtain a similar bound on all of Tn+1. This however follows by
applying Proposition 3.31, proceeding inductively in increasing order of homogeneity.
Note that each element we treat in this way has strictly positive homogeneity since we
assume that only 1 has homogeneity zero, and Πx1 = 1, so nothing needs to be done
there.
We assume from now on that we are in the setting of Theorem 10.7 and there-
fore only need to obtain the convergence of (Πˆ(ε)x τ)(ϕ) to a limiting random variable
(Πˆxτ)(ϕ) with the required bounds when considering rescaled versions of ϕ. We also
assume that we are in a translation invariant situation in the sense that Rd acts onto H
via a group of unitary operators {Sx}x∈Rd and there exists an element ̺ε ∈ H such
that
ξε(x) = I1(Sx̺ε) ,
where I1 is as in Section 10.1. As a consequence, E|(Πˆxτ)(ϕx)|2 is independent of x,
so that we only need to consider the case x = 0.
Since the map ϕ 7→ (Πˆ(ε)x τ)(ϕ) is linear, one can find some functions (or possibly
distributions in general) Wˆ (ε;k)τ with
(Wˆ (ε;k)τ)(x) ∈ H⊗k , (10.5)
where x ∈ Rd, and such that
(Πˆ(ε)0 τ)(ϕ) =
∑
k≤‖τ‖
Ik
(∫
Rd
ϕ(y)(Wˆ (ε;k)τ)(y) dy
)
, (10.6)
where Ik is as in Section 10.1. The same is of course also true of the bare model Π(ε),
and we denote the corresponding functions by W (ε;k)τ .
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Remark 10.9 Regarding Πˆ(ε)x τ for x 6= 0, it is relatively straightforward to see that
one has the identity
(Πˆ(ε)x τ)(ϕx) =
∑
k≤‖τ‖
Ik
(∫
Rd
ϕ(y)S⊗kx (Wˆ (ε;k)τ)(y) dy
)
, (10.7)
which again implies that the law of these random variables is independent of x.
Remark 10.10 For every x ∈ Rd, (Wˆ (ε;k)τ)(x) is a function on k copies of D. We
will therefore also denote it by (Wˆ (ε;k)τ)(x; y1, . . . , yk). Note that the dimension of x
is not necessarily the same as that of the yi. This is the case for example in (PAMg)
where the equation is formulated in R3 (one time dimension and two space dimensions),
while the driving noise ξ lives in the Wiener chaos over a subset of R2.
We then have the following preliminary result which shows that, in the kind of
situations we consider here, the convergence of the models Zˆε to some limiting model
Zˆ can often be reduced to the convergence of finitely many quite explicit kernels.
Proposition 10.11 In the situation just described, fix some τ ∈ F− and assume that
there exists some κ > 0 such that, for every k ≤ ‖τ‖, there exist functions Wˆ (k)τ with
values in H⊗k and such that
|〈(Wˆ (k)τ)(z), (Wˆ (k)τ)(z¯)〉| ≤ C
∑
ζ
(‖z‖s + ‖z¯‖s)ζ‖z − z¯‖κ+2|τ |s−ζs ,
where the sum runs over finitely many values ζ ∈ [0, 2|τ |s+κ+ |s|). Here, we denoted
by 〈·, ·〉 the scalar product in H⊗k.
Assume furthermore that there exists θ > 0 such that
|〈(δWˆ (ε;k)τ)(z), (δWˆ (ε;k)τ)(z¯)〉| ≤ Cε2θ
∑
ζ
(‖z‖s + ‖z¯‖s)ζ‖z − z¯‖κ+2|τ |s−ζs ,
(10.8)
where we have set δWˆ (ε;k) = Wˆ (ε;k) −Wˆ (k), and where the sum is as above. Then, the
bounds (10.2) and (10.3) are satisfied for τ .
Proof. In view of (10.6) and (10.7) we define, for every smooth test function ψ and
every x ∈ Rd the random variable (Πˆxτ)(ψ) by
(Πˆxτ)(ψ) =
∑
k≤‖τ‖
(Πˆ(k)x τ)(ψ) =
∑
k≤‖τ‖
Ik
(∫
R3
ψ(z)S⊗kx (Wˆ (k)τ)(z) dz
)
. (10.9)
We then have the bound
E|(Πˆ(k)x τ)(ψλx )|2 = E|(Πˆ(k)0 τ)(ψλ)|2 .
∥∥∥∫
Rd
ψλ(z)(Wˆ (k)τ)(z) dz
∥∥∥2
=
∫ ∫
ψλ(z)ψλ(z¯)〈(Wˆ (k)τ)(z), (Wˆ (k)τ)(z¯)〉 dz dz¯
. λ−2|s|
∑
ζ
∫
‖z‖s≤λ
‖z¯‖s≤λ
(‖z‖s + ‖z¯‖s)ζ‖z − z¯‖κ+2|τ |s−ζs dz dz¯
. λ−2|s|
∑
ζ
λζ+|s|
∫
‖z‖s≤2λ
‖z‖κ+2|τ |s−ζs dz
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. λ−2|s|
∑
ζ
λζ+2|s|+κ+2|τ |s−ζ . λκ+2|τ |s .
A virtually identical calculation, but making use instead of the bound on δWˆ (ε;k), also
yields the bound
E|(Πˆ(ε)x − Πˆxτ)(ψλx )|2 . ε2θλκ+2|τ |s ,
as claimed.
10.3 Functions with prescribed singularities
Before we turn to examples of SPDEs for which the corresponding sequence of canon-
ical models for the regularity structure TF can be successfully renormalised, we per-
form a few preliminary computations on the behaviour of smooth functions having a
singularity of prescribed strength at the origin.
Definition 10.12 Let s be a scaling of Rd and let K : Rd \ {0} → R be a smooth
function. We say that K is of order ζ if, for every sufficiently small multiindex k, there
exists a constant C such that the bound |DkK(x)| ≤ C‖x‖ζ−|k|ss holds for every x
with ‖x‖s ≤ 1.
For any m ≥ 0, we furthermore write
|||K|||ζ;m def= sup
|k|s≤m
sup
x∈Rd
‖x‖|k|s−ζs |DkK(x)| .
Remark 10.13 Note that this is purely an upper bound on the behaviour of K near the
origin. In particular, if K is of order ζ, then it is also of order ζ¯ for every ζ¯ < ζ.
Lemma 10.14 Let K1 and K2 be two compactly supported functions of respective
orders ζ1 and ζ2. Then K1K2 is of order ζ = ζ1 + ζ2 and one has the bound
|||K1K2|||ζ;m ≤ C|||K1|||ζ1 ;m|||K2|||ζ2;m ,
where C depends on the sizes of the supports of the Ki.
If ζ1 ∧ ζ2 > −|s| and furthermore ζ¯ def= ζ1 + ζ2 + |s| satisfies ζ¯ < 0, then K1 ∗K2
is of order ζ¯ and one has the bound
|||K1 ∗K2|||ζ¯;m ≤ C|||K1|||ζ1 ;m|||K2|||ζ2;m . (10.10)
In both of these bounds, m ∈ N is arbitrary. In general, if ζ¯ ∈ R+ \ N, then K1 ∗K2
has derivatives of order |k|s < ζ¯ at the origin and the function K given by
K(x) = (K1 ∗K2)(x)−
∑
|k|s<ζ¯
xk
k!
Dk(K1 ∗K2)(0) (10.11)
is of order ζ¯. Furthermore, one has the bound
|||K|||ζ¯;m ≤ C|||K1|||ζ1;m¯|||K2|||ζ2;m¯ , (10.12)
where we set m¯ = m ∨ (⌊ζ¯⌋+ max{si}).
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Proof. The claim about the product K1K2 is an immediate consequence of the gener-
alised Leibniz rule, so we only need to bound K1 ∗ K2. We will first show that, for
every x 6= 0 and every multiindex k such that ζ¯ < |k|s, one does have the bound
|Dk(K1 ∗K2)(x)| . ‖x‖ζ¯−|k|ss |||K1|||ζ1;|k|s |||K2|||ζ2;|k|s , (10.13)
as required. From such a bound, (10.10) follows immediately. To show that (10.12)
follows from (10.13), we note first that DkK = Dk(K1 ∗ K2) for every k such that
|k|s > ζ¯, so that it remains to show that it is possible to find some numbers which we
then call Dk(K1∗K2)(0) such that if K is defined by (10.11), then similar bounds hold
for DkK with |k|s < ζ¯ .
For this, we define the set of multiindices Aζ¯ = {k : |k|s < ζ¯} and we fix a
decreasing enumeration Aζ¯ = {k0, . . . , kM}, i.e. |km|s ≥ |kn|s whenever m ≤ n. We
then start by setting K¯ (0)(x) = (K1 ∗ K2)(x) and we build a sequence of functions
K¯ (n)(x) iteratively as follows. Assume that we have the bound |Dkn+eiK (n)(x)| .
‖x‖ζ¯−|kn|s−sis for i ∈ {1, . . . , d}. (This is the case for n = 0 by (10.13).) Proceeding
as in the proof of Lemma 6.5 it then follows that one can find a real number Cn such
that |DknK (n)(x)−Cn| . ‖x‖ζ¯−|kn|ss . We then set K (n+1)(x) = K (n)(x)−Cn xknkn! . It
is then straightforward to verify that if we set K(x) = K (M)(x), it has all the required
properties.
It remains to show that (10.13) does indeed hold. For this, let ϕ : Rd be a smooth
function from Rd to [0, 1] such that ϕ(x) = 0 for ‖x‖s ≥ 1 and ϕ(x) = 1 for ‖x‖s ≤ 12 .
For r > 0, we also set ϕr(y) = ϕ(Srsy). Since K is bilinear in K1 and K2, we can
assume without loss of generality that |||Ki|||ζi;|k|s = 1. With these notations at hand,
we can write
(K1 ∗K2)(x) =
∫
Rd
ϕr(y)K1(x− y)K2(y) dy +
∫
Rd
ϕr(x− y)K1(x− y)K2(y) dy
+
∫
Rd
(1− ϕr(y)− ϕr(x− y))K1(x− y)K2(y) dy
=
∫
Rd
ϕr(y)K1(x− y)K2(y) dy +
∫
Rd
ϕr(y)K1(y)K2(x− y) dy
+
∫
Rd
(1− ϕr(y)− ϕr(x− y))K1(x− y)K2(y) dy , (10.14)
so that, provided that r ≤ ‖x‖s/2, say, one has the identity
Dk(K1 ∗K2)(x) =
∫
Rd
ϕr(y)DkK1(x− y)K2(y) dy
+
∫
Rd
ϕr(y)K1(y)DkK2(x− y) dy
+
∫
Rd
(1− ϕr(y)− ϕr(x− y))DkK1(x− y)K2(y) dy
−
∑
ℓ<k
k!
ℓ!(k − ℓ)!
∫
Rd
Dℓϕr(x− y)Dk−ℓK1(x− y)K2(y) dy .
It remains to bound these terms separately. For the first term, since the integrand is
supported in the set {y : ‖y‖s ≤ ‖x‖s/2} (thanks to our choice of r), we can bound
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|DkK1(x− y)| by C‖x‖ζ1−|k|ss and K2(y) by ‖y‖ζ2s . Since, for ζ > −|s|, one has the
easily verifiable bound ∫
‖y‖s≤r
‖y‖ζs dy . r|s|+ζ , (10.15)
it follows that the first term in (10.14) is bounded by a multiple of ‖x‖ζ¯−|k|ss , as re-
quired. The same bound holds for the second term by symmetry.
For the third term, we use the fact that its integrand is supported in the set of points
y such that one has both ‖y‖s ≥ ‖x‖s/4 and ‖x − y‖s ≥ ‖x‖s/4. Since ‖x− y‖s ≥
‖y‖s − ‖x‖s by the triangle inequality, one has
‖x− y‖s ≥ ε‖y‖s +
(1− ε
4
− ε
)
‖x‖s
for every ε ∈ [0, 1] so that, by choosing ε small enough, one has ‖x − y‖s ≥ C‖y‖s
for some constant C. We can therefore bound the third term by a multiple of∫
C≥‖y‖s≥‖x‖s/4
‖y‖ζ1+ζ2−|k|ss dy ∼ ‖x‖ζ¯−|k|ss , (10.16)
from which the requested bound follows again at once. (Here, the upper bound on
the domain of integration comes from the assumption that the Ki are compactly sup-
ported.)
The last term is bounded in a similar way by using the scaling properties of ϕr and
the fact that we have chosen r = ‖x‖s/2.
In what follows, we will also encounter distributions that behave just as if they were
functions of order ζ, but with ζ < −|s|. We have the following definition:
Definition 10.15 Let−|s|−1 < ζ ≤ −|s| and let K : Rd\{0} → R be a smooth func-
tion of order ζ, which is supported in a bounded set. We then define the renormalised
distribution RK corresponding to K by
(RK)(ψ) =
∫
Rd
K(x)(ψ(x)− ψ(0))dx ,
for every smooth compactly supported test function ψ.
The following result shows that these distributions behave under convolution in
pretty much the same way as their unrenormalised counterparts with ζ > −|s|.
Lemma 10.16 Let K1 and K2 be two compactly supported functions of respective
orders ζ1 and ζ2 with −|s| − 1 < ζ1 ≤ −|s| and −2|s| − ζ1 < ζ2 ≤ 0. Then, the
function (RK1) ∗K2 is of order ζ¯ = 0 ∧ (ζ1 + ζ2 + |s|) and the bound
|||(RK1) ∗K2|||ζ¯;m ≤ C|||K1|||ζ1;m|||K2|||ζ2 ;m¯ ,
holds for every m ≥ 0, where we have set m¯ = m+ max{si}.
Proof. Similarly to before, we can write
Dk((RK1) ∗K2)(x) =
∫
Rd
ϕr(y)DkK1(x− y)K2(y) dy + (RK1)(ϕrDkK2(x− ·))
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+
∫
Rd
(1− ϕr(y)− ϕr(x− y))DkK1(x− y)K2(y) dy
−
∑
ℓ<k
k!
ℓ!(k − ℓ)!
∫
Rd
Dℓϕr(x− y)Dk−ℓK1(x− y)K2(y) dy .
Here, we used the fact that, when tested against test functions that vanish at the origin,
RK1 is again nothing but integration against K1. All these terms are bounded exactly
as before, thus yielding the desired bounds, except for the second term. For this term,
we have the identity
(RK1)(ϕrDkK2(x− ·)) =
∫
Rd
K1(y)(ϕr(y)DkK2(x− y)−DkK2(x))dy
=
∫
Rd
K1(y)ϕr(y)(DkK2(x− y)−DkK2(x))dy
+DkK2(x)
∫
Rd
K1(y)(1− ϕr(y))dy . (10.17)
For the first term, we use the fact that the integrand is supported in the region {y :
‖y‖s ≤ ‖x‖s/2} (this is the case again by making the choice r = ‖x‖s/2 as in the
proof of Lemma 10.14). As a consequence of the gradient theorem, we then obtain the
bound
|DkK2(x− y)−DkK2(x)| .
d∑
i=1
|yi| ‖x‖ζ2−|k|s−sis |||K2|||ζ2;k¯ ,
where we have set k¯ = |k|s + max{si}. Observing that |yi| . ‖y‖sis , the required
bound then follows from (10.15). The second term in (10.17) can be bounded similarly
as in (10.16) by making use of the bounds on K1 and K2.
To conclude this section, we give another two useful results regarding the behaviour
of such kernels. First, we show how a class of natural regularisations of a kernel of
order ζ converges to it. We fix a function ̺ : Rd → R which is smooth, compactly
supported, and integrates to 1, and we write as usual ̺ε(y) = ε−|s|̺(Sεsy). Given a
function K on Rd, we then set
Kε
def
= K ∗ ̺ε .
We then have the following result:
Lemma 10.17 In the above setting, ifK is of order ζ ∈ (−|s|, 0), thenKε has bounded
derivatives of all orders. Furthermore, one has the bound
|DkKε(x)| ≤ C(‖x‖s + ε)ζ−|k|s |||K|||ζ;|k|s . (10.18)
Finally, for all ζ¯ ∈ [ζ − 1, ζ) and m ≥ 0, one has the bound
|||K −Kε|||ζ¯;m . εζ−ζ¯ |||K|||ζ;m¯ , (10.19)
where m¯ = m+ max{si}.
Proof. Without loss of generality, we assume that ̺ is supported in the set {x : ‖x‖s ≤
1}. We first obtain the bounds on Kε itself. For ‖x‖s ≥ 2ε, we can write
DkKε(x) =
∫
Rd
DkK(x− y)̺ε(y) dy .
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Since ̺ε is supported in a ball of radius ε, it follows from the bound ‖x‖s ≥ 2ε that
whenever the integrand is non-zero, one has ‖x − y‖s ≥ ‖x‖s/2. We can therefore
bound DkK(x− y) by ‖x‖ζ−|k|ss |||K|||ζ;|k|s , and the requested bound follows from the
fact that ̺ε integrates to 1.
For ‖x‖s ≤ 2ε on the other hand, we use the fact that
DkKε(x) =
∫
Rd
K(y)Dk̺ε(x− y) dy .
Since ‖x‖s ≤ 2ε, the integrand is supported in a ball of radius 3ε. Furthermore, |Dk̺ε|
is bounded by a constant multiple of ε−|s|−|k|s there, so that we have the bound
|DkKε(x)| . ε−|s|−|k|s |||K|||ζ;0
∫
‖y‖s≤3ε
‖y‖ζs dy ,
so that (10.18) follows.
Regarding the bound on K −Kε, we write
DkKε(x)−DkK(x) =
∫
Rd
(DkK(x− y)−DkK(x))̺ε(y) dy .
For ‖x‖s ≥ 2ε, we obtain as previously the bound
|DkK(x− y)−DkK(x)| . |||K|||ζ;k¯
d∑
i=1
|yi| ‖x‖ζ−|k|s−sis ,
where we set k¯ = |k|s + max{si}. Integrating this bound against ̺ε, we thus obtain
|DkK(x)−DkKε(x)| . |||K|||ζ;k¯
d∑
i=1
εsi ‖x‖ζ−|k|s−sis . εζ−ζ¯ |||K|||ζ;k¯‖x‖ζ¯−|k|ss ,
where we used the fact that si ≥ 1 for every i. For ‖x‖s ≤ 2ε on the other hand, we
make use of the bound obtained in the first part, which implies in particular that
|DkK(x)−DkKε(x)| . |||K|||ζ;|k|s‖x‖ζ−|k|ss . εζ−ζ¯ |||K|||ζ;|k|s‖x‖ζ¯−|k|ss ,
which is precisely the requested bound.
Finally, it will be useful to have a bound on the difference between the values of
a singular kernel, evaluated at two different locations. The relevant bound takes the
following form:
Lemma 10.18 Let K be of order ζ ≤ 0. Then, for every α ∈ [0, 1], one has the bound
|K(z)−K(z¯)| . ‖z − z¯‖αs (‖z‖ζ−αs + ‖z¯‖ζ−αs )|||K|||ζ;m ,
where m = supi si.
Proof. For α = 0, the bound is obvious, so we only need to show it for α = 1; the
other values then follow by interpolation.
If ‖z − z¯‖s ≥ ‖z‖s ∧ ‖z¯‖s, we use the “brutal” bound
|K(z)−K(z¯)| ≤ |K(z)|+ |K(z¯)| ≤ (‖z‖ζ
s
+ ‖z¯‖ζ
s
)|||K|||ζ;m
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≤ 2(‖z‖ζ
s
∧ ‖z¯‖ζ
s
)|||K|||ζ;m ≤ 2‖z − z¯‖(‖z‖ζ−1s ∧ ‖z¯‖ζ−1s )|||K|||ζ;m
≤ 2‖z − z¯‖(‖z‖ζ−1s + ‖z¯‖ζ−1s )|||K|||ζ;m ,
which is precisely what is required.
To treat the case ‖z − z¯‖s ≤ ‖z‖s ∧ ‖z¯‖s, we use the identity
K(z)−K(z¯) =
∫
γ
〈∇K(y), dy〉 , (10.20)
where γ is any path connecting z¯ to z. It is straightforward to verify that it is always
possible to find γ with the following properties:
1. The path γ is made of finitely many line segments that are parallel to the canoni-
cal basis vectors {ei}di=1.
2. There exists c > 0 such that one has ‖y‖s ≥ c(‖z‖s ∧ ‖z¯‖s) for every y on γ.
3. There exists C > 0 such that the total (Euclidean) length of the line segments
parallel to ei is bounded by C‖z − z¯‖sis .
Here, both constants c and C can be chosen uniform in z and z¯. It now follows from
the definition of |||K|||ζ;m that one has
|∂iK(y)| ≤ |||K|||ζ;m ‖y‖ζ−sis .
It follows that the total contribution to (10.20) coming from the line segments parallel
to ei is bounded by a multiple of
|||K|||ζ;m‖z − z¯‖sis (‖z‖ζ−sis + ‖z¯‖ζ−sis ) ≤ |||K|||ζ;m‖z − z¯‖s(‖z‖ζ−1s + ‖z¯‖ζ−1s ) ,
where, in order to obtain the inequality, we have used the fact that si ≥ 1 and that we
are considering the regime ‖z − z¯‖s ≤ ‖z‖s ∧ ‖z¯‖s.
10.4 Wick renormalisation and the continuous parabolic Anderson model
There is one situation in which it is possible to show without much effort that bounds
of the type (10.2) and (10.3) hold, which is when τ = τ1τ2 and one has identity
(Πˆ(ε)z τ)(z¯) ≈ (Πˆ(ε)z τ1)(z¯) ⋄ (Πˆ(ε)z τ2)(z¯) ,
either as an exact identity or as an approximate identity with a “lower-order” error term,
where ⋄ denotes the Wick product between elements of some fixed Wiener chaos. Re-
call that if f ∈ H⊗k and g ∈ H⊗ℓ, then the Wick product between the corresponding
random variables is defined by
Ik(f ) ⋄ Iℓ(g) = Ik+ℓ(f ⊗ g) .
In other words, the Wick product only keeps the “dominant” term in the product for-
mula (10.1) and discards all the other terms.
We have seen in Section 9.3 how to associate to (PAMg) a renormalisation group
R0 and how to interpret the solutions to the fixed point map associated to a renor-
malised model. In this section, we perform the final step, namely we show that if ξε
is a smooth approximation to our spatial white noise ξ and Zε denotes the correspond-
ing canonical model, then one can indeed find a sequence of elements Mε ∈ R0 such
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that one has MεZε → Zˆ . Recalling that elements in R0 are characterised by a real
number C and a 2 × 2 matrix C¯, we show furthermore that it is possible to choose
the sequence Mε in such a way that the corresponding constant C is given by a loga-
rithmically diverging constant Cε, while the corresponding 2× 2 matrix C¯ is given by
C¯ij = − 12Cεδij .
We are in the setting of Theorem 10.7 and Proposition 10.11 with H = L2(T2), and
where the action of R3 onto H is given by translation in the spatial directions. More
precisely, for z = (t, x) ∈ R× R2 and ϕ ∈ H , one has
(Szϕ)(y) = ϕ(y − x) .
It turns out that in this case, writing as before z = (t, x) and z¯ = (t¯, x¯), the random
variables (Πˆ(ε)z τ)(z¯) are not only independent of t, but they are also independent of t¯.
So we really view our model as a model on R2 endowed with the Euclidean scaling,
rather than on R3 endowed with the parabolic scaling. The corresponding integral
kernel K¯ is obtained from K by simply integrating out the temporal variable.
Since the temporal integral of the heat kernel yields the Green’s function of the
Laplacian, we can choose K¯ in such a way that
K¯(x) = − 1
2π
log ‖x‖ , (10.21)
for values of x in some sufficiently small neighbourhood of the origin. Outside of that
neighbourhood, we choose K¯ as before in such a way that it is smooth, compactly
supported, and such that
∫
R2 x
kK¯(x) dx = 0, for every multiindex k with |k| ≤ r for
some fixed and sufficiently large value of r. These properties can always be ensured
by a suitable choice for the original space-time kernel K . In particular, K¯ is of order ζ
for every ζ < 0 in the sense of Definition 10.12.
Recall now that we define ξε by ξε = ̺ε ∗ ξ, where ̺ is a smooth compactly
supported function integrating to 1 and ̺ε denotes the rescaled function as usual. From
now on, we consider everything in T2, so that ̺ : R2 → R. With this definition, we then
have the following result, which is the last missing step for the proof of Theorem 1.11.
Theorem 10.19 Denote by T the regularity structure associated to (PAMg) with α ∈
(− 4
3
,−1) and β = 2. Let furthermore Mε be a sequence of elements in R0 and
define the renormalised model Zˆε = MεZε. Then, there exists a limiting model Zˆ
independent of the choice of mollifier ̺, as well as a choice of Mε ∈ R0 such that
Zˆε → Zˆ in probability. More precisely, for any θ < −1 − α, any compact set K, and
any γ < r, one has the bound
E|||MεZε; Zˆ|||γ;K . εθ ,
uniformly over ε ∈ (0, 1].
Furthermore, it is possible to renormalise the model in such a way that the family
of all solutions to (PAMg) with respect to the model Zˆ formally satisfies the chain rule.
Remark 10.20 Note that we do not need to require that the mollifier ̺ be symmetric,
although a non-symmetric choice might require a renormalisation sequence Mε which
does not satisfy the identity C¯ij = − 12Cδij .
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Proof. As already seen in Section 9.1, the only elements in the regularity structure
associated to (PAMg) that have negative homogeneity are
{Ξ, XiΞ, I(Ξ)Ξ, Ii(Ξ)Ij(Ξ)} .
By Theorem 10.7, we thus only need to identify the random variables (Πxτ)(ψ) and
to obtain the bounds (10.2) and (10.3) for elements τ in the above set. For τ = Ξ, it
follows as in the proof of Proposition 9.5 that
E|(Πˆ(ε)x Ξ)(ϕλx)|2 . λ−2 , E|(Πˆ(ε)x Ξ− ΠˆxΞ)(ϕλx)|2 . ε2θλ−2−2θ ,
provided that θ < 1
2
, which is precisely the required bound. For τ = XiΞ, the re-
quired bound follows immediately from the corresponding bound for τ = Ξ, so it only
remains to consider τ = I(Ξ)Ξ and τ = Ii(Ξ)Ij(Ξ).
We start with τ = I(Ξ)Ξ, in which case we aim to show that
E|(Πˆ(ε)x τ)(ϕλx)|2 . λ−κ , E|(Πˆ(ε)x τ − Πˆxτ)(ϕλx)|2 . ε2θλ−κ−2θ . (10.22)
For this value of τ , one has the identity
(Πˆ(ε)x τ)(y) = ξε(y)
∫
(K¯(y − z)− K¯(x− z))ξε(z) dz − C(ε) ,
where C(ε) is the constant appearing in the characterisation of Mε ∈ R0. Note now
that
Eξε(y)ξε(z) =
∫
R2
̺ε(y − x)̺ε(z − x) dx def= ̺⋆2ε (y − z) ,
and define the kernel K¯ε by
K¯ε(y) =
∫
̺ε(y − z)K¯(z) dz .
With this notation, provided that we make the choice C(ε) = 〈̺ε, K¯ε〉, we have the
identity
(Πˆ(ε)x τ)(y) =
∫
(K¯(y− z)− K¯(x− z))(ξε(z)⋄ ξε(y)) dz−
∫
̺⋆2ε (y− z)K¯(x− z) dz .
In the notation of Proposition 10.11, we thus have
(Wˆ (ε;0)τ)(y) = (̺ε ∗ K¯ε)(y) ,
(Wˆ (ε;2)τ)(y; z1, z2) = ̺ε(z2 − y)(K¯ε(y − z1)− K¯ε(−z1)) .
This suggests that one should define the L2-valued distributions
(Wˆ (0)τ)(y) = K¯(y) ,
(Wˆ (2)τ)(y; z1, z2) = δ(z2 − y)(K¯(y − z1)− K¯(−z1)) ,
(10.23)
and use them to define the limiting random variables (Πˆ(k)x τ)(ψ) via (10.9).
A simple calculation then shows that, for any two points y and y¯ in R2, one has
〈(Wˆ (ε;2)τ)(y), (Wˆ (ε;2)τ)(y¯)〉
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= ̺⋆2ε (y − y¯)
∫
(K¯ε(y − z)− K¯ε(−z))(K¯ε(y¯ − z)− K¯ε(−z))dz
def
= ̺⋆2ε (y − y¯)Wε(y, y¯) . (10.24)
Writing Qε(y) def=
∫
K¯(y − z)Kε(−z) dz and using furthermore the shorthand notation
Qˆε(y) def= Qε(y)−Qε(0)− 〈y,∇Qε(0)〉 , (10.25)
we obtain
Wε(y, y¯) = Qˆε(y − y¯)− Qˆε(y)− Qˆε(−y¯) .
As a consequence of Lemmas 10.14 and 10.17, we obtain for any δ > 0 the bound
|Qˆε(z)| . ‖z‖2−δ uniformly over ε ∈ (0, 1]. This then immediately implies that
|Wε(y, y¯)| . ‖y‖2−δ + ‖y¯‖2−δ ,
uniformly over ε ∈ (0, 1].
It follows immediately from these bounds that
∣∣∣∫ 〈(Wˆ (ε;2)τ)(y), (Wˆ (ε;2)τ)(y¯)〉ψλ(y)ψλ(y¯) dy dy¯∣∣∣ . λ−δ ,
uniformly over ε ∈ (0, 1]. In the same way, it is straightforward to obtain an analogous
bound on Wˆ (2)τ , so it remains to find similar bounds on the quantity
(δΠˆ(ε;2)x τ)(ψλ) def= (Πˆ(ε;2)x τ)(ψλ)− (Πˆ(2)x τ)(ψλ) .
Writing δWˆ (ε;2)τ = Wˆ (ε;2)τ − Wˆ (2)τ , we can decompose this as
(δWˆ (ε;2)τ)(y; z1, z2) = (δ(z2 − y)− ̺ε(z2 − y))(K¯(y − z1)− K¯(−z1))
+ ̺ε(z2 − y)(δK¯ε(y − z1)− δK¯ε(−z1))
def
= (δWˆ (ε;2)1 τ)(y; z1, z2) + (δWˆ (ε;2)2 τ)(y; z1, z2) .
where we have set δK¯ε = K¯ − K¯ε. Accordingly, at the level of the corresponding
random variables, we can write
δΠˆ(ε;2)x τ = δΠˆ
(ε;2)
x;1 τ + δΠˆ
(ε;2)
x;2 τ ,
and it suffices to bound each of these separately. Regarding δΠˆ(ε;2)x;2 τ , it is straightfor-
ward to bound it exactly as above, but making use of Lemma 10.17 in order to bound
δK¯ε. The result of this calculation is that the second bound in (10.22) does indeed hold
for δΠˆ(ε;2)x;2 , for every θ < 12 and κ > 0, uniformly over ε, λ ∈ (0, 1].
Let us then turn to δΠˆ(ε;2)x;1 τ . It follows from the definitions that one has the identity
〈(δWˆ (ε;2)0;1 τ)(y),(δWˆ (ε;2)0;1 τ)(y¯)〉
= (δ(y − y¯)− ̺ε(y¯ − y)− ̺ε(y − y¯) + ̺⋆2ε (y − y¯))W (y, y¯) .
At this stage, we note that we can decompose this as a sum of 9 terms of the form
(δ(y − y¯)− ˜̺ε(y − y¯))Qˆ(x) , (10.26)
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where ˜̺ε is one of ̺⋆2ε , ̺ε, or ̺ε(−·), x is one of y, y¯ and y − y¯, and Qˆ is defined
analogously to (10.25). Let us consider the case x = y. One then has the identity∫
(˜̺ε(y − y¯)− δ(y − y¯))Qˆ(y)ψλ(y)ψλ(y¯) dy dy¯ (10.27)
=
∫
˜̺ε(h)Qˆ(y)ψλ(y)(ψλ(y − h)− ψλ(y))dy dh .
Since the integrand vanishes as soon as ‖h‖ & ε, we have the bound |ψλ(y − h) −
ψλ(y)| . λ−3ε. Combining this with the bound on Qˆ obtained previously, this imme-
diately yields for any such term the bound ελ−1−δ , provided that ε ≤ λ. However, a
bound proportional to λ−δ can be obtained by simply bounding each term in (10.27)
separately, so that for every θ < 1
2
, one has again a bound of the type ε2θλ−2θ−κ,
uniformly over all ε, λ ∈ (0, 1].
The case x = y¯ is analogous by symmetry, so it remains to consider the case
x = y − y¯. In this case however, (10.27) reduces to∫
̺ε(y − y¯)Qˆ(y − y¯)ψλ(y)ψλ(y¯) dy dy¯ ,
which is even bounded by ε2−δλ−2, so that the requested bound follows again. This
concludes our treatment of the component in the second Wiener chaos for τ = I(Ξ)Ξ.
Regarding the term Wˆ (ε;0)τ in the 0th Wiener chaos, it follows immediately from
Lemma 10.17 that, for any δ > 0, one has the uniform bound∣∣∣∫ 〈(Wˆ (ε;0)τ)(y), (Wˆ (ε;0)τ)(y¯)〉ψλ(y)ψλ(y¯) dy dy¯∣∣∣ . λ−δ ,
as required. For the difference δWˆ (ε;0)τ , we obtain immediately from Lemma 10.17
that, for any κ < 1 and δ > 0, one has indeed the bound∣∣∣∫ 〈(Wˆ (ε;0)τ)(y), (Wˆ (ε;0)τ)(y¯)〉ψλ(y)ψλ(y¯) dy dy¯∣∣∣ . εκ−δλ−κ ,
uniformly over ε, λ ∈ (0, 1]. This time, the corresponding bound on the difference
between Wˆ (ε;0)τ and Wˆ (0)τ is an immediate consequence of Lemma 10.17.
We now turn to the case τ = Ii(Ξ)Ij(Ξ). This is actually the easier case, noting
that one has the identity
(Πˆ(ε)x τ)(y) =
∫
∂iK¯(y − z)ξε(z) dz
∫
∂jK¯(y − z)ξε(z) dz − C¯(ε)ij ,
independently of x. If we now choose C¯(ε)ij = 〈∂iK¯ε, ∂jK¯ε〉, one has similarly to
before the identity
(Πˆ(ε)x τ)(y) =
∫
∂iK¯(y − z1)∂jK¯(y − z2)(ξε(z1) ⋄ ξε(z2))dz1 dz2 ,
so that in this case (Πˆ(ε)x τ)(y) belongs to the homogeneous chaos of order 2 with
(Wˆ (ε;2)τ)(y; z1, z2) = ∂iK¯ε(y − z1) ∂iK¯ε(y − z2) .
It then follows at once from Lemma 10.17 that the required bounds (10.2) and (10.3)
do hold in this case as well.
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Let us recapitulate what we have shown so far. If we choose the renormalisation
map Mε associated to C(ε) = 〈̺ε, K¯ε〉 and C¯(ε)ij = 〈∂iK¯ε, ∂jK¯ε〉, which certainly
does depend on the choice of mollifier ̺, then the renormalised model Zˆε converges
in probability to a limiting model Zˆ that is independent of ̺. However, this is not the
only possible choice for Mε: we could just as well have added to C(ε) and C¯(ε)ij some
constants independent of ε and ̺ (or converging to such a limit as ε → 0) and we
would have obtained a different limiting model Zˆ , so that we do in principle obtain a
4-parameter family of possible limiting models.
We now lift some of this indeterminacy by imposing that the limiting model yields
a family of solutions to (PAMg) which obeys the usual chain rule. As we have seen in
(1.5), this is the case if we obtain Zˆ as a limit of renormalised models where C¯ij =
− 1
2
Cδij , thus yielding a one-parameter family of models. Since we already know that
with the choices mentioned above the limiting model is independent of ̺, it suffices to
find some ̺ such that the constants Eij defined by
Eij = − lim
ε→0
(
C¯(ε)ij +
1
2
C(ε)δij
)
, (10.28)
are finite. If we then define the model Z˜ by Z˜ = MEZˆ, where ME denotes the action
of the element of R0 determined by C = 0 and C¯ij = Eij , then the model Z˜ leads to
a solution theory for (PAMg) that does obey the chain rule.
It turns out that in order to show that the limits (10.28) exist and are finite, it is
convenient to choose a mollifier ̺ which has sufficiently many symmetries so that
̺(x1, x2) = ̺(x2, x1) = ̺(x1,−x2) = ̺(−x1, x2) , (10.29)
for all x ∈ R2. (For example, choosing a ̺ that is radially symmetric will do.) Indeed,
by the symmetry of the singularity of K¯ given by (10.21), it follows in this case that
∂1K¯ε(x1, x2) = −∂1K¯ε(−x1, x2) = ∂1K¯ε(x1,−x2) ,
for x in some sufficiently small neighbourhood of the origin, and similarly for ∂2K¯ε.
As a consequence, the function ∂1K¯ε ∂2K¯ε integrates to 0 in any sufficiently small
symmetric neighbourhood of the origin. It follows at once that in this case, one has
lim
ε→0
C(ε)12 =
∫
‖x‖≥δ
∂1K¯(x) ∂2K¯(x) dx , (10.30)
which is indeed finite (and independent of δ > 0, provided that it is sufficiently small)
since the integrand is a smooth function.
It remains to treat the on-diagonal elements. For this, note that one has∫
((∂1K¯ε(x))2 + (∂2K¯ε(x))2) dx = −
∫
K¯ε(x)∆K¯ε(x) dx .
It follows from (10.21) that, as a distribution, one has the identity∆K¯ = δ0+R¯, where
R¯ is a smooth function. As a consequence, we obtain the identity
〈∂1K¯ε, ∂1K¯ε〉+ 〈∂2K¯ε, ∂2K¯ε〉 = −〈K¯ε, ̺ε〉+
∫
K¯ε(x) (̺ε ∗ R¯)(x) dx ,
so that
lim
ε→0
(〈∂1K¯ε, ∂1K¯ε〉+ 〈∂2K¯ε, ∂2K¯ε〉+ 〈K¯ε, ̺ε〉) = 〈K¯, R¯〉 . (10.31)
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On the other hand, writing (x1, x2)⊥ = (x2, x1), it follows from (10.21) and the sym-
metries of ̺ that K¯ε(x⊥) = K¯ε(x) for all values of x in a sufficiently small neigh-
bourhood of the origin, so that (∂1K¯ε)2 − (∂2K¯ε)2 integrates to 0 there. It follows
that
lim
ε→0
(〈∂1K¯ε, ∂1K¯ε〉 − 〈∂2K¯ε, ∂2K¯ε〉) =
∫
‖x‖≥δ
((∂1K¯(x))2 − (∂2K¯(x))2) dx .
Combining this with (10.31) and (10.30), it immediately follows that the right hand side
of (10.28) does indeed converge to a finite limit. Furthermore, since the singularity is
avoided in all of the above expressions, the convergence rate is of order ε.
Remark 10.21 The value C(ε) can be computed very easily. Indeed, for ε small
enough, one has the identity
C(ε) =
∫
̺⋆2ε (z)K¯(z) dz = −
1
2π
∫
̺⋆2ε (z) log ‖z‖ dz
= − 1
π
log ε− 1
2π
∫
̺⋆2(z) log‖z‖ dz ,
(10.32)
which shows that only the finite part of C(ε) actually depends on the choice of ̺. Since
this expression does not depend explicitly on K either, it also shows that in this case
there is a unique canonical choice of renormalised model Zˆ . This is unlike in case of
the dynamical Φ43 model where no such canonical choice exists.
10.5 The dynamical Φ43 model
We now finally turn to the analysis of the renormalisation procedure for (Φ4) in dimen-
sion 3. The setting is very similar to the previous section, but this time we work in
full space-time, so that the ambient space is R4, endowed with the parabolic scaling
s = (2, 1, 1, 1). Our starting point is the canonical model built from ξε = ̺ε ∗ ξ, where
ξ denotes space-time white noise on R×T3 and ̺ε is a parabolically rescaled mollifier
similarly to before.
We are then again in the setting of Theorem 10.7 and Proposition 10.11 but with
H = L2(R × T3). This time, the kernel K used for building the canonical model is
obtained by excising the singularity from the heat kernel, so we can choose it in such a
way that
K(t, x) = 1t>0(4πt) 32 exp
(
−‖x‖
2
4t
)
,
for (t, x) sufficiently close to the origin. Again, we extend this to all of R4 in a way
which is compactly supported and smooth away from the origin, and such that it anni-
hilates all polynomials up to some degree r > 2. The following convergence result is
the last missing ingredient for the proof of Theorem 1.15.
Theorem 10.22 Let TF be the regularity structure associated to the dynamical Φ43
model for β = 2 and some α ∈ (− 18
7
,− 5
2
), let ξε as above, and letZε be the associated
canonical model, where the kernel K is as above. Then, there exists a random model Zˆ
independent of the choice of mollifier ̺ and elements Mε ∈ R0 such that MεZε → Zˆ
in probability.
More precisely, for any θ < − 5
2
− α, any compact set K, and any γ < r, one has
the bound
E|||MεZε; Zˆ|||γ;K . εθ ,
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uniformly over ε ∈ (0, 1].
Proof. Again, we are in the setting of Theorem 10.7, so we only need to show that the
suitably renormalised model converges for those elements τ ∈ FF with non-positive
homogeneity. It can be verified that in the case of the dynamical Φ43 model, these
elements are given by
F− = {Ξ,Ψ,Ψ2,Ψ3,Ψ2Xi, I(Ψ3)Ψ, I(Ψ2)Ψ2, I(Ψ3)Ψ2} .
Regarding τ = Ξ, the claim follows exactly as in the proof of Theorem 10.19. Regard-
ing τ = Ψ = I(Ξ), the relevant bound follows at once from Proposition 10.11 and
Lemma 10.17, noting that (Πˆ(ε)z Ψ)(z¯) = (Π(ε)z Ψ)(z¯) belongs to the first Wiener chaos
with
(Wˆ (ε;1)Ψ)(z, z¯) = Kε(z¯ − z) ,
where we have set similarly to before Kε = ̺ε ∗K . This is because |Ψ|s < 0, so that
the second term appearing in (5.12) vanishes in this case. In particular, (Πˆ(ε)z Ψ)(z¯) is
independent of z, so we also denote this random variable by (Πˆ(ε)Ψ)(z¯). Here, we used
the fact that both K and Kε are of order −3.
The cases τ = Ψ2 and τ = Ψ3 then follow very easily. Indeed, denote by C(ε)1 and
C(ε)2 the two constants characterising the element Mε ∈ R0 used to renormalise our
model. Then, provided that we make the choice
C(ε)1 =
∫
R4
(Kε(z))2 dz , (10.33)
we do have the identities
(Πˆ(ε)Ψ2)(z) = (Πˆ(ε)Ψ)(z) ⋄ (Πˆ(ε)Ψ)(z) , (Πˆ(ε)Ψ3)(z) = (Πˆ(ε)Ψ)(z)⋄3 .
As a consequence, (Πˆ(ε)Ψk)(z) belongs to the kth homogeneous Wiener chaos and one
has
(Wˆ (ε;k)Ψk)(z; z¯1, . . . , z¯k) = Kε(z¯1 − z) · · ·Kε(z¯k − z) , (10.34)
for k ∈ {2, 3} so that the relevant bounds follow again from Proposition 10.11 and
Lemma 10.17. Regarding τ = Ψ2Xi, the corresponding bound follows again at once
from those for τ = Ψ2.
In order to treat the remaining terms, it will be convenient to introduce the following
graphical notation, which associates a function to a graph with two types of edges. The
first type of edge, drawn as , represents a factor K , while the second type of edge,
drawn as , represents a factor Kε. Each vertex of the graph denotes a variable in
R4, and the kernel is always evaluated at the difference between the variable that the
arrow points from and the one that it points to. For example, z1 z2 is a shorthand
for K(z1 − z2). Finally, we use the convention that if a vertex is drawn in grey, then
the corresponding variable is integrated out. As an example, the identity (10.34) with
k = 3 and the identity (10.33) translate into
(Wˆ (ε;3)Ψ3)(z) =
z
, C(ε)1 = . (10.35)
Here, we made a slight abuse of notation, since the second picture actually defines a
function of one variable, but this function is constant by translation invariance. With
HOMOGENEOUS GAUSSIAN MODELS 167
this graphical notation, Lemma 10.3 has a very natural graphical interpretation as fol-
lows. The function f is given by a graph with ℓ unlabelled black vertices and similarly
for g with m of them. Then, the contribution of Iℓ(f )Im(g) in the (ℓ + m − 2r)th
Wiener chaos is obtained by summing over all possible ways of contracting r vertices
of f with r vertices of g.
We now treat the case τ = I(Ψ3)Ψ. Combining the comment we just made on the
interpretation of Lemma 10.3 with (9.4b) and the definition (10.35) of C(ε)1 , we then
have
(Wˆ (ε;4)τ)(z) =
z
−
z0
,
while the contribution to the second Wiener chaos is given by
(Wˆ (ε;2)τ)(z) = 3
(
z
−
z0
)
def
= 3 (Wˆ (ε;2)1 τ − Wˆ (ε;2)2 τ) . (10.36)
The reason why no contractions appear between the top vertices is that, thanks to the
definition of C(ε)1 in (10.35), these have been taken care of by our renormalisation
procedure.
We first treat the quantity Wˆ (ε;4)τ . The obvious guess is that, in a suitable sense,
one has the convergence Wˆ (ε;4)τ → Wˆ (4)τ , where
(Wˆ (4)τ)(z) =
z
−
z0
.
In order to apply Proposition 10.11, we first need to obtain uniform bounds on the
quantity 〈(Wˆ (ε;4)τ)(z), (Wˆ (ε;4)τ)(z¯)〉. This can be obtained in a way similar to what
we did for bounding Wˆ (ε;2)I(Ξ)Ξ in Theorem 10.19. Defining kernels Q(3)ε and Pε by
Q(3)ε (z − z¯) = z z¯ , Pε(z − z¯) = z z¯ ,
we have the identity
〈(Wˆ (ε;4)τ)(z), (Wˆ (ε;4)τ)(z¯)〉 = Pε(z − z¯) δ(2)Q(3)ε (z, z¯) ,
where, for any function Q of two variables, we have set
δ(2)Q(z, z¯) = Q(z, z¯)−Q(z, 0)−Q(0, z¯) +Q(0, 0) .
(Here, we have also identified a function of one variable with a function of two variables
by Q(z, z¯) ↔ Q(z − z¯).) It follows again from a combination of Lemmas 10.14 and
10.17 that, for every δ > 0, one has the bounds
|Q(3)ε (z)−Q(3)ε (0)| . ‖z‖1−δs , |Pε(z)| . ‖z‖−1s .
Here, in the first term, we used the notation z = (t, x) and we write ∇x for the spatial
gradient. As a consequence, we have the desired a priori bounds for Wˆ (ε;4)τ , namely
|〈(Wˆ (ε;4)τ)(z), (Wˆ (ε;4)τ)(z¯)〉| . ‖z − z¯‖−1
s
(‖z − z¯‖1−δ
s
+ ‖z‖1−δ
s
+ ‖z¯‖1−δ
s
) ,
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which is valid for every δ > 0.
To obtain the required bounds on δWˆ (ε;4)τ , we proceed in a similar manner. For
completeness, we provide some details for this term. Once suitable a priori bounds
are established, all subsequent terms of the type δWˆ (...)τ can be bounded in a similar
manner, so we will no longer treat them in detail. Let us introduce a third kind of arrow,
denoted by , which represents the kernel K −Kε. With this notation, one has the
identity
(δWˆ (ε;4)τ)(z) =
(
z
−
z0
)
+
(
z
−
z0
)
+
(
z
−
z0
)
+
(
z
−
z0
)
def
=
4∑
i=1
(δWˆ (ε;4)i τ)(z) .
It thus remains to show that each of the four terms (δWˆ (ε;4)i τ)(z) satisfies a bound of
the type (10.8). Note now that each term is of exactly the same form as (Wˆ (ε;4)τ)(z),
except that some of the factorsKε are replaced by a factorK and exactly one factorKε
is replaced by a factor (K − Kε). Proceeding as above, but making use of the bound
(10.19), we then obtain for each i the bound
|〈(δWˆ (ε;4)i τ)(z),(δWˆ (ε;4)i τ)(z¯)〉|
. ε2θ‖z − z¯‖−1s (‖z − z¯‖1−2θ−κs + ‖z‖1−2θ−κs + ‖z¯‖1−2θ−κs ) ,
which is valid uniformly over ε ∈ (0, 1], provided that θ < 1 and that κ > 0. Here, we
made use of (10.19) and the fact that each of these terms always contains exactly two
factors (K −Kε).
We now turn to Wˆ (ε;2)τ , which we decompose according to (10.36). For the first
term, it follows from Lemmas 10.14 and 10.17 that we have the bound
|〈(Wˆ (ε;2)1 τ)(z), (Wˆ (ε;2)1 τ)(z¯)〉| =
∣∣∣∣z z¯
∣∣∣∣ . ‖z − z¯‖−δs ,
valid for every δ > 0. (Recall that both K and Kε are of order−3, with norms uniform
in ε.) In order to bound Wˆ (ε;2)2 τ , we introduce the notation z α z¯ as a shorthand for
‖z − z¯‖αs 1‖z−z¯‖s≤C for an unspecified constant C. (Such an expression will always
appear as a bound and means that there exists a choice of C for which the bound holds
true.) We will also make use of the inequalities
‖z‖−αs ‖z¯‖−βs . ‖z‖−α−βs + ‖z¯‖−α−βs , (10.37a)
‖z‖−α
s
‖z¯‖−α
s
. ‖z − z¯‖−α
s
(‖z‖−α
s
+ ‖z¯‖−α
s
) , (10.37b)
which are valid for every z, z¯ in R4 and any two exponents α, β > 0. The first bound
is just a reformulation of Young’s inequality. The second bound follows immediately
from the fact that ‖z‖s ∨ ‖z¯‖s ≥ 12‖z − z¯‖s.
With these bounds at hand, we obtain for every δ ∈ (0, 1) the bound
|〈(Wˆ (ε;2)2 τ)(z), (Wˆ (ε;2)2 τ)(z¯)〉| .
∣∣∣∣ 31 3
3
3
3
3
1
0
z z¯
0 ∣∣∣∣ (10.38)
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. ‖z‖−δ
s
(G(z) +G(z¯) +G(z − z¯) +G(0)) ,
where the function G is given by
G(z − z¯) = δ 4 3
3
3
3
4z z¯ .
Here, in order to go from the first to the second line in (10.38), we used (10.37b) with
α = δ, followed by (10.37a). As a consequence of Lemma 10.14, the function G
is bounded, so that the required bound follows from (10.38). Defining as previously
Wˆ (2)i τ like Wˆ (ε;2)i τ but with each instance of Kε replaced by K , one then also obtains
as before the bound
|〈(δWˆ (ε;2)i τ)(z), (δWˆ (ε;2)i τ)(z¯)〉| . ε2θ(‖z‖−2θ−κs + ‖z¯‖−2θ−κs + ‖z¯ − z‖−2θ−κs ) ,
which is exactly what we require.
We now turn to the case τ = I(Ψ2)Ψ2. Denoting by ψε the random function
ψε(z) = (K ∗ ξε)(z) = (Kε ∗ ξ)(z), one has the identity
(Πˆ0τ)(z) = ((K ∗ ψ⋄2ε )(z)− (K ∗ ψ⋄2ε )(0)) · (ψε(z) ⋄ ψε(z))− C(ε)2 . (10.39)
Regarding Wˆ (ε;4)τ , we therefore obtain similarly to before the identity
(Wˆ (ε;4)τ)(z) =
z
−
z0
.
Similarly to above, we then have the identity
〈(Wˆ (ε;4)τ)(z), (Wˆ (ε;4)τ)(z¯)〉 = P 2ε (z − z¯) δ(2)Q(2)ε (z, z¯) ,
where Pε is as above and Q(2)ε is defined by
Q(2)ε (z − z¯) = z z¯ .
This time, it follows from Lemmas 10.14 and 10.17 that
|Q(2)ε (z)−Q(2)ε (0)− 〈x,∇xQ(2)ε (0)〉| . ‖z‖2−δs ,
for arbitrarily small δ > 0 and otherwise the same notations as above. Combining this
with the bound already obtained for Pε immediately yields the bound
|〈(Wˆ (ε;4)τ)(z), (Wˆ (ε;4)τ)(z¯)〉| . ‖z − z¯‖−δs ,
as required. Again, the corresponding bound on δWˆ (ε;4) then follows in exactly the
same fashion as before.
Regarding Wˆ (ε;2)τ , it follows from Lemma 10.3 and (10.39) that one has the iden-
tity
(Wˆ (ε;2)τ)(z) = 4
(
z
−
0 z
)
.
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We then obtain somewhat similarly to above
〈(Wˆ (ε;2)τ)(z), (Wˆ (ε;2)τ)(z¯)〉 = Pε(z − z¯) δ(2)Qεz,z¯(z, z¯) ,
where we have set
Qεz,z¯(a, b) = a
z
b
z¯
.
At this stage, we make use of Lemma 10.18. Combining it with Lemma 10.14, this
immediately yields, for any α ∈ [0, 1], the bound
|δ(2)Qεz,z¯(z, z¯)| . ‖z‖αs ‖z¯‖αs (G(z, z¯) +G(z, 0) +G(0, z¯) +G(0, 0)) ,
where this time the function G is given by
G(a, b) = 1
3 α
1
1
3 α
z
a b
z¯
.
As a consequence of Lemma 10.14, we see that G is bounded as soon as α < 1
2
, which
yields the required bound. The corresponding bound on δWˆ (ε;2)τ is obtained as usual.
Still considering τ = I(Ψ2)Ψ2, we now turn to Wˆ (ε;0)τ , the component in the 0th
Wiener chaos. From the expression (10.39) and the definition of the Wick product, we
deduce that
(Wˆ (ε;0)τ)(z) = 2
(
− 0 z
)
− C(ε)2 . (10.40)
The factor two appearing in this expression arises because there are two equivalent
ways of pairing the two “top” arrows with the two “bottom” arrows. At this stage, it
becomes clear why we need the second renormalisation constant C(ε)2 : the first term in
this expression diverges as ε→ 0 and needs to be cancelled out. (Here, we omitted the
label z for the first term since it doesn’t depend on it by translation invariance.) This
suggests the choice
C(ε)2 = 2 , (10.41)
which then reduces (10.40) to
−1
2
(Wˆ (ε;0)τ)(z) = 0 z . (10.42)
This expression is straightforward to deal with, and it follows immediately from Lem-
mas 10.14 and 10.17 that we have the bound |(Wˆ (ε;0)τ)(z)| . ‖z‖−δ
s
for every expo-
nent δ > 0.
This time, we postulate that Wˆ (0)τ is given by (10.42) with every occurrence of Kε
replaced by K . The corresponding bound on δWˆ (ε;0)τ is then again obtained as above.
This concludes our treatment of the term τ = I(Ψ2)Ψ2.
We now turn to the last element with negative homogeneity, which is τ = I(Ψ3)Ψ2.
This is treated in a way which is very similar to the previous term; in particular one
has an identity similar to (10.39), but with ψ⋄2ε replaced by ψ⋄3ε and C(ε)2 replaced by
3C(ε)2 ψε(z). One verifies that one has the identity
〈(Wˆ (ε;5)τ)(z), (Wˆ (ε;5)τ)(z¯)〉 = P 2ε (z − z¯) δ(2)Q(3)ε (z, z¯) ,
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where both Pε and Q(3)ε were defined earlier. The relevant bounds then follow at once
from the previously obtained bounds.
The component in the third Wiener chaos is also very similar to what was obtained
previously. Indeed, one has the identity
(Wˆ (ε;3)τ)(z) = 6
(
z
−
0 z
)
,
so that
〈(Wˆ (ε;3)τ)(z), (Wˆ (ε;3)τ)(z¯)〉 = Pε(z − z¯) δ(2)Q˜εz,z¯(z, z¯) ,
where we have set
Q˜εz,z¯(a, b) = a
z
b
z¯
.
This time however, we simply use (10.37a) in conjunction with Lemmas 10.14 and
10.17 to obtain the bound
|Q˜εz,z¯(a, b)| . ‖z − z¯‖−δs + ‖z − b‖−δs + ‖a− z¯‖−δs + ‖b− a‖−δs .
The required a priori bound then follows at once, and the corresponding bounds on
δWˆ (ε;3)τ are obtained as usual.
It remains to bound the component in the first Wiener chaos. For this, one verifies
the identity
(Wˆ (ε;1)τ)(z) =
(
6
z
− 3C(ε)2
z
)
−
0
z
def
= 6 (Wˆ (ε;1)1 τ)(z)− (Wˆ (ε;1)2 τ)(z) .
Recalling that we chose C(ε)2 as in (10.41), we see that
(Wˆ (ε;1)1 τ)(z; z¯) = ((RLε) ∗Kε)(z¯ − z) ,
where the kernel Lε is given by Lε(z) = P 2ε (z)K(z). It follows from Lemma 10.16
that, for every δ > 0, the bound
|〈(Wˆ (ε;1)1 τ)(z), (Wˆ (ε;1)1 τ)(z¯)〉| . ‖z − z¯‖−1−δs ,
holds uniformly for ε ∈ (0, 1] as required. Regarding Wˆ (ε;1)2 τ , we can again apply the
bounds (10.37) to obtain
|〈(Wˆ (ε;1)2 τ)(z), (Wˆ (ε;1)2 τ)(z¯)〉| . ‖z‖−
1
2
−δ
s ‖z¯‖−
1
2
−δ
s ,
as required. Regarding Wˆ (1)τ , we define it as
Wˆ (1)τ = Wˆ (1)1 τ + Wˆ (1)2 τ ,
where Wˆ (1)2 τ is defined like Wˆ (1)2 τ , but with Kε replaced by K , and where
(Wˆ (1)1 τ)(z; z¯) = ((RL) ∗K)(z¯ − z) .
Again, δWˆ (1)τ can be bounded in a manner similar to before, thus concluding the proof.
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Remark 10.23 It is possible to show that C(ε)1 ∼ ε−1 and C(ε)2 ∼ log ε, but the precise
values of these constants do not really matter here. See [Fel74, FO76] for an expression
for these constants in a slightly different context.
Appendix A A generalised Taylor formula
Classically, Taylor’s formula for functions on Rd is obtained by applying the one-
dimensional formula to the function obtained by evaluating the original function on
a line connecting the start and endpoints. This however does not yield the “right” for-
mula if one is interested in obtaining the correct scaling behaviour when applying it
to functions with inhomogeneous scalings. In this section, we provide a version of
Taylor’s formula with a remainder term having the correct scaling behaviour for any
non-trivial scaling s of Rd. Although it is hard to believe that this formula isn’t known
(see [Bon09] for some formulae with a very similar flavour) it seems difficult to find it
in the literature in the form stated here. Furthermore, it is of course very easy to prove,
so we provide a complete proof.
In order to formulate our result, we introduce the following kernels on R:
µℓ(x, dy) = 1[0,x](y) (x− y)
ℓ−1
(ℓ− 1)! dy , µ⋆(x, dy) = δ0(dy) .
For ℓ = 0, we extend this in a natural way by setting µ0(x, dy) = δx(dy). With these
notations at hand, any multiindex k ∈ Nd gives rise to a kernelQk on Rd by
Qk(x, dy) =
d∏
i=1
µki (xi, dyi) , (A.1)
where we define
µki (z, ·) =
{
µki (z, ·) if i ≤ m(k),
zki
ki!
µ⋆(z, ·) otherwise,
where we defined the quantity
m(k) = min{j : kj 6= 0} .
Note that, in any case, one has the identity µki (z,R) = z
ki
ki!
, so that
Qk(x,Rd) = x
k
k!
.
Recall furthermore that Nd is endowed with a natural partial order by saying that
k ≤ ℓ if ki ≤ ℓi for every i ∈ {1, . . . , d}. Given k ∈ Nd, we use the shorthand
k< = {ℓ 6= k : ℓ ≤ k}.
Proposition A.1 Let A ⊂ Nd be such that k ∈ A ⇒ k< ⊂ A and define ∂A = {k 6∈
A : k − em(k) ∈ A}. Then, the identity
f (x) =
∑
k∈A
Dkf (0)
k!
xk +
∑
k∈∂A
∫
Rd
Dkf (y)Qk(x, dy) , (A.2)
holds for every smooth function f on Rd.
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Proof. The case A = {0} is straightforward to verify “by hand”. Note then that, for
every set A as in the statement, one can find a sequence {An} of sets such as in the
statement with Aa = {0}, A|A| = A, and An+1 = An ∪ {kn} for some kn ∈ ∂An. It
is therefore sufficient to show that if (A.2) holds for some set A, then it also holds for
A¯ = A ∪ {ℓ} for any ℓ ∈ ∂A.
Assume from now on that (A.2) holds for some A and we choose some ℓ ∈ ∂A.
Inserting the first-order Taylor expansion (i.e. (A.2) with A = {0}) into the term in-
volving Dℓf and using (A.1), we then obtain the identity
f (x) =
∑
k∈A¯
Dkf (0)
k!
xk +
∑
k∈∂A\{ℓ}
∫
Rd
Dkf (y)Qk(x, dy)
+
d∑
i=1
∫
Rd
Dℓ+eif (y) (Qei ⋆Qℓ)(x, dy) .
It is straightforward to check that one has the identities
µm ⋆ µn = µm+n , (µ⋆ ⋆ µn)(x, ·) = x
n
n!
µ⋆ , µ⋆ ⋆ µ⋆ = µ⋆ , µn ⋆ µ⋆ = 0 ,
valid for every m,n ≥ 0. As a consequence, it follows from the definition of Qk that
one has the identity
Qei ⋆Qℓ =
{ Qℓ+ei if i ≤ m(ℓ),
0 otherwise.
The claim now follows from the fact that, by definition, ∂A¯ is precisely given by (∂A \
{ℓ}) ∪ {ℓ+ ei : i ≤ m(ℓ)}.
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Appendix B Symbolic index
In this appendix, we collect the most used symbols of the article, together with their
meaning and the page where they were first introduced.
Symbol Meaning Page
1 Unit element in T 18
1∗ Projection onto 1 120
| · |s Scaled degree of a multiindex 22
‖ · ‖s Scaled distance on Rd 24
||| · |||γ;K “Norm” of a model / modelled distribution 27, 30
◦ Dual of ∆+ 123
⋆ Generic product on T 48
∗ Convolution of distributions on Rd 63
A Set of possible homogeneities for T 18
A Antipode of H+ 120
Alg(C) Subalgebra of H+ determined by C 130
β Regularity improvement of K 63
Cα
s
α-Ho¨lder continuous functions with scaling s 24
D Abstract gradient 83
Dγ Modelled distributions of regularity γ 30
Dγ,ηP Singular modelled distributions of regularity γ 85
∆ Comodule structure of H overH+ 119
∆+ Coproduct in H+ 119
∆M Action of M on Π 130
∆ˆM Action of M on Γ 133
F Nonlinearity of the SPDE under consideration 3
Fx Factor in Γxy = F−1x Fy 129
F All formal expressions for the model space 116
F+ All formal expressions representing Taylor coefficients 116
FF Subset of F generated by F 116
F+F Subset of F+ generated by F 116
G Structure group 18
Γg Action of H∗+ onto H 123
H∗+ Dual of H+ 123
H+ Linear span of F+ 119
H+F Linear span of F+F 119
H Linear span of F 119
I Abstract integration map for K 66
Ik Abstract integration map for DkK 114
J (x) Taylor expansion of K ∗Πx 67
Jkτ Abstract placeholder for Taylor coefficients of Πxτ 118
K Generic compact set in Rd 24
K Truncated Green’s function of L 63, 65
Kn Contribution of K at scale 2−n 63
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Symbol Meaning Page
Kαn,xy Remainder of Taylor expansion of Kn 67
K,Kγ Operator such that RKf = K ∗ Rf 63
L Linearisation of the SPDE under consideration 3
Λsn Diadic grid at level n for scaling s 35
M Multiplication operator on H+ 120
M Renormalisation map 130
Mˆ Action of M on f 130
Mg Action of S on T 47
MF Basic building blocks of F 115
MT All models for T 27
MF All admissible models associated to F 128
Nγ Operator such that Kγ = I + J +Nγ 68
(Π, f ) Alternative representation of an admissible model 129
(ΠM , fM ) Renormalised model 130
(Π,Γ) Model for a regularity structure 25
ϕnx Scaling function at level n around x 34
ψnx Wavelet at level n around x 34
P Time 0 hyperplane 99
PF Formal expressions required to represent ∂u 116
Qα Projection onto Tα 20
Q−α Projection onto T−α 20
R
+ Restriction to positive times 99
R Smooth function such that “G = K +R” 105
Rγ Convolution by R on Dγ 103
R Reconstruction operator 31
R Renormalisation group 133
s Scaling of Rd 22
Sδs,x Scaling by δ around x 25
SδP Scaling by δ in directions normal to P 86
S Discrete symmetry group 47
T Model space 18
Tα Elements of T of homogeneity α 18
T+α Elements of T of homogeneity α and higher 20
T−α Elements of T of homogeneity strictly less than α 20
Tg Action of S on Rd 47
T¯ Abstract Taylor polynomials in T 27
T Generic regularity structure T = (A, T,G) 18
Tβ Classical Taylor expansion of order β 23
UF Formal expressions required to represent u 116
V,W Generic sector of T 20
Xk Abstract symbol representing Taylor monomials 21
Ξ Abstract symbol for the noise 54
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