双向聚类方法综述 by 方匡南 et al.
２０２０ 年 １ 月
第 ３９ 卷 第 １ 期
数理统计与管理
Ｊｏｕｒ ｎａ ｌ ｏ ｆＡｐｐ ｌ ｉｅｄＳｔａｔ ｉ ｓｔ ｉｃ ｓａｎｄＭａｎａｇｅｍｅｎ ｔ
Ｊａｎ ．２０２０
Ｖｏｌ ．３９Ｎｏ ．１





ＤＯＩ ：１ ０ ． １ ３８６０
／ｊ
． ｃｎｋｉ ． ｓ ｌ ｔ
ｊ
． ２０ １９０８０６ ００３
双向聚类方法综述
方匡南 １ ＞ ３陈远星 １张庆昭 １ 马双鹤 １ ＞ ２
（
１ ． 厦门大学经济学院统计系 ， 厦门 福建 ３６ １ ００ ５ ；２ ． 耶鲁大学生物统计系 ， 纽黑文 ０ ６５ １ ０ ， 美国 ；
３ ． 新能源与储能运行控制国家重点实验室 （中 国电力科学研究院有限公司 ） ， 北京 １００ １ ９２ ）
摘要 ： 传统 的聚 类方法 由 于无 法提取样本和 变 量 间的局部 对应 关 系 ， 并且 当数据具有 高维性和稀
疏性时表现不 佳
，
因此 学 者们提 出 了 双 向 聚类 ， 基于样本和 变 量 间 的局部关 系 ， 同 时对样本和 变
量进行聚 类 ， 形成
一
系 列子矩 陣的 聚 类 结果 ＾ ■ 近 年来 ， 双 向聚 类 发展迅速 ， 在基 因分析 、 文本聚
类 、 推荐 系 统等领域应用 广泛 首先 ， 对双 向聚 类方 法进行杭理与 归 纳 ， 重点阐 述稀疏双 向聚类 、
谱双向 聚类 和信息 双向 聚 类三 类方法 ， 分析它 们之 间 的 区 别和联 系 ， 并且介绍这三类 方法在多 源
数据的 整合分析 、 多层聚类 、 半监督学 习 以及集 成学 习 上的 发展现状和超 势 ； 其次 ， 重点介绍双
向 聚 类在基 因分析 、 文本聚类 、 推荐 系 统等领域的应 用 研究 情况 ； 最后 ， 结合 大数据时代的数据
特征和双向 聚类存在的 问题 ， 展 望双 向聚 类未来的研究 方向
关键词 ： 稀疏双 向聚 类 ； 子矩 陣 ； 谱双向 聚 类 ； 信 息 双向 聚类
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全国的城市分为一线 、 二裁 、 三钱城屯 ） ， 另一类是基于所有样本对变最迸行聚类 （例如根据肺
癌患者的基因表达数据 ， 将基因分为促进表达 、 抑制表达以及无影响三炎〕 ．， 这两类方法仅对
样本或变是聚类 因此常被称为单向聚类 ， 单向聚突在对样本进行聚类时 ｓ ？—般基于康有变嫌
来度量样本间的相似性 ， 然而在某些情况下该方法存在
一
些局阪性 ， 例如在基因分析中 ， 为了
将肺癌病人细分为不同 的子炎 ， 单向聚类基于所有基因 （变敏 ） 对肺癌病人 （样本） 进行聚类 ，
但实际中 Ｍ有部分基因对肺癌有调控作用 ， 并且这些具有调控作用的基因中 ， 不同基 因构 成
的基因组具体调控 的肺癌子炎也存在差异 ６ 因此需要在考虑不同基因组对肺癌子炎的不同影
响下进行聚类 ， 即 同时考虑病人和基因之 间的局部对应关系 ， 为了研究样本和变黛之 间的这
种見部对应关系
，
学者们提 出了双向聚类 （Ｂｉｄｕｓｔｅｉｎｇ） 。
基因







ａ ） 原始矩阵 （ ｂ） 单 向聚类 （ｃ ） 双向 聚类
图 １ 衮向聚魯管单＿聚養满霞簡 ：




赞 ， 双 向聚煑的基本思想是研究样本和变麓苘的局部对应关 系 ， 通过确定其具体
的结构来提高聚类效果并且増强聚赞结果的可解释性。 为 了进一步解释双向聚类和传统单向
聚类的Ｋ别 ， 以基因数据为例 ， 图 表示肺癌基因矩阵 ， 其中行和列分别表示样本和棊因






制 ， 非阴影Ｋ表示这些基因对肺癌溴有澎响 。 从图 １－（：ａ ．） 可以看 出 只有基因Ｈ Ｉ对所有肺





示 ， 基 ｇＡ 、 Ｄ ， Ｉ 聚为
一
类 ， 表示这三个基Ｂ对所有肺癌病人均产生影响 ， 这就是传统聚炎的
结果 ， 该结果默认影响所有肺癌类型的基因组是相同的 。 然而 ， 实际中影响不同肺癌类型的基















































２４ 数理统计与管理 第 ３ ９ 卷 第 １ 期 ２０２０ 年 １ 月
基因 Ａ 、 Ｄ 、 Ｉ 在样本 １ 、 ５ 、 ８ 显示 出另
一
类调控机制 ， 因此双 向聚类将会产生例如 图 １ （ｃ ） 所
示的部分聚类结果 （由 于篇幅限制 ， 空白子矩阵省略 ） 。
双 向聚类的 目的是形成
一
系列子矩阵 ， 根据该子矩阵是否存在具体结构分为两大类 ： 结构
矩阵和非结构矩阵 。 结构矩阵指聚类结果的子矩阵反映了
一





类 、 协 同效应类等 。 非结构矩阵指可以用单向聚类中度量相似的指标来度量双 向
聚类下的相似性 ， 此时的子矩阵并没有揭示隐藏的块结构 ， 而是仅仅反映
一
种局部的相似性 。











上表现相似 。 由 于存在这两个特性 ， 因此基于所有单词度量文档之间的相似性往往导致所有
文档相似性都较低 ， 进而导致对文档聚类的效果不佳 。 而双向 聚类通过寻找部分词语与部分
文档的局部对应关系 ， 可以快速有效地聚 出相似的文档 ， 并且通过其对应的高词频词汇来进
行文档主题预测 。 在推荐系统中 ， 大量用户在大量项 目 （例如商品 ） 上的评分构成 了高维稀疏
的评分矩阵 ， 比如淘宝 、 京东等电商为了精准地进行个性化推荐 ， 就需要基于该评分矩阵对缺
乏用户评价的商品进行评分预测 ， 双 向聚类通过考虑用户在某些商品上的评价相似性来进行
预测 ， 从而提高推荐效果 。
本文的 目的是系统梳理双向聚类方法的发展脉络 、 现状和趋势 ， 重点阐述稀疏双 向聚类 、
谱双向聚类和信息双向聚类三类方法 ， 分析它们之 间的 区别和联系 ， 介绍双 向聚类在基因分
析 、 文本聚类 、 推荐系统等领域的应用研究情况 ， 并结合大数据时代的数据特征和双 向聚类存
在的问题 ， 展望双 向聚类未来的研究方向 。
本文剩余部分安排如下 ： 第 １ 节介绍稀疏双向聚类 、 谱双向聚类以及信息双向聚类三类经
典的双 向聚类方法 ， 并且 比较这三类方法的特点以及指出在多源数据的整合分析 、 多层聚类 、
半监督和监督学 习以及集成学习上的发展 ； 第 ２ 节介绍这三类经典的双向聚类方法在基因分
析 、 文本聚类 、 推荐系统等领域的应用情况 ； 第 ３ 节是总结全文并展望双向聚类的未来研究方
向 。
１ 双向聚类方法
Ｈ ａｒｔ ｉｇａｎ 等 （ １９７２ ）





Ｂ ｌｏｃｋＣ ｌｕｓｔｅ ｒ ｉｎｇ） ， 该方法







致下降的协同效应 ， 因而 Ｃｈｅｎｇ 和 Ｃｈｕｒｃｈ（２０００声
１ 提出 了应用
于高维基因数据的双向聚类方法 。 此后 ， 学者们提出 了许多双向聚类方法 ， 包括结构和非结构
双 向聚类方法 。 由 于篇幅限制 ， 本文主要介绍三类经典的双向聚类方法 ： 稀疏双 向聚类 （Ｓ ｐａｒｓｅ
Ｂ ｉｃ ｌｕｓｔｅｒ ｉｎｇ ， ＳＢ ） 、 谱双向聚类 （Ｓ ｐｅｃｔ ｒａ ｌＢ ｉｃｌｕｓｔｅｒ ｉｎｇ ， ＳＢＣ ） 和信息双 向聚类 （ Ｉｎ ｆｏ ｒｍａｔ ｉｏ ｎＴｈｅ－
ｏｒｅｔ ｉｃＣｏ－ ｃｌｕ ｓｔｅ ｒ ｉｎｇ ，ＩＴＣＣ
）
Ｄ














噪音 ， 从而形成近似矩阵 ， 这种方法也称为稀疏双向聚类 。 它的 目标函数基本形式如式 （ １ ） ：
ａｒｇｍｉｎＬｏ ｓｓ十Ａｘ ＿Ｐｅｎａ ／切 ， ⑴
方匡商秦 双向聚 －賛方纖综迷 ２５
其中 表示损失函数 ， 一般用原始姐阵和近似矩阵之间的差异来刻两 ， 我们希望损失函数
尽镇小 ； 表示惩罚项 ， 通过对损失函数 中的参数施加惩罚从而将部分参数稀疏到 ０ ．
目标函数整体反映损失和惩罚之间 的权衡取舍 ， 调节参数 Ａ 越大则惩罚 力度越大 ，
稀疏双 向聚类主要用来提取子矩阵的持定结构 ， 其中包括常数值类 、 行 （列） 常数类和协














是常数 ， 不 同行的元素可以不同 ， 例如第
一
行元素都是 １ ， 第二行元素都是 ２ ， 以此炎推 ； 图 ２－
闵 表示
一











元素是第一行元素同时加上 １ ， 第二剌７￥素是第
一列元素同时加上 １ ； 图 ｔ （ｄ ） 表示
一个协同










ｉ素 的 ２ 倍 ，
（
ａ





























值 ｑ２ … ％＾ 实际上 ， 奇异值分解将
一
个矩阵分解为 ｗ 个秩为 １ 的矩阵 ％？淡 丨 之和 ， 巾
ｆ奇异值分解可以分离出主要信息 ， 取值越大的奇异值对应的秩为 １ 的矩阵念有的倍息越多 ，
因此可以考虑提取奇异值最大的前 Ｔ 个矩阵 ， 又称为前 ：Ｔ 层 ， 如式
ｍ
Ｘ 纪 Ｘ奶 ＝ 工^ 料４⑶
根据奇异值从大到小逐层进行子矩阵提取 ， 限乎篇幅 ， 以提取第一层为例介绍其算法 ， 如
需提取多层 ， 可将矩阵 戈 减去提取的第＾层矩阵作为提取第二层的基础矩阵 ， 以此类推提取





无法形成 目 标子矩阵 ， ？而考虑对左有＃异向量施加惩罚 ， 从而使得向量中不重要的元素
稀疏到 〇 ， 最终左奇异向最
（
右奇异向量． ） 中非 〇 元素锁定聚类子矩阵中的样本 （变量１ 目标 函
数如式
ａｒｇｍｉｎ ｜ ｜
Ｘ 十Ａｗ＿Ｐｌ （ ｓｗ ） 十Ａｖ ＿Ｐ２ （ ｓｒ ） ⑷




 ｜ ｜ ｆ 表示 Ｆｒｏｂｅｎ ｉｕ ｓ 范数 ， Ｓ ， 《＾ 分别表示第
一层奇异值 、 左奇异 向量和右奇异 向
量 ， 巧 （ ？ ） 和 Ｐ２ （ ？ ） 分别表示对 ｗ 和 ＾ 的惩罚 ， Ａ？ 和 ＼ 为对应的非负调节参数 。
基于上述稀疏奇异值分解的框架 ， Ｓｉ ｌ ｌ 等 （２０ １ １ ） Ｗ 结合稳健性选择来进行参数调节 ， 从
而可以在控制第
一
类错误概率的前提下进行双 向聚类 。 Ｌｅ ｅ 和 Ｈｕａｎｇ（２０ １４０
１ 则是将稀疏奇
异值分解应用到二元矩阵的双向聚类上 。 Ｓｕｎ 等 （ ２０１ ４ ）
１
６
１ 提出多视角双 向聚类 （Ｍｕｌ ｔ ｉ ｖｉｅｗ
Ｂ ｉｃ ｌｕｓｔｅｒ ｉｎｇ） ， 将稀疏奇异值分解拓展到多个数据集 ， 通过锁定相同样本探究基因和临床表现
















为了探究 ｍｉＲＮＡ 和 ｍＲＮＡ 之间的关系 ， 采用两步法 ， 第
一
步通过对病人测量的 ｍ ｉＲＮＡ 和
ｍＲＮＡ 数据集进行多元稀疏组惩罚来得到 ｍｉＲＮＡ 和 ｍＲＮＡ 之间的关系矩阵 ， 第二步对该矩
阵进行 的稀疏奇异值分解 ， 得到最终的结果 。
１ ． １ ． ２ 稀疏双向 ＫＭｅａｎ ｓ 聚类
Ｔａｎ 和 Ｗｉ ｔｔｅｎ （２０ １４ ）
［
９
！ 借鉴稀疏 Ｋ Ｍｅａｎｓ 聚类 ［
１ Ｑ
１ 的想法 ， 将其拓展到双 向聚类中 。 给
定数据矩阵 ， 假设 ｎ 个样本属于 ｉｆ 个互不交叉的类
（
Ｑ ， ． ． ． ， ｄ 个变量属于 ｉｔ
＊
个互
不交叉的类 （认 ， ． ． ． ， 仍〇 ， 其中 Ｃ｛ １ ， ． ． ． ， ｎ｝ 且 认 Ｃ｛ １ ， ． ． ． ， ４ ， 分别表示样本和变量的
类别标签 。 同时假设矩阵中的元素互相独立且 ￣ ■ 表示第 Ａ 个样本类和第













ｋ＝ ｌｒ＝ ｌ ｉ＾ Ｃ
＇
ｋ ｊ＾Ｄ ｒ
当 ｉ？＝１ ， 该问题转化为样本 Ｋ Ｍｅａｎｓ 聚类 ； 当 ｉｆ＝ １ ， 该问题转化为变量 Ｋ Ｍｅａｎｓ 聚
类 。 求解 目标函数 （５ ） 最终会形成 ｉＯ？ 个类 ， 并且每个类的均值 Ｍ ｆｃ ｒ￥〇 。 现实中部分类的实
际均值等于 ｘ 的总体均值 Ｍ ， 而在噪音的影响下表现为接近 Ｍ 的均值 ， 而聚类的 目标是探究
突 出于平均水平的类别 （即 明显高于或者低于总体均值的类） ， 而非那些居于总体平均水平的
类 。 换言之 ， 假设对矩阵 Ｘ 进行中心化 ， 使得矩阵中所有元素的总体均值为 〇 ， 则可能存在
一
些类别的均值接近 〇 ， 为了増强聚类结果的可解释性并且减少类别方差 ， 需要将这些均值接近





ＥＥ ＥＥ（知－ Ｍ ｆｃ ｒ ）
２
十 入 ＼ （＾ ｋｒ  １ （ ６ ）
ｋ＝ ｌ ｒ＝ ｌ








中的均值 施加 Ｌａｓｓｏ 惩罚从而使不重要的类
均值稀疏到 〇 ， 因而最终的聚类结果仅仅呈现那些均值明显偏离 〇 的类 。
类似 Ｋ Ｍｅａｎ ｓ 聚类的算法 ， 稀疏双 向 Ｋ Ｍｅａｎｓ 聚类可以利用迭代算法求解得到局部最
优解 ， 只是在执行算法前需要对矩阵 Ｘ 中心化 ， 得到矩阵 Ｘ％ 再对
＇
执行算法 。
由 于 Ｔａｎ和 Ｗｉ ｔｔｅｎ （２０ １４严 提 出的稀疏双向 Ｋ Ｍｅａｎ ｓ 聚类需要对矩阵元素进行正态假设
来寻找常数子矩阵 ， Ｐｉｍｅｎｔｅｌ 等 （２０ １ ８ ） ［
１ １
１ 将稀疏性典型相关分析 （Ｓ ｐａｒｓｅｃａｎｏｎ ｉｃａ ｌ ｃｏｒｒｅ ｌａｔ ｉｏｎ
ａｎａ ｌｙｓ ｉ ｓ ；ＳＣＣＡ
）
应用到双向聚类上 ， 无需进行正态假定 ， 仅利用样本和基因的局部相关性即
可聚 出多种类型的子矩阵 。 由 于稀疏双 向 Ｋ Ｍｅａｎｓ 聚类产生非交叉的聚类结果 （即每个样本
和基因只属于
一




方匡南等 ５ 双 向聚类方法综述 ２７
１丄３ 凸双向聚类
稀疏奇异值分解和稀疏双向 Ｋ
－Ｍｅａｎｓ 聚类算法只能得到局部最优解 ， 聚类结果会随初始
值的变化而变化 。 为 了解决该Ｗ题 ， ＣＭ 等 （２〇１ ６ ）Ｎ 基于凸 目标 函数和 Ｐｌｔｓｓｄ Ｌａｓｓｏ惩罚函数
提 出 了 凸双向聚类 （Ｃｏｎｙｅｘ Ｂｉｃｈｔｓｔｅｄｎｇ） ， 此方法基于凸规划可以得到全局最优解 ， 因此聚类
结果不受初值影响 ， 同时随着调节参数的变化可以形成
一条类似于泉次聚类的聚类路径 ， 便
千观察聚类结果的变化 。 具体而言 ｓ 凸双向聚类试图拟合
一
个矩阵 ｆ７来近似数据矩阵 Ｘ ， 这
与稀疏奇异值分解类似 。 不 同的是
ｉ
稀疏奇异值分解是利用 ＳＶＤ 分解的结果施加惩罚来达到
稀疏的效果 ， 而这里则是同时对不同行向量的差值和不 同列向量的差值施加惩罚 ， 从而使得
相 似的行合并成炎 ， 以及相似的列合并成类Ｉ如果仅考虑行或列的差值 ， 则该问题转化为凸聚
类问题 凸双向聚类同时考虑行和列的差值相号于综合考虑行和列的联合影响 ， 因此最终






其中 ｆ 表示非负的调节参数 ，
－ ％ ｌ ｌ ２ ，ｍｙ 表示权重且 ％间 ． ） 表示矩
阵 卩 第 ｛ 列 （行） ４ 基于惩罚项的形式可知 ， 该 目标函数促进类似的行和列趋于相同 ， 从而形成
常数子矩阵 。 輸
ｉ
使用稀疏高斯核权重 （Ｓ鱗靡 ：Ｇｗｓｓｆ姐 Ｋｍ幽ＩＷｅｉ＿ｔｓ） 提升运行 ：载率 ， 并且
利用 ＤＬＰＡ ：算法将凸双向聚类问题转化为求解单向的 凸聚类Ｗ题 ， 再用 ＡＭＡ Ｈ法分别求解
行和列 的凸聚类 ， 不断迭代得到最终结果 。
Ｊｆｅｈａｃｌ 等 （２ ０１ ７）
叫 将凸双向聚类算法拓展到监督学习的精准医疗中 ， ＣＭ 等 （２０１ ８炉
６
１
将凸双 向聚奥算法推广到张赣数据上． Ｙｕ 等 （ ２０１ ８ＪＰ１ 将凸双 向聚奥算法推广到多任务学习
中 ，
一方面对多个Ｈ变量和多个 Ａ变量之 间的关系进行参数估计 ， 另一方面对参数矩阵进行




谱聚类 （ＳｐｅｃｔｅｄＣ ｌｕｓｔｅｒｉｎｇ） 是建立在图论的基础上 ， 考虑图形最优切割问题而引 申 出来
的聚类方法． 相 比ｆ Ｋ＾ ｅ ａｍ Ｍ能对线性可分的类别形狀进行聚类 ， 谱聚炎可以对非线性可
分的炎别形状进行有效聚类 。 以 图 ３－（ ａ） 为例 ， 每个方形代表
一个样本 ， 图 中有 ６ 个样本 ， 样
本之间 以边连接 ， 每条边赋予权重 。 权重
一
般是根据样本之间的距离大小确定 ， 距离越小权重
越大 ， 即样本越相似 ． 谱聚类的最终 目 的是确定类似 图中虚线的分割线 ， 从而将不同类别的点
分割 ：并 ， 例如圈 ，３－ 纟ａ） 中 ， 这条虚线将祥本分为 ２ 类 ， — 和 ％ 归为
一
类 ， 其余 £ 个样本归为
另













２８ 数理统计与管理 第 ３ ９ 卷 第 １ 期 ２０２０ 年 １ 月
基于谱聚类的基本思想 ， Ｄｈ ｉ ｌ ｌｏ ｎ（ ２００ １ ）
１
１ ９
１ 将其拓展到双 向聚类中 ， 谱聚类基于样本间的
距离建立邻接矩阵度量样本相似性 ， 而谱双向聚类则是基于样本和变量间的关联性建立邻接矩
阵 》 考虑矩阵 构建二分图 （ｂ ｉｐａｒｔ ｉ ｔｅ ｇｒ ａｐｈ ）Ｇ ， 其中 ｛叫 ， … ， ａ？ ｝ 表示行节点 ， 他 ， … ， ６ｄ ｝
表示列节点 ， 行节点和列节点之间以边连线
（
边权重对应Ｕ ， 行节点之 间以及列节点之间无
法连线 。 二分图如图 ３ （ｂ ） 所示 ， 方形代表样本 （行节点 ） ， 圆形代表变量 （列节点 ） ， 图中有 ６
个样本 ， ５ 个变量 ， 只有样本和变量之 间以边连接 ， 因此谱双 向聚类的 目的是寻找
一
个分割 。










联性 （以知 体现 ） 。
类 比谱聚类构建拉普拉斯矩阵的过程 ， 谱双向聚类构造两个对角矩阵 和 ， 矩阵
中第 ＊ 个对角元素为 矩阵 场 中第 个对角元素为 因此形成如下的程
度矩阵 （ ｄｅｇｒｅ ｅｍａｔ ｒ ｉｘ ） 和邻接矩阵 （ａｄｊ ａｃ ｅｎ ｔｍａｔ ｒ ｉｘ ） ：
ｆ０＼／〇Ｘ＼
Ｈ ＝ ，Ｗ ＝ （ ．





Ｎｏｒｍ ａｌ ｉｚｅｄ ｃ ｉｉｔＯｂ ｊｅ ｃｔ ｉｖｅ ｓ
）
时 ， 可以证明 ， 二分类时 目标函
数的解为特征问题 ： ＝的解中第二小的特征值对应的特征向董 。 此时最小化分割问题
转化为求解 （《＋ｄ ）ｘ（ ｎ＋ｄ） 矩阵 Ｆ
ｉ






异向量 叱 和 巧 ， 从而得到最优解为向量 ｚ ） 。 鉴于矩阵 Ｘ？ｅｕｌ 为 《ｘｄ 维矩阵 ， 因、 孖
２
” ２
此利用奇异值分解有效降低矩阵维度从而减少计算量 。 在得到解向量后 ， 通过对该向量进行
Ｋ Ｍｅａｎ ｓ 聚类得到最终的 ２ 个类别 。 同理 ， 当分类个数 Ｚ＞２ 时 ， 可以对矩阵进行 ＳＶＤ 分解
确定除最大奇异值外的 ［ １〇＆ 爿 个最大奇异值对应的左右奇异向量 和 １／（ 卜 ］ 表示取整 ） 。 之
后基于左右奇异 向量构建矩阵 ｚ＝ （ ） ， 并且基于该矩阵进行 Ｋ Ｍｅａｎ ｓ 聚类 ， 得到 ／ 个
类 。 最终聚类结果显示部分样本和部分变量共属
一
类 ， 因而形成矩阵块的聚类结构 ， 即完成 了
双 向聚类 。
在 Ｄ ｈｉ ｌ ｌｏｎ（２００ １ ） ［
１９
１ 提 出谱双 向聚类之后 ， 许多学者对该方法进行拓展 。 针对 Ｋ Ｍｅａｎ ｓ
聚类依赖于初值导致结果不稳定的缺点 ， Ｍｅ 等 （２０ １７ ） ＾ １ 对邻接矩阵寻找严格块对角的近似
矩阵 ， 因此基于该近似矩阵构造的拉普拉斯矩阵进行特征分解可以直接得到聚类结果而无需
Ｋ Ｍｅａｎ ｓ 聚类 。 在探索三阶数据 （例如用户 、 搜索内容 、 搜索 网页三个层次的数据 ） 的相似
类别时 ， Ｇ ａｏ 等 （２００５ ） １
２ １
！ 基于谱双向聚类的原理 ， 将其拓展到三阶数据的情形 ， 即考虑 同时





的矩阵进行谱双向聚类 ， 基本思想是对不同时间点聚类结果进行平滑 ， 同时保留现有时间 点
数据特有的结构 。 Ｓ ｈｉ 等 （２０ １ １声
３
１ 考虑对于半监督的文本聚类 ， 引入限制矩阵刻画 已知的文





许多双 向聚类方法得到的结果参差不齐 ， 借鉴聚类方法中的集成算法 ， 将多个双 向聚类算法
的结果利用谱双向聚类进行集成得到最终相对
一
致的聚类结果 。 谱双 向聚类还可以应用于基
方匡南等 ： 双向聚类方法综述 ２９
因分析中 ， Ｋ ｌｕｇｅ ｒ 等 （２００３声
５
１ 考虑基因矩阵 Ｘ？ ｘ ｄ ， 将每个基因在特定样本下的表达值分解
为 ： ＾ｘｘ通过谱双向聚类得到基因的协同效应矩阵 。 Ｃａｎｏ 等 （ ２０ ０７声
６
１ 在探
究如何形成基因表达不足的子矩阵时 ， 将改 良概率聚类 （ ＩｍｐｒｏｖｅｄＰｏｓｓ ｉｂｉ ｌ ｉ ｓｔ ｉｃＣ ｌｕ ｓｔｅ ｒ ｉｎｇ ） 和
谱双向聚类进行结合 ， 实现聚类结果可交叉的 目的 。 除此之外 ， Ｇｕａｎ 等
（






















提 出信息双向聚类 。 相对于谱双向聚类基于图形划分构建 目标函数 ， 使得聚类结果 中变量类别
与样本类别
—
对应 ， 信息双向聚类则是放宽该限制 ， 允许样本类别与多个变量类别相对应 ，
即允许 出现交叉结构 。 在该方法下 ， 数据矩阵的行和列可视为两个随机变量 ， 于是矩阵元素反
映
一
个二元联合分布的概率 ， 通过引入交互信息 （Ｍｕｔｕａ ｌＩｎｆｏｒｍ ａｔ ｉｏｎ ） 的概念 ， 将原始矩阵中
的行和列映射到行和列的类别变量上 ， 利用损失的交互信息最小为 目标构建 目标函数 。
具体而言 ， 令 Ａ 和 Ｂ 分别表示取值为 ｛ ａ ｉ ，
． ． ．
，




ｄ｝ 的随机变量 ， 则 ＨＡ Ｂ ）




令 ｛心 ， … ， 表示 Ａ 的 ｉｆ 个类 ，
令 ０ １ ， … ， Ｌ ｝ 表示 Ｂ 的 ｉｔ
＊
个类 ， 则 目的是找到
一











■｛＆ ｉ ， 
？ ？？
 ，ｂａ ｝｛ｂ ｉ ， 
？ ？ ？





表示双 向聚类的结果 。 由 于交互信息 Ｂ ） 反映变量 Ａ 包含与 Ｂ 相关的信
息量 （反之亦然 ） ， 因此聚类结果的优劣可以基于原始矩阵映射到新矩阵后交互信息损失大小
























） ｜＾ （ＡＢ ） ） ，（ ８ ）
这里 〇























， 可以证明 ， Ｂ
）
和 ＜／ （Ａ ， Ｂ ） 的 ＫＬ 散度可以表示成 Ｐ （Ｂ ｜ ａ〇 和 Ｐ （Ｂ ｜ ａ ） 相对熵的加权





个方向进行聚类 ， 不断重复直至收敛 。
信息双向聚类通过引入交互信息损失来构建近似矩阵 ， 从而得到双向聚类的结果 。 基于交






个基于布雷格曼散度 （Ｂｒｅｇｍａｎｄ ｉｖｅｒｇｅｎｃｅ ） 的
广义双 向聚类框架 ， 该方法将近似误差用布雷格曼散度来衡量 ， 由于布雷格曼散度包括了 ＫＬ
散度 ， 因此统
一




阳 １ 通过对变量进行加权 ， 对重要变
量赋予更大权重 ， 从而提出变量加权信息双 向聚类 （Ｆｅａｔｕ ｒｅＷｅ ｉｇ ｈｔ ｉｎｇＩｎ ｆｏｒｍ ａｔ ｉｏｎ－Ｔｈｅｏｒｅ ｔｉｃ
Ｃｏ－ｃ ｌｕ ｓｔｅｒｉｎｇ ；ＦＷＩＴＣＣ ） 。 在处理高于三个层次的数据时 ， Ｃｈ ｉａｒａｖａｌ ｌｏｔ ｉ 等 （２００６ ） 丨
３３
！ 考虑两两
关系 ， 并且将 已有的信息作为约束 ， 将问题转化半监督三向聚类进行优化求解 。 在探究如何高
效地处理海量数据时 ， Ｈｕａｎｇ 等 （２０ １２俨
４





致聚类结果 。 信息双 向聚类还可以应用在其他领
３０ 数理统计与管理 第 ３ ９ 卷 第 １ 期 ２０２０ 年 １ 月
域 ， 例如 Ｃａ ｉ 等
（
２００４严 １ 和 Ｗａｎｇ 等 （ ２００ ５严 １ 分别将信息双 向聚类应用到声音场景分类和
视频截 图的分类上 ， 提高了这两个领域的分类效果 。 Ａｈｍｅｄ 和 Ｍａｈｍｏｏ ｄ（ ２０１ ４ ）＿ 利用信息




表 １ 对上述的三类双 向聚类方法进行了总结和比较 ， 稀疏双 向聚类中的基于稀疏奇异值
分解方法得到协同效应的子矩阵 ， 而稀疏双 向 Ｋ Ｍｅａｎｓ 聚类和 凸双 向聚类得到常数子矩阵 ，
这三种方法共同特征都是损失函数加上惩罚函数来得到稀疏聚类结果 ， 并且 由 于存在具体的
聚类结构 ，
一
般主要应用于对基因结构的分析中 。 谱双向聚类则是基于图论中的二分图 ， 利用
ＮＣｕ ｔ 最优切割来得到聚类结果 ， 该聚类结果分为两类 ： 非结构的子矩阵或协 同效应子矩阵 。
前者
一
般应用于文本聚类 、 用户推荐上 ， 由 于这两个领域仅关注在部分变量下表现相似的样
本 ， 无需探究具体的子矩阵结构 ； 后者
一
般应用于对基因结构的分析中 。 信息双 向聚类则是基
于信息论中的 ＫＬ 散度 ， 利用交互信息损失最小来得到聚类结果 ， 该聚类结果是非结构的子矩
阵 ，
一







参考文歃 聚类结构 基本思想 软件
稀疏奇异值分解 ［３ － ８］ 协同效应
双向 Ｌａ ｓｓｏ 惩罚的
奇异值分解
ｈｔ ｔｐ ｓ ： ／／
ｃｒａｎ ． ｒ－ｐ ｒｏ
ｊ















、 ｌ，  ＼Ｖ： ｔ －
常数
双向 Ｌａ ｓｓｏ 惩罚的
Ｋ Ｍｅａｎｓ聚类
ｈｔ ｔｐ ｓ ： ／／ ｃｒａｎ ． ｒ
－
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－
ｐ ｒｏ ｊｅｃｔ ． ｏ ｒｇ／ｗｅｂ／
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ｓｋｌｅａｒｎ ．ｃ ｌｕｓ ｔｅｒ  ．ｂｉｃ ｌｕｓ ｔｅｒ ．
Ｓｐ ｅｃｔｒａ ｌＢ ｉｃ ｌｕｓｔ ｅｒ ｉｎ ｇ ．ｈｔｍ ｌ
文本聚类 ：
ｈｔ ｔｐ ： ／ ／ｓ ｃ ｉｋｉ ｔ
－
ｌ






ｓｋｌｅａｒｎ ．ｃ ｌｕｓ ｔｅｒ  ．ｂｉｃ ｌｕｓ ｔｅｒ ．
Ｓｐ ｅｃｔｒａ ｌＣ ｏ ｃ ｌｕｓ ｔ ｅｒｉｎｇ ．ｈｔｍｌ




ｈｔ ｔｐ ｓ： ／／ ｇｉ ｔｈｕｂ ． ｃｏｍ／ｓ ｌｏｎｇｗｅｌｌ／ ＩＴＣＣ
２ 应用分析
双 向聚类方法可以广泛应用于多个领域 ， 但限于篇幅 ， 本文主要 以基因分析 、 文本聚类 以
及推荐系统三个领域为例介绍其实际应用情况 。
在基因分析中 ， 由 于部分基因对不同疾病类型产生不同影 响 ， 并且基因矩阵是个高维矩
阵 ， 因此双向聚类被普遍应用于基因分析中 。 Ｌｅ ｅ 等 （２０ １０ ） ＠ 将稀疏奇异值分解应用于肺癌基
因数据 ， 对分解得到的前三层左奇异向量 （对应样本 ） 进行两两组合成坐标系 ， 基于这三个维
度有效地将不 同的肺癌类型区分幵 ， 并且通过提取三层的组合热力图可以和实际的类别标签
方匡南等 ： 双向聚类方法综述 ３ １
相 Ｅ配进
一
步验证其效果 。 Ｔａｎ 和 Ｗｉ ｔ ｔｅｎ（２０ １４ ）
＠ 将稀疏双向 Ｋ Ｍｅａｎｓ 聚类应用于肺癌基因
数据
（和 Ｌｅ ｅ 等 （２０ １０ ） Ｐ １ 应用数据集
一
致
） ， 聚类结果的热力 图与稀疏奇异值分解提取前三层
的热力 图类似 ， 利用稀疏奇异值分解得到稀疏向量 ， 需要进行后续处理得到具体的类别 ， 然而









数据集加上不 同幅度噪音来检测该方法的稳健性 。 具体而言 ， 文中对原始的肺癌数据矩阵加
上独立同分布的 Ｗ （０ ， ＣＴ
２
） 噪音 ， ＣＴ 分别设置为 ０ ． ５ ，１ 和 １ ． ５ 。 兰德指数 （ＲａｎｄＩｎｄｅｘ ） 显示凸





用在两个数据集的整合分析上 ， 两个数据集分别测量非裔美国人的基因数据和临床表征数据 ，
最终聚 出三组样本及其对应的基因和临床表征变量 ， 利用前两组的变量进行逻辑回归 ， 发现
在预测是否具有可卡因依赖性上相比控制组的变量具有高的预测准确率 。
在文本聚类 中 ， 由 于文本矩阵是高维稀疏的矩阵 ， 并且部分词语仅在部分文档中显著出现 ，










数据集的聚类 ， 通过将医学类 、 航空系统类以及信息提
取类的文档进行两两组合 、 三者组合 ， 从而验证谱双向聚类在二分类及多分类问题中的高准确






个数据集 ， 验证了信息双 向聚类相 比于单 向






１ 基于人体免疫系统提 出双 向聚类方法 ，
并且利用从巴西报纸上摘取的文档作为数据集进行验证 ， 结果显示该方法比传统的 Ｋ Ｍｅａｎ ｓ
聚类效果有所提升 。 Ｍｅ 等 （ ２０１ ７声
°
１ 将谱双向聚类进行拓展 ， 提出 ＳＯＢＧ 算法 ， 文中验证了
该算法在 ４ 个不同数据集下相 比谱双向聚类以及其他单向聚类准确率得到提升 ， 并且越是高
维的数据提升效果越明显 。
在推荐系统中 ， 由 于推荐矩阵是高维稀疏的矩阵 ， 并且部分用户往往在某类项 目上存在
一
致的评价 ， 因此双向聚类也应用于推荐系统中 。 Ｌ ｉａｎｇ 和 Ｌ ｅｎｇ （２０ １４尸
９
１ 将信息双 向聚类应
用于用户推荐上 ， 通过两个电影数据集进行检验 ， 结果显示侧重类别偏好并且重点基于 电影
进行推荐的效果最好 ， 而基于用户和电影的双向信息聚类得到的预测效果 ， 要显著优于基于
用户 （Ｕ ｓｅｒ ｂａｓｅｄ ） 和基于项 目 （ Ｉ ｔｅｍ ｂａｓｅｄ ） 这两类方法的预测效果 。 Ｗａｎｇ 等 （皿 ５ ）＿ 提出
ＢＣ ＣＦ 双向聚类方法 ， 利用 ＭｏｖｉｅＬｅｎ ｓ 数据集进行检验 ， 结果显示该方法能够解决数据稀疏
性的问题 ， 并且预测精度要高于传统的基于用户的预测方法 。 Ａｌｑａｄａｈ 等 （２０ １５ ）
＿ 提出 ＢＣＮ
的双向聚类方法 ， 该方法用来推荐前 Ｗ 个项 目给用户 ， 在稀疏数据下 ＢＣＮ 显著优于传统的
基于项 目的预测方法 ， 并且效果优于同样可以处理稀疏数据的 ＳＬ ＩＭ 和 ＷＲＭＦ 方法 。
３ 总结与讨论







类 。 双 向聚类的基本思想是分析样本和变量 间的局部对应关系 ， 通过确定其具体
的结构来提高聚类效果并且増强聚类结果的可解释性 。 本文主要梳理了稀疏双向聚类 、 谱双
向聚类 以及信息双 向聚类这三类经典方法 。 在这三类方法中 ， 稀疏双向聚类主要是基于损失
函数 ＋ 惩罚函数的框架 ， 在拟合优势和稀疏惩罚之 间进行权衡取舍 ， 最终得到稀疏聚类结果 。
谱双向聚类通过将聚类 问题和 图论中的二分图切割相结合 ， 基于奇异值分解得到最优解 。 信
息双向聚类基于信息论 ， 考虑将原始矩阵视为二元联合概率的结果并进行近似 ， 利用交互信
息损失最小准则进行优化 。 这三类方法后来被推广到高阶多层次数据的聚类 、 多个数据集的
整合分析以及半监督 、 监督学习和集成学习 中 。 最后梳理了双 向聚类在基因分析 、 文本聚类 、
３２ 数理统计与管理 第 ３ ９ 卷 第 １ 期 ２０２０ 年 １ 月
用户推荐等领域的应用情况 。
近些年随着大数据时代的到来 ， 实时更新的海量数据需要通过人工智能及时处理 。 例如不
断更新上传文档的分类从而进行快速的信息检索 ， 不断更新用户对商品的评价从而进行个性
化推荐等 ， 这些领域都需要利用双 向聚类来不断地进行建模分析 ， 并且对结果进行跟踪反馈





般事先给定需要聚类的子矩阵结构 ， 并且构建 目标函数进行优化
求解 。 然而现实中数据结构是复杂多样的 ， 我们事先并不能确定数据反映的模式结构 ， 直接给
定结构 可能导致聚类结果和实际情况相去甚远 。 因此有必要研究
一
种方法 ， 可以 自 动识别数









集对应相 同的样本 ， 不 同的数据集变量类型不同 ， 通过锁定相同的样本来探究多个变量组之
间的关系 。 现实中搜集到的多个数据集往往在样本上也存在差异 ， 因此有必要设计
一
种方法 ，




随着大数据的兴起 ， 除了数据量的指数级递増以外 ， 还伴随着数据结构复杂性的増加 ， 现
有的双 向聚类方法
一
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ｉｍ ｉｚ ａｔ ｉｏｎ［Ａ ］ ．Ｐｒｏｃ ｅｅｄ ｉｎｇｏ ｆｔｈｅ３ ２ｎｄＩ ｎｔ ｅｒｎａｔ ｉｏｎ ａｌＣｏｎｆｅｒｅｎ ｃｅｏｎＭａ ｃｈ ｉｎｅＬｅａ ｒｎ ｉｎｇ［Ｃ］ ．ＩＣＭＬ ，
２０ １ ５ ：７ ５７ ７ ６６ ．
［
８
］ＭｉｎＷ ，ＬｉｕＪ ，ＬｕｏＦ ，ｅｔ ａ ｌ ．Ａｔｗｏ
－ｓｔ ａｇ
ｅｍｅｔｈｏｄｔ ｏｉｄｅｎｔ ｉｆｙ ｊ
ｏ
ｉ
ｎｔｍｏｄｕｌｅｓ ｆｒｏｍ ｍａ ｔｃｈｅｄＭｉｃｒｏＲＮＡ
ａｎｄｍＲＮＡｅｘｐｒｅｓｓ ｉｏｎｄ ａｔ ａ ［Ｊ］ ． ＩＥＥＥＴｒａｎｓａｃｔ ｉ ｏｎｓ ｏｎＮａｎ ｏｂｉ ｏｓ ｃ ｉ ｅｎｃｅ ，２０ １６ ，１ ５ （４） ：３６ ２ ３７ ０ ．





，Ｗ ｉｔ ｔ ｅｎＤＭ ．Ｓｐａ ｒｓｅｂｉｃ ｌｕｓ ｔｅｒ ｉｎ ｇｏｆ ｔｒａｎｓｐｏｓａｂ ｌｅｄ ａｔ ａ ［Ｊ］ ．Ｊ ｏｕｒｎａ ｌｏｆ Ｃ ｏｍｐｕｔ ａｔ ｉｏｎａ ｌ＆




：９８ ５ １０ ０ ８ ．
［
１０
］Ｗｉ ｔｔ ｅｎＤ Ｍ ， Ｔ ｉｂｓｈｉ ｒａｎｉＲ ． Ａｆｒａｍｅｗｏｒｋ ｆｏｒ ｆｅａｔｕｒｅ ｓｅ ｌｅｃｔ ｉｏｎｉｎｃ ｌｕｓ ｔｅｒ ｉｎ ｇ［Ｊ］ ．Ｊｏｕｒｎａｌ ｏ ｆｔｈ ｅＡｍｅｒ ｉｃ ａｎ








：７ １３ ７ ２６ ．
［
１ １
］Ｐｉｍｅｎｔ ｅｌＨ ， ＨｕＺ ，Ｈｕ ａｎｇＨ ．Ｂｉｃ ｌｕｓ ｔｅｒ ｉｎｇｂｙｓｐ ａｒ ｓｅｃａｎｏｎｉ ｃａ ｌｃｏ ｒ ｒｅｌａｔ ｉｏｎａｎａ ｌｙｓ ｉｓ［Ｊ］ ．Ｑｕａｎｔ ｉｔ ａ ｔｉｖｅ
Ｂｉ ｏｌｏｇｙ ，２ ０１ ８ ，６ （ １ ） ：１ １２ ．
［
１２
］ＴｅｎｇＢ ，Ｙａｎｇ Ｃ ，Ｌ ｉｕＪ ，ｅｔａｌ ．Ｅｘｐ ｌｏ ｒｉｎｇ ｔｈｅｇｅｎｅｔ ｉｃｐａｔ ｔｅｒｎｓ ｏ ｆｃｏｍｐｌｅ ｘｄｉ ｓｅａｓｅｓｖｉ ａ ｔｈｅｉｎｔｅ ｇｒａｔ ｉｖｅ
ｇ
ｅｎ ｏｍｅ－ｗｉｄｅａｐ ｐｒｏａ ｃｈ ［Ｊ］
．ＩＥＥＥ
／







：５５ ７ ５６ ４ ．
［
１３
］Ｃｈｉ ＥＣ ，ＡｌｌｅｎＧＩ ， Ｂ ａｒａｎ ｉｕｋＲＧ ．Ｃｏｎｖｅｘｂｉ ｃ ｌｕｓ ｔｅｒ ｉｎｇ［Ｊ］ ．Ｂ ｉｏｍｅｔ ｒｉ ｃｓ ， ２０ １６ ， ７３ （ １ ） ：１０ １９ ．
［
１４
］Ｃｈｉ ＥＣ ， ＬａｎｇｅＫ ． Ｓｐｌ ｉｔ ｔ ｉｎｇ ｍｅｔｈ ｏｄｓ ｆｏ ｒｃｏｎｖｅｘｃ ｌｕｓ ｔｅｒ ｉｎｇ ［Ｊ］ ．Ｊ ｏｕｒｎ ａｌｏｆ Ｃｏｍｐ ｕｔａ ｔｉ ｏｎａｌ ＆Ｇｒａｐｈｉ ｃａｌ








：９ ９４ １０ １３ ．
［
１５
］ＮｅｚｈａｄＭＺ ，ＺｈｕＤ ，Ｓａｄａｔ ｉＮ ，ｅｔａｌ ．ＳＵＢＩＣ ：Ａｓｕｐｅｒｖ ｉｓｅｄｂｉ －ｃ ｌｕ ｓｔ ｅｒ ｉｎｇａｐｐｒｏａ ｃｈｆｏｒｐｒｅｃ ｉｓ ｉ ｏｎ








，Ｇ ａｉｎｅｓＢＲ ，Ｓｕｎ Ｗ Ｗ ，ｅｔａｌ ．Ｐｒｏｖａｂｌｅｃｏｎｖｅｘｃｏ －ｃ ｌｕｓｔ ｅｒｉｎｇ ｏｆ ｔｅ ｎｓｏ ｒ ｓ ［Ｒ］ ．ａｒＸｉｖｐｒｅｐｒ ｉｎｔ ，




］ＹｕＭ ，Ｒａｍａｍｕｒ ｔｈｙＫＮ ， ＴｈｏｍｐｓｏｎＡ ，ｅｔａ ｌ．Ｓｉｍｕｌｔ ａｎｅ ｏｕｓｐａｒａｍｅｔ ｅｒｌｅａｒｎｉｎｇａｎｄｂｉ－ｃ ｌｕｓ ｔｅ ｒｉｎｇ
ｆｏ ｒｍｕｌ ｔ ｉ－ｒｅｓｐ ｏｎｓｅｍｏｄｅｌｓ［Ｒ］ ．ａｒＸｉｖｐ ｒｅｐｒ ｉｎｔ ，ａｒＸｉｖ ：１ ８０４ ． １ ０９ ６１ ，２０ １８ ．
［
１８
］Ｌｕｘｂ ｕｒｇ ＵＶ ． Ａ ｔｕｔ ｏｒ ｉ ａｌｏｎｓｐｅｃ ｔｒａｌ ｃ ｌｕｓｔ ｅｒ ｉｎｇ［Ｊ］ ．Ｓ ｔ ａｔｉ ｓｔ ｉ ｃｓ＆Ｃｏｍｐｕｔｉｎｇ ， ２０ ０ ７ ，１ ７ （４ ） ：３９ ５ ４ １６ ．
［
１９
］Ｄｈｉｌ ｌｏｎ ＩＳ ．Ｃ ｏ
－ｃ
ｌ
ｕｓ ｔｅｒ ｉｎ ｇｄｏ ｃｕｍｅｎｔｓ ａｎｄｗｏｒｄｓｕｓ ｉｎｇｂｉｐａ ｒｔ ｉｔ ｅｓｐｅｃｔ ｒａｌｇ ｒａｐｈｐａｒ ｔｉ ｔｉ ｏｎ ｉｎｇ［Ａ］ ．Ｉ ｎ ：
ＡＣＭＳ ＩＧＫＤＤＩｎｔ ｅｒｎ ａｔ ｉｏｎａ ｌＣｏｎ ｆｅｒｅｎｃｅｏｎ Ｋｎｏｗ ｌｅｄｇｅＤ ｉｓ ｃｏｖｅｒｙ＆Ｄ ａｔ ａＭ ｉｎ ｉｎｇ ［Ｃ］ ．ＡＣＭ ，２ ０ ０１ ：
２６ ９ ２ ７４ ．
［
２０
］Ｎ ｉｅＦ ，ＷａｎｇＸ ，ＤｅｎｇＣ ，ｅｔａｌ ．Ｌｅａｒｎｉｎ ｇａｓ ｔｒｕｃｔｕｒｅｄｏｐｔｉｍａｌ ｂｉｐａ ｒｔ ｉｔ ｅｇ ｒａｐｈ ｆｏ ｒｃｏ
－





Ａｄｖａｎｃｅｓ ｉｎＮｅ ｕｒａ ｌＩ ｎｆｏｒｍａｔ ｉｏｎＰｒｏ ｃｅｓｓ ｉｎ ｇＳｙｓｔ ｅｍｓ ［Ｃ］ ． Ｎ ＩＰ Ｓ ，２ ０ １７ ．
［
２１




ｕｓ ｔｅｒ ｉｎｇ ［Ａ ］ ． Ｉｎ ：ＥｌｅｖｅｎｔｈＡＣＭＳ ＩＧＫＤＤＩｎｔ ｅｒｎａｔ ｉｏｎａ ｌＣｏｎｆｅｒｅｎｃｅ
ｏｎＫｎｏｗ ｌｅｄｇｅＤ ｉ ｓ ｃｏｖｅｒｙｉｎＤａｔ ａ Ｍｉｎｉｎｇ［Ｃ］ ． ＡＣＭ ，２ ００ ５ ：４ １ ５ ０ ．
［
２２
］Ｇｒｅｅ ｎＮ ，ＲｅｇｅＭ ，ＬｉｕＸ ，ｅｔａｌ ．Ｅｖｏ ｌｕｔ ｉ ｏｎａ ｒｙｓｐ ｅｃｔｒａｌｃｏ
－ｃ
ｌ







２ ０１ １ ：１ ０７ ４ １ ０８ １ ．
［
２３
］ＳｈｉＸ ，ＦａｎＷ ，ＹｕＰＳ ．Ｅｆｉｃ ｉｅｎｔｓｅｍｉ －ｓｕｐｅｒｖ ｉｓｅｄｓｐｅ ｃｔｒａｌｃ ｏ－ｃ ｌｕｓ ｔｅｒ ｉｎｇｗｉ ｔｈｃｏｎ ｓｔ ｒａｉｎｔｓ［Ａ］ ．Ｉ ｎ ：
Ｉｎｔ ｅｒｎ ａｔ ｉｏｎａｌ Ｃ ｏｎｆｅｒｅｎｃｅｏｎＤａ ｔａ Ｍｉｎｉｎｇ［Ｃ］ ．ＩＣＤＭ ，２ ０ １ １ ：１０４３ １ ０４８ ．
［
２４





：４６ ５ ５ ．
［
２５
］Ｋｌｕｇｅｒ Ｙ ，Ｂ ａｓｒ ｉＲ ，Ｃｈ ａｎｇＪＴ ，ｅｔ ａｌ ．Ｓｐ ｅｃｔｒａ ｌｂｉｃ ｌｕｓ ｔｅｒ ｉｎｇｏｆ ｍｉ ｃｒｏａ ｒｒａｙｄａｔ ａ ：Ｃｏ ｃ ｌｕｓｔ ｅｒ ｉｎ ｇｇｅｎ ｅｓ












：７０ ３ ７ １６ ．
［
２６
］Ｃ ａｎｏＣ ，Ａｄ ａｒｖｅＬ ，ＬｏｐｅｚＪ ，ｅｔａ ｌ．Ｐｏｓ ｓ ｉｂｉ ｌｉ ｓｔ ｉ ｃａｐｐｒｏａｃｈｆｏｒ ｂｉ ｃ ｌｕ ｓｔ ｅｒ ｉｎｇ ｍ ｉｃｒｏａｒｒａｙｄａｔ ａ［Ｊ ］ ．Ｃｏｍ？
ｐｕｔ ｅｒｓ ｉｎＢ ｉ ｏｌｏｇｙ＆Ｍ ｅｄｉｃ ｉｎｅ ，２ ００ ７ ，３ ７ （ １ ０） ：１４２６ １４３６ ．
［
２７
］ＧｕａｎＪ ，ＱｉｕＧ ，ＸｕｅＸＹ ．Ｓｐｅｃｔ ｒａｌｉｍａｇｅｓａｎｄｆｅ ａｔｕｒｅｓｃｏ－ｃ ｌｕｓ ｔｅｒ ｉｎ ｇｗ ｉｔｈａｐｐｌ ｉｃ ａｔ ｉｏｎｔｏｃ ｏｎｔ ｅｎｔ－
ｂａｓｅｄ ｉｍａｇｅｒｅｔ ｒ ｉｅｖａｌ ［Ａ ］ ．Ｉｎ ：ＩＥＥＥ７ｔｈＷｏｒｋｓｈｏｐｏｎＭｕｌ ｔｉｍｅｄ ｉａＳ ｉ ｇｎ ａｌＰｒｏ ｃｅｓｓ ｉｎｇ ［Ｃ］ ．ＩＥＥＥ ，
２０ ０ ５ ．
［
２８
］Ｗｉ ｅｌｉｎｇＭ ，ＮｅｒｂｏｎｎｅＪ ．Ｂｉｐａｒ ｔ ｉｔ ｅｓｐｅｃｔ ｒａ ｌｇｒａｐ ｈｐａ ｒｔ ｉｔ ｉ ｏｎｉｎｇｔｏ ｃｏ
－ｃ
ｌ
ｕｓｔ ｅｒｖａ ｒｉ ｅｔ ｉｅｓａｎｄｓｏｕｎｄｃｏ ｒ？











２ ００ ９ ：１４ ２ ２ ．
［
２９
］ＸｕＧ ，Ｚ ｏｎｇ Ｙ ，ＤｏｌｏｇＰ ，ｅｔａｌ ．Ｃ ｏ－ ｃ ｌｕｓ ｔｅｒ ｉｎｇａｎ ａｌｙｓ ｉ ｓｏ ｆｗｅｂｌｏｇｓ ｕｓ ｉｎｇｂｉｐ ａｒｔ ｉ ｔｅｓｐ ｅｃｔｒａ ｌｐｒｏ ｊｅｃｔ ｉｏｎ
ａｐｐｒｏａｃｈ［Ａ ］ ．Ｉ ｎ ：Ｉｎｔｅｒｎ ａｔ ｉｏｎ ａｌＣ ｏｎ ｆｅｒｅｎｃｅｏｎＫｎｏｗ ｌｅｄｇｅ－Ｂ ａ ｓｅｄａｎｄ Ｉｎｔ ｅｌｌ ｉｇｅｎｔＩｎｆｏ ｒｍａｔ ｉｏｎａｎｄ
Ｅｎｇ ｉｎｅｅ ｒｉｎｇＳ ｙｓ ｔ ｅｍｓ［Ｃ］
．Ｓｐｒｉｎｇｅｒ
－ Ｖｅｒｌａｇ ，２ ０１ ０ ：３ ９８ ４０７ ．
３４ 数理统计与管理 第 ３ ９ 卷 第 １ 期 ２０２０ 年 １ 月
［
３０
］Ｄｈｉｌ ｌｏｎＩ ，Ｍａ ｌｌｅｌａＳ ，Ｍｏｄｈａ ， Ｄ ． Ｉｎｆｏ ｒｍａｔ ｉｏｎ－ｔｈｅｏ ｒｅｔ ｉ ｃｃ ｏ－ｃ ｌｕｓ ｔ ｅｒ ｉｎ ｇ［Ａ］ ． Ｉｎ ：ＡＣＭＳ ＩＧＫＤＤＩｎｔ ｅｒｎ ａ？
ｔｉ ｏｎ ａｌＣｏｎｆｅｒｅｎ ｃｅｏｎＫｎｏｗｌｅｄｇｅＤ ｉｓ ｃｏｖｅｒｙ＆Ｄａｔ ａ Ｍｉｎｉｎｇ［Ｃ］ ． ＡＣＭ ， ２０ ０３ ：８ ９ ９ ８ ．
［
３１
］Ｇｈｏ ｓｈＪ ．Ｂ ｒｅｇｍａｎ ｃｏ
－
ｃ ｌｕｓ ｔｅｒ ｉｎ
ｇ











：５ ０ ９ ５１ ４ ．
［
３２
］ＹｅＹ ，Ｌｉ Ｘ ，Ｗｕ Ｂ ，ｅｔａｌ ．Ｆｅａｔｕｒｅｗｅｉｇｈｔｉｎｇｉｎｆｏｒｍａｔ ｉｏｎ－ｔｈｅｏ ｒｅｔ ｉｃｃｏ －ｃ ｌｕｓ ｔｅｒ ｉｎｇ ｆｏｒｄ ｏｃ ｕｍｅｎｔ ｃ ｌｕｓ ｔ ｅｒ？
ｉｎ
ｇ［Ａ］ ． Ｉｎｔ ｅｒｎ ａｔ ｉｏｎａｌ Ｃ ｏｎ ｆｅｒｅｎｃｅｏｎＣｏｍｐｕ ｔｅｒ Ｓ ｃ ｉ ｅｎｃｅａｎｄ Ｉｔ ｓＡｐｐｌ ｉ ｃａｔ ｉｏｎｓ ［Ｃ］ ．ＩＥＥＥＰｕｂｌ ｉｃ ａｔ ｉｏｎ ，












ｅｔａ ｌ ．Ａｎｉｎｆｏ ｒｍａｔｉ ｏｎ－ｔｈ ｅｏｒｅｔ ｉｃｆ ｒａｍｅｗｏ ｒｋ ｆｏ ｒｈｉｇｈ－ｏ ｒｄ ｅｒ














２ ００ ６ ：５ ９８ ６ ０ ５ ．
［
３４
］Ｈｕａｎｇ Ｑ ，ＣｈｅｎＸ ，Ｈ ｕａｎｇ ＪＺ ，ｅｔ ａ ｌ ．Ｓ ｃａｌａｂ ｌｅｅｎ ｓｅｍｂｌｅ ｉｎｆｏ ｒｍａ ｔｉ ｏｎ －ｔｈｅｏ ｒｅｔｉ ｃ ｃｏ －ｃ ｌｕｓｔ ｅｒ ｉｎ ｇｆｏ ｒｍａ ｓｓ ｉｖｅ
ｄａｔ ａ ［Ａ ］ ． Ｐｒｏｃ ｅｅｄ ｉｎｇ ｓｏ ｆｔｈｅＩｎｔ ｅｒｎａ ｔｉｏｎ ａｌＭｕｌ ｔｉＣｏｎｆｅｒｅｎｃｅｏｆＥｎｇｉｎｅｅｒ ｓａｎｄＣ ｏｍｐｕｔ ｅｒＳ ｃ ｉ ｅｎｔ ｉ ｓｔ ｓ ［Ｃ］ ．
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，ＬｕＬ ， Ｃ ａｉＬＨ ．Ｕｎ ｓｕｐ ｅｒｖ ｉ ｓｅｄａｕｄｉｔ ｏｒｙｓ ｃｅｎｅｃａｔ ｅｇｏｒ ｉ ｚａｔ ｉｏｎｖ ｉａ ｋｅｙ ａｕｄｉ ｏｅｆｆｅｃ ｔｓａｎｄｉｎｆｏ ｒ？
ｍａ ｔｉ ｏｎ－ｔｈ ｅｏｒｅｔ ｉｃｃｏ －ｃ ｌｕｓｔ ｅｒ ｉｎｇ［Ａ］ ．ＩＥＥＥＩｎｔ ｅｒｎａｔ ｉｏｎａ ｌＣｏｎ ｆｅｒｅｎｃｅｏｎ Ａｃｏｕｓ ｔ ｉｃｓ ，Ｓｐｅｅｃｈ ，ａｎｄＳ ｉｇｎａ ｌ
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．ＩＥＥＥＩ ｎｔｅｒｎａ ｔｉ ｏｎ ａｌＳｙｍｐｏｓ ｉｕｍｏｎＣｉ ｒｃｕｉ ｔｓａｎｄＳｙｓ ｔｅｍｓ［ Ｃ］ ．ＩＥＥＥ ，２ ００ ５ ：９ ６４ ９６ ７ ．
［
３７
］ＡｈｍｅｄＭ ，ＭａｈｍｏｏｄＡＮ ．Ｎｅ ｔｗｏ ｒｋｔ ｒａｆｉｃｐ ａｔ ｔｅｒｎａｎ ａｌｙｓ ｉｓ ｕｓ ｉｎｇｉｍｐｒｏｖｅ ｄｉｎｆｏｒｍａｔ ｉｏｎｔｈｅｏ ｒｅｔｉ ｃｃ ｏ？
ｃ
ｌ
ｕｓ ｔ ｅｒｉｎｇｂａｓｅｄｃｏ ｌｌｅｃｔ ｉｖｅａｎｏｍａ ｌｙｄｅｔ ｅｃｔ ｉｏｎ ［Ａ］ ．Ｉｎｔ ｅｒｎ ａｔ ｉｏｎａｌ Ｃ ｏｎｆｅｒｅｎｃｅｏｎＳｅｃ ｕｒｉ ｔｙａｎｄＰｒ ｉｖａｃｙ




．Ｓｐ ｒｉｎ ｇｅｒ Ｉｎｔ ｅｒｎ ａｔ ｉｏｎａ ｌＰｕｂｌｉ ｓｈ ｉｎｇ ，２０ １４ ：２ ９ ４ １ ．
［
３８
］ｄｅＣａ ｓｔ ｒｏＰ Ａ Ｄ ，ＤｅＦｒａｎｃａＦＯ ，Ｆｅｒ ｒｅｉｒａＨＭ ，ｅｔａｌ ．Ａｐｐｌｙｉｎｇｂｉ ｃ ｌｕｓ ｔ ｅｒ ｉｎｇｔ ｏｔ ｅｘｔｍ ｉｎｉｎｇ ：Ａｎ
ｉｍｍｕｎ ｅ－ ｉｎｓｐｉ ｒｅ ｄａｐｐｒｏａ ｃｈ ［Ａ］ ．Ｉｎ ｔｅｒｎａｔ ｉ ｏｎ ａｌＣ ｏｎｆｅｒｅｎｃｅｏｎＡｒ ｔｉｆｉｃ ｉ ａｌ ＩｍｍｕｎｅＳｙｓ ｔ ｅｍｓ ［Ｃ］ ．Ｓｐ ｒｉｎｇｅｒ
－
Ｖｅｒ ｌａｇ ，２ ００ ７ ：８ ３ ９４ ．
［
３９
］Ｌｉ ａｎｇＣ ，ＬｅｎｇＹ ．Ｃ ｏｌ ｌａｂｏ ｒａ ｔｉｖｅｆｉｌ ｔｅｒ ｉｎｇｂａ ｓｅｄｏｎｉｎｆｏ ｒｍａｔｉ ｏｎ －ｔｈｅ ｏｒｅｔｉ ｃｃｏ －ｃ ｌｕ ｓｔ ｅｒ ｉｎｇ［ Ｊ］ ．Ｉｎｔ ｅｒｎ ａ？
ｔｉ ｏｎ ａｌＪｏｕｒｎａｌ ｏ ｆＳｙｓｔ ｅｍｓＳｃ ｉｅｎｃｅ ， ２０ １４ ，４５ （３ ） ：５ ８９ ５ ９７ ．
［
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． ＩＥＥＥＩｎｔ ｅｒｎ ａｔ ｉｏｎａｌＣｏｎｆｅｒｅｎｃｅｏｎ ＣｙｂｅｒＴｅ ｃｈｎｏｌｏｇｙｉｎＡｕｔ ｏｍａ ｔｉ ｏｎ ，Ｃ ｏｎｔ ｒｏ ｌ ，ａｎｄＩｎｔｅｌ ｌｉ ｇｅｎｔ
Ｓｙｓｔ ｅｍｓ［Ｃ］ ． ＣＹＢＥＲ ， ２０ １ ５ ：８０ ３ ８ ０７ ．
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