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MOMENTS OF UNRAMIFIED 2-GROUP EXTENSIONS OF
QUADRATIC FIELDS
JACK KLYS
Abstract. Let f (K) be the number of unramified extensions L/K of a quadratic
number field K with Gal (L/K) = H and Gal (L/Q) = G where G is a central
extension of Fn
2
by F2. We find a function g (K) such that f/g has finite moments
and a distribution on its values. We show this distribution is a point mass when H is
non-abelian and the Cohen-Lenstra distribution when H is abelian, despite the fact
that the set of values of f/g do not form a discrete set. We prove an explicit formula
for f as well as a refined counting function with local conditions. We also determine
correlations of such counting functions for different groups G. Lastly we formulate a
conjecture about moments and correlations for any pair of 2-groups (G,H).
1. Introduction
1.1. Background. The Cohen-Lenstra heuristics are a well known series of conjectures
and heuristics for the distributions of class groups of number fields. There has been
much recent interest and progress on these conjectures and their variants, including
non-abelian versions. In this paper we make progress towards a potential (currently
not yet formulated) non-abelian version of the Cohen-Lenstra conjectures for 2-groups
in the setting of quadratic fields by proving distributional results about unramified
2-extensions of quadratic number fields.
Let D±X denote the set of positive (resp. negative) quadratic discriminants of absolute
value less than X . For any function f (K) defined on the set of quadratic fields let
E
±
k (f) = lim
X−→∞
∑
K,DK∈D
±
X
fk (K)∣∣D±X∣∣
be the average of fk over positive (resp. negative) discriminants.
For any pair of groups H ≤ G with [G : H ] = 2 define
f (K) = |{L/K unramified | ∃φ : G (L/Q) ∼= G, φ (G (L/K)) = H}| .
We call any such extension as in the definition of f a (G,H)-extension.
The Cohen-Lenstra heuristics predict E±k (f) for all k when H is an abelian p-
group with p odd and G = H ⋊ C2 with C2 acting by inversion [CL84]. In this
case f (K) = |Surj (ClK , H)| · |Aut (H)|−1. In fact it can be shown that the Cohen-
Lenstra conjectures about the distribution of ClK,p are equivalent to the statement
that E±1 (|Surj (ClK , H)|) = m± for all finite abelian p-groups H , where m± equals
1/Aut (H) and 1 in the postive and negative cases respectively.
If we instead restrict to asking about the distribution of ClK,p [p] this is equivalent
to asking for a distribution of the values of the function |Surj (ClK , H)| and in turn is
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equivalent to computing E±k (|Surj (ClK ,Z/pZ)|) for all k ∈ Z≥1. Thus computation of
the moments E±k (f) for any pair of groups (G,H) as above is a natural generalization
of the abelian Cohen-Lenstra conjectures.
For any even group G Wood conjectured that E±1 (f) is finite when there is a unique
conjugacy class of order 2 elements not in H and infinite otherwise [Woo16]. Alberts
and the author investigated the latter case for the pair (G,H) = (Q8 ⋊ C2, C2) by
computing a finite value for E±k
(
f/3ω(Dk)
)
for all k (here Q8⋊C2 is the central product
of D8 and C4 along C2) where f/3
ω(Dk) is normalized precisely to make the moments
finite [Alb16, AK16] (ω (n) denotes the number of unique prime divisors of n). We
refer the reader there for a more detailed exposition of all the above results.
In this paper we consider the generalization of this to all 2-groups (G,H). In par-
ticular when G is a central extension of Fn2 by F2 we determine a value c such that
the function f/cω(Dk) determines a distribution, and we compute this distribution and
its moments. Furthermore we conjecture this value of c works for all pairs of finite
2-groups (G,H).
1.2. Main results. Let G be a finite 2-group with H ≤ G a subgroup such that
[G : H ] = 2. We will call the pair (G,H) admissible if there exists a (G,H)-extension.
This implies G can be generated by order 2 elements not contained in H . For example
any pair (G,H) with G an abelian 2-group of exponent greater than 2 is not admissible.
Let Φ (G) be the Frattini subgroup of G. Let T0 ⊂ G/Φ (G) be the subset of all
elements whose lifts to G have order 2 and are not contained in H . We will refer to
T0 as the maximal admissible generating set. Let c = cT0 be the number of conjugacy
classes of order 2 elements in G which are not contained in H . This can be viewed
as the number of orbits of the set of lifts of T0 acting on itself by conjugation. Let
AutH(G,Φ (G)) be the subgroup of Aut (G/Φ (G)) preserving the set H whose elements
lift to Aut (G).
Let µ±CL (H) be the Cohen-Lenstra probability measure on finite abelian 2-groups H
which is proportional to 1/(|AutH|·|H|a) where a = 0, 1 in the positive (resp. negative)
case. Let P±CL (i) be the probability with respect to the Cohen-Lenstra measure that a
finite abelian 2-group has rank i.
Finally for any real valued function h defined on quadratic discriminants we will
denote by µh the distribution on R (with the Borel σ-algebra) determined by its values
(see Section 8.1 for a precise definition of µh).
Our main result is the following.
Theorem 1.1. Let G be a central extension of Fn2 by F2 with (G,H) is admissible. Let
h (d) = f (d) /cω(d) and a = |AutH (G,Φ(G))|.
If H is not abelian then the distribution of h (d) is µh = δP where δP is the point-mass
at P ∈ Q and P 6= 0.
IfH is abelian then h (d) has distribution µh supported on the set {(2i − 1) /a | i ∈ Z≥0}
given by
µh
((
2i − 1) /2n−1a) = P±CL (i)
over the set of real (respectively imaginary) quadratic fields.
MOMENTS OF UNRAMIFIED 2-GROUP EXTENSIONS OF QUADRATIC FIELDS 3
See (Theorem 8.2) for a precise formula for P . Considering the function f (d) /cω(d)
rather than f (d) is crucial. The latter has infinite moments of all orders and there is
no distribution on its values.
We note that even though in the case when H is abelian and µh is supported on a
discrete subset of Q, the values of h themselves do not form a discrete subset. In fact
h takes values not in the support of µh with positive density in the set of quadratic
fields. The proof of Theorem 1.1 shows that in this case h can be partially expressed
in terms of |ClK [4] /ClK [2]| and this term is what controls the distribution of h and
results in the occurence of the distribution P±CL (i).
We can additionally deduce a result about moments of the above function as well
as correlations of functions for several pairs (Gi, Hi) . Let N (k) denote the number of
subspaces of Fk2.
Theorem 1.2. Let (G1, H1) , . . . , (Gk, Hk) be a sequence of admissible pairs. Let Ti,0 be
the maximal admissible generating set corresponding to (Gi, Hi). Let fi be the function
counting (Gi, Hi)-extensions. Let Y ⊂ [k] be the set of indices i for which Hi is abelian.
Then
lim
X−→∞
∑
d∈D±X
∏k
i=1
(
fi(d)
c
ω(d)
Ti,0
)
∑
d∈D±X
1
=
(
k∏
j=1
q−1j
) ∏
j∈[k]\Y
Pj
 |Y |∑
i=0
(−1)i
(|Y |
i
)
M± (|Y | − i)

where
• qj = 2nj−1
∣∣AutHj (Gj,Φ (Gj))∣∣ and Pj ∈ Q
• M− (j) = N (j) and M+ (j) = 2−j (N (j + 1)−N (j))
See (Theorem 9.4) for an explicit formula for Pj. Note when (Gi, Hi) are all equal
this theorem gives the kth moment of f (d) /c
ω(d)
T0
.
We have the following corollary of Theorem 1.1 on the density of quotients of the
Galois group of the maximal unramified extension of quadratic fields.
Corollary 1.3. Let (G1, H1, T0,1) , . . . , (Gk, Hk, T0,k) be a set of admissible tuples. Let
K0 ⊂ K be the set of all quadratic fields K whose maximal unramified extension Kun/Q
contains a (Gi, Hi) extension for all i.
If Hi is non-abelian for all i then K0 has density 1. Otherwise K0 has density
1− PCL (0).
The first step to proving the above results is obtaining an explicit formula for f
expressed as a sum of Legendre symbols. In fact we obtain a formula for a refined
counting function. Let T ⊂ G/Φ (G) be any subset. We will call T admissible for
(G,H), or say that (G,H, T ) is admissible if T lifts to a generating set of order 2
elements of G not contained in H .
For any L/K a (G,H)-extension there is a canonical generating set U for
G (L/Q) /Φ (G (L/Q)) which is not contained in G (L/K) and lifts to a generating set
of order 2 elements (U is given by projecting the inertia groups). We define
fT (K) = |{L/K unramified | ∃φ : (L/Q) ∼= G, φ (G (L/K)) = H, φ (U) = T}|
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and call such an extension a (G,H, T )-extension.
Let AutH,T (G,Φ (G)) be the subgroup of Aut (G/Φ (G)) preserving the sets H and
T whose elements lift to Aut (G). Let cT denote the number of conjugacy classes of
lifts of T . This can be interpreted as the number of orbits of the set of lifts of T acting
on itself by conjugation.
Theorem 1.4. Suppose (G,H, T ) is admissible. Let T = {t1, . . . , tr} and let {x1, . . . , xr} ⊂
G be any set of lifts. Let Si = {1 ≤ j ≤ r | [xi, xj] 6= 1}. Then
fT (d) =
1
2n |AutH,T (G,Φ (G))|
∑
(d1,...,dr)
r∏
i=1
∏
p|di
(
1 +
(∏
j∈Si
dj
p
))
where the sum is over tuples of coprime fundamental discriminants such that d =∏r
i=1 di.
In the proof we utilize the Embedding Theorem [MS91] which gives a condition for
the existence of the type of extensions we are interested in. This formula generalizes
the one in [AK16] used to count Q8-extensions.
We define a graph G (T0) with vertex set T0, and say u, v ∈ T0 are connected by an
edge if their lifts do not commute. We show H being abelian is equivalent to G (T0)
being complete and bipartite and split the proof up based on this property. We then
proceeds by determining the kth moments and hence the distribution of fT0 in the
case when G (T0) is not complete bipartite, and building on this information to obtain
the distribution directly in the complete bipartite case by re-expressing fT0 in terms
of the class group and other functions of the form fT and applying measure-theoretic
arguments.
The theorems of Fouvry and Klu¨ners on character sum cancellation [FK07] can be
applied to fT to show that the computation of the kth moments of fT depends on
classifying the maximal disconnected subgraphs of a graph G∗ (T k) (see Section 4 for
the definition). In particular the sizes of these subgraphs determine the asymptotics
of fT , whereas their particular form is needed to compute the coefficient of the main
term.
While for k = 1 G∗ (T ) is closely related to G (T ) above which is easy to handle,
the structure of G∗ (T k) is more complicated and necessitates additional tools. Since
G∗ (T k) depends on relations inG we encode these using a bilinear form in characteristic
2 which can be used to study the graph by employing the theory of bilinear forms and
linear algebra in characteristic 2 (see Section 3).
1.3. Related work. There are some result known regarding the values E±k (f) for
various pairs of groups (G,H) and variants of f .
The well known theorem of Davenport-Heilbronn givesE±1 (f) forH
∼= Z/3Z [DH71].
Bhargava computed E±1 (f) for (G,H) = (Sn, An) for n = 3, 4, 5 [Bha14]. The work of
Fouvry and Klu¨ners on 4-ranks of class groups of quadratic fields [FK07] (an extension
of the Cohen-Lenstra heuristics to p = 2) can be rephrased as computing E±k
(
f/2ω(Dk)
)
for (D8, C4) for all k (see Section 10.3).
The Embedding Theorem [MS91] used in the proof of Theorem 1.4 has been gener-
alized by Alberts [Alb17] to a larger class of extensions, and consequently can be used
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to obtain more general counting functions, the study of which we expect to form the
basis of future work.
1.4. Conjectures. We state some conjectures which are suggested by our main theo-
rems.
Conjecture 1.5. Let G be a finite 2-group. Let H ≤ G be a subgroup with [G : H ] = 2
such that (G,H) is admissible. Then
(1)
0 < E±k
(
f
cω(DK)
)
<∞
and these moments determine a distribution on the values of f .
(2) There exists a constant C (G,H) such that∑
K,0<±DK<X
fk (K) ∼ C (G,H)X (logX)ck−1 .
The suggestion that c controls the asymptotics for even groups appeared previously
in the work of Wood. She has shown that a suitable modification of the Malle-Bhargava
field counting heuristics predicts the above asymptotic for k = 1 for any even group.
She also proved this asymptotic for G elementary abelian and obtained a lower bound
in a function field analogue (see Section 6 and Theorem 1.2 in [Woo16]).
In Section 10.1 we restate her heuristic argument in the language of this paper and
show that it can be modified to apply to the following refined conjecture involving the
counting function fT .
Conjecture 1.6. Let (G1, H1, T1) , . . . , (Gk, Hk, Tk) be a sequence of admissible tuples
of finite 2-groups and generating sets. Then
(1) For all positive integers k
0 < E±1
( ∏k
i=1 fTi∏k
i=1 c
ω(DK)
Ti
)
<∞.
If (Gi, Hi, Ti) = (G,H, T ) for all i these moments determine a distribution on
the values of fT .
(2) There exists a constant C (G,H) such that∑
K,0<±DK<X
k∏
i=1
fTi (K) ∼ C (G,H, T )X (logX)
∏k
i=1 c
k
Ti
−1 .
It is easy to show that Conjecture 1.5 follows from Conjecture 1.6 using the fact that
cT < cT0 for any admissible generating set T ( T0 and f =
∑
T⊆T0
fT .
As a consequence of our main theorems we have
Corollary 1.7. Let G be a central extension of Fn2 by F2 and let (G,H, T ) be admissible.
Suppose G is not elementary abelian. Then Conjecture 1.5 (1) is true.
If either of the following conditions is true:
(1) Ti = Ti,0 is the maximal admissible generating set for all i = 1, . . . , k
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(2) k = 1 and T1 is any admissible generating set for (G1, H1)
then Conjecture 1.6 (1) true.
The proofs of our main theorems imply that in fact part (2) of Conjectures 1.5
and 1.6 is true but for the function counting extensions unramified away from infinity
(indeed throughout the proof we work with this counting function, and show that when
normalized it is asymptotic to fT/c
ω). This at least gives a bound for the quantity in
part (2) of the above conjectures.
1.5. Plan of the proof. In Section 2 we prove a formula for f the number of (G,H, T )-
extensions of any quadratic field. In Sections 3 we prove necessary technical results
about quadratic forms in characteristic 2. We define the graphs we will use in our
computation of the moments of f in Section 4 and classify the disconnected subgraphs
in Section 5.
Applying these results we compute the asymptotics and moments of f in Sections 6
and 7. Finally we compute the distributions and moments and correlations in Sections
8 and 9.
2. Counting 2-extensions
The main goal of this section is to obtain a formula for the function fT (K) which
gives the number of (G,H, T )-extensions (defined below) of a quadratic field K for any
fixed admissible (G,H, T ).
2.1. Preliminaries. Let K = Q
(√
d
)
. Let G be a central extension of Fn2 by F2 and
let L be an unramified extension of K with φ : G (L/Q) ∼= G such that φ (G (L/K)) =
H .
Let Lg = L∩Kgen whereKgen = Q (√q1, . . . ,√qr) and the qi are prime discriminants
with
∏
qi = d. It is easy to show that L
g = Q
(√
d′1, . . . ,
√
d′n
)
where d′i | d and are
independent modulo (Q∗)2.
It is also clear that G (Lg/Q) ∼= Cn2 and we can pick the isomorphism such that the
standard basis element ei ∈ Cn2 projects nontrivially onto Gi = G
(
K(
√
d′i)/Q
)
. Let
yi be any chosen lift of ei in G (L/Q). Let 〈a〉 be the distinguished central subgroup
of G of order 2. Note this implies there are only two possibilities for yi and they differ
by a multiple of a.
Lemma 2.1. The set of yi generates G (L/Q).
Proof. The ei generate C
n
2
∼= G (L/Q) / 〈a〉 so the yi generate at least 2n elements in
G (L/Q) \ {a} and hence 〈yi〉ni=1∪{a} generates G (L/Q). Since a ∈ Z (G) and G (L/Q)
is not abelian there must exist yi and yj which don’t commute, so that [yi, yj] = a. 
For any such extension L/Q let U ⊂ G (L/Q) /Φ (G (L/Q)) be the projection of the
generators of all the inertia subgroups of G (L/Q).
Definition 2.2. We call L/K an unramified (resp. unramified away from infinity)
(G,H, T )-extension if it is unramified everywhere (resp. away from infinity) and there
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exists an isomorphism φ : G (L/Q) ∼= G such that φ (G (L/K)) = H and φ (U) = T .
We call φ the associated isomorphism of the (G,H, T )-extension (note φ is not unique
in general).
Until Section 8 we will work with unramified away from infinity (G,H, T )-extensions,
and use fT to denote the number of these. Note this differs from the definition used up
to this point. To prove our theorems for unramified everywhere (G,H, T )-extensions
we will apply Lemma 8.10. Thus until further notice we will simply say (G,H, T )-
extensions to refer to those unramified away from infinity.
2.2. Extensions with a fixed genus subfield. Throughout this subsection we will
fix an unramified away from infinity extension L′/K such that G (L′/K) ∼= Cn−12 and
G (L′/Q) ∼= Cn2 . We will count (G,H, T )-extensions L/K with Lg = L′. Fix an
isomorphism φ′ : Gal (L′/Q) ∼= G/Φ (G) such that φ′ (U) = T and φ′ (Gal (L′/K)) = H .
First we define a notion which will be helpful to this end, using ideas of Lemmermeyer
from [Lem97]. The field L can be written as L = Lg
(√
µ
)
for some µ ∈ Lg. Then since
L/Lg is a Kummer extension we see that µeiej
2
= µ in Lg. Let α2ij = µ
eiej−1. Then(
α2ij
)1+eiej = µ(eiej−1)(eiej+1) = 1. Hence α1+eiejij = ±1. Define S (µ) ∈ F(n2)2 by
S (µ)ij =
{
1 if α
1+eiej
ij = −1
0 if α
1+eiej
ij = +1.
Lemma 2.3. yi and yj commute in G if and only if S (µ)ij = 0.
Proof. Since the yi have order 2 we have [yi, yj] = (yiyj)
2. We have
√
µyiyj = αij
√
µ
and hence
(
a+ b
√
µ
)(yiyj)2 = a+α1+eiejij b√µ for a, b ∈ Lg. Thus yiyj has order 2 if and
only if α
1+eiej
ij = 1 and the result follows. 
This lemma in particular shows that the group G is determined by the choice of ei’s
along with S (µ) (up to permutation of the entries) since by Lemma 2.1 G is generated
by the yi which by definition have order 2, and S (µ) encodes the relations between
them. Then it is clear that S (µ) = 0 in F
(n2)
2 if and only if G = C
n+1
2 .
Lemma 2.4. Let L1 = L
g
1
(√
µ
)
and L2 = L
g
2 (
√
ν) be (G,H, T )-extensions with Lgi =
L′ and associated isomorphisms φ1 and φ2. Assume φ1 = φ2 = φ
′.
Then µ
2
= νδ for some δ ∈ Z a fundamental discriminant such that δ | d. Conversely
for any fundamental discriminant δ ∈ Z such that δ | d we have that Lg1
(√
δµ
)
is a
(G,H, T )-extension with associated isomorphism that projects to φ′.
Proof. Let M = L1L2 and let L3 be the third quadratic extension of L
g
1 contained
in M , so L3 = L
g
1
(√
µν
)
. Let β2ij = ν
eiej−1. Then (αijβij)
2 = (µν)eiej−1. Hence
S (µν)ij = S (µ)ij · S (ν)ij .
Let ϕ = φ−12 ◦ φ1. Then ϕ : G (L1/Q) ∼= G (L2/Q) such that the morphism ϕ
induced on the quotient G (L′/Q) is the identity. From the existence of ϕ we see that
S (µ)ij = S (ν)ij for all i, j, and thus G (L3/Q) ∼= Cn+12 . This implies µν 2= δ ∈ Z and δ
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can be chosen to be a fundamental discriminant. Since L1 and L2 are unramified over
K = Q(
√
d) so is L3, and hence δ | d.
Now suppose δ ∈ Z is a fundamental discriminant such that δ | d. From the
definitions it is clear that S (µ) = S (δµ) and hence there is an isomorphism ϕ :
G
(
Lg1
(√
δµ
)
/Q
) ∼= G (Lg1 (√µ) /Q) such that ϕ = id on G (Lg1/Q). Additionally
Lg1
(√
δµ
)
/K is unramified since it is a subfield of the composite of Lg1
(√
µ
)
/K and
K
(√
δ
)
/K, both of which are unramified (the latter because it is contained in Kgen).
This implies Lg1
(√
δµ
)
is a (G,H, T )-extension with associated isomorphism φ1◦ϕ. 
Proposition 2.5. Let L′ = K(
√
d′1, . . .
√
d′n). If there exists a (G,H, T )-extension
L/Q such that Lg = L′ with associated isomorphism φ satisfying φ = φ′ then there are
exactly 2ω(d)−n such extensions.
Proof. If L = K(
√
d′1, . . .
√
d′n)
(√
µ
)
is a (G,H, T )-extension with associated isomor-
phism φ′ then by Lemma 2.4 every other such extension is of the form Lg
(√
δµ
)
for some
fundamental discriminant δ | d. Define the F2 vector space V =
〈
q1, . . . , qω(d)
〉
/
〈
q21, . . . , q
2
ω(d)
〉
where the qi are the divisors of d which are prime fundamental discriminants or one
of {−4,±8}. Then the number of such extensions which are distinct is the size of the
vector space V/ 〈d′1, . . . , d′n〉, which is clearly 2ω(d)−n (recall the d′i are all independent
mod Q∗2).

For a, b ∈ Q let (a, b) denote the cyclic algebra in Br (Q) defined by
(a, b) = K 〈u, v〉 / 〈u2 = a, v2 = b, uv = −vu〉 .
Recall that there is an injection
inv : Br (Q) →֒
∏
v
Br (Qv) ∼=
∏
v
Q/Z.
Since (a, b) has order 2 we can view each factor of the image of inv as lying in 1
2
Z/Z.
Identify this group with 〈±1〉. Denote the composition of inv with the projection onto
the factor corresponding to v by invv. Denote by (a, b)v the quadratic Hilbert symbol
over the field Qv. Then the crucial property we will need is
invv ((a, b)) = (a, b)v .
We will use the following theorem, stated as Theorem 1.2 in [MS91].
Theorem 2.6 (Embedding Criterion). Let L′ = F (
√
d′1, . . . ,
√
d′n), where the d
′
i are
elements of F ∗ independent modulo F ∗2. Let G = Gal (L′/F ), and consider a non-
split central extension G∗ of F2 by G. Let e1, . . . , en generate G, where ei
√
d′j =
(−1)δ(i,j)√d′j and let x1, . . . , xn be any set of preimages of e1, . . . , en in G∗. Define
cij = 1 if [xi, xj] 6= 1 and 0 otherwise for i 6= j and cii = 1 if x2i 6= 1.
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Then there exists a Galois extension L/F with L′ ⊂ L such that Gal (L/F ) ∼= G∗
and the surjection G∗ −→ G is the natural surjection of Galois groups, if and only if∏
i≤j
(
d′i, d
′
j
)cij = 1 ∈ Br (F ) .
2.3. Extensions of a fixed quadratic field. For the next proposition we define some
notation. Let H be the projection of H to G/Φ (G). Let KT be the set of pairs (L′, φ′)
where L′/K is a subfield of Kgen with isomorphism φ′ : Gal (L′/Q) ∼= G/Φ (G) such
that φ′ (U) = T and φ′ (Gal (L′/K)) = H . Let D be the set of r-tuples (d1, . . . , dr) of
coprime fundamental discriminants with each di 6= 1 and such that d =
∏r
i=1 di. Define
Ui ⊂ [n] by the expression ti =
∑
j∈Ui
ej for each i = 1, . . . , r.
Proposition 2.7. There is a bijective correspondence between KT and D.
Proof. Suppose (L′, φ′) ∈ KT . Define di to be the product of all prime fundamental
discriminants p (if p = 2 use ±2ord2d) such that φ′ (Ip) = ti for some (equivalently all)
p | p in L′. Then all the di are coprime and d =
∏r
i=1 di since each ti is in the image of
some inertia group by definition.
Conversely given a factorization d =
∏r
i=1 di in D define d′j =
∏
i:j∈Ui
di for each
j = 1, . . . , n. Let L′ = Q(
√
d′1, . . . ,
√
d′n). For each j = 1, . . . , n let φ
′
j : Gal (L
′/Q) −→
Gal
(
Q
(√
d′j
))
be the projection. Then φ′ = (φ′1, . . . , φ
′
n) is a homomorphism φ
′ :
Gal (L′/Q) −→ G/Φ (G) where G/Φ (G) has basis {e1, . . . , en}.
We will show φ′ is an isomorphism. The relation d′j =
∏
i:j∈Ui
di implies that if p | di
then p | d′j exactly when j ∈ Ui. This implies that for any prime p | p in L′ if Ip
is the inertia group then φ′j (Ip) = 1 exactly when j ∈ Ui. Thus φ′ (Ip) = ti. Since
the {t1, . . . , tn} generate G/Φ (G) this implies φ′ is surjective. Since Gal (L′/Q) is a
quotient of Fn2 this implies φ
′ is an isomorphism.
Pick a basis {e′1, . . . , e′n} for Gal (L′/Q) such that e′i
√
d′j = (−1)δij
√
d′j. Then clearly
φ′
(
e′j
)
= ej . Let t
′
i =
∑
j∈Ui
e′i. It follows from the above argument that φ
′ (U) = T .
Each t′i projects nontrivially to Gal (K/Q) = F2 so Gal (L
′/K) is equal to the trace
0 subspace of Gal (L′/Q) with respect to the generating set {t′1, . . . , t′n}. The same is
true for H ⊂ G/Φ (G) with {t1, . . . , tn}. Thus φ′ (Gal (L′/K)) = H .
Next we will show the above maps are inverses of each other.
Let (L′, φ′) ∈ KT . We can write L′ = Q(
√
d′1, . . . ,
√
d′n) where Q(
√
d′j) is the subfield
corresponding to φ′−1 (ej). Let d =
∏r
i=1 di be the corresponding factorization.
We claim that d′j =
∏
i,j∈Ui
di for each j = 1, . . . , n. Fix p | d. Then p | d′j if and
only if Ip projects non-trivially to Q(
√
d′j). This is equivalent to φ
′ (Ip) = ti for some
i satisfying j ∈ Ui which by definition of the correspondence is equivalent to p | di
for some i satisfying j ∈ Ui. Furthermore it is clear that φ′ = (φ′1, . . . , φ′n) as defined
above. This proves one direction.
Let d =
∏r
i=1 di in D. It is shown above that if p | di then φ′ (Ip) = ti for any p | p in
L′ where (L′, φ′) is the corresponding pair. Thus the maps are inverse to each other,
which completes the proof. 
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Recall {e1, . . . , en} is a fixed basis for G/Φ (G). For each i = 1, . . . , n let x′i ∈ G be
any lift of ei. Let S
′
i =
{
1 ≤ j ≤ n | j 6= i, [x′i, x′j] 6= 1} ∪ {i | ord (x′i) = 4}.
Lemma 2.8. Let (L′, φ′) ∈ KT with L′ = K(
√
d′1, . . .
√
d′n). There exists a (G,H, T )-
extension L/L′/Q with isomorphism φ such that φ′−1 ◦ φ is the natural surjection of
Galois groups if and only if
∏
p|d
1 + (−1)χ(p)
∏j≤i,j∈S′i (d′j/pαj(p))αi(p) (d′i/pαi(p))αj(p)
p
 6= 0
where
χ (p) =

(p−1)
2
∑
j≤i,j∈S′i
αi,j (p) p odd∑
j≤i,j∈S′i
(d′j/2
αj (2))−1
2
(d′i/2αi(2))−1
2
p = 2.
Proof. We identify Gal (L′/Q) with G/Φ (G) using φ′. Then by Theorem 2.6 such an
extension exists if and only if
∏
j≤i
(
d′i, d
′
j
)cij = 1 ∈ Br (Q) (it is easy to show that
when F = Q and L′/K is unramified at the finite places, the extension L given by
Theorem 2.6 is always also unramified above K at the finite places). Clearly cij = 1 if
and only if j ∈ S ′i.
By the discussion preceding the theorem, since invv is an injection such an extension
exists if and only if
1 = invv
 ∏
j≤i,j∈S′i
(
d′i, d
′
j
)
=
∏
j≤i,j∈S′i
(
invv
(
d′i, d
′
j
))
=
∏
j≤i,j∈S′i
(
d′i, d
′
j
)
v
.
at all places v of Q. By the product formula for the Hilbert symbol this condition only
needs to be checked at the finite primes. This is trivially satisfied for v ∤ d.
To simplify notation let αi (p) = ordpd
′
i and αi,j (p) = αi (p)αj (p). Note the property
of the quadratic Hilbert symbol
(
d′i, d
′
j
)
v
=
(
d′j, d
′
i
)
v
. Then the condition at odd p
becomes
(−1)
(p−1)
2
∑
j≤i,j∈S′
i
αi,j(p)
∏j≤i,j∈S′i (d′j/pαj(p))αi(p) (d′i/pαi(p))αj(p)
p
 = 1
The condition at p = 2 becomes
−1
∑
j≤i,j∈S′
i
(
d′j/2
αj (2)
)
−1
2
(d′i/2αi(2))−1
2
+αi(2)
(
d′j/2
αj (2)
)2
−1
8
+αj(2)
(d′i/2αi(2))
2
−1
8 = 1
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which can be rewritten as
(−1)
∑
j≤i,j∈S′
i
(
d′j/2
αj (2)
)
−1
2
(d′i/2αi(2))−1
2
∏j≤i,j∈S′i (d′j/pαj(2))αi(2) (d′i/pαi(2))αj(2)
2
 .
The result follows. 
For each i = 1, . . . , r let xi ∈ G be any lift of ti. Let Si = {1 ≤ j ≤ r | [xi, xj] 6= 1}.
Lemma 2.9. Let (L′, φ′) ∈ KT and d =
∏r
i=1 di ∈ D the corresponding factorization
(see Proposition 2.7). There exists a (G,H, T )-extension L/Q with isomorphism φ
such that L′ ⊂ L and φ′−1 ◦ φ is the natural surjection of Galois groups if and only if
(2.1)
r∏
i=1
∏
p|di
(
1 +
(∏
j∈Si
dj
p
)ordp(d))
6= 0.
Proof. By Lemma 2.8 there exists a (G,H, T )-extension L/Q with isomorphism φ such
that L′ ⊂ L and φ′−1 ◦ φ is the natural surjection of Galois groups if and only if
(2.2)
∏
p|d
1 + (−1)χ(p)
∏j≤i,j∈S′i (d′j/pαj(p))αi(p) (d′i/pαi(p))αj(p)
p
 6= 0
where
χ (p) =

(p−1)
2
∑
j≤i,j∈S′i
αi,j (p) p odd∑
j≤i,j∈S′i
(d′j/2
αj (2))−1
2
(d′i/2αi(2))−1
2
p = 2.
Since each xi has order 2 this implies that the size of the set{
(j1, j2) | 1 ≤ j1 ≤ n, j2 ≤ j1, j2 ∈ S ′j1, j1, j2 ∈ Ui
}
is even for all 1 ≤ i ≤ r. Note that for 1 ≤ j ≤ n and any p, αj (p) ≥ 1 if and only if
p | di and j ∈ Ui for some 1 ≤ i ≤ r.
Hence for p odd
χ (p) =
(p− 1)
2
∑
j1≤j2,j1∈S′j2
;j1,j2∈Ui
1
=
(p− 1)
2
∣∣{(j1, j2) | 1 ≤ j1 ≤ n, j2 ≤ j1, j2 ∈ S ′j1, j1, j2 ∈ Ui}∣∣
for some i. Thus χ (p) is even for p odd. Since every odd fundamental discriminant
is congruent to 1 mod4,
(d′i/2αi(2))−1
2
is odd exactly when αi (2) ≥ 1. This similarly
implies that χ (2) is even.
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Now we partition the product over p | d in (2.2)by the di. Fix 1 ≤ i ≤ r and p | di.
Recall this implies αj (p) ≥ 1 exactly when j ∈ Ui. Fix 1 ≤ j ≤ n. Then∏
k∈S′j
(
d′j/p
αj(p)
)αk(p) (
d′k/p
αk(p)
)αj(p)
=
∏
k∈S′j∩Ui
(
d′j/p
αj(p)
)αk(p) (
d′k/p
αk(p)
)αj(p)
×
∏
k∈S′j\Ui
(d′k)
αj(p)
=
(
d′j/p
αj(p)
)ordp(d)|S′j∩Ui| · a
for some a. Hence considering the contribution from each j we see that for any
1 ≤ l ≤ r with l 6= i the power of dl in the factor corresponding to di in (2.2)
will be ordp (d)
∑
j∈Ul
∣∣S ′j ∩ Ui∣∣ and ∑j∈Ul ∣∣S ′j ∩ Ui∣∣ is odd exactly when xl and xi do
not commute. Note division by p only occurs in (2.2) when αj,k (p) ≥ 1 hence the nu-
merator of the legendre symbol will in fact be a product of fundamental discriminants
(negative signs remaining after any division operation cancel). Thus this factor is∏
p|di
(
1 +
(∏
j∈Si
dj
p
)ordp(d))
.

Let AutH,T (G/Φ (G)) be the subgroup of Aut(G/Φ (G)) preserving the set H and
the set T . Let AutH,T (G,Φ (G)) be the subgroup of AutH,T (G/Φ (G)) consisting of
elements which lift to Aut (G).
Theorem 2.10. Suppose (G,H, T ) is admissible. Then
fT (d) =
1
2n |AutH,T (G,Φ (G))|
∑
(d1,...,dr)∈D
r∏
i=1
∏
p|di
(
1 +
(∏
j∈Si
dj
p
)ordp(d))
.(2.3)
Proof. Let L′ = Q(
√
d′1, . . . ,
√
d′n) and suppose (L
′, φ′) ∈ KT with corresponding tuple
(d1, . . . , dr) ∈ D given by Proposition 2.7. By Lemma 2.9 there exists a (G,H, T )-
extension L/Q with Lg = L′ and associated isomorphism φ such that φ′−1 ◦ φ is the
natural surjection of Galois groups (equivalently φ′ = φ ) if and only if
(2.4)
r∏
i=1
∏
p|di
(
1 +
(∏
j∈Si
dj
p
)ordp(d))
6= 0.
This function takes on the values 0 or 2ω(d). By Proposition 2.5 if a (G,H, T )-
extension L/Q with Lg = L′ and associated isomorphism φ such that φ′ = φ exists,
there are exactly 2ω(d)−n such extensions. Hence the formula (2.4) divided by 2n gives
the number of (G,H, T )-extensions L/Q with Lg = L′ and associated isomorphism φ
such that φ′ = φ.
For fixed L′ the group AutH,T (G/Φ (G)) acts freely transitively on the set I =
{(L′, φ′) ∈ KT} by composition with φ′. The set of (G,H, T )-extensions L/Q with
Lg = L′ and associated isomorphism φ such that φ′ = φ is equal for every element in
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the orbit of φ′ under AutH,T (G,Φ (G)). Hence summing over D overcounts by a factor
of |AutH,T (G,Φ (G))|. This completes the proof. 
Remark 2.11. We will eventually look at the growth of the function 2.3 as d ranges
over all fundamental discriminants. We can make some heuristic considerations to see
what kind of behaviour to expect. If we expect the legendre symbol to take each value
±1 with probability 1/2 then the expected value of ∏i,Si 6=∅∏p|di (1 + (∏j∈Si djp )) is
1
2ω(
∏
i,Si 6=∅
di)
2ω(
∏
i,Si 6=∅
di) +
(
1− 1
2ω(
∏
i,Si 6=∅
di)
)
0 = 1.
Let r1 = |{i | Si 6= ∅}| and r2 = r − r1. Hence on average we expect
2n |AutH,T (G,Φ (G))| fT (d) =
∑
d=d1···dr
2ω(
∏
i,Si=∅
di)
=
ω(d)∑
i=0
2i
(
ω (d)
i
)
ri2r
ω(d)−i
1
= r
ω(d)
1
ω(d)∑
i=0
(
2r2
r1
)i(
ω (d)
i
)
= r
ω(d)
1
(
1 +
2r2
r1
)ω(d)
= (r1 + 2r2)
ω(d) .
Thus we expect
∑
d<X fT (d) ∼ C (G,H, T )X (logX)r1+2r2−1 for some constant C (G,H, T ).
We will show that this is indeed the case.
We can interpret the quantity r1 + 2r2 as the number of conjugacy classes of lifts of
T in G. Recall a is the distinguished central element of order 2 in G. If Si = ∅ then xi
commutes with all the xj . Hence xi ∈ Z (G) and there are the two conjugacy classes
{xi} and {xia}. If Si 6= ∅ then there is the conjugacy class {xi, xia}.
3. Isotropic subsets for quadratic forms
In this section we prove a result about maximal isotropic subsets of quadratic forms
in characteristic 2. We will use this result to deduce statements about maximal dis-
connected subgraphs of the graph G∗ (T ) on the generating set T (see 4) by encoding
the graph structure using a particular quadratic form defined in the next section.
We collect some facts regarding quadratic forms in characteristic 2. Let Q : Fn2 −→
F2 be a quadratic form and let B (u, v) = Q (u+ v)+Q (u)+Q (v) be the corresponding
bilinear form.
For any subspace W ⊂ Fn2 we define rad (W ) = W ∩W⊥ (where W⊥ is taken with
respect to B). We can decompose Fn2 = V ⊕ rad(Fn2), and rad(Fn2) = R⊕R0 such that
Q (R0) = 0. We say Q is non-degenerate if rad(Fn2) = 0. Hence in the above notation
Q is non-degenerate on V and it is easy to see that dimR = 0 or 1.
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We say any v ∈ Fn2 is singular if v 6= 0 and Fn2 . We say a subspace W ⊂ Fn2 is totally
singular if Q (v) = 0 for all v ∈ W .
The following result is Proposition 14.6 from [Gro02].
Lemma 3.1. If Q is nondegenerate, given any totally singular space there exists an-
other one disjoint from it.
We extend this result to the case when Q is degenerate and kerQ |Fn⊥2 = 0. In the
above notation this means Fn2 = V ⊕ R. Let pV , pR be the projections onto V and R.
Proposition 3.2. Let Q be a quadratic form on Fn2 and let R = rad(F
n
2 ) be non-trivial.
Suppose ker(Q |R) = 0. Given any totally singular subspace W there exists another
totally singular subspace W ′ of the same size such that W ∩W ′ ⊂ 〈u〉 for some u ∈ Fn2
with pR (u) 6= 0.
Proof. As noted above we have Fn2 = V ⊕R. Note the subspace W0 =W ∩V has index
≤ 2 in W .
We can apply Proposition 14.6 from [Gro02] to W0 to obtain a totally singular
subspace W1 ⊂ V of the same size such that W0 ∩W1 = 0. Furthermore W0 has basis
{u1, . . . , uk} and W1 has basis {v1, . . . , vk} and Hi = 〈ui, vi〉 is hyperbolic, meaning
B (ui, vi) = 1, and B (Hi, Hj) = 0 for i 6= j.
If W0 = W then we let W
′ = W1. Then W
′ satisfies the desired properties and we
are done. Otherwise let u ∈ W\W0. Since Q is non-degenerate on V we can write
V = W0 ⊕W1 ⊕W2 with W2 = (W0 ⊕W1)⊥ (taken in V ).
Write pV (u) in this basis and let v be the element obtained by applying to pV (u)
the transposition exchanging ui and vi for all i (note that u = v is possible).
First we will show Q (v) = 0. Write u = w0 + w1 + w2 + r with wi ∈ Wi and r ∈ R.
Recall B (u, v) = Q (u+ v) +Q (u) +Q (v). We have
Q (u) = Q (w0 + w1 + w2 + r)
= Q (w0 + w1 + w2) +Q (r)
= Q (w0 + w1) +Q (w2) +Q (r)
= B (w0, w1) +Q (w2) +Q (r)
where we are using B (w0 + w1 + w2, r) = 0, B (w0 + w1, w2) = 0 and the fact that W0
andW1 are totally singular. This implies in particular thatQ (u+ w
′
0) = B (w0 + w
′
0, w1)+
Q (w2) + Q (r) for any w
′
0 ∈ W0. Since Q (u+ w′0) = 0 for all w′0 ∈ W0, by the
properties of B on hyperbolic subspaces listed above this implies w1 = 0. Thus
Q (u) = Q (w2) +Q (r). By symmetry also Q (v) = 0.
Then also by symmetry v ∈ W⊥1 (taken in Fn2 ) and hence W ′ = 〈W1, v〉 is totally
singular. Clearly pR (v) 6= 0 and |W ′| = |W |.
It remains to show W ∩W ′ ⊂ 〈u〉. Suppose w0 + u = w1 + v with wi ∈ Wi. As
shown above u is not supported on W1 and v is not supported on W0. Thus we have
equality if and only if u = v and wi = 0. This completes the proof. 
We now prove some facts about maximal isotropic subsets of certain generating sets
of Fn2 . We start with the case when ker(Q |Fn⊥2 ) = 0.
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Lemma 3.3. Suppose ker(Q |Fn⊥2 ) = 0. Let H ⊂ Fn2 be a codimension 2 subspace. Let
S = (kerQ)\H and suppose S generates Fn2 . Then for any subset T ⊂ S∣∣T⊥ ∩ T ∣∣ ≤ |S| − |T | .
Proof. Decompose Fn2 = V⊕R, where R = Fn⊥2 and ker(Q |R) = 0. To simplify notation
let T̂ = T⊥ ∩ T and r = |S|. Suppose T = {w1, . . . , wr′} ⊂ S and {w1, . . . , wm} = T̂ .
We want to show m ≤ r − r′. Assume m ≥ 1 otherwise this is trivial.
By definition B (wi, wj) = 0 and Q (wi) = 0 for all wi, wj ∈ T̂ . The set T̂ can be
extended to a maximal totally singular subspace W ⊂ Fn2 containing T̂ .
If dim(V ⊕R) is even then R = 0. If dim(V ⊕R) is odd then R = 〈z〉 and Q (z) = 1.
Let pR be the projection onto R. By Lemma 3.2 there exists a totally singular subspace
W ′ ⊂ Y of the same size as W such that W ∩W ′ ⊂ 〈w〉 for some w with pR (w) 6= 0.
First suppose w /∈ T̂ , so that W ∩W ′ = {0}. Let W0 ⊂W ′ be the set of all elements
w0 such that B (wi, w0) = 1 for some i = 1, . . . , m. Suppose towards a contradiction
that |W0 ∩ S| < m. Then since Tˆ ∩ W ′ = ∅ we see that W1 =
〈
(W ′\W0) ∪ T̂
〉
is
a totally singular subspace containing T̂ which has strictly more elements not in H
than W ′. Since dim(W1/(W1 ∩H)) = 1, that is half the elements in W1 are in H , this
implies W1 is a totally singular space containing T̂ which is strictly larger than W
′ and
hence W . Thus it must be that |W0 ∩ S| ≥ m.
If w ∈ T̂ then by the same argument we get |W0 ∩ S| ≥ m− 1. Note B (w,wi) = 0
for i = 1, . . . , r′. Since ker(Q |R) = 0 it follows that w /∈ R. If B (w, u) = 0 for all
u ∈ S then this would imply w ∈ R since S is a generating set for Y . Thus there
exists some w′ ∈ S such that B (w,w′) = 1. Since w ∈ W ′ this implies w′ /∈ W ′. Thus
|(W0 ∪ {w′}) ∩ S| ≥ m.
From the definition of W0 and w
′ it follows that ((W0 ∪ {w′}) ∩ S)∩{w1, . . . , wr′} =
∅. Thus m ≤ r − r′ as desired. 
Remark 3.4. A simpler version of the above proof gives the same result when S =
(kerQ)\ {0} and S generates Fn2 . We will require this fact in the proof of the next
proposition.
Proposition 3.5. Let H ⊂ Fn2 be a codimension 2 subspace. Let S = (kerQ)\H and
suppose S generates Fn2 . Then for any subset T ⊂ S satisfying T ∩ ker(Q |Fn⊥2 ) = ∅ we
have
∣∣T⊥ ∩ T ∣∣ ≤ |S| − |T | .
Proof. By Lemma 3.3 the result holds when ker(Q |Fn⊥2 ) = 0, so assume ker(Q |Fn⊥2 ) 6= 0.
Decompose Fn2 = V ⊕ R ⊕ R0, where R ⊕ R0 = Fn⊥2 and R0 = ker(Q |R⊕R0). Let
Y = V ⊕ R.
16 JACK KLYS
Let Tz = T ∩ (Y + z) for any z ∈ R0. By translating back each of these cosets we
obtain the subset T ′ = ∪z∈R0(Tz + z) of Y . Note T ′⊥ = T⊥. We have∣∣T⊥ ∩ T ∣∣ = ∑
z∈R0
∣∣T⊥ ∩ Tz∣∣
≤
∑
z∈R0\H
∣∣T ′⊥ ∩ (T ′ ∩H)∣∣ + ∑
z∈R0∩H
∣∣T ′⊥ ∩ (T ′\H)∣∣
=
|R0|
[R0 : R0 ∩H ]
∣∣T ′⊥ ∩ T ′∣∣ .
We consider two cases.
Case 1: If R0 ⊂ H then since Tz ∩H = ∅ this implies T ′ ⊂ Y \H so by Lemma 3.3∣∣T ′⊥ ∩ T ′∣∣ ≤ |(kerQ |Y )\H| − |T ′| .
If x ∈ (kerQ |Y )\(H ∪T ′) then clearly x+ z ∈ (kerQ |Y+z)\(H ∪Tz) for any z ∈ R0.
Hence
|R0| (|(kerQ |Y )\H| − |T ′|) ≤ |R0|min
z∈R0
(|(kerQ |Y+z)\H| − |Tz|)
≤
∑
z∈R0
|(kerQ |Y+z)\H| − |Tz|
= |S| − |T | .
Case 2: If R0 * H then by Remark 3.4 (note that the condition T ∩ker(Q |Fn⊥2 ) = ∅
implies T ′ ⊂ (kerQ |Y )\ {0}) we have
∣∣T ′⊥ ∩ T ′∣∣ ≤ |(kerQ |Y )\ {0}| − |T ′| . Then∣∣T⊥ ∩ T ∣∣ ≤ |R0|
2
(|(kerQ |Y )\ {0}| − |T ′|) .
Let U1 = (ker(Q |Y )\({0}∪T ′))∩H and U2 = ker(Q |Y )\({0}∪T ′∪H). If x ∈ U1 then
x + z ∈ (kerQ |Y+z)\(H ∪ Tz) for z ∈ R0\H and similarly if x ∈ U2 and z ∈ R0 ∩H .
Thus
|R0|
2
(|(kerQ |Y )\ {0}| − |T ′|) =
∑
z∈R0\H
|U1|+
∑
z∈R0∩H
|U2|
≤
∑
z∈R0
|(kerQ |Y+z)\H| − |Tz|
= |S| − |T | .
This completes the proof. 
4. The graph G∗
In this section we define the graph whose maximal disconnected subgraphs we will
be interested in classifying.
Recall we have a fixed isomorphism G/Φ (G) ∼= Fn2 . Define the graph G (Fn2 ) with
vertex set Fn2 and let u, v ∈ Fn2 be connected by an edge if their lifts in G do not
commute.
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Define a set of elements F = {uw, vw | w ∈ Fn2}. We say u ∈ F is supported on
w ∈ Fn2 if u is of the form uw or vw. Let s : F −→ Fn2 be the function sending an
element to its support. Additionally for any subsets F1 ⊂ F and V ⊂ Fn2 we say F1 is
supported on V if s (F1) ⊂ V . We say that F1 has full support on V if s (F1) = V . For
any subset T ⊂ F we let F (T ) = {u ∈ F | s (u) ∈ T}.
We define u, v ∈ F to be connected by an edge if u = uw and v = vz and (w, z) is
an edge in G (Fn2 ). Define L (u, v) = 1 if u, v are connected and 0 if not.
Definition 4.1. Let T1, . . . , Tk be subsets of Fn2 and let T̂ =
∏k
i=1 Ti. Define the
graph G∗(T̂ ) with vertex set F (T̂ ) = ∏ki=1 F (Ti) and an edge between u, v ∈ F (T̂ ) if∑k
i=1 L (ui, vi) = 1.
We explain the relationship G∗(T̂ ) holds to the counting function (2.3).
For each i = 1, . . . , r let di = D2i−1D2i. Let U = [2r]. Note that the expression in
the summation in formula (2.3) can be expanded as
∑
(d1,...,dr)∈D
r∏
i=1
∏
p|di
(
1 +
(∏
j∈Si
dj
p
)ordp(d))
=
∑
d=
∏
Du
∏
u,v∈U
(
Du
Dv
)Φ(u,v)
where Φ (u, v) ∈ F2. That is Φ (u, v) = 1 if the symbol (DuDv ) appears in the expression
and 0 otherwise.
Let U1, . . . , Uk be k sets with Ui = [2ri]. For u, v ∈
∏k
i=1 Ui define Φk (u, v) =∑k
i=1Φ (ui, vi). Then we define u, v ∈
∏k
i=1 Ui to be unlinked if
∆k (u, v) = Φk (u, v) + Φk (v, u) = 0.
For any 1 ≤ i ≤ r, if xi =
∏n
j=1 x
wj
j define a bijective mapping ϕ = (ϕ1, . . . , ϕk) :∏k
i=1 Ui −→ F (T̂ ) coordinate-wise with ϕi given by
2i− 1 7→ uw
2i 7→ vw.
Then it is easy to see that ∆k = Lk ◦ϕ, and we will use this fact to view ∆k as defined
on G∗(T̂ ).
Let T ⊂ Fn2 be an admissible generating set of G/Φ (G). Define a quadratic form on
Fn2 by
Q (u) =
∑
i≤j
aijuiuj
where aij = 1 if [xi, xj] 6= 1 for i 6= j and aii = 1 if ordxi = 4 and 0 otherwise. It has
an associated symmetric bilinear form B (u, v) = Q (u+ v)+Q (u)+Q (v) on Fn2 ×Fn2 .
Alternately B (u, v) = uTAv where A is the symmetric matrix given by Aij = aij as
defined above.
Lemma 4.2. Let x =
∏n
i=1 x
ui
i be an element of G with u ∈ Fn2 . Then x has order 2
if and only if Q (u) = 0.
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Proof. If xi and xj do not commute then [xi, xj ] = a where a is the distinguished
central element of G. If ordxi = 4 then x
2
i = a. Explicitly writing out x
2 as a product
and interchanging the basis elements gives
x2 =
(
n∏
i=1
xuii
)2
=
n∏
i=1
x2uii a
∑
i<j aijuiuj
= a
∑
i≤j aijuiuj
= aQ(u).
The result follows. 
Lemma 4.3. Let x =
∏n
i=1 x
ui
i and y =
∏n
i=1 x
vi
i . Then [x, y] = 1 if and only if
B (u, v) = 0.
Proof. Let c (x, y) = 1 if [x, y] 6= 1 and 0 otherwise. By an argument analogous to the
above we have
(xy)2 = x2y2 [x, y]
= aQ(u)+Q(v)+c(x,y)
Note that, up to a multiple by a, xy equals
∏n
i=1 x
ui+vi
i . Since ord (xy) = ord (xya) we
have (xy)2 = aQ(u+v). Thus B (u, v) = c (x, y) which proves the result.

5. Maximal disconnected subgraphs
Fix a set T ⊂ G/Φ (G) given by T = {t1, . . . tr}. Let {x1, . . . , xr} be any choice of
lifts of {t1, . . . , tr}. Recall we defined Si = {1 ≤ j ≤ r | [xi, xj ] 6= 1}. This is the set of
indices j such that tj has an edge to ti in the graph G (T ).
Let C1, . . . , Cs be the connected components of G (T ). Without loss of generality we
can assume i ∈ {1, . . . , r1} satisfies Si 6= ∅.
For a fixed pair (G,H) we will let T0 ⊂ G/Φ (G) be the set of all elements which lift
to order 2 elements in G\H and call T0 the maximal admissible generating set. The
graph G (T0) determines (G,H) as follows.
Lemma 5.1. The group H is abelian if and only if G (T0) is a complete and bipartite
graph.
Proof. Suppose H is abelian. Then G ∼= H ⋊ C2 with C2 acting by inversion. Hence
every element of G can be written as xσ with x ∈ H and σ ∈ C2. Every element
of G − H has order 2 since xσxσ = xx−1σ2 = 1 since σ acts by inversion. Thus
T0 = G−H ⊂ G/Φ (G).
If y ∈ G has order 4 then y2 = a where 〈a〉 = Φ(G) and a is central of order 2.
Hence y−1 = ya. Let x1σ, x2σ ∈ G. Then
x1σx2σ = x
−1
2 σx
−1
1 σ.
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Thus x1σ and x2σ commute if and only if xi both have order 2, or both have order 4
in H .
Combining the above we see that G (T0) = (W1,W2) is complete and bipartite where
W1 = {xσ | ord (x) = 2} and W2 = {xσ | ord (x) = 4}.
Now suppose G (T0) = (W1,W2) is complete and bipartite. Since H has index 2 in G,
clearly H =
{
t̂itj | ti, tj ∈ T0
}
where t̂itj denotes the lift from G/Φ (G) to G. Suppose
x1 = t̂1t2 and x2 = ŝ1s2 with ti, si ∈ T0. By checking the cases ti ∈ Wk, sj ∈ Wl, with
i, j, k, l = 1, 2 we see that x1 and x2 commute, hence H is abelian. 
Throughout this paper we will primarily work with the sets T0 ⊂ G/Φ (G) and hence
refer to the condition on G (T0) rather than that on (G,H) from the above lemma. The
lemma will be applied at the end to translate the theorem statements to ones about
(G,H).
For any T ⊂ G/Φ (G) define cT to be the number of orbits of the set of lifts of T
acting on itself by conjugation. If T is a generating set this is the number of conjugacy
classes of the lifts of T in G.
We will write c = cT0 .
The numbers cT will be crucial to determining the maximal disconnected subgraphs
of G∗.
Lemma 5.2. Let T ⊆ T0. Then cT ≤ c. Furthermore if T is a generating set then
equality holds if and only if T = T0.
Proof. Note T ⊂ T0 = kerQ\H by definition and Lemma 4.2.
By definition of the quadratic form Q and its associated bilinear form B and Lemma
4.3, T⊥ ∩T is the subset of T whose lifts have trivial action. There are two lifts of any
t ∈ T , and hence they form one orbit if t /∈ T⊥∩T and two distinct orbits if t ∈ T⊥∩T .
Let K = ker(Q |Fn⊥2 ). Let T ′0 = T0\K and T ′′0 = T0 ∩K. Similarly let T ′ = T ∩ T ′0
and T ′′ = T ∩T ′′0 . The above implies that the lifts of each element of T ′0 form one orbit
(under the action of T0) and the lifts of each element of T
′′
0 form two orbits.
Then
cT ≤ c− (|T ′0| − |T ′|)− 2 (|T ′′0 | − |T ′′|) +
∣∣T ′⊥ ∩ T ′∣∣ .
It follows from Proposition 3.5 that∣∣T ′⊥ ∩ T ′∣∣ ≤ |T ′0| − |T ′| .
Thus we have cT ≤ c for any T ⊆ T0.
Suppose cT = c and T is a generating set. If T 6= T0 then there is some x ∈ T which
is fixed by the conjugation action of T but not T0. Since any set of lifts of T generates
G this implies any lift x′ ∈ Z (G). This is a contradiction since x is not fixed by T0.
Thus T = T0. 
If T is a generating set then the proof of the above result does not require Proposition
3.5. However the proofs in Section 5 will necessitate dealing with sets T which are not
generating sets.
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5.1. Maximal unlinked sets. We will now define certain subsets of G∗(T̂ ) called max-
imal unlinked sets, which we will show are equal to maximal disconnected subgraphs
of G∗(T̂ ) of maximum size.
As above fix a set T ⊂ G/Φ (G) given by T = {t1, . . . tr}. Throughout this section
we will use the identification made in Section 4 between the vertices of G∗ (T ) and
U = {1, . . . , 2r}. We partition the vertices of G∗ (T ) as follows.
For 1 ≤ j ≤ s we let
Aj = {2i− 1 | 1 ≤ i ≤ r1, i ∈ Cj} ,
Bj = {2i | 1 ≤ i ≤ r1, i ∈ Cj}
Also we let
C = {2i− 1, 2i | i = r1 + 1, . . . , r} .
Let Ej = Aj ∪ Bj so that U = ∪sj=1Ej ∪ C.
It is easy to verify the following description of G∗ (T ). If i1 ∈ Cj and u = 2i1 − 1
(that is u ∈ Aj) then u has an edge to every 2i2 with i2 ∈ Cj and i2 6= i1. It has
no edge to every other element of U . Similarly u = 2i1 (that is u ∈ Bj) has an edge
to every 2i2 − 1 with i2 ∈ Cj and i2 6= i1 and has no edge to everything else. Every
element of C is disconnected.
Consider the set of subsets of U
(5.1) T = {∪sj=1Wj ∪ C | Wj = Aj, Bj} .
Let (G,H) = (D4, C4) and S ⊂ F22 be the maximal adimissible generating set for
this pair. For the purpose of the next subsection we will identify G∗ (Sk) with F2k2 and
refer to disconnected subgraphs of F2k2 .
Suppose T is a generating set, such that T = (W1,W2) is a complete bipartite graph.
Partition the vertices into four disjoint sets
A0 = {2u− 1 | u ∈ W1} ,
A3 = {2u− 1 | u ∈ W2} ,
A1 = {2u | u ∈ W1} ,
A2 = {2u | u ∈ W2} .
Let T1, . . . , Tk be a sequence of such generating sets. Define a bijection between
{A0, A1, A2, A3}k and elements of F2k2 which acts coordinatewise by sending Ai to the
binary representation of i in F22. We will implicitly use this identification in what
follows. For any q ∈ (F22)k let
Rq =
{
x ∈
k∏
i=1
U | xi ∈ qi
}
.
Let D be the set of maximal disconnected subgraphs of G∗ (S) with full support
on S (see Section 4 for the definition of the support). For any V ⊂ (F22)k define
RV =
⋃
q∈V Rq. Then define
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(5.2) R = {RV | V ∈ D} .
Now we put together the above definitions of T andR. For generating sets T1, . . . , Tk
let Y be the subset of indices i = 1, . . . , k for which Ti is a complete bipartite graph.
Let Ti correspond to Ti for i /∈ Y and let R correspond to the set of {Ti}i∈Y as defined
above. Then let
M(T̂ ) = R×
∏
j /∈Y
Tj .
We will denote maximal unlinked sets in R to be of type 1 and those in∏j Tj of type 2.
5.2. Classification when T = T0.
Definition 5.3. For any T̂ =
∏k
i=1 Ti let U(T̂ ) be the set of largest maximal discon-
nected subgraphs of G∗(T̂ ) with full support on T̂ (see Section 4 for the definition of
the support of T̂ ).
We will show that when T̂ = T k0 we have the equality of sets M(T̂ ) = U(T̂ ).
Throughout this section we will say u, v ∈ G∗(Fn2 ) are unlinked if there is no edge
between them.
Lemma 5.4. Let t ∈ M(T̂ ). Then |t| ≤ ck. Furthermore, if T is a product of
generating sets then equality holds if and only if Ti = T0 for all i.
Proof. Write t = RV ×
∏
j /∈Y tj . Clearly |tj | = cTj and by Lemma 5.2 cTj ≤ c. For
i ∈ Y write Ti = (Wi,1,Wi,2) and without loss of generality suppose |Wi,1| ≥ |Wi,2| for
all i. Note 2 |Wi,j| = cWi,j ≤ c for all i, j. Since |Rq| ≤
∏
i∈Y |Wi,1|r for all q ∈ V we
have
|RV | ≤ 2r
∏
i∈Y
|Wi,1|r
=
∏
i∈Y
cWi,1
≤ cr.
Suppose |Wi,1| > |Wi,2| for some i. Since t has full support on T there is some q ∈ V
such that for some i we have qi ∈ {(0, 1) , (1, 1)}, that is, for j = 1 or 3, every x ∈ Rq
satisfies xi ∈ Aj. Hence
|Rq| ≤ |Wi,2|
∏
i′ 6=i
|Wi′,1|r
<
∏
i∈Y
|Wi,1|r .
Thus in this case equality holds if and only if |Wi,1| = |Wi,2| (which implies |Rq| =
(cTi/2)
r) and cTi = c (which for generating sets only holds when Ti = T0) for all i.
Since |t| = |RV | ·
∏
j /∈Y |tj | this completes the proof. 
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Note that for any x ∈ Rq1 and y ∈ Rq2 the value of Φr (x, y) and hence ∆r (x, y)
is determined by q1 and q2. This induces the function ∆r : F2r2 × F2r2 −→ F2. This is
the same function used to detect maximal disconnected subsets in the sense of [FK07,
Section 5.2, p. 472] (which they refer to as maximal unlinked sets). In particular
there exists a non-degenerate quadratic form P defined on F2r2 such that ∆r (u, v) =
P (u+ v). It can be seen from the explicit formula for P given there that P is non-
degenerate.
We will show that when T̂ is a product of complete bipartite generating sets the
elements ofU(T̂ ) are indexed by maximal unlinked sets in the sense of Fouvry-Klu¨ners.
Recall in the previous subsection we identified G∗ (Sk) with F2k2 .
Lemma 5.5 ([FK07, Lemma 18, Section 5.5, p. 478]). Let U ⊂ F2r2 be a disconnected
subgraph. Then |U| ≤ 2r and for any c ∈ F2r2 , c + U is also a disconnected subgraph.
If |U| = 2r, then either U is a subspace of F2r2 of dimension r or a coset of such a
subspace.
Lemma 5.6. For i = 1, . . . , k let Ti ⊆ T0 (not necessarily generating sets). Let Ti,R,
be as defined above. Let T ′i ⊂ Ti for each i and define similarly T ′i ,R′. Suppose
cT ′1,...,T ′k = cT1,...,Tk = c
k.
Let x ∈ t for some t ∈ M(T̂ ). Then for any t′ ∈ M (T ′) there exists some y ∈ t′
such that x and y are unlinked.
Proof. First note that since cT ′i , cTi ≤ c for each i by Lemma 5.2, this implies that
c = cT ′i = cTi for each i. Let Y
′ be the set of indices for which T ′i is a complete
bipartite graph. Let t = tY ′ × t0 and similarly for t′. Let x be the projection of x onto
the coordinates in Y ′. We construct an element y such that y is unlinked with x and
yi is unlinked with xi for all i /∈ Y ′.
First suppose i /∈ Y ′. If supp (xi) ∈ T ′i then let yi be the element of t′i with supp (yi) =
supp (xi). Now suppose supp (xi) /∈ T ′i . Since cT ′i = cTi this implies there exists some
u ∈ T ′i which is a fixed point for the action of T ′i but is not fixed for the action of Ti.
Hence 2u− 1, 2u ∈ t′i so we let yi ∈ {2u− 1, 2u} have the same pairity as xi.
Now consider all i ∈ Y ′. If T ′i is strictly contained in Ti with cT ′i = cTi then T ′i
must contain at least one disconnected element, which contradicts that it is complete.
Thus T ′i = Ti. Suppose x ∈ q. Since the function ∆r is invariant under translation
(simulatneously in both coordinates) by Lemma 5.5, we can assume t′Y ′ = RV where V
is a subspace of F2r2 . Thus we want to show that there exists q
′ ∈ V with ∆r (q,q′) = 0.
Since V is an unlinked set containing 0 we have P (V ) = 0, that is V is a totally
singular space for P . By Lemma 3.1 there exists a subspace W ⊂ F2r2 such that
P (W ) = 0 and W ∩V = ∅ and |W | = |V | = 2r. Thus V ⊕W = F2r2 . Write q = v+w
for some v ∈ V and w ∈ W . Let q′ = v. Then
∆r (q,q
′) = P (q+ q′)
= P (w)
= 0.
Thus we can let y ∈ Rq′ be any element and we get ∆r (x, y) = 0.
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Combining the above for all coordinates we construct an element with ∆k (x, y) =
0. 
We need one more graph-theoretic lemma. For any edge (u, v) ∈ E (T ) consider the
property P (u, v): there exists some w ∈ T such that either (w, u) , (w, v) /∈ E (T ) or
(w, u) , (w, v) ∈ E (T ).
Lemma 5.7. The condition P (u, v) is false for all (u, v) ∈ E (T ) if and only if T is a
complete bipartite graph.
Proof. Let (u, v) ∈ E (T ). If P (u, v) is false then for every w ∈ T either (w, u) ∈ E (T )
or (w, v) ∈ E (T ) but not both. Let Wu = {w ∈ T | (w, v) ∈ E (T )} and similarly for
Wv. Then it is not hard to see that (Wu,Wv) is a complete partition of T . The other
direction is trivial. 
We will make some notation which will be used in the following proofs. Given any
subset U ⊆ Uk we can write it as a disjoint union U = ⋃s+1j=1 Uj where we let
Uj = {u ∈ U | uk ∈ Ej} for 1 ≤ j ≤ s,
Us+1 = {u ∈ U | uk ∈ C} .
Let p be the projection onto the first k − 1 coordinates. Let Uj,i = {u ∈ Uj | uk = i}.
For simplicity we will write Vi = p (Uj,i).
Lemma 5.8. Any disconnected subgraph U of G∗(T̂ ) satisfies |U| ≤ ck.
Proof. We proceed by induction on k. Let T̂ =
∏k
i=1 Ti and U ∈ U(T̂ ). Assume
without loss of generality that Ti is bipartite complete exactly for i = 1, . . . , r. The
base case k = r follows by Lemma 5.5 which says that theU(T̂ ) =M(T̂ ). Any element
of M(T̂ ) has size bounded by ck by Lemma 5.4.
Suppose the statement is true for k−1. For any u ∈ Tk, V2u−1∪V2u is an unlinked set,
hence by the induction hypothesis |V2u−1 ∪ V2u| ≤ ck−1. Suppose {2u− 1, 2u} ⊂ Ej for
some 1 ≤ j ≤ s, so (u, v) ∈ E (Tk) for some v ∈ Tk and either V2v−1 or V2v is non-empty.
This implies that V2u−1 ∩ V2u = ∅. Hence |Uj,2u−1| + |Uj,2u| = |Uj,2u−1 ∪ Uj,2u| ≤ ck−1.
If {2u− 1, 2u} ⊂ C then clearly |Uj,2u−1| , |Uj,2u| ≤ ck−1.
Thus summing |Uj,i| over all i ∈ Uk gives the desired result. 
Theorem 5.9. Let T̂ =
∏k
i=1 Ti where Ti are all generating sets. Then any U ∈ U(T̂ )
satisfies |U| = ck if and only if Ti = T0 for all i. In this case U(T̂ ) =M(T̂ ).
Proof. It is clear that if Ti = T0 for all i then any t ∈ M(T̂ ) is an unlinked set of size ck
with full support. This gives one direction of the first part of the theorem statement.
To prove the other direction and the second part we proceed by induction on k. Let
U ∈ U(T̂ ). Assume without loss of generality that Ti is bipartite complete exactly for
i = 1, . . . , r. The base case is k = r. As above, by Lemmas 5.5 and 5.4 U(T̂ ) =M(T̂ )
and its elements have size bounded by cr with equality if and only if Ti = T0 for all i.
Suppose the statement is true for k − 1. Suppose U is an unlinked set with full
support on T such that |U| = ck. We will show that either p (Uj,i) = ∅ exactly for all
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i ∈ Aj or for all i ∈ Bj . From the coordinatewise definition of ∆k it is clear that for
any (u, v) ∈ E (Tk) the elements of the set
X = {V2u−1 ∪ V2u, V2u−1 ∪ V2v−1, V2u ∪ V2v, V2v−1 ∪ V2v}
are unlinked sets. Furthermore every element of V2u−1 is linked with every element of
V2v, and similarly for V2u and V2v−1. Since U has full support, either V2u−1 or V2u is
non-empty. Also note that V2u−1∩V2u = ∅. Lemma 5.8 implies |Uj,2u−1 ∪ Uj,2u| ≤ ck−1.
By Lemma 5.7 there exists (u, v) ∈ E (Tk) such that the condition P (u, v) is true.
We will use this to rule out the case when V2u−1, V2u, V2v−1, V2v are all non-empty.
Suppose towards a contradiction that this is true. This implies V2u−1, V2u, V2v−1, V2v
are all disjoint.
Lemma 5.8 implies |U2u ∪ U2v| ≤ ck−1. Let w ∈ Tk verify P (u, v). First suppose that
(w, u) , (w, v) ∈ E (Tk) and without loss of generality that V2w 6= ∅.
Let T ′ =
∏
T ′i be the support of the coordinates of the unlinked set V2u−1 ∪ V2v−1.
By the induction hypothesis, if |V2u−1 ∪ V2v−1| = ck−1 then T ′i = Ti = T0 and hence
cT ′i = cTi = c for all 1 ≤ i ≤ k − 1. Any element of V2w is linked with every element of
V2u−1∪V2v−1 and hence by Lemma 5.6 |V2u−1 ∪ V2v−1| < ck−1. Since V2u−1∩V2v−1 = ∅
this implies |U2u−1 ∪ U2v−1| < ck−1. Thus
|U2u−1 ∪ U2v−1 ∪ U2u ∪ U2v| < 2ck−1
which implies |Uj | < |Cj | ck−1.
Now suppose that (w, u) , (w, v) /∈ E (Tk) and again without loss of generality that
V2w 6= ∅. Then any element of V2w is unlinked with every set in X . Since V2u−1 ∪ V2u
and V2v−1 ∪ V2v are disjoint this implies they cannot both be maximal so as above we
get |Uj | < |Cj| ck−1.
Thus V2u−1, V2u, V2v−1, V2v cannot all be non-empty. Suppose without loss of gener-
ality that V2u−1 = ∅ which implies V2u 6= ∅.
If V2v−1 6= ∅ and x ∈ V2v−1 then every element of V2u is connected to x. We will
apply Lemma 5.6 to show that V2u cannot be a maximal diconnected subgraph. Let
T ′ =
∏
T ′i be the support of the coordinates of the unlinked set V2u. If |V2u| = ck−1 by
the same argument as above by Lemma 5.6 there is an element of V2u which is unlinked
with x, a contradiction. Thus |V2u| < ck−1. If in addition V2v = ∅ then this implies
|Uj | < |Cj| ck−1.
Thus we have shown that if U ∈ U(T̂ ) such that |U| = ck then U ∈ M(T̂ ).
Thus we have shown that either p (Uj,i) = ∅ exactly for all i ∈ Aj or exactly for all
i ∈ Bj as claimed. Hence ∪j,ip (Uj,i) is an unlinked set, which implies Uj has maximal
size when p (Uj,i) is equal to a unique maximal unlinked set fully supported on
∏k−1
i=1 Ti
for all i and j.

6. Asymptotic analysis
Given a product of generating sets T̂ =
∏
i Ti we define fT̂ =
∏
i fTi . We will compute
the averages of functions of the form fT̂ , and use them to obtain the kth moments of
f which will in turn determine a distribution.
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6.1. Notational preliminaries. We define some notation for the next theorem. Let
AutH,T̂ (G,Φ(G)) =
∏
iAutH,Ti (G,Φ(G)). Define N± (Ti) be the set of subsets N ⊂ Ti
of even (respectively odd) cardinality. Let N±(T̂ ) =∏iN± (Ti).
We define a condition on tuples of congruence classes which will be used in the next
theorem. Let r (j) = |Tj| for j = 1, . . . , k. Let Υ ∈
∏k
j=1 [r (j)], α ∈ {0, 2, 3}. Let
Û =
∏k
i=1 Ui with Ui = [2r (j)] (recall from Section 4 there is a bijection Û −→ G∗(T̂ )).
Let (hu)u∈Û be a tuple of integers. For each 1 ≤ j ≤ k and i ∈ [r (j)] define the
following conditions on (hu) modulo 4
(6.1)
∏
u,v
huhv ≡

−1 i ∈ Nj, i 6= Υj
1 i /∈ Nj, i 6= Υj
1 i ∈ Nj, i = Υj, α = 2
±1 i ∈ Nj, i = Υj, α = 3
where the product is over all u, v ∈ Û with uj = 2i − 1, vj = 2i. For any positive
integer m with 4 | m let
Λm (N,Υ) =
{
(hu) ∈ (Z/mZ)Û | (humod4)u satisfies (6.1)
}
,
Λm (U , N,Υ) =
{
(hu)u∈Û ∈ Λm (N,Υ) | hu = 1 if u /∈ U
}
.
We will use Λm (N,Υ) to restrict the congruence classes of certain factorizations of the
discriminant in the upcoming theorem.
Next we define some functions which will be used in the description of the coefficient
of the main term of fT̂ . For N ∈ N± (T ) and u ∈ G∗(T̂ ) let
λN (u) =
{
1 u = 2i, i ≤ r1, |N ∩ Si| odd
0 else.
Also recall we defined Φk (u, v) =
∑k
i=1Φ (ui, vi) for u, v ∈ G∗ (T ), where the function
Φ is defined at the start of Section 4. Let Γ ⊆ [k]. Then let
λNk (u) =
k∑
i=1
λNi (ui) ,(6.2)
γΥ,Γ (u) =
∑
i∈Γ
Φ (ui, 2Υi) ,
ψΥ (u) =
k∑
i=1
Φ (2Υi, ui) .
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Finally for (hu) ∈ Λm (N,Υ) and U ⊆ Û define
χ1 ((hu) ,U) =
∏
{u,v}⊂U
(−1)Φk(u,v)hu−12 hv−12 ,(6.3)
χ2 ((hu) ,U) =
∏
u∈U
(−1)λNk (u)hu−12 ,
χ3 ((hu) ,U) =
∏
u∈U
(−1)h
2
u−1
8
(γΥ,Γ(u)+ψΥ(u)α) .
LetD±X,α to be the set of positive (resp. negative) fundamental discriminants divisible
by 2α.
6.2. Proof of the theorem.
Theorem 6.1. Let T̂ =
∏
i Ti be a product of generating sets and let c = maxU∈U(T̂ ) |U|.
With the above notation, for any positive constant a ∈ R and α ∈ {0, 2, 3} the sum of
fT̂ (d) /a
ω(d) over D±X,α is
∑
d∈D±X,α
fT̂ (d)
aω(d)
=
Γ
U(T̂ )
4c2kn
∣∣∣AutH,T̂ (G,Φ(G))∣∣∣
4
π2
X(logX)(c/a)−1 + o
(
X(logX)(c/a)−1
)
where
(6.4) Γ
U(T̂ ) =
∑
N∈N±(T̂ )
∑
Γ⊂[k]
∑
Υ∈
∏
j [r(j)]
SN,Γ,Υ(T̂ ),
and
SN,Γ,Υ =
∑
U∈U(T̂)
|U|=c
∑
(hu)∈Λ8(U ,N,Υ)
3∏
i=1
χi ((hu) ,U) .(6.5)
Proof. Let d ∈ D±X,α. For any T which is one of the factors of T̂ we expand the formula
from Theorem (2.10) as
fT (d) =
1
2n
1∣∣∣AutH,T̂ (G,Φ(G))∣∣∣
∑
N∈N±(T )
r∑
Υ=1
∑
d=2α
∏
Du
∏
u,v
(
Du
Dv
)Φ(u,v)∏
u
(−1
Du
)λN1 (u)
×
∏
u
(
2α
Du
)ψΥ(u)(
1 +
∏
u
(
Du
2
)γΥ,1(u))
.
where the second sum only appears when α 6= 0 and the third sum is over factorizations
of d into positive integers Du such that (Du) ∈ Λ8 (N, l) and the functions appearing in
the exponents are defined in (6.2) with k = 1. Note the Du were allowed to be negative
and divisible by 2 previously, hence we introduce λN1 to keep track of the negative signs
and γΥ,1, ψΥ to keep track of the factor 2
α.
For T̂ =
∏k
i=1 Ti we obtain, using the same procedure as in [FK07, p.470-472]
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fT̂ (d) =
1
2kn
1∣∣∣AutH,T̂ (G,Φ(G))∣∣∣
∑
Γ⊂{1,...,k}
∑
N∈N±(T̂ )
∑
Υ∈
∏
j [r(j)]
∑
d=2α
∏
Du
∏
u,v
(
Du
Dv
)Φk(u,v)
×
∏
u
(−1
Du
)λNk (u)(Du
2
)γΥ,Γ(u)( 2α
Du
)ψΥ(u)
where (Du) ∈ Λ8 (N,Υ) and λNk , γΥ,Γ, ψΥ are defined in the theorem statement. The
sum over Γ ⊂ [k] comes from expanding the product ∏kj=1(1 +∏u (Du2 )γΥ(u)).
An analysis of character sums and their cancellation, and a removal of the congruence
conditions on the Du as in [FK07, p.473-478] gives
∑
d∈D±X,α
fT̂ (d)
aω(d)
=
1
2kn
1
4c
1∣∣∣AutH,T̂ (G,Φ(G))∣∣∣
[∑
N,Γ,Υ
SN,Γ,Υ
]∑
(Du)
µ2 (2
∏
Du)
aω(
∏
Du)
(6.6)
+ o
(
X(logX)(c/a)−1
)
where the range of the last sum is over factorizations into c-tuples of coprime positive
integers up to X and SN,Γ,Υ is as given by (6.5) in the statement. The factor of 4
−c
comes from removing the congruence conditions on the remaining c variables in the
last sum in (6.6) as in the argument from [FK07, p.480-482] (Lemma 19 is modified
to give a factor of 1/4 instead of 1/2 since we are considering odd congruence classes
mod 8 instead of mod 4).
Since the number of ways of writing any integer x < X as a product of c integers is
cω(x) we have∑
(Du)
µ2 (2
∏
Du)
aω(
∏
Du)
=
[∑
x<X
µ2 (2x)
(c
a
)ω(x)]
+ o
(
X(logX)(c/a)−1
)
=
4
π2
X(logX)(c/a)−1 + o
(
X(logX)(c/a)−1
)
and the theorem follows. 
7. Computing the moments
Throughout this section we will prove results about ΓM(T̂ ) (defined as in Theorem 6.1
withM(T̂ ) in place of U(T̂ )) when T̂ =∏ki=1 Ti with all Ti not complete bipartite. We
will apply them in the case when U(T̂ ) =M(T̂ ). Let cT̂ =
∏k
i=1 cTi be the cardinality
of any element of M(T̂ ).
7.1. The congruence conditions. We will first reduce to a simpler set of congruence
conditions. Let T̂ =
∏k
i=1 Ti where all Ti are not complete bipartite. Let N ∈ N±(T̂ )
and U ∈ M(T̂ ). Let Λ (U , N) be the set of tuples of congruence classes modulo 4 such
28 JACK KLYS
that for each 1 ≤ j ≤ k and i ∈ [r (j)]
(7.1)
∏
u,v
huhv ≡
{
−1 i ∈ Nj
1 i /∈ Nj
where the product is over all u, v ∈ Û with uj = 2i− 1, vj = 2i.
Lemma 7.1. Suppose U(T̂ ) =M(T̂ ). In the notation of Theorem 6.1 we have
ΓM(T̂ ) = 2
c
T̂
∣∣∣T̂ ∣∣∣ ∑
N∈N±(T̂ )
∑
U∈M(T̂ )
∑
(hu)∈Λ(U ,N)
χ1 ((hu) ,U)χ2 ((hu) ,U)
where χi is defined in (6.3).
Proof. Since χ1 and χ2 in (6.5) only depend on the class of hu modulo 4, we can let
(h′u) denote the reduction of (hu) modulo 4 and factor the sum∑
Γ⊂[k]
∑
Υ∈
∏
j [r(j)]
SN,Γ,Υ =
∑
U∈M(T̂ )
∑
(h′u)
χ1 ((h
′
u) ,U)χ2 ((h′u) ,U)
×
∑
Γ⊂[k]
∑
Υ∈
∏
j [r(j)]
∑
(hu)
χ3 ((hu) ,U) .
Note in the above sum (hu) depends on (h
′
u) since hu ≡ h′umod4 and hence there are
two possible choices for the class of hu modulo 8. If h
′
u ≡ 1 (4) then hu ≡ 1or 5 modulo
8. If hu ≡ 1 (8) then h2u−18 is even, and if hu ≡ 5 then h
2
u−1
8
is odd. Hence both pairities
are possible. Similarly when h′u ≡ 3 (4).
Fix Υ and let
κ (Υ) =
∑
Γ⊂[k]
∑
(hu)
∏
u∈U
(−1)h
2
u−1
8
(γΥ,Γ(u)+ψΥ(u)α) .
Using the above observation we can replace the sum over (hu) as follows
κ (Υ) =
∑
Γ⊂[k]
∏
u∈U
(
1 + (−1)(γΥ,Γ(u)+ψΥ(u)α)
)
.
Recall the definitions γΥ,Γ (u) =
∑
i∈ΓΦ (ui, 2Υi) and ψΥ (u) =
∑k
i=1Φ (2Υi, ui).
It follows from the definition of Φ andM(T̂ ) for T̂ not complete bipartite that there
is only one Γ in the above sum for which γΥ,Γ (u) + ψΥ (u)α is even for all u ∈ U . In
particular if α is even γΥ,Γ (u) is even for all u ∈ U only when Γ 6= ∅. If α is odd then
γΥ,Γ (u)+ψΥ (u) is even for all u ∈ U only when Γ = {i ∈ [k] | ui is even for all u ∈ U}.
In both cases we get κ (Υ) = 2cT̂ for all Υ. Finally note that
∣∣∣∏kj=1 r (j)∣∣∣ = ∣∣∣T̂ ∣∣∣. This
completes the proof. 
Next we rewrite the congruence conditions (6.1) in linear algebraic terms.
Let U ∈ M(T̂ ). Let (hu) ∈ Λ (U , N). These congruence conditions can be encoded
as vectors lying in a certain coset of a subspace of F|U|2 . For any (hu) define the
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corresponding element x ∈ F|U|2 by
(7.2) xu =
{
1 if hu = −1
0 if hu = 1.
Let rk =
∑k
j=1 r (j). Then there is a rk × |U| matrix MT̂ over F2 and vector h ∈ Frk2
such that the set of elements x ∈ F|U|2 corresponding to (hu) ∈ Λ (U , N) is equal to the
set of solutions of the system MT̂x = h (that is, equal to a coset of kerMT ).
7.2. Factoring the main term. We begin by investigating how the congruence con-
ditions (6.1) behave under products of maximal unlinked sets.
Factor T̂ = T̂1× T̂2. Suppose U ∈ M(T̂ ) factors as U1×U2. We can correspondingly
factor N = N1 ×N2. Define a map λ1 : Λ (U , N) −→ Λ (U1, N1) by
[λ1 ((hu))]u1 =
∏
u∈U1×U2
u=(u1,u2)
hu
for each u1 ∈ U1. It follows from the conditions (6.1) that this map is well-defined. Let
p1 be the projection onto the coordinates in [k] corresponding to T̂1. If we let x1 ∈ Fr12
represent λ1 ((hu)) then MT̂1x1 = p1 (h). Similarly define λ2 : Λ (U , N) −→ Λ (U2, N2).
Lemma 7.2. In the above notation the map λ = λ1 × λ2 : Λ (U , N) −→ Λ (U1, N1) ×
Λ (U2, N2) is a 2|U1||U2|−|U1|−|U2|+1 to 1 function.
Proof. Under the correspondence (7.2) the map λ1 becomes
[λ1 (x)]u1 =
∑
u∈U1×U2
u=(u1,u2)
xu.
Put an arbitrary ordering on the elements of U1 and U2, and the lexicographic ordering
on U1 × U2. Then it is easy to see that λ1 is given by a matrix M1 of size |U1| × |U|
of full rank. Similarly λ2 is given by M2 of size |U2| × |U| and full rank. Thus λ is the
matrix Mλ =
[
MT1 ,M
T
2
]T
which has size (|U1|+ |U2|)× |U| and rank |U1|+ |U2| − 1. It
follows that dim kerMλ = |U1| |U2| − |U1| − |U2|+ 1.
Finally we need to show that Λ (U , N) + kerMλ ⊂ Λ (U , N) which is equivalent to
kerMλ ⊂ kerMT̂ by definition of Λ (U , N) as a coset of kerMT̂ . We have Λ (Ui, Ni) =
pi (h) + kerMT̂i . This implies that MT̂iMix = pi (h) = pi
(
MT̂x
)
for any x ∈ F|U|2 .
Let M ′ be the block diagonal matrix constructed from MT̂1 and MT̂2 . Then for any
x ∈ Λ (U , N) and y ∈ kerMλ we have MT̂y = M ′Mλy = 0. Hence kerMλ ⊂ kerMT̂ as
required. This completes the proof. 
By defintion each U ∈ M(T̂ ) factors into U = U1 × U2 ∈ M(T̂ ). We can factor
N = N1 ×N2 and let x ∈ Λ (U , N). Suppose χ (U , x) is a function satisfying
(7.3) χ (U , x) = χ (U1, λ1 (x))χ (U2, λ2 (x))
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for all U ∈ M(T̂ ). Define
(7.4) γ (U , N) =
∑
x∈Λ(U ,N)
χ (U , x)
and γM(T̂ ),N =
∑
U∈M(T̂ ) γ (U , N). Then ΓM(T̂ ) = 2c
k
∣∣∣T̂ ∣∣∣∑N∈N±(T̂ ) γM(T̂ ),N .
Lemma 7.3. Let T̂ = T̂1 × T̂2 and N = N1 × N2. Let cT̂i be the cardinality of any
element of M(T̂i). Then
γM(T̂ ),N = 2
c
T̂1
c
T̂2
−c
T̂1
−c
T̂2
+1
γM(T̂1),N1γM(T̂2),N2 .
Proof. Write U = U1 × U2. We have |U1| = cT̂1 and |U2| = cT̂2 . Let θ = cT̂1cT̂2 − cT̂1 −
cT̂2 + 1. Hence by Lemma 7.2 we can factor the resulting sum
γM(T̂ ),N =
∑
U∈M(T̂)
∑
x∈Λ(U ,N)
χ (U , x)
= 2θ
∑
U=U1×U2
∑
(x1,x2)∈Λ(U1,N1)×Λ(U2,N2)
χ (U1, x1)χ (U2, x2)
= 2θ
∑
U=U1×U2
 ∑
x1∈Λ(U1,N1)
χ (U1, x1)
 ∑
x2∈Λ(U2,N2)
χ (U2, x2)

= 2θγM(T̂1),N1γM(T̂2),N2.

7.3. Computing the main term. Let s (j) = s1 (j) + s2 (j) be the number of con-
nected components of Tj where s2 (j) is the number of components of size 1. Recall
T̂ =
∏k
i=1 Ti and M(T̂ ) =
∏k
j=1 Tj. We recall some notation from previous sections.
For j ∈ [k] we denote by Cj the set of fixed points for the action of Tj on itself. Hence
|Cj| = s2 (j).
Let Cj,i be the ith connected component of Tj . For i = 1. . . . , s1 (j) we let Aj,i, Bj,i
be the i-th connected component of Aj , Bj respectively.
For any U ∈ M(T̂ ) and x ∈ Λ (U , N) define χ (U , x) = χ1 (U , x)χ2(U , x) (see 6.3).
Then χ satisfies (7.3).
We want to compute ΓM(T̂ ) = 2
ck
∣∣∣T̂ ∣∣∣∑N∈N±(T̂ ) γM(T̂ ),N where
γM(T̂ ),N =
∑
U∈M(T̂ )
∑
x∈Λ(U ,N)
χ (U , x) .
Lemma 7.4. Let ω = cT̂ −
∑
j∈[k] cTj +
∑
j∈[k] s (j) + (k − 1). For any N let mj,i =
|Nj ∩ suppBj,i|. Then we have
γM(T̂ ),N =
{
2ω if mj,i ≡ 0, 1 mod4 for all i, j
0 else
.
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Proof. For the remainder of the proof we will write T̂ =
∏k
j=1 Tj , and let T̂i =
∏
j≥i Tj .
Any U ∈ M(T̂ ) factors as U = ∏kj=1Wj with each Wj maximal unlinked with full
support on Tj . Hence by repeated application of Proposition 7.3 we have
γM(T̂ ),N = 2
c
T̂
−
∑
j cTj+(k−1)
k∏
j=1
∑
Wj
∑
xj∈Λ(Wj ,Nj)
χ (Wj , xj)(7.5)
where we are using that
k−1∑
i=1
cT̂i − cT̂i+1 − cTi + 1 = cT̂ −
∑
j
cTj + (k − 1) .
Note that |Λ (Wj , Nj)| = 2s2(j) but the value of e (Wj , ·) + fNj (Wj , ·) is constant on
Λ (Wj , Nj) (since Φ and λNj are zero on Cj).
Let W ′j =Wj\Cj . Then
∣∣Λ (W ′j , Nj)∣∣ = 1. Hence (7.5) becomes
(7.6) 2ω0
k∏
j=1
∑
W ′j
χ
(W ′j , xj)
where ω0 = 2
c
T̂
−
∑
j cTj+(k−1)+
∑
j s2(j).
Note that for every j, if u ∈ Aj,i then Φ (v, u) = 0 for all v ∈ Wj. Furthemore for
every u, v ∈ Wj we have Φ (u, v) = Φ (v, u). Hence it follows from the definition of the
sets Wj =
{(
∪s1(j)i=1 Wi
)
∪ Cj | Wi = Aj,i or Bj,i
}
that (7.6) factors as
2ω0
k∏
j=1
s1(j)∏
i=1
(1 + χ (Bj,i, xj))
where by abuse of notation we are denoting by xj its projection onto the coordinates
corresponding to the ith connected component Cj,i.
We now turn to computing χ (Bj,i, xj) which is determined by the pairity of∑
{u,v}⊂Bj,i
Φ (u, v)xuxv +
∑
u∈Bj,i
λNj (u)xu.
Note that Φ (u, v) = 1 for all u, v ∈ Bj if u 6= v. It follows from (??) that for any
u = 2l ∈ Bj,i
xu =
{
1 if l ∈ Nj
0 if i /∈ Nj.
It follows from this that
∑
{u,v}⊂Bj,i
Φ (u, v)xuxv =
(
mj,i
2
)
which is even when mj,i ≡ 0, 1
mod 4. Furthermore for u = 2l ∈ Bj,i we have
λNj (u) =
{
1 if |Nj ∩ Sl| odd
0 else
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and hence ∑
u∈Bj,i
λNj (u)xu =
{
mj,i if mj,i even
0 else
which is always even. Thus if mj,i ≡ 0, 1 mod 4 for all i and j then
γM(T̂ ),N = 2
ω0
k∏
j=1
s1(j)∏
i=1
(1 + χ (Bj,i, xj))
= 2ω0+
∑
j s1(j)
where ω0 = 2
c
T̂
−
∑
j cTj+(k−1)+
∑
j s2(j). If mj,i 6= 0, 1 mod 4 for any i or j then γM(T̂ ),N =
0. Since s (j) = s1 (j) + s2 (j) for all j, this completes the proof. 
Recall for the next proposition that we defined Cj,i be the ith connected component
of Tj .
Proposition 7.5. Let a = 0, 1 in the case of positive (respectively negative) discrimi-
nants. We have
(7.7) ΓM(T̂ ) = 2
ω
∣∣∣T̂ ∣∣∣ k∏
j=1

r(j)∑
m≡a(2)
∑
mi≡0,1(4)∑s(j)
i=1 mi=m
s(j)∏
i=1
(|Cj,i|
mi
)
where ω = 2cT̂ −
∑
j∈[k] cTj +
∑
j∈[k] s (j) + (k − 1).
Proof. We begin with the formula from Lemma 7.4 and sum over N ∈ N±(T̂ ) satisfying
the appropriate conditions. For any N let mj,i = |Nj ∩ suppBj,i|. Then we have∑
N γM(T̂ ),N = 2
ω
∑′
N
1 where the prime indicates summation over N satisfying |Nj| ≡
a (2) and mj,i ≡ 0, 1 (4). If we let Q±j = |{Nj ⊂ Tj | |Nj | ≡ a (2) , mi,j ≡ 0, 1 (4)}| then
we have
∑′
N
1 =
∏k
j=1Q
±
j . One can further compute
(7.8) Q±j =
r(j)∑
m≡a(2)
∑
mi≡0,1(4)∑s(j)
i=1 mi=m
s(j)∏
i=1
(|Ci,j |
mi
)
.
The outer summation corresponds to choices of possible sizes of the set Nj and the
inner sum to the choices of elements of Tj contained in Nj . 
7.4. The kth moment. We can combine the results of the previous two subsections.
Proposition 7.6. Let T̂ =
∏k
i=1 Ti be a product of generating sets and suppose Ti is
not complete bipartite for all i. Suppose U(T̂ ) =M(T̂ ). Then for all positive integers
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k
lim
X−→∞
∑
d∈D±X,α
f
T̂
(d)
c
ω(d)
T̂∑
d∈D±X,α
1
=
2k+
∑
j∈[k](s(j)−cTj )−kn
∣∣∣T̂ ∣∣∣∣∣∣AutH,T̂ (G/Φ(G))∣∣∣
k∏
j=1
Q±j
where
• Q±j is given by (7.8),
• s (j) is the number of connected components of Tj.
Furthermore if a > cT̂ then
lim
X−→∞
∑
d<X
f
T̂
(d)
aω(d)∑
d<X 1
= 0.
Proof. By Theorem 6.1 we have∑
d<X
fT̂ (d)
aω(d)
=
Γ
U(T̂ )
4c2kn
∣∣∣AutH,T̂ (G/Φ(G))∣∣∣
4
π2
X(logX)(c/a)−1 + o
(
X(logX)(c/a)−1
)
.
By assumption Γ
U(T̂ ) = ΓM(T̂ ) which is given by Proposition 7.5. We defined c =
maxU∈U(T̂) |U| which by assumption is given by c = cT̂ . Thus setting a = cT̂ and
noting the well known formula for the number of real quadratic fields
∑
d<X 1 ∼ 2pi2X
gives
lim
X−→∞
∑
d∈D±X,α
f
T̂
(d)
aω(d)∑
d∈D±X,α
1
=
2ω+1
∣∣∣T̂ ∣∣∣
4cT̂ 2kn
∣∣∣AutH,T̂ (G/Φ(G))∣∣∣
k∏
j=1
Q±j X(logX)
(c/a)−1
+ o
(
X(logX)(c/a)−1
)
and ω+1− 2cT̂ − kn = k+
∑
j∈[k]
(
s (j)− cTj
)− kn. Clearly if a > cT̂ then the above
limit is 0. 
8. Determining the distribution
8.1. Preliminaries for distributions of functions on quadratic fields. We start
by recalling some preliminaries on measures and distributions. In particular we specify
what we mean by the distribution of a function on the set of quadratic fields.
Let K be the set of real or imaginary quadratic fields. Let Π be the σ-algebra on K
consisting of all subsets and define the measurable space M = (K,Π).
For any positive X ∈ R let µX be the measure onM with mass supported uniformly
on {K ∈ K | |DK | < X}. Then for any measurable space I = (X ,Σ) and function
g : M −→ I we have a measure µg,X = g∗µX on I (note any function is measurable
since Π is the power set of K). Thus for any measurable set U ∈ Σ, µg,X (U) is the
proportion of quadratic fields in K ∈ K with |DK | < X such that g (K) ∈ U .
Now suppose X is also a metric space. Then for any function g : K −→ X we define
µg = lim
X−→∞
µg,X
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to be weak limit of measures, if it exists. If X has the discrete topology this is equivalent
to strong convergence: µg,X (A) −→ µg (A) for all A, but this equivalence is not true
in general. Note also the limit µg may not be a probability measure (that is escape of
mass can occur). We call µg the distribution of g if µg is a probability measure on I.
Example. Let X be the set of finite abelian p-groups, and let Σ be the power set of
X . Let g : K −→ X be defined by g (K) = Cl2K,p (note squaring only has an effect
when p = 2).
Then the Cohen-Lenstra conjectures state that µg exists and describe what it should
be equal to, for any p.
Example. Let X be the set of finite abelian p-torsion groups, and let Σ be the power
set of X . In this case any A ∈ X is determined by its order, and hence we can identify
X with the set {pi | i ∈ Z≥0}. Let g : K −→ X be defined by g (K) = |Cl2K [p]|. Fouvry
and Klu¨ners computed µg in the case when p = 2.
Since in this case X is discrete we have strong convergence of the µg,X. Since X ⊂ Q
it is easy to see that this also implies convergence when the measures in question are
viewed on Q with its usual metric as follows. Let B be the Borel σ-algebra on Q (the σ-
algebra generated by the open subsets of Q). Then we can equivalently consider µg on
the measurable space I ′ = (Q,B). Letting µ′g be the new measure on I ′ the connection
is given by µ′g =
∑∞
i=0 δ{pi}µg (p
i) where δ{pi} is the points-mass with respect to B.
In our case the functions f are rational valued, however taking the discrete metric
on the set of values we find that limX−→∞ µf,X (x) = 0 for all x ∈ Q, that is µf exists
but there is escape of mass. This issue is corrected if we instead view the set of values
lying inside Q with its usual metric, as in the second example above. We will see that
in this case µf will be a probability measure.
We prove a lemma which will be needed throughout the next two sections.
Lemma 8.1. Let M, I be measurable spaces with I = (R,B). Let g, h : M −→ I
measurable functions such that µg exists and µh = δa and let ta be translation by a.
Then
µg+h = (ta)∗ µg.
Proof. For any measure µ let Fµ denote its cumulative distribution function. It is a
fact that for a sequence of measures µn −→ µ weakly if and only if Fµn (x) −→ Fµ (x)
at all points of continuity of Fn, F .
First note that Fµg (x− a) = F(ta)∗µg (x), since for any U ∈ B, (ta)∗ µg (U) =
µg (U − a). Hence we need to show that
lim
X−→∞
Fµg+h,X (x) = Fµg (x− a) .
By definition we have
Fµg+h,X (x) = µg+h,X ((−∞, x])
= µX
(
(g + h)−1 ((−∞, x])) .
Fix ǫ > 0. Let ǫ0 > 0 be small enough such that
∣∣Fµg (x− a)− Fµg (x− a± ǫ0)∣∣ < ǫ
(this is possible since F(ta)∗µg is continuous at x which implies Fµg is continuous at
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x− a) and there exists X large enough such that for W = h−1 (a− ǫ0, a+ ǫ0) we have
µX (W ) ≥ 1− ǫ.
We have the set inclusions
(g)−1 ((−∞, x− a− ǫ0]) ∩W ⊂ (h+ g)−1 ((−∞, x]) ∩W,
(h + g)−1 ((−∞, x]) ∩W ⊂ (g)−1 ((−∞, x− a+ ǫ0]) ∩W.
By choice of X we have |µX (U ∩W )− µX (U)| < ǫ for any U ∈ B. Hence∣∣Fµg,X (x− a± ǫ0)− µX((g)−1 ((−∞, x− a± ǫ0]) ∩W )∣∣ < ǫ,∣∣Fµg+h,X (x)− µX((h+ g)−1 ((−∞, x]) ∩W )∣∣ < ǫ.
Furthermore since Fµg,X −→ Fµg we have∣∣Fµg,X (x− a± ǫ0)− Fµg,X (x− a)∣∣ < 2ǫ.
Putting the above together we obtain that for any ǫ > 0 there exists X large enough
such that
Fµg,X (x− a)− ǫ1 ≤ Fµg+h,X (x) ≤ Fµg,X (x− a) + ǫ1
for some ǫ1 a multiple of ǫ. Thus
lim
X−→∞
Fµg+h,X (x) = lim
X−→∞
Fµg,X (x− a)
= Fµg (x− a) .
As stated at the beginning Fµg (x− a) = F(ta)∗µg (x) which implies µg+h,X −→ (ta)∗ µg
weakly. This completes the proof. 
We are now interested in computing the distribution µf of the function f =
∑
Ti
fTi
where the sum is over generating sets Ti ⊂ T0.
We first consider the case when T0 is not complete bipartite and later apply this to
handle the complete bipartite case.
8.2. The non complete bipartite case.
Theorem 8.2. Let a = |AutH (G/Φ(G))|. Suppose T0 is not complete bipartite. For
all positive integers k
lim
X−→∞
∑
d∈D±X,α
(
f(d)
cω(d)
)k∑
d∈D±X,α
1
=
{
(2c−s+n−1a)
−k · (|T0|Q±)k if Ti = T0 for all i
0 else
where Q± is defined in (7.8).
Proof. Since f =
∑
Ti
fTi , taking the kth power gives f
k =
∑
T̂ fT̂ where T̂ =
∏k
i=1 Ti.
Fix T̂ and let c = maxU∈U(T̂ ) |U|. First supposeT̂ 6=
∏k
i=1 T0 . By Theorem 5.9
c < ck. Then the second case of the statement follows by Theorem 6.1 with a = ck.
Now suppose Ti = T0 for all i. Then by Theorem 5.9 c = c
k and U(T̂ ) = M(T̂ ).
Then the first case of the statement follows by Proposition 7.6. 
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Corollary 8.3. Let a = |AutH (G/Φ(G))|. Let q = (2c−s+n−1a)−k · (Q±)k. Suppose T0
is not complete bipartite.
Then the distribution of h (d) = f(d)
cω(d)
is µh = δq where δq is the point-mass at q.
Proof. In the case where Ti = T0 and T0 is complete bipartite the kth moment of
f (d) /(c)ω(d) is the kth power of some non-zero rational number by Theorem 8.2. Thus
the distribution determined is a point-mass. 
8.3. The complete bipartite case. Suppose T0 is complete bipartite. Fix a qua-
dratic discriminant d of the quadratic field K. Let
(8.1) g (d) =
∑
(d1,...,dr)∈D
r∏
i=1
∏
p|di
(
1 +
(∏
j∈Si
dj
p
)ordp(d))
.
Note g (d) = 2n |AutH(G/Φ (G))| fT0 (d). Let D̂ = {(d1, . . . , dr) |
∏r
i=1 di = d}. Recall
we defined D ⊂ D̂ to be the subset such that di 6= 1 for all i. In the following we will
write DT and D̂T to keep track of tuples corresponding to any subset T ⊂ T0 and gDT
for the function in (8.1) with D = DT . We have
gD̂T0
(d) =
∑
T⊂T0
gDT (d)
where we sum over all subsets T ⊂ T0 (not necessarily generating sets).
Note gDT0/c
ω(d) = 2n |AutH(G/Φ (G))| fT0 (d) /cω(d) is the function whose distribu-
tion we want to compute. We can write
(8.2)
gDT0 (d)
cω(d)
=
gD̂T0
(d)
cω(d)
−
∑
T⊂T0
gDT (d)
cω(d)
.
Now we consider the distribution of each of the functions on the right-hand side. We
start with gD̂T0
(d) /cω(d).
For any d′1, d
′
2 dividing d define
Pd′1 (d
′
2) =
∏
p|di
(
1 +
(
d′2
p
)ordp(d))
.
Now define the function
C (d) =
1
2ω(d)
∑
(d′1,d′2)
d′1d
′
2=d
Pd′1 (d
′
2)Pd′2 (d
′
1) .
We will use this function to relate gD̂T0
/cω(d) to the 4-torsion in ClK .
Lemma 8.4. For any quadratic field K with discriminant d
gD̂T0
(d)
cω(d)
= C (d) .
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Proof. Since T0 is bipartite we have T0 = (W1,W2). Let T0,i = T0 ∩Wi. Then we have
gD̂T0
(d)
cω(d)
=
1
cω(d)
∑
(d1,...,dr)∈D
r∏
i=1
∏
p|di
(
1 +
(∏
j∈Si
dj
p
)ordp(d))
=
1
cω(d)
∑
(d′1,d′2)
d′1d
′
2=d
 ∑
(d1,...,dr/2)∈D̂T0,1(d′1)
Pd′1 (d
′
2)

 ∑
(dr/2+1,...,dr)∈D̂T0,2(d′2)
Pd′2 (d
′
1)
 .
Noting that the terms in the inner summations depend only on the factors d′1 and d
′
2
we can write this as
1
cω(d)
∑
(d′1,d′2)
d′1d
′
2=d
Pd′1 (d
′
2)Pd′2 (d
′
1)
 ∑
(d1,...,dr/2)∈D̂T0,1(d′1)
1

 ∑
(dr/2+1,...,dr)∈D̂T0,2(d′2)
1
 .
Now
∣∣∣D̂T0,i (d′i)∣∣∣ = (r/2)ω(d′i) = cω(d′i)T0,i since this is the number of ways of factoring d′i
into r/2 elements. Note that cT0,i = cT0/2. Thus we get
1
cω(d)
∑
(d′1,d′2)
d′1d
′
2=d
Pd′1 (d
′
2)Pd′2 (d
′
1) c
ω(d′1)
T0,1
c
ω(d′2)
T0,2
=
1
2ω(d)
∑
(d′1,d′2)
d′1d
′
2=d
Pd′1 (d
′
2)Pd′2 (d
′
1) .
This completes the proof. 
Lemma 8.5. Suppose d is the discriminant of a quadratic field K. Then
gD̂T0
(d)
cω(d)
= 2 |ClK [4] /ClK [2]| .
Proof. By Lemma 8.4 gD̂T0
(d) /cω(d) = C (d).
Let G = D4 ∼= C4⋊C2, H = C4 and T be the two non-trivial elements of G/Φ (G) ∼=
C2 × C2 not in the projection of H . Then by Theorem 2.10
C (d) =
2n |AutH,T (G/Φ (G))|
2ω(d)
fT (d) + 2
=
1
2ω(d)
(
8fT (d) + 2 · 2ω(d)
)
(8.3)
where n = 2 and |AutH,T (G/Φ (G))| = 2.
Now fT is the number of (G,H, T )-extensions of K. This is also the number of
(G,H)-extensions since this is the unique T for the pair (G,H) = (D4, C4).
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We claim that fT is in fact equal to the number of unramified C4-extensions of K.
Clearly any (G,H)-extension is an unramified C4-extension of K. Conversely suppose
L/K is unramified and α : Gal (L/K) −→ C4 is an isomorphism. Since C4 is abelian L
is a subfield of the Hilbert class field of K hence Galois over Q. Then since G ∼= C4⋊C2
and Gal (L/Q) ∼= Gal (L/K)⋊Gal (K/Q) we can lift α to α′ : Gal (L/Q) −→ G. Hence
L/K is a (G,H)-extension.
For any such extension there are exactly 2 surjections from ClK to C4. Hence
2 · fT = |Surj (ClK , C4)|.
Note |Hom (ClK , C2m)| = |ClK [2m]|. Furthermore
|Hom (ClK , C4)| = |Surj (ClK , C4)|+ |Hom (ClK , C2)| .
It is well known that |ClK [2]| = 2ω(d)−1. Combining the above facts with (8.3) we get
C (d) =
1
2ω(d)
(
4 |Surj (ClK , C4)|+ 2 · 2ω(d)
)
=
4
2ω(d)
(|Surj (ClK , C4)|+ 2ω(d)−1)
= 2 |ClK [4]| / |ClK [2]| .

Let µ±CL (H) be the Cohen-Lenstra probability measure on finite abelian 2-groups H
which is proportional to 1/(|AutH|·|H|a) where a = 0, 1 in the positive (resp. negative)
case. Let P±CL (i) be the probability with respect to the Cohen-Lenstra measure that a
finite abelian 2-group has rank i.
The distribution of the funtion |ClK [4] /ClK [2]| over both imaginary and real qua-
dratic fields was determined by Fouvry and Klu¨ners in [FK07] and [FK06]. Thus we
conclude the following.
Lemma 8.6. The function h (d) = gD̂T0
(d) /cω(d) has distribution µh supported on the
set {2i | i ∈ Z≥1} given by
µh
(
2i
)
= P±CL (i− 1)
over all real (respectively imaginary) quadratic fields.
Proof. Follows from Lemma 8.5 and Theorem 3 from [FK07]. 
Next we consider the distribution of hT (d) = gDT (d) /c
ω(d) for T ⊂ T0. We will do
this by computing the kth moments of hT .
Lemma 8.7. If T ∈ {W1,W2} then µhT = δ1. If T /∈ {W1,W2, T0} then µhT = δ0.
Proof. Let c = maxU∈U(T k) |U|. Since T ⊂ T0 and T0 is complete bipartite it is easy to
see that cT ≤ cT0 with equality if and only if T ∈ {W1,W2, T0}.
Let G′ be the group generated by T , H ′ = H ∩ G and let T ′0 be the corresponding
maximal generating set which lifts to order 2 elements in G′ − H ′. By Theorem 5.9
applied to T ′0 we see that c ≤ ckT ′0 with equality if and only if T = T
′
0. By Lemma 5.8
cT ′0 ≤ cT0.
MOMENTS OF UNRAMIFIED 2-GROUP EXTENSIONS OF QUADRATIC FIELDS 39
If T = T ′0 then c = c
k
T = c
k
T ′0
. Putting these facts together we see that c ≤ ckT0 with
equality if and only if T ∈ {W1,W2, T0}.
Hence if T /∈ {W1,W2, T0} by Theorem 6.1
lim
X−→∞
∑
d<X
(
gDT (d)
cω(d)
)k
∑
d<X 1
= 0.
If T ∈ {W1,W2} then from the definition of gDT we see that
hT (d) =
1
cω(d)
∑
(d1,...,dr/2)∈DT
2ω(d)
=
1
cω(d)
(r
2
)ω(d)
2ω(d)
= 1.

We now put together the results of this section to determine the distribution of
gDT0/c
ω(d) and subsequently f .
Theorem 8.8. Suppose T0 is complete bipartite. Let q = 2
n−1 |AutH(G/Φ (G))|. Then
h (d) = f (d) /cω(d) has distribution µh supported on the set {(2i − 1) /q | i ∈ Z≥0} given
by
µh
((
2i − 1) /q) = P±CL (i)
over the set of real (respectively imaginary) quadratic fields.
Proof. Recall we have the relations
(8.4) f =
∑
T⊂T0
fT
where the sum is over generating sets,
gDT0 (d) = gD̂T0
(d)−
∑
T$T0
gDT (d)
where the sum is over all strict subsets of T0, including non-generating sets, and
gDT0 (d) = 2
n |AutH(G/Φ (G))| fT0 (d).
By an argument similar to Lemma 8.7 we can show that when T 6= T0 the kth
moments of fT/c
ω(d) are all equal to 0 since in this case T is a generating set and
hence maxU∈U(T k) |U| < ckT0 . Thus µfT /cω = δ0. Combined with (8.4) this implies that
µh = µfT0/cω .
Let hg (d) = gDT0/c
ω(d). By Lemmas 8.6 and 8.7 µhg is supported on the set
{2i − 2 | i ∈ Z≥1} and
µhg
(
2i − 2) = P±CL (i− 1)
over real (respectively imaginary) quadratic fields.
Thus we conclude that µh is supported on {(2i − 1) /q | i ∈ Z≥0} given by
µh
((
2i − 1) /q) = P±CL (i) .
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
Remark 8.9. From the above proof we see that
f/cω(d) =
1
2n |AutH(G/Φ (G))|
2 |ClK [4] /ClK [2]| − ∑
T$T0
gDT (d) /c
ω(d)

+
∑′
T$T0
fT/c
ω(d)
=
1
2n |AutH(G/Φ (G))|
(
2 |ClK [4] /ClK [2]| −
∑′′
T$T0
gDT (d) /c
ω(d)
)
(8.5)
where the prime indicates a sum over subsets T which are generating sets, and the
double-prime indicates a sum is over subsets T which are not generating sets.
It is evident from this that when T0 is complete bipartite the distribution of f (d) /c
ω(d)
is controlled by the 4-torsion of the class group. The values of the function however
depend on additional information, which comes from the other unramified 2-extensions
of the quadratic field K.
Up until now we have been working with the formula for the function fT which counts
(G,H, T )-extensions unramified away from infinity. For the remainder of the paper we
switch notation as follows. Let f ′T denote the function counting (G,H, T )-extensions
unramified away from infinity and let fT denote that counting (G,H, T )-extensions
unramified everywhere. Similarly define f ′ and f . We now show that the distributions
and moments of these two functions are the same.
Lemma 8.10. Let f ′T (K) and fT (K) denote the number of (G,H, T )-extensions of K
which are unramified away from infinity (resp. unramified everywhere). Then µfT0/cω =
µf ′T0/c
ω and Ek (fT0/c
ω) = Ek
(
f ′T0/c
ω
)
for all positive integers k.
Proof. By the same proofs as in Propositions 11 and Lemma 12 of [AK16] we see that if
we define g = fT0/c
ω−f ′T0/cω then Ek (g) = 0 for all k. This implies µg = δ0 and hence
by Lemma 8.1 µfT0/cω = µf ′T0/c
ω . Then also clearly Ek (fT0/c
ω) = Ek
(
f ′T0/c
ω
)
. 
9. Moments and Correlations
Using results from the previous section we can determine the moments of f for a
fixed pair (G,H) as well as correlations of such functions for several different pairs
(G,H).
Using almost the same proof as in Lemma 8.1 we can also prove
Lemma 9.1. Let M, I be measurable spaces with I = (R,B). Let g, h : M −→ I
measurable functions such that µg exists and µh = δa and let ma be multiplication by
a. Then
µg·h = (ma)∗ µg.
We first need a lemma on correlations of the type of functions we will encounter.
For any measure µ let Ek (µ) denote the kth moment defined by
∫
xkdµ.
MOMENTS OF UNRAMIFIED 2-GROUP EXTENSIONS OF QUADRATIC FIELDS 41
Lemma 9.2. Let M, I be measurable spaces with I = (R,B). Let g, h : M −→
I be positive measurable functions. Suppose g has countable well-ordered image and
µg,X −→ µg strongly and µh = δa. Furthemore suppose Ek (µg,X) −→ Ek (µg) and
Ek (µh,X) −→ Ek (µh) for k = 1, 2. Then E1 (µg·h,X) −→ E1 (µg·h).
Proof. Let {yi}∞i=1 be the image of g in increasing order. Then for each k = 1, 2 we
have the equations
Ek (µg) =
∞∑
i=0
µg (yi) y
k
i .
Let ǫ1 > 0. Since the above series converges there exists N large such that
∫
x>N
xkdµg <
ǫ1 for k = 1, 2. Since Ek (µg,X) −→ Ek (µg) and µg,X −→ µg strongly we can make X
large enough so that
∫
x>N
xkdµg,X < ǫ1 for k = 1, 2.
Let ǫ2, δ > 0 and I = (a− δ, a + δ) and let J = R\I. Since µh = δa we can find
X large enough such that µh,X (I) > 1 − ǫ2 and µh,X (J) < ǫ2. Since Ek (µh,X) −→
Ek (µh) = a
k we can also find X large enough such that
∣∣ak − ∫ xkdµh,X∣∣ < ǫ2 for
k = 1, 2. Hence ∣∣∣∣∫
J
xkdµh,X
∣∣∣∣ < ǫ2 + ∣∣∣∣ak − ∫
I
xkdµh,X
∣∣∣∣(9.1)
and the right side goes to 0 with ǫ2 and δ. Also choose ǫ2 such that ǫ2N
2 is small. So
we can choose ǫ1, ǫ2, δ arbitrarily small and X large enough such that all of the above
holds.
Now fix such an X and let W1 = h
−1 (I) ∩ DX and W c1 = DX\W1. Note µX (W1) =
µh,X (I) > 1− ǫ2 and µX (W c1 ) = µh,X (J) < ǫ2. By definition
E1 (µg·h,X) =
∫
DX
(g · h) (x) dµX
=
∫
W1
(g · h) (x) dµX +
∫
W c1
(g · h) (x) dµX
For k = 1, 2 we have∫
W c1
g (x)k dµX =
∫
W c1∩g
−1([0,N ])
g (x)k dµX +
∫
W c1∩g
−1(N,∞)
g (x)k dµX(9.2)
≤ ǫ2Nk +
∫
x>N
xkdµg,X
≤ ǫ2N2 + ǫ1.
Setting k = 1 this implies that
∣∣∣E1 (µg)− ∫W1 g (x) dµX∣∣∣ < |E1 (µg)− E1 (µg,X)| +
ǫ2N
2 + ǫ1. Then it follows from the definition of W1 and the previous fact that
(a− δ)
∫
W1
g (x) dµX ≤
∫
W1
(g · h) (x) dµX ≤ (a+ δ)
∫
W1
g (x) dµX
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so
∫
W1
(g · h) (x) dµX can be made arbitrarily close to aE1 (µg) = E1 (µg·h) (see Lemma
9.1).
Finally it follows from Cauchy-Schwarz that∫
W c1
(g · h) (x) dµX ≤
(∫
W c1
g (x)2 dµX
)1/2(∫
W c1
h (x)2 dµX
)1/2
.
Note
∫
W c1
h (x)2 dµX =
∫
J
x2dµh,X. Hence by (9.1) and (9.2) with k = 2 we see that∫
W c1
(g · h) (x) dµX goes to 0 with ǫ1, ǫ2 and δ. 
Remark 9.3. A similar easier proof can be used to show Lemma 9.2 holds when g
satisfies the same conditions as h and µg = δb for some non-zero b ∈ R.
Considering the explicit form of the function f when T0 is complete bipartite we
obtain the following result on correlations.
Theorem 9.4. Let (G1, H1) , . . . , (Gk, Hk) be a sequence of admissible pairs. Let Ti,0 be
the maximal admissible generating set corresponding to (Gi, Hi). Let fi be the function
counting (Gi, Hi)-extensions. Let Y ⊂ [k] be the set of indices for which Ti,0 is complete
bipartite. Then
lim
X−→∞
∑
d∈D±X
∏k
i=1
(
fi(d)
c
ω(d)
Ti,0
)
∑
d∈D±X
1
=
(
k∏
j=1
q−1j
) ∏
j∈[k]\Y
P±j
 |Y |∑
i=0
(−1)i
(|Y |
i
)
M± (|Y | − i)

where
• qj = 2nj−1
∣∣AutHj (Gj,Φ (Gj))∣∣
• M− (j) = N (j) and M+ (j) = 2−j (N (j + 1)−N (j))
• P±j = 2cTj,0−sj+nj−1 |Tj,0|Q±j where sj is the number of connected components of
Tj,0 and Q
±
j is defined in (7.8).
Proof. From Remark 8.9 we see that if Ti,0 is complete bipartite then fi (d) /c
ω(d)
Ti,0
can
be written as a sum of (|ClK [4] /ClK [2]| − 1)/qi and functions gi,j satisfying µgi,j = δ0
and Ek
(
µgi,j ,X
) −→ Ek (µgi,j). Let f (K) = |ClK [4] /ClK [2]| − 1. Note fk (K) =∑k
i=0 (−1)i
(
k
i
) |ClK [4] /ClK [2]|i. By Fouvry-Klu¨ners
lim
X−→∞
∑
K∈D±X
(|ClK [4] /ClK [2]|)k∑
K∈D±X
1
= M± (k) .
Hence
lim
X−→∞
∑
d∈D±X
(f (K))k∑
d∈D±X
1
=
k∑
i=0
(−1)i
(
k
i
)
M± (k − i)
and µf (2
i − 1) = P±CL (i) for i ∈ Z≥0. Note f (K)k satisfies the conditions of Lemma
9.2.
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By Theorem 8.2 and Corollary 8.3 we know the limiting distribution and moments
of fi (d) /c
ω(d)
Ti,0
for each i /∈ Y . Let g (d) =∏i∈[k]\Y (fi (d) /cω(d)Ti,0 ). By applying Remark
9.3 iteratively to products of powers of the functions fi (d) /c
ω(d)
Ti,0
for i ∈ [k] \Y we
obtain that µg is a point-mass supported at
∏
j∈[k]\Y P
±
j /qj and
lim
X−→∞
∑
d∈D±X
g (d)∑
d∈D±X
1
=
∏
j∈[k]\Y
P±j /qj.
Let h (d) =
∏
i∈Y (fi (d) /c
ω(d)
Ti,0
). Then similarly by Remark 9.3 applied to the functions
gi,j for i ∈ Y and Lemma 9.2 to products of f and the gi,j we see
lim
X−→∞
∑
d∈D±X
h (d)∑
d∈D±X
1
=
k∑
i=0
(−1)i
(
k
i
)
M± (k − i)
and µh (2
i − 1) = P±CL (i). Finally applying Lemma 9.2 to g and h once more completes
the proof.

Corollary 9.5. Let (G1, H1, T0,1) , . . . , (Gk, Hk, T0,k) be a set of admissible tuples. Let
K0 ⊂ K be the set of all quadratic fields K whose maximal unramified extension Kun/Q
contains a (Gi, Hi) extension for all i.
If Hi is non-abelian for all i then K0 has density 1. Otherwise K0 has density
1− PCL (0).
Proof. Let fi and ci be the counting function and normalizing constant corresponding
to (Gi, Hi, T0,i). Since in the first case for each i the function hi = fi/c
ω
i is distributed
as a point mass at some non-zero value this implies that hi evaluates to be non-zero
at one hundred percent of quadratic fields. Clearly the field Kun contains the desired
compositum if
∏k
i=1 hi is non-zero at K.
On the other hand if Hi is abelian for at least one i then
∏k
i=1 hi will be zero with
density PCL (0) (since for such i the functions hi are maximally correlated). 
10. Additional remarks
10.1. Malle-Bhargava heuristics. As further evidence for the refined Conjecture
1.6 we obtain an asymptotic for
∑
K,0<±DK<X
fT (K) by giving a minor modification of
an argument of Wood [Woo16] who computed an asymptotic for
∑
K,0<±DK<X
f (K).
The argument employs the field counting heuristics put forth by Bhargava [Bha07]. In
the setting of counting G extensions L/Q with DL < X the heuristics say that the
asymptotic is determined by the product of the local masses at each prime p:
mp =
1
|G|
∑
φ∈SQp,G
1
pc(φ)
where SQp,G is the set of homomorphisms Gal
(
Qp/Qp
) −→ G, and c (φ) is a function
giving the power of p in DLp where Lp/Qp is the extension corresponding to φ.
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Since we are interested only in fields counted by fT we modify the above local mass
as follows. The sum is restricted to morphisms which map the absolute inertia group
Ip ⊂ Gal
(
Qp/Qp
)
to an element x which projects to an element of T in G/Φ (G).
Furthermore since we are counting extensions L/K/Q with DK < X (rather than
DL < X) we let c (φ) be the function giving the power of p in DKp where Kp is the
ramified quadratic subfield of Lp/Qp the field corresponding to φ.
With these considerations, for each odd prime p the modified local mass is easily
shown to be
m
′
p =
1
|G|
∑
c
∑
x∈c
∑
〈x〉≤D≤G
∣∣Aut〈x〉 (D)∣∣ |{F/Qp | Gal (F/Qp) ∼= D}| · p−1
+
∑
D≤G
∣∣Aut〈x〉 (D)∣∣ |{F/Qp | Gal (F/Qp) ∼= D}|(10.1)
where the first sum is over conjugacy classes of order 2 elements lifting T and the third
sum is over possible decomposition groups with inertia group 〈x〉 and the sum in the
second term is over cyclic subgroups, since this term corresponds to the unramified
extensions.
Proposition 10.1. With the above notation
m
′
p = 1 +
cT
p
.
Proof. Note that since D/ 〈x〉 has to be cyclic and x cannot be a square in G (if x is
a square then x ∈ Φ (G)) D has to be of the form C2 × C2m where m ≥ 0.
For any c and m let
rp (c,m) =
∑
x∈c
∑
〈x〉≤D≤G,
D∼=C2×C2m
∣∣Aut〈x〉 (D)∣∣ |{F/Qp | Gal (F/Qp) ∼= D}|
so that by switching summations the first term in (10.1) becomes
1
|G|
∑
c
∑
m≥0
rp · p−1.
We now compute the values of rp (c,m). Note that
∣∣Aut〈x〉 (D)∣∣ = 2m. Also, for any
odd prime there is exactly 1 ramified extension F/Qp with Gal (F/Qp) ∼= C2×C2m for
m > 0 and exactly 2 ramified extensions for m = 0.
If D ∼= C2 (that is m = 0) then
rp (c, 0) =
∑
x∈c
2
= 2 |c| .
Now suppose m ≥ 1. Then
rp (c,m) = 2
m
∑
x∈c
∑
〈x〉≤D≤G,
D∼=C2×C2m
1
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and ∑
〈x〉≤D≤G,
D∼=C2×C2m
1 =
|CG (x) [2m]| − |CG (x) [2m−1]| − δ (m)∣∣Aut〈x〉 (D)∣∣
where δ (m) = 1 if m = 1 and 0 otherwise. We subtract δ (m) to account for the
element x ∈ CG (x) [2] which does not contribute to the count of D ∼= C2 × C2 in the
case m = 1.
Thus for any m ≥ 1 we get
rp (c,m) =
∑
x∈c
|CG (x) [2m]| −
∣∣CG (x) [2m−1]∣∣
= |c| (|CG (x) [2m]| − ∣∣CG (x) [2m−1]− δ (m)∣∣) .
Noting that |CG (x) [2m]| = |CG (x)| for large enough m and |CG (x) [20]|+ δ (1) = 2 we
get
1
|G|
∑
c
∑
m≥0
rp (c,m) =
1
|G|
∑
c
|c| |CG (x)|
=
∑
c
1
= cT .
In the second equality we are using the orbit stabilizer theorem which says |G| =
|c| |CG (x)|.
By a similar argument one can show that∑
D≤G
∣∣Aut〈x〉 (D)∣∣ |{F/Qp | Gal (F/Qp) ∼= D}| = |G|
where the sum is over all cyclic subgroups (recall this term corresponds to the unram-
ified extensions).
Thus the local mass at p is
1 +
cT
p
.
This translates to an asymptotic of X (logX)cT−1 for the global count, in agreement
with Conjecture 1.6. 
10.2. Examples. We list all the examples of admissible pairs (G,H) along with their
graphs and asymptotics for n = 2 and 3.
When n = 2 the only example is (G,H) = (D4, C4) and T0 = {t1, t2} which form an
edge in G (T0). Hence c = 2.
The following example shows that f(G,H) can have different asymptotics (that is
different values cT0) for different subgroups H of the same group G.
Let n = 3. There are two possibilities for G which is an admissible central extension
of F32 by F2.
46 JACK KLYS
Let G be the central product of D4 and C4 (the quotient of D4 ⊕ C4 obtained by
identifying their Frattini subgroups). It is isomorphic to both Q8⋊C2 and (C4 × C2)⋊
C2 with the appropriate actions.
If we let H = Q8 then T0 = {t1, t2, t3} such that G (T0) is complete on its vertices.
Hence c = 3.
If we let H = C4 × C2 then T0 = {t1, t2, t3, t1t2t3} such that G (T0) is complete
bipartite with partitions W1 = {t1, t2} and W2 = {t3, t1t2t3}. Hence c = 4.
Let G = D4×C2. The only possibility is H = D4 in which case T0 = {t1, t2, t3} such
that (t1, t2) ∈ G (T0) and t3 is disconnected. Hence c = 4.
10.3. Comparison with Fouvry-Klu¨ners. In the case (G,H) = (D4, C4) the for-
mula for our counting function f in Theorem 2.10 closely resembles the expression
computed by Fouvry and Klu¨ners for |ClK [4] /ClK [2]|. They showed that the function
h (d) = |ClK [4] /ClK [2]| has distribution µh (2i) = P±CL (i) for all i ∈ Z≥0. We make
explicit the relationship.
In this case the only admissible generating set T0 is the maximal one consisting of
two elements, hence f = fT0 and cT0 = 2. Hence (using the notation of Section 8.3) we
have
gDT0 (d) = gD̂T0
(d)−
∑
T$T0
gDT (d)
= gD̂T0
(d)− 2 · 2ω(d)
where the sum in the first line is over all strict subsets of T0, including non-generating
sets. Furthermore in this case
gDT0 (d) = 2
n |AutH(G/Φ (G))| fT0 (d)
= 8fT0 (d) .
By Lemma 8.5
gD̂T0
(d)
2ω(d)
= 2 |ClK [4] /ClK [2]|
so by the above it follows that
f (d)
2ω(d)
=
1
8
(2 |ClK [4] /ClK [2]| − 2)
=
|ClK [4] /ClK [2]| − 1
4
.
Thus in this case the function f is supported exactly on the same set as its distribution
µf/2ω which by Theorem 8.8 (or directly from the above result of Fouvry-Klu¨ners) is
µh
((
2i − 1) /4) = P±CL (i)
for all i ∈ Z≥0 (we reiterate that for any pair (G,H) 6= (D4, C4) f will be supported
away from this set with positive density).
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