We establish theoretical convergence results for an Iteratively Regularized Gauss Newton (IRGN) algorithm with a specific Tikhonov regularization. This Tikhnov regularization, which uses a seminorm generated by a linear operator, is motivated by mapping of the minimization variables to physical space which exposes the different scales of the parameters and therefore also suggests appropriate weighting of the regularization terms with respect to the parameter spaces. The basic convergence result uses an a posteriori stopping rule and a modified source condition, without any restriction on the nonlinearity of the operator. We illustrate our theoretical results using simulations for a one dimensional version of the exponentially ill-posed optical tomography inverse problem for which the parameter space depends on diffusion coefficient D and absorption coefficient µ which are on very different scales. We conclude that the new method contributes greater flexibility for implementations of IRGN solutions of ill-posed inverse problems in which differing scales in physical space hinder standard IRGN inversions.
Introduction
The iteratively Gauss-Newton method (IRGN) for the solution of exponentially ill-posed inverse problems, which was introduced by Bakushinsky in 1993 [BA93] , has been investigated and extended in a number of formulations, [BK01, BK04, BS05, BKA06, K00] . Here, our goal is to extend the IRGN algorithm to nonlinear problems in which physical considerations suggest replacement of the stabilizing term of the IRGN by a more general Tikhonov penalty stabilizing term. The particular study was motivated by solution of the optical tomography problem in one dimension, previously investigated in [KS05, BKS05] , for which the mapping of the coefficient space to physical space highlights the different scales of the diffusion and absorption coefficients which had prevented their simultaneous recovery, but for which the new formulation is successful.
Formulation
Assume that a nonlinear operator F acts on a pair of Hilbert spaces (H, H 1 ), that is F : H → H 1 , and that, F is Fréchet differentiable in H without such structural assumptions as monotonicity, or invertibility of
etc. Let the following conditions hold:
||F ′ (q 1 )|| ≤ M 1 for any q 1 ∈ H, (1.1) ||F ′ (q 1 ) − F ′ (q 2 )|| ≤ M 2 ||q 1 − q 2 || for any q 1 , q 2 ∈ H, (1.2) and F(M 1 , M 2 ) be the class of operators F satisfying (1.1) and (1.2).
We consider the general problem of minimizing the functional
where g δ approximates the exact data g with the accuracy δ, i.e., ||g − g δ || ≤ δ.
(1.4)
Of primary interest is the case in which there exists exact data for which functional (1.3) is identically zero, i.e., there is some elementq ∈ H (maybe nonunique) such that ||F (q) − g|| H1 = inf q∈H ||F (q) − g|| H1 = 0.
(1.5)
Suppose {τ (k) } is some sequence of regularization parameters satisfying the conditions Here L is a linear operator from a Hilbert space H to a Hilbert space H 2 ,q ∈ H, which is chosen appropriate to the underlying physical values for q andq is in general a vector of constraining values for q. Replacing the discrepancy term (1.3) with its approximation
, a strongly convex quadratic functional
Its unique global minimum, denoted byq (k) , assuming necessary invertibility conditions is given explicitly bỹ
This usage of an arbitrary linear operator L in the penalty term can be very beneficial for some inverse problems.
As is standard in the optimization literature, [NW99] , we generalize the algorithm one step further by use of a line search procedure, through the introduction of a variable step size α (k) such that
yielding our following modification of the IRGN algorithm:
(1.10)
Due to the inexact nature of g δ the iterations are terminated early using an a posteriori stopping rule. Here we adopt the stopping rule presented in [BS05] and terminate the iterations at the first index K = K(δ), for which the residual ||F (q (k) ) − g δ || is less than or equal to √ ρδ, ρ > 1:
Regardingq (k) in (1.10) as the next element of the iterative process and taking L = I yields the original stabilizing IRGN method, see [BA93, BK04] . The convergence analysis of IRGN in [BA93] was done under the source type condition:q
is chosen by the a priori stopping rule:
(1.14)
In [BNS97] , on the other hand, the following rather restictive conditions were imposed on F
where σ, C R , C Q are assumed to be sufficiently small. Then the following convergence rates were obtained for
provided that K is chosen by the more generous a posteriori stopping rule
Under the same stringent conditions on F ′ , but with the following source function An attractive feature of our convergence theorem for algorithm (1.10)-(1.11) is that it does not require nonlinearity condition (1.15), which is not satisfied for many practically important inverse problems, including the Diffusion Optical Tomography (DOT) inverse problem [A99] , discussed in Section 3. In particular we impose the source condition used in [KW93] :
which is equivalent to (1.12) for p = 1 2 with ϕ(t) = t p when L = I. Additionally, the use of an arbitrary linear operator L in place of the identity operator in the IRGN method makes it possible for the regularization to be imposed in an alternative space. This proves to be extremely beneficial for the DOT inverse problem in which regularization is applied directly in physical space rather than in the B-spline coefficient space, (see Section 4), and for which the mapping exposes the impact of the different sensitivities with respect to each parameter.
The remainder of the paper is as follows. In Section 2 we present and prove our main theorem for the convergence of (1.10). In Section 3 we briefly present the numerical experiments designed to evaluate the theory of Section 2, greater detail already having been provided in other references, [KS05, BKS05] . Numerical results are presented in Section 4 and final conclusions given in Section 5.
Convergence Theorem
We now formulate our basic convergence result for iteratively regularized algorithm (1.10) combined with stopping rule (1.11).
Theorem I
Assume that 1. F is in the class F(M 1 , M 2 ); conditions (1.4) and (1.5) hold.
2. The regularization sequence {τ (k) } and the step size sequence {α (k) } are chosen according to (1.6) and (1.9) respectively.
3. The source condition (1.19) is satisfied.
4. The linear operator L * L is surjective and there is a constant m > 0 such that
5. Constants defining F and the iteration are constrained by
where K = K(δ) is calculated by a posteriori rule (1.11).
2. The sequence {K(δ)} is admissible, i.e.
and iterations (1.10) are well-defined.
Suppose for any j, 0 ≤ j ≤ k < K(δ), the induction assumption is fulfilled:
Then by (1.5)
Inequality (2.7) and condition (1.19) imply
)||, we note that for any bounded linear operator in a
Hilbert space a polar decomposition holds. Hence
where
and U is a partial isometry:
Now, denoting
Combining (2.8) and (2.9) one derives
Also, for k < K(δ), according to (1.11)
Thus, by (1.1)
and
Without loss of generality one can assume δ < 1, yielding
(2.14)
Conditions (1.6) and (1.19) together with induction assumption (2.6) yield
From (1.9), (2.15), (2.2) and (2.3) it follows that σ k+1 ≤ l.
The sequence K = K(δ) is nondecreasing as δ → 0. Two cases are possible:
In either case q (K(δ)) converges in the norm of H to arginf q∈H ||F (q) − g|| H1 as δ → 0, hence completing the proof. 2
Numerical Application
Optical tomography is a way to probe highly scattering media using low-energy visible or near infra-red light so as to reconstruct images of these media. Light in the near-infrared range (wavelength from 700 to 1200 nm) penetrates and interacts with tissue, with predominant effects being absorption and scattering [DC97, HAD97, CA93]. The widely accepted photon transport model is the radiative transfer equation (RTE), which is an integro-differential equation for the radiance and has spatially dependent diffusion and absorption parameters as coefficients which are a priori unknown. Hence the inverse problem is to infer from the measurements of the photon density on the boundary, the coefficients of absorption and diffusion within the tissue. A low order Diffusion Approximation (DA) to the RTE, which yields a parabolic differential equation in the time dependent case and an elliptic equation for steady state, has been derived and studied in the last several years, [A99] . This DA has been widely used to calculate photon migration in biological tissues [HAB98] , and the existing computational methods for the inverse problem of photon migration in biological tissues are almost exclusively based on the DA [CA95] .
It is well known that the DOT inverse problem is exponentially ill-posed or unstable [NW01, A99] . In fact, the one dimensional version of the DOT ill-posed inverse problem was studied recently using the IRGN method [KS05, BKS05] , and it was limitations in these studies which motivated our presented modification of the IRGN (1.10). We therefore illustrate the performance of (1.10) for yielding improved solutions of the DOT inverse problem.
Problem Formulation
The inverse problem of optical tomography, using the diffusion approximation to the radiative transfer model, requires the estimation of the underlying model parameters q, the coefficient of diffusion D and the coefficient of
given measured values of the density u on the boundary.
The photon density u solves the steady state parameter dependent equation
with boundary conditions
Here x is the spatial variable on the domain Ω, ν is the normal direction from the boundary and s represents the forcing function, or source. A finite element Galerkin method using B-spline expansions for each of u(x), D(x) and µ(x) for the solution of the forward problem is described in detail in [BKS05, KS05] . Given the B-spline expansions for D and µ, with coefficients (q D ) l , l = 1 . . . N D and (q µ ) l , l = 1 . . . N µ , the expansion coefficients (q u ) l , l = 1 . . . N u for u are obtained as the solution of the linear system of equations which is obtained through the variational formulation applied to (3.1, 3.2). Solving subject to multiple sources s j , j = 1 . . . n s , yields a set of observables for u on the boundary, denoted by values g ij , i = 1 . . . n m , where n m is the number of measurements.
The coefficients of u, and hence the boundary values g ij , are explicitly dependent on the parameter vector of B-spline coefficients for D and µ, q
In simulating the solution of the inverse problem for optical tomography, with unknown D and µ, we solve the forward problem (3.1, 3.2) to high accuracy to yield measurement values g δ . Then the same forward problem is solved using an alternative discretization yielding observables C ij which approximate g δij . The C ij depend (nonlinearly) on the unknown model parameters q ∈ R N , where N = N µ + N D . This inverse problem can be cast as a finite dimensional minimization problem
Here the residual vector R ∈ R n , n = n s × n m , comprises all terms C ij − g δij .
The discrete sensititivity relations presented in [BKS05, KS05] lead to an explicit expression for K(q) which is the Jacobian matrix for R, yielding ∇J = K * (q)R(q), and Hessian which is approximated by the first order term only, ∇ 2 J(q) ≈ K * (q)K(q).
Algorithms
Given the Jacobian K, the standard iteratively regularized Gauss Newton method (IRGN) in the presence of noise in the measured values, [BA93, BKS05, KS05] , is given by
where search direction
Here τ (k) is a regularizing sequence satisfying (1.6), andq is a given reference value for q.
In [BKS05] and [KS05] this IRGN was used to obtain estimates for D(x) under the assumption that µ(x) was
given. In our current experiments, both µ and D are unknown and are to be reconstructed in the process of solving the inverse problem. To that end, in the following we illustrate two modifications of the IRGN in the context of determining the absorption and diffusion distributions in (3.1), both of which are based on physical considerations, and which are subject to the convergence theory presented in Theorem I.
On the one hand, the regularizing term q −q 2 2 regularizes the solution in the B-spline coefficient space, whereas information on appropriate values for the absorption and diffusion are known directly in physical space.
This suggests that the regularization be imposed directly in physical space and that the regularizing term in (3.5) be replaced by the more general Tikhonov regularizing term L(q −q) In order to clarify these modifications, we rewrite (3.5) so as to emphasize the dependence on q D and q µ individually, and to put the IRGN into the format appropriate for the Tikhonov functional given in (1.10). Specifically, decomposing K as
We 
Numerical Experiments
A representative selection of experiments, with set up similar to those presented in [BKS05, KS05] , which validate the performance of (1.10) for the optical tomography inverse problem in one dimension are presented. In each case the forward problem was solved using 153 linear basis functions for u, D and µ on the domain [0, 43]. There are a total of two detectors, n m = 2, at the boundaries and 10 sources, n s = 10, 5 of which are equally spaced between
.5 and 5.0 and the other 5 symmetrically placed at the other boundary.
In solving for the search direction in (3.5) at each step we use the equivalent least squares formulation, [NW99] .
The line search parameter α (k) is chosen through a backtracking strategy, 1, 1/2, . . . , until the strong Wolfe conditions are satisfied, [NW99] , or a maximum number of backtracking steps have been taken. Specifically, for cost functional J, α (k) minimizes the scalar objective function
under the constraints we therefore compromise so as to permit at least 2 backtracking steps,
is also effective in some cases for a Levenberg-Marquardt type implementation in which L is chosen as for the IRGN methods, but the regularizing sequence on τ is held constant, τ (k) = τ (1) . Because condition (2.2) does not apply in this case, the number of backtracking steps is not limited and we therefore limit the total number to 6. A further discussion of the choice of regularizing sequence for IRGN applied to this problem, in the case of known µ was provided in [BKS05, KS05] .
Simulation with known parameters for D and µ leads to a calculable residual of δ ≈ 10 −3 in (1.4), and therefore we use a stopping rule (1.11) with ρ = 5. Although the number of iterations to reduce the residual further is recorded, the total number of search direction steps is restricted to 9.
Inverse results using 101 basis functions for u, and 30 for each of D and µ are given, although the algorithm 
Experimental Results
The results are detailed in Table 1 It is immediate from the results presented in Table 1 that the regularizing matrix used in the physical domain immediately impacts the convergence rate, and in particular that iteration using regularization in coefficient space for cubic splines is much less likely to converge, because of the lack of direct scaling relationship between B and I in this case. In any case where the Wolfe conditions were not satisfied within the limit of the backtracking steps, a steepest descent was taken and the line search initiated again. This accounts for the reported cases with more than a total of the maximum function evaluations expected for the given number of backtracking steps allowed, 27 and 63 for IRGN and LM, methods resp. It also accounts for case B with IRGN using L = I in which quick convergence of the residual to below .005 occurs in two steps, but attempting to reduce the residual below .0001 is unsuccesful with just 2 backtracking steps and the steepest descent actually increases the residual. On the other hand, in this case if one permits 5 backtracking steps, violating condition (2.2) the residual is reduced to .00093 in 9 steps with 
