A large-step infeasible-interior-point method is proposed for solving P ( )-matrix linear complementarity problems. It is new even for monotone LCP. The algorithm generates points in a large neighborhood of an infeasible central path. Each iteration requires only one matrix factorization. If the problem is solvable, then the algorithm converges from an arbitrary positive starting point (x 0 ; s 0 ). The computational complexity of the algorithm depends on the quality of the starting point. If a well centered starting point is feasible or close to being feasible, then it has O((1 + ) p nL)-iteration complexity. With appropriate initialization, a modi ed version of the algorithm terminates in O((1 + ) 2 nL) steps either by nding a solution or by determining that the problem is not solvable. High-order local convergence is proved for problems having a strictly complementary solution. We note that while the properties of the algorithm (e.g. computational complexity) depend on the algorithm itself does not.
Introduction
The linear complementarity problem (LCP) consists in determining a vector pair (x; s) 2 R I 2n that satis es the conditions s = Mx + q; x 0; s 0; x T s = 0;
(1:1)
where q 2 R I n and M 2 R I n n . In this paper we consider problem (1.1) with M a Pmatrix. The class of P -matrices was introduced by Kojima The class of all P ( )?matrices is denoted by P ( ), and the class P is de ned by P = 0 P ( ) i.e., M is a P -matrix if M 2 P ( ) for some 0.
Obviously, P (0) = PSD (the class of positive semi-de nite matrices) and P ( 1 ) P ( 2 ) for 0 1 2 . Also we have P P, where P is the the class of all matrices with positive principal minors. This follows from the fact that a P-matrix M is a P ( )-matrix for = max Most interior-point methods for linear programming problems have been extended for monotone linear complementarity problems, i.e., for the P (0)-matrix LCP. Some of them have also been extended to the P -matrix LCP (cf. 4 
], 5], 6], 7]).
In 6] and 7] it is assumed that the starting point (x 0 ; s 0 ) is strictly feasible, in the sense that it belongs to the relative interior of the feasible set F = f(x; s) 2 R I 2n + : s = Mx + qg:
Such a starting point may be very di cult to nd in practical applications. Moreover the existence of a strictly feasible starting point implies that the solution set F = f(x ; s ) 2 F : x T s = 0g is nonempty and bounded, which restricts the class of problems to which the methods apply.
We note that all known infeasible-interior-point algorithms for the P -matrix LCP depend on the classi cation number for their implementation. However, sometime it is extremely di cult to estimate . In this paper, we propose a large-step path-following algorithm independent of . If the problem is solvable, the algorithm is globally convergent when starting from an arbitrary positive starting point (x 0 ; s 0 ). The algorithm is de ned in a large neighborhood of the central path and requires one matrix factorization per iteration. If a well centered starting point is feasible or close to being feasible, then the algorithm has O( (1 + ) p nL)-iteration complexity. If the starting point is large enough, then the iteration complexity is O((1 + ) 2 nL). With appropriate initialization a slightly modi ed version of the algorithm terminates in O((1 + ) 2 nL) steps either by nding a solution or by determining that the problem is not solvable. High-order local convergence is proved for problems having a strictly complementary solution.
We mention that our algorithm is new even for monotone LCP, where it attains O(nL)-iteration complexity for infeasible starting points, compared to O(n 2 L)-iteration complexity of the algorithms, with similar work per iteration, proposed by Wright 16, 14, 15] 
The algorithm depends on seven positive parameters: 0 < min < max 1; (2.2a) 0 < min < max ; (2.2b) 0 < < < 1; < ; (2.2c) and a nonnegative integer I. The complexity of the algorithm will not depend on and I. However the asymptotic order of convergence depends on I. Note that these parameters are independent of and n. We de ne a neighborhood N = f(x; s; ; ; ) Also, ; may change at each step. A neighborhood similar to N has been used by Xu 18] in the case of a homogeneous self-dual reformulation of a linear programming problem. In our algorithm is driven to zero in a speci ed manner. Let us note that the computation of above involves the solutions of n quadratic equations and a quartic equation. In the following analysis we assume that these equations are solved exactly. The results are true for appropriate approximate solutions of these equations by use of the bisection method (see also 2]). The algorithm begins each iteration by trying a fast step, which uses an a ne scaling search direction. The fast steps are accepted only if they produce a reduction in k or kr k k of at least a factor of . Otherwise, the algorithm reverts to taking a safe step. Then it goes to improve by reusing the coe cient matrix in (2.5) and taking a combination of safe and fast steps, just like the main algorithm. However, the improve procedure terminates if and krk are not improved by at least a factor of 2 ( ; 1). The parameter and the nonnegative integer I are supplied by the user, where I is the maximum number of steps that can be taken in improve.
In the next lemma we show that if the main points de ned by Algorithm 2.1 are generated in the safe branch then the improvement rate + = is bounded by a quantity that increases with = kUvk= . Later on we will prove global convergence by showing that is bounded. Lemma We will see that if the problem has a solution then for any > 0 Algorithm 2.1 terminates in a nite number (say K ) of iterations. If = 0 then the algorithm is likely to generate an in nite sequence. However it may happen that at a certain iteration (let us say at iteration In next section, we will show that with appropriate choice of and (x 0 ; s 0 ), Algorithm 2.1 achieves O(( + 1) 2 nL)-iteration complexity.
Global Convergence and Polynomial Complexity
In this section we assume that F is nonempty. Under this assumption we will prove that Proof. (3:12) Suppose the algorithm takes the fast branch at iteration k. Since the improve procedure never increases the value of , we must have k+1 = k ; if a safe branch is taken we must have k+1 = k 1 ? . Therefore we obtain k+1 = k maxf1 ? ; g: (3:13) This observation shows that our algorithm converges at a global linear rate.
Theorem 3.4 Suppose that the optimal set F is nonempty, and in the safe branch k is de ned by (3.8). iterations.
Let us end this section by noting that while our algorithm does not use any information on the classi cation number , its computational complexity depends on . In what follows, we always assume that is de ned by (3.8). Then we can prove the following theorem. With the help of (4. 
Technical Results
In what follows we study the asymptotic convergence properties of Algorithm 2.1 under the further assumption that (1.1) has a strictly complementary solution. Also we assume K 0 = 1. We prove some results about the steps generated in the fast branch of the algorithm.
In particular, we analyze the e ect of using an approximate Jacobian for solving (2.5) as is done during the improve procedure. Let us denote by F c the set of all strictly complementary solutions, i.e., The corresponding inequality for kv a k is obtained in a similar manner. 2
We now turn to the approximate fast steps computed by (2. (1 + C 6 l ) # k ; (6:4) and that a fast step is taken from this vector pair (x; s) during the i-th iteration of improve.
Note for future reference that where (u k ; v k ) is the solution of (5.3) with (x; s) = (x k ; s k ) since a fast step was just taken at iteration k in the main algorithm. Hence by Lemma 5.5, we deduce that
Thus the bound (6.4), and therefore also (5.11), holds for the point (6 This means that f k g (and therefore f k g) converges to zero at least Q-superlinearly. By taking logarithms in (6.6), we get ln k+1 ln C 9 + (I + 2) ln k ? (I + 1)t k ln : (6:8) We may assume that k is su ciently large so that k < 1. Then from (6.8) we have ln k+1 ln k I + 2 + ln C 9 ln k ? ((I + 1) ln ) t k ln k : (6:9) Obviously, as k ! 1, the second term in the right-hand side vanishes.
Since t k (I + 1)k + 1, it su ces to prove 
