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Abstract
Topological phases are gapped quantum phases of matter classified beyond the paradigm of Landau’s symmetry break-
ing theory. In particular, topologically ordered phases are topological phases with topological order. Unlike the
conventional symmetry-breaking order described by local order parameter, topological order is characterized by the
excitations. For example, in (2+1)D topologically ordered phases, there are particle-like excitations called anyons.
In contrast, in (3+1)D topologically ordered phases, there are both particle-like and loop-like excitations. These ex-
citations exhibit braiding statistics, meaning that carrying one excitation adiabatically around another transform the
ground state by a phase (or generally a unitary transformation). The braiding statistics of these excitations serves as a
crucial ingredient in characterizing the topological order in these phases.
One important aspect is to understand the braiding statistics in topologically ordered phases. While the anyonic
braiding statistics in (2+1)D topologically ordered phases is well established, the braiding statistics in (3+1)D topo-
logically ordered phases is far from clear. In (3+1)D, the most well-understood braiding statistics is the particle-loop
braiding statistics, where a particle winds around a loop excitation acquires an Aharonov Bohm phase. In the thesis,
we introduce a new braiding statistics, which we called the Borromean-Rings braiding statistics. It is a particle-
loop-loop braiding statistics where a particle travels around two unlinked loops acquires a braiding phase. Unlike the
particle-loop braiding, the particle trajectory in the Borromean-Rings braiding is not linked with any of the two loops.
Another important aspect is to probe the topological order in topologically ordered phases. One usual way to
probe the topological order is to examine the properties of the phases on various orientable surfaces. For example, for
(2+1)D topologically ordered phases, the number of degenerate ground states on Torus counts the number of anyons.
Also, ground state transformation under twisting the torus encodes the braiding data. In the thesis, we attempt to probe
the topological order by putting the phases on non-orientable surfaces. We find that the ground state degeneracy and
the ground state transformation reveals a special kind of anyons, called the parity symmetric anyons, which show a
lost of orientation in their braiding statistics. They in turn distinguish different topological order.
Even without topological order, there can be non-trivial topological phases in the presence of global symmetry.
These topological phases are called the symmetry protected topological phases. For example, (3+1)D fermionic
matter with time reversal symmetry and charge conservation symmetry has a non-trivial phase, namely the topological
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insulators. While the bulk of the topological insulators behaves like trivial insulators, the surface is anomalous with
odd number of massless dirac fermions. While most of the understanding of topological insulators is developed upon
the free fermion picture, such phase survives under interaction. In the thesis, we derive hydrodynamic field theory
for the topological insulators by functional bosonization. Such formulation is robust against interaction. In addition,
by suitably incorporating electron interactions, we predict new topological phases, called the fractional topological
insulators. Besides, the surface theory of topological insulators also justify the famous duality between free massless
dirac fermion and QED3.
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Chapter 1
Introduction
Conventionally, phases of condensed matter are formulated under the Landau’s symmetry breaking theory [1, 2, 3, 4].
In such formalism, phases of matter emerge as a consequence of spontaneously symmetry breaking, which happens
when the ground state breaks the global symmetry of the hamiltonian. Different phases are classified by the broken
symmetry and they exhibit some sort of local order, which is encoded in a local order parameter. For example, in
the transverse field Ising spin model for ferromagnetism, the Hamiltonian is invariant under the spin-flip symmetry,
nevertheless, the ground state may not preserve such symmetry. While the paramagnetic ground state preserves the
spin-flip symmetry, the ferromagnetic ground state develops a magnetization that breaks the global spin-flip symmetry.
Such magnetization is precisely the local order parameter which characterizes the magnetic order of the system. A
more non-trivial example could be the continuum model for superfluidity, where the free energy is invariant under
the phase shift symmetry of the microscopic ground state wave function, however, the ground state may not obey
such symmetry. While the normal fluid state preserves the phase shift symmetry, the superfluid state develops a non-
vanishing superfluid density that breaks the phase shift symmetry spontaneously. Such superfluid density serves as
an order parameter that describes the superfluidity of the system. With the use of spontaneous broken symmetry and
local order parameter, Landau’s symmetry breaking theory has been very successful in classifying the conventional
phases of condensed matter systems.
It has long been believed that Landau’s symmetry breaking theory exhausts all possible phases of matter until
the discovery of quantum Hall phases in 1980’s [5, 6, 7, 8]. These phases are distinguished by their distinctive
electromagnetic transport properties. They exhibit different robustly quantized Hall conductance under the charge
conservation global symmetry, and yet there is no local order parameter that can distinguish these phases. Hence
they cannot be simply explained under the framework of Landau’s symmetry breaking theory. These unconventional
phases motivate the notion topological phases, where the underlying order is not associated with any spontaneously
broken symmetry and there is no local order parameter that captures the order of the system. In the following, we first
give a brief review to topological phases of matter.
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1.1 Background of Topological Phases
Topological phases are gapped quantum phases of matter in which the characterization of order goes beyond the
conventional paradigm of Landau’s symmetry breaking theory. Generally, topological phases are gapped phases in
which the ground state cannot be deformed into trivial product state through local unitaries [9, 10, 11]. There are
three types of topological phases: topologically ordered phases, symmetry protected topological (SPT) phases, and
symmetry enriched topological (SET) phases. Each of which is associated with some kind of unconventional order,
in contrast to the local order in conventional phases. Here, we are going to give a brief background review on these
types of topological phases.
1.1.1 Topologically Ordered Phases
Topological order of ground states is the most fundamental concept in topological phases of matter [12, 13, 14, 15,
16, 17, 18, 19, 20]. Such unconventional order manifests long-range entanglement pattern, which is robust against
local perturbations. In other words, topological order is a long-range order that is invariant against local unitary
deformations. Two ground states that are related by local unitaries must share the same topological order. While a
trivial product state is associated with the trivial topological order, a ground state with topological order can never
be deformed into a trivial product state by local unitaries. The concept of topological order immediately leads to the
notion of topologically ordered phases in condensed matter physics.
Topologically ordered phases are topological phases of matter which possess topological order. Each of these
phases supports a collection of gapped fractional excitations, known as anyons in two dimensional systems, and they
can fuse and braid with each other. More importantly, these excitations exhibit braiding statistics, that is, dragging
them around in a topologically non-trivial way could lead to a braiding phase, or generally an unitary transformation,
on the quantum state. The two major kinds of braiding statistics are the mutual-statistics and self-statistics. The
mutual-statistics involves carrying one excitation around another whereas the self-statistics involves spinning an ex-
citation about itself by angle 2. The physical properties of the excitations are collectively known as the topological
data, which characterizes the topological order of topologically ordered phases.
One earliest example of topologically ordered phases is the famous Laughlin state [21], which is a fractional
quantum Hall state with filling fraction  = 1=k, where k is an odd integer. The Laughlin state has been distinguished
by its off-diagonal long-range order [22, 23, 24]. In such phase of matter, there can be 1=k fractionalized electron
excitations, which generate the whole spectrum under fusion with k such fractionalized electrons stick together behave
like an ordinary electron. Braiding a fractionalized electron around another yields a braiding phase 2k , and spinning
a fractionalized electron about itself gives a phase k to the quantum state.
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Another example of topologically ordered phases is the type-II superconductor with dynamical vortices. While
the superconductivity has been discovered for more than a century [25, 26], the understanding of its topological order
has been a rather recent issue [27, 28]. Such phase supports electric charge excitations, which come from breaking the
cooper pairs. Also, it supports vortex excitations, which come from inserting dynamical electromagnetic fluxes upon
the superconductor. The whole spectrum is generated by the charge and the vortex excitations with the fusion of two
charges and the fusion of two vortices both behave trivially under braiding. Winding a charge around a vortex causes
a minus sign, and their self-statistics is trivial. Such topological order is known as the toric code topological order.
One other example of topologically ordered phases is the non-chiral spin liquid [29]. While the chiral spin liquid
has been realized in herbertsmithite with a kagome lattice structure [30, 31], the non-chiral spin liquid can be regarded
as a stack of two chiral spin liquid with opposite chirality. In such phase, there are two species of semion fractional
excitations. Similar to the toric code topological order, the two fractional excitations generate the whole spectrum,
with the fusion outcome of two semions of the same species behaves like vacuum. While mutual statistics between
the two species of semions is trivial, spinning the semion yields a phase 2 for the two species respectively. Such
topological order is known as the double semion topological order, which is a cousin of toric code topological order.
Topological order can either be abelian or non-abelian. The topological order is abelian if the braiding statistics
involves only abelian braiding phases. On the contrary, the topological order is non-abelian if the braiding statistics can
lead to non-abelian unitary transformations. The examples of topologically ordered phases mentioned above are all of
abelian topological order. Famous non-abelian examples include the Ising state and the Fibonacci state [32, 33]. The
non-abelian topologically ordered phases have been proposed to serve as prototype for the fault-tolerant topological
quantum computing [34, 35, 36, 18].
1.1.2 Symmetry Protected Topological Phases
In the presence of global symmetry, ground states with trivial topological order can also admit topological phases
with unconventional order [37, 38, 39, 40, 41, 42]. Due to the trivial topological order, the ground state is short-range
entangled and is always the same as the trivial product state up to local unitaries. However, the presence of global
symmetry restrains the possible deformations. While the ground state is always the same as the trivial product state
up to local unitaries, it cannot be deformed to the trivial product state by symmetry preserving local unitaries. In
other words, non-trivial topological phases show up as a result of global symmetry. As the order in these phases are
protected by the global symmetry, it is called the SPT order.
SPT phases are topological phases which possess SPT order. Since these phases are of trivial topological order,
there is no fractional excitation for braiding statistics, and hence one cannot distinguish the SPT phases from the
properties of excitations in the bulk. Nevertheless, the boundary states of SPT phases are generally anomalous,
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meaning that they cannot be realized by their own without the bulk [43, 44, 45]. Generally, in the presence of global
symmetry, the boundary of the SPT phases is gapless, and it can be gapped only by introducing topological order at
the surface [46, 47, 48]. In addition, SPT phases are characterized by some field theoretical SPT invariants, which
describe their topological response under external field [49].
An example of SPT phases is the spin Hall insulator with charge and spin conservation symmetry [50, 51, 52, 53,
54, 55], which is also known as the two dimensional time reversal symmetric topological insulator. The edge of the
of the spin Hall insulator consists of non-chiral bosons. If the edge exists without the bulk, there is a conflict in the
symmetry. More specifically, if the charge conservation symmetry is preserved, then the spin conservation symmetry
is broken, and vice versa. In the presence of global symmetry, the gapless non-chiral bosons are not gappable, meaning
that the counter propagating gapless modes are protected against local perturbations. Under external electromagnetic
field, the spin Hall insulator is characterized by its quantized Hall conductance of spin current.
Another example of SPT phases is the three dimensional time reversal symmetric topological insulator [56, 57,
58, 59, 60]. The surface of the topological insulator consists of odd number of massless Dirac fermions. By the
fermion doubling theorem, if the time reversal symmetric surface state exists by its own, the Dirac fermions must
appear in pairs. So the surface of topological insulator cannot be realized without the bulk. In the presence of global
symmetry, the odd number of massless dirac cones render the surface spectrum gapless, but it can be gapped at the
price of introducing surface topological order. The topological insulators is characterized by its axion electromagnetic
response, basically, monopole field attracts half charge on top of it in the topological insulator.
There is an important connection between the SPT order and topological order [61, 62, 63, 64]. The seemingly
different concepts of SPT order and topological order are actually closely related. More precisely, there is a one to
one duality correspondence between SPT order and topological order. For example, for bosonic system protected by
Z2 global symmetry, there is a trivial phase and a non-trivial SPT phase. They respectively correspond to a toric code
topological order and double semion topological order. Such duality offers a powerful route for diagnosing the SPT
order under the framework of analyzing topological order.
1.1.3 Symmetry Enriched Topological Phases
Under global symmetry, ground states with the same topological order can behave differently [65, 66, 67, 68, 69,
70, 71, 72]. Global symmetry generally enriches the possible phases of quantum many body systems. With trivial
topological order, the global symmetry lead to SPT phases. With non-trivial topological order, the global symmetry
can intertwine with the topological order. Topological phases which exhibit the same topological order may not be
able to deform into one another by local unitary transformations under the global symmetry. Consequently, new phases
show up as a result of the global symmetry. Such enriched order which comes from enforcing global symmetry in
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topological order is called the SET order, which is always defined module SPT order.
SET phases are topological phases which show SET order. The SET order is characterized by the action of
the global symmetry on the fractionalized excitations of the underlying topological order [73, 74, 75]. While the
global symmetry is generally defined by its action on the microscopic degrees of freedom, it can also act on the
fractionalized excitations. Its action on the excitations has to be compatible with the fusion and braiding properties
of the excitations. Different ways the symmetry acts on the fractionalized excitations are known as the symmetry
fractionalization patterns. In acting on the fractionalized excitations, the symmetry can also change the identities of
the excitations. Besides, extrinsic symmetry defect can show up in the SET phases. Carrying a fractional extraction
around a symmetry defect transforms the excitation by the symmetry [76, 77, 78, 79, 80, 81, 82].
One simplest example is the electromagnetic duality symmetry in toric code topological order. Recall that the
spectrum of fractional excitations in such topological order is generated by the electric charge and the vortex. Under
the electromagnetic duality symmetry, the charge and the vortex transform into each other. The symmetry fictional-
ization pattern is always trivial, meaning that there is one and only one physical way for the symmetry to realize on
the fractional excitations. Symmetry defect show up as a point singularity with a line branch cut attached. Winding a
electric charge around the defect gives a vortex, and similarly, winding a vortex around the defect gives a charge.
A nontrivial example of SET phases is the toric code topological order with time reversal symmetry. Though
time reversal symmetry does not permutate the identities of the excitations, there are different ways that it can act on
the fractionalized excitations. Electric charge and vortex can transform like either kramer singlet or kramer doublet
under the time reversal symmetry. It leads four different symmetry fictionalization patterns, which correspond to four
possible SET phases. Note that the pattern with both the charge and the vortex transform like kramer doublet is not
compatible with the properties of the excitations, and hence it is not a physically possible phase [83, 84]. In the
physical SET phases, the symmetry defects do not change the labels of the excitations.
Each SET order corresponds to a unique topological order. Similar to the case for SPT order, the SET order
can also be mapped to topological order. For example, the toric code topological order with electromagnetic duality
symmetry can be mapped to a non-chiral Ising model, which composes of two copies of Ising models with opposite
chirality. Hence the topological order serves also as a powerful reference to diagnose both the SPT and the SET order.
1.2 Motivations, Methods and Results
Since the discovery of topological phases, much effort has been put in formulating, classifying, probing and detecting
the unconventional order. Yet new characterization schemes and exotic topological phases have been drawing the main
attention from the whole condensed matter physic community. Up till now, topological phases of matter is still a hot
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research topic in condensed matter physics. In the thesis, we go into a few aspects of topological phases: braiding
statistics of fractional excitations, topological phases on non-orientable surfaces, and hydrodynamic field theory of
topological insulators.
1.2.1 Aspect I: Braiding Statistics of Fractional Excitations
Braiding statistics is a key ingredient in characterizing the long-range topological order in quantum matter. Though
the braiding statistics in (2+1)D is well developed in the theory of anyons, the study of braiding statistics in (3+1)D
is far from complete. The core reason is that there can be excitations with different topologies in higher dimensions.
While there are only particle-like excitations in (2 + 1)D, there can be both particle-like and loop-like excitations in
(3+ 1)D. The excitations with different topologies complicate the ways that the excitations can go around each other.
For example, there can be particle-loop braiding, where a particle goes through a loop and travels back to its initial
position. Also, there can be loop-loop braiding, where a loop passes through another loop, and get back to its original
position. Beside, there can be many more braiding process between the excitations. Exhausting the possible braiding
statistics is a crucial step to generalize the characterization of topological order to higher dimensions.
In the thesis, we study the possible braiding statistics in carrying a particle around loop excitations in (3 + 1)D.
Such particle braiding statistics is commonly formulated in ZN gauge theories, which describes the topological order
in type-II superconductor with a charge-N condensate. The spectrum of fractionalized excitations is generated by a
particle e and a loop m with N of e sticking together and N of m sticking together are both trivial. Here we are
going to consider the more general theories, the abelian discrete gauge theories, which consist of copies of ZNi gauge
theories. Essentially, there is a flavor index i for the particle ei and loopmi excitations. it is well known that winding
a particle ei around a loopmi gives the Aharonov Bohm phase (see Fig. 1.1). Let L be the link formed by the particle
Figure 1.1: Particle-loop braiding statistics: a particle ei winds around a loop mi with the braiding trajectoryei and
mi form a Hopf link acquires a braiding phase. The Hopf linking number of the Hopf link shown above is one.
trajectoryei and the loopmi, the explicit expression of the Aharonov Bohm phase AB is given by
AB(L) =
2
Ni
L(L) ; (1.1)
where L(L) denotes the Hopf linking number of L, and in particular, the Hopf linking number for the Hopf link in
Fig. 1.1 is one. It means that particle-loop braiding of the same flavor leads to a quantized phase determined by the
6
Hopf linking number. Such quantum statistics stems from the mutual winding between the particle trajectory and the
loop. It is perhaps the most well-understood braiding statistics in (3 + 1)D topological order.
While winding a particle-like excitation around a loop-like excitation yields the celebrated Aharonov-Bohm phase,
we find a distinctive braiding phase in the absence of such mutual winding. In our work, we propose an exotic particle-
loop-loop braiding process, dubbed the Borromean-Rings braiding. In the process, a particle ek moves around two
unlinked loops mi and mj , such that its trajectory and the two loops form the Borromean-Rings (see Fig. 1.2).
Remarkably, It can give rise to a non-trivial braiding phase even if there is no winding between the particle trajectory
Figure 1.2: Borromean-Rings braiding statistics: a particle ek moves around two unlinked loopsmi;mj such thatmi,
mj and the trajectoryek form the Borromean rings (or generally the Brunnian link) acquires a braiding phase. The
Milnor’s triple linking number of the Borromean rings shown above is one.
and the two loops, so the braiding phase is fundamentally different from the Aharonov-Bohm phase. Let L be the link
formed by the particle trajectory and the two loops. We derive an explicit formula for the braiding phase in terms of
the underlying Milnor’s triple linking number (L). By using simple geometric and physical arguments, we show that
if the Borromean-Rings braiding statistics betweenmi,mj , and ek exists, the braiding phaseBR must take the form
BR(L) =
2kij;k
Nijk
(L) ; (1.2)
where kji;k is an integer, and Nijk be the greatest common divisor of the integers Ni, Nj and Nk. In contrast to the
Aharonov Bohm phase AB , which is determined by the Hopf linking number L(L), the Borromean-Rings braiding
phase BR is dictated by the Milnor’s triple linking number (L). The Borromean-Rings braiding statistics satisfies
the anti-symmetric property, meaning that the Borromean-Rings braiding phase changes sign if we interchangemi and
mj . Also the Borromean-Rings braiding statistics appears only when the particle and the loops are of distinct flavors.
In addition, we construct topological quantum field theories which realize the Borromean-Rings braiding statistics.
We find that the resulting Borromean-Rings braiding phase agrees exactly with the braiding phase we derived from
geometric arguments. Finally, due to the duality correspondense between SPT order and topological order. Such an
exotic braiding statistics sheds light on a new class of SPT phases. Such class of SPT phases is characterized by some
exotic type of electromagnetic response under external field.
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1.2.2 Aspect II: Topological Phases on Non-orientable Surfaces
While the fractionalized excitations possess interesting physical properties in long-range entangled phases, it is de-
sirable to have ways to probe the topological order in quantum matter. Recall that the topological order cannot be
detected by any local order parameter. Any feasible probe to the topological order must be able to capture the long
range entanglement pattern in the system. One physical probe of topological order is to extract the spectrum of frac-
tionalized excitations by examining its ground state degeneracy (GSD) on closed surfaces. In particular, in (2 + 1)D,
the number of ground states on the torus gives the number of excitations (see Fig. 1.3). That is, the GSD for a
Figure 1.3: The Torus is a closed orientable surface constructed by simply gluing the two ends of a cylinder. The
non-trivial topological properties originate from the two non-contractible cycles  and  on the Torus. Each ground
state on the Torus corresponds to a flux along  threaded through the cycle .
topological order put on torus is given by the following formula
GSD(Torus) = # of excitations: (1.3)
For example, the GSD on torus is four for both the toric code topological order and the double semion topological
order. Another probe to the topological order is to extract the braiding statistics of the excitations by twisting the
surface on which the phase is defined. In twisting the surface, the grounds states get mixed with each other. The
transformation of the ground states encodes the braiding data of the excitations. In particular, in (2+1)D, the mutual-
statistics and the self-statistics of the excitations can be extracted by suitably twisting the torus. From the properties
of the phases on orientable spatial surfaces, we can generally probe and infer the underlying topological order.
In the thesis, we attempt to probe the topological order in (2 + 1)D by putting the quantum many body system on
non-orientable spatial surfaces. In order to consistently define the system on non-orientable surfaces, the topological
order must be symmetric under parity symmetry, meaning that it requires a parity symmetry on top of the topological
order. So it has to be a SET phase with a parity symmetry. The parity symmetry basically transform the excitations
with a reflection in position. Consequently, the parity defects can be used to glue two edges in an inserted sense.
Hence by suitably introducing the parity defects, one can define the phase on different non non-orientable surfaces.
While the physical properties on orientable surfaces can serve as probe to the topological order, we are expecting
that we can also gain insight to the topological order by putting it on non-orientable surfaces. On the non-orientable
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surfaces, we find that the physical properties are dictated by the parity symmetric excitations which is a subset of
excitations that exhibit a loss of orientation in braiding statistics. We construct ground states of parity symmetric
Figure 1.4: Klein bottle is a non-orientable closed surfaces constructed by gluing the two ends of a cylinder in an
inverted sense. Similar to Torus, there are two non-contractible cycles  and  on the Klein bottle. Each ground state
on the surface corresponds to a flux along  threaded through the cycle .
topological order in arbitrary non-orientable closed surfaces. In particular, we construct ground states on the Klein
bottle (see Fig. 1.4). We show that the GSD on Klein bottle equals the number of parity symmetric excitations,
GSD(Klein Bottle) = # of parity symmetric excitations: (1.4)
For example, the number of ground states on Klein bottle is four for toric code topological order and is two for double
semion topological order. Remarkably, while the toric code topological order and the double semion topological order
can not be distinguished from each other by looking into the GSD on Torus, the GSD on Klein bottle distinguish the
two different topological order. By using the geometric dyck’s theorem, we explicitly show that these degeneracies
on non-orientable surfaces are robust against continuous deformation of the manifold. We also study the response on
the ground states of the Klein bottle under twisting the surface. From the response, we extracted the braiding statistics
and the particle-hole relation of the parity symmetric excitations.
1.2.3 Aspect III: Hydrodynamic Theory of Topological Insulators
While the study of three dimensional topological insulators commonly stems from the non-interacting single particle
picture, it is well known that such SPT phase survives under electron-electron interaction. Our goal here is to construct
a theoretical description that is robust against interaction for the three dimensional topological insulators. Meanwhile,
from such formulation, we may extract meaning physical picture for such SPT phase. From the experience of studying
quantum Hall effect, the Chern-Simons hydrodynamic field theory provides a universal description for quantum Hall
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states. Not only can it describe the integer quantum Hall states, it can also describe the fractional quantum Hall states
which comes up from electron-electron interaction. From the derivation of the hydrodynamic theory, a composite
boson condensation picture can also be inferred. Motivated by the success in quantum Hall states, we aim at deriving
a hydrodynamic field theory for the three dimensional topological insulators.
In the thesis, we derive the hydrodynamic field theory of topological insulators by the method of functional
bosonization. Basically, from electromagnetic response of topological insulators, the functional bosonization gives
the corresponding effective field theory. We further express the effective field theory in terms of the hydrodynamic
degree of freedom and get at the hydrodynamic field theory. From the hydrodynamic description, we deduced a
condensation picture for the topological insulators. Also, by suitably incorporating interaction through parton con-
struction, we get the fractional topological insulators. We also derive the hydrodynamic field theory for the surface
state of topological insulators by functional bosonization. In implementing the derivation, we show the particle-vortex
duality, which is the equivalence between massless dirac fermion and QED3.
1.3 Thesis Overview
The remaining chapters of the thesis is about the detailed discussions of the three aspects of topological phases men-
tioned in last section. Each aspect contributes to a chapter. The overall organization is as follow:
In Chapter 2, we discuss the Borromean-rings braiding statistics in abelian discrete gauge theories in (3 + 1)D.
First, we give a preliminary discussion on the particle-loops braiding statistics. We discuss the possible ways of
braiding a particle in the presence of loops. Then, we introduce the Borromean-rings braiding statistics as a particle-
loop-loop braiding statistics. We derive the constraints on the process from a pure geometric perspective. Then, we
realize the Borromean-rings braiding statistics in topological quantum field theories. Finally, we briefly introduce the
implied SPT phases under duality. Details of these SPT phases are left to the supplementary material. This chapter is
based on our previous publication [85]. The supplementary material for this chapter is given in Appendix A.
In Chapter 3, we discuss the probing of abelian topological order on non-orientable surfaces in (2 + 1)D. First,
we review the K-matrix theory for describing the abelian topological order. We also introduce the action of symmetry
in such framework. Next, we introduce the theoretical construction of symmetry defects. In particular, we show that
the parity symmetry defects render a spatial surface non-orientable. Then, we construct the Mo¨bius strip by using the
parity defects. On the Mo¨bius strip, we discuss the properties of the parity symmetric anyons. Next, we proceed to
construct the ground states and count the GSD on arbitrary non-orientable closed surfaces. We also show that the GSD
is actually robust against small continuous deformations. Finally we extract the topological data by twisting the Klein
bottle. This chapter is based on our previous publication [86]. The corresponding supplementary material is given in
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Appendix B.
In Chapter 4, we derive the hydrodynamic theory for the three dimensional topological insulators. First, we review
the method of functional bosonization. From such method, we derive the effective field theory for the topological
insulators. Then, we rewrite the theory in term of the hydrodynamic degree of freedom to get at the hydrodynamic
theory. From the hydrodynamic theory, we identify the condensation picture for the topological insulators. Finally,
we derive the surface hydrodynamic theory of the topological insulators. The particle-vortex duality appear naturally
in deriving the hydrodynamic theory for the surface state. This chapter is based on our previous publication [87]. The
supplementary material is given in appendix C.
In Chapter 5, we conclude the whole thesis. We make conclusion on the results obtained in the thesis and discuss
their implication. Finally, we end the thesis with some remarks on the current work and future outlook.
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Chapter 2
Borromean-Rings Braiding Statistics in
(3+1)-dimensional Spacetime
2.1 Introduction
Braiding statistics is a quantum mechanical phenomenon in which a quantum state acquires a holonomy when winding
an excitation adiabatically around other excitations [88, 89, 90]. It arises from the ambiguous weighting for distinct
homotopy classes of trajectories in the Feynman’s path integral which sums over all continuous paths in the con-
figuration space [91, 92]. Not only is quantum statistics an important subject in fundamental physics, it is also a
crucial data in characterizing topological order in long-range entangled phases of matter [15, 1, 93]. Moreover, braid-
ing statistics has been recently shown to be a powerful diagnostic of Symmetry-Protected Topological (SPT) phases
[61, 38, 39, 40, 41]. By now, braiding statistics in (2+1)D has been thoroughly studied through the braid group and
formulated in the theory of anyons [20, 17, 94, 19]. Nevertheless, our understanding of braiding statistics in (3+1)D
is still far from mature. The core reason is that the possible loop excitations complicate the configuration space in
the path integral. While the simplest particle-particle braiding is always trivial due to the contractibility of particle
trajectories around the other particle, the possible braiding statistics is significantly enriched if the spatially extended
loop excitations are taken into account. The most well-known example is the particle-loop braiding statistics in which
a particle carried along a non-contractible cycle around a loop experiences the Aharonov-Bohm effect [95].
The peculiar braiding phase in the Aharonov-Bohm effect has been understood to be associated with the winding
between the particle trajectory and the loop [88, 89, 90] [Fig. 3.1(a)]. In this work, we argue that the statistical
interaction between particles and loops can appear in a more general context. We consider the effect of braiding a
particle with more than one loop. Importantly, we find that there can be a non-trivial braiding phase even without
winding the particle around any loop [Fig. 3.1(b)]. Particularly, in braiding a particle around two unlinked loops, a
braiding phase appears when the particle trajectory and the loops form a Brunnian link, which is formed by three
mutually unlinked circles. For example, the simplest Brunnian link is the Borromean-Rings link. While the traditional
particle-loop braiding statistics is dictated by the Hopf linking number L, we show that the particle-loop-loop braiding
statistics is instead governed by a higher order linking number, called the Milnor’s triple linking number  [96].
Physically, braiding statistics involving particles and loops can be realized in Abelian discrete gauge theories.
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(a) (b)
Figure 2.1: (Color online) (a) Particle-loop braiding: a particle ei travels around a loop mi such that the braiding
trajectoryei andmi form a Hopf link. (b) Borromean-Rings braiding: a particle ek moves around two unlinked loops
mi;mj such thatmi,mj and the trajectoryek form the Borromean rings (or generally the Brunnian link).
For example, non-trivial particle-loop braiding statistics can be realized in ZN gauge theory, which describes the
deconfined phase of (3+1)D type-II superconductor with a charge-N condensate [97, 27]. In such a gapped phase
of matter, the excitation spectrum is generated by a particle e and a loop m under fusion, where Ne;Nm are both
trivial. Carrying a particle e in a closed path e around a loopm leads to the quantized phase 2N L(m; e) [Fig. 3.1(a)].
Recently, more exotic multi-loop braiding statistics and particle statistical transmutation have been demonstrated in
discrete gauge theories with larger gauge group G=
Q
i ZNi [62, 98, 99, 100, 101, 102, 103, 104, 105, 106, 49, 107,
108, 109, 110, 111], which is a system of ZNi gauge theories with a collection of flavors i2F . In these theories, the
vacuum expectation of any physical braiding process yields a complex phase factor.
In this work, we introduce the Borromean-Rings (BR) braiding, namely, the particle-loop-loop braiding generating
the Brunnian links [Fig. 3.1(b)], in discrete gauge theories with G=
Q
i ZNi . Contrary to the particle-loop braiding
where the particle trajectory is linked with the loop, the particle trajectory is not linked to any of the two loops in the
BR braiding. By following a line of geometric arguments, we derive constraints [Fig. 3.2] and quantization condition
of the BR braiding phase if it exists. Then we obtain an explicit formula for the braiding phase which is expressed
in terms of the Milnor’s triple linking number [Eq. (2.1)]. Also, we construct Topological Quantum Field Theories
(TQFTs) with a BF action dressed with an AAB topological term (A and B denote some 1-form and 2-form gauge
fields respectively) [Eq. (2.2)] which support non-trivial BR braiding statistics [Eq. (2.10)]. The resulting BR braiding
phase agrees with the result from geometric arguments. This work is concluded with several remarks and future
directions.
2.2 Preliminaries
As a warm-up, we discuss general aspects of braiding a particle around loops in Abelian discrete gauge theories. Here,
we are primarily interested in the classes of closed paths which could lead to non-trivial braiding statistics [91, 92].
As the particle travels in the complement of loops, the braiding statistics must be trivial if its closed trajectory can be
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adiabatically shrunk to a point. Equivalently, if the trajectory and the loops are viewed as a link, the braiding statistics
is trivial if the trajectory can be unlinked from the loops. Under the deformation, the trajectory can cross with itself
since the intersection point corresponds to the particle position at different time instances which can never interact.
However, it cannot cross with any of the loops since the Aharonov-Bohm effect can contribute to braiding statistics.
Besides, the loops can also undergo adiabatic deformation. Note that while Aharonov-Bohm interaction is possible
among loops, there is no Aharonov-Bohm self-interaction [112, 113, 114, 115]. In other words, the loops are allowed
to cross with itself but not with other loops. Under such link homotopy, each link component can cross with itself but
not with other link components [96]. Any particle trajectory that cannot be shrunk to a point under link homotopy can
in principle lead to a non-trivial braiding phase.
In such formulation, each homotopy class of links is assigned with a braiding phase that depends only on the
underlying linking numbers. Hence, while the particle-loop braiding phase is determined by the Hopf linking number
L, the particle-loop-loop braiding phase is governed by the three mutual Hopf linking numbers and the Milnor’s
triple linking number  [96]. In this work, we study the particle-loop-loop braiding statistics which cannot be simply
explained by the Hopf linking numbers. Nevertheless, the higher order linking number  is an invariant under link
homotopy iff all the three mutual Hopf linking numbers vanish. So when the trajectory and the two loops are mutually
unlinked, we expect a well-defined braiding phase determined by .
2.3 Borromean-Rings Braiding
Here we introduce the BR braiding in the context of Abelian discrete gauge theories. Pick any i; j; k 2 F , the BR
braiding is a particle-loop-loop braiding in which a ZNk particle ek is carried around mutually unlinked ZNi loopmi
and ZNj loop mj such that the closed path and the two loops form the Borromean-Rings, or generally the Brunnian
link [Fig. 3.1(b)]. Let Bi;k and Bj;k be the quantum operators of braiding ek around mi and mj respectively. Given
the two loops, any braiding process can be written as a sequential operation in Bi;k and Bj;k as well as their inverses,
in which mi and mj together with the braiding trajectory ek can be viewed homotopically as a link L. For the BR
braiding, since the braiding trajectory is not linked with any of the two loops, the sum of exponents is zero for both
Bi;k and Bj;k. For example, the braiding process giving Borromean-Rings link is written as B 1j;kB
 1
i;kBj;kBi;k [116].
Since the exponent sum of each of them is zero, if any of the two constituent braidings Bi;k and Bj;k gives only an
Abelian phase, the BR braiding statistics must be trivial. Hence, non-trivial BR braiding statistics implies thatmi;mj
and ek support non-Abelian braiding statistics, despite the Abelianess of the gauge groupG. We denote the overall BR
braiding phase as (L). Below, we are going to extract several constraints on the BR braiding phase geometrically.
First of all, since the BR braiding generates the Brunnian links, the geometric properties of the braiding phase
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Figure 2.2: (Color online) Constraints on the BR braiding phase (L). (a) (L) changes sign if mi and mj are
exchanged. (b) (L) vanishes if any two of three components belong to the same gauge group.
are dictated by the Milnor’s triple linking number . Let cij;k be the braiding phase for the simplest BR braiding
of particle ek around mi and mj forming Borromean-Rings with  = 1. Consider carrying the particle ek along its
original pathek by w times. It generates a Brunnian link L with  =w. Generally, any Brunnian link  =w can be
generated this way up to link homotopy. Since the BR braiding is operated repeatedly, the braiding phase accumulates
over w times. Therefore the BR braiding phase should take the linear form (L) = cij;k(mi;mj ; ek), where the
three entries for  are respectively the first, second and third component of L. Physically, cij;k encodes the braiding
data while  gives the geometric properties of the BR braiding process.
Next, we demonstrate the anti-symmetry of the BR braiding statistics. Consider braiding a particle ek around
mi and mj in a way generating the Borromean-Rings [Fig. 3.2(a)]. Viewing the process from the opposite side, the
particle ek travels around loops mj and mi with the orientation of the three components are flipped. Since reversing
the orientation of any component of L causes  to change its sign, flipping the orientation of the three components
gives a minus sign to the braiding phase. Hence braiding aroundmi andmj is minus the braiding aroundmj andmi,
so cji;k = cij;k. Such sign change can also be understood as coming from braiding ek around mi and mj but with
flipped labelsmi andmj in L, which changes the sign of . Generally, for arbitrary Brunnian link L, if the labelsmi
and mj are interchanged, (L)! cij;k(mj ;mi; ek) = (L). Thus interchanging the labels of mi and mj flips
the sign of (L).
Next, we show that the BR braiding phase vanishes if any two objects involved are from the same gauge group.
Consider the decomposition B 1j;kB
 1
i;kBj;kBi;k = e
icij;k for the BR braiding generating the Borromean-Rings link
[Fig. 3.2(b)]. If i=j, the product of operators reduces to identity and hence cii;k=0. If i=k, since Bi;k is guaranteed
to give an Aharonov-Bohm phase 2Nk under the ZNk gauge group, the product of operators again reduces to identity
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and hence ckj;k = 0. Similarly, we also have cik;k = 0. Consequently, (L) vanishes if any two of the indices in L
are identical. In other words, non-trivial BR braiding appears only for distinct indices i; j; k. In particular, non-trivial
BR braiding implies non-Abelian particle-loop braidings Bi;k;Bj;k for distinct flavors, rendering each of them to be
gauge non-invariant.
We now derive the quantization rule of the BR braiding phase. Consider the BR braiding forming the Borromean-
Rings with braiding phase cij;k. Imagine scaling up the phase by Nk by carrying ek along ek repeatedly for Nk
times. The whole process is equivalent to carryingNkek once along ek . SinceNkek is a trivial particle, and braiding
is compatible with fusion, we have Nkcij;k = 0 mod 2. Now imagine scaling up the phase by Ni by winding mi
along its locus for Ni times instead. Again, since Nimi is trivial and braiding is compatible with fusion, we have
Nicij;k = 0 mod 2. Similarly, Njcij;k = 0 mod 2. Combining all the three conditions, we have cij;k =
2kij;k
Nijk
,
where kij;k is an integer andNijk denotes the greatest common divisor ofNi; Nj andNk. Finally, we get the formula
for the BR braiding phase
(L) =
2kij;k
Nijk
(mi;mj ; ek) ; (2.1)
where all properties of the coefficient cij;k propagate to kij;k. That is, kji;k= kij;k and kij;k vanishes if any of the
two indices are the same. Since (L) is defined up to 2, the parameter kij;k 2ZNijk . We conclude one of our main
results: if the BR braiding statistics exists in discrete gauge theories, the braiding phase must take the form as Eq.
(2.1). Below, we construct explicitly field-theoretic models which support non-trivial BR braiding statistics.
2.4 TQFTs with AAB Topological Term
It is believed that low energy physics of long-range entangled phases of matter is captured by some TQFTs [18].
For example, the topological features of discrete gauge theories with G=
Q
i ZNi are known to be described by the
BF theories with action SBF=
R P
i
Ni
2B
idAi, where the 1-form Ai and 2-form Bi are compact U(1) gauge fields
describing the loop and particle degrees of freedom respectively [117, 118]. TheZNi fusion structure of particles and
loops is encoded in the cyclic Wilson integrals of Ai and Bi. Moreover, the Aharonov-Bohm effect is captured by the
effective action SHopf=
P
i
2
Ni
IHopf [
i; J i], where the 3-form J i and 2-form i are respectively the particle and the
loop sources describing the braiding process, and IHopf [i; J i]=
R
id 1J i counts the Hopf linking L(mi; ei). On
top of the BF theories, exotic braiding statistics can be realized by introducing an extra topological term [49, 98, 62,
106, 99, 102, 103, 104, 105, 107, 108, 109, 110, 101, 100, 119, 120, 121, 122, 123]. Below, we introduce the AAB
term and show that the resulting theories support the BR braiding statistics [Eq. (2.10)].
We begin by exhausting the possible AAB terms for physical theories. Consider adding anAiAjBk term with
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some real coefficient cij;k upon the BF theories [Eq. (2.2)]. We are going to show that cij;k here satisfies the same
set of constraints as that in the previous discussion. First, notice that not all possible terms are independent, more
specifically, interchanging Ai and Aj gives the same term but with a minus sign, hence cji;k= cij;k. Second, some
choices of indices are improper. We see i 6= j, otherwiseAiAjBk vanishes. For any flavor i, since either Ai or Bi
is reserved as the Lagrange multiplier which enforces the ZNi fusion structure, Ai and Bi of the same flavor cannot
simultaneously appear on top of the BF theories, so i; j 6= k. In other words, cij;k = 0 if any two indices are the
same. So G requires at least three ZNi group components for a legitimate AiAjBk term. Lastly, we show thatcij;k is
quantized due to large gauge invariance. To this end, we pick some distinct i; j; k2F for theAiAjBk term and focus
on the three cyclic group components involved. Consider
S = SBF + SAAB ; SAAB =
Z
ncij;k
(2)3
AiAjBk ; (2.2)
where n = NiNjNk. Let a; b = i; j, the action S is invariant up to a surface term under the gauge transformation
Aa ! Aa + da ; Ba ! Ba + da + X a ;
Bk ! Bk + dk ; Ak ! Ak + dk + X k ;
(2.3)
where, to compensate the gauge change of the SAAB term, the Lagrange multipliers Ba and Ak transform with extra
twists
X a =  Pb ncab;k(2)2Na (bBk  Abk + bdk) ;
X k =  Pab ncab;k(2)2Nk (aAb + 12adb) : (2.4)
After integrating out the Lagrange multipliers, the action S reduces to SAAB, where Aa and Bk are enforced to
be closed with cyclic Wilson integrals
H
Aa 2 2NaZNa and
H
Bk 2 2NkZNk over any closed manifolds. Under large
gauge transformation, the gauge change of the action SAAB consists of terms which take values in integral multiple
ofNicij;k;Njcij;k andNkcij;k (SM Part A.2.1.3 [124]). The large gauge invariance of the resulting SAAB term, which
implies thatNicij;k;Njcij;k andNkcij;k vanish mod 2, leads to the desired coefficient quantization cij;k=
2kij;k
Nijk
for
integral kij;k.
Next, we discuss the constraints on the braiding. Consider a generic braiding described by some closed world lines
for particles and closed world sheets for loops. The corresponding conserved particle sources J i; Jj and Jk, and loop
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sources i;j and k can be incorporated into S via the source term
Ss =  
Z X
a
 
JaAa +aBa+kBk + JkAk; (2.5)
where a = i; j. The sources a and Jk are respectively coupled to the modified Lagrange multipliers Ba and Ak
defined as
Ba = Ba  Pb ncab;k2(2)2Na (Abd 1Bk d 1AbBk) ;
Ak = Ak  Pab ncab;k2(2)2NkAad 1Ab ; (2.6)
which transform like ordinary gauge fields. Under gauge transformation, Aa and Bk pick up pure gauges, so JaAa
and kBk must be gauge invariant. However, Ba and Ak pick up total derivatives of non-local terms, which are not
strictly pure gauges, so aBa and JkAk may not be gauge invariant for arbitrary braiding. Remarkably,Ss is gauge
invariant iff
IHopf [
a; Jk] = 0 ; IHopf [
a; J^b] = 0 (a 6= b) ; (2.7)
for any J^b describing current on the world sheet of mb, for a; b= i; j (SM Part A.2.1.3 [124]). The first constraint
means that the particle-loop braiding of ek andma alone is not gauge invariant for a = i; j. For the second constraint,
its physical picture can be understood by considering different choices of J^b. Take J^b as the current of any point on
mb, it means that any point on the loop mb cannot braid around the loop ma for a 6= b. Take J^b as a time slice of
the world sheet ofmb, which corresponds to the locus ofmb at a fixed time, it means that there is no linking between
the loopsma andmb for a 6= b. In particular, since crossing between two loops always changes their linking number,
loop crossing of ma and mb is not gauge invariant for a 6= b. If the loops are static, then the constraints in Eq. (2.7)
simply mean that the loopsmi andmj and the particle trajectory ek must be mutually unlinked [Fig. 3.3].
= 0
,                                    ,
Figure 2.3: (Color online) Illustration of the braiding constraints in Eq. (2.7). If the loops mi and mj are static, then
mi,mj and ek are mutually unlinked circles for gauge invariant braiding process.
Now, we show that these theories support non-trivial BR braiding statistics. With the source term Ss, the Lagrange
multipliers Ba and Ak enforce that a=Na2 dA
a and Jk=Nk2 dB
k, for a = i; j. Consequently, S + Ss leads to the
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effective action
Se=SHopf+SBR ; SBR=
2kij;k
Nijk
IBR[
i;j; Jk] : (2.8)
As in the BF theories,SHopf accounts for the Aharonov-Bohm effect for particle-loop braiding within the same flavor.
Here, the AAB term induces an extra effect described bySBRwith
IBR[
i;j;Jk] =
R
d 1id 1jd 1Jk
 12i(d 1jd 2Jk   d 1Jkd 2j)
 12j(d 1Jkd 2i   d 1id 2Jk)
 12Jk(d 1id 2j   d 1jd 2i) : (2.9)
Analogous to IHopf that counts the Hopf linking L(mi; ei), the integral IBR also admits a geometric interpretation
(SM Part A.2.2 [124]). Consider the gauge invariant particle-loop-loop braiding, where ek travels around two static
loopsmiandmjwith mutually unlinkedmi;mj and ek . IBR counts the Milnor’s triple linking number (mi;mj ;ek).
Hence,
SBR =
2kij;k
Nijk
(mi;mj ; ek) : (2.10)
In other words, the BR braiding process produces a BR braiding phase (L) = SBR. The field-theoretic result here
further justifies the main result (2.1) obtained independently by geometric arguments. By noting that the braiding
phase SBR is defined mod 2, we see kij;k 2ZNijk can be used to classify discrete gauge theories with BR braiding
statistics.
2.5 Conclusions
In this work, we introduced the BR braiding statistics from both geometric arguments and field-theoretic approach.
Same quantum phenomenon is expected to appear also in discretized spacetime [125, 126]. The BR braiding statistics
reveals exotic phases with non-abelian topological order under Abelian gauge group G. Due to the duality correspon-
dence between topological order and SPT order [61, 62], the proposed BR braiding statistics immediately implies a
new class of SPT order with global symmetry G (SM Part 3 [124]). In principle, the BR braiding phase can be ob-
served by interferometry experiments similar to the measurements of Aharonov-Bohm effect, though the experimental
design could be challenging. Nevertheless, it is expected to show up numerically as Berry phase in lattice Hamiltonian
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with higher form gauge symmetry [125, 126]. Lastly, it will be amusing to study entanglement properties of Eq. (2.2)
[127] and explore the fermionic analog of BR braiding statistics.
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Chapter 3
Topological Phases on Non-orientable
Surfaces: Twisting by Parity Symmetry
3.1 Introduction
One of the most striking discoveries in condensed matter physics in the last few decades has been topological states of
matter [1, 4, 17, 18], in which the characterization of order goes beyond the paradigm of Landau’s symmetry breaking
theory. Topological states are gapped quantum many-body systems in which the topological order is characterized
by their fractional excitations called anyons [17, 18, 19]. These emergent anyons have non-trivial braiding statistics,
i.e., dragging an anyon once around another causes a unitary transformation on the quantum state of the system. In
particular, the braiding of anyons gives rise to a phase factor in abelian topological states. With a non-trivial anyon
content A, topologically ordered states exhibit long-range entanglement [16] and a robust ground state degeneracy
(GSD) on torus [14, 128].
If the microscopic Hamiltonian underlying a topologically ordered state possesses a symmetry dictated by a sym-
metry group G, such symmetry can interplay with the topological order described by A, giving rise to different sym-
metry enriched topological (SET) states [129, 60, 42, 68, 66, 74, 73]. If a symmetryM inG is on-site, it permutes the
anyon labels in such a way that the braiding statistics is preserved. However, if a symmetryM in G involves parity,
the anyon relabeling changes the braiding statistics by a conjugation. In addition, such parity symmetry also changes
the anyon position. We take the parity to be acting in x-direction in this paper; so the x-coordinate of any anyon is
flipped under the parity symmetry.
One way in which a symmetry can intertwine with the topological properties of a state is to twist the theory by the
symmetry through introducing defects [76, 77, 78, 79, 80, 81, 82, 74, 73]. Associated with each symmetryM in G,
we can introduce a point-like twist defect from which a branch cut emanates. Any anyon passing across the branch
cut gets transformed or twisted by the symmetry actionM. Unlike the anyons which are finite-energy excitations, the
defects can only be extrinsically imposed by suitably modifying the microscopic Hamiltonian. Moreover, the defects
can braid with projective non-abelian statistics and trap exotic zero modes. The study of physical properties of the
defects helps us to gain understanding about the topological state itself in the presence of the symmetry group G. For
example, the different possible ways by which defects can fuse and associate with each other classify the SET states
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under G [74, 73].
Twisting by parity opens a window for us to study parity symmetric states defined on non-orientable surfaces.
Similar to on-site symmetries, parity can also be used to define defects and to twist topological phases. Though the
construction of defects for the parity is similar to that for the on-site symmetries, the parity defects differ from the
on-site defects in that they affect the anyon position. In addition to the anyon relabeling, the parity defects also flip
the x-coordinate for any anyon passing through the branch cut. In other words, such branch cut acts like flipping over
the surface spatially. Consequently, by suitably adding the parity defects, we can turn the underlying surface non-
orientable. While topological actions generally fail to be defined on non-orientable surfaces [130, 131], introducing
parity branch cuts allow us to discuss topological phases on non-orientable surfaces.
A key question which we aim to answer in this paper is what we can learn by putting a parity symmetric topological
state on non-orientable surfaces; We may gain understanding to the state itself by examing how it responds to different
topologies [14, 128, 132]. This is partly motivated by previous studies on the edge states supported by (2+1)D parity-
protected topological phases [133, 134]. In these studies, the edge theory, which is a conformal field theory (CFT),
is put on a non-orientable spacetime [135, 133, 134] by parity twist, defining an orientifold CFT. Putting the edge
theory on a non-orientable spacetime allows us to infer the triviality or non-triviality of the corresponding bulk state
[133, 134]: the orientifold edge theory suffers from quantum anomalies when the bulk is non-trivial whereas it is
anomaly-free when the bulk is trivial. Here we aim to figure out what we can learn about the bulk state by putting it
on non-orientable spatial surfaces..
3.1.1 Overview
In this paper, we focus on (2 + 1)D parity symmetric abelian topological states, though the discussion can be ex-
tended to non-abelian states. Our goal here is to study the physical properties which show up when a state is put on
non-orientable surfaces. In our setup, the non-orientable spatial surfaces are generated by introducing parity defects.
We first formulate these parity defects in terms of microscopic degrees of freedom so as to have a microscopic un-
derstanding of the non-orientable surfaces. Then we consider putting a state on a ribbon geometry and subsequently
twist the theory by parity symmetry through introducing a parity branch cut. In the parity-twisted theory, we show that
the orientation of any loop gets flipped when the loop is carried once around the ribbon, meaning that such twisted
ribbon is actually a Mo¨bius strip M. Once the state is put on a Mo¨bius strip M, we find that the anyons which are
invariant under the parity symmetry show up as the relevant anyons under the twist. Interestingly, these parity sym-
metric anyons exhibit a loss of orientation, in the sense that their counter-clockwise statistics is identified with their
clockwise statistics.
To proceed, we consider putting the state on non-orientable closed surfaces. By compactifying the Mo¨bius strip
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M, which emerges as a result of twisting by the parity symmetry, we get the real projective plane P. While the
torus T generates the orientable closed surfaces, similarly, the real projective plane P generates the non-orientable
closed surfaces. For example, gluing two real projective planes together gives the Klein bottle K whereas gluing three
real projective planes together gives the Dyck’s surface. Hence we can construct any arbitrary non-orientable closed
manifold with the real projective plane P. It is well known that topological states have topology-dependent GSD on
orientable closed surfaces [14, 128]. Here, we construct the ground states and calculate the GSD on arbitrary non-
orientable closed manifolds. The main result for the GSD is summarized in Eqs. (3.56) and (3.58). The GSD depends
on both the topology of the surface and the parity symmetry we used in constructing the surface. In particular, the
GSD on the real projective plane P equals the root of the number of distinguishable parity symmetric anyons (For the
definition of distinguishable symmetric anyons, see Sec. 3.2.3), whereas the GSD on the Klein bottle K equals the
total number of parity symmetric anyons. Besides, we also show that the calculated GSD is consistent with the Dyck’s
theorem, and hence is robust against continuous deformation of the non-orientable surface.
Implications of our main result on the GSD on non-orientable closed manifolds can be well described by compar-
ing the following two topological states of matter: the double-semion state and the Z2 toric code, where the parity
symmetry in each the two states is unique. These two states share the same GSD on the torus, GSD(T) = 4, and the
same total quantum dimension, and hence cannot be distinguished by the topological entanglement entropy. When put
on non-orientable surfaces, however, their GSDs now distinguish these two states. For example, GSD(P) = 1 for the
double-semion state, whileGSD(P) = 2 for the toric code. Such difference owes to the fact that the number of distin-
guishable parity symmetric anyons in the two states are different. Besides, GSD(K) = 2 for the double-semion state,
whereas GSD(K) = 4 for the toric code. Their GSDs are different on the Klein bottle K because they have different
number of parity symmetric anyons. Actually, their GSDs are different on any non-orientable closed manifold.
Finally, we study the physical action of the symmetry group of the manifold called the mapping class group
(MCG). On the torus T, the MCG is generated by the modular S-transformation and the Dehn twist. By studying
the action of the symmetries on the ground states, one can obtain a matrix representation of the MCG. In that case,
the S-transformation tells the braiding statistics of the anyons whereas the Dehn twist tells the exchange statistics of
the anyons. Motivated by the calculations on the torus T, we do the same thing on non-orientable closed manifolds.
Knowing that the real projective plane P has trivial MCG, we consider the first non-trivial case which is the Klein
bottle K. The MCG of the Klein bottle K is generated by a Dehn twist and a Y-homeomorphism. Our result for the
matrix representation of the MCG is shown in Eq. (3.67) and (3.68). From the matrix representation of the MCG, we
find that the Dehn twist tells the exchange statistics of the parity symmetric anyons and the Y-homeomorphism acts
like particle-hole conjugation.
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3.1.2 Organization of the paper
The content of the paper is organized as follows. In Sec. 3.2, we review the K-matrix theory which serves as a
mathematical framework in describing (2 + 1)D abelian topological states and we incorporate symmetries into the
framework. Also, we introduce the notion of symmetric anyons. In Sec. 3.3, we define the defect branch cut associated
to each symmetry operationM. In addition, we show that any anyon getting across the branch cut is twisted by the
symmetry M through examining the boundary condition imposed by the branch cut. In Sec. 3.4, We construct the
Mo¨bius stripM by suitably adding a parity branch cut on a ribbon, showing that the parity symmetric anyons become
the only relevant anyons as a result of twisting by parity symmetry. Then we compactify it to get the real projective
plane P and hence all the non-orientable closed surfaces. In each of the cases, we construct the ground states and
calculate the GSD. Then we show that the GSD is robust against continuous deformation of the manifold. In Sec.
3.5, we study the action of the MCG on the ground states of the Klein bottle K and obtain a matrix representation for
the MCG. Sec. 3.6 provides concrete examples for the theoretical discussions made. We also illustrate that, in certain
scenario, a pair of parity defects can be viewed as a deformed genon [76, 78]. Appendix B.1 provides a detailed
discussion for the parity symmetric abelian states. We show a structural property for the set of parity symmetry
anyons which turns out to be very useful in the derivations.
3.2 Abelian Topological States
We start by introducing the field theoretical framework, the K-matrix theory, for abelian topological states in (2+1)D.
Then we proceed to incorporate symmetries in the K-matrix theory. At the end of this section, we introduce the concept
of symmetric anyons.
3.2.1 K-matrix Theory
An abelian topological state is a state which host anyons obeying abelian statistics. Any abelian state is described by
an abelian Chern-Simons theory known as the K-matrix theory, and is specified by an invertible symmetric integer
matrix K [1]. Consider an abelian topological state characterized by K with DimK = N , which is described by the
following (2+1)D Lagrangian:
LBulk = 1
4
"aTK@a; (3.1)
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where a is an N -component compact U(1) gauge field. It describes a phase of matter which is gapped in the bulk.
In the presence of a boundary, such abelian Chern-Simons theory induces a bosonic Lagrangian at the edge,
LEdge = 1
4
@x
TK@t; (3.2)
where  is anN -component bosonic field compactified by 2ZN . In Eq.3.2, we have omitted the velocity term which
comes up from the microscopic physics at the edge. Such lagrangian describes N branches of gapless edge modes.
Each positive eigenvalue of K corresponds to a left-moving branch and each negative eigenvalue corresponds to a
right-moving branch.
In the topological state K, any quasi-particle excitation is labeled by an integer vector l 2 ZN , in which the
quasi-particle fusion corresponds to vector addition. Local particles are the constituent particles in the microscopic
Hamiltonian and they occupy the sublattice KZN . Identifying any two excitations differed by a local particle, we
define the anyon lattice as
A = ZN=KZN : (3.3)
The anyon lattice A forms an abelian group with order jdetKj under the fusion rule. In the bulk, the Wilson operator
W l = exp il
T
R

adx
 carries anyon l along a path . If  possesses open ends in the bulk, the Wilson operator
generates a gapped particle-hole excitation. On the other hand, there is no energy cost if  forms a loop, or ends at the
parity boundary. At the spatial boundary, the field operator  l(x) = eil
T(x) annihilates the anyon l at the position x
of the edge. By braiding and exchanging the anyons, we get the mutual- and self-statistics,
ll0 = 2l
TK 1l0 mod 2; (3.4)
l = l
TK 1l mod 2=: (3.5)
Local particles are mutually bosonic in the sense that ll0 = 0 mod 2. In addition, any local-particle is either self-
bosonic with l = 0 mod 2 or self-fermionic with l = 0 mod . So in Eq. (3.5), the self-statistics of anyons is
defined up to 2 for bosonic systems and it is determined only up to  if there exists fermionic local particles. Let
D = jdetKj1=2 is the total quantum dimension of the state, the S and T matrices are defined by
Sll0 = e
ill0=D and Tll0 = ll0eil ; (3.6)
where the T matrix is defined up to a sign if there exists fermionic local particles. Any abelian state K is modular in
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the sense that S is unitary. If a state is modular, the S and T matrices together with the charge conjugation matrix
Cll0 = ll0 , where l =  l is the particle conjugation of the anyon l, satisfy the modular relations [17]. In the K-matrix
formalism, all the statistical properties of the anyons are encoded in the matrixK.
3.2.2 Formulation of Symmetries
Here we discuss the formulation of symmetry within the framework of K-matrix theory [42, 136, 82, 137]. Any
transformationM is defined by specifying its action on the local particle operators. Such action can be rewritten as a
transformation on the bulk and edge field variables in the K-matrix theory. Consider a state K defined on upper x-y
plane with an edge along the x-axis. Let ~v = (v0; sv1; v2) for any vector v. In general,
Ma(x)M 1 = UT ~a(~x); (3.7)
M(x)M 1 = UT(sx) + K 1; (3.8)
where U 2 GLN (Z) (unimodular), s = 1 and  2 RN . Hence, each M is characterized by the data (U; s; ).
For example, the data (I; 1; 0) characterize the trivial transform I and the particle-hole conjugation C respectively.
While anyM with s = 1 acts in an on-site manner, anyM with s =  1 involves a reflection from x to ~x and is
called a parity transformation. The operationM implies a transform on the particle operators,
MW lM 1 =WUl~ ; (3.9)
M l(x)M 1 =  Ul(sx) eilTK 1: (3.10)
Such transformation naturally induces a map on the quasi-particles, that is,MZN : ZN ! ZN ; l 7! Ul: Since U is
a unimodular matrix, its inverse U 1 exists and is also unimodular. Hence such mapping is an automorphism on the
quasi-particle lattice ZN .
With the understanding of the action of the operations, we are ready to define the symmetry of a state. Any abelian
stateK is symmetric underM if the bulk and edge actions are invariant under the transformation (3.7). Such condition
translates to the equation
sUKUT = K; (3.11)
which is independent on the vector . If the stateK is symmetric underM, thenM is called a symmetry ofK. Note
that any state K possesses on-site symmetries I and C. However, the existence of parity symmetry is not guaranteed.
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If parity symmetryM exists, the signature forK must vanish 1, meaning that there is an equal number of left movers
and right movers at the edge. Generally, parity symmetry, if exists, may not be unique and any two parity symmetries
differ by an on-site symmetry. Besides, if parity symmetryM exists, it must be of even order 2, or otherwise the K
matrix vanishes identically. In the paper, unless otherwise specified, we consider parity symmetries of order two.
If M is a symmetry of a state K, then the automorphism MZN on the lattice ZN descends to a well-defined
automorphismMA on the anyon lattice A,
MA : A ! A ; l 7! Ul: (3.12)
SinceMA is an automorphism on the anyon lattice A, it can be thought of as a relabeling of the anyons. Under such
relabelingMA, the S and T matrix transform as
SUlUl0 =
8><>: Sll0 if s = 1Sll0 if s =  1 ;
TUlUl0 =
8><>: Tll0 if s = 1T ll0 if s =  1 : (3.13)
It is known that S and T matrices measure the counter-clockwise statistics whereas S and T  matrices measure the
clockwise statistics. Under a parity symmetry M, orientation of braiding and exchange is flipped due to the parity
operation. Hence a full parity symmetry transformation of S and T matrices is a relabeling followed by a complex
conjugation. Therefore, S and T matrices are preserved under any symmetryM. In other words, any symmetryM
of the topological stateK is a symmetry of the anyon statistics.
3.2.3 Symmetric Anyons
In this subsection, we introduce the notion of symmetric anyons, which show up later when we twist the phase by the
symmetryM. IfM is a symmetry of the state K, we have a group automorphismMA on the anyon lattice. In the
anyon lattice, we have a subgroup consisting of symmetric anyons which are invariant underMA,
S = f a 2 A jMA(a) = a g: (3.14)
1If parity symmetry exists, there is a unimodular U such that  UKUT = K. It implies that sgnK =  sgnK and hence the signature of K
vanishes.
2If there is a parity symmetry with odd order k, then there is a unimodular U such that UKUT = K with Uk = I . ThenK = UkKUTk =
 K which implies that K vanishes.
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While viewed in the integer lattice ZN , any symmetric anyon a is only changed by a local particle under the relabeling,
that is, Ua = a mod K. Let ui 2 ZN and u = fu1; u2; : : : ; uMg be a set of generators for S such that any a 2 S
can be written as a = aiui modK where ai 2 Z. Then we can rewrite the subgroup as
S = uZM=KZN ; (3.15)
where (u)Ii = (ui)I is a N M matrix with column vectors given by the generators 3. By a slight abuse of notation,
we refer, by a generating set, to a matrix of column vectors. Albeit all the symmetric anyons can be distinguished
statistically in A, some of them statistically look the same in S. Take any a; a0 2 S , we define
a  a0 if aa00 = a0a00 8a00 2 S; (3.16)
where the equal sign for the statistical angles is defined up to mod 2. It gives a equivalent relation which relates
symmetric anyons having the same statistics in the subgroup S. Identifying symmetric anyons having the same
braiding statistics in subgroup S, we have the group of distinguishable symmetric anyons in S to be
S^ = S=  : (3.17)
To make it clear, we define the group homomorphism fujS : S ! QM=ZM ; a 7! uK 1a. In terms of the group ho-
momorphism, the equivalent relation can be written as a  a0 if a   a0 2 KerfujS and hence S^ = S=KerfujS
is a quotient group. By the fundamental theorem of homomorphisms, the group S^ is isomorphic to fujS [S] =
uTK 1uZM=ZM . The number of distinguishable symmetric anyons in S is simply given by the number of lat-
tice points in such lattice 4. If S^ saturates S, then all the symmetric anyons are statistically distinct, meaning that the
subgroup S itself forms a modular theory [17].
3.3 Twisting by a Symmetry
Here we consider cutting and gluing a state K along the x-axis. Along the cut, we have gapless modes contributed
from the two edges. It is known that by adding a gapping term, we can impose a boundary condition on the quasi-
particle operators at the interface. By suitably choosing the gapping term that couples the two edges, we can create
a defect branch cut which glues the cut. In particular, the gapping term construction for parity branch cut gives us a
microscopic view on the construction topological states defined on non-orientable surfaces.
3While the anyon latticeA is isomorphic toK 1ZN=ZN , the subgroup S of symmetric anyons is isomorphic toK 1uZM=ZN
4While S and S^ generally depends on the choice ofM, jSj and jS^j are invariant under conjugation ofM by an on-site symmetry.
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Figure 3.1: (a) The stateK is cut along the x-axis. The edge 1 and edge 2 as a whole is considered as a combined edge.
Physically, the two constituent edges do not talk to each other. (b) Without adding any gapping potential coupling the
two edges along the combined edge, a Wilson line in the bulk can end at any position on the two edges.
3.3.1 The Defect Branch Cut
Imagine cutting a state K along the x-axis (Fig. 3.1(a)). The cut can be physically considered as a combined edge
along the x-axis. We are going to show that, associated to each symmetryM of the state K, we have a gapping term
LM for the combined edge that couples the two constituent edges by introducing hopping of local particles with a
twist by the symmetryM. Denote the lower and the upper region as 1 and 2 respectively. For the edges 1 and 2, we
have variables 1 and 2 respectively, which are described by the lagrangians
L1 =   1
4
@x
T
1 (x)K@t1(x) (3.18)
L2 = s 1
4
@x
T
2 (sx)K@t2(sx): (3.19)
Without coupling the fields on the two edges, Wilson lines on one side do not talk to those on the other side and hence
can end at any point on the edges (Fig. 3.1(b)). Let (x) = (1(x); 2(sx))T , the combined edge along the x-axis is
described by the total lagrangian
L = L1 + L2 = 1
4
@x
T (x)K@t(x); (3.20)
where K =  K  sK is the enlarged K-matrix with dimension 2N . Let eI be anN components vector with the only
non-zero component at the I-th entry and equals one. Take I = (eI ; UT 1eI)T , since sUKUT = K,
TI KJ =  eTI KeJ + seTI U 1KUT 1eJ = 0; (3.21)
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for any I; J = 1; 2; : : : ; N . Hence fIg satisfies the Haldane gapping criterion and is hence a possible choice of
null vectors for K [138]. So corresponding to the symmetryM, we can construct a gapping potential
LM =
X
I
 2t cos
h
TI K(x)  eTI 
i
=
X
I
 2t cos
h
eTI K(1(x)  UT2(sx)  K 1)
i
=
X
I
 t
h
(M KeI2 (x)M 1)y KeI1 (x) +  KeI1 (x)y(M KeI2 (x)M 1)
i
; (3.22)
which is actually a hopping term for the local particles across the constituent edges of the cut. While hopping from the
lower edge to the upper edge, LM twists the local particles by the symmetryM. We will see later that LM also
twists anyons by the symmetryM, and hence the gapping termLM defines the defect branch cut for the symmetry
M [139].
Next, we are going to show that the gapping term LM is symmetric under the symmetry operationM if U is
orthogonal. By using the cosine expression of the gapping term in Eq. (3.22), we have the transformation
MLMM 1 =
X
I
 2t cos
h
eTI K(M1(x)M 1   UTM2(sx)M 1   K 1)
i
=
X
I
 2t cos
h
eTI KU
T (1(sx)  UT2(x)  K 1)
i
=
X
I
 2t cos
h
seTI U
 1K(1(x)  UT2(sx)  K 1)
i
; (3.23)
where we changed the variable from x to sx in the last step. Since U is orthogonal, that the image of the basis
fe1; e2; : : : ; eNg under U is just the basis itself up to some sign changes of the basis vectors. Because sign is not
important in the argument of cosine, we have
MLMM 1 = LM: (3.24)
So LM is symmetric under the symmetryM, adding the defect branch cut does not break the symmetryM of the
whole system. In particular, the matrix U can always be chosen as an orthogonal matrix for any parity symmetry of
order two, hence such parity branch cut is always symmetry preserving.
3.3.2 Boundary Condition Across the Branch Cut
Here, we derive the boundary condition for the Wilson operators across the branch cut imposed by the gapping term
LM. By coupling the two edges, LM connects the Wilson lines on both sides of the interface. We are going to
show that the gapping term LM twists the anyons by the symmetry M across the branch cut. Since the gapping
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term LM pins the argument of the cosine term to the local minimum of minus cosine, quantum mechanically, the
possible eigenvalues of the operator,
G(x) := 1(x)  UT2(sx)  K 1; (3.25)
is given by 2K 1p, where p is an anyon carried by a Wilson line along the defect branch cut [82]. Pick an eigenstate
with fixed p, we have the following equation
 Uly2 (sx) 
l
1(x) = e
(ilTK 1+i2lTK 1p): (3.26)
Since h Uly2 (sx) l1(x)i 6= 0, it describes a particle condensate of  l at x on edge 1 and Ul at sx on edge 2 along the
interface [77, 140]. Physically, it should be expected that an anyon l getting to edge 1 from below at x can fuse with a
condensed particle pair to becomes an anyon Ul getting away from edge 2 at sx.
Consider Wilson operators which do not involve any Wilson line along branch cut. In such case, p is fixed and any
physical operator must not change the eigenvalue of G(x). More precisely, any physical operator must commute with
G(x). It can be easily checked that, without a partner on the other side, any Wilson line on one side ending on the edge
does not commute with G(x). Consider two Wilson lines, one on each side, ending on the edges 1 and 2 respectively
as indicated in Fig.1. Pulling back to the edges, the Wilson operator becomes the field operator  l2y2 (x2) 
l1
1 (x1). For
such Wilson operator to be physical, we have the condition that
[ l2y2 (x2) 
l1
1 (x1); G(x)] = 0
, l2sgn(x  sx2)  Ul1sgn(x  x1) = 0
, l2 = Ul1 and x2 = sx1: (3.27)
Pictorially, while crossing the interface from below, any anyon l is twisted by U , at the same time, the anyon trajectory
goes from x to sx 5. For any on-site symmetry M, the anyon trajectory is unaffected across the branch cut, so the
gapping term LM glues the upper side and the lower side directly with a twist U of anyon label (Fig. 3.2(a)). So
loop orientation is preserved across any on-site defect branch cut. The gapping term LI introduces a trivial gluing
and corresponds to a direct hopping term across the interface. The gapping term LC condenses particle pairs which
is equivalent to adding a SC wire on the interface. For any parity symmetryM, the anyon trajectory is twisted from
x to  x across the branch cut, hence the gapping term LM glues the upper side and the lower side with a spatial
twist in addition to the anyonic twist U (Fig. 3.2(b)). Generally, the change in loop orientaion together with the anyon
5One can also check that while going cross the interface from above, LM do the inverse, meaning that l is twisted by U 1 and the anyon
trajectory goes from x to sx.
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Figure 3.2: The gapping term LM glues the two edges by imposing boundary condition on the Wilson operators
crossing the branch cut. Essentially, it twists anyons by the symmetryM across the branch cut. (a) The gapping term
for an on-site symmetry glues the edges directly with an anyonic twist U . (b) The gapping term for a parity symmetry
glues the edges with a spatial twist together with an anyonic twist U .
relabelling ensure that the anyon statistics is locally well-defined across any branch cut.
The discussion above concerns the boundary condition for the Wilson operators crossing the branch cut. Here we
remark on the boundary condition for a implied by the gapping termLM. From Eq. (3.25), we have
1(x) =M2(x)M 1 + 2K 1p; (3.28)
which relates the edge variables 1 and 2 at the interface. By differentiating such equation w.r.t. x, we get the
boundary condition for ax across the branch cut, that is
a1x(x) =Ma2x(x)M 1: (3.29)
Hence the branch cut defined by LM twists ax by M from edge 2 to edge 1. In other words, the gapping term
LM imposes a twisted boundary condition for the bulk gauge field a at the defect branch cut.
3.4 States on the Non-orientable Surfaces
In this section, we are going to construct topological states on non-orientable surfaces. We construct a twisted ribbon
by adding a defect branch cut on a ribbon geometry along the axial direction and show that the twisted ribbon is a
Mo¨bius strip if the defect branch cut corresponds to a parity symmetry. On the Mo¨bius strip, we see that only the
parity symmetric anyons are left. To proceed, we define topological states on the real project plane by compactifying
the Mo¨bius strip. Using the real project plane as the generator, we can define topological field theories on any non-
orientable closed surface. We construct the ground states on arbitrary non-orientable closed surface and obtain the
ground state degeneracy (GSD). Using the Dyck’s theorem, we then discuss the robustness of such GSD by showing
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Figure 3.3: (a) The stateK is prepared in a square shape with length scale L. The upper and lower edges are labeled
by 1 and 2 respectively. (b) The twisted ribbon is constructed by passing the upper edge through the back and gluing
it to the lower edge using the gapping term LM. If LM is on-site, the twisted ribbon is a cylinder C; If LM
corresponds to a parity symmetry, it is a Mo¨bius stripM
that it is invariant under any smooth deformation of the surface.
3.4.1 The Twisted Ribbon
In this section, we construct the twisted ribbon which is a ribbon with a defect branch cut along the axial direction
and it gives a Mo¨bius strip if the branch cut corresponds to a parity symmetry. We discuss the physical Wilson loop
operators generally on the twisted ribbon, showing that only the symmetric anyons are relevant under the twist. Then
we discuss the physical properties of the parity symmetric anyons on the Mo¨bius strip.
Physical Wilson Loops Operators
Consider a state K with a symmetry M. The state is prepared in a square shape with width L in x-direction and
length L in y-direction (Fig. 3.3(a)). Edge 1 at y = L is passed through the back of the state and glued to the edge 2 at
y = 0 by using the gapping term LM. We call the resulting ribbon a ribbon twisted by the symmetryM. Consider
dragging a loop along the non-trivial cycle of the twisted ribbon. If LM is on-site, the orientation of the loop is
unchanged after a round trip, hence the twisted ribbon is topologically the same as a cylinder C 6. On the other hand,
if LM is a gapping term for parity, then the loop orientation is flipped under a round trip and therefore the twisted
ribbon is a Mo¨bius stripM. The two surfaces share the same first homology group,
H1(C) = H1(M) = h  i = Z; (3.30)
where  is a single cycle going in positive y-direction. A loop is either one-sided or two-sided, depending on whether
its regular neighborhood is an annulus or a Mo¨bius strip. The cycle  in the cylinder C is two-sided whereas the cycle
6It should be noted that C does not stand for the set of complex numbers in this paper.
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 in the Mo¨bius stripM is one-sided.
On the twisted ribbon, any physical Wilson loop operator must have its final anyon the same as its initial anyon in
the anyon lattice. We are going to show the that set of all physical Wilson loop operators is precisely
W = fW a j a 2 S g: (3.31)
In other word, only the symmetric anyons are relevant. Under the operation W a  W a
0
 = W
a+a0
 , which is the
multiplication of Wilson operators up to a trivial phase,W forms a group isomorphic to the subgroup S.
Notice that all operators in W are physical, so it suffices to show that any physical Wilson loop operator can
be written as an element in W . Any Wilson operator going along a trivial cycle is physical and can be represented
by the trivial element W 0 in W . Any Wilson operator going through the cycle  by k times can be written as
W l WUl     WU
k 1l
 = W
(I+U++Uk 1)l
 . In order for such Wilson operator to form a loop physically, the
initial and the final anyons must be the same in the anyon lattice. Hence we have the requirement thatUkl = lmodK
which implies (I + U +   + Uk 1)l 2 S . Therefore, any physical Wilson loop operator going along the cycle  by
k times is also an element inW . To conclude, the set of all possible physical Wilson loop operators is precisely given
by the abelian groupW .
The Parity Symmetric Anyons
On the Mo¨bius strip M, the only relevant anyons are the anyons invariant under the parity symmetry, which we call
the parity symmetric anyons. Mathematically, we can always find a Mo¨bius strip M on any arbitrary non-orientable
surface. Hence parity symmetric anyons show up on any non-orientable surface. Consequently, the topological
properties of a topological state defined on non-orientable surfaces are deeply related to these parity symmetric anyons.
Here we discuss the properties of these parity symmetric anyons onM and the structure of the subgroup S.
Firstly, the statistics of the parity symmetric anyons exhibits a loss of orientation. Under the parity symmetry,
recall that the S and T matrices are invariant under the anyon relabeling followed by a complex conjugation which
takes into account the change of orientation of statistics. Notice that the S and T matrices while they are restricted to
S are invariant under the relabeling, so
Saa0 = S

aa0 and Taa0 = T

aa0 ; (3.32)
where the equation for the T-matrix is defined up to a sign for systems which involve local fermions. Physically, it
means that the parity symmetric anyons have their left hand and right hand statistics identified, exhibiting a loss of
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orientation. By the definition in Eq. (3.6), we get a constraint on their mutual-statistics
aa0 = 0 or  mod 2: (3.33)
Hence the parity symmetric anyons are either mutually bosonic or semionic. Similarly, using Eq. (3.6), we get a
constraint on their self-statistics
a =
8><>: 0 or  mod 2; for bosonic system;0 or 2 mod ; otherwise. (3.34)
For a bosonic system, any parity symmetric anyon is either a self-boson or a self-fermion. If the microscopic hamilto-
nian involves local fermions, we may have self-semionic parity symmetric anyons. More pictorially, imagine braiding
or spinning a parity symmetric anyon at difference points along the one-sided cycle  in the Mo¨bius stripM. While it
is carried back to its original position, the anyon label is unchanged whereas the orientation of the braiding or spinning
is flipped. Since locally we have a well-defined statistics, the initial statistics must agree with the final statistics. So
the counter-clockwise statistics merges with the clockwise statistics for the parity symmetric anyons.
Secondly, there is an explicit formula for the number of distinguishable parity symmetric anyons in S^. Denote [ ]
sandwiching a matrix as taking mod 2 to the entries. Let u be a generating set for S 7, the order of S^ is
jS^j = 2Rk[2uTK 1u]: (3.35)
Roughly speaking, each independent column vector in [2uTK 1u] spans two states. To show this, notice that S^ is
isomorphic 8 to the lattice [2uTK 1u]ZM2 , it suffices to count the number of lattice point in such lattice. From Eq.
(3.33), the entries of the matrix [2uTK 1u] are in Z2. We first write such matrix in its Smith normal form R which is
diagonal and with entries also in Z2. Since each diagonal entry of R with value 1 mod 2 gives two lattice points, the
total number of lattice points is 2Rk(R). Since Smith normal form is rank-preserving, Eq. (3.35) follows.
Lastly, taking into account the fact that the parity symmetry is of order two, as proven in Appendix B.1, there is
an additional structural property for the subgroup S of symmetric anyons. If a state K (dim K = N ) possesses a Z2
parity symmetry M, then there exists a set v of n = N=2 mutually bosonic integer vectors and a set w of n0  0
mutually bosonic integer vectors such that
u = v [ w (3.36)
7The result is independent on the choice of the generating set u for S. We can as well take the generating set u as the whole group S where the
matrix in the exponent shown in (Eq. 3.35) times  is simply the mutual-statistical angle aa0 between the parity symmetric anyons in S
8S^ ' fujS [S] = uTK 1uZM=ZM ' 2uTK 1uZM=2ZM = [2uTK 1u]ZM2
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Figure 3.4: (a) The real projective plane P is constructed by shrinking the edge of the Mo¨bius stripM to a point. (b)
By continuous deformation, the real projective plane P can be turned into a cross cap which is a punctured S2 with
anti-nodal points of the hole identified. The cross cap can be viewed as a pair of parity defects on S2.
generates S. The set v is precisely the integer eigenbasis of the transformation matrix U with eigenvalue +1. We call
u = v [ w as the generating set for S induced by the Z2 parity symmetry. In term of such generating set,
uTK 1u =
0B@ vTK 1v vTK 1w
wTK 1v wTK 1w
1CA (3.37)
where vTK 1v is a nn integer matrix and wTK 1w is a n0n0 integer matrix whereas vTK 1w = (wTK 1v)T
is a n  n0 matrix with entries living in 12Z. An immediate observation from Eq. (3.37) is that, since sandwiching
the matrix uTK 1u by any integer vector must give an integer, the parity symmetric anyons cannot be self-semionic,
meaning that they must be either self-bosonic or self-fermionic. Another observation from Eq. (3.37) is that the
diagonal blocks of the matrix [2uTK 1u] vanish and the entries of the off-diagonal blocks are in Z2. Notice that
the rank of [2uTK 1u] is twice the rank of [2wTK 1v]. From Eq. (3.35), the number jS^j of distinguishable parity
symmetric anyons, like the total number of anyons in a Z2 parity symmetric state, must a square of some integer. Let V
andW be the subgroup generated by v and w respectively. Actually, the number of distinguishable parity symmetric
anyons equals the square of the number of anyons in V distinguishable in W 9. As a final remark on Eq. (3.37), the
column vectors in v (or w) are mutually bosonic, so the anyons in the group V (orW ) must also be mutually bosonic.
This statistical property is very important later when we construct the ground states on non-orientable surfaces.
3.4.2 The Real projective plane
Here, we are going to construct a topological state defined on the real projective plane P. Generally, to define topologi-
cal states on non-orientable surfaces, we glue the surfaces suitably by using the parity branch cuts. Since geometrically
gluing with a double reflection is a direct gluing, to inherit this property for the parity branch cut, we require that twist-
ing twice by parity symmetryM is trivial, namelyM2 = I . Note that the Mo¨bius strip has an edge with length 2L.
9The anyons in V distinguishable inW can be defined through the equivalent relation: Take av ; a0v 2 V , av  a0v if avaw = a0vaw 8aw 2
W . It turns out that the number of anyons in V distinguishable inW is 2Rk[2w
TK 1v] which equals the number of anyons inW distinguishable
in V .
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Compactifying the Mo¨bius strip M by shrinking the edge to a point (one-point compactification), we get the real
projective plane P, where there is no boundary (see Fig. 3.4(a)). Alternatively, one can construct the real projective
plane P by starting with the square-shaped topological state shown in Fig. 3.3. The method is to glue the top edge
to the bottom edge in antiparallel sense by using the gapping term LM for parity and to glue the right edge to the
left edge in antiparallel sense similarly. The two construction of real projective plane are topologically equivalent. By
continuously deforming the manifold, we can turn the real projective plane P to a cross cap which is a punctured S2
with anti-nodal points of the hole get identified (see Fig. 3.4(b)). Such cross cap can be viewed as a pair of parity
defects connected by a parity branch cut on S2. Let  be the one-sided loop going through the cross cap once. The
first homology group of P is
H1(P) = h  j 2 = 0 i = Z2; (3.38)
where  is the generator and 2 = 0 is the group relation. A loop on P is two-sided if it gets through the cross cap
even number of times. Since 2 = 0, there is no non-trivial two-sided loop on P. The intersection number of the
loop  with itself is I(; ) = 1 mod 2 which is Z2 valued since the binary operation I is alternating. Due to the
intersection of the loop  with itself, we can have a non-trivial Wilson operator algebra on the real projective plane P.
To construct the ground states on the real projective plane P, we need to figure out the group of physical Wilson
operators W(P) and then construct a generating set for W(P) in which the measuring and raising operators can be
identified. Since any physical Wilson loop operator going along  must carry a parity symmetric anyon, the set of
physical Wilson loop operators is given by
W(P) = fW a j a 2 S g: (3.39)
forms an abelian group under the fusion operation 10. For any abelian state K with parity symmetryM of order two,
recall from section 3.4.1 that the set u = v [w generates the subgroup S of parity symmetric anyons. In other words,
for any a 2 S , we can write a = av + aw for some av 2 V and aw 2 W . So the groupW(P) is generated by the
Wilson operatorsW av andW
aw
 ,
W(P) = hW av ; W aw j av 2 V; aw 2W i: (3.40)
We have shown that anyons in V are mutually bosonic and anyons in W are also mutually bosonic. So we can
simultaneously diagonalize the operators W aw and treat W
av
 as the raising operators (see Fig. 3.5). We can as well
10W(P) forms an abelian group under the fusion operationWa Wa
0
 = W
a+a0
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Figure 3.5: (a) The physical Wilson loop operators W a in the group W(P). (b) By the structural property of the
subgroup S, we can construct generatorsW av andW aw which can be treated as the raising and measuring operators
respectively.
construct the ground states another way round but the results for the GSD are the same.
Take the measuring operators W aw and the raising operators W
av
 , we are ready to construct the ground states
which corresponds to different fluxes measured by W aw . Let wi be the i-th vector in the generating set w. From the
Wilson operator algebra, we have the equation
Wwi W
av
 = e
i2wTi K
 1avW av W
wi
 ; (3.41)
where wTK 1av is the flux vector measured w.r.t. w. The measurement of flux vectors w.r.t w defines a group
homomorphism fwjV : V ! Qn0=Zn0 ; av 7! wTK 1av . Take a reference state j0i withWwi j0i = j0i. A quantum
state javi is constructed by operating the raising operatorW av on the reference state j0i. Two states javi and ja0vi are
identified if they give the same flux. So we have
javi =W av j0i and (3.42)
Wwi javi = ei2w
T
i K
 1av javi; (3.43)
where av 2 V=KerfwjV ' fwjV [V ]. The first equation defines the ground states on the real projective plane P while
the second equation tells the flux measured by Wwi for each state. The quantity GSD(P) can be obtained by simply
counting the number of possible flux vectors in the image fwjV [V ] = wTK 1vZn=Zn0 . By using the result in Eq.
(3.37), it can be shown that 11 fwjV [V ]2 ' S^, therefore
GSD(P) = jS^j1=2; (3.44)
which is the root of the number of distinguishable parity symmetric anyons. Different ground states simply corre-
sponds to different fluxes measured by W aw under the flux insertion by W
av
 . Hence GSD(P) counts the number of
11Note that fwjV [V ] = wTK 1vZn=Zn0 ' vTK 1wZn0=Zn. So fwjV [V ]2 ' wTK 1vZn=Zn0  vTK 1wZn0=Zn '
uTK 1uZM=ZM ' S^, where the second isomorphic relation follows from Eq. (3.37).
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Figure 3.6: The Klein bottle K can be constructed by a connected sum of two cross caps. 1 and 2 are the one-sided
loops associated with the first and the second cross caps respectively. The Klein bottle K can essentially be viewed as
two pairs of parity defects on S2.
anyons in V distinguishable inW .
3.4.3 The Klein Bottle
In the previous section, we have constructed a state defined on the real projective plane P. By considering the con-
nected sum of two cross caps, we get a state defined on the Klein bottle K (Fig. 3.6). It can be viewed as two pairs
of parity defects on S2. Alternatively, one can construct the Klein bottle K by suitably gluing the square-shaped topo-
logical state shown in Fig. 3.3. The method is to glue the top edge to the bottom edge in antiparallel sense by using
the gapping term LM for parity and to glue the right edge to the left edge in parallel sense by using the trivial twist
LI . It can be shown that the arrangements of parity branch cuts from the two constructions are the same. For the
sake later of generalization, we stick to the picture where the Klein bottle K is a connected sum of two cross caps.
For each of the two cross caps on the Klein bottle K, we have an associated one-sided loop. Let 1 and 2 be the
one-sided loops going through the first and the second cross caps respectively. The first homology group of the Klein
bottle K is
H1(K) = h 1; 2 j 2(1 + 2) = 0 i = Z Z2: (3.45)
On the Klein bottle K, there are non-trivial two-sided loops. The subgroup of two-sided loops in H1(K) is generated
by the loops 21, 22 and 1 = 1 + 2. The intersection number between the loops in H1(K) can be obtained by
making use of the bilinear intersection I(i; j) = ij mod 2.
Now we construct the ground states on K. Similar to the previous calculation, we figure out the groupW(K) and
get a generating set where the measuring and raising operators can be identified. Any physical Wilson operator along a
loop inH1(K) can carry a symmetric anyon, so the generating set hasW a1 andW
a
2 where a 2 S . Since any physical
Wilson operator along a two-sided loop can carry arbitrary anyon, the generating set also contains W b21 , W
b
22 and
W b1 where b 2 A. The operatorsW b21 andW b22 carry anyon b counter-clockwisely around the first and the second
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Figure 3.7: (a) The generatorsW a1 andW
b
1
for the group of physical Wilson loop operators on the Klein bottle. (b)
By the structural property of the subgroup S, the modified generatorsW a =W av1 W aw2 andW b1 can be treated as
the raising and measuring operators.
cross caps respectively. The operator W b1 carries the anyon b counter-clockwisely from the second cross cap to the
first cross cap and it carries Ub from the first cross cap back to the second cross cap. The complete generating set for
W(K) is fW a1 ; W a2 ; W b21 ; W b22 ; W b1g. Note thatW a2 = W a1 W a1 , W b2i = W
(I+U)b
i where i = 1; 2 and
(I + U)b 2 S . The generatorsW a2 ,W b21 andW b22 can be expressed in terms ofW a1 andW b1 , hence they can be
eliminated from the generating set ofW(K). Therefore,
W(K) = hW a1 ; W b1 j a 2 S; b 2 A i: (3.46)
Such generating set is not good enough since W a1 are not mutually commuting though W
b
1
are. Recall that for any
a 2 S, we have a = av+aw for some av 2 V and aw 2W . DenoteW a =W av1 W aw2 . SinceW a1 W aw1 =W a ,
the generatorsW a1 can be replaced by the operatorW
a
 ,
W(K) = hW a ; W b1 j av 2 V; aw 2W; b 2 A i: (3.47)
Recall that the anyons in V and W are mutually bosonic saparately, so W a by such construction are mutually com-
muting. Hence we can simultaneously diagonalizeW b1 and treatW
a
 as the raising operators (Fig. 3.7) in constructing
ground states.
The ground states corresponds to different fluxes measured by W b1 . Let e be the standard basis for Z
N . The
Wilson algebra on the Klein bottle K is given by
W eI1W
a
 = e
i2eTI K
 1aW aW
eI
1
: (3.48)
The measurement of flux vectors eTK 1a defines a group homomorphism fejS : S ! QN=ZN ; a 7! eK 1a.
Consider a reference state j0i withW eI1 j0i = j0i. A state jai is constructed by operating the raising operatorW a on
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the state j0i. Two states jai and ja0i are the same if they get the same flux vector. So we have
jai =W a j0i and (3.49)
W eI1 jai = ei2e
T
I K
 1ajai; (3.50)
where the anyon a 2 S=KerfejS ' fejS [S]. The quantity GSD(K) corresponds to the number of flux vectors in the
image fejS [S] = eTK 1uZM=ZN . Since e is the standard basis for ZN , e can be considered as the identity matrix
of N dimension. Hence we get fejS [S] ' S. Therefore,
GSD(K) = jSj; (3.51)
which is the total number of parity symmetric anyons. Different ground states corresponds to different fluxes measured
by the loop operatorW b1 under the flux insertion byW
a
 .
3.4.4 General Non-orientable Closed Surfaces
The construction of states on real projective plane allow us to discuss states on general non-orientable closed mani-
folds. Mathematically, the set of closed non-orientable manifolds up to homeomorphism forms a commutative semi-
group under the connected sum#. The semigroup is generated by the real projective plane P,
fNon-orientable Closed Surfacesg = h P i; (3.52)
where connected sum with P is the same as adding a cross cap. The surface P#P is the Klein bottle K whereas the
surface P#P#P is the Dyck’s surface. With a state on real projective plane P, we can generate a state on any non-
orientable closed surface. Let qP be the connected sum of q  1 cross caps and let i be the one-sided loop associated
with the i-th cross cap. Its first homology is
H1(qP) = h 1; : : : ; q j 2T = 0 i = Zq 1  Z2; (3.53)
where T = 1 +    + q. Let i = i + i+1 and W bi be the operator carrying b counter-clockwisely from the
i+ 1-th cross cap to the i-th cross cap and Ub from the i-th cross cap back to the i+ 1-th cross cap. Then
W(qP) =hW a1 ; W b1 ; : : : ;W bq 1 j a 2 S; b 2 A i: (3.54)
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Note that 2T = 0 in H1(qP), and it requires W a2T to be trivial. Since the entries of [2u
TK 1u] are in Z2, W 2aT
commute with the generatorsW a1 . Note thatW
2a
T trivially commute withW
b
i
’s since there is no intersection between
T and i’s. HenceW 2aT commute with all Wilson operators and the group relation is guaranteed.
Odd Number of Cross Caps
The construction of ground states for surfaces with odd number of cross caps is a generalization of the construction
for the surface with one cross cap. Given a non-orientable closed surface with odd number of cross caps, we have
W aT =W
a
1 W a2 W a4     W aq 1 . Hence we can replace the generatorW a1 in Eq. (3.54) by the operatorW aT .
Further rewriting the generating set so as to identify the measuring and the raising operators, we get
W(qP) =
*
W b2 ; W
b
4
; : : : ; W bq 1 ; W
av
T ;
W b1 ; W
b
1+3
; : : : ; W b1++q 2 ; W
aw
T

av 2 V; aw 2W;
b 2 A
+
: (3.55)
Notice that the generators in the first line commute and the generators in the second line also commute (see Fig. 3.8).
So we can simultaneously diagonalize the later generators and treat the former generators as the raising operators.
Remarkably, non-trivial Wilson algebra appears only in each column and hence the Wilson algebras are decoupled.
Each of the first (q   1)=2 algebras give jdetKj states while the last algebra gives GSD(P) states. So for q is odd,
GSD(qP) = jdetKj(q 1)=2jS^j1=2: (3.56)
The ground states correspond to different fluxes distinguished by the measuring operators shown in second column of
Fig. 3.8. Take q = 1, the result above reduces to that of the real projective plane P.
Even Number of Cross Caps
The GSD on manifolds with even number of cross caps is a generalization of the GSD on the surface with two
cross caps, which is the Klein bottle. Consider a surface with even number of cross caps. In this case, we have
W aT q =W
a
1 W a2 W a4     W aq 2 instead. So we can replace the operatorW a1 in Eq. (3.54) by the operator
W aT q . To figure out the measuring and the raising operators, we further rewrite the generating set as
W(qP) =
*
W b2 ; W
b
4
; : : : ; W bq 2 ; W
a
 ;
W b1 ; W
b
1+3
; : : : ; W b1++q 3 ; W
b
T

av 2 V; aw 2W;
b 2 A
+
: (3.57)
where W a = W
av
T q W awq . Note that the generators in the first line commute and the generators in the second
line also commute (see Fig. 3.9). So we can simultaneous diagonalize the generators in the first line and treat the
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generators in the second line as the raising operators. Note that the Wilson algebras are decoupled into columns,
where each of the first (q   2)=2 algebras give jdetKj states and the last algebra gives GSD(K) states. So for q is
even, we have
GSD(qP) = jdetKj(q 2)=2jSj: (3.58)
Each ground state is labeled by the fluxes identified by the measuring operators shown in the second column of Fig.
3.9. If q = 2, the GSD reduces to that of the Klein bottle K.
From the results in Eqs. (3.56) and (3.58), we can extract the quantum dimension of a cross cap by taking the large
q limit. Since adding two cross caps generally gives rise to an extra jdetKj amount of independent ground states, the
quantum dimension of a cross cap is simply given by jdetKj1=2, which must be an integer and is exactly the same as
total quantum dimension D of the stateK.
3.4.5 Robustness of the Ground State Degeneracy
Here we are going to show the robustness of the GSD by checking the consistency of our result with the geometric
Dyck’s theorem. The set of closed surfaces up to homeomorphism forms a commutative monoid under connected sum
#. The identity element is the sphere, and the monoid is generated by torus T and real projective plane P with a single
relation, that is
fClosed Surfacesg = h T; P j P#P#P = P#T i: (3.59)
The relation P#K = P#T is known as the Dyck’s theorem. Geometrically, #T add a handle to the surface with the
two ends attached on the same side while #K add a handle to the surface with the two ends attached on the opposite
sides. In the presence a real projective plane P, the surface is non-orientable, so there is no difference between #T
and #K. Let (g; q) be a closed surface given by a connected sum of g tori and q cross caps. The Dyck’s theorem is
equivalent to the statement that
(g; q + 2) = (g + 1; q); (3.60)
for any q  1. So the non-orientable surfaces (g; q + 2) and (g + 1; q) are homeomorphic. We are going to
prove that their GSD are the same so as to check the consistency of our results with the Dyck’s theorem and show the
robustness of the GSD at the same time.
To show the consistency, we make use of the following observation. The generating set of H1((g; q)) composes
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of the generators of the g tori and the generators of the q cross caps. Let j and j be the standard generators for
the j-th handle and i be the generator for the i-th cross caps with i = i + i+1. The generating set for the
group of physical Wilson operators on (g; q) are generated by the union of f W b1 ; W b1 ; : : : ; W bg ; W bg g and
fW a1 ; W b1 ; : : : ; W bq 1 g where a 2 S, b 2 A. Notice that former generators for the g tori do not intersect with the
later generators for the q cross caps, so the Wilson algebra for the g tori and the q cross caps decouples. So
GSD((g; q)) = GSD((g; 0))GSD((0; q)); (3.61)
where it is well known that the factor GSD((g; 0)) = jdetKjg. By making use of the GSD we obtained for general
non-orientable closed surfaces, we can evaluate the other factor GSD((0; q)). Consequently, we have the following
consistency equation
GSD((g; q + 2)) =GSD((g; 0))GSD((0; q))jdetKj
=GSD((g + 1; q)); (3.62)
for any q  1. It shows that the GSD we obtained previously is consistent with the Dyck’s theorem, i.e., GSD is a
homomorphism from the monoid fClosed Surfacesg to the monoid of positive integers. Physically, the GSD is robust
against deformation of two cross caps to a genus on a non-orientable surface.
3.5 The mapping class group of the Klein Bottle
In this section, we are going to discuss the physical meaning of the set of large diffeomorphisms, i.e., the mapping
class group (MCG), of the non-orientable manifolds. Notice that the real projective plane P has trivial MCG, we focus
on the first non-trivial case which is the MCG of the Klein bottle. First, we introduce the MCG on the Klein bottle and
its group action on the group of physical Wilson loop operators. Then we proceed to its group action on the multiplet
of ground states. Subsequently, we obtain a matrix representation and hence a physical interpretation for the MCG.
3.5.1 The Mapping Class Group
Here we introduce the MCG of the Klein bottle and talk about how its group elements act on the physical Wilson
loop operators inW(K). Let Aut(X) be the group of automorphisms of a closed surface X . Denote Aut0(X) as the
subgroup of automorphisms that are isotopic to the identity. The MCG of X is defined as
MCG(X) = Aut(X)=Aut0(X); (3.63)
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which is the group of isotopy classes of automorphisms of X . As proven by Dehn and rediscovered by Lickorish, the
MCG of any orientable closed surfaceX is generated by Dehn twists [141, 142]. In addition, Lickorish has shown that
the MCG of any non-orientable closed surfaceX with q > 1 is generated by Dehn twists and one Y-homeomorphism
(or the cross cap slide) [143, 144]. In particular,
MCG(K) = h T; Y j TY = YT; T2 = Y2 = I i (3.64)
where the generator T is the Dehn twist and the generator Y is the Y-homeomorphism. Under the Dehn twist T, the
Klein bottle is twisted along the two-sided loop 1. On the other hand, under the Y-homeomorphism Y, the first cross
cap passes through the second cross cap and get back to its original position. Essentially, the first cross cap has gone
through a cycle of a Mo¨bius strip in a round trip.
Note that the Dehn twist T and the Y-homeomorphism Y are automorphism for the geometric Klein bottle. How-
ever, it is not necessarily true for a Klein bottle constructed by parity defects. Notice that the configuration of parity
branch cuts on the Klein bottle is always invariant under T. It can be shown that the arrangement of parity branch cuts
on the Klein bottle is invariant under Y iff. M2 = I .
Since the symmetry group MCG(K) acts on the surface K, it induces a group action on the group W(K) of
physical Wilson loop operators. As shown in Eq. (3.46), we can takeW a1 andW
b
1
as the generators forW(K). From
Fig. 3.10, we see that the actions on the generators under T and Y transformations,
TW a1T
 1 =W a2 ; TW
b
1T
 1 =W b1 : (3.65)
YW a1Y
 1 =W a1 ; YW
b
1Y
 1 =W b1 : (3.66)
Since the association of an automorphism in MCG(K) with a group action onW(K) is a homomorphism. The group
relation in MCG(K) are trivially satisfied by the induced group action.
3.5.2 The Matrix Representation
In the previous section, we have seen that elements in MCG(K) induce a group action on the groupW(K) of physical
Wilson loop operators. Consequently, it defines a group action operating on the ground states. In this section, we are
going to calculate the matrix element of the generators T and Y forW(K).
Recall that the ground states on the Klein bottle are defined in Eq. (3.49) where we have measuring operators
W b1 and raising operators W
a
 . From Eq. (3.65), we have [T;W
b
1
] = 0, so we can simultaneously diagonalize the
operators T andW b1 . Also, by using Eqs. (3.65), it can be shown that TW
a
 T
 1 = eiaW aW
a
1
, which tells how the
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Dehn twist operates on the raising operators for the ground states. Therefore, we can immediately deduces the matrix
element for the Dehn twist T,
ha0jTjai = eiTeiaaa0 ; (3.67)
where Tj0i = eiT j0i. Hence the matrix representation of Dehn twist T is diagonal with the diagonal entries tell the
topological spins of the parity symmetric anyons.
Similarly, we can obtain a matrix representation for the Y-homeomorphism Y. Note from Eq. (3.66) that Y flips the
sign of the anyon label on any Wilson operator. Therefore, the Y-homeomorphism Y can be thought of as the charge
conjugation operator operating on the ground states. Hence we get the matrix elements
ha0jYjai = eiYaa0 ; (3.68)
where Yj0i = eiY j0i. Hence the matrix representation of the Y-homeomorphism Y tells the particle conjugation for
the parity symmetric anyons.
3.6 Examples
In this section, we are going to consider two examples of abelian states with Z2 parity symmetry mentioned in Ap-
pendix B.1. The first one is the fermionic state Kf with D = 0 and the second one is the bosonic state Kb. First,
we obtain explicitly the generating set u = v [ w for the subgroup S of parity symmetric anyons. Then we count
the number of parity symmetric anyons and the number of distinguishable parity symmetric anyons using Eqs. (3.15)
and (3.35) respectively. Next, we calculate the ground state degeneracies on arbitrary non-orientable closed surfaces.
Finally, we write down the matrix representation of the generators for the mapping class group on the Klein bottle K.
3.6.1 The Fermionic State
In this subsection, we consider the fermionic state Kf with D = 0 and we denote such fermionic state as ~Kf .
Generally, the state can possess more than one Z2 parity symmetry, and we consider a particular one here. Let E be a
nn invertible symmetric integer value matrix. The K-matrixK = ~Kf and the matrix U for the Z2 parity symmetry
are respectively given by
~Kf =
0B@ E 0
0  E
1CA and U =
0B@ 0 I
I 0
1CA ; (3.69)
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where the eigenvectors of U with eigenvalue +1 are given by vi = (ei ei)T where i = 1; 2; : : : ; n. Take any
a = (a1 a2)
T 2 S, we have Ua = a+K for some integer vector  = (1 2)T . Such relation can be translated as
a2 = a1 +E1 with 2 = 1. Hence, up to a local particle, any anyon a 2 S can be written as a = a1ivi modK,
for some a1 2 Zn. From the equation above, we can see that any parity symmetric anyon can be written as a linear
combination of the eigenvectors vi’s. Hence S is generated by the set u = v [ w with
v = fv1; : : : ; vng and w = ;; (3.70)
where ; denotes an empty set. With the generating set u, we get the structure of the subgroup S of parity symmetric
anyons. By Eq. (3.15), one can show that S ' E 1Zn=Zn. The total number of parity symmetric anyons is given by
the number of lattice points, that is jSj = jdetEj. Observe that the generators in u are mutually bosonic, the matrix
[2uTK 1u] vanishes. By Eq. (3.35), we get jS^j = 1. meaning that all the parity symmetric anyons are statistically
indistinguishable in S 12. Since the symmetric anyons in the state ~Kf are mutually bosonic, all the physical Wilson
operators on the real projective plane P shown in Fig. 3.5 are mutually commuting. Since the Wilson algebra is trivial,
there is a unique ground state on P. Alternatively, there is no measuring operatorW aw to distinguish different fluxes,
hence
GSD(P) = 1 (3.71)
which is as expected from Eq. (3.44). On the Klein bottle K, the measuring operators are W b1 whereas the raising
operators are W av1 as shown in Fig. 3.7. The number of different possible fluxes measured by W
b
1
is given by the
number of flux insertion operatorsW av1 which equals jV j = jSj. Therefore, we have the result
GSD(K) = jdetEj: (3.72)
which agrees with Eq. (3.51). Generally, adding two cross caps on an unorientable manifold gives extra jdetKj =
jdetEj2 ground states. Hence the ground state degeneracy on a manifold with q cross caps is given by
GSD(qP) = jdetEjq 1: (3.73)
The result above suggests that the state ~Kf defined on an unorientable manifold is equivalent to the state E defined
on its orientable double cover 13. Beside, we can consider the MCG of K. Since all the parity symmetric anyons are
12From Appendix B.1, we know that the matrix [2uTK 1u] generally vanishes for any fermionic state Kf , hence the result that jS^j = 1 can
be applied to any general fermionic stateKf .
13The orientable double cover of (0; q) is (q   1; 0).
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self-bosons, we have the result
ha0jTjai = eiTaa0 ; ha0jYjai = eiYaa0 ; (3.74)
which gives the matrix representation of the generators of the mapping class group on the Klein bottle K.
To understand the parity defects we constructed for the state ~Kf = E   E, we consider a more intuitive
construction from the genon [76] in a bilayer quantum Hall state Kbi = E  E with an on-site Z2 layer permutation
symmetry  . The transformation matrix for the on-site symmetry  in the state Kbi is exactly the same as the matrix
U for the parity symmetry of the state ~Kf . Consider a pair of defects for  connected by an on-site branch cut placed
along the x-axis and centered at origin in the state Kbi. Such pair of defects for the layer permutation symmetry can
be viewed as a genon [76]. Considering flipping over the lower layer about the axis x = 0, the bilayer quantum Hall
stateKbi becomes the fermionic state ~Kf . It can be checked that the on-site gapping term for  turns into the gapping
term for parity symmetry by sending x to  x for the lower layer edge variables in Eq. (3.22). Therefore, the resulting
pair of parity defects can be viewed geometrically as a deformed genon. Note that the anyon label of any anyon in a
layer going though the genon and the deformed genon is always unchanged. However any oriented loop going through
the genon preserves its orientation whereas any oriented loop going through the deformed genon flips its orientation.
It can also be checked that the GSD contributed by a deformed genon in ~Kf is the same as that contributed by a genon
inKbi. In fact, both of them are of quantum dimension jdetEj.
To end this example for the fermionic state ~Kf , we consider the particular case where E is an integer with E = 2.
In such case, the state ~Kf corresponds to the double semion state. Remarkably, in such state, the Z2 parity symmetry
is unique and is shown in Eq. (3.69). In the double semion state, we have the group of anyons A = f1; s1; s2; g
where 1 is the vacuum; s1 and s2 are mutually bosonic semions;  is a boson formed by the fusion of s1 and s2. The
parity symmetry relabels the anyons as (1; s1; s2; ) 7! (1; s2; s1; ). Hence the subgroup of parity symmetric
anyons is S = f1; g which is generated by u = v = fg. Since all the parity symmetric anyons in S have trivial
mutual-statistics, they cannot be distinguish from one another in S and hence S^ = f[1]g in which  get identified with
the vacuum 1. Consequently, we have GSD(P) = 1 and GSD(K) = 2. Generally, on the connected sum of q cross
caps, we have GSD(qP) = 2q 1.
3.6.2 The Bosonic State
In this subsection, we consider the bosonic state Kb. Let A be a n  n non-singular integer value matrix. Such
topological state may possess more than one Z2 parity symmetry and we pick a particular one. The K-matrixK = Kb
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and the transformation matrix U for the Z2 parity symmetry are respectively given by
Kb =
0B@ 0 A
AT 0
1CA and U =
0B@  I 0
0 I
1CA ; (3.75)
where the eigenvectors of U with eigenvalue +1 are given by vi = (0 ei)T where i = 1; 2; : : : ; n. For any
a = (a1 a2)
T 2 S , we have Ua = a +K for some integer vector  = (1 2)T . Such relation can be written as
a1 =
1
2A( 2) with 1 = 0. Hence 8a 2 S , we have a = a2ivi + ( 12A2 0)T mod K: Each integer vector from
1
2A2 can give rise to a parity symmetric anyon. In other words, each 2 2 Zn with [A2] = 0 can lead to a parity
symmetric anyon. Let ([ ]  A)2 = [A2] and  = f1; 2; : : : ; n0g be a generating set of Ker([ ]  A). We have
the generating set u = v [ w with
v = fv1; : : : ; vng and w = fw1; : : : ; wn0g; (3.76)
where wi = ( 12Ai 0)
T . With the generating set u, we can obtain the structure for the subgroup S. By Eq. (3.15),
one can show that S ' A 1Zn=Zn  []Zn02 . The number of lattice points in such lattice gives the total number
of parity symmetric anyons, hence we have jSj = jdetAj2Rk[]. In the generating set u = v [ w, it can be checked
that the integer vectors in v are mutually bosonic and the integer vectors in w are also mutually bosonic. However,
integer vectors in v can braids non-trivially with integer vectors in w. More precisely, the matrix [2wT ~K 1f v] = [
T ].
By using Eq. (3.35), we have jS^j = 22Rk[]. Since [ ]  A = [A]  [ ], it can be shown that [] generates Ker[A].
Hence Rk[] = dim Ker[A] = n Rk[A] where the last equal sign follows from the rank-nullity theorem. On the real
projective plane P, we treatW aw as the raising operators andW av as the raising operators as shown in Fig. 3.5. The
non-trivial Wilson algebra leads to a GSD determined by Eq. (3.44), that is
GSD(P) = 2n Rk[A]: (3.77)
On the Klein bottleK, the measuring operator areW b1 whereas the raising operators areW
a
 as shown in Fig. 3.7. By
using Eq. (3.51), we obtain the GSD
GSD(K) = jdetAj2n Rk[A]: (3.78)
49
Since adding two cross caps to an unorientable manifold contributes extra jdetKj = jdetAj2 independent ground
states. For surface constructed by a connect sum of q cross caps, we have the general result
GSD(qP) = jdetAjq 12n Rk[A]: (3.79)
For example, consider the case n = 1 where A reduces to an non-zero integer and the bosonic state corresponds to a
ZA topological state. Finally, we consider a generic deformation of the Klein bottle K. Notice that eia = eia
T
2 2 .
Hence we get the result
ha0jTjai = eiTeiaT2 2aa0 ; ha0jYjai = eiYaa0 ; (3.80)
which gives the matrix representation of the Dehn twist T and the Y-homeomorphism Y.
To end the discussion for the bosonic state, we consider the case where A is an integer with A = 2. The resulting
state is a Z2 toric code where there is a unique Z2 parity symmetry and is given in Eq. (3.75). The group of anyons in
the toric code is A = f1; e; m;  g where 1 is the vacuum; e andm are mutually semionic bosons;  is a fermionic
composite particle of e and m. Under the parity symmetry, the anyons transform as (1; e; m;  ) 7! (1; e; m;  ),
meaning that all of the anyons are parity symmetric. The group S = f1; e; m;  g is generated by u = v [ w, where
v = fmg and w = feg. Since S = A, we have ~S = f[1]; [e]; [m]; [ ]g where there is no identification between
the symmetric anyons. Consequently, we have GSD(P) = 2 and GSD(K) = 4. Generally, on the connected sum of q
cross caps, GSD(qP) = 2q. Therefore, on any given non-orientable closed manifold, the GSD of the Z2 toric code is
always double that of the double-semion state.
3.7 Summary and Discussion
In this paper, we explore the physical properties of topological states put on non-orientable surfaces. We introduce,
for any given parity symmetry, the gapping term for the parity branch cut, which glues two edges of a state with
a spatial flip. We construct a ribbon by gluing the opposite edges of a square-shaped topological state using the
gapping term for parity. After the surgery, we find that carrying an oriented loop along the cycle of the ribbon flips
the orientation of the loop, meaning that the ribbon is actually a Mo¨bius strip. On such twisted ribbon, only those
anyons which are symmetric under the given parity symmetry are left. These parity symmetric anyons, which have
their left hand statistics the same as their right hand statistics, determines the physical properties of the state when
put on non-orientable surfaces constructed by suitable arrangement of the given parity branch cut. In other words, by
studying the properties of the state on non-orientable surfaces, we can learn about the physical properties of these parity
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symmetric anyons. For example, the GSD on the real projective plane P equals jS^j1=2, which is the root of the number
of distinguishable parity symmetric anyons; the GSD on the Klein bottle K equals the total number jSj of parity
symmetric anyons. Generally, adding two cross caps on a non-orientable surface leads to an extra jdetKj independent
ground states, which is exactly the number of independent ground states arise in adding a handle. Consequently, such
GSD is robust against smooth deformation of two corss caps to a handle on top of a non-orientable surface. Besides,
we study the action of the MCG on the ground states of the Klein bottle. We find that the Dehn twist T encodes the
topological spins of the parity symmetric anyons whereas the Y-homeomorphism tells the particle-hole relation of the
parity symmetric anyons. Finally, we work on the fermion state ~Kf and the bosonic stateKb as examples to illustrate
our results.
While topological actions cannot be defined purely on non-orientable surfaces in a coordinate independent way,
introducing parity branch cuts opens a window for us to study topological states on non-orientable surfaces. One
particularly interesting scenario is the case where all anyons in A are parity symmetric, e.g., the toric code model.
In such case, the parity acts only on the anyon position without changing the anyon label. In addition, the twisted
boundary condition for the bulk gauge field becomes continuous up to a physically trivial part 14. Since the state
K is modular, we have A = S ' S^. Hence the GSD on a connected sum of q cross caps equals jdetKjq=2. The
consequence of requiring the gauge field a to be strictly continuous is discussed in a previous related work [131]. In
their work, they quantize the BF theory on non-orientable surfaces with the consideration of smooth differential forms
and densities. Under such requirement, the GSD of toric code reduces from 4 to 2 on the Klein bottle K. However, in
the context of topological phases, even if all anyons in A are parity symmetric, there is no reason in requiring a to
be strictly continuous across the branch cut.
In discussing the physical Wilson loop operators on the surfaces decorated with parity branch cuts, we require that
any Wilson operator must have its finial anyon the same as its initial anyon and any Wilson loop is living in the first
homology group of the surface. While the former condition guarantees that the Wilson loop operators do not create
any gapped excitations, the later condition is imposed for Wilson loops on orientable surface [145, 146]. Generally
on any surface, regardless of its orientability, the relevant loop group is the first homology group. To justify this, it
suffices to show that the line integral of the gauge field along any homologically trivial loop is zero. Note that if a loop
is homologically trivial, it is the boundary of some 2-chain which is a formal sum of oriented 2-simplexes. Since the
flux through each of the 2-simplex is zero, the flux through the 2-chain is also zero. Hence, by Stokes’ theorem, the
line integral vanishes.
There are some open questions along the direction of this work. One open question is the derivation of the
edge theory on non-orientable surfaces with non vanishing boundary, e.g., the Mo¨bius strip M, which possesses a
14If all anyons in A are symmetric, we have UeI = eI + KI for some integer vector I . The twisted boundary condition for ax can be
written as eTI a1x(x) = e
T
I ~a2x(sx) + 
T
I K~a2x(sx) where the last term gives trivial commutators quantum mechanically.
51
single edge. It would be interesting to know how the loss of orientation in the bulk affects the spectrum at the edge.
Another interesting direction is the calculation of topological entanglement entropy and entanglement spectrum on
a non-orientable subsystem, say, the Mo¨bius strip M. It is known that the topological entanglement entropy on a
disc shaped subsystem is given by lnD, which is independent on the choice of ground state [16, 147]. Also there
is a one-to-one correspondence between the physical edge spectrum of the disc shaped subsystem and the low-lying
spectrum of its entanglement hamiltonian [148, 149]. An immediate question is whether the same thing hold true on
a Mo¨bius strip shaped subsystem, which shows up when non-orientable surfaces are suitably bipartited. Last but not
least, a future direction is to generalize the discussion to put topological states on higher dimensional non-orientable
spatial manifolds. By stacking up layers of (2 + 1)D topological states and suitably introducing coupling between
layers, we can obtain (3 + 1)D topological states [83, 98]. By using similar techniques, we can stack up the parity
defects to obtain a reflection defect in (3 + 1)D. Alternatively, one can construct such reflection defect by coupling
adjacent layers with a parity twist. Such reflection defect can be used to define layers-constructed topological states
on non-orientable spatial manifold.
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Figure 3.8: Generators for the group of physical Wilson loop operators on qP where q is odd. The generators in the
first and the second column respectively correspond to the generators in the first and the second line in Eq. (3.55). The
figures on the first column show the raising operators and the figures on the second column show the corresponding
measuring loop operators.
Figure 3.9: Generators for the group of physical Wilson loop operators on qP where q is even. The generators in the
first and the second column respectively correspond to the generators in the first and the second line in Eq. (3.57). The
figures on the first column show the raising operators and the figures on the second column show the corresponding
measuring loop operators.
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Figure 3.10: The first two rows show respectively the action of the Dahn twist T on W a1 and W
b
1
. An right arrow
between two figures indicates the action under T. An equal sign between two figures means a deformation of the loop.
The second two rows show respectively the action on W a1 and W
b
1
under the Y-homeomorphism Y. To be precise,
the action under Y is split into three steps and the two cross caps are labeled by 1 and 2. In the first two steps, the cross
cap 1 is passed through the cross cap 2 from left to right. The third step is to drag the cross cap 1 back to its original
position.
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Chapter 4
Effective hydrodynamic field theory and
condensation picture of topological
insulators
4.1 Introduction
The recent discoveries of time-reversal symmetric topological band insulators in two and three dimensions have greatly
extended our understanding on topological phenomena in condensed matter physics. [150, 60, 151, 152] They clearly
demonstrate how topological phases beyond the physics of the quantum Hall effect emerges at the level of single
particle physics. It remains, however, to be understood the effects of interactions; we need to understand topological
states of matter where electron-electron interactions are not necessarily weak, or even those topological phases that
arise precisely because of strong correlations.
One possible approach to address these questions is to develop collective or hydrodynamic descriptions of topo-
logical (band) insulators.[153, 154] These coarse-grained descriptions are to be contrasted with more microscopic
descriptions which heavily rely on free electrons or nearly free quasiparticles. In fact, a hydrodynamic picture was de-
veloped for the quantum Hall effect, and involves the Chern-Simons gauge theory. [155, 156, 15] Once such effective
description of the low-energy physics is established, it is likely to be robust against interactions, and has a wider range
of applicability than the non-interacting microscopic model system. The Chern-Simons field theory in the context of
the fractional quantum Hall effect has been used as a vital tool to describe and predict quasiparticle statistics, ground
state degeneracy, the properties of the gapless edge states, etc. (For a review see, e.g. Ref. [157].)
The purpose of this paper is to develop a hydrodynamic effective field theory description of topological insulators.
The method of choice is the functional bosonization procedure.[158, 159] The functional bosonization is a recipe
to derive an effective action, which reproduces the correlation functions of the conserved currents (“hydrodynamic
modes”) of the system. The functional bosonization approach relies on the gauge invariance of the original, micro-
scopic system, e.g., the U(1) gauge invariance of the conserve electromagnetic charge. The resulting effective field
theory contains a dynamical gauge field whose gauge group is determined by the symmetry of the microscopic system.
In this sense, this procedure may also be thought of as a procedure which is akin to gauging, a useful technique to
study symmetry-protected topological phases in general. [160, 161]
By making use of the functional bosonization procedure, in Ref. [154] a new quantum field theory description of
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(both non-interacting and interacting) topological insulators in two and three dimensions was proposed. It consists
of the BF topological field theory supplemented with an axion term. BF topological field theory[162] has played a
key role in the description of topological phases of matter ranging from superconductors[27, 163, 164] to topological
insulators.[153, 154] This is a first step toward understanding and describing the fractional topological insulator in
three dimensions. As expected, the effective field theory reproduces all universal properties of topological band
insulators, such as the topological electromagnetic effect. In addition, once written in terms of hydrodynamic degrees
of freedom, there is a natural way (at least at the level of field theories) to incorporate the effects of interactions,
in particular, the fractionalization of electrons. With the working hypothesis of electron fractionalization (i.e. the
parton construction[165]), the effective field theory predicts, for example, the fractionalized version of the topological
magnetoelectric effect, and non-trivial ground state degeneracy when the system is put on a manifold with non-
trivial topology. Such predictions can be compared with future numerical studies and experiments. Furthermore, the
field theory description is a natural generalization of the Chern-Simons hydrodynamic field theory for the fractional
quantum Hall effect, and hints a clue to generalize important theoretical ideas, such as the particle-vortex duality,
statistical transmutation by flux attachment, parton construction, and anomalies, among others. [166, 167, 168, 169,
170, 171, 172]
Guided by these previous works, we further continue to develop a hydrodynamic description of both interacting and
non-interacting topological insulators in 3+1 space-time dimensions. While for the case of non-interacting topological
insulators, this may be a mere rewriting of the non-interacting theory, it would give us a theoretical framework to
discuss weakly or moderately interacting topological insulators, and putative fractional topological insulators. We
follow the spirit of our previous work, and try to develop understandings in terms of the hydrodynamic degrees of
freedom – we will make use of the hydrodynamic effective field theory. In particular, we discuss significant issues that
were left out in our previous papers.
The outline of the paper and the main results are summarized as follows:
Firstly, as noted in Ref. [154] (see also Ref. [173]), the BF-theory with the axion term is not yet written solely
in terms of hydrodynamic degrees of freedom. The theory includes a U(1) gauge field a which is not directly tied
to hydrodynamic variables (densities) and can be thought of as a higher dimensional analogues of “statistical gauge
fields”, which appear in the composite particle theories of quantum Hall liquid. (See Sec. 4.2.1). In this paper, we
complete our mission of deriving effective field theories written solely in terms of hydrodynamic degrees of freedom
by integrating over the statistical gauge field (Sec. 4.2.2).
Along the course of implementing these technical steps, we will also note that the integration of the statistical gauge
field can be viewed as a procedure which effective implements the electromagnetic duality of the Maxwell gauge field
(Sec. 4.2.3). This allows us to develop some physical picture of topological insulators; By making a comparison with
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Julia-Toulouse approach to defect condensation [174], we will show a topological band as well as trivial insulator
phase can be viewed as a Higgs phase of the statistical gauge field. This is in analogy with the interpretation of
the quantum Hall effect in the composite boson theory where the quantum Hall liquid is viewed as arising by the
condensation of composite bosons. (For a similar condensation picture for bosonic topological insulators, see Refs.
[175, 119].)
Furthermore, we will implement another aspect which was not fully discussed in the previous work, in particular
the compact nature of the gauge field, in Section 4.3. In the spirit of the functional bosonization approach, the method
of our choice to derive the hydrodynamic field theory, we rely on the gauge invariance of the original microscopic
theories, e.g., the U(1) gauge invariance associated to the charge conservation. The functional bosonization of Refs.
[158, 159] is a recipe that allow us to derive an effective action, which reproduces the correlation functions of the
current associated to the gauge invariance. In the presence of monopoles, i.e., if one was interested in the response of
the system to the introduction of monopoles, the U(1) gauge field must be treated as a compact variable. The compact
nature of the U(1) gauge field can be made explicit by considering the monopole gauge transformations.[176, 177]
They are discrete two-form gauge transformations, which originate from the arbitrariness of the location of the Dirac
strings emanating from monopoles. (See, e.g. Ref. [178].) The system must be invariant under the monopoles gauge
transformations in order for the precise locations of the Dirac strings not to affect physics. Following the spirit of the
functional bosonization, one can derive a hydrodynamic theory for the collective variables associated to the monopole
gauge invariance. We will show how this procedure can be implemented. Once the compact nature of the gauge field
is fully incorporated, the resulting bosonized theory has much resemblance with the Cardy-Rabinovici theory [179]
and the description of the condensed phase of the Abelian-Higgs model in Ref. [180].
Subsequently, we will also discuss the boundary (surface) of topological insulators in terms of the hydrodynamic
effective field theory in Section 4.4. As in the bulk, the statistical gauge field can be integrated over to obtain a
hydrodynamic effective field theory. This process, as in the bulk, can be viewed as an implementation of the elec-
tromagnetic duality, [181] and relates two different 2+1 dimensional theories with and without the statistical gauge
field theory. This surface duality is essentially the bosonized version of the recently proposed duality between the free
Dirac fermion and QED3 in Refs. [182, 183, 184]. In addition, the resulting hydrodynamic theory is compared with
the Fradkin-Kivelson theory in Ref. [185], which enjoys PSL(2;Z) duality symmetry.
Finally, in Section 4.5, we discuss putative fractional topological insulators by using the parton construction.
Assuming the electron fractionalization into partons, we used the functional bosonization to derive the bulk and surface
hydrodynamic theories of fractional topological insulators. We show the resulting theory in the bulk is the ZK Cardy-
Rabinovici theory with K > 1. We conclude in Section 4.6 by discussing open problems.
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4.2 Functional bosonization, electromagnetic duality, and the
Julia-Toulouse approach
In this section, we review the functional bosonization of D = 3 + 1-dimensional topological insulators presented in
Ref. [154]. For technical simplicity, we will focus on topological insulators in symmetry class AIII in D = 3 + 1,
characterized by an integer-valued topological invariant, the three-dimensional winding number , and protected by
chiral symmetry. This topological insulator is somewhat analogous to the time-reversal symmetric topological insula-
tor in symmetry class AII, in that it supports a Dirac fermion surface state, and has a nontrivial axion-electrodynamics
response to the external electromagnetic field. The difference is, however, that the latter is characterized by a Z2
topological invariant, rather than an integer topological invariant. To capture the Z2 nature of topological insulators
in AII class, one needs to consider a dimensional reduction from a one higher dimension[186] D = 4 + 1, whereas
topological insulators in class AIII in D = 3 + 1 can be studied on its own. An example of topological insulators in
AIII class can be found in Ref. [187] which discusses a lattice tight-binding model description. Topological insulators
in symmetry class DIII in D = 3 + 1 can also be studied in a similar way.
4.2.1 Functional bosonization
We start from the partition function in the presence of an external gauge field, Z[Aex]; where Aex is an external U(1)
gauge field associated to the electromagnetic U(1) gauge invariance. The partition function is invariant under the
electromagnetic gauge transformations,
Z[Aex + a] = Z[Aex]; where a = d: (4.1)
By making use of this gauge invariance one can average the partition function over a:
Z[Aex] = N
Z
D[a; b]Z[Aex + a] exp
Z
M4
i
2
b ^ da

; (4.2)
where N is a normalization constant, andM4 is the spacetime manifold of interest. Here, the totally antisymmetric
rank two tensor b = (1=2)bdx ^ dx is introduced and the integration over b enforces the pure gauge condition
da = 0. With a shift a! a Aex, the partition function is given by
Z[Aex] = N
Z
D [a; b]Z[a] exp
Z
M4
i
2
b ^ (da  dAex)

: (4.3)
So far, we have have note made any assumptions, except for the electromagnetic U(1) gauge invariance, about the
58
underlying microscopic system, not even if it is interacting or topologically trivial, but now we specialize to the case
of non-interacting topological band insulators. They can be described, at low energies, by a theory of free massive
Dirac fermions, and we can thus evaluate the partition function Z[a] by integrating over fermions in the presence of
background gauge fields a. The effective action can be expanded in terms of the inverse band gap, and written as
Z[a] / exp( W [a]); (4.4)
whereW [a] has the form
W [a] =
Z
1
g2
da ^ ?da+ i
82
da ^ da+    (4.5)
Here, ? represents the Hodge dual, and g is the effective coupling constant for the Maxwell term and  is the elec-
tromagnetic polarizability (the theta angle). The theta angle is quantized,  =   (integer) in the presence of
time-reversal symmetry (AII) or CT symmetry (AIII).
To summarize, the bosonized partition function (in the Euclidean signature) is given by
Z[Aex] = N
Z
D[a; b] e S[a;b]; (4.6)
where the effective Euclidean action S[a; b] is
S[a; b] =
Z
  i
2
b ^ (da  dAex) + 2
4
da ^ ?da+ i1
4
da ^ da; (4.7)
where we have introduced a complex coupling parameter
 = i2 + 1 = i
4
g2
+

2
: (4.8)
These steps of the functional bosonization, starting from the U(1) gauge invariance in Eq. (4.1) to the final
bosonized action of Eq. (4.7), were carried out in the previous paper, Ref. [154]. We now raise two issues, which we
will discuss in the rest of the paper.
Role of the fields b and a
The bosonized effective theory consists of the path integral over two kinds of gauge fields, a vector (gauge) field a
and and an anti-symmetric tensor field (Kalb-Ramond) b . The first issue pertains to the role played by these two
gauge fields in the functional bosonization.
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From the functional derivative of lnZ[Aex] with respect to the external gauge field Aex, one establishes the iden-
tification @b as the electromagnetic U(1) current density j (“bosonization dictionary”),
j :=

Aex
lnZ[Aex] =
1
2
@b
(in the Minkowski signature). On the other hand, the gauge field a does not appear to be related to any physical
quantity. In fact, for the case of the D = 2 + 1 dimensional quantum Hall effect, or Chern insulators, a compar-
ison between the functional bosonization and the composite boson theory shows that a plays a role similar to the
“statistical gauge field” of the theories of the fractional quantum Hall effect.[23, 188] In the composite boson theory,
this statistical gauge field is introduced to change the fermionic statistics of the electrons into bosonic statistics of
“composite bosons”.
In the composite boson theory of the quantum Hall effect[23] (both the integer and the fractional quantum Hall
effect), the composite bosons undergo condensation, and, as a consequence, the statistical gauge field acquires a mass
by a Higgs mechanism. To be more precise, the Meissner effect occurs for the combination of the statistical and the
electromagneticU(1) gauge fields. In the condensed phase, one can make use of the boson-vortex duality inD = 2+1
dimensions to rewrite the theory – written in terms of the composite boson field and the statistical gauge field – into the
theory written in terms of the “vortex gauge field” interacting with the statistical gauge field. One can then integrate
over the statistical gauge field to end up with the single-component hydrodynamic Chern-Simons theory of the vortex
gauge field. This vortex gauge field corresponds to the gauge field b in the functional bosonization. In passing, we
note that the composite particle approach is possible only when the magnetic field is non-zero, and cannot be applied
to the trivial band insulator, while the functional bosonization does apply to both trivial and non-trivial band insulators
as well.
Following our discussion inD = 2+ 1, we can interpret a inD = 3+ 1 as a counterpart of the statistical gauge
field a inD = 2+1 dimensions. On the other hand, b is directly related to the electric charge current, and hence it
is a natural hydrodynamic variable, analogous to the hydrodynamic gauge field of the Fractional quantum Hall in 2+1
dimensions.[15] Following the reasoning used for D = 2 + 1, it is desirable to integrate over statistical gauge fields
a to obtain the theory written solely in terms of the hydrodynamic variable.
Condensation picture
The above comparison with the composite particle theory (the composite boson theory) of the quantum Hall effect
leads to our second issue. In the quantum Hall effect or in Chern insulators, the insulator phases are interpreted
as a phase where composite bosons condense. On the other hand, it is not clear (yet) what is the physical picture
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suggested by the effective bosonized action of Eq. (4.7). It is highly desirable to establish a physical interpretation of
(topological) insulator phases within the functional bosonization. In the following, we will address these issues.
Compact v.s. non-compact U(1) gauge invariance
Before proceeding, it is important to emphasized that we have treated both Aex and a as non-compact U(1) gauge
fields. This may be justified, in the spirit of the functional bosonization, if we are interested only in the response of
the system to smooth configurations of Aex; The bosonized action of Eq. (4.7) is capable of describing the system’s
response to smooth configurations of Aex, which does not include monopoles. It is however well-known that one of
the defining properties of topological insulators is their response to monopoles. [189] For this reason, it is desirable
to develop the functional bosonization scheme which fully takes into account the presence of monopoles in Aex (and
a as well). Note that, as a consequence of the presence of monopoles, electric charges in the system are quantized in
the unit of the elementary magnetic charge. This is the Dirac quantization condition.
Instead of considering monopoles inAex, one can impose the quantization of electric charges from the outset. This
in turn makes the gauge field Aex (and a as well) an angular variable, and the corresponding gauge group is compact
U(1). (Note also that if the system of interest is defined on a lattice, a compact U(1) gauge field can be introduced
naturally, by defining the gauge field on links. However, the existence of an underlying lattice is neither necessary nor
sufficient to discuss the compact U(1) gauge theory.) Because of the compact nature of the gauge field, discontinuous
configurations of Aex (and a) are allowed, and hence monopoles exist in the compact U(1) gauge theory.
These two mechanisms of charge quantization, one because of the Dirac quantization condition in the presence of
monopoles, and the other in which it is enforced from the outset, may seem logically independent. These two points of
view, however, are essentially the same. Nevertheless, details of the bosonization procedure differ slightly depending
on which points of view we take; if we take the gauge group to be a compact U(1), or if we merely allow the presence
of monopoles in the system. The latter point of view can be implemented as the monopole gauge invariance, as we
will discuss.
The reason why we have emphasized compact v.s. non-compact nature of the gauge fields is that this is closely
related to the condensation picture of topological (as well as ordinary) insulators; condensed phases of the U(1) gauge
theory, which can be possibly coupled to matter fields of various kinds, may be described as condensation of electric
charges (Higgs phases), condensation of magnetic charges (confined phases), or condensation of both magnetic and
electric charges (oblique confinement). To be able to access and discuss these phases, one of which may describe
(topological) insulator phases, it is well-advised to keep the compact nature of the gauge fields and monopoles in Aex
and a. In fact, as our analysis below will reveal, topological as well as ordinary band insulator phases can be identified
as the Higgs phase of the gauge field a or the monopole condensation phase of the dual gauge field of a.
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The Julia-Toulouse mechanism
In the next section, we will integrate over the “statistical” gauge field a. We first attempt this in a direct way (see
below), and then make a connection to the electromagnetic duality (S-duality).[181] While we have emphasized the
importance of including compact nature of the U(1) gauge field, we will first proceed with the “non-compact version”
of the bosonized action of Eq. (4.7): We postpone to discuss the compact U(1) gauge field in Sec. 4.3.
As we will demonstrate, the b field, once the compact nature of the gauge field is implemented, is treated as a
discrete variables. Even so, however, if defects (monopoles) of the dual gauge field condense, the b field can be treated
as a continuum variable: From the point of view of the dual gauge field, db represents monopole currents (recall that
db represents electric currents in terms of the original gauge field Aex and a). Once monopoles in the dual gauge
field proliferate, db can be treated as a continuum variable. This is nothing but the Julia-Toulouse approach to defect
condensation. [174] In Appendix C.3, we give a short summary of the Julia-Toulouse approach following the work of
Quevedo and Trugenberger. [190]
In the next section, we integrate over the non-compact statistical gauge field a in Eq. (4.7). This will reveal the
electromagnetic duality, which, together with the Julia-Toulouse approach, allows us to discuss the Higgs phase as
well as the confined phase of the theory with a compact U(1) gauge field a. In fact, the BF coupling in the effective
action of Eq. (4.7), by construction, enforces da = 0 everywhere, which is indicative of the Higgs phase. The compact
nature of the U(1) gauge fields and monopoles will be discussed in Sec. 4.3, where the b field is treated as a discrete
variable. By making a comparison with the Cardy-Ravinovici theory, [179] we will confirm the condensation picture
even when the compact nature of the U(1) gauge field is taken into account.
4.2.2 Integration over the statistical gauge field
Since the Euclidean action in Eq. (4.7) is quadratic, the integration over the statistical gauge field a can be done by
making use of its equation of motion:
idb = i1df [a] + 2d ? f [a];
where f [a] = da = 12 (@a   @a)dx ^ dx . Notice that, although the first term on the right is identically zero
(d2 = 0), in what follows we will keep this term so as to be consistent with the derivation using the electromagnetic
duality. Up to a gauge choice of b, such equation of motion can be rewritten as
ib = i1f [a] + 2 ? f [a]:
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While the equation above expresses b in terms of f [a], we can invert this equation and solve for f [a] in terms of b,
if [a] =  (i~1b+ ~2 ? b);
where ~ = ~1 + i~2 =   1 is the dual coupling, and its real part and imaginary part are respectively given by
~1 =   121+22 and ~2 =
2
21+
2
2
. The general solution f [a] satisfying the equation of motion can be obtained by simply
replacing b by b+ dv, for some 1-form v, which takes into account the gauge transformations of the gauge field b. To
integrate out the statistical gauge field a, we plug the solution f [a] into the action to obtain
S =
Z
M4
~2
4
(b+ dv) ^ ?(b+ dv) + i~1
4
(b+ dv) ^ (b+ dv): (4.9)
Note that dv plays the role of a gauge transformation of the antisymmetric tensor gauge field b from the equation of
motion. We will see from the electromagnetic duality that v is actually the dual gauge field of a.
4.2.3 Electromagnetic duality
We will now give a more transparent derivation of the hydrodynamic action (4.9) by invoking the electromagnetic
duality. In particular, we will show that the one-form v can be interpreted as a dual gauge field to a.
Review of the electromagnetic duality in the vacuum
As a warm up, let us follow Ref. [181] and review the electromagnetic duality of the Maxwell theory in the vacuum
which is described by the Euclidean action
S =
Z
2
4
da ^ ?da+ i1
4
da ^ da: (4.10)
To this end, the Maxwell action is expanded by introducing a two-form gauge field u and a one-form gauge field v
as
S =
Z
i
4
dv ^ u+ 2
4
(da  u) ^ ?(da  u) + i1
4
(da  u) ^ (da  u): (4.11)
In addition to its invariance under the electromagnetic U(1) gauge transformations, this theory is also invariant under
the following two-form gauge invariance
a! a+ ; u! u+ d:
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The extended theory is equivalent to the Maxwell theory, as can be seen upon integrating over v to set du = 0.
Alternatively, we can first gauge away a by using a two-form gauge transformation, a ! a + ( a) and u !
u   @a + @a, and consider
S =
Z
M4
i
2
dv ^ u+ 2
4
u ^ ?u+ i1
4
u ^ u:
One can then integrate over the two-form gauge field u to get the dual action,
S =
Z
M4
~2
4
dv ^ ?dv + i~1
4
dv ^ dv:
We have thus established the duality (electromagnetic duality or S-duality)
a $ v;  $ ~ =  1

: (4.12)
By combining the S-duality of Eq. (4.12) with the periodicity of the theta angle,
 !  =  + n; n 2 Z; (4.13)
one can generate the full SL(2;Z) (actually, PSL(2;Z)) group of duality transformations, which consists of the
following set of modular transformations
 ! a + b
c + d
; a; b; c; d 2 Z; ad  bc = 1: (4.14)
Integrating over the statistical gauge field
We now go back to our bosonized Lagrangian, and integrate over the statistical gauge field. Our bosonized action
differs from the Maxwell theory, Eq. (4.10), by the presence of b . Following the discussion on the electromagnetic
duality, we introduce two-form and one-form gauge fields, u , v,
S =
Z
  i
2
b ^ (da  u) + i
2
dv ^ u+ 2
4
(da  u) ^ ?(da  u) + i1
4
(da  u) ^ (da  u): (4.15)
Integration over v and b sets du = 0 and also da   u = 0. and hence the theory is in some sense trivial since after
substituting these, the action vanishes identically.
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Even in the presence of b, the duality transformation presented above can still be carried out and one obtains
S =
Z
i
2
b ^ dAex   i
2
(b+ dv) ^ U ex + ~2
4
(b+ dv) ^ ?(b+ dv) + i~1
4
(b+ dv) ^ (b+ dv); (4.16)
where we have reinstated the external sources. Here U ex is the external monopole gauge field, which will be discussed
in detail in the next section. We have thus eliminated statistical gauge fields a and u and expressed the theory in
terms hydrodynamic degrees of freedom. A similar theory is presented, for example, in Refs. [191, 122, 120].
Our final hydrodynamic theory, Eq. (4.16), written in terms of v and b, is fully gapped. This should be expected
since our original theory is trivial in the sense that upon integration over b and v, it sets du = 0 and also da  u = 0.
After substituting these, the action simply vanishes. To see why the theory is fully gapped, we first note that the
hydrodynamic theory of Eq. (4.16) is invariant under 2-form gauge transformations b ! b + @   @ and
v ! v   . By making use of this gauge invariance, we can gauge away the one-form gauge field v to obtain an
action in terms of b . The resulting theory is clearly gapped with no propagating degrees of freedom. If one wishes,
it would also be possible to add a gauge invariant kinetic term for b,  2db ^ ?db. One then derives a (two-form)
analogue of the massive Klein-Gordon equation with the mass / j~ j. The action of Eq. (4.16) corresponds to the
infinite mass limit !1. (See Refs. [190] and [191].)
This is nothing but a 2-form analogue of the familiar Higgs mechanism. A natural framework to discuss this is the
so-called Julia-Toulouse approach of defect condensations – see below. In superconductors, the phase of the Cooper
pair  couples to the (dynamical) electromagnetic U(1) gauge potential A through the kinetic term j@ + qAj2
where q is the charge of the Cooper pair. We are assuming that we are in the phase where the Cooper pairs condense
and hence their amplitude are frozen. Taking the gauge where we remove the Cooper pair phase  !  + ( ) and
qA ! qA + @, the kinetic term reduces to the photon mass term AA.
Comparing with the generic prescription of the Julia-Toulouse approach, reviewed in Appendix C.3, in our situ-
ation, h 1 = v, ! = b. We thus ended up with the picture where band insulator = condensation of monopoles in
the dual gauge field v. This should be equivalent to the Higgs phase of the original statistical gauge field a. Thus,
as in the D = 2 + 1 quantum Hall effect, we are lead to identify the insulators as the condensation of charges in the
statistical gauge field. Observe also that in our example the topological current is given by Jd h = ?d!h = ?db. By
the bosonization rule, this may simply be identified as a charge current. Thus, the conservation of the current, in this
interpretation, is because we enforce the theory to be in the monopole condensation phase of v.
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4.3 Functional bosonization with monopoles
As advocated, we now make a further step by developing the functional bosonization that can deal with the compact-
ness of Aex. As discussed in Sec. 4.2.1, the compact nature of the U(1) gauge field can be incorporated by demanding
the quantization of charges or by introducing monopoles into the theory. We will implement functional bosonization
in terms both of these point of view. The resulting bosonized theory will be compared with the Cardy-Rabinovici
theory.[179]
4.3.1 Bosonization with compact U(1)
Let us recall the starting point of the bosonization, Eq. (4.2), in which the flat connection condition da = 0 is imposed
by the auxiliary field b. Instead of imposing da = 0 strictly, we can impose da  0 mod 2 locally (i.e., for all
plaquettes if we work on a lattice). If so, the auxiliary two-form gauge field b must be a discrete variable. (This is
standard in abelian compact gauge theories on a lattice, see, e.g., Refs. [192, 193, 178].) To see this, we consider the
generalized Poisson summation formula:
X
ND p
exp

2i
Z
MD
p(ND p) ^AD p

=
X
Qp
(AD p   D p(Qp)); (4.17)
valid for an arbitrary D   p form AD p. Here, the delta function form D p(Np) is a D   p form associated to a
d-dimensional submanifold of spacetimeMD, and defined by the relation
Z
MD
Ap ^ D p(Np) =
Z
Np
Ap (4.18)
for an arbitrary p-form Ap. Useful properties of the delta forms are summarized in Appendix. In the generalized
Poisson identity, Eq. (4.17), the summation
P
ND p runs over all possible D   p dimensional submanifolds ofMD.
Thus, the following sum over the discrete auxiliary field b
X
b=(M2)
exp

iqe
Z
da ^ b

enforces da to be given in terms of the delta function for some manifold N2 as:
da = 2q 1e (N2):
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To summarize, analogously to Eq. (4.7), the bosonized partition function/action is given by
Z[Aex] = N
Z
D[a]
X
b=(M2)
exp( S);
where the Euclidean action S now is
S =
Z
 iqeb ^ (da  dAex) + 2
4
da ^ ?da+ i1
4
da ^ da:
The integration over the statistical gauge field can be done as in the non-compact case, and we obtain the final
bosonized theory
Z =
Z
D[v]
X
b=(M2)
exp( S); (4.19)
where the final form of the Euclidean action becomes
S =
Z
iqeb ^ dAex + ~2
4
(2qeb+ dv) ^ ?(2qeb+ dv) + i~1
4
(2qeb+ dv) ^ (2qeb+ dv): (4.20)
4.3.2 Bosonization with monopole gauge invariance
Review of monopole gauge invariance
To discuss the effect of monopoles, it is convenient to introduce a monopole gauge field  for A. [194, 190, 180]
In the absence of monopoles, the field strength is closed, dF2 = 0, and if we assume we have a manifold with trivial
second homotopy group, we can also conclude F2 is exact, i.e., F2 = dA1. If, however, we allow monopoles,
dF2 = Jm3
where Jm3 is a three-form representing the magnetic current. For example, in the presence of a single monopole
source with magnetic charge qm, it is given by
Jm3 = qm3(L1);
in completely analogy to the electric current 3-form, which is given by, in terms of a world line C1 of point particle
with charge qe, as
Je3 = qe3(C1):
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If we consider the open submanifold N2 which has the world-line L1 as its boundary, @N2 = L1, then we can write
Jm3 = qmd2; 2 = 2(N2);
where we note the formula
D n+1(@Nn) = ( 1)ndD n(Nn);
and hence d2 = d2(N2) = (L1).
In the presence of monopoles, we can almost have a connection that has F as its curvature, up to an unobservable
flux tube,
F2 = dA1 + qm2;
where 2, the monopole gauge field, consists of unobservable flux tubes.
Physical observables, e.g. F2, are invariant under a monopole gauge transformation generated by
A1 ! A1 + 1; 2 ! 2 + 2;
where the one-form 1 and the two-form 2 are given in terms of a 3d manifoldM3 as
1 = qm1(M3);
d1 =  qm2;
2 = 2(@M3):
The monopole gauge invariance, for example, directly leads to the Dirac quantization condition of the electric and
magnetic charge. The minimal coupling between the U(1) gauge field and the electric current
Smin = qe
Z
A1 ^ Je3
is transformed, by monopole gauge transformations, into
qe
Z
A1 ^ Je3 ! qe
Z
A1 ^ Je3 + qe
Z
1 ^ Je3:
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Demanding the invariance of exp(iSmin) under the monopole gauge transformations leads to the Dirac quantiza-
tion condition of the electric and magnetic charges,
qeqm = 2  (integer);
where we used that for arbitrary surfacesMp and ND p,
Z
D p(Mp) ^ p(ND p) = I(Mp;ND p)
where I(Mp;ND p) is the intersection number, which is an integer.
Bosonization with monopole gauge invariance
The presence of monopoles demands the introduction of monopole gauge invariance. Following the spirit of the
functional bosonization, one can bosonize the conserved current associated with the monopole gauge invariance. Let
us start from the partition function in the presence of external gauge fields,
Z[Aex; U ex];
where Aex is an external U(1) gauge field associated to the electromagnetic U(1) gauge invariance, and U ex is
an external gauge field associated to the monopole gauge invariance. The partition function is invariant under the
following two types of gauge transformations:
1. Electromagnetic gauge transformations,
Z[Aex + a; U ex] = Z[Aex; U ex]; where a = d: (4.21)
2. Monopole gauge transformations,
Z[Aex + ; U ex + u] = Z[Aex; U ex]; where d + qmu = 0: (4.22)
Here, u is a “compact” variable given by
u = 2(M2);
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whereM2 has no boundaries, @M2 = 0. If the topology of the spacetime is trivial, by Poincare’s lemma,M2 can be
written asM2 = @M03.
The details of the functional bosonization of Z[Aex; U ex] with these gauge invariance are presented in Appendix
C.2. The final hydrodynamic theory is given by
Z[Aex; U ex] = N
Z
D[b; v]
@N2=0X
w=(N2)
exp( S); (4.23)
where
S =
Z
i(qeb+ dv) ^ qmU ex + iqeb ^ dAex + ~2
4
 ^ ?+ i~1
4
 ^  (4.24)
and

2
= qeb+ dv + 2q
 1
m w: (4.25)
The form of the final action is almost identical to the calculations without monopoles that we did in Sec. 4.2. The only
modification is the appearance of the discrete variable w = (N2).
4.3.3 Comparison with the Cardy-Rabinovici theory
To develop a physical interpretation of the final bosonized action, let us make a comparison with the Cardy-Rabinovici
theory. [179] The Cardy-Rabinovici theory is defined on a four-dimensional hypercubic lattice. Its partition function
is given by
Z = Tr;n;s
Y
r
[n(r)] exp( S); (4.26)
where  ( = 1; : : : ; 4) is a compact U(1) gauge field (an angular variable) defined on the links of the lattice, and n
and s are integer-valued fields defined respectively on links and plaquettes, respectively. The integer-valued two-
form gauge field s amounts to allowing multivalued configurations of the gauge field. The sum on s corresponds
to a sum over topologically non-trivial configurations with magnetic monopoles.[192] In fact, the monopole current is
given explicitly by
m =
1
2
s: (4.27)
where  is the lattice differential operator in the -direction. On the other hand, we interpret n as the electric
current of a charge field. The discrete delta function [n(r)] enforces current conservation. The Boltzmann
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weight is given by
S =  iK
X
L
n +
1
2g2
X
P
     iK
322
X
r;r0
f(r   r0) (r) (r0); (4.28)
where   =       2s is the field strength. The second and third terms are the Maxwell and axion
terms, respectively. (The precise nature of the smearing function f(r r0) is not important here.) The sum over n has
the effect of constraining  to take its values restricted to the abelian cyclic group ZK,  = (2=K)k. Because the
sum over n is constrained, we can always add any total divergence to . Thus, the restriction to  = (2=K)k
represents a partial fixing of the gauge.
The action is quadratic in , so we may integrate it out to obtain the Coulomb gas representation of interacting
electric and magnetic currents:
Z = Trn;s
Y
r
[n(r)] exp( S); (4.29)
where
S =
22
g2
X
r;r0
m(r)G(r   r0)m(r0) + 1
2
K2g2
X
r;r0
~n(r)G(r   r0)~n(r0)  iK
X
r;r0
m(r)(r   r0)n(r0):
(4.30)
Here, G is the lattice Green function and
~n(r) = n(r) +

2
m(r) (4.31)
is the electric current, modified to include the induced electric charges of the magnetic monopoles due to the Witten
effect. The first two terms in the new action describe the Coulomb interactions of a gas of electric and magnetic
charges. The last term represents the statistical interaction (the Aharonov-Bohm effect) between an electric current
Kgn and the Dirac string of a magnetic monopole current 2g 1m.  , the antisymmetric matrix appearing in
the last term, is essentially the “angle” between the two currents, in the plane perpendicular tom and n .
The extended duality of the model can conveniently be described by the complex coupling
 =

2
+ i
2
Kg2
: (4.32)
Under the extended duality,
 !  1=; and;  !  + 1: (4.33)
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By comparing entropy and free energy, Cardy and Rabinovici showed that for certain parameter ranges, there are
phases in this model where a condensate of current loops carrying electric and magnetic charges in the ratio  p=q is
formed. For example, setting m = 0, we obtain the electric charge condensation. Observe that in this case, the theta
term drops out from the action. On the other hand, setting n = 0, we obtain the monopole condensation. For generic
values of p and q, the resulting phase is an example of oblique confinement.[195]
Now, coming back to our bosonized action in Eq. (4.19), the dual gauge field v plays the role of , and the discrete
variable b the role of s. There is no counter part of the electric current n in the bosonized action. After integrating
over v, the bosonized action is written in terms of the discrete monopole charge b. By comparing our theory with the
Cardy-Rabinovici theory, we find that the phase represented by the bosonized action corresponds to a condensation of
the fundamental monopole of the dual gauge field v, which is generally is a boson. Since the charge coupled to the
gauge field a has the same statistics as the monopole in the dual gauge field v, such charge must be also a boson. The
condensation picture of the monopole of the dual gauge field v implies a Higgs phase of the statistical gauge field a.
On the other hand, the bosonized action (4.23) can be compared with the similar field theory presented in Ref.
[180] In Ref. [180], the Higgs phase of the Abelian-Higgs model, where electric charges condense, in the presence of
monopoles, is described by the partition function
Z(Jg) =
Z
D[B2]
0X
~g=(B2)
exp(iS); (4.34)
where the action S is
S =
Z
M4
  1
2e2v2
dB2 ^ ?dB2   1
2
B2 ^ ?B2 + gB2 ^ ~g;
where ~g corresponds to the monopole gauge field for the electromagnetic U(1) gauge field. The first term in the
action is the kinetic term for the two-form gauge field B2, which, for our purpose, can be simply dropped. We can
make a correspondence b $ B, w $ ~g. In our case, w is the monopole gauge field of the dual gauge field. This in
turns means we are in the presence of the dual of the electric charge condensation – i.e. monopole condensation.
4.4 Surface theory
In this section, we will develop a hydrodynamic theory that describes the D = 2 + 1 dimensional surface of 3+1-
dimensional topological insulators.
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4.4.1 Functional bosonization on the surface
Here, we derive the hydrodynamic description for the surface of a topological insulator by the functional bosonization.
The surface of a 3 + 1 D non-interacting topological insulator hosts gapless Dirac fermions which are described,
schematically, by the lagrangian:
L =
NfX
a=1
 ai(@   iAex ) a; (4.35)
where Nf , the number of surface Dirac fermion flavors, is determined from the bulk topological invariant. In the
following, we will focus on the case where the chemical potential is exactly at the Dirac point. One can try to
apply the functional bosonization recipe developed in the preceding sections (see also Ref. [173]) to the surface Dirac
fermion theory:
Z[Aex] = N
Z
D[a]
X
b=(N2)
Z[a] exp
Z
ib ^ (da  dAex)

; (4.36)
where two one-form U(1) gauge fields b and a are introduced. Here b is a compact (discrete) variable (see the
comment below). While the formal step leading to Eq. (4.36) is completely identical to the corresponding step in the
bulk bosonization, compared with the functional bosonization in the gapped bulk, one cannot organize the integration
over the gapless surface fermions in terms of the inverse gap expansion. Nevertheless, one can develop a systematic
expansion if the number of flavors Nf of surface massless fermions is large. (See also Refs. [196, 197].)
To the leading order in the 1=Nf expansion, the effective actionW [a], related to the fermion partition function as
Z[a] / exp( W [a]), is given by
W [a] =
Z
d3x

g
4
f [a](@
2) 1=2f [a] +
f
4
"a@a +   

; (4.37)
where @2 is the Laplacian in 2+1 dimensional Euclidean space-time, and f and g  Nf are parameters.
Summarizing, within the large Nf expansion, the resulting bosonized theory can be written as
S =
Z
d3x

ib
 (f[a]  f[Aex]) + 1
2
aD
a

; (4.38)
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where
D =
1
2
h
g(@2) 1=2P + f@
i
;
P =  @2g + @@ :
Here g is the metric of @M4.
Observe that the kinetic term of the statistical gauge field a, generated by integrating over the gapless fermions,
is non-local in spacetime. It is this non-locality that prevents condensation in the language of the bosonized theory.
This is necessary for the internal consistency of the functional bosonization since once the statistical gauge field is
“Higgsed”, the bosonized theory is gapped, whereas the original surface theory is gapless. In turn, since we do not
expect the condensation, it is preferred to work with the discrete hydrodynamic variable b. This should of course be
contrasted with the Julia-Toulouse where the discrete nature of b is immaterial once the condensation happens.
Upon integrating over a, we obtain the following effective action for the gauge field b,
S =
Z
d3x

ib
f[A
ex] +
1
2
nb ~D
b

; (4.39)
where ~D is the operator
~D =
1
2
1
2

~g(@2) 1=2P + ~f@

; (4.40)
and ~g and ~f are the dual couplings
~g =
g
f2 + g2
; ~f =   f
f2 + g2
: (4.41)
The transformation D ! ~D is precisely the extended duality transformation discussed in Ref. [185]. Below
we will give a brief review of the results of Ref. [185]. A comparison of the bosonized surface theory with the
Fradkin-Kivelson theory will also be given shortly.
Following the discussion of the bulk electromagnetic duality, we define a complex coupling
z = f + ig:
In terms of z, duality is the mapping
z ! ~z =  1
z
:
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Periodicity is the mapping
z ! ~z = z + n; n 2 Z
In addition, the charge conjugation is the operation
z ! ~z =  z: (4.42)
These transformations can be combined to form the modular group
z ! az + b
cz + d
; a; b; c; d 2 Z; ad  bc = 1: (4.43)
Thus, similarly to the bulk, integration over the statistical gauge field is correlated with the duality transformation.
The derivation of the hydrodynamic theory on the surface thus closely parallels the derivation in the bulk. Integration
over the statistical gauge field thus entails to dualization. This connection between the bulk and surface duality
transformations is essentially what was observed by Witten in Ref. [198].
It should be noted that in the above discussion the duality relates two different theories. Starting from the theory
with two gauge fields a and b, integration over the statistical gauge field leads to the theory solely written in terms of
b with the dualized coupling. This is similar to what was observed for the 2+1-dimensional Chern-Simons theory by
Witten.[198] That a duality relates two different theories is a common phenomenon in 2+1-dimensional field theories.
This should be contrasted with the electromagnetic duality of the four-dimensional U(1) gauge theory where the
duality acts on the coupling constant of the theory, but do not modify the theory itself. More recently, a duality
between the free Dirac fermion and the QED has been discussed in Refs. [182, 183]. The 3d mirror symmetry,
relating theN = 2 supersymmetric QED in 2+1 dimensions to the so-calledXY Z model (the Wess-Zumino model),
is another example. [199]
To make a contact with the recently proposed duality between the free Dirac fermion in 2+1 dimensions and
QED3 in Refs. [182, 183], note that the hydrodynamic surface theory in Eq. (4.39) is “designed”, by the functional
bosonization recipe, to describeNf massless Dirac fermions at the 2+1 dimensional surface; The action of Eq. (4.39),
within the large Nf expansion, reproduces the correct effective action for Aex, which can be obtained by integrating
out b. Now, going back to the theory before integrating over the statistical gauge field, one can interpret the action
of Eq. (4.38) as describing a “matter field” in terms of the gauge field a, which couples to a dynamical gauge field
b. This matter field, following our discussion just above on the action of Eq. (4.39), can be interpreted as a massless
Dirac fermion, which is different from the original surface electric Dirac fermion. (Although one should note that
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a is a compact and continuum variable, where as b is a discrete variable.) Thus, the equivalence of the bosonized
theory in Eq. (4.38) and the hydrodynamic theory Eq. (4.39) is exactly the particle-vortex duality discussed in Refs.
[182, 183]. In other words, db represents the current associated to the massless Dirac fermion, while da is associated
to the dual massless Dirac fermion.
4.4.2 Comparison with the Fradkin-Kivelson theory
Furthermore, the hydrodynamic theory Eq. (4.39) is nothing but the theory proposed and studied in Ref. [185]. We
now give a brief overview of the Fradkin-Kivelson theory, and compare it with the bosonized surface theory. The
Fradkin-Kivelson model is defined by
Z =
X
f`g
Y
r
[`(r)] exp( S[`]);
where ` is an integer-valued variable defined on a link of a three-dimensional lattice, and represents a conserved
current, i.e. the worldlines of particles in 2+1-dimensional Euclidean space-time. Since the currents form closed loops
this theory is a theory of charged particles at charge neutrality. In other words, the theory preserves particle-hole
symmetry – its importance has recently been discussed in Refs. [200, 182, 183] in the context of the half-filled Landau
level and its connection to the surface of topological insulators. The Boltzmann weight of a configuration of loops is
given by
S[`] =
1
2
X
r;r0
`(r)G(r   r0)`(r0) + i
2
X
r;R
`(r)K(r;R)`(R)
+ i
X
r;r0
e(r   r0)`(r)A(r) +
X
R;R0
h(R R0)`(R)B(R0) + 1
2
X
r;r0
A(r)
0
(r; r
0)A(r0): (4.44)
Here r and R represent sites on the 2+1 dimensional cubic lattice and on its dual lattice, respectively, and G and
K are given in momentum space as
G(k) =
gp
k2

   kk
k2

; (4.45)
K(k) = if"
k
k2
; (4.46)
where f and g are real coupling constants of the theory. Here A and B are, respectively, the background gauge
fields and their associated field strengths. The electric and magnetic charges of the particles are represented by e and
h (in a point-split representation). An extension of this loop model was considered more recently by Geraedts and
Motrunich, [201] in which two species of particles, each carrying either electric or magnetic charge (but not both),
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are introduced (as opposed to the Fradkin-Kivelson theory, in which electric and magnetic degrees of freedom are
distributed between the original and dual lattices, respectively, by the point splitting prescription).
Recalling the bosonization dictionary db / j, we see that the kernels G and K have the same structure as
D and ~D . Thus, within the largeNf expansion, the surface of topological insulators realizes the Fradkin-Kivelson
theory in Ref. [185]. Alternatively, one can consider turning on the Coulomb interaction by promoting Aex into the
dynamical electromagnetic U(1) gauge field. The resulting theory, once “projected” to the surface, is given by the
theory discussed in Ref. [185]. (See Ref. [202] for a related discussion.)
From this point of view, the non-locality of the action of the loop model of Ref. [185] can be understood as a
consequence of being a theory of charged particles (with charges of both signs) that reside on a surface, interacting
through a quantized Maxwell gauge field. The linking number represented by the odd-parity term in the action is a
simply a Chern-Simons term on that surface or, equivalently, a  term in the 3+1-dimensional space-time. In other
words, the loop model is equivalent to Witten’s modular-invariant theory[181] on a four-manifold with a boundary that
represents the 2+1-dimensional space-time with a charged massless fermionic field on the boundary. This is precisely
the theory of the surface states of the 3+1-dimensional topological insulator!
This remarkable duality between the free Dirac fermion theory (our starting theory) in Eq. (4.35), and the hy-
drodynamic theory whose action is given in Eq. (4.39) (i.e., the Fradkin-Kivelson theory), however, must be taken
with care. The original theory is non-interacting, whereas the Fradkin-Kivelson theory is strongly interacting. The
situation is somewhat similar to the proposed duality between the free Dirac fermion in 2+1 dimensions and QED3.
[182, 183] The duality may have to be regarded as a “weak” form of duality in the sense that there is a one-to-one
correspondence at the level of operators (states) between in the two theories. The functional bosonization is in fact
a prescription to map the set of correlation functions in one theory into another. On the other hand, whether or not
the “stronger” form of duality holds, in which the two theories in the IR limit are actually identical, is a highly non-
trivial dynamical question. It would be possible that the free-fermion fixed point exists among the fixed points of the
Fradkin-Kivelson theory. (See the discussion below for a few interesting fixed points using the self-dual property of
the Fradkin-Kivelson model.)
Implications of the self duality
We have so far discussed the duality which relates two different (2+1) dimensional theories. However, it is possible
to have a duality that acts on the same theory in 2 + 1 dimensions. See, for example, a recent work by Xu and
You. [203] In Ref. [185], the non-local 2+1-dimensional theory (the Fradkin-Kivelson theory) and its duality was
shown. (We emphasize that this duality within the Fradkin-Kivelson theory has nothing to do with the duality above
discussed for the free 2+1-dimensional Dirac fermion and the Fradkin-Kivelson theory.) This self-duality can be used
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to constrain the possible values of the transport coefficients such as the diagonal and off-diagonal (Hall) conductance
on the surface.[185]
A duality in statistical mechanics and field theories, if exists, is a powerful tool that allows us to make a non-
perturbative prediction on the structure of phase diagrams and the properties of the critical points even when strong
interactions are present. A famous example is the Kramers-Wannier duality in the 2D classical Ising model that relates
its high- and low-temperature phases. [204, 205, 178, 179, 206, 207]
We can follow the discussion developed in Ref. [185], where the phase diagram of the non-local Maxwell theory
interacting with dynamical electric currents (or their dual magnetic currents) was discussed by using the duality. By
making use of the modular symmetry, the correlation functions and in particular the conductivities at the modular fixed
points were exactly calculated.
Fixed points under the PSL(2;Z) transformations can be found in the following way. We first note that the (non-
abelian) modular group PSL(2;Z) is generated by S and T with the relation S2 = e and (ST )3 = e. This tells us
that PSL(2;Z) is essentially a free product of Z2 and Z3. A point fixed by S can be easily found:
z = i:
In Ref. [185], this point is called the bosonic fixed point. Similarly, one can easily find a point fixed by ST as
z =
1
2
+ i
p
3
2
 :
This is the fermionic fixed point of Ref. [185]. Furthermore, it is known that all the other fixed points can be found as
an image of the bosonic (i) or fermionic () fixed point. Let [i] and [] denote the sets of points of the upper half plane
which are the images of i and ; Also, let [1] denote the sets of points of the upper half plane which are the images
of1. [1] is the set of points of the upper half place with g = 0 and f rational. It can be shown that the set C of all
points of the upper half plane which are fixed points under a modular transformation) is C = [i] [ [] [ [1].
By making use of the modular symmetry, the correlation functions and in particular the conductivities at the
bosonic and fermionic fixed points were exactly calculated in Ref. [185].
4.5 Fractional topological insulators
In this section, we discuss putative fractional topological insulators using the hydrodynamic effective field theory.
We adopt the parton construction, in which we postulate that electrons are fractionalized, consist of K partons, and
each parton is in its topological insulator phase. For each parton, we can apply functional bosonization to derive its
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hydrodynamic theory. Solving the constraints among parton densities, we will arrive at the hydrodynamic theory of
fractional topological insulators. See Refs. [167, 168, 166] for previous studies of time-reversal symmetric fractional
topological insulators in D = 3 + 1 in terms of the parton construction. While the parton construction may not be
able to address questions regard to energetics, it can reveal expected topological properties of fractional topological
insulators.
We write down the following action S =
PK
i=1 S
(i) for partons, where
Si =
Z
 bi ^ (dai   ui  K 1dAex +K 1U ex) + dvi ^  ui  K 1U ex
+
Z
 2
4
(dai   ui) ^ ?(dai   ui) + 1
4
(dai   ui) ^ (dai   ui) +   
Here, the parton densities are written in terms of the two-form gauge fields bi as ji = dbi, etc., and are subject to the
constraints
db1 = db2 =    = dbK = db;
dv1 = dv2 =    = dvK = dv;
for all i = 1; : : : ;K. Solving the constraint, the resulting effective field theory is
S =
Z
 b ^
X
i
 
dai   ui  dAex + U ex+ dv ^ X
i
ui   U ex

+
X
i
Z
 2
4
(dai   ui) ^ ?(dai   ui) + 1
4
(dai   ui) ^ (dai   ui):
We can eliminate statistical gauge fields ai and ui one by one. Gauging away a, we obtain
S =
Z
b ^ dAex   (b+ dv) ^ U ex + (b+ dv) ^
X
i
ui
+
X
i
Z
 2
4
ui ^ ?ui + 1
4
ui ^ ui:
Integrating over ui, the resulting theory is
S =
Z
ib ^ dAex   i(b+ dv) ^ U ex
+
Z
~2K
2
(b+ dv) ^ ? (b+ dv) + i~1K
4
(b+ dv) ^ (b+ dv):
This final hydrodynamic action with fractionalization can then be related to the Cardy-Rabinovici theory with level
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K > 1.
More generally, we can consider different ways to split an electron into partons. This leads to an analogue of the
K-matrix theory of the fractional quantum Hall fluid:[156, 15]
S =
Z
iQIb
I ^ dAex   iMI(dvI + bI) ^ U ex
+
Z
KIJ
2
(b+ dv)
I ^ ? (b+ dv)J + iK
0
IJ
4
 
b+ dv
I ^  b+ dvJ : (4.47)
where QI is a “charge vector”.
4.6 Discussion
In the Landau-Ginzburg theory, phases with spontaneous symmetry breaking – and phase transitions between them –
are described by effective field theories built out of continuum bosonic fields associated to proper order parameters. In
discussing symmetry-protected topological phases, where we make a distinction among phases all respecting the same
symmetry, different phases cannot be described by local order parameters. Instead, gauging the symmetry, and the
resulting gauge theory serves as an efficient diagnostic scheme to distinguish different symmetry-protected topological
phases. [160, 161] This idea is nicely materialized in the functional bosonization, in which an effective field theory is
built out of hydrodynamic variables, one for each symmetry, which couple to corresponding gauge fields. Following
this philosophy, we have derived the hydrodynamic effective field theory of topological band insulators. The resulting
theory is found to be closely related to the monopole-condensed phase of the Cardy-Rabinovici theory which, in terms
of the “statistical” U(1) gauge field, corresponds to a phase with charge condensation. We also discussed the similar
hydrodynamic theory describing the surface of topological insulators, which well compares with the Fradkin-Kivelson
theory.
We close by mentioning a few issues which we have not fully explored in the paper. One of the most interesting
issues is the relevance to experiments. The hydrodynamic mode (i.e., the U(1) current) in topological insulators can
be detected by various experimental probes, e.g., various transport probes, and momentum-resolved inelastic electron
scattering. [208] Such experiments can be most interesting, in ideal systems where the bulk is truly insulating, and
when they detect the surface physics. For example, Kogar and coworkers[208] studied a surface plasmon mode by
momentum-resolved electron energy-loss spectroscopy (MR-EELS). Our bosonized surface theory, albeit within the
use of the large Nf expansion (qualitatively equivalent to the random phase approximation), may offer a convenient
effective field theory descriptions of the surface physics in the presence of moderate interactions. In particular, the du-
ality of the surface theory pins down a particular value of the transport coefficient, even when the surface is interacting.
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It would be interesting to compare the universal results expected from the duality with future experiments.
Yet another issue is the precise connection between the bosonized surface theory and the corresponding micro-
scopic, fermionic surface theory, i.e., the surface Dirac fermions. In the case of the quantum Hall effect, an important
prediction from the hydrodynamic Chern-Simons theory is the existence of the gapless chiral edge state. The vertex
operators (bosonic exponentials) in the chiral edge theory then describe solitonic quasiparticle excitations, including
electrons. Such “vertex operators” may be constructed within the bosonized theory for the surface of 3+1-dimensional
topological insulators in Sec. 4.4. It would be then interesting to construct physical electron operators (with the Dirac
dispersion) within the bosonized surface theory. It was argued in Ref. [153], based on a (different) topological field
theory, that an effective field theory can give rise to a gapless fermionic surface state with a Fermi surface. In fact,
within the non-local Maxwell theory in 2+1 dimensions, i.e., our surface theory, we can follow the approach developed
by Marino[209] to construct an fermion (electron) operator. It should however be noted that here we focused on the
situation where the chemical potential is exactly at the Dirac point (since we focused on topological insulators in class
AIII), whereas this is not typically the case (as in Dirac surface states realized in topological insulators in symmetry
class AII).
Finally, more exotic physics that may occur in the presence of strong interactions can also be explored within the
hydrodynamic effective field theory, including symmetry-respecting surface topological order [210, 211, 212, 213,
122, 214, 215, 216, 217, 218, 219, 48], and fractional topological insulators. For the latter, the hydrodynamic field
theory in the presence of fractionalization discussed in Sec. 4.5 can provide a convenient platform to discuss, e.g., the
fractionalized surface theory and its duality. We leave these issues for the future study.
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Chapter 5
Conclusion and Outlook
In the thesis, we studied different aspects of topological phases. We discussed the possible particle braiding statistics
for topological order in (3 + 1)D. Also, we studied the properties of topological phases on non-orientable surfaces in
(2 + 1)D. Furthermore, we derived the hydrodynamic theory for topological insulators in (3 + 1)D. Here, we give a
conclusion on the whole thesis with outlook.
Exhausting the possible braiding statistics is an important subject in characterizing topological order in (3 + 1)D.
As we mentioned, there can be particle and loop excitations. In addition, there can also be knot and link excitations
[220]. The complicated way that that the excitations can go around each other render the possible braiding untractable.
In the thesis, we consider a simplified scenario where a particle travels around in the presence of multiple loops. We
tried to formulate such quantum statistics in abelian discrete gauge theory in a mathematically precise way. Upon the
famous particle-loop braiding statistics, we proposed the particle-loop-loop Borromean-rings braiding statistics. We
derived the explicit formula for the braiding phase from a pure geometric perspective. In addition, we showed that
such particle-loop-loop braiding statistics exists by explicit field theoretical construction. Not only does it reveal an
exotic non-abelian topological order, it also shed light on a new class of SPT phases protected by mixed generalized
global symmetry. As an outlook, it would be interesting to generalize the discussion to derive the braiding phase for
general particle-loops braiding, and to construct topological field theories for realization.
Probing the topological phases is another important subject in studying the topological phases. One topological
aspect of the long-range topological order is that they show robust response under the topology of the manifold, as
well as the action on the manifold. Such response generally encodes data of the topological order. For (2 + 1)D
topological order defined on orientable closed surfaces, the GSD equals the number of anyons to the power of genus
number, and the diffeomorphisms on the manifold encodes the braiding statistics of the anyons. In the thesis, we
studied the response of (2 + 1)D parity symmetry topological order on non-orientable surfaces. We derived the GSD
on arbitrary non-orientable closed surfaces with physical interpretations. We also studied the information encoded
in the diffeomorphisms. As an application, we distinguished some distinct topological order by these topological
properties. Recently, there has been research on applying the GSD and diffeomorphisms on non-orientable closed
surfaces to probe the SET order with parity symmetry [75]. We expect that one can also probe the SPT order with
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parity symmetry by considering the anomalous edge states on non-orientable open surfaces.
Formulating the topological order in an interaction-robust framework is also a significant subject along the line of
studying topological phases. Without interaction, the topological phases can be easily studied through the homotopy
classes of single particle Hamiltonians. With interaction, distinct phases may get identified and new phases can also
emerge. An interaction free description could be a naive approach to model the real world physics. Hence it is
significant to develop a theory that is robust against interaction. In the thesis, we derived the hydrodynamic theory for
the three dimensional topological insulators. Similar to the Chern-Simons theory for quantum Hall states, the derived
theory is robust against interaction. Meanwhile, it provides a condensation picture for the topological insulators. Our
derived hydrodynamic theory for the surface state also realize the particle-vortex duality. Along this line of study, it
would be interesting to realize and access different anomalous surface states on topological insulators.
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Appendix A
Details on the Borromean-Rings braiding
statistics
This supplemental material (SM) is devoted to work out the technical details for the main text of BR braiding statistics.
While the overall main text is written in a self-contained manner, the SM here provides a deeper discussion to every
little step. The SM is organized in a way parallel to the structure of the main text. Part A.1 of the SM concerns the
geometric picture of particle-loops braiding process. Part A.2 of the SM elaborates the calculations in the TQFTs.
In particular, we show the detailed proof for the coefficient quantization in the TQFTs in Part A.2.1.3; we prove the
constraints on the braiding process under gauge invariance in Part A.2.1.4; we show the geometric meaning of the
effective action in Part A.2.2. Note that in order to better understand the geometric interpretation in Part A.2.2, readers
are recommended to go through the review for the geometric definitions of the linking numbers in Part A.1.2. Finally,
we add in Part A.3 for the discussion of physical properties of the SPT phases implied by the BR braiding statistics.
A.1 Particle-loops braiding
In this part, we discuss the links which show up in the particle-loops braiding. In section A.1.1, we introduce the
link homotopy and link groups [96] from a physical point of view. In section A.1.2, we discuss the linking numbers
associated with the links. In particular, we review the geometric meaning of Hopf linking number and Milnor’s triple
linking number.
A.1.1 Link homotopy and link groups
In this section, we introduce the link groups in the context of particle-loops braiding statistics in Abelian discrete
gauge theories. Given the loops ma for a= 1; 2;: : : ;M in space, where each of them is of certain flavor. Suppose
that a particle is initialized a base point xo, we are interested in the possible braiding trajectories with the same
braiding statistics. Quantum mechanically, the trajectory can be continuously deformed without altering the resulting
observable statistics. Under the deformation, it can even cross with itself since the point of contact corresponds to the
particle positions at different time which do not interact with each other. However, it cannot cross with the loops or
otherwise the Aharonov-Bohm effect can change the resulting braiding statistics. Therefore, we are interested in the
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possible trajectories up to such continuous deformation, called homotopy. Letm=[amabe the region occupied by the
loops, the particle can only braid through the loops complement mc. Hence the collection of all possible trajectories
is precisely the fundamental group 1(mc; xo) of mc. Given the base point, let ba be the closed path in winding the
particle once aroundma. By the van Kampen theorem [116, 221], the fundamental group is generated by these closed
paths, that is, the fundamental group can be written as
1(m
c; xo) = hfb1; b2; : : : ; bMgjRi ; (A.1)
where R is a set of group relations with R = ; iff the loops are unlinked [221]. Hence any trajectory can be written as
a word in letters ba’s. Note that carrying the particle along ba is represented as a quantum operator Ba, so any braiding
process is a sequential operation in Ba’s as well as their inverses. In such a construction, although the particle can
come back to the base point multiple times in the whole process, the trajectory can always be deformed such that it
does not get to the base point during the intermediate period. Generally, one can deform any trajectory such that there
is no self intersection. In such a picture, each trajectory f in the fundamental group together with the loops can be
viewed as a link,
L=(mi1 ; : : : ;miM ; f) : (A.2)
Suppose that the loops are allowed to deform physically. Recall that the particle-loop braiding within a flavor must
yield an Abelian braiding phase. Assume that particle-loop braiding statistics for distinct flavors is allowed to be
non-Abelian. Consequently, a loop of certain flavor can host unlocalized particle of other flavors [112, 113, 114, 115].
For two loops with distinct flavors, one loop may carry unlocalized particle with flavor of the other loop, and hence
they can have mutual Aharonov-Bohm interaction. On the contrary, two loops with the same flavor can never interact
through Aharonov-Bohm interaction. With such physical picture, the loops ma’s do not self-interact but they may
have mutual-interaction. In such case, each loop can cross itself but not other loops. Therefore, we have a deformation
for the whole link such that each link component in L can cross itself, but no two of them can cross each other. Such
link homotopy defines an equivalent relation ”” in the fundamental group, that is,
f1  f2 if L1 is link homotopic toL2 : (A.3)
The collection of physically equivalent trajectories in the fundamental group forms the link group of the loops [96],
G(m) = 1(mc; xo)=  : (A.4)
85
Hence, the link group describes the physically distinct braiding trajectories in the particle-loops braiding. Generally,
two links produce the same braiding phase if they can be deformed into one another by link homotopy.
A.1.2 Linking numbers
In the main text, we are interested in the 2-component and 3-component links which correspond to the particle-loop
and particle-loop-loop braiding respectively. These links are classified by some linking numbers. More precisely, any
link with two components i and j is determined by the Hopf linking number L(i;j); any link with three compo-
nents i, j and k is determined by the three mutual Hopf linking numbers and the Milnor’s triple linking number
(i; j ; k). In the following, we briefly review the geometric definition of Hopf linking number and Milnor’s triple
linking number.
A.1.2.1 Hopf linking number
Here, we review the Hopf linking number. Consider two closed curves i and j . Let Si and Sj be the corresponding
Seifert surfaces. Associated with intersection of i with Sj , we have a sign determined by the direction of the path
and the surface normal at the point. Let Iij be the sum of signed intersections of i and Sj , the Hopf linking number
is
L(i; j) = Iij ; (A.5)
which is symmetry about i and j. Note that traversing along any link component N times scales L by N . Also,
changing the orientation of any link component flips the sign of L.
A.1.2.2 Milnor’s triple linking number
Here, we introduce the geometric meaning and some geometric properties of the Milnor’s triple linking number.
Consider the three closed curves i, j and k. The Milnor’s triple linking number  can be written in terms of two
geometric quantities tijk andmijk [222]. The first quantity is defined through the simultaneous intersection points of
the Seifert surfaces Si, Sj and Sk of the three closed curves. Associated with each intersection point, there is a sign
given by the orientation of the normals at the point. The quantity tijk is the sum of the signed intersections of Si, Sj
and Sk. The second quantity is defined through the observations in traveling along the three closed curves. Imagine
traveling once along k from a starting point. The path will sequentially intersect the surfaces Si and Sj . Associate
each intersection with a sign determined by the direction of the path and the surface normal at the point. In addition,
for each occurrence of Si after Sj , we can define a sign given by the product of the signed intersection at Si and Sj .
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Let eijk be the sum of signed occurrences of Si after Sj along k. Similarly, we have ejki and ekij . Note that upon
changing the starting point on the three closed curves or interchanging any two indices, eijk; ejki and ekij are changed
by some integral multiple of, where is the greatest common divisor (gcd) of the mutual Hopf linking numbers of
the three curves. The geometric quantitymijk is given by
mijk = eijk + ejki + ekij mod : (A.6)
Generally, the Milnor’s triple linking number  of the three closed curves i, j and k can be written as
(i; j ; k) = tijk  mijk mod : (A.7)
In particular, if the three closed curves are mutually unlinked, which is the case we focused in the main text, we
have = 0 and  is uniquely defined and is an invariant under link homotopy. The Milnor’s triple linking number
satisfies some interesting geometric properties [96]. First, traversing along any link component N times scales  by
N . Second, flipping the orientation of any link component changes the sign of . Moreover, interchanging any two
components of the link also flips the sign of . These properties are useful in the derivation of the geometric properties
of the BR braiding statistics in the main text.
A.2 Topological quantum field theories
In this part, we supplement technical details for the TQFTs section of the main text. In section A.2.1, we introduce
the BF theories with an AAB topological term. In section A.2.2, we discuss the geometric meaning of the response
under sources.
A.2.1 BF theories with an AAB term
In this section, we discuss the properties of the BF theories with an AAB term. First, we write down the topological
actions. Second, we show their variations under gauge transformation. Third, we derive the constraints of the AAB
term. Fourth, we derive the gauge invariant braiding process.
A.2.1.1 Topological actions
In the main text, we are primarily interested in the BF theories with an AAB term. For concreteness, we write down
the topological actions here. We pick some distinct i; j; k 2 F for the AiAjBk term and focus on the three involved
components ZNiZNjZNk of the gauge group G. Unless otherwise specified, there is no implicit sum for repeated
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indices. Let the flavor index {= i; j; k and denote n = NiNjNk. Then, the action S is the sum of two parts SBF and
SAAB, that is
S =
Z X
{
N{
2
B{dA{ +
ncij;k
(2)3
AiAjBk ; (A.8)
where the 1-formA{ and 2-formB{ are compact U(1) fields with the Dirac quantization
H
dA{22Z and H dB{22Z.
Let a = i; j, the fieldsBa andAk serve as the Lagrange multipliers which enforce the gauge fields Aa and Bk to be
closed, that is dAa=0 and dBk=0, with cyclic Wilson integrals
H
Aa2 2NaZNa and
H
Bk 2 2NkZNk. In the presence
of external sources, the action acquires an extra term
Ss =  
Z X
a
 
JaAa+aBa+kBk+JkAk; (A.9)
where the 3-form J { and 2-form { with dJ {=0 and d{=0 are respectively the conserved particle and loop sources.
In particular, a and Jk are respectively coupled to the modified lagrange multipliers Ba and Ak which are given by
Ba = Ba 
X
b
ncab;k
2(2)2Na
(Abd 1Bk d 1AbBk) ; (A.10)
Ak = Ak 
X
ab
ncab;k
2(2)2Nk
Aad 1Ab ; (A.11)
where the indices a; b take only on the particular values i; j. Note that the 3-form J { and 2-form { sources here repre-
sent the dual of the usual 1-form particle current and 2-form loop current. In such convention, the usual minimal cou-
pling can be simplified as wedge product of sources and gauge fields. As a side remark, the differential forms A{ and
B{ can be written in component form as A{=A{dx
 and B{= 12!B
{
dx
 , where the repeated spacetime greek indices
are summed over. In such notation, we have SBF=
R P
{
N{
4
B{@A
{
d
4xand SAAB=
R
1
2!
ncij;k
(2)3
AiA
j
B
k
d
4x,
where  is the Levi-Civita symbol. Next, we are going to study the physical properties of such type of TQFTs.
A.2.1.2 Gauge transformation
Here, we show details of the gauge transformation of the BF theories with an AAB topological term. We are going to
illustrate the variations of the actions S, SAAB and Ss in Eq. (A.8) and (A.9) separately under the gauge transformation,
Aa ! Aa + da; Ba ! Ba + da + X a ; (A.12)
Bk ! Bk + dk; Ak ! Ak + dk + X k ; (A.13)
88
where the 0-form { and 1-form { are compact U(1) gauge parameters with the windings
H
d{ 2 2Z and H d{ 2
2Z. Note that the Lagrange multipliers Ba and Ak transform with extra twists X a and X k, which are given by
X a =  
X
b
ncab;k
(2)2Na
(bBk  Abk + bdk) ; (A.14)
X k =  
X
ab
ncab;k
(2)2Nk
(aAb +
1
2
adb) ; (A.15)
where the indices a; b= i; j. The compatibility of the gauge transformation with the Dirac quantization of Ba and Ak
gives
H X {22Z as a requirement. Equivalently, the gauge transformation above can be rewritten as
Aa ! Aa + da; Ba ! Ba + da + Ya ; (A.16)
Bk ! Bk + dk; Ak ! Ak + dk + Yk ; (A.17)
where the modified Lagrange multipliers Ba and Ak transform with extra twists Ya and Yk, which are defined by
Ya =  
X
a
ncab;k
2(2)2Na
d(bd 1Bk   kd 1Ab) ; (A.18)
Yk =  
X
ab
ncab;k
2(2)2Nk
d(ad 1Ab) : (A.19)
Notice that, unlike X a and X k, the twists Ya and Yk are like total derivatives, hence the modified lagrange multiplier
fields Ba and Ak transform like ordinary gauge fields. However, since Ya and Yk involve derivatives of non-local
terms, they are not exactly total derivatives. Hence, Ba and Ak generally do not transform with pure gauge.
The details of the variations of the actions S, SAAB and Ss under the gauge transformation are given as follows.
As for the total action S, it transforms as
S ! S +S(1) +S(2) +S(3); (A.20)
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where the changes are respectively the 1st, 2nd and 3rd order changes of S in the gauge parameters, and
S(1) =
Z X
a
Na
2
dadAa +
Nk
2
dkdBk (A.21)
+
X
ab
 ncab;k
(2)3
 
d(aAbBk) +
1
2
d(AaAbk)

;
S(2) =
Z X
ab
 ncab;k
(2)3
dad(bBk  Abk)
+
X
ab
 ncab;k
(2)3
d(aAb)dk ;
S(3) =
Z X
ab
 ncab;k
(2)3
dadbdk ;
which are surface terms. Integrating out the Lagrange multipliers Ba and Ak reduces S to SAAB. Now, under the
gauge transformation of the remaining fields Aa and Bk,
SAAB ! SAAB +S(1)AAB +S(2)AAB +S(3)AAB ; (A.22)
where the changes are respectively the 1st, 2nd and 3rd order changes of SAAB in the gauge parameters, and
S
(1)
AAB =
Z X
ab
ncab;k
(2)3
(daAbBk +
1
2
AaAbdk) ; (A.23)
S
(2)
AAB =
Z X
ab
ncab;k
(2)3
(
1
2
dadbBk + daAbdk) ;
S
(3)
AAB =
Z X
ab
ncab;k
(2)3
1
2
dadbdk :
Finally, consider the total action S coupled to the sources described by Ss. Under the gauge transformation,
Ss ! Ss +Spures +Stwists ; (A.24)
where the 1st term is the change due to the gauge parameters and the 2nd term is the change due to the twists Ya and
Yk, and the two contribution are respectively given by
Spures =
Z X
a
 (Jada +ada)  (kdk + Jkdk) ;
Stwists =
Z X
ab
ncab;k
2(2)2Na
ad(bd 1Bk   kd 1Ab)
+
X
ab
ncab;k
2(2)2Nk
Jkd(ad 1Ab) : (A.25)
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The gauge transformation shown here are useful in the field theoretical derivation of properties of the BR braiding
statistics in discrete gauge theories.
A.2.1.3 Constraints on the SAAB topological term
Here, we discuss the constraints on the topological term SAAB in Eq. (A.8). More precisely, we discuss the properties
of the coefficient cij;k. In the main text, we have seen
cij;k =  cji;k ; (A.26)
due to antisymmetry of the AiAjBk term upon interchanging Ai and Aj . In addition, we have also shown that
cij;k = 0 ; if i; j; k are not distinct, (A.27)
for proper cyclic fusion structure of the discrete gauge theories. Here, we are going to show that cij;k is quantized as
cij;k =
2kij;k
Nijk
; (A.28)
where kij;k is an integer and the number Nijk is the gcd of Ni; Nj and Nk. Note that all properties of the coefficient
cij;k naturally propagate to kij;k, that is, kji;k= kij;k and kij;k vanishes if any of indices are identical.
We now derive the quantization of cij;k. To be precise, we consider S without source. Let a = i; j. After
integrating out the Lagrange multipliers Ba and Ak, the action S reduces to SAAB, where the fields Aa and Bk are
set to be closed with
H
Aa2 2NaZNa and
H
Bk 2 2NkZNk . Note that any legitimate TQFT is well defined on arbitrary
orientable closed manifold. In particular, for the moment, consider putting the TQFT on the spacetime manifold
M = S1  S1  S2. Under the large gauge transformation Aa ! Aa + da and Bk ! Bk + dk, the topological
term SAAB is changed as in Eq. (A.22), where the 1st, 2nd and 3rd order changes are respectively given by S
(1)
AAB,
S
(2)
AAB and S
(3)
AAB in Eq. (A.23). Suppose that
I
S1
da = 2pa and
I
S2
dk = 2pk ; (A.29)I
S1
Aa =
2qa
Na
and
I
S2
Bk =
2qk
Nk
; (A.30)
where pa; pk; qa; qk are some integers. In particular, (di; Ai) and (dj ; Aj) wind around the first and the second
copy of S1 inM respectively, and (dk; Bk) winds only around the S2 inM. Then each integral in Eq. (A.23) can
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be calculated explicitly,
Z
M
daAbBk =
I
S1
da
I
S1
Ab
I
S2
Bk =
(2)3paqbqk
NbNk
; (A.31)Z
M
AaAbdk =
I
S1
Aa
I
S1
Ab
I
S2
dk =
(2)3qaqbpk
NaNb
;Z
M
dadbBk =
I
S1
da
I
S1
db
I
S2
Bk =
(2)3papbqk
Nk
;Z
M
daAbdk =
I
S1
da
I
S1
Ab
I
S2
dk =
(2)3paqbpk
Nb
;Z
M
dadbdk =
I
S1
da
I
S1
db
I
S2
dk = (2)3papbpk ;
where the integral overM are evaluated along the 1st S1 and the 2nd S1 and the last S2 independently, and a; b = i; j.
Substituting the results above into Eq. (A.23), we get
S
(1)
AAB=Nicij;kp
iqjqk Njcij;kqipjqk+Nkcij;kqiqjpk ;
S
(2)
AAB=NiNjcij;kp
ipjqk NjNkcij;kqipjpk+NiNkcij;kpiqjpk;
S
(3)
AAB=NiNjNkcij;kp
ipjpk : (A.32)
Since the topological term SAAB is large gauge invariant mod 2 for arbitrary choice of integers pa; pk; qa; qk, each
term above must be quantized to integral multiple value of 2. Note that the product of the integer p’s and q’s are still
integers. So the quantization of the terms inS(1)AAB implies thatNicij;k; Njcij;kandNkcij;k=0mod 2. Therefore we
have the desired coefficient quantization condition cij;k =
2kij;k
Nijk
in Eq. (A.28). Under such quantization, the 2nd and
3rd order gauge changes S(2)AAB and S
(3)
AAB always take values in integral multiple of 2, which is automatically
compatible to the large gauge invariance.
A.2.1.4 Gauge invariant braiding process
Here, we study the gauge invariant braiding process. Consider a braiding described by the closed world line  { for
e{ and the closed world-sheet S{ for m{ for { = i; j; k. They correspond to the conserved sources J { = ( {) and
{= (S{), which are delta-forms with supports on the given submanifolds. We will show that the process is gauge
invariant iff
IHopf [
a; Jk] =
Z
ad 1Jk = 0 ; and (A.33)
IHopf [
a; J^b] =
Z
ad 1J^b = 0 (a 6= b) ; (A.34)
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where J^b=( ^b), for any closed curve  ^b on Sb, a; b= i; j. For the first constraint, it means that the particle-loop
braiding of ek withma alone is not gauge invariant for a = i; j. For the second constraint, its meaning can be extracted
by considering different construction of the  ^b. Take  ^b as the world line of a point on the loop mb, it means that
particle-loop braiding of such point with ma is not gauge invariant. Since such argument is true for any choice of
point on mb, so loop-loop braiding [223, 224, 114] of ma and mb alone is not gauge invariant for a 6= b. Take  ^b as
a time slice of Sb, where its trajectory corresponds to the locus of mb, it means that ma and mb is always unlinked
for a 6=b. In particular, the crossing ofma andmb, which always changes the linking number, is not allowed in gauge
invariant braiding process. Suppose the loops are kept static, the gauge invariant constraints above simply mean that
the particle trajectory and the loopsmi andmj are mutually unlinked circles.
We now derive the gauge invariant braiding processes. For any observable braiding statistics, the corresponding
braiding process described by Ss must be gauge invariant. Under the gauge transformation, the source term Ss is
changed bySpures andS
twist
s as in Eq. (A.24). In terms of the world line  
{ and world sheet S{, the gauge changes
can be written as
Spures =
X
{
   Z
 {
d{  
Z
S{
d{

Stwists =
X
ab
ncab;k
2(2)2Na
Z
Sa
d(bd 1Bk   kd 1Ab)
+
X
ab
ncab;k
2(2)2Nk
Z
 k
d(ad 1Ab) : (A.35)
Therefore, both of them have to be vanishing for the gauge invariance. By the Stokes’ theorem, since the world line
 { and world sheet S{ are closed, the pure part Spures is always equal to zero. Similarly, by the Stokes’ theorem,
the twist part Stwists equals zero iff the integrands are total derivatives over the domains of integration. Since the
integrands of the twist part consist of exterior derivatives of non-local terms, they are generally not total derivatives.
The integrands of the twist part are total derivatives iff. the non-local terms are globally defined over the domains of
integration. It means that d 1Bk and d 1Ab are globally defined on Sa for a 6=b, and d 1Ab is globally defined on  k.
Equivalently, Bk and Ab are exact on Sa for a 6=b, and Ab is exact on  k. By the de Rham theorem, for any p-form !
defined on a n-dimensional manifold 
, ! is exact iff the integral of ! over any p-dimensional closed submanifold is
zero. Therefore
Z
Sa
Bk = 0 ;
Z
 ^a
Ab = 0 (a 6= b) ;
Z
 k
Ab = 0 ; (A.36)
for any closed curve  ^a on Sa. With the source term Ss, the Lagrange multiplier fields Ba and Ak enforce the
equations a= Na2 dA
a and Jk = Nk2 dB
k. In terms of these sources, the third constraint above becomes redundant,
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and Eq. (A.33) follows immediately from Eq. (A.36).
A.2.2 Geometric meaning of the effective action
In this section, we discuss the geometric interpretation of the effective action. More precisely, we study the geometric
meaning of the effective action by dimension reduction technique. First, we write down the effective action under the
source term Ss. Such effective action is an integral over spacetime. Second, we introduce the dimension reduction
method. Third, we illustrate the reduction of the effective action. Under the dimension reduction, the effective action
reduces to an integral over space only. Fourth, we show that the spatial integral yields the Hopf linking number and
the Milnor’s triple linking number.
A.2.2.1 Effective action
Here, we write down the effective action Se of the TQFTs. Under the external sources J { and { for particles and
loops, the action acquires an addition source term Ss. With the extra source term Ss, the Lagrange multipliers Ba and
Ak impose instead the set of constraints a = Na2 dA
a and Jk = Nk2 dB
k, where a = i; j. After integrating out the
Lagrange multipliers, the action S+Ss is turned into the effective action
Se =
X
{
2
N{
IHopf [
{; J {] +
2kijk
Nijk
IBR[
i;j; Jk] ; (A.37)
where the index {= i; j; k. In the expression, IHopf , which arises from SBF, is given by the spacetime integral
IHopf [
{; J {] =
Z
M
{d 1J { ; (A.38)
whereas IBR, which arises from the AAB topological term SAAB, is defined by the spacetime integral
IBR[
i;j;Jk] =
Z
M
d 1id 1jd 1Jk
  1
2
i(d 1jd 2Jk   d 1Jkd 2j)
  1
2
j(d 1Jkd 2i   d 1id 2Jk)
  1
2
Jk(d 1id 2j   d 1jd 2i) : (A.39)
The remaining parts of this section is devoted to studying the geometric meaning of these two spacetime linking
invariants IHopf and IBR. We will see that while the first integral IHopf counts the Hopf linking number between m{
and e{ , the second integral IBR counts the Milnor’s triple linking number betweenmi,mj and ek .
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A.2.2.2 Dimension reduction method
Here, we discuss the dimension reduction of the integral of differential forms over the spacetimeM = MT . Since
the coefficients of differential forms have to be taken care, we denote  as the spacetime index and i; j as the spatial
indices without confusion here. Also, implicit sum is imposed on repeated indices. Let ! be a p-form and  be a
q-form onM, where p + q equals the dimension ofM. We are interested in the dimension reduction of integral of
the form I =
R
M !. The integral I is said to be reducible if ! is static with temporal gauge, and  is in cotemporal
gauge [Eq. (A.41) and (A.42)]. We are going to show that if ! is reducible, then the spacetime integral I can be written
as a spatial integral as
I =
Z
M
! =
Z
M
R!R ; (A.40)
where the (p 1)-form !R and the q-form R are respectively the reduction of ! and  defined onM [Eq. (A.43) and
(A.44)].
We first define the two types of differential forms ! and . Let !1:::p and 1:::q be the anti-symmetrized
coefficients of ! and  respectively. The p-form ! is static if its coefficient is time independent, and it is in temporal
gauge if its temporal component!0i1:::ip 1 vanishes. For static ! in temporal gauge,
! = !i1:::ipdx
i1:::ip ; (A.41)
where !i1:::ip is time independent. The q-form  is said to be in cotemporal gauge if its spatial component i1:::ip
vanishes,
 = 0j1:::jq 1dx
0j1:::jq 1 : (A.42)
By considering the exterior derivatives of the equations above, we see that the defining properties of ! and  are closed
under d. Since the inverse operation d 1 can in principle introduce extra gauge degrees of freedom, the properties of
the two types of forms may not be preserved under such operation. Nevertheless, by comparing the coefficient in the
identity dd 1!=!, we see that d 1! is guaranteed to be static.
We now define the reductions !R and R for ! and  separately. For the static p-form ! in temporal gauge, its
reduction !R is the restriction of ! on the time slice t= t02T ,
!R = !jt=t0 = !i1:::ipdxi1:::ip ; (A.43)
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which is defined onM . Since the restriction on a time slice set dx0=0, such reduction is still well-defined if ! is not
in temporal gauge. For the q-form  in cotemporal gauge, its reduction R is the integral of  along the time direction,
R =
Z
T
 =
Z
T
j1:::jq 1dx
0

dxj1:::jq 1 ; (A.44)
which is defined on M . Meanwhile, we show the commutation properties of reduction with exterior derivative, that
is, the reduction of ! commutes with d and d 1, and the reduction of  commutes with d. Since ! is static and !R is
defined on the time slice, (d!)R=@i1!i2:::ip+1dx
i1i2:::ip+1=d(!R). Since d 1! is static and (d 1!)R is defined on
the time slice, (d 1!)R=d 1d(d 1!)R=d 1(!R). Besides, since d is in temporal gauge and R is defined on the
time slice, we have (d)R=@j1(
R
T
j2:::jq 1dx
0)dxj1j2:::jq=d(R): Note that d 1may not be in temporal gauge, its
reduction is generally not well defined, so reduction of  may not commute with d 1.
We now derive the result for dimension reduction. Consider the spacetime integral I =
R
M !. Note that in
the integrand of I, if ! is in temporal gauge, then  can be taken to be in cotemperal gauge. Conversely, If  is in
cotemperal gauge, then ! can be taken to be in temporal gauge. The integral I is said to be reducible if ! is static with
temporal gauge and  is in cotemporal gauge. If the integral I is reducible, then
Z
M
! =
Z
MT
0j1:::jq 1!i1:::ipdx
0j1:::jq 1i1:::ip (A.45)
=
Z
M
Z
T
j1:::jq 1dx
0

!i1:::ipdx
j1:::jq 1i1:::ip=
Z
M
R!R :
Hence the spacetime integral I can be written as a spatial integral if it is reducible. Such reduction is useful in
understanding the spacetime linking invariants which show up in the TQFTs of the main text.
A.2.2.3 Reduction of IHopf and IBR
Here, we express the spacetime integrals IHopf and IBR to spatial integral by dimension reduction. We are going to
show that, if the loops are fixed to be static with vanishing background particle density, then the spacetime integrals
IHopf shown in Eq. (A.38) reduces to the following spatial integral
IHopf [
{; J {] =
Z
M
{Rd
 1J {R ; (A.46)
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where {= i; j; k, in addition, the spacetime integral IBR shown in Eq. (A.39) can be written as the following spatial
integral
IBR[
i;j;Jk] =
Z
M
d 1iRd
 1jRd
 1JkR
  1
2
iR(d
 1jRd
 2JkR   d 1JkRd 2jR)
  1
2
jR(d
 1JkRd
 2iR   d 1iRd 2JkR)
  1
2
JkR(d
 1iRd
 2jR   d 1jRd 2iR) ; (A.47)
where {R=
{jt=t0 and J {R=
R
T
J {. Besides, given the sources {= (S{) and J {= ( {), then {R= (m{) and
J {R=(e{). Physically, the reduction 
{
R and J
{
R describe the loopm{ and the particle trajectory e{ respectively.
We now derive the reduction of integrals IHopf and IBR. We first write the integrals in terms of some gauge
potentials and then perform the dimension reduction. Since the sources { and J { are conserved, we get {= 12dA{
and J { = 12dB{, for some 1-form A{ and 2-form B{ where {= i; j; k. In term of these gauge potentials, Eq. (A.38)
and (A.39) becomes
IHopf=
1
(2)2
Z
M
dA{B{ ; IBR= 1
(2)3
Z
M
ijBk ; (A.48)
where the 2-form ij is obtained by integration by part and it can be written in terms of the gauge potentials Ai and
Aj as
ij =
X
ab
1
2
"ab
 
2dAad 1Ab + d 1(dAaAb) ; (A.49)
where a; b = i; j. By noting that the parent action S + Ss depends only on { and J {, IHopf and IBR must be
independent on the gauge choice of A{ and B{. For static loops with zero background particle density, we can pick
static A{ in temporal gauge and B{ in cotemporal gauge. Since dA{ is static with temporal gauge, IHopf is reducible.
Besides, note that dAad 1Ab is static. Since dAaAb is static with temporal gauge, d 1(dAaAb) is also static. So ij
must be static. Since B{ is in cotemporal gauge, the static ij can be taken to be in temporal gauge, so IHopf is also
reducible. Therefore,
IHopf=
1
(2)2
Z
M
dA{RB{R ; IBR=
1
(2)3
Z
M
ijRBkR ; (A.50)
where A{R=
R
T
A{, B{R=
R
T
B{ and ijR=ij jt=t0 . By using the commutation properties of reduction with exterior
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derivative,
ijR =
X
ab
1
2
"ab
 
2dAaRd 1AbR + d 1(dAaRAbR)

: (A.51)
Note that { is static in temporal gauge and J { is in cotemporal gauge, they admit well-defined dimension reduction
{R=
{jt=t0= 12dA{R and J {R=
R
T
J {= 12dB{R. Therefore Eq. (A.46) and (A.47) follow immediately if we express
IHopf and IBR above in terms of {R and J
{
R.
We now discuss the physical meaning of {R and J
{
R. Given static 
{=(S{) in temporal gauge and J {=( {)
in cotemporal gauge. Let ! be a static 2-form in temporal gauge, and  be a 2-form in cotemporal gauge. Since the
loops are static, we have S{=m{T , by using the reduction of spacetime integral,
Z
M
(S{)jt=t0=
Z
M
(S{)=
Z
S{
=
Z
m{T
=
Z
M
(m{): (A.52)
So {R=(S{)jt=t0=(m{) with support on the position of the loopm{. Again, by the reduction of spacetime integral,
Z
M
Z
T
( {)!=
Z
M
( {)!=
Z
 {
!=
Z
e{
!=
Z
M
(e{)! ; (A.53)
where the third equal sign follows from the fact that ! is static. Therefore, we can write J {R=
R
T
( e{)=(e{) with
support on the trajectory e{ of the particle e{.
A.2.2.4 Geometric meaning
Here, we show the geometric meaning of IHopf and IBR under dimension reduction. Suppose the loops are kept fixed
with zero background particle density, and consider the braiding process described bym{ and e{ for {= i; j; k. Recall
that the whole process gauge is invariant iffmi,mj and ek are mutually unlinked circles. We are going to show that
the integrals Eq. (A.46) and (A.47) can be expressed as
IHopf = L(m{; e{) ; IBR = (mi;mj ; ek) : (A.54)
Hence IHopf is understood as the Hopf linking number L, while IBR can is interpreted as the Milnor’s triple linking
number  under dimension reduction.
We now discuss the geometric meaning of IHopf and IBR. We first rewrite each of the two integrals in Eq. (A.46)
and (A.47) to a geometrically understandable form by expressing the integrand in term of delta-forms. For {= i; j; k,
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we have
{R = (m{) ; J
{
R = (e{) ; (A.55)
which is defined onM . Let Sm{ and Se{ be the Seifert surface bound bym{ and e{ respectively. We have
d 1aR = (Sm{) ; d
 1JkR = (Se{) ; (A.56)
which is also defined on M . Now, denote i; j ; k as the three mutually unlinked closed curves mi, mj , ek
respectively binding Seifert surfaces Si, Sj , Sk. Let {x be a segment of the closed curve 
{ from x0 to x, where x0
and x are two points on { for {= i; j; k. Along the closed curve {, since {
0
unlinked with { for {0 6= {, we have
well-defined d 2({
0
)=d 1(S{
0
)=
R
{x
(S{
0
)=
R
M
({x \ S{
0
) which is a piecewise continuous function in x with
unit jump occurring at any of the intersections in {x \ S{
0
. For a= i; j, we have
d 2aR=
Z
M
({x \ Sa) ; d 2JkR=
Z
M
({x \ Sk) ; (A.57)
which is defined on {, where { 6= a for the former and { 6= k for the later. Now we have all the ingredients for the
geometric interpretation. By using Eq. (A.55) and (A.56), Eq. (A.46) becomes
IHopf =
Z
M
(Sm{\e{) : (A.58)
Since
R
M
(Sm{\e{) is the sum of signed intersections of Sm{ and e{ , IHopf can be interpreted as the Hopf linking
number L between the loop m{ and the particle trajectory e{ . Likewise, by using Eq. (A.55), (A.56) and (A.57),
Eq. (A.47) becomes
IBR=
Z
M
(Si\Sj\Sk) 
X
{1{2{3
1
2
"{1{2{3
Z
M
({3\S{1)
Z
M
({3x\S{2) ;
where {1; {2; {3 = i; j; k. It is clear that the first term gives the linking number between { and {. Notice that the termR
M
(Si \ Sj \ Sk) is the sum of the signed intersections of Si, Sj and Sk, that is, tijk. Also, observe that the integralR
M
({3 \ S{1)R
M
({3x \ S{2) is the sum of signed occurrences of S{1 after S{2 along {3 , that is, e{1{2{3 . Since
e{1{2{3 is anti-symmetric [222], the integral IBR can be geometrically interpreted as tijk (eijk+ejki+ekij) which is
precisely the Milnor’s triple linking number [96] of the closed curves i, j , k, or equivalently,mi,mj , ek .
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A.3 Implied SPT phases
In this part, we discuss briefly the SPT phases implies by the BR braiding statistics. Basically, the BR braiding
statistics implies a class of highly unexplored SPT phases protected by mixed global symmetry G=
Q
i ZNi where
some components are the usual symmetries acting on particles, whereas the others are symmetries acting on loops.
We call these phases mixed SPT phases. In section A.3.1, we introduce the mixed SPT phases. In section A.3.2, we
present an effective field theory for the mixed SPT phases. In section A.3.3,, we give a condensation picture for these
exotic SPT phases.
A.3.1 Mixed SPT Phases
SPT phases are short-range entangled phases of matter protected by a global symmetry [38, 39, 40, 41]. Exhibiting
trivial braiding statistics in the bulk, they manifest non-trivial electromagnetic response under external fields. There is
a duality correspondence between SPT phases and topologically ordered phases [61, 62]. Promoting the external fields
in an SPT phase to dynamical gauge fields leads to a discrete gauge theory with certain braiding data. Conversely,
suppressing the gauge fluctuations recovers the SPT phase. In particular, freezing the cyclic gauge fields Ai; Aj and
Bk in TQFTs with BR braiding statistics leads to SPT phases with ZNiZNjZNk global symmetry. In contrast to
the traditional SPT phases in which the global symmetry acts on either point-like or loop-like charges [38, 41, 121],
the 1-formsAi,Aj couple to point-like ZNi ;ZNi charges respectively whereas the 2-formBk couple to loop-like ZNk
charges. We call these as mixed SPT phases, in which microscopic degrees of freedom consist of both particles and
loops. These mixed SPT phases are characterized by their electromagnetic response
SResp = SAAB =
Z
nkij;k
(2)2Nijk
AiAjBk (A.59)
under the closed cyclic external fields Ai; Aj and Bk. It means that the intersection of two domain walls binding 2Ni
flux in Ai and a 2Nj flux in A
j traps kij;kNk
Nijk
amount of line charges of Bk, which is defined mod Nk. Therefore, the
mixed SPT phases are also classified by kij;k 2ZNijk , which characterizes the BR braiding statistics in the dualized
picture.
A.3.2 Effective field theoretical description
Here, we introduce the effective field theories [102] for the mixed SPT phases with global symmetry ZNiZNj ZNk ,
where ZNa acts on particles for a = i; j and ZNk acts on loops. The response action is SAAB in which Aa and Bk
are closed cyclic probe fields. Since SAAB is large gauge invariant, following the functional bosonization scheme
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[154, 87], we have
SSPT =
Z X
{
1
2
b{da{ +
ncij;k
(2)3
aiajbk
 
X
a
1
2
Aadba   1
2
Bkdak ; (A.60)
where ai; aj; ak and bi; bj; bk are some dynamical compact U(1) 1-form and 2-form gauge fields respectively. In partic-
ular, 12db
a describes the point charge of Aa and 12da
k describes the line charge of Bk [121, 225]. The action SSPT,
which manifests gauge invariant in a way similar to the TQFTs in Eq. (A.8), exhibits trivial braiding statistics in the
bulk and correctly reproduces the electromagnetic response action SAAB for the mixed SPT phases. With the effective
field theories, the duality correspondence [61, 226, 103, 102, 46, 227, 42, 228, 229, 104, 102, 105, 154, 87, 161, 43,
230, 231] can be made precise. Starting with the hydrodynamic description SSPTof the mixed SPT phase, we get the
response SAAB by integrating out the dynamical gauge fields. By promoting Aa and Bk to dynamical gauge fields,
together with the incorporation of SBF for the local flatness conditions and cyclic constraints of Aaand Bk, we get the
TQFTs in Eq. (A.8) with BR braiding statistics.
A.3.3 Condensation picture
Here, we develop a condensation picture for the mixed SPT phases. SPT phases can be understood as a result of
decorated domain wall proliferation in symmetry-breaking condensates [228, 102, 216]. Here, by proliferating defects
in a condensate with two flavors of bosonic particles and one flavor of loops, we get at SPT phases with global
symmetry ZNiZNj ZNk , where ZNa acts on particles for a= i; j and ZNk acts on loops.
Consider a mixture of two species of boson condensates and one species of loop condensate described by the
U3(1) non-linear -model with a multi-kink term,
S=
Z X
a
ga
2
da?da+
gk
2
dk?dk+
ncij;k
(2)3
didjdk ;
where the 0-form a and 1-formk describe the phase fluctuation for the particle and the loop condensate respectively.
In the disordered regime where the domain walls condense, the system exhibits the discrete global symmetry ZNi
ZNjZNk if cij;k = 2kij;kNijk . In such case, the phase fluctuations admit a smooth and a singular part, da= das+aa
and dk = dks+b
k, where the 1-forms aa and 2-form bk are compact. Under the standard duality, as and 
k
s are
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integrated out, and we get
SSPT =
Z X
{
1
2
b{da{ +
ncij;k
(2)3
aiajbk ; (A.61)
where ba and ak are respectively compact 2-forms and 1-form gauge fields which appear under the duality procedure.
Also, 12db
a is the point charge of the ZNa symmetry and 12da
k is the line charge of the ZNk symmetry. Adding
back the coupling term with the probes Aa and Bk, we get precisely the theories describing the mixed SPT phases in
Eq. (A.60). As a side, it will be interesting to construct SPT phases when there are many coexisting topological terms
such as aada and aaaa [102, 103, 104, 105, 106, 49, 107, 108, 109, 110, 232], bb [117, 119, 120, 121, 122, 123],
dada [233, 234, 235, 236, 237, 238] on top of the aab topological term.
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Appendix B
Details on the parity symmetric abelian
topological phases
B.1 Abelian States with Z2 parity symmetry
Here, we review the general data of the K-matrix theory for abelian topological states with a Z2 parity symmetry.
Then we talk about a structural property of the subgroup S of parity symmetric anyons. Mathematically,M is a Z2
parity symmetry of a stateK if it is a symmetry of the stateK with s =  1 and U2 = I . In other words,K is a state
with a Z2 parity symmetry if there exists a unimodular U such that
 UKUT = K and U2 = I: (B.1)
The equations above serves as the constraints for the matrices K and U . If K and U is a solution to the above
equations, then K 0 and U 0 is a gauge equivalent solution if there exists a unimodular G such that K 0 = GKGT and
U 0 = GUG 1. Up to gauge equivalence, the general solution [136, 137] to Eq. (B.1) is given by
K =
0BBBBBBB@
0 A B B
AT 0 C  C
BT CT E D
BT  CT DT  E
1CCCCCCCA
and U =
0BBBBBBB@
 I 0 0 0
0 I 0 0
0 0 0 I
0 0 I 0
1CCCCCCCA
; (B.2)
whereA;B;C;D;E are integer value matrices withD is anti-symmetric andE is symmetric. Note thatA is a nbnb
matrix whereas B and C are both nb  nf matrices. Also matrices D and E are both of dimension nf  nf . Hence
Dim K = N = 2n where n = nb + nf . The state with nf = 0 is called the bosonic state Kb whereas the state with
nb = 0 is called the fermionic state Kf . Any local particle must be a boson in Kb whereas the system may include
local fermions inKf .
We proceed to talk about the structure of the subgroup S of parity symmetric anyons. More precisely, we are going
to show that if a state K possesses a Z2 parity symmetryM, then there exists a set v of n = N=2 mutually bosonic
integer vectors and a set w of n0  0 mutually bosonic integer vectors such that u = v [ w generates S. The set v is
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precisely the integer eigenbasis of U with eigenvalue+1. The set u = v[w is called the generating set for S induced
by the Z2 parity symmetry.
First, we show that u = v [ w generates the subgroup S of parity symmetric anyons for some set w of integer
vectors. Induced by the symmetry transformation U , we have a natural basis for the free abelian group ZN ,
vb ib =
0BBBBBBB@
0
eib
0
0
1CCCCCCCA
; vf if =
0BBBBBBB@
0
0
eif
eif
1CCCCCCCA
; xb ib =
0BBBBBBB@
eib
0
0
0
1CCCCCCCA
; xf ib =
0BBBBBBB@
0
0
eif
0
1CCCCCCCA
; (B.3)
where ib=f = 1; 2; : : : ; nb=f .Let v and x be the collection of first two and last two species of basis vectors respectively,
where we have n basis vectors in both v and x. By such construction, v is the eigenbasis for U with eigenvalue+1. Let
uo be a generating set of the subgroup S. Since v is a subset of S, the union v [ uo is also a generating set. Note that
we can expand any vector in uo in the basis v [ x. Since v is a subset of the generating set v [ uo, we can eliminate
the v components of the basis vectors in uo and denote the resultant set as w. Hence we obtain the generating set
u = v [ w for S, where any vector in w can be expanded in the basis x, that is w  xZN . We denote the number
of vectors in such w as n0  0. The subgroup generated by v is denoted as V = vZn=KZN whereas the subgroup
generated by w is denoted asW = wZn0=KZN .
Next, we show that symmetric anyons in V are mutually bosonic and the anyons inW are also mutually bosonic.
For any a 2 S , we have Ua = a+K for some  2 ZN . From the defining properties of Z2 parity symmetry in Eq.
(B.1), we get UT = . Take any a; a0 2 S , since UT = , we have TK0 = 0. By expanding the expression
aTUTK 1Ua0, we get a formula for the statistics of symmetric anyons under the Z2 parity symmetry,
aTK 1a0 =  1
2
(aT0 + a0T): (B.4)
Since UT = ,  is an eigenvector of UT with eigenvalue equals +1. Adopting the basis naturally induced by the
parity symmetry as shown in Eq. (B.2), for any symmetric anyon a, we can write a and  in column vectors as
a =
0BBBBBBB@
ab1
ab2
af1
af2
1CCCCCCCA
;  =
0BBBBBBB@
0
b
f
f
1CCCCCCCA
; (B.5)
where the components ab1; ab2; b 2 Znb and the components af1; af2; f 2 Znf . In particular, if a 2 V , we have
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ab1 = 0; af1 = af2 and b = f = 0. Similarly, if a 2 W , we have ab2 = af2 = 0. By making use of the explicit
form ofK, U , a,  in Eqs. (B.2) and (B.5), the defining equation Ua = a+K translates to
ab1 =  
1
2
(Ab + 2Bf ) and af1   af2 =  CTb   (D + E)f ; (B.6)
where Cf = 0. Given the matrix K, the equations above relates the vectors a and . Substitute the relations above
into the formula in Eq. (B.4), we get the useful formula for the statistics of the parity symmetric anyons,
aTK 1a0 =  1
2
(aTb2
0
b + a
0T
b2b) +

Tf E
0
f   (aTf20f + a0Tf2f )

+
1
2

Tb C
0
f + 
0T
b Cf + 
T
f (D +D
T )0f

=  1
2
(aTb2
0
b + a
0T
b2b) +

Tf E
0
f   (aTf20f + a0Tf2f )

; (B.7)
where we made use of the facts that Cf = C0f = 0 andD is anti-symmetric in the second equal sign. In the second
line, the object inside the big round bracket is an integer which does not contribute to the mutual-statistics. Take any
a; a0 2 V , then b = 0b = f = 0f = 0, hence we have aTK 1a0 = 0. Similarly, take any a; a0 2 W , then
ab2 = a
0
b2 = 0, hence we have a
TK 1a0 2 Z. Therefore, the symmetric anyons in V are mutually bosonic and the
anyons inW are also mutually bosonic.
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Appendix C
Details on the hydrodynamic field theory of
topological insulators
C.1 -function forms
In this Appendix, we collect useful formulas involving the -function forms. (The following discussion does not
depend on the Euclidean/Minkowski signature of the metric.) For an n-dimensional submanifold N ofM, we define
a (D   n)-form D n(N ) by
Z
N
An =
Z
M
D n(N ) ^An; 8An;
where An is an arbitrary n-form onM.
If we flip the orientation of N ,
D n( N ) =  D n(N ):
More generally, for oriented submanifolds Ni,

 X
i
ciNi

=
X
i
ci(Ni)
where ci is a coefficient.
Let N1 and N2 be a submanifold ofM with dimensions n1 and n2, respectively. Define d as
d = n1 + n2  D:
When d  0, N1 and N2 can have a d-dimensional intersection withinM. By properly defining an orientation, we
define I = N1#N2. The orientation of I is defined to be consistent with
D d(I) = D n1(N1) ^ D n1(N2):
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The exterior derivative of the delta form is given by
D n+1(@N ) = ( 1)D n+1dD n(N ):
C.2 Details of Functional bosonization with monopole gauge invariance
In this Appendix, we derive the hydrodynamic theory of Eq. (4.23) by the functional bosonization. Our starting point
is the two kinds of gauge invariance presented in Eqs. (4.21) and (4.22). By making use of the monopole gauge
invariance, one can write
Z[Aex; U ex] = N
Z
D[a]
X
u=(@M3)
(da+ qmu)Z[A
ex + a; U ex + u]
where
P
u=(@M3) represents the sum over arbitrary submanifolds M3 of spacetime with the two form u given by
u = (@M3). The functional delta function can be converted into an integral over an auxiliary field b,
Z[Aex; U ex] =N
Z
D[a; b]
X
u=(@M3)
Z[Aex + a; U ex + u] exp
Z
iqeb ^ (da+ qmu): (C.1)
Shifting a and u as a! a Aex and u! u  U ex,
Z[Aex; U ex] = N
Z
D[a; b]
@M2=L1X
u=(M2)
Z[a; u] exp
Z
iqeb ^ (da+ qmu  dAex   qmU ex)

: (C.2)
The summation over M2 is subjected to the constraint @M2 = L1, where L1 is related to the external monopole
gauge field U ex as dU ex = (L1).
Equation (C.2) is the analog of Eq. (4.3) in the presence of monopoles, and is the starting point of the functional
bosonization. Before proceeding, we note, instead of imposing d + qmu = 0 strictly, we can impose d + qmu  0
mod 2=qe for all plaquette if we work on a lattice. If so, the auxiliary field b must a discrete variable. By making use
of the generalized Poisson identity, the sum
X
b=(M2)
exp
Z
iqe(da+ qmu) ^ b
enforces da+ qmu is given in terms of the delta function for some manifold N2:
da+ qmu = 2q
 1
e (N2):
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Here, we recall the Dirac quantization condition
qmqe = 2n
where n 2 Z. The continuum v.s. discrete summation over b depends on whether we assume the presence of an
underlying lattice or not, but, ultimately, this is immaterial. In the following, we consider the continuum summation
over b, but it is always possible replace it with its discrete counter part.
Specializing now to topological insulators, the fermion partition function Z[a; u] is given by
Z[a; u] / exp( W [a; u]);
whereW [a; u] now is
W [a; u] =
Z
2
4
(da+ qmu) ^ ?(da+ qmu) + i1
4
(da+ qmu) ^ (da+ qmu) +    :
Then, the partition function is written as
Z[Aex; U ex] = N
Z
D[a; b]
@M2=L1X
u=(M2)
exp( S[a; b; u]);
where the action S[a; b; u] is given by
S[a; b; u] =
Z
 iqeb ^ (da+ qmu  dAex   qmU ex)
+
Z
2
4
(da+ qmu) ^ ?(da+ qmu) + i1
4
(da+ qmu) ^ (da+ qmu) +    :
The sum over M2 with the constraint @M2 = L1 can be converted into an unrestricted sum over M2, by
introducing an auxiliary field v,
Z[Aex; U ex] = N
Z
D[a; b; v]
X
u=(M2)
exp( S[a; b; u; v]);
where
S[a; b; u; v] =
Z
 idv ^ (qmu  qmU ex)  iqeb ^ (da+ qmu  dAex   qmU ex)
+
Z
2
4
(da+ qmu) ^ ?(da+ qmu) + i1
4
(da+ qmu) ^ (da+ qmu) +    : (C.3)
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We now proceed to the integration over the statistical gauge fields a and u, which do not couple to the external
fields Aex and U ex. We first integrate over u and then a. To this end, we introduce an auxiliary field , with which the
action is given by
S =
Z
 idv ^ (qmu  qmU ex)  iqeb ^ (da+ qmu  dAex   qmU ex) + i
2
(da+ qmu) ^ 
+
Z
~2
4
 ^ ?+ i~1
4
 ^ :
By integrating over the auxiliary field , one recovers the action Eq.(C.3). By making use of the generalized Poisson
identity, the sum over u results in
X
u=(M2)
exp
Z
i

qmdv + qmqeb  qm
2


^ u
which enforces the constraint

2
= qeb+ dv + q
 1
m (2)(N2):
Then, after integrating over u, we find
S =
Z
idv ^ qmU ex + iqeb ^ (dAex + qmU ex) + i
2
da ^ (dv + q 1m (2)(N2))
+
~2
4
Z
 ^ ?+ i~1
4
Z
 ^ :
Now, integrating over a sets
qed
2v + q 1m (2)d(N2) = 0;
which implies N2 = @M3. This completes the derivation of Eq. (4.23).
C.2.1 An alternative derivation of Eq. (C.2)
Equation (C.2) can be derived in an alternative way as follows: Bosonizing the electromagnetic current, with a shift
a! a Aex, the partition function is given by
Z[Aex; U ex] = N
Z
D [a; b]Z[a; U ex] exp
Z
M4
i
2
b ^ (da  dAex):
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We now make use of the monopole gauge invariance of Z[a; U ex], Z[a; U ex] = Z[a+; U ex+u] with d+qmu = 0.
Following the bosonization of the electromagnetic U(1) current above, we can average over u and  as
Z[a; U ex] = N
X
u;
Z[a+ ; U ex + u]
where the summation is over arbitrary boundaryless surfacesM2 and , such that u = (M2) and d + qmu = 0.
Implementing the latter condition by introducing an auxiliary field q,
Z[a; U ex] = N
Z
D[q]
X
u;
Z[a+ ; U ex + u] exp
Z
M4
i
2
q ^ (d + qmu);
where
P
u; is over arbitrary manifoldsM2 and N3, respectively:
X
u
=
X
u2(M2)
;
X

=
X
2qm(N3)
:
The integration over q enforces the constraint d + qmu = 0, and reduces
P
u; to
X
u2(@N3)
:
I.e., the summation over u2 is now given in terms of boundaryless manifolds. (In fact, u doesn’t have to be discrete,
and can be replaced by
R D[u].)
With a shift a! a  , the total partition function is
Z[Aex; U ex] =N
Z
D[a; b; q]
X
u;
Z[a; U ex + u] exp
Z
i
2
b ^ (da  d   dAex) + i
2
q ^ (d + qmu)

:
We first consider the summation over :
X
2qm(N3)
exp
Z
i
2
( b+ q) ^ d =
X
2qm(N3)
exp
Z
i
2
d(b  q) ^ :
By using the generalized Poisson identity,
X
ND p
exp 2i
Z
MD
p(ND p) ^AD p =
X
Qp
(AD p   (Qp))
110
the summation over  sets
qmd(b  q) = (2)2(Q1):
While at this stage Q1 appears to be arbitrary, since d2 = 0, @Q1 should be zero. (We have used the same discussion
in defining the monopole gauge field .) By the Poincare´ lemma, the 2-form b   q can be written in terms of a
two-dimensional surface P2 and a one-form v as
b  q = q 1m (2)2(P2)  q 1m (2)2dv:
(The minus here is purely a convention.) We can introduce w as
w2 = 2(P2); dw2 = (Q1):
By eliminating q,
Z[Aex; U ex] =N
Z
D[a; b; v]
X
u;w
Z[a; U ex + u] exp
Z
i
2
b ^ (da  dAex + qmu)  2i(dv   w) ^ u

:
Comments: (i) w couples only to u through:
exp
Z
 2iw ^ u:
This is always 1, so one can drop the sum over w. (If u to be taken as a continuous variable rather than discrete, this
summation sets u to be a discrete variable.) (ii) v couples only to u through:
exp
Z
 2idv ^ u:
Integration over v sets du = 0, and hence, summation over u becomes over boundaryless surfaces, as expected. Thus,
the functional integral reduces to
Z[Aex; U ex] = N
Z
D[a; b]
X
u2(@M3)
Z[a; U ex + u] exp
Z
i
2
b ^ (da  dAex + qmu):
This is nothing but Eq. (C.2).
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C.3 Review: The Julia-Toulouse approach
In this appendix, we give a short summary of the Julia-Toulouse approach following the work of Quevedo and Tru-
genberger [190], which conveniently describes the h-form generalization of the Higgs mechanism (h = 0; 1; : : :). We
consider the class of field theories that contain compact (h  1)-form h 1 with (generalized) gauge invariance under
transformation
h 1 ! h 1 + dh 2: (C.4)
The dynamics of the field h 1 may be described by the following generic low-energy effective action:
S =
Z
( 1)h 1
e2
dh 1 ^ (?dh 1) + h 1 ^ ?jh 1
where e and  are coupling constants, jh 1 describes a conserved (tensor) current of fields whose dynamics is governed
by the action SM (not included above). The spacetime dimension is D = d+ 1. For example: when h = 2, 1 =: A
is a one-form, the theory is nothing but the compact QED:
S =
Z
1
e2
dA ^ (?dA) + A ^ ?j1
When h = 1, on the other hand, 0 =:  is a scaler field, and the action is given by
S =
Z
1
e2
d ^ (?d) +  ^ ?j0:
The Julia-Toulouse approach provides a prescription to write down an effective action describing a phase where
defects in h 1 are condensed. The effective action is given by
S =
Z
( 1)h
2
d!h ^ ?d!h + ( 1)
h 1
e2
(!h   dh 1) ^ ?(!h   dh 1) + (!h   dh 1) ^ ?Th; (C.5)
where !h is a h-form gauge field, and  is an energy scale associated to the condensation. The guiding principle
in constructing the effective Lagrangian is the gauge invariance under the two gauge symmetries. The first gauge
invariance is the invariance under the original gauge transformation, Eq.(C.4). In addition, we require invariance
under the following gauge invariance:
!h ! !h + d h 1; h 1 ! h 1 +  h 1:
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Concurrently to this gauge invariance, in the last line of the effective action of Eq. (C.5), the original conserved
(h  1)-form current j is promoted to an h-form current Th, which is given by dTh = jh 1.
The physical meanings of !h and the second gauge invariance are the following: We are interested in phases where
topological defects in h 1 (which is a compact variable) condense. These topological defects can be characterized
by an integer valued topological invariant
Z
Sh
!h; !h = dh 1;
where Sh is an h-dimensional sphere surrounding the singularity and !h is the topological density. If there is a single
topological defect, d!h is zero almost everywhere, but at the defect, d!h 6= 0 (delta function peak). For example, in
the compact QED, ! is given by ! = dA. If there is a magnetic monopole, d! 6= 0 at the location of the monopole,
but d! is zero otherwise. We further define the “topological current” by
Jd h = ?(d!h):
If there is no defect, Jd h is identically zero. If there is a defect, there will be a delta function singularity. If there
are many defects, we can “smear” delta function singularity, and can treat them as a constant background. In this
situation, the topological current Jd h is conserved. Writing the topological current in terms of !h as above, there is a
redundancy: !h ! !h+d h 1 gives the same topological current. This is the origin of the emergent gauge symmetry
in the condensed phase, which we have made use of to construct the effective action in the condensed phase.
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