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L  (x,D)  u(x)= 0
 Dh  (o,x') =
 Wh  (
3(2
 




こ こで  x=  ( xo ,  x' )  (  X0  ,  X1  ,  X2
, — ,  xn ) Cauchy —Kowa 1 ewski
の定 理 と異 るの は ・初 期 デ ー タが 初 期 面X
o=0上 のx,=0で 極 を も
つ ことで あ る。 この研 究 の 主 な 目的 は、u(x)の特 異 性(singularity)が
現 れ る場 所 と種 類 を 明確 に示 す よ うなu(x)の表 示 を求 め る こ とで あ る。 理
論 の 性格 上 複 素 空 間 で考 え る。 浜 田 はLの 主 要 部 が単 純 特 性 で あ る場 合 、
つ づ い て 多 重 度 が 一 定 で高 々2で あ る場合 に つ い て論 じ、 そ の特 異 性 を明
らか に した 。 申 請 者 は参 考 論 文1.2に おい てTricomi型 の偏 微 分 方 程 式
を 取 り扱 っ た 。Tricomi型 と は 、
∂覧 一 ・∂袈+(first・ ・der)
で あ り 、 参 考 論 文2で は 、
L=P(x,D)2-xQ(x,D)十R(x,D)
0
の形 の方 程 式 を扱 って い るvP.Qは それ ぞ れ 斉 次m,2m次 の作 用素 、R
は(2m-1)次 以 下 で あ る。申請 者 は 、この と き多重 度 が 一 定 で あ る場 合
と異 る様相 を示す ことを明 らか に した。相 関数 ザ は、
P(…q)2-・
。Q(…9)一 ・ を み た し ・ ψ±(・,x1)一 ・、,D。q±(・,・':
一 煙 みたす ものと して臓 され るが、 さら・こ、 ψ±一 ・± 号 碗 い う ・
つ の 解 析 的 関 数(ρ ,θ)で 表 示 され る。!はPm(x,!,1,0,…0)=0
の 根 で あ り・m個 の 相 異 る λβ を も つ と し・Q(・ ・λβ… … ・)≒ ・ と す
る 。 こ の と き 、 作 用 素 ∂ち 一 θ∂㌃ の 適 当 な 独 立 解X(θ,ρ),Y(θ,ρ)
を と り、X(θ(x),ρ(x)),Y(θ ω,ρ(x))を 展 開 の 基 底 と し て 採 用 して い
るo
主 論 文 は 、 上 の 後 を うけ て
L;P(x,D)2-x2Q(x,D)十R(x,D)
0
の 場 合 を 論 じて い る 。P,Qに つ い て は 前 と 同 一 で あ る が 、 さ ら に
subprineipaisymbolLsが 特 性 面 上 で 定 数 と な る仮 定 が つ け 加 え ら れ
て ・'る・ ・ の と き ・(・)は・特 性 面{・lq吉(・)一 ・} ,1≦,・9≦mを 除 ・・た
集 合 の上 の普 遍 被 覆 空 間 上 で1価 正則 関数 と して一 意 的 に 定 ま る こ とが 示
され て い る。 具 体 的 に は次 の形 とな る。F(α,β,γ;z)を ガ ウス の超 幾 何





を 定 義 す る ・ こ こ でCβ は 特 性 面 上 の ・・b・・i・・ip・1・ymb・1の値 で あ る・
噂 謝 島 ωYJ皇1,β(θβ・・β)+・誤)fi(・)∂鵡(θ β,・β)
+潟 ω 碍 β(θβ・・β)+・み)∂ 鵡(θ β・・β)}
ここで係 数 はすべて正則で ある。 この結果 、特性 面上 でu(x)は、
(φ を(1平cβ)+i+j(・・9暢)i,@彦)t(3:cβ)+i+j(1・9φi
(i=0,1,2,…;j・=-4,-4十1,…)の 重 ね 合 わ せ の 特 異 性 を も つ こ と
が 示 され て い る 。
 Hamada's theorem for a certain type of 
  with double characteristics. 
             by
      Jiichiroh  Urabe
the operators
   Introduction 
   We consider non-characteristic Cauchy problem with  meromorph-
ic data for a linear partial differential equation with holomor-
phic coefficients in the complex domain. 
   This problem, for the operator with constant multiple chara-
cteristics, has been investigated by Y. Hamada, J. Leray and C. 
Wagshal  [2] and others in bibliography of  [2] . This problem, 
for the operator with involutive characteristics, has been in-
vestigated by Y.  Hamada nd G.  Nakamura  [ 3] ,  [7] and D. Shiltz 
, J. Vaillant et C. Wagshal [9] and T. Kobayashi  [63 . The 
author treated this problem for a certain class of operators 
containing  Tricomi operator in  [103 ,  [11]  . 
   We shall treat the most general case but it will be very 
difficult to solve the problem. In this paper, we treat the 
 1 
limited class  of'operators2                             originated from  Pc =jt-  t2D2 -  cD 
c is a  constant).Our method to solve this problem, is to const-
ruct the formal solution as the series of the auxiliary func-
tions with the holomorphic coefficients . Those auxiliary 
functions , described precisely in the appendix, are composed 
mainly of hypergeometric functions , whose monodromy theory 
makes the ramification of the solution around the characteris-
tic surfaces clear, and the convergence of the formal solut-
ion valid 
   The author wishes to express thanks to Professor S.  Mizoha-
ta for his constant encouragement.
     1. Assumptions and results. 
   Let  a be a neighbourhood of the origin of  C114-1,with the 
coordinates x=(x0'x1.""x
n•)By Lk(2), we mean the set of 
all linear partial differential operators of order k of which 
coefficients are holomorphic in  2. We shall be studying a 
linear partial differential operator  L(x,D)k-  L2m(2) with the 
principal symbol  L(xA) of the following form: 
 E(xA) =  P(x,)2 -  4(xA) 
.whereg*""g) and D=(DD.--,D)D 
     0'In0'n'i Dxi 
We shall impose on  P(x,) and  Q(x,%) the following conditions: 
  Assumptions 
(P) (i)  P(x,) is a homogeneous polynomial  in  of degree m. 
    (ii)  P(x,1,0,-•',0)0. 
    (iii)The equation  P(0A0,1,0,•••.0)=0 has mutually distinct 
 m roots  ,X1  ((3=1,---,m). 
(Q)  (i)  Q(x,) is a homogeneous polynomial in  g of degree 2m.
 (ii) 
   Then there exist 2m characteristic surfaces  K  (p. 
issuing from  (n-1)-plane  x0=  x1= 0.  K are defined 
equations  (f,9  (x)=0. Here  9)g (x)are the solutions 
following eikonal equation:
 ( In § 4, we  sl 
 We  write K =Un 
 (ii)and 




re ist  aracteristic rfaces  - 
g fro   (n-1)-plane  xo   xl= 0.  K are defined by the 
  s-(x) are of the 
ing  
 L(x,  (4 x(x))=0 
 5°0(0,x')=x1 , and (P.- (0)=Ap , (x1=(x.1,•—,xn)).                         /Pxo 
, e hall study phase functions  Y-(x)  precisely_) 
 be m   =10K-And according to assumptions (P)(i), 
                                             • 
 I (iii) , P(x,,) is decomposed in the following, 
  x,1,0,--•,0)  -  Ai5(x,V  )),0
p=1 
r ,I) are  holomorphic in (x,')=(x,i,'•,C) near 
 •- ,0) and mutually distinct and satisfy  /3(0, 
 We  put  A(x1)=Xp(0,x1,1,0,.-.,0)  and  e;5=(0,x', 
 0). 
 bhermore, we shall impose on the symbol  Ls(x,k) of
 Ls(x,D) which is the homogeneous part of order 2m-1 of L(x,D), 
the following condition: 
                    1:,(0,0)(e04-1,.2(s0)J-1-2Ls(eA)P(°)(e10+ Assumption  Ls)  (i)[ 
                    ,n
1 x 
 p(0,0) (ea\F(ed+  (x1){p(0,0)(eA )p(j)(eis)...2p(0)(ep       Ix
o'IJ= 
 P(C/'i)(e11))]  =c4  (cp isa constant depending only on  p), 
where  P(i)(x,)=D  P(x,) and P(i,J)(x,)=D, D  P(x,%) 
 i  Sj 
Note: We give below three simple examples of L(x,D) which 
satisfy  Assumption$(P).(Q) and  (Ls). 
 (Ex.0) L  =  DD  -411 -cD1  ( c is a constant. ) 
    We call this operator  Pc henceforth. 
 (Ex.1) L = Do2-x02D12                         -b(x)D1, 
   where  b(0,x')=c (c is a constant.) ( 4  (Ls)(i)  ). 
 (Ex.2) L =  -4(x,DT) +R(x,D), 
where Q(x,D')= q. .(x)D.Djand g11(0)(4=(Q)), 
                                 i,j=1 
                                           -r,(0,x') 
     R(x,D) =r.(x)D. +s(x) and '   -c 
 i=0 1 1  1411("xl) 
 (c is a constant. ) (  (Ls)(i))  .
   Now, we  cor 
singular  data 
   (1.1) 
where at  least 
   To study th 
 singularities, 
First we intro 
            fa 
and 
 koc(p) 
 whereY'(00 is 
  is a complex 
   Next we  int 
 11.((04),C,) and 
for the operat
 nsider the non-characteristic Cauchy problem 
 ta 
 r-  L(x
,D)u(x)=0 
      D0hu(0,x')=w(x') (h=0,--,2m-1) 
 ast one of  Wh(x') has poles along  x0=x1=0. 
 is Cauchy problem, and its solution, namely 
 BS, we need the auxiliary functions  X(.P and Y





 r(0(+1)  , 
 0
wave
 1r(r+1)(log  Ic 1)=---(fo(j))=t 
 especially 
 0 di-  ['function,  namely 
 omplex parameter. 
 e i roduce the  fundamental 
,)   V((t),P,C) as the  solu 
                =-)2..n2)2 operator P 
         c fc'f




 kb(  )
 (log p -  1(0(+1)) 
 ally  Id+11!  (-1)1-1/< 
 ciTr(e) 
 r(D) and  0( 
 amely 
 ental auxiliary functions 
 solutions of the Cauchy problems 
 c is a complex paramenter)
respectively: 
with initial data 
and 
with initial data 
   We remark that 
and  Va are known: 
 U,;((e.p,c) 
 V,,,,((e,f,c) 
             1 whereLi,="1-_-22 
   We define the a
Therefore 
initial d
mark  the  following  explicit representation of  Ua 
                       cc 
         ( Cc' -) i+c 1  11,4(0,p,c)=r(ot+i)F(--q,—T-,-2  3  z) 
 \f„((0,r,c)=—  eF  (_q,  34c,  2,  z  )
     +1   =l)-792 and  z=1-  .  5°- 
fine e uxiliary functions  Xc(a,f,c) and  L((0,1,c): 
 x,„(0.f,c)  = 
 Ye((6,P,c)  =  ;OT,x(0,1,c). 
e  Xe ,satisfies the Cauchy problem  PcX„x=0 with the 
ata  X,‹(0,f,c)=k4) and  Xa0(0,1,c)=0  .
 Pc  u,,t(e,f,c) =0 
 U  (0,f.c)=fe(f) 
 uc(e(0,/,c)=0 
 Pc  V,,,/  (0,10,c) =0 
 110((  0,f,c)=0 
 lowing  pl ci 
T-) F (-(4 l c
  And  Y4 satisfies the Cauchy  problem  P
cYc<=0 with the initial 
data  Yor(0,,P,c)=0 and  Y0(0,,f,c)=k0a)  . 
  We introduce the auxiliary functions  U(q)(0,f,c) and  00)(6,1,c) 
as the solutions of the Cauchy problem inductively  (q=0,1,2,•-•): 
  First we set U((„(0)(64,1,c)=V9,f,c) and V(c40)(0,f,c)=109,f,c). 
    PU(q)(0p)-u(q1)(6,,F,c)    cq"c-.((for  q  ___1) 
   1 
 with null initial dataU.(                         (q)(0,0,c)=0
                    U(q)(0e)-0                         0(19,, c-• 
    Pc0(V(q)(e-,f.c)=V(q1)(19,f,c) (for  q  2  1)                          0(
  with null initial data 
   Finally we reach the 
which play important rol 
    For  q=0, we set X(b(0) 
Yc<(0,f,c) . For q1, w 
of the Cauchy  problem*  :
  definition of  X" 
e in this paper. 
(0) c,( (6,1,c)=Xq(6,1,c) 
 . e define X(q)  ar
 V(q)(0  c)=0 
 V (q)Ofpe) 
 iti n  (q)(0 c) 
i  r. 
,i,c)=Xq(6,1,c) and Y(,) 
nd  Y(q) as





  (q)(q-1) P
cX(0,f,c)=X (&,f  ,c) 
                q) null initial data) x(oe(0,f,c)=0 
 t X  (q)(0,f,c)=  0(0 
PcY(q)(0,1,c)=Y(q-1)(6,1,c)
with null initial data 
   Therefore  X(q)(0,F 
 ' 
 ,)c,0/(01)  (9,13,c) hold. 
   These auxiliary fun 
satisfy the relations 
 (q)X(q)=X(q) --1/
,4-1'fc{-1' , 
   To describe the mul 
 Y(q) precisely, we nee 
LEMMA 1.1. We have  t, 
 of these multi-valued 
    n(q)(A,)1               .w,f,-,
                  q! 
 vT(6,f,c) .q.-—) 
                 T
(0,r,c)=VJT( 
 ld. 
 ctionsf ,4, 
 ions ayf 
)
fy(q)_y(q)                0!-1 
 ti-valued 
 n dthe foil 
 ive he followi 
 cl ed functions
 "0 ,1,c) (for  q2 1  ) 
 ( )(0 f c)=0 
(q)(0,1C)=0. 
 el  ) (6C) (for q.21) 
             JP 
 (q)(ofc)=o 
  ue 
Yo4(6)(0,1,c)=0. 
=)(q)(0,1,c) and  Y(q)(6,f,c)=   0? oe 
 ions  y(q) 
          d-q-1U(q)=U(q))V(q) f=fol-1'El"=q-1'ot-1' 
(q)- (q)t* 1 
           ,respec ivey. 
 -valued functions U(q) V(q)OP
ixX(q) and 
                                     the  owing lemma. 




 x(q)(e,fcc)1Dqx(0,f  c)'))clU(9 ,1c),                     cc0-q'EIT-0(c00-cl' 
    Y(q)(b,f,c) =1 )clY(0,Y,c) =1))c1V(0,pc). 
        cFIT-ac' 
 (44-q 
 Therefore U(q)=1 )(1(-)„,1+c1          c1101+1), 
                            +q 
          v(q)---r1—)clf(Y)N &F(,3+c3                         cLr(e(+1)—0c—qt—T—t2,z  t 
      X(q),q+q                                       l+c1       -1-jcil("")\               of-E1T- C rko+1) 
 q-1-C1 
          y(0= 1 ( T—) 0 F(_q_cidj4-S.,3,z3]         0( q. c + ) 
   Now we describe our theorem. We put X(q) (0,/,cP)=X(q)°CAtr, 
and  Y  (0?)  ( t9,P,cp  )=Y,,(113.(6-,f) 
THEOREM 1.1. Under Assumptions  (P),  (Q)&  (L
s)  ,  for  r  >  0 
sufficiently small, the Cauchy problem  (1.1) has a unique 
holomorphic solution on the universal covering space over Dr^K 
                  + ,where Dr-=IxcS; ir(x)i<  rJ . More precisely  speaking)  the 
solution u(x) is given in the following form: 
       m +GD u(x)= 7+°°{u(q) (x)X,(7)a( 68(x) ,pp (x)) + 
 -p=1 q=-1 41 q=0r 
2(q)(x)jX(q)(0P'(x)f1g(x))+ v(q)(x)Y(q)(b (x),f)p(x))     0(43ot,t30(-1 
+  h(q)(x)  Y(q) (19() f»                            x,,x 
           P
/1
,where 1 is the highest order of poles of the initial data and 
 (q) uoc,p(x)  , g(c1)(  x  , v(cq(x) , h(q)(x)  0(  x) and f„(x) are holo- 
                                                                         f morphic in  Dr, (as for and  (x) Pri (x) such that A(x) = 
              2 fr3(x)  ±21[e13(x)], see  §  4  ) 
   For the  proof of this theorem, we construct the formal 
solution of the Cauchy problem (1,1) in the above form, and 
then confirm the convergence of the formal solution . This 
theorem  showAthat the singularities of the solution u(x) are 
                                        ) reducedto th singularities of the auxiliary functions X
a,(3 
and  Y(q) which are to be studied in Appendix in detail. To 
construct the formal solution, first we are to prepare some 
caluculations and some properties of operator L(x,D) and the 
auxiliary functions ,with which we start in the next section.
/2
§ 2. Preliminary caluculation 
   To construct the formal solution of the Cauchy problem (1.1), 
we substitute series of the formal solution in L(x,D)u(x) and 
caluculate it. To do so, we need to represent  ?,)ejX(0(1) and 
 i,j'aciY,(,<1) in terms  ofikX(4-(1)  8,-()Ik-1,)axl-q)                                               and c).iLY(c<-q)' 
 8, k-lj& 0(y(1-q)  respectively. So we employ the following formula: '7 
(F1)2ru(j),_±. ;-_,'-kc2ru (j -k)        9c'k =0s=2ks,ko(-2r+s 
            (.)r-1 r+k           Z2-,           k=0s=2k+1dkc           r    D2r+1uj=z 
                                2r 
2:1 
 9  c(  k=0 s=2k s'-&0-2r+s+1                              (       kU')U(j-(kj)-k) 
               + 
                                                c,-2r s 
          r r+k 
 +Z :5-', d2r+1 )U (j-k) 
 k=0 s=2k                              s,kP0(-2r+s 
where ,:cstk and dstk are polynomials of c and  6 with integer 
coefficients, especially. 
      c2k2r
,k=2r-2k             ck &, ci2/.0=cr02r-22r+122r-1                                        'c0 ,0=2r0 
     ,2r+11r;                    2r+1 2r-2 2r    , k,k=ruk 02r-2kd02r-3 
                                                                                                     , 
                               =cr0                     '1
,0, d1,0=2r(r-1) 
 r/  
      ( rck=  k/(i-k)/  )  •
 /
In this formula, we may replace U by V, X, or Y. 
Let  K(x,  ) be a homogeneous polynomial of degree t in = 
                                                                 2)"  •  •  •  ,  n). We shall write K(-)(x,O=DOC(x,g). 
   We define  K.(x,,/  )=j.K(x)(x,1), where 
                               
• irt=j 
 =(70,  1'  '",)e  n),  eo,  ?"1,  --  •  , l), and 
 IX1  -=-'0+311+  +ria. So,  K(x,ri-s7)=Zit_o  Ki(x,  r,s?) 
 t  i t-i1 We shall use    =
i=or s Ki(x,5 )holds, where r,s6C 
    .=t9 1+f(i=0, • • • ,n)=(k),-).1, •• -, 11) and       xiv x . 4 
  D.3 .K Dp     1jX.K./X.X .)  • 
      1 j 1 j 
The relation K(x,D)=K(x, 020+ixDr)=ZitoKix                                               (x,e, )  & 
(F.1) lead to the following formula. 
(F.2) 
                rti t-i-/„.                     L 
2-11  1
)  , 1  f__  A  D  NTT  (1-k) K"'  '  k
,s
s=t-k
      )1J(0)=-- 
 k=0
 Kt  .2 
 -k,s
      L..-tij _1 
+
 k=0  s=t-k
 Kt
  t,  F —
2 
 s=t,-k
           Lt+213 
K(x,U( .1).1=76
 /5







             L.-7Jrt+11              .-7J
vt,4(,)".)"(1-k)                    57  "ks`—'vAf'u&uo(-s-Fk  '                  k=0 s=t-k' 
   (  [A] is a integer part  of'A. ) 
 tl 
 ,where KN(x,O,r)= K2i(x,ex,fx)02i 
                              1=0      t/Et-1j 
Kt,  1(x,t),F)= 1                 L2J21-2 v                                                                          .2 0.t-1'"21+1(x,61x,f)+                                                 21 
 i=1 
                    it-11 i=1                         7J  "2r= 
                    0 
 0,t(x,D,)K21+1(x'Ox'f KX)  ' 
                           1= 
              ft-1) 
Kt ,,t1‘tx'1a,ci&21-2K2i4_1(x,o,p).1_   01)p)I:2---' 
                   1=1  t
l 
              [2]               +>1 21(i-1)02i-3K2i(x,6x,f;)  . 
 t  i=2 
          [5) 
        )'
=k' 
 t,1( x064,p)_.ck,02i-2kK21(x,ex,fx)                  i
rt-1 
                                                                                                                     " Kt,'tk2(x"f)=kiCk&21-2kK21+1(x'C'fx)  ' 
k 
                i         t+1
        DL2
i=03 tn21+2 
KO,3t(x'°'1)=1(21+1(x'Ox'ixi-Ir 
                   rt+11                           L—2—J  t
0,,t13(x,61,1) = ci02i-2K2i_1(x6x,fx) 
                     1=1 
 rt                              L2'
22i-1                     +2ipK21(x,6) x,fx) 
 1=1 
                                 I-
    (X,00)=7jA21K2i/L Kt"9Uk ,V
x')x) 0,t  1=0 
            It] Kt,t0‘ .74fx,r,,p) = ci021-2K2i(x,kifx) 0,  i =1  t
-2—+1-1 
                 +  2i(i-1)0-2i-3K2i_1(x,030fx), 
            [t+131=2  t
,t, Kk310(xf4,p)=1  3: .c_a21-2kv                          " 1-1(x'64x)  '
          i= 
192i-1K2ii_1(x,Ox.fx),
                 t 
             [')  Kt,4i x,e,r1=:f.c h2i-2kK(x,0 . 
  k,t-k''i=k1kv2i'x'lx' 
   We shall sometimes use the following formula by chain rule: 
 (Fp3)  K(x,D){y(x)W(&(x),1(x)).] =  1.7•K(x,.))W 
+  z.11  20"j)(x,)(D.D.)W -1-,e D.w.K(i)(x,D)W 
 i,j=0 j i=0 
+ ( lower order term ). 
   Now using (F.2) and (F.3), we caluculate  L(x,D)u(x)11,P1(6)(x) 
 ,f(x)) and  L(x,D)g(x)-49UP)(6(x),f(x)). We have,
(F.4)L(x,D)1110=;VI:0--1,,Ieu-L(6-)(x,D)U2 
) 
   2mrLci 01    =1z,7_,,,_DYu-L(x,)+2.ng(n("j)(x,))(Di)j) 
  111=0".  i,j=0 
   +  1,s(x,)  +•-•  ] UP1 
 =Zm  2m-2k 1L(u)U(j-k)m-12m-2k 21.,(u)u(ik) 
           v,k0-1/-1+..,1),k0a-v• k=0 V=0  k=0 v  =1 
                  gym,2A2k 31,k(g)u.((j).)k)i + 
                        k=0 v= 
     L(x,D)g V oc(i)= 
               -1" 
 'c-m 2m-2k 4L (g) ,)U(j-k) 
                                                                               , 
         -cke=0iT1=-0 v,k6 ei -v 
where  hLv,k=hLv,k(x'0,1,D) E L2m-2k-/)(2)  h=1,2,3,4) and 
especially  3L _1,0=0  . 
   We see also the following relations from the above.
(F
                                                                       -?/-                           
! 
    / 113,::D(a..)e 
                                     I 
       v,kL2k(x'x"xD'y                   W1=2m-2k-v 
 20 °(al  (A e0pD6-   L= Z 
                 1.),ky                 ^1=2m-2k-yL2k+1''''x  9  x) ?5"! 
 (F..533I,v,k=•Z ° (Y.)(yADa-                 lej=2m-2k-vL2k-1'-'ux'fx)  tf! 
     3L%, 0=21zPr1)(x,tx,fx)12--i 
V 
                  th1=2m-v 
        4°         Lv1,=>---L°(r)(x6 r )-12--'             - ,..,w =2m...2k_v 2k'x' x  a--  ! 
          h°  whereLvk are the principal part of hL 
, 
    More precisely for  k=0 and  v  =2m or  2m-1 , 
     1Lm(Ato1A2i 
        2m,0'-'21'x'-x,ix'y ,          '  
1=0 
     2 _17,1z(, ,6,f42i 
'
 L2m0- --‘-,021+1x'x 
 (F.6)   3
1,
i 
           =m-11°(Ap)p2i+2 
           2m,0 =02i+1'x'''x'ix'w 
             0 
    (4L2m,0=2L.(x,(9-fx,x)02i 
                 1=021 
and1L2m-1,0( x'6,F,D)= M+R0+Nc+R22+1{7 n 
                                              AFV=0 
                 +6 02s(u' 
                                x
.1"xv  1 
 .7)  \ 2L2rn_ /n(X,(9,1),D)= L-FRi-EN-f-R,j+,--15157n, 
I
 2m-  1  ,
 3L
2m-1  ,
0(x,(9,1),D)= +RL+R-EN 1t„u   1 c 2 2 [' 
 ,V  =0 
 f so.k I))  x 1                           ).4 
0(x,f),rb`,D). 02L+2?)R1 2  n   -/ 






 v  ,k 
 we
 0  2 , 
 0  2 , 
 02  (k  k 1)  , 
• 9 , 
 2  
, 
  • have:
is ,x,x,












              +fS(A'v)1+ 
 1 
 4L
2m-1,00c2           (x,0,f,D)= M+R+N+R3+-1-1 
        + s  ) 
 X
/IA  X  ,f  1 
 L= 
 4-1=-1  i=i 
 m=L2i(x,i9x,fx)921          CO') 
    12r1=1i=0 
      m-1° R=L(x,&)02i 
0sx'x     i =0' 
      m-1°R1=
0Ls21+1 (x'ex'f2i                    x)'9 
                   ' ,m °r12 R2=2_,T(x,ax,fx)- 2(1-1)-10L 
 i=2 
   2-3rn L2i(x,Ox,fxY2i(i-1)-021-3 
     i=2 
 m0                      )-2i(1-1).02i-3  R3= L2i-1(x'Ox'fx 
 i=2 
R3=TmL22..(x,0xp  )•2i2  02i-1 
N=" 
     , 
 c  
1=1 
Ncl=(xp‘cit92i-2     2--21-1' ' x') 
    i=1 
       (xp6)2i-4 
c  1=1  21-1'xx 
S(jk't))=5--,m-1  L(Ik'v)   0 =0  2i (x,blx,rx)621 
q(AtV)n).-1T.(p4,402i-2 
-- 
           1i-1(x' x           i=




 S     (A 0  ) 





   We  remark,in the  above/next relations: 
 Lo(x,(9x,fx)=L(x,fx) ,  L1(x,&x,f;)=2!  LV.)(x,f)x) 
 hk=o 
 L2(x,0-x,fx). 71 7'n\exL CL4(x, x,fx . 
                      it4,v=0 
   We remark also that in these formulae (F.1), (F.2), 




   §. 3 Construction of the formal solution. 
   Taking account of the principle of the superposition, we 
have only to solve the following Cauchy problem with the special 
initial data: 
 L(x,D)u(x)=0 
 Dou(0,x')=wh(x")k_1  (x1)  (h=0,---,2m-1) 
where  x"=(x2'-..,x n) and  wh(x") are holomorphic functions of 
x" in the neighbourhood of  OECn-1. 
   We seek the formal solution of the form in Theorem 1.1  . 
Namely we determine the coefficients  u(q) , g(q),v(                                          q)                                                   ,f3ct,(3 
 h(q)and the auxiliary phase functions5,p,and show the                            PA 
convergence of this formal solution  . First to determine 
these coefficients and auxiliary phase functions , we substitute 
this formal solution in  L(x,D)u(x)=0 , and using the formulae 
obtained in the preceeding section and the  relations 
 =X(q)
,pand,)Y(q)=Y(q) p                (q)=Y(q), we have,  0/-1
 Lc
 J-2
    m m m-(  L(x,D)u(x)=.Z_-_,7.„)---i2..:_,2k (1         i zL                              v,k,p(upl+j+k),vg,)               (1=1 .( j  k=0  0=-1 
 m 2m-2k + 3L(j+k)))1x(j) +  iZ2L(u(j+k)      v,k,p(gq+v,pI/,i-1 ,  k=0  v=0v,k,p04+v ,i3) 
+4L.g(j+k)1j(i)1 m.,2m-2k(,    v,k,pk.4+1),p"O'+D/,r2, 11>1)                                        (j+k)                                                ti.,,,,k,f3(v c4 +v,p  k=00=-1 
       (h(j+k) )J}-y(j)cm2m-2k(                         2(j+k) + 3LV,k'r)oc+v,A01-1,61-11?--'-.0T'=0L                                               v,k,pcva +11.) 
        (j+k)1\J\y(i)-1=0 + 4L(h .(h.ev,p1)°C AId , 
where hL1,,k,p=hi,v,k''PA                        (x,8,D)  (h=1,2,3,4) and 
1L2L2L -  --1 ,k,p-v,m,p-0,k,p=0 
 ),    We set the coefficients of X0)                            X(j)Y(j) and  d-1,13' &.2(q5 c(-1,p
                     1L2  Y(j)equal to zero .Andespecially we set2m
,„,  G(,(3urL2m,0,p, 
 31,2m,O,V            4L2m,O,=0 which are non-linear partial differential 
                 equations of first order in  6/3 and Pp , namely so-called eikonal 
equations , so that we can determine these auxiliary phase 
functions and  4 ,( we shall study these non-linear p tial 
differential equations in the next section). Thus we have 
reached the systems of the transport equations which determine 
the coefficients  u(q) , g(q), v(q) and h(q)  .                  cr,(3oc,r;
 ((i) 
 (T.E. 
   On the 
formal so 
 .:formula 
 -went  o
 )rural  lution 
 :formulae (F.4 
 ent fL(x.
(-3L2m-1,0(g(j)1L2m- 1.0,p(uot+2(j)       4100-2m-1,p) +m-1,p) 
     m2m-2k 
 =  -.s7....,,(11(j+k))+ 31,                                       `6(j
               v,o,px+v,0/++k)) 
                                                                                    1 
                                                                                                             ' 
j
                                                                (, 
   CC-t-111=-1V'k'A‘c“"V'FIv,k,pv,pJ 
        2m-2, 
                    (ii    -2".1'L
   v=-1(j)                          ) + 3L(b0-(i)1 
 r= 
 L2m-1,0,(1(ud+2m-1,p) +41,)2m-1,043(gce2m-1,p) 
     m 2m-2k 
   (j)(j 
    k=1v=0_..z i 21,v,k,f3ae+j+vp               (u(k))(j k)\I                              +4L y, ,p(g4+1/,fii 
(
 - 2m-221, 010) ) + Al (g(j)) 
       v=-11Y'°'P'4141)43  Ygo,p c-vv,p, 
3L(h(j)) + 1L(v
oe+2(j)   2m-1,0,0q+2m-1,p2m-1,0,m-1,0) 
     m 2m-2k, =-7 1iL(v(j+k)) +31, (h(j+k))I 
    k=11)=-1V,Icqs3(+ V,pv,k,p,0-1),(i 
          2m-2       ,-11, (v(j)) +3L(h(j) )/  , 
 v1 
                V,0,,5  oc+v,p v, 0,A -(+v,p 




      2m-2kr1, 
 m
                  (v(j+k))+ 4L(g(j+k)\ 
    k=1 1)=0                 p,k,pvq+v,p'-v,k,p'.41-y,/3/j 
          >-            2m-'-2
          2L( v(j) ) + 4/,(h(j) )1 
 v=-1 
  -  
 v,o,p 4-i-v ,p y,,13 ce+v,p. 
other hand, from the initial data we substitute the 
Lutionu(x) in Dhu(x), 
                                 =u 
                            and caluculate this ,using the        0
0 
  ),  (F.5) and (F.6) which are valid under the replace 





                              Ch.)h-2k   Dhu(x)I=571_7 m [42-71h((•))(jt  s+    0ix=0-P,k,f0"0?,pla-v-1,p             0(3 =1''(j=0 jc=0v=0 
                                  h+1  f  -r--2-h-13h2kl ,Jh -2k        ;2m h(u(j)1°'x(jk)4)1 ...--....,3H  h (g(j))x(j-k) 
   k=0 v=0'v'Ic'P'd'Pj' °I-v'P)  Lk0 v=-1 v'ic'P '.1' tl--1)--1.PJ 
)1,Th-2k[113h-2k  4z 4m  h (g()):)j-k)C+.15:: Im  h  (v(i))y(j-k)c  +(.0----0)1=0  v'k'i)---',P-6 q--v,P.)ik-Ov-----0 ,,p ,,A tY -1)-1 I (;J 
 h1 
                          r-1.3 h-2k 11-7)h-2k2 h(v(i)))y(j-k))+23h(h(j))y(j-k)\ 1-1.1r-O-Nv'"P''P6'll-v'P'k=0;=- mv'k4c'13/`1"-V-1'r3 
41-__27,k  4m h(h(j)))y(j-k)1 
 , 
  ` k=0 v=0"k'P 3''P  6..)t-V'P x0-0 
 where where PM2,,"'h (n=1234) is a linear ordinary differential        k,(3- 
 operators in  Do of order  h-V-2k and especially 1Mh
,}10,p=4Mh,h0,f3 
                     °i))h , 1m,,,hk, p.,41°12,,hk,2mh,ho,p=h( fp =(ff3-'x--1                                                      5(0,x   0( o,xx(0,x' ))h 
                                            0 
      h =mhCr(0     and 3M-1,o,f34h,043=0 (as forxf)311 see  §4  )  - 
    These ordinary differential operators are determined only by 
  h and  9,  ,  Fp  ) and have holomorphic coefficients 
 We haveDsilminv ,hx'                                                 k,p(u.4(if3))+                   05-1:u(x)1..)---7111h+173 h                    0x=0=.iiril                                      ajL - k=0)/=-1L 
                          []2h-2k2 mh  3m  h ((j))flx(j-k)_f-(0))+      v'k'Pg**0tl-v-1'15.11- -:Ov..-0L-I' 'k'f3s113 ,. 
 4m h (h(j)‘1]-`              j,,y(j-k)1 
                                                                                • 
    v,k,p` ,p,' u a-v,, x0=0 
                 (0)(0) Setting the coefficients of I ,,,,t3and4Yup, equal to zero,
 t)
 L3
 we obtain the following systems of linear equations: 
        m01-1j11-2kl 
      2:z.:22::)1m h(u\+ 3m h(,(k)‘ . (I.E)  P=1  k=0v=-11.p,k,F'0/+1)+1,1p,k4`600-v+1,81 
      L-21h-1
r2h                      ((k) ) +  4M h(h(k)‘} 
                       v 
        -,'ZMkA‘v8y ,k, v4+v,p1)  1 xo=0 k=0 v =0"c' "'i 
 wh(x")  f  or  01  =-1+ h+1  , 
          = 
 0 otherwise  . 
   Remark that the determinant of the following  2my2m matrix 
     1 , 0...               9,1 , 0 
  6f1.. •f?C
m 1  1 9  , 
,
,  . 
     r.lm-1                       ,(2m-1)em-2,...,y2m-1                                                       ,(2m-112131-2        1in              'um 
     PI=fr(0xT)  )         -Pfdx
o' 
does not vanish if bri'3(f1=1,.—  ,m) are mutually distinct, 
(  in  4 we shall see  4 are mutually distinct )  . 
From the remark described above, we can solve the system of 
2m linear equations with respect to (u(0)„2m_14;+11(0),44.2m_2,0)(0 
  and v0)        (m -20(0,xl) ((!)=1 , - - • ,m) and then we obtain     02+2
+
 ,  x  1
 7.,
Lemma3-1(u()(0))(0x') andv(0)            d+2
m-1,A+hd+2m-2,p'a+2m-2,P(0'x') are 
 represented in the following form : 
 7 22    [kmm- 
i 
 1R(k) (u(k))+ 4R(k) (h(k) 
                   jk-2k,/.04+2m-1-/J.,f3/4-2k,Vce+2m-2-/A,p) +  P=1  =1 ..4=2k 
3(k),(k)(k) N
kg)+2N(k)                            2k
,6(v   /4.-2k,f)q+2m-2-/A  ,p/4.-+2m-2-p,/3)  1 + 
2m-2 
    i1N( 0)(11(0)+h(°)1^-(0) (0)                              )+ N   1,i.(,(1(44-2m-l-p,p q+2m-2-/A,I1/A,(1u0(+2m-l-p,p+ 
 4i(0)  h(0)3(0)  (0)  +  2N(0)v(0)   /4,A ,02m-2-,p,A + N/44gd+2m-2-A,p "001+2m-2-/u,A  x0=0 
  where hN(k)
is                   are linear ordinary differential operators in 
 Do of orderik3N(0) N(0) 1m,p,N(k)4poandN(k) are linear ordinary 
differential operators in  Do of order  /t -1 . These linear 
ordinary differential operators are determined only by  e
io(x) 
and P(x) , and have  holomorphic coefficients in x'  . 
   A 
   We are to determine  L9, and fromm the so-called eikonal 
equations that are to be studied in the next section , and these 
coefficients from the transport equations that are to be studied 






• Phase functions and auxiliary phase functions
. 
In this section, we study eikonal equations 
                          f,;x)=0 (h=1,2,3,4)  (4.1)               2m,O,P(x'k, 
  and some properties of  Orl(x) and  f(x). 
From the definition of hL2m,0,P,(F,6), we write 
               m o 1 =41,-)42i=0 
                                                                  n 
   L2m 0, p - 2m, 0L2i(x'43x'fil8x1113 
 2 m-1  0    L2m,0,13= L21+1 (x,°,8x'ff3x)ei=0 
                 i=0 
         =6)22     •L ^ 3L2m,o,pA2m,0,p=0 
By the homogeneity of  Ej  (x,11,7)=IrjEj(x, ,7)  , 
the above equations lead to 
    1L 
0,=L21(x, iqs ' x)=0 
             i=0A 
 m-1    2TE( x,tt)(-)).0   Of
t3-'2m,0,pi=02i4-1'APx'/ex 
Adding these two equations and taking account of 
         2m o 
                                                  A L(x,M)= .Z L.  (x,,7) and  616.0,0x=7(cis2)x  , 
          j=0 




                   B2  ±21,                           =  L (x, () x) =0      L2m,0432m, 0,p 
                     + 1n   Settingy-(x)=f2                    p(x) --f(up(x) ) , we rewrite this equation 
in the familiar form:o                            L(x,Tra-5(  )=0  . 
                                                                                          , 
   First we solve this Cauchy problem L (x,T
ic5x)=0 
with the initial data  (0,xi)=x1 , and then we get 
 4(x) and fs(x) by 9(x)=- f))9(x)i (92 and                                p(x) ) 
some properties of these functions. 
Proposition 4.1 
   In a certain neighbourhood of  Oe  C11+1, there exist the 
   holomorphic solutions  (J'F(x)  ((3=1,...,m) of the 
   Cauchy problem: 
 ° 
          L(x, 
x)=0 
          i8 
        °±(0,Xl )=X1 and A  xcoy= A 
  Precisely speaking,  y4T(x) are represented in the form 
              (x)-P)1( 6(»2                     -pX"f
ox
 2_7
 —  s
04(x)and p0(x) are holomorphic functions in a neighbour- 
hood of  (:)&  Cn+1                   , and satisfy  (4.1)  respectively. 
Moreover D0(x) are expressed as follows, 
 6(x) x0-(x) ( 0-/-3(o,xT)=-7'----')---Y o  )        opP(0)( er3) 
And  1)(x) are expressed as  follows, 
  f),(x)= x+x(xt)+21()   i'10pxox 
 -1  n 
                              P(e)+ _>:_7)^,,(x!)p                                 (i)(ed ( 1 ( 0'x1)= -
P(0) (et3)xiA                   1Pxi1 
         +n(x)1
,(x  ir))           (i0 We call/3(x) phase functions andD',, 
auxiliary phase functions, respectively.
)
zs
 § 5 Some properties of  hL  V,k,A • 
   For the construction of the formal solution, we have to 
                                                       , determine the coefficients u(q)                           (q)  '6 d,i5'v(q) and  h(q) b                                  ,pc,',/3 y                             
solving systems of the transport equations (T.E.). In this 
section we study transport operators  hL2m_1,04.3 (h=1,2,3,4) 
which govern (T.E.), and other important operators,  3Lv
,o,p and 
1L
2m-2,1,D.First we recall the definition of the transport 
operators hL2m-1,0,p(h=1,2,3,4). We rewrite (F.7) again in 
the following form  : 
         1 
                            - 
          L2m-1,0,PM-P+5A 1(3(x) 
    2 
                   = La+ m
2p(x)            L2m-1,0,PP 
      32-L+ 0-m(xt)B-m(x)         L
2m-1,0,11-A(3AopP313 
          =+  4L
2m-1.0,4P(x) 
where L=   c2L((x)02i}and 
           RO=1  i=02+1'6Px'A 
        =  DiV.)(x,ein)612jV 
                               pX'rX/3                 =lti=01 
   These transport operators have next properties which play
 27
 _S-, I
an important role in the determinations of the coefficients. 
Noting  (0,x1,113x(0,xt)) , we have  : 
                       (17,ox')P(C))(e)P(j)(e)Dj 0 Lemma 5.1 (i) Lo, Ix=2-1,('     =00 
  (ii)=x0PA(xI)/  p(j)(ep)Dii+x0•1\1;3 
                                J-0 
     (where P(x,f0                  (3x(x))=x0P'73 (x) and  Ph(0,xt)=P0(x') ) 
  (iii)  m013(x1) =  2-{5(0,x')P(0)(e103  2  0 
 (iv)  1L2m-1.0,/3 lx =04L2m-1,0,pix=0= 0 
   00 
In this lemma , Assumptions (P) and (Q) guarantee that the 
initial surface  x0=0 is non-characteristic for  L1  ,and 
Assumption  (Ls) is (iv) itself. By this lemma we can express 








 (where  LP 
 4L
2m-1,045
=  en-mp, 
= L+ 
   13 
=  e
t,-L13 
=  0  -L  P 
= b -Mt 
 m2fl(x) 




   On the other hand,1L2
m_2,1, are functions which play an 
important role in the determination of the initial data of the 
transport equations  (T.E.). We know the next property of 
 1 
 P  ' 
Lemma 5.22 m-2,143  x0=0=m0((x') 40-13(0,x7)P")(epT\  O. 
   In the estimation of the right hand sides of the transport 
equations (T.E.) for the proof of the convergence of the formal 
solution,  3L plays an important role. We see the  follow-
ing expression of 3Lv,o,p. 
                   o3 
E>7cL(qxF)-2— Lemma 5_3  x.Px 
                      +(operators of order  2m-Y-2) mod.  xo
3/
 §.6 Determination of  u(q)  ,  g(?)   v( and  h(:1)(3 
   In §.3, we obtained the transport equations (T .E.), that is 
,the first order system by which u(q)g(q), v(q)  and  h(q)                        °143a
,f3 a  ot,i1 
are determined. First we remark these first order system are 
composed of the first order systems of the same form:
                  +  0/1-Rpu = D(x) 
 (F.S.) 
 (Lf. +  m2()u  +6/3:(1g  = E(x) 
   We note that for the solvability of this first order system 
of u and g , the following condition is necessary: 
 D(x)Ix  =0  =0 
 0 
 We shall use next notations. 
 R[f(x)] =  1( f(x)-f(0,x')  ) 
           x0 
Rjf (x).]=1 (  f(x)-f(0,x') )=   u-(x)R[f(x)] 
 S[f(x)1  =  f(0,x'  )  rf  (x)1  =   
                                      f 
                                    mOn(x')(0,x') 
   Now we apply this necessary condition of the solvability of 
the above first order system  (F.S.) to the first order system
 ..2
 / 
1..-- -  / 
_..."
of the transport equations  (  T.E.  )  . Taking account of lemma 
5.2 , we can write this necessary condition in the following 
form: 
                              m  
  u(i+1) (02m-2k 1L +          ,x')=-Sa[1) ,k,pg+v,p  0?-1-2m-241                              k=2 V=-1 
 3Lm-2        (j+k))2j7(j)3L a(j)        )),k,13(g./+),13 v,0,ts,(3) +Lv ,o,ffba+v,i(' 
         2m-4                  (j+1) 3 
                             (g(j+1))+Lv ,1,i3 (ud+v,(1) + Lv,1°?-1-v(jz0),  =-1 
                         m 2m-2k  
  v(i+1) (o,                                 (v(j+k)) +  cH2m-2,f3'          xt )  =  -s k=2 vT-1 oe-fv,f3 
 3Lm-         ( j+k)2211 ,3L(h(j) )       xi
,k,13(hci)+v)),0,((vi))                                                c+v,isv,o,0-Fy ,p 
 2m-4 1
L(j+1)3,( j+ 1)      +
V  =-1v.1,13(vc,,+v+,,v.1,5(ha+v,t)(j0  ) 
   Under the necessary condition of the solvability of  (F.S.  )  
,  (F.S.  ) is reduced to the next ordinary Fuchsian system of 
the first  order: 
 Lag +  Mpu  =  Rp[D(x)] 
 (L M2P)U6`)p"Mg = E(x) 
   Taking account of the remarks described above, We can 
reduce the systems of transport equations  (  T.E.  )  to the 
following form.
 -
  -  .`
 (g             ((j)  (j)  )
 _R -m2m-2kf              L(u                  1(j+1)) +L                                       3)PP
,k,i3a+v,, gV,ki3 
                 k=1y=-1 
       2m-2  i 
                      (u  1L (j) ) + 31,, ,0. 0(g(j)   t(i))--7---1 v,o,  (3c.e+).,, (3 
 \(n(j        (L(3+ m2(0'-r)(+2m)                     1,0) +  6  A.1\11  (gc1+2m)1  ,  (3  )
 1 m  2m-2k                     2(j+k)\/4.1 .,           -E , .__,Lv ,k,i5(uo+f+v,p)1j,k,i3 
 k=0  V=0 
             2m-2 
     -E 21, (u (j) ) +  4L (g (j)                      1)
,0,el+v, , R 1),0,13 oi+v,p  ,-------/ V ---- - 1 
(T.E.),-     /
L(la(j)) +  i(v(j), n)            poe+2m-1, gpix 2m-1, 
 m  2m-2k     = R-Y" ,77,I1L(v(j+k)+3L 
          pk _1),,....1)1,k,f3'q-Fv,p)11,k,t3 
             2m-2 
 _ .y .1(v (j) ) + 3L (h  (j)                   1-1/ ,0,p0,1+1), (3 v,0,p Lki+v ,I3       
,  V  =-1  (
ii) 
 (L  + mv)) +19/1-Ivi'(h(j) )  es2/3)(ci-F2m -1, 0/-pc,)+2m-1, (3 
              m 2m-2k                                             + 
 = - 
                      2( v(jk)) + 41,               >7>--r,Lv
,k,(3‘Q-1-1). pv,k,(3  k=0  V=0 
 2rn-2 
          2(j) ) + 4                   L
v 
      V=-1(vol+v,p1,         ,0 p(h (j)                                             v,o,p c,i+v,(3
 (T.E.) is a linear first order system of  tio)+2m_14,  ,




((j+k))] `g o,fr+v,j3' 
)_}
(hai (4.1i)-Fko) ) 
 )j
f




   Initial data which we impose on this (T.E.) is obtained in lemma 
3.1 for  j=0, and for  j>1 is obtained  ,as,follows; 
(I.D.) 
 (j)(0 .>7 
                   in 2m-2k11L((j+k-1))+3L1)0,(j+k-1))1 Ild+2m-1,(6'xf)=S77k =2  v=-11v'k'f5Ilc°1"'Pv,k,p(ga+1+ 
              2m-2t 
        +21(j-1)L(u)01_,                         11,0,oc+1+1),p' g (j-1) )I                                                    v.0,(3 ( c.t+1+v, p  j 
 v=-1 
 2m-4  I 1L(j))+3L(g(j))i(j>1),              +Z,                              1)
,1,13(u0(+1+1),(3 P• 1 t (3I)+1+1) ,f3J                            V =- 1 
 m 2m-2 
                                       (11(j+k-1)+31, 
  (j)x ,-571,(j+k-1)1+11 vW+2m-1,p(0')=S'v,k,oot+1+v,(31,,k,V(hd+1,0/ 
                        k=21)=-11 
      +21147-2PL(v(j-1)3(h(j-1) )                       v,o,pcx+1+p,p)+Lp,o,p oc+1+).),p                   ,)=-1 
             2m-4
   +„11,   2,(j)3(j)          (vL(h)1                      1), 1 43.1+1+ vf3)+)",1,(3ot-Fi+v,p 
              I),_.1 
   We remark above problems take the same form 
 1_,Ag+Mpu=  R(3[D(x)]  , 
i_  ap+m2(3)u+  66•N  g=E(x) 
with the initial data  u(0,x')=u0(xl), where  Lt3,  La,  MA and  M
t,' 
have holomorphic coefficients and  m2fs  
, D(x) and E(x),  u0(x')
.~ S'
are holomorphic in a neighbourhood of  0  eCn+1. It is known that 
for this Cauchy problem there exist unique holomorphic solutions 
 u(x) and g(x) in a neighbourhood of 0 6 Cn+1 . 
                                   ) (q)By this fact , holomorphic coefficients  u(q,g                                                            d ,(3,v (q)                                                                                                               .41
and h(q) can be determined inductively. 
 First, we suppose all14(p), 4(p) (p),13 ,v and  114 
 (0<p  ,  p=1,2••,m for  <ikf-2m-2, and  0<p<j-17(3=1••m  forr=c+2m-1,) 
are determined and then the right hand side of  (T.E.) are known. 
For  j=0, using lemma 3.1 and for  j>l, using  (I.D.), we can solve 
the Cauchy problem for (T.E.)and thenwe can determine uc(4+2j)                                                                                  m_i,p,
 ga+2m-1,p' (j)_l(j)               . .1+2moand11.1+2mi, inductively. 
                                       (q We shallprove that these coefficients  u(q)g
c)(q), vand 
 h(q) have a common existence domain and suitable estimates.
(
 §.7 New coordinates and hL  P
,k,13 • 
   To make (T.E.) easier in the treatment in the estimation of 
the coefficients, we introduce the new coordinates  yfi=(yo
,p,--•, 
YnR) (P=1,•,m), as follows. 
  We set  1  yo,(s=  xo 
 Yid=  -3Li,A(x)  (i=1,•—,n) 
 , where  y .  (x) are defined as the solutions of the Cauchy  1,0 
problem: 7, P(j)(eP)Djyi,P(x) =0 
 j=1 
     with the initial data  )1 (0,x') = x1 
 Considering the transformation of the coordinates x into the 
new coordinates  yA , we have 
   (  Do =  Do,a+   yi,,  (x)D  i,p 
 0 
 Dr=  //. (x)D. ((-=1,'",n) 
            i=1  1,pxff1,(3 
where D=   andy(0,x,), (0,„,)    i,P1,0x 
 We are to see some properties of hL),,k,(3in terms of the new 
coordinates  31.6 . Lp and  Mp are expressed as follows: 
                37
 '7, 
 L =  a  /b]  Do  + yn,„aa{y(13 Di, +  cp[yi 
                                               n 
                              Y0 P 
          =b4yisi yo,RD0,r + y02(3;b13,i[yd Di,i3 + p],3-  , 
where  ap  ,  a  ,  bA  ,  b  ,  cr, and  c'3 are holomorphic functions 
of  ya in a neighourhood of the origin. And so we have the next 
lemma with respect to the transport operators hL2r0_1,0,0 
Lemma 7.1L2 m-1,00are  expressed,  in termes of the new 
coordinates  y(s  7 as follows.
n 
 (i)2        1L2m_1,0,0-yo,fibp[y13] Do,p+ y0,1.3 5'                                                ,0bp, Di,rs
 Y0,pc1,f1[Y(1] 
      2 (ii)L2m -1,0,(i =  aP[Yi3]  Do,p  3ro,(s  10a13,i[Yp)Dl~~c2oLYa1  • 
(iii)  3L2m-1.0,  = 6p{Ypi_arl[Yri1lY0,fs                             D + + y2ary1D.                                          o,po)5,1p1,p 
                c3.4Yp] 
                                 2 ri                   yo,i3bis[yp]  Do,+ yoo T=.0b0,1.[y(31 Di,p (iv)4L2m -1,o,p
 Y0,13c443[31p] 
where  als[yrs]               2(P(0)(ep))20-pp(0xl)k 0 
 a  ;3[3ri] =  2mops  (x') 
                 xt)P(°)() 0        bf[y
i.51 =  Pf (ep
 ,
   Among other operators hLp
,k,13, we see hLy, 0, (3and 3L  1 
    Taking account of  (F.5) and lemma 5.3 , we have, 
Lemma 7.2 Exchanging x for  yp , we get the following represent- 
                                              3o ations of hE(h =1,2,3,4),3LandL 
      1),0,pv,0,v, 1 • 
                                 10 (i) The principal part ofLv ,f3[5/  ,Dy1 ,equal to 
 4°  L  0,4y6 , can be expressed in  the  form  : 
 H[y5  D02c3 + yo,(3 K[yp ,D yts + y0205,1Ly  ,D (3] 
                                 2° (ii) The principal part ofL v.0,1(3[y-P,Dand the principal                                              Yi5 
                3°         part ofL 43715 ,Dyp] can be expressed in the form: 
             2 
           Y0,16KLY/3  'Dy(5_,DO,f3  Y0,f3j133  'DyrJ 
                               3° (iii) The principal part ofL can be expressed 
        in the form : 
            2   Y0,6 K [YpDye,D 0,+31',3                       p{Y,3 'Dyp] 
 (iv) 31,)1,0 ,pp,DypI [yp ,D373]Do,p,+  ( operators oforder 
                           ) mod.  x0 
3where I [yP,DYOis a linear partial differential operator 
      of order  2m-V  -2  .
3
§.8 Convergence of the formal solution. 
   After the construction of the formal solution which has been 
done in  §.3 and §.7 , it remains for us to verify the convergence 
of the formal solution. To do so , we studied how the  holomorph-
ic coefficients were determined, that is , in §.6 they were 
determined succesively by solving the Cauchy problem for the 
systems of the transport  equation$' (T.E.) with the initial data 
by (I.D.) or lemma 3.1 . Moreover we study the systems of the 
transport equations (T.E.) , especially, transport operators 
precisely and other operators appearing in right hand sides of 
the transport equations, in  §.5 and  6.7. In this section, we 
are to prove the convergence of the formal  solution by the maj-
ration method . To do so, we begin it with the introduction 
of a family of the scale functions  i(il)  (t,^)  . 
   We define  ()  (t,^) as follows. 
 (t,^)  :Di4(t,^) 
   ,where  (t,^) =  (  -pt)-1 ( 1)
 IC
   We put  R[f(t,^)] =  t-1(f(t,^)-f(0,^)) . The  follow-
ing proposition can be easily verified. 
Proposition 6.1  ilb.(t,^) have following properties. 
 (1)  )06j  ›)  fqj  +  1  . 
(2)  1t  ¢'j  P2  ci,j+1 
 (3) D26,.,p2t 2,/,.               `-' ti j/n+2
 (4)  (t,t+  41+1  >>  t•si  ,  R[Ddi]  , Dt4j . 
                                        ,3,4,  (5) 8)(t t+i )())i+2Dt3yi , Rf-LatxjJ1 
  . (6) 20j+1(0,^),;j(0,^) 
 t (7) 44(ki+.1(0,^),7).1-t''i'i(0,^) • 
 (8)P1  -1(„i.,„ 1     (R1-s)(R"- ttsrj''(R'-R)(R"-R)*j(j:Ri't!R,) 
   The  majoration method applied to the proof of the conver-
gence of the formal solution is based on the next proposition. 
Proposition 6.2 For the Cauchy problem 
 n 
   (xD+1)g+ (,Zx2ce.D.+ xng+   00Oli01  i =0 
 n 
 0-00+  ZxokDi+ (Y2)u = T(x) 
 i=0
 e)- —  .4
 e3
   D0u+ (  x0iDi+?)--3)u + 
 i=0 
              x00        (D0+ xOilO.D.+6)g = T(x) 
 i=0 
  with the initial data  u(  0,x'  ) uo(x 
where  et/i , , ,Oi , S, T and u0 are  holomorphic functions 
in a neighbourhood of the origin , there exist unique  holomor-
phic solutions u(x) and g(x) in a neighbourhood of the origin. 
 Moreover, assuming di,Oi<< 5i,))-i<<, i<<S , S<<S  
,  T<<  T and u0<.< —CI0,we can verify that u(x)<C'u(x) and 
g(x)<<.--g(x) , if  u(x) and  i(x) satisfy 
   (x0D0+1)g(x02  x01 )g 
 i=0 
 n 
                0-00+  xo  (3iDi+a  2)u +  s 
 ±=0 
     D0u( x0S.+b3 )u 
 i=0 
                       0
                   x0( ?T"0D0+ x0.(3D+ i4)g + T 
 i=0 
 u(0,x1)  uo(xt  ) 
(for the proof see  [10  J  ). 
From these propositions and  lemmata obtained in the preceeding
 5'2
sections, we have reached the following proposition. 
 Proposition6.3 There exist positive constants A,B,C,D,E,F, 
K,L,R and independent of  of and j , such that 
(1)  u(  j) LjDt4q+j+1+1(y0,(  'y(3'11) 
(2) d)i<<(Y;r1 )          ,Lj7-+j+1+20,(1) 
             K 
 (),) (3) vi
  c.,(5<&, 
             LJ 
 1,0)/  (4)\ ‘‘.j+1+ 3(3 r0 ,1,3, ) 
(5)  (u(°) + h(o),p)(o<; E00+j+1+1(0x'#)                     d-1 
(6) u(3,(0,x')  ‹<  FIC°A+j+1+1(oxY  ) 
  __npn where y"- y .  and  x'n- x. 
 P  i=1 i=1 
   From this proposition, we know that holomorphic coefficients 
     ( u(j)e",0 , gj)oe,(3 ,  vLi and laj,)p have a common existence domain 
that is a neighbourhood of 0  ECn+1 and the estimates lu(i)                                                             q,(3 
gv 
 (i) ,v01(j),Ih(j) K C FN+j+1)11-==in this common                      ,x,i3
existence domain, where C,L and K are positive constants indep-
endent of  (X and j  . On the other hand, in Appendix we have
                0,(0  '%,/,)K1                    (j)  the stimates  X(i) 1<, C 
on any compact set  K in the  universal 
 Dr\K , where  (X>0 , and  CI( is a  consta 
K. Thus choosing  r>0  sufficiently sr 
convergence of the formal  solution on 
the solution is due to the  Cauchy- Kc 
remark u(x) does not ramify on x0=0/, 
Correction. In  5.6 of the  author's 
we must replace  t(z,,y) by  the new 
(where of the right hand  sid of  t 
defined in §.6 of  Ciii) .  With  thi 
    by the new  4 , we have  only to  r 
by  [R  -(2/3)  (-Fy)ji  R"-fzi in  (5 of  P 
M(R'-(2/3)y)-1(R"            1
,A ,YO,b-  77  Yv 13)  1)=2 
 -(R"-  y
0,(3)-1 , taking account of the 
            0 part of 31,„ a is expressed in  t]  for
 -1
/1-(c+j+1)  ro4j(lor)jcd+j ‹.C
K-(b0-j+1)g 
 versal covering space Dr\K over 
 constant which depends only on 
 ently small, we can prove the 
 ion on Dr\K  . Uniqueness of 
 hy- Kobalevskaya theorem.  We 
     Ax1 k0  . 
        t '  preceeding paper  [11 
''c2(z,,y)=.(k(z,+y,0), 
 e f  his identity is one 
 th  his replacement of the old 
 y t   replace  LR'-(2/3)]  [R"-rz-y] 
 ) f  roposition6.1 and 
 Sr') ' ) 1  by M(R-(2/3)1y1)-1 
of the fact that the principal 










 Ji .y5  •Dye,11 andthat the 
expressed in the form, 
 the proof of this fact 
 paper).
                     h° 
 principal part of(h=1,2,4) 
 Kl_ye,DypiDy0,  +yo,(1437(3,Dyr61  , 
 , see the proof of lemma 7.2 of
 §.9  Proof. 
Proof of Lemma 1.1 We differentiate by c both sides of 
 Pc(Ucog)=0 q times and then we get the first relation inductively 
    We prove other relations in the  simillar way. 
Proof of Proposition 4.1 Consider the Cauchy problem 
         L(x,%)=P(x,x)2 - x02                                 Q(x,('x)=0 
  with the initial data  f(0,x1)=x1 
 .From this, we have the new Cauchy problem 
     (*)  P(x,?x)=  +xo  Q(x,(fx) 
      with the initial data  (0,x1)=x1 
Taking account of (P)(ii),(iii) and (Q)(ii), Cauchy-Kowalevskaya 
theorem and implicit function theorem guarantee that this Cauchy 
problem(*) has 2m solutions4±(x) which are  holomorphic  .
Differentiating the equation (*) by  x0 and restricting it on 
the initial surface, we have CoOxIL,-(0,x1)-4v4(xy) and5°p±x(0 xl)                         X' 
                         ' 
      0 0 0 
=E(0)fn  P(cF;-P x ( ep ) —x(xl)p(i)efi. Then we 
 0 i=1i
have( x )( ‘,„+( x ) +( x ) ) = x  +xdp(x!)+  (x) and 
 (x)=(  (rA(x)- ((‘(3(x) ) 1 /2=x0/3(x) , where--(6(0,x' )=-[P(C))(e-)1-1 
                                                         -/ 
    (e,)+)1,3(xt)P(±)(e13)1 and 5(0,x1),-(0e                                    )12xoP i =1  i  P  (e
p) 
Proof of Lemma 5.1 
           n , 
 (i)*0,1= S  lo-i\(J1)                                  A(0,x1,613_,fpXEr;1°,(i'i)(e()Di        _j=0i,j=0lXi 
        n o        C---)6(0,x1)>:,L(0)j                      (e )Dand1°,("j)(e8)=2P(C))(e
p)P(j)(ep) 
             J 
                                       --=0 
(ii)  mim-i1(ii)(x,6)6DD 
          j=0Li=02 x)13x)f3j 
            n o() 
        =L (x,e,x,rpx)Di mod.6)8 2 
 j=0 
        *I.  t(i)(x,f  )D. mod.  2 
 j=0 
n
             P(xf,p(i)(x,i73x)Di mod.pi2                                       x- 
             j=0 
 On the other hand by  S[P(x,  fox)]  =S[P(x,~pX)1=0, we can put 
 P(x,Ax)=x0PA  (x) . We proved (ii). 
(iii) Note S[13L-1(N'+ R')                         2m-1,0,rs_013 co 3,p 
 m o 2i -2     N'=  L(xf)cit (3                 i-1'"3XP        c'15o 
                                                              mod.                                                2                                                                      Gs-',3             c L1(x, 0(3x, ri3x) 





 0  m_i  0  Ll(x,  6),x,  f;,x) + Z1.iL,+,(x,Epx,Cdqi = 0 , we get        
o m o 
   L1(x,6,x,)90 x)=0 mod.032.9,6= Z L2i(x,6‘i3x,fpx)2i2C2i-1 
                                                                    i=-0 
o o     = L2(x,&p x,[fix)  2  ep mod. e/s2and  L2(x,6(tx,ipx)= 
        6; 61),(i-j)(x,/)lead to(iii).2(3x. Axx  i
,  j=01. j 
(iv)SP- S[4              2m-1,0,13J1L2m-1,0,(3] 
L , nI0oo  =s--21-.'‘OpxxIc),(0i.j)(x,6(1x,fpA + coL2(x,6)/3x, x) + Ls,o(x,33x 
    1,j=-0ij 
   , n ofz\ ,A=S2.7=_( /x.x+cr, erx.6?5xWi''))(x,fpx)+Ls(x,f%)j         3_, j=0i_j1j 
2._.(18(0,x,)p(0,0)(0, j)2(0,0)               (erN)+227,\,3x (x1)p(e0)+cp(073(0,xt))P(efl) 
 j=1 j 
  + L
s(ep ) = 0 . This is (Ls) (i )  itself. 
Proof of Lemma 5.2 
                                                                                                                                                                                                          --, 
                      on 3 [1L2m- 2 ,1 ,p]S[L2(x,  68x,(x)---S-2i=6,x.c,x.E(i,j)(x,fx)                                                            (3                    ..,L ,j=0,,,2,i -
=  mo
,(,(xl)  k  0  . 
Proof of Lemma5.3 (F.5) and (F.2) lead to Lemma 5.3  . 
Proof of Lemma 7.2 
                                                 n 
 °
_,0(62 (i)1L=LL0(x, C?x,[x),.7-T mod. xo        )104V0  fq)=2m-v 
                                .,(0L)(x, \1:1`                                                              mod.x2I x'o0 •  1.0=2m-11
 S(6)
On the other hand, by Leibniz's formula 
L(d)  (x  =_  c!P)  ,,t(x,W(x,) mod.  x2 
 =2m- v*°• 
         lo we g tL
v0  "=" the principal part of 
 8f'n0-           .p((3)(x, )42p"(x,)-L4-T-I mod. x2 
 13-1-b-)  =2m- V 
                    the principal part of 
 2m-kz )(x, )D.513po--)(x,)\DeIx                                 mod2  1c=0:=IcI14=2m-v-k-y!.o 
Therefore it suffices to prove that the principal part of the 
operator obtained by exchanging x for  y
i9 from 
7P("') (x, x) is expressed in the form K(y,, ,D)D                                                                Y13Yo ,P m=k 
 +  y0
,i1J(yis  ,Dy(s) On the other hand, P(x,  )=R(x,)r(x,t) 
 (r(x,?)=  )1(x,I) ) leads to 
 P(c?)(x,  )  =    R()(x,)r(-)(x,  ). So, we get 
  P(0)( art of      "'-"'D= theprincipalp         0( ! 
 Ico=k 
                                        r(5--)(x)—        t? r!  (CC,I=j 
 And so, it is sufficient for us to prove that the principal 
part of the operator obtained by exchanging x for  3ri. from
~~
            ( ,  fix ) is expressed in 
 ICI  =k 
the form K(y,,D)D+YOj(Y'D )•On the other
yo ,r5p 
hand ,  r(x,b x) = r(ep) mod.  xo  . 
For  k=0, by  r(ep  )=0, we get  r(x,Pp x)=y0,i3J(yp,  ) 
 n 
                   2: r(i)(e)D. = D For k=1, we get 
 i=0  p Y0,(3 
For Euler's identity with respect to homogeneous 
polynomials leads to r(&)(e(3) = 0 
We proved (i) and then we can prove (ii),(iii) and (iv) in 
the similar way. 
Proof of Proposition 6.3 We use M as a suitable positive 
constant in this proof. Let all coefficients of  111,,,k,p 
<.<1,4(,zy_y(13/1)-1(R"pv0 ,(3) We prove this proposition by 
                                                                                   • induction  of  q and j . Assume that these  estimates are valid 
for  61=-1+ 1,  --A)+2m-2 and  jZO . First we treat (5). 
 Lemma3.1 leads to S[u(0)+ ha+2m(0)                                            -2,p 
 2m-2 1
N14.(0pce-F2)(u(0m-1-7))                              )( rest )  xo=0 IA-=1kp+ 
 5-0
 1-Y
 Making use of the fact that  D4 =  S  (y ,DY)D+  T(y ,D')                                                 r, 
where is a linear partial differential operator of  order/t-1 
in D
Y6and Tis a linear partial differential operator of 
order  p. in  D' =(D ) , we have 
 Yfb  Y1  Yn ,p, 
S [10(u  (°) +h (°)      0 04-2m-1-/Li.,/3 01+2m-2-/g,f3 
              (u(0)(0)     S(0,y',D)D       y
p,yo,f5 )(y(3) + 
             (0)   T(0)       r,(y,'   FPD)(uYA+h  My)Ixo=° 
To the former part of the right hand side of this identity, we 
apply the estimates of (1),(4) of the assumption of the 
induction, and to the latter part of the right hand side of this 
identity , we apply the estimates of (5) of the assumption of 
the induction. Then we have 
   d+2m-1,5+h(0)00-2m-2,g1<‹ 10(112m-3   (°)M(KD+A+B+C+D)d tot-f2m+1 • 
For (5), it suffices that the inequality 




   Secondly we treat (6).  We restrict the transport equation 
r\-- (0) (0)  LP(h3:+2m-2,p)=-Mp(v) +  R  [... on the initial 
surface , and then we have 
 (0)           ( 0,x' )<<Ka+2m-2)c)21' ha+2m-20dtf+2m+1Rri4+2m+1) K 
                                            1--\                       RLdtTai2m+1-11 x0=0• 
          (0)(0 On the other hand ,qua4.2_101=S[u./1_2m)                                             _i,p + h.(0                                                          q+2m-2,pJ 
 - Stsh(°)       ^+2m-2,1(2,1 To the former part of the right hand side 
of this identity, we apply the estimates of (5) and to the latter 
part of the right hand side of this identity , we apply the 
estimates obtained above. For (6), it suffices that the 
inequality 
(ii) F (E+D)M 
is valid. 
   Thirdly for (1) and (2) , by  (T.E.) it is known, it suffices 
that the following system of the inequalities (iii) is valid. 
(iii)  F)K M(A+B) +  Ey(A+B)
 S".>.
 ) + —.111(A+B) 
                           LK 
   Lastly we treat (3) and (4) lead to 
                                                                      ,, 
   v
c(+2m)-10(0'xi)<<EK                            d+2hdtd+2m-1+2+1(un'x') 
For (3) and  (4),it suffices that the following system of the 
inequalities (iv) is valid  . 
(iv)  fD(1  -)K M(C+D) +  4(C+D) 
 C(1  -  7,11)  2  MD + LK—(C+D) 
        C  E 
   For , we treat them in the simillar way , but lemma 3.1 
is to be replaced by (I.D.) . So  the.Collowing system of 
inequalities must be satisfied. 
(v) A  >  M(K172A+K-1B+L-1B) 
          C  7  M(K2C+K-1D+L-/D) 
Our problem is reduced to the problem of the existence of 
positive constants A,B,C,D,E,F,K,L,R andf which satisfy the 







   In fact,  making)J,K, and L sufficiently 
ciently small, we can make these constant 
inequalities (i)(ii)(iii)(iv) and (v).
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 Appendix 
   In this appendix, we study the  multi-valuedness or the singu- 
iarity of the auxiliary functionsTi ce,  Vd,(j),(j) , X, Y,                                              .1a 
X(j) and Y( which are the analytic functions of  &,f  ,0( and c. c,(c\' 
 We use as independent  variables,(t,x) eC2instead of (e,f)EC2 
in this  appendi, and treat these auxiliary functions in the 
more general form. 
   To be precise, we put 
 (b>0 is an  integer) 
 P =t2b--)2ctb1.)       atux ' 
Newly we introduce  Uoe and  Voe as the solutions of the following 
Cauchy problems respectively  : 
         22b-,2   PU =- td
x- ctb-1)u=0 cx
with the 





 U,,/(0,x) = 
U,/tOD'x) , 
 c  t  b  -  1  ()x  )  VcN'  = 
Va(0,x) =





                      \_1/t'(0x) = fc,(x) 
                              We denote2(bA1)by A*  . 
                 + 
   The following explicit representation are known, (see  Ll  1  ). 
            Uoe,(tx)=r( °/+1) F(-q,b*+c*,2b*,z) 
  I' (0;+1)F(-,b*-c*,2b*.)  , 
   - 
)  
 VX(t,x)  =  r( c+1)F(-c(,c*-b*+1,1+2*,z) 
                        qc(t  
                        r(0(+1)Fc_0(,i_b*_c*,1+2*,), 
   11  where = x - b+itb+1and/?= x + 
                                    b+1tb+1 are so-called 
characteristic coordinates used instead of  5, and  f-/- 
respectively in this appendix and z = 1  -  -7-  , = 1 -  --  . 
             3  t' 
   Now we define U(J)(t'c<x)and V(i)(t,x) as the solutions of    e< 
the following Cauchy problems  respectively: 
   For  j=0 , we set U(0)(t,x) =Vt,x) and V(ce0)(t,x) =  Voe(t,x). 
   For  ji,  P  U(i) =  tb-11.1(j-1) 
 C  (N(  C. 
        with the null initial data U(J)(0,x) = 0 
                                                     oe 
                                      t 
                                  U(j)(0,x) = 0 
        b(7
 .s`-,
and  P V(i)=0-1."(j-1) 
         COtVC( 
     with the null initial data  V(i)(0,x) = 0 
                                V(j)(0x) = 0
                                                                                                                                                                                       • 
                                  at' 
And then we define  Xa(t,x),  X(cii)(t,x) and  Y(w1)(t,x) 
 as follows. 
 I =  .I.Jq(t,x) and  XT(t,x) =  '3UT(t,x). 
 Yd(t,x) =  ei,„,,(t,x) and YT(t,x) = 'DVV)(t,x). 
Therefore  X„ and Y satisfy the following Cauchy problem 
respectively. 
 (  PcX  = 0 ,  X(0,x) =  1c(x) and  Xcq(0,x) = 0 . 
 1 PcY = 0 Yc,((0,x) = 0 and Y,xt(0,x)=  ka(x)  . 
 X(j)andY(i) satisfy the following Cauchy problem 
respectively for  j--1  . 
     (j)b-1(j-1)    P
cX,= tXa ,  X(j-1)(0,x) = Y(j-1t)(0'x) = 0 




   Remark that these auxiliary functions depend on c analyti-
cally but we omit c for brevity. For example we write 
 Uol(t,x) instead of  Uee(t,x,c) in this appendix. 
   The explicit representations of and  Vo4 lead to the expl- 
                                (j icit representationsof(j),(j), X(j)and Y c),as follows. 
Lemma A.1 
UT(t,x)-=—2)jU (t,x)=                                                     ,b*+c*,2b*,z).1  j!  ccei-j  j! c(r(t,(+j+1)F(--.1 
v()(t,x), —1j!c)4ce+j(t,x)=j!c1(0:+j+1) F(--(-j,c*-1)*+1,1+2*,z)1  , 
 X(i)(t,x)=1j-I-ideDdx,z+i(t,x) 
     = j 
 j!Dcdorii--(q+j+i)F(-c-i,b*+c*,2b*;z) 
 Y(i)(t,x) =j!c---DYa-Fj j(t,x)=jdY.(t,x)  !c 
        1,)t)H_E(LLTF(_i* 
         j!cc+j+1v'c-_*+1b"1+2z) 
  LemmaA.1 shows that U(j) V(j)X(j)and Y(j) being  of04 a( 
represented as the derivatives by  c1 and c of  Uoe and  Voe 
 , first we must study the auxiliary functions  Uoe and  Voe  .
 x?
 A-c
   Since  1.1, and  IT„ , have hypergeometric functions as important 
factors respectively, the study of the multi-valuedness and the 
singularities of these auxiliary functions are reduced to those 
of hypergeometric functions. The next lemma about the analy-
tic continuation, that is the monodromy theory of hypergeo-
metric  functionsIplays a fundamental role in the study of the 
behaviour of these auxiliary functions around the branching 
surfaces. 
Lemma A.2 Let S be the Riemann sphere. Put  D=S\i0,1,00i  . 
Set  F=F(A,B,C,z) and F=z1-CF(A-C+1,B-C+1,2-C,z) which consti-
tute a fundamental system of solutions for the  hypergeometric 
                                      d21 ordinary differential equation6(1-z)--2 +1C-(A+B+1)z1—d4 - 
                                          dz 
 Adu(z)= 0 . Now. the monodromy representation  P of the 
hypergeometric differential ordinary equation with respect to 
the fundamental system  {F, is defined in the following way: 
   Denote by 10  (  11, 1oorespectively ) a  loop which encircles
the point 0 ( 1, oorespectively ) once in the positive sense  . 
We denote by the same letter 10 (  11,  l oo respectively ) a  horn= 
otopy class containing  10 (  11,  loo respectively  ). Let  7L-= 
 IC(D) be the fundamental group of D. Then we can define a  horn-
omorphism  )) of the group  TL, onto the group  GC  GL(2,C) which is 
called the  monodromy representation of the  hypergeornetric diff-
erential equation with respect to the fundamental system  t F, 
 , where G is the sub-group of GL(2,C), generated by  g0 and g1  , 
 ( 1 , 0  13(10)  go  =                       0 , e-21L1C) 
 f(lcd =  goo=  (g0g1)-1 
                   (1, 0  f(ii) = g1 = DC2F.,i(C-B-A))CD                           0,e 
where                      e-2TziA -e-27LiC                                , e-aci(C-B)(e-2TiA - 1)) 
 C= ' 
 e-2FLiB - 1 , 1 - e-2Ki(C-B) 
            /7(B)r(C-B)  
                                    0 
         D =  r(C) 
 0                                    RA-C+1)r(l_A>ei-A)-A-B-1)/                                              r--(2-C)
 A 6
 ic
A               1 - e-2T-Li(C-B)                               ,1 - e 
        ICS C-1 =  1                 e-27-Li(C-B)                   (1 - e-27CiA) , e-2;ziA- e 
 lc)  =  e-2TAA(1  -  e-                                       - e-2-ici(C-B-A))
   Namely , if  IF,  Fl is continued  analytically along  10 (  11 
 ,co respectively) ,then 
 (F\ F)(F         goes to g0gi, gco(„,)respectively  ,F) \F  F
(Correction: In Lemma 2.1 of the  author's preceeding paper  110J 
   D of the above lemma was dropped . ) 
   We apply this lemma to the study of  11.,( and  V4,,  . In our case 
 , F is  F(e(;,/)=F(-1X,b*+c*,2b*,z) and so  F  is F(01.;,/ ,)= 
 1-2b* zF(-C(-2b*+1,c*-b*+1,2-2b*,z) . To explain the multi-valu-
edness of  U and  lic,‹ in termes of the  monodromy theory of  hyper-
geometric functions , we introduce the new functions  U,((t,x) 
and  V  (t  x)  • 
 • 
 — 
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the corresponding loops in Lemma A.2
 Using Lemma A.2 , we have 
IF(;10(P))) g(FN;p)\  'P-(
c.;10(P)0\-P(d  ;P) 
 F(0(  ;lop')  ))  g  (F(0( ;P) 
 ;10(P)  )  c°  i(;P) 
Generally we have 
     FN;1(P)) ( F(4 
               = P(1) 
 FN;1(P))/  i( 
Therefore we have
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   (  11,((1co(P) 
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 monodromy  representation 
as a  homomorphism  f* of the










onto the group  G*c .  GL(2,C), where G* is the sub-group of GL(2,C) 
generated by  g0 ,  g1 and gl= e2n-ic(gco  ; 
 P*(10) =  g0  ,  P*(11)  =  gl  ,  p*(10,) =  eco 
  Then generally we have 
       ( 1104(1(P)) \              =1*(1)(U(P) 
 Uq(1(P))i  11,(P)/ 
 Remark:we need only  Ml(P)) , but we do not  needirds(1(P)). 
For the study of the multi-valuedness of  U,x(1(P)), we have to 
study  JD*(1) namely  g0 ,  gl ,  eco , C and D . Seeing that 
both  g0 and D are diagonal matrices , they are commutative each 
other, and so  g0 =  D-/goD  . on the other hand  g1 and  gl 
are also in the form D-1GD, that is,  g1  =  D-1E1D and  g-L) = 
D-1EooD . Therefore,  J3*(1) = D-1)3#(1)D holds where)3 (1) 
is a homomorphism  "IT, onto  G#C_GL(2,C), the sub-group of GL(2,C) 
generated by  g0 ,  E1 and  Eco .  j)  (1), the principal part of 
 57*(1), is to be investigated precisely.
A  /  t)
  E
oo=  E1-1g0-1 and  E1 generating G with the simple matrix 
we have only to examine  E1 and E1-1 • 
     C11'C12 1(C22• 
  Put  C =and then we have C =  ICI 
     C21  , C22 /  -C21' 
         1     (1,0).                                                                         -1 Put G = CC .where  G = E1or E1 , and then              0  , k_ 
 have 
   G  =1   / C11C22 -  KC21C12'  (1-k)C12C22  ICI 
 (K-1)C11C21  ,  kC11C22  - C21C12 
       1  (ICI + (1-0C12C21  ,  (1-10C12C22 
     = --- 
 ICI  -(1-k)C
11C21 ,  ICI -  (1-10C11C22 
         )( = e2ki(C-B-A) wherein the case G =  El 
                      e 
                     -21-ci(C-B-A)
in -1                        n the case  G = El
So, it is possible that G has the singularity on 
 ICS  =  e-2itiA(1_e-27-LiC)(1_e-2rci(C-B-A) 
 
)  = 0 
We choose b such that Re  b>  0 and keep fixed , so that 
 -2TLiC 
have  1-e  (r) . There is possibility that G has  the 
                       -2-xi(C-B-A) 
ularities on 1 - e                             = 0 .








     1 -  e-2xi(C-B-A) _'1                        -7z(1-t) in the case G = E1 
 , 
 (14) in the case G =  E1-1                                                          ^. 
         IC              /G11,G12\ 
         1            
I   Put G  =and then from the above , every   
             ^21 ' G22/ 
component  Gij of G has the factor 1-K. Therefore, the  singul 
arity on 1 - e-27ii(C-B-A)                              = 0 of  G is removable . So we see 
 E1 and E1-1 are entire functions of c and  of  . 
Lemma A.3  f  (1) is a entire function of c and  c<  .
 P  #(1) is a periodic function of  K with period 1 
            —
       andi--  "(1) is a periodic function of c with period 
       2(b+1) , too  .
  Put  )°#(1) = 
Then we have 
 f  1101(1(P  ))\ 
By 
 \  11(1(P))/
Jo /1   ' 
 121 
/
 f*  (1)
t
 f'''  (  1)
 P12 
 F22  )
 P11 
 d2 
U(Pr  e.e 
Ucx(P)
and







   0  , 
 -i 
1d2  /7 





 l  . 
the next
 (f
   -
formula which links  U on the universal covering space with 
 1.1,a and  Ua on the base space. 
(F.A)  Uu(l(P))  =11(1)11(P) 
        MCF(A-C+1)F(1-A)ezi(C+A-B-1) p#(ID) 
      r(BOC-B)F(2-c)12' ' 00' 
Note (1) Putting  A=-,  B=c5(-b*+1,  C=1+2*,  instead of  A=-01,B=b* 
 +c*,  C=2b*, we have the formula of  Vd(l(P))  . 
Note (2) In this formula ,  r'-factor of the right hand side 
has no pole if  of is a positive integer  . 
   Secondly after expressing  11,‹  (Voe  ) on the universal cover-
ing space with  1J,, and (  Ve and  17a ) on the base space 
we invetigate  Ua and  110( (  Va  andVo ) on the base space with 
means of the connection formulae of the hypergeometric functio-
ns which is described below  . 
                            1-(A+B-C)1-7(C)(1-z)C-A-BF(C-A,C-B,C-A-B+1,  (C.F.) (1) F(A,B,C,z) =F(A)r(B) 
   ,1-z ) +r(c)r(c_A_B) F( BA+B-C+1,1-z) in (1-z1++1 .            F(C-A)F(C-B)" 
                   B-A)r(C)(1 -z)-AF(A,,1) (2) F(A,B,C,z)=r(-(BC-BA-B+1'1-z
0
 r-, )
     r(A-B)r(c)(1-z)-BF(B,C-A,B-A+1) in-11 
  r(C-B)F(A).11 _1-z1-z'1 
Using these connection formulae by the help of  Kummer's trans 
                                         ti 
formations , we list up the representations of  T.Je , ,  V
a, and 
 V in 1'±11,  and I I 1 respectively. These following 
formulae (F.B) are fundamental formulae by which we describe 
                   j) the singularities of Uc<, U.(< ,,(j), Y  co  X(,  Y.<  and 
 y(j) 
 (F.B) (  Vcx,,  VG( on the base space  ) 
                          7°(,1\ b*-c* 1.1„ =  rik,e)F1N,c, )1--(.<+1)( 
            +r2(c',c)F2('',c'T-)r-(q+i)121-11 
 =r2N.-c)F
2(0(,-c  '(0+1) 
                                                                                     b),"-+c*  
 +(0(,-c)F1--c,)1,--(0,+1)(fr,)in1,11 
 b*-c*  =)p x.i.1)( 
              +  3-4(c,c)F2('X  -c;  T )r-(0(  +1)  in 1 
                          1r(  
   = r4(c),-c)F2(c<,-c, 
1 )rk+i) 
                 ) \b*+c* 
          +(0,-c)F"AI                                                -c       31in 13-)  S 1
A /c
 ,where  0 1(e<,c) 
         2(c'e) 
      "4(cc) 
  F1(0.c,z) = F( 
  F2((X'c'z) F( 
and K =  (-4*) 
   Thus we have
 +2* 
Vd=+2*,c)F-i(+2* 'c' )) 
                                  _0+2. 
        4•(6/+2* ,c)F2(0(-1-2*, c , )r.(„,+1 )y, 
                                            ,toc+231-
       4(:);+2*. -c)F2(°2*. -c)r(o,+i)K
                                                           .c425", 
     +6-3(042*. -c)Fi (0)\+2*, -c , )1-,(0  +1) 
   =(el\+2*. c )Fi (042*,c, )
t-,(c:(+1)  ( 
 rt 06-2* 
     •-2(cil'jr2**c)F2(e°2-,c'  )1-(c(+1)K 
                                   ytcR+2*
 = r2(6+2*,-c)F2(01+2*,-c,)1-.( 0 +1 )K 
                                            ot-F2*/ 
 +(c)+2*,-c)Fi  (X+2*  .-c, )r  k+1) 









 r(  -,c-b*+c*)  r(  1+2*)
 r7(  --0K+2* 
noti-b*-
 )1--(  c*-b*+1 
 c*W(1+2*)
'  I-  (0(  +  1  )
 00-2b*,b* 
F(  -q,b*+c* 
1
 *) b+1 
e seen the
 nb*-c"2*) 
 -c*.t1+1+b*-c*,  z)  
,  -(.+c*-b*+1  ,  z)
multivaluedness of  1.1,.? and V






 i-k_  1
in 
. 1 H7< 1
 Et?
 -  /
For the proof of the convergence of the formal solution, we need 
the estimates of  Ua and  Voe on the universal covering space, 
which are reduced to the estimates of  U,„( and  V,„( on the base 
space . By (F.B), those are reduced to the estimates of the 
hypergeometric series  F1(,c,z) and  F2(a/,c,z), which are based 
on the following lemmata. Let b be a real positive number and 
keep fixed henceforth. 
Lemma  A.4  F1(U,c,z)=F(C(+2b*,b*-c*.06-b*-c*+1,z) 
 KF((V+2b*,b*+IRe  c*I+EjIm  c*I.q+1-1-1D*+1Re  c*1 ,z) 
   for  1, 0,  €->= 1  , 
where K is a constant depending only on c  . 
Lemma A.5  F2(06c,z)=F(-0e,b*+c*.4-b*+c*+1,z) 
 Tb°-F1Re  c*I]  +1FN,b*+\lie  ilmc*\.c2(+1-b*+IRe  c*-1-q1Im  0(1 ,z) 
    for 0 , pooK>0  , 
where T is a constant depending only on c and b , and independ-
ent of  0(  .
7r
 kiL
Remark: the proof of  LemmaA./. is easy, but the proof of LemmaA.5 
is done with only tedious calculations. So we omit  them. The 
result about the exceptional values of parameters of the hypergeo-
metric series are to be described later 
  Thirdly we are to study and  0)),  X(2) YYBy Lemma 
                                                                                                                  Ch. 
A.1, we need to diferentiate and by c several times and 
 bya  at most once. By (F.A), the differentiations of  U and  11,„( 
are reduced mainly to the differentiations of the  1-1pergeometric 
series. And so we need the following lemma about the differ-
entiation of the product of  F-functions. 
Lemma A.6 Let H(c) be an infinitely differentiable function 
and put  —  dcH(c)=IP(c)=H(c))71-(c). Then we have the next for- 
                     n mula about(—d)H(c) 
 s  s2Iros 
 dc (—)  H(c)=H(n)(c)=n!• ( )n                       (s ,s)s11--.s(                                  n)(2,)           1' 
where  (s1,-  -,sn) varies in  Pn' that is, the set of all  (s1,--- 
 n 
 ,sn) such that  ,7", ksk = n and  s1=0,---,sn=0  . (See  {83.) 
 k=1
7/
 We explain how to use this lemma. For example, in the case 
    Rc-fp)cdp) (Ft (c+ID)(c+a H(c),we put 1-11(C)--'r(c+qPncip)F(c+q/) )=11(C)3L(C)  r(c+q) 
 Namely  y(c)=-1/(c+p)-2Rc+q), where of the right hand side 
of this identity is  dil—'function. Taking  account of the fact 
that the formula about the  poly  -function  -171-(n)(z+1)=1/(n)(z) + 
 (-1)n  n!          n+1holds except the nonpositive integer z  , we are able 
        z 
to estimate  -1/(n)  (c+p)-(n)(c+q) for  n=1 
   The next lemma about the cardinal number of IDn' which we den- 
ote by p(n), are to be used for the estimation of derivatives 
of F1 and F2 
Lemma A.7  p(n) is called the partition number of n The 
following estimates of  p(n) are known. 
          ,-12,FE           nne< p(n) <  tin-1 e2 2n 
 , where  H and  H are absolute constants. (See  L41.) 
          j 
   To see X(-)(P) and Y(j)(P) on the base space, we have only to 
                                01 
      1Th seec,w0V1(cc,z) and  sejj2(,c,z) in  IzIS  1  We put
 7)
~1-l~
57- -c-        -'-+r 
 r=0 
<  l!C1,where 
can treat it 
the formulae 
 I 
   ,,,,F /<< Bl! 
 c
F (~,c,z)= '~'F.,,.-1-2b*+n)17(bil--c*+nr(q+b-g--c,*+i)zn 
1 
             n=01-',,<+2b*)1-(b*-c*)rk+b*-c*+1+n)n! 
DF1=,..H-5-7              n( c){----t,(-1-2b"-+r ot+ * c*+1+Jn!          nl 1  - 1 zn          +co 
  n=0r=.., 
        +coin-1) 
    
1 1  ac.-dF1 = 7-n(c)-.—.7‘b*-c*+r-0,1+b-c*+1+rt(ct+ 
  n=0r=0 
 n-1 
   +b;,_.c1_4_1+11)  + Hn(c) Z  1  
                           r=-0 (0(+b-cx+1+r)2 2(b+1) 
Differentiating by c this identity several  time 
ing Lemma A.6 to the coefficients of these  power 
           --^1-
j\-^1^ are  to seeEdc,4F1 an dcd ozF2 inductively and to  e 
by the help of Lemma A.7. In fact, for  example, 
 n-1( . . 1...  I
Die ),,F2
 rof 
  - + b*-c*+1+rand then we have13/n(c)<C 
recAl is a non-negative  integer  -  Asfor pl 
  in the similar way. By the  above lemrr 
lae with respect o  poly-rfunctions,wehave 
 l!  CKF(d+2b*,b*+  (Re c*` +4_iIm  c*I  ,c4-1+b*+IRe 
 iIm  c*I , z) for tiE,and 
 Bl!  C1K + EIRe c*I+1F(0(,b*+11i.e  c*   +1IImc*1,
)zn+c°    H . 
                      =-     n0nn! 
nt  1  
111'10;+2b*-i-r 
  zn 
(b+1)n!• 
 s and  apply- 
 )o er      series, we 
 to estimate them 
 . ple , put 7-/-n( 
,( c) < C and01.- (c  ci 
 ,  for  .Ide.F2  ,we 
 >ove  l mata and 
 we have 
 -1+b*+ IRe  c*I + 
     and 





   F1(D)cz)1=  Bl!  CK  ir(01+  +b*+1  Re  +)1 ^  r(oe  +1  )1.-"(  1  -b*+  Ike 
)2"z         cBitr1v0+ [ iReel)+1 
c  
                  1-7(0+1-b*te c*1+ 
                  F(cl +1 -2b*r( 1  -b*+  ke 
 f  or  10  0 and 1  . 
These estimates lead to the estimates o 
then it remains to estimate  X(ti:e) and  Y
covering space. With respect o  FL
 +1  -b*+I  Re  c*I  +  Im  c-11  ,z)  for  0(1)  0,  E  =0, 
where B,C and K are suitable constants independent of and 
   To estimate the hypergeometric series in the convergent 
cle , we need the following lemma. 
 Lemmma A.8 If  A  ,  B,  C and C-B-A are positive, we have 
 F(A,B,C,z) =  F(A,B,C,1)  =F(C)F(C-B-A)in1                           r -A)1"(C-B) 
 ,  (see  [  10])  .
   Therefore we have the following estimates of  Dc1).4F1 and 
in  I  z1  S 1. 
 Ir(q  +  b*+I  Re  c*I    11  Im  c*  I  )17(  1-2b*)1 in
 mi
n  1z1  c*1  +  Cilm c*1 
   (j)(j) ofX
ei(P), YP, 
(j) 
   ‘,./on the  universal 
=7(C)F(A-C+1T7(1-A)  
 r(B)7(C-B) r 2-C)
 c*I  +I]  Im c*I 
 c*1)7(121D*









 ,A  -  2  c
 (F.A) , we  rewrit 
 =(0,),C) 
      b-6(q,c) 7 
 (Note:~'5and  6  h 
       is an intege 
 Applying Lemma A. 
 •.•,6) , we have 
 P!---1(c.(,c)1<=  B2 
 IDic-&!)-2(ck,c)1-  B2 
 pi,DJ3(a,c)I  B1 
 1*A,(0(,c)1  Bl 
 picu-5(,),c)l-
h!k,,,)T6(c,c)I< Bi 




 F-7(  2  b
 follows  ; 
 *)r(  -c--2b*+1  )7(1+q)
 r(b*+c*-)F(  b*-c*)I`7(  2-2b*) 
 1-72  -2b*)n  -0(  -1+2b*)r(1+04)
 r(1-b*+c*)1-7(1-b*-c*)F7(  2b*) in thE 
ave the meaning in the case b*+c* 
 t ger  -  ) 
a 6 and  A.7 to the  estimation of 1? 
 have 
   Blt C11 r( +c)1--'( 2b*)    q+1)3'--c*))-(  b +C-'  ) 11)1- +ce+t 
   Bl!Cl(c,), c)1\ (ol+b*+ I c*1 
)1  Bl!          rN-F2b*)r( 2-2b*)             (0(+1+b*-04 3-1"(1+c*-b--') [(1 +°' 
)1Bl! C1-14(0? •c)11Y-(q+b*+1c*1  )1 
 )1 Bl!Cl  j(d,c)1 
 )1=--Bl!C116(..), c)) 
ates, we obtain the  followin
a,g est                           (--N1 
 
,  "dc ,110,,andai-c4,1V,,on the 
Kbase F. 
<c4+[!Re c*0+1BC1+2141!-9-.(c +1+b*+1c*1) 
                                +,))
IhL+ce b*+)c*1) 
   in the caseMl(p)), 
   inthecase  Vd(l(P)). 
    *+c*or  b*-c* 
sof1?-i(cki,c) (i=1, 
  (1 +ce b*+1c*1)1  , 
"IL (  ?+b*+  (c*1  )1  , 
 ng  estimates of 
base  space 
+ c* 1)  x
75—
A _) )
 Max((0/ )rc4+1-(Re c*)+(log r)1+1 
           in r and  PH r 
                                         -
71-(ce + 1+b*+ 1c*1)  x       (p)IRe  c*) +1BC1+214 
c100 
                                             )1_0(+1+(Rec*).4_  Max( W3(0(log r)1+1 
              in  N,Sr and 1/I r 
 1?)1--(c+2*+1+b*+ lo*/   +1BC1+214  kciJo/V0;(P)S1C+2*-ElRe c*1  (-1-1-q+2,--)A 
                                         q+2*+1-(Re       Max(..?1-.1(a+2*,c)1,))---2(+2*,c)i)rlog r)1+1 
           in r and  17) r 
                                       11-11-(e1+2+1+b+)x                           +11301+214   1c3a-V-ae (P)Ie+2"1Re o*1  r(1  +0(  +  2=-=  ) 
 Max(13(0+23*,c)1,1)-4N+2*.c)1  )ro(+2*+ +(Re  c*)+(iog  r)1+1 
          in  g  r and r 
where (Re  A)4- = Max( 0, A) 
   Taking account of the fact that 
j                                          p.are entire functions 
                                                   l of and c and periodic functions of  oci with period 1 , we have 
reached , by the help of all estimates obtained above, 
 (E.X)  \X(i  (1(P))\ C(1(P))Ke-ficilkoir+1o+t+b*j++1)ic*l +1)  
            (
~~
 Max(ly+j,c)/  ,K(01+j,c)145( 
 0'5  ((2.  j,c)  1z,  (6(  +j  ,c)1 
     for  II<r and  i`d<  r ,
(E.Y)  IY(0j1)(1(P) C(1(P))el-FjCj 
 Max  41(0(+2*+j ,c0-2(+2*+j ,c) 
 15(c(+2*+j , c)-r4 (0?  +2*+ 
   for  N  r  and  I'll< r 
where  C(1(P)  ) is a constant depend 
is a non-negative integer. 
   Lastly we obtain the  followi 
formula and the other  formulae  wit, 
 IX(i)(CK(.1+1+1) re1+,1        '-r(0(-4-,j+1) 
on any compact set K of the  univer 
 Dr\  =0,  "t.  =0 , where 
a constant which depends  on on K 
 , and C is a constant  inde
)K  4. I .1 " T / x  F ktil:+1) 
2*+i,c)45(./+2*+i,c)e3p +2*+j,c)1, 
 *-1-i,c) )r4+2*+ cl(log r) j+1 
 ing only on  1(P) and c1  +j 
 lowing estimates, by  Stirling'  s 
 lae  h respect to  [-function. 
 elljr'41+j(log  r)i 
 niversal covering space over 
       a positive integer and CK is 
 ly n  , and Dr ={(t,x): nr,111<r/ 
 pendent,  of  c)?  , j  and  r  .
 445(c:4  +j  ,c),),(3P  +j ,c), 
 )ron-j- c*I(log r) j+1 




The above treatment and estimates of hypergeometric series, 
                 (j( that is U
rl,(j), Va), Xi)/j), Y(j) on the base space, 
are not valid in the case c is an exceptional value of para-
meters of hypergeometric series. To be precise, as to 
in two following cases, 
 'tI< 
 Case I  c*-b* =  mEZ ( inq-(= 1 ) 
 Case II c*+b* =  n  Z ( in  1-23-1<=1 1  ) 
 Case I  c*-b*-2*=  m Z ( in  I- 1 ) 
 , as to  Va 
 Case II c*+b*+2*=  n6 Z ( in [21-11 ) 
                            1 /
 , (F.B), especially (C.F.) have troubles  . 
We explain how to overcome these difficulties, getting an exam-
ple in Case II. Put  c*+b*=n. We rewrite the following conne-
ction formula 
 2b* F(-A,n,2b*z)=F(2b+cOr(n                           (1-z) F(-,2b4                     *'11z                                        -n,--n+1---) +1- - 
 c_0_nr(2b*)< 
    T-(2b*-nA-(-0/)       (1-z)n1 
                        F(n,2b*+q,n++1'1-z) in 1 - 1  ,
 78
when n is positive , into the form, 
                         F(2b*)(-7(1+0/)1-7(1+n-2b*)  
sink(n+d)F(-01,n,2b*,z)=(1-z) F*(z)                          r(2b*+.)1-7(n)  1 
        F7(2b*)n1-2b*-c")   (1-z)-nF*(z) in I i<= 1
 r(2b*-nr(n)r(-u)  2 
 +  co 
 , where F*(z)=  (  1  -z)-         1k[k!r(1+,)_k)F( 14n-2b*-k)r( 01 -n-El+q -1
 k=0 
 +oo  & F*(z)=Z (1-z)-kRn+k)[1(1-7(1-2b*-z,{-k)nn+4.e+k+1 -1 
 k=0 
and when n is non-positive, into the form 
                             13*)7(+.01-( +n-2b-,-) sinrc(n+4)F(-,n,2b*,z)=7( 2 (1-z) F*(z)  (2b*
+.1)r(n)  3 
 V(2b*)r(1-2b*-01)1-n)  (1-z)-nF*(z)in1-1=1     r(2b*-n)r(-q) 41 
                 +oo 
 , where F3(z)=Z (1-z)-k[k!)—(1+c?-k)r(l+n-k-2b*)1--(1--n+k)-]-1 
  k=0 
             +00 
 & F(z)=Z, (1-z)-kLic!r( 1-n-k)r(1-2b*-0(--k)r( l+n+0 +k)i -1  . 
  4 k=0 
 j+1 
After operating  Dc and  dc  da to the both sides of this 
new connection  formula, we set b*+c*=n to be an integer  , 
and we can know and estimate DJF(-d,n,2b*,z) in1+1,-  
inductively. We can treat other cases in the similar way. 
Remark: 
 The initial surface  t=0 is corresponded to  -et =0. The
 A ,-
characteristic roots of  hypergeometric ordinary differential 
                               1  
                                                      1- operator at z=0 are 0 and1-C=b+On theotherhand,
     = 2  tb+1 
       b+1• Therefore the initial surface t=0 is not a 
branching surface. 
   We need the results in Appendix in the case  b=1 for this 
paper, and in the case  b=i for the  author's preceeding papers 
 L10] and  [11]  . 
   We finish this paper with the following example. 
      (Example) 
 L =D2 t2b)2                      ctb-1)x -atb-1 ( a is a constant  ) 
We consider the following Cauchy problems with the singular 
data. 
(1) Lu(t,x) = 0 
   with the initial  data' u(0,x)=  k.,((x) 
                    1ut(0,x)= 0 
             +co 
 u(t,x)=21akX(k)(t,x) 
           k=0
   2L,
 /-  \ -  =  '
(2) Lv(t,x) = 0 
  with the initial data  I  v(0,x)  =0
 vt(0'x) = k(x) 
                                                                                           c,, 
              +00 
  v(t,x)= ,EakY(k)(t'x) 
              o.1 
             k=0 
u(t,x) ( v(t,x) ) is a unique  holomorphic solution of 
Cauchy problem (1) ( (2) ) on the universal covering 
over  Dr\k =0,  q=01 
                               Depertment of Engineering, 
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