Abstract. We observe that the analogue of the Gelfand-Zeitlin action on gl(n, C), which exists on any symplectic manifold M with an Hamiltonian action of GL(n, C), has a natural interpretation as a residual action, after we identify M with a symplectic quotient of M × Q n i=1 T * GL(i, C). We also show that the Gelfand-Zeitlin actions on T * GL(n, C) and on the regular part of gl(n, C) can be identified with natural Hamiltonian actions on spaces of rational maps into full flag manifolds, while the Gelfand-Zeitlin action on the whole gl(n, C) corresponds to a natural action on a space of rational maps into the manifold of half-full flags in C 2n .
Introduction
The Lie algebra gl(n, C) of n × n complex matrices admits a rather remarkable action of the group C n(n−1)/2 , which arose from the Gelfand-Zeitlin theory [8] , and has been studied in detail by Kostant and Wallach in the two papers [15] and [16] . Let us briefly recall the definition of this Gelfand-Zeitlin group.
For an n × n complex matrix B and for every m ≤ n let B (m) denote the upperleft m × m minor of B. For every 1 ≤ i ≤ m ≤ n − 1, define now an action of C on gl(n, C) via 
B.
The remarkable fact (cf. [15] ) is that the actions for different (m, i) commute, giving an action of an abelian group A C n(n−1)/2 . The action (1.1) is obtained by integrating the Hamiltonian vector field, with respect to the standard (complex) Poisson structure on gl(n, C) gl(n, C) * , corresponding to the function (1.2) p mi (B) = tr B (m) i .
Thus, the statement about commutativity of different (1.1), translates into Poissoncommutativity of different p mi . One can add the Hamiltonians p n1 , . . . , p nn , which have trivial Hamiltonian vector fields, and consider the map p = (p 11 , . . . , p nn ) : gl(n, C) → C n(n+1)/2 . This map is known as the Gelfand-Zeitlin map [8, 15] , and we shall refer to the action of A as the Gelfand-Zeitlin action. A beautiful "symplectic" fact [9] about this map is that, on a Zariski open subset of a regular adjoint orbit, the Hamiltonians p 11 , . . . , p n−1,n−1 and the orbits of A provide the "angle-action coordinates", i.e. Darboux coordinates. We remark that, in the case of adjoint orbits of U (n), an analogous description goes back to Guillemin and Sternberg [12] .
We have found the Gelfand-Zeitlin group and its action, as described above, quite mysterious and the purpose of this article is to give it some other, more geometric interpretations.
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First of all, an analogue of the Gelfand-Zeitlin action exists on any (complex) symplectic or Poisson manifold M with an Hamiltonian action of GL(n, C). The action is defined in the same way, i.e. via (1.2) , where now B is replaced by the moment µ(p) at every point p of M . The simplest way to see that this gives an action of the abelian C n(n+1)/2 (without using the commutativity of the action on gl(n, C) * ) is to observe that M is isomorphic to a symplectic quotient of M × n i=1 T * GL(i, C). The Gelfand-Zeitlin action on M is then the residual action of a group C n(n+1)/2 = n i=1 C i with each factor acting only on the corresponding factor of n i=1 T * GL(i, C). We then turn to study the Gelfand-Zeitlin action on the symplectic manifold (1.3) V n = {(B, b) ∈ gl(n, C) × C n ; b is a cyclic vector for B} GL(n, C) × C n .
On this manifold, unlike on gl(n, C) * , we have the effective action of the full C n(n+1)/2 , i.e. the vector fields corresponding to p n1 , . . . , p nn are nontrivial and give rise to an action of a group C n C n . Furthermore, the symplectic quotients of V n by C n are precisely the regular adjoint orbits. Many properties of the Gelfand-Zeitlin action on V n , and, hence, on regular adjoint orbits, become more transparent thanks to the following result: Theorem 1. There exists a canonical symplectomorphism, equivariant with respect to the Gelfand-Zeitlin action, between V n and the space R n of based rational maps of degree (1, . . . , n) from P 1 to the manifold of full flags in C n+1 .
To explain what "equivariant" means here, we have to describe an Hamiltonian action of C n(n+1)/2 on R n . Any such a rational map has a canonically defined polar part, consisting of n monic polynomials q i (z) with deg q i = i. The coefficients of these polynomials provide a family of commuting Hamiltonians, the flows of which define an action of a group A C n(n+1)/2 . Our results in the first part of the paper show that the action of A on R n , and similar actions on other spaces of rational maps, are much more transparent than the Gelfand-Zeitlin action on V n or on gl(n, C). In particular, the action respects the natural stratification of spaces of rational maps and, hence, it can be locally decomposed into actions of lower-dimensional groups. We then reinterpret and improve some of the results of Kostant and Wallach using the above theorem.
We give a similar interpretation of the Poisson structure and the Gelfand-Zeitlin action on T * GL(n, C) in terms of rational maps to the manifold of full flags in C 2n . We also observe that the Poisson structure of the full gl(n, C) (and not only of its regular part) is isomorphic to a certain space of rational maps into the manifold of half-full flags in C 2n . This isomorphism is again equivariant with respect to the Gelfand-Zeitlin action.
The logical development dictated that the first part of the paper deals only with spaces of rational maps. We recommend, however, that an interested reader reads Section 5 first, and perhaps continues reading Part 2, dipping into Part 1 when necessary.
We finish this introduction with two bibliographical comments. Firstly, a relation between Gelfand-Zeitlin actions and spaces of rational maps has been observed in [11] . The symplectic structure on R n discussed there is different from ours (in particular, it is not the symplectic structure arising from the monopole moduli spaces) and the existence of an isomorphism is established only on the Zariski open subset, where the Gelfand-Zeitlin action is free. 
Rational maps into full flag manifolds
For a detailed discussion of the spaces of rational maps into flag manifolds see [18, 5] and, for a somewhat different point of view, [14] .
Let {e 1 , . . . , e n+1 } be a linear basis of C n+1 . Consider the following standard flag of subspaces of C n+1 :
which we call the standard flag, and the anti-standard flag:
. . , e n−i+2 . Let B + ≤ GL(n+1, C) denote the stabiliser of the standard flag, i.e. the subgroup of upper-triangular matrices and denote by F (n) the homogeneous manifold GL(n + 1, C)/B + , i.e. the manifold of full flags. Denote by B − the subgroup of lowertriangular matrices and by N + , N − the respective unipotent subgroups. The group N − acts on F (n) and its orbits are known as the Bruhat cells. The open cell coincides with N − itself and the remaining ones are in 1-1 correspondence with elements of the symmetric group S n+1 . In particular, the codimension one cells X 1 , . . . , X n correspond to simple negative root spaces and the Poincaré duals of the homology classes of their closures freely generate H 2 F (n), Z . We view F (n) as a compactification of N − , and write Z = F (n) − N − for the "infinity", i.e. the complement of the open cell.
We are interested in rational (i.e. holomorphic) maps f : P 1 → F (n). A topological invariant of such a map is its degree k = (k 1 , . . . , k n ), where k i is the intersection number of f P 1 with X i . We base our rational maps by requiring that their value at ∞ is the anti-standard flag, i.e. f (∞) = (E − i ). We denote by Rat F (n) the space of based rational maps and by Rat k F (n) its subspace of maps of degree k. It is well-known that Rat k F (n) is a complex manifold of dimension 2(k 1 + · · · + k n ). To describe its structure, we shall recall now the idea of Segal and Gravesen that a based rational map f is determined by the location of its poles (i.e. points in P 1 mapping to the "infinity" Z) and its local principal part at every pole.
2.1. Poles and principal parts. Let f ∈ Rat k F (n) and let z i 1 , . . . , z i ki ∈ P 1 be the points which map to X i . Thus, an f ∈ Rat k F (n) defines n polynomials:
Observe that, because of the basing condition, none of the z i j is ∞, and, hence, each q i has degree k i . Thus, associating to a rational map its polar divisor (or, equivalently, the coefficients of the q i (z), i = 1, . . . , n), gives the pole location map
Let us classify the poles of f :
Definition 2.1. Let f : P 1 → F (n) be a rational map and let r = (r 1 , . . . , r n ) be a sequence of nonnegative integers. We say that a point z ∈ P 1 is a pole of type r of f , if f P 1 meets each X i with multiplicity r i at f (z).
We now recall, after [5] , the concept of local principal parts, due to Gravesen [13] . Let M denote the corresponding sheaf of germs of meromorphic maps into N − , i.e. the sheaf corresponding to the presheaf M(U ) = O U, F (n) − O U, Z , and let O(N − ) be the sheaf of germs of holomorphic maps into N − . The action of N − on F (n) induces a free action of O(N − ) on M, which leaves fixed the location and the order of poles. The quotient sheaf PP = M/O(N − ) is called the sheaf of principal parts. A based rational map to F (n) can be viewed as a global section of PP [13, 5] . It is then clear that such a map f is determined by its poles and nontrivial elements, called local principal parts, of the stalks PP zi at each pole z i . These stalks depend only on the type of a pole and not on its location. Thus, for an r = (r 1 , . . . , r n ), we denote by LPP r the stalk of PP at a pole of type r. We can also describe LPP r (somewhat tautologically) as follows: 
To see this, observe that any rational map f : P 1 → GL(n + 1, C)/B + induces a rational mapf : P 1 → GL(n + 1, C)/P for any parabolic subgroup P ⊃ B + . If f has multi-degree (0, . . . , k, . . . , 0), with the nonzero entry in place i, then we can choose P so that X i maps to a point in GL(n + 1, C)/P and P/B P 1 . Then f has multi-degree 0 and, hence, it is constant. Consequently f can be identified with the map to the fibre P/B.
(2.4) implies that a rational map f ∈ Rat k F (n) , every pole of which has pure type, i.e. f does not meet codimension two Bruhat cells, is given by a collection (2.5)
of rational functions of degrees k 1 , . . . , k n (the notation here agrees with (2.1)). We shall also need to know the local principal parts and spaces of rational maps for two nonzero degrees:
where, in the case j = i + 1, the poles z i , z i+1 are related to (Y, p, u, w) ∈ C × C * × C 2 by:
Proof. This is essentially given in Example 3.12 in [5] . Alternatively, one can use Hurtubise's identification, recalled in the Appendix, of Rat k F (n) with a moduli space of solutions to Nahm's equations. In particular, it follows easily from Theorem A.2 (see also Proposition 4.5), that Rat (1, 1) is the symplectic quotient of V = (C × C * ) 2 × C 2 with the obvious symplectic structure by C * , where t ∈ C * acts by
The second equation in (2.6) is then the moment map equation for this action, and the quotient can be identified with C × C * × C 2 .
2.2. Stratification. The key advantage of the "poles-and-principal-parts" point of view is their additivity. That is, if f, g ∈ Rat F (n) have no poles in common, then viewing f and g as configurations of principal parts, their union f ∪ g is also a configuration of principal parts, giving an element of Rat F (n) . More precisely, the poles of f ∪ g are the poles of f and the poles of g, and the local principal part of f ∪ g at any pole is the corresponding local principal part of f or of g. Thus, as in (2.5), we can consider subsets of Rat k F (n) , where rational maps decompose into "sums" (i.e. unions in the above description) of rational maps of fixed lower degrees. This leads to the following stratification of Rat k F (n) (cf. section 6 in [5] ):
Let m = m 1 , . . . , m r be a collection of multi-indices satisfying
Definition 2.4. [5] We denote by R m the subset of all elements of Rat k F (n) that have r poles at distinct points z 1 , . . . , z r ∈ C such that the type of the pole at z i is m i .
Denote by S We now adopt the following definitions.
Definition 2.5. For the collections of multi-indices m = m 1 , . . . , m r one has the addition map of divisors (2.10) t : 
denote the coordinate-wise pole location map and let
In other words, (f 1 , . . . , f r ) ∈ R(m) if no poles of f i coincide with any poles of f j , when i = j.
The "partial addition" map, defined at the beginning of subsection, gives a map (2.13)
We observe that the stratum R m is contained in the image of T .
The following fact is rather straightforward:
Proposition 2.6. The following diagram commutes:
(2.14)
Moreover, any section of t over a subset U of S |k| (C) lifts uniquely to a section of
2.3. Symplectic structure. Hurtubise [14] has given a biholomorphism between Rat k F (n) and the moduli space of SU (n + 1)-monopoles with maximal symmetry breaking and charges (k 1 , . . . , k n ). Since the latter space is naturally a hyperkähler manifold, one obtains a canonical (holomorphic) symplectic structure on Rat k F (n) . We recall first this structure in the case n = 1, i.e. on Rat k (P 1 ). We can parameterise Rat k (P 1 ) by rational functions p(z)/q(z) of degree k, where q is monic and p has degree smaller than k. On the open dense subset, where the zeros z 1 , . . . , z k of q are distinct, the symplectic structure on Rat k (P 1 ) can be written as (cf. [1] ):
For a general n, the symplectic structure on Rat k F (n) arising from monopoles has been computed by the first author in his thesis [2] . We denote by Rat k F (n) p the open dense subset of Rat k F (n) , consisting of those f having all poles of pure type, i.e. those f , which can be given by (2.5), and by Rat k F (n)
• the open stratum of Rat k F (n) , the subset where all poles have multiplicity 1. We have canonical embeddings
Rat ki P 1 .
The symplectic form on Rat k F (n)
• turns out to be simply the pullback of the product symplectic structure on
Rat ki P 1 under the map (2.16), i.e.:
where z j i are the poles. Let us show directly, without monopoles, that this ω extends to the whole Rat k F (n) .
Proposition 2.7. The form ω, given by (2.17), extends to a globally defined holomorphic symplectic form on Rat k F (n) .
Proof. The form ω is defined on the complement of the codimension one variety consisting of rational maps with multiple poles. We claim that it extends to the complement Rat k F (n) − V of the codimension two variety consisting of maps with triple or higher order poles. Let f ∈ Rat k F (n) − V and suppose that z is a double pole of f . Then, we have two possibilities for the type, in the sense of Definition 2.1: r = (r 1 , . . . , r n ) of z: (1) r i = 2 and r j = 0 for j = i, or (2) r i = 1, r j = 1, and r m = 0 for m = i, j. In the first case, a neighbourhood of f can be identified with an open subset in m Rat km P 1 and, hence, ω is defined at f , since it is defined everywhere on m Rat km P 1 . In case (2), a neighbourhood of f can be identified with an open subset in
Proposition 2.3 implies that the symplectic form (2.17) on Rat 1,1 F (2)
• extends to Rat 1,1 F (2) and, hence, we have found an extension to a neighbourhood of f . Thus ω defines a holomorphic map on the complement of a codimension two subvariety in Λ 2 T Rat k F (n) and therefore extends to all of Λ 2 T Rat k F (n) by Hartogs' theorem. The extension is bilinear and closed by continuity. It is also nondegenerate on a complement of a codimension two subvariety, hence non-degenerate everywhere.
We finish the section by observing that the definition of ω implies that the map T of (2.13) intertwines the relevant symplectic structures: 
c ij z ki−j , and c = (c 11 , . . . , c nkn ).
Thus, f → c is a mapping from Rat k F (n) to C |k| . It is nothing other than the pole location map (2.2), after identifying S |k| (C) with C |k| . We now consider the flows of Hamiltonian vector fields corresponding to various c ij :
Proposition 3.1. The Hamiltonian vector field corresponding to a c ij , i = 1, . . . , n, j = 1, . . . , k i , is globally integrable defining an action of C on Rat k F (n) . This action stabilises any fiber of the map c ij :
Proof. As in the proof of Proposition 2.7, we can show that this is true on the Zariski open subset U of Rat k F (n) , where rational maps have at most double poles. Thus, for a c ij , we obtain a holomorphic map λ : C × U → Rat k F (n) , given by integrating the Hamiltonian vector field corresponding to c ij . Since U is the complement of a codimension two subvariety, the map λ extends to all of C × Rat k F (n) . The second part of the statement is obvious.
Since various c ij Poisson-commute, the flows corresponding to all of them define an abelian subgroup A k of the group of symplectomorphisms of Rat k F (n) . Of course, A k C |k| . We shall now study the orbits of A k .
3.1. Orbits and stratification. We observe that on Rat k F (n)
• (and only there), the orbits of A k are isomorphic to C * |k| and, for a point of Rat k F (n)
• , its A korbit coincides with the fibre of the pole location map (2.2). In general, any fibre Π −1 (c) is stabilised by the group A k , but it is no longer a single orbit. We shall make use of the following observation: Proposition 3.2. The map T of (2.13) maps any orbit of r i=1 A m i biholomorphically to an orbit of A k .
Proof. This follows from the commutativity of diagram (2.14) and from Proposition 2.8. 
2). Then the
, where this time Π denotes the coordinate-wise projection (2.11).
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Thus, to study orbits of A k , we only need to know orbits of rational maps with a single pole located at 0.
Strongly regular points
By analogy with [15] , we adopt the following definition: Definition 4.1. A point f of Rat k F (n) is said to be strongly regular, if its A k -orbit has maximal dimension (= |k|), i.e. the isotropy group of f is discrete.
According to Proposition 3.3, we only need to study orbits of rational maps with a single pole located at 0. We shall now describe the structure of the set of strongly regular rational maps of this form.
. . , n, and let Π : Rat k F (n) → C |k| be the pole location map (2.2). The set of strongly regular points in Π −1 (0) consists of 2 n−1 orbits, each of which is isomorphic to
To remove the restriction k i ≥ 1, i = 1, . . . , n, we observe that, if some
where
Thus, the number of strongly regular orbits in an arbitrary Π −1 (0) is 2 t , where t = #{j; k j = 0, k j+1 = 0}. Combining this and Proposition 3.3, we obtain a description of the strongly regular part of any fibre Π −1 (c):
Let c ∈ C |k| and suppose that the associated polynomials q 1 (z), . . . , q n (z), given by (3.1), have r distinct zeros z 1 , . . . , z r . For every i = 1, . . . , r, let
To prove Theorem 4.2, we need first another description of Rat k F (n) .
From the Appendix, we can infer a description of Rat k F (n) as a symplectic quotient of
. This is given in Proposition A.1 and Theorem A.2, and we describe now the end result. The key role is played by the following generalised companion matrices:
We consider the following data: to every i = 1, . . . , n, we associate a pair B − i , B + i of k i × k i matrices and a g i ∈ GL(k i , C) so that the following conditions are satisfied:
To describe the action of an h i ∈ GL(m i , C), consider also such an h i as the following element of GL(max{k i , k i+1 }, C):
. The action is trivial on the remaining pieces of data. The results described in the Appendix can be now restated as follows:
In particular, given Proposition 2.2,
Proof of Theorem 4.2. We now consider the action of A k in the above description. Let p(z) = ki j=1 λ j z j be a polynomial with null constant term, and consider the Hamiltonian tr p B − i . The formula (4.5) implies that the corresponding Hamiltonian vector field is the right-invariant vector field induced by dp dz B
and, hence, the element (λ 1 , . . . , λ ki ) ∈ C ki acts by
and it leaves unchanged every other piece of data. We now represent λ ∈ A k C |k| by the coefficients of n polynomials p i (z) = ki j=1 λ ij z j , so that the action of λ is given by integrating the Hamiltonian vector field corresponding to
Thus, the action of λ on a rational map represented by
is given by (4.6), and λ belongs to the isotropy subgroup at F if and only if there is an element h = (h 1 , . . . , h n ) of the group G k given by (4.2) such that
exp dp i dz B
− i
for every i = 1, . . . , n, where h 0 = 1. This gives a description of the orbits of A k .
We observe that (4.6) implies:
To prove Theorem 4.2, we only need to consider rational maps with a single pole located at 0. Because of this and the last lemma, we can assume that all B We now use the action of G k , given by (4.2), to make B ± i of a the following form:
is of the form (4.9).
•
is of the form (4.1) with X being (4.9). Since, in the formula (4.1), we have
where the subscript adj denotes the classical adjoint matrix, we get, given that det(z −B) = z k and det(z −X) = z m , that e 1 = · · · = e k−m = 0 and f (z −X) adj g = 0. The second condition implies, in particular, that Proof. Observe that, since we assume that, for every i = 1, . . . , n − 1, either B
is of the form (4.9), we can conclude that there exists a non-trivial h i ∈ GL(min{k i , k i+1 }, C) satisfying (4.7) if and only if σ F (i) = 0. Thus, if σ F does not take value 0, then F is strongly regular, and the formula (4.6) implies that its orbit is of the stated form. We now show that, if σ F (i) = 0, then F is not strongly regular. Since σ F (i) = 0, any element h i ∈ GL(min{k i , k i+1 }, C) of the form 
.
Then the element (1, . . . , 1, h i , 1, . . . , 1) of G satisfies (4.7) and (4.8), and we get a continuous subgroup of the isotropy group. F cannot be strongly regular. We now show that for any choice of a map σ : {1, . . . , n − 1} → {−1, 1}, all F with σ F = σ belong to a single A k -orbit. We observe that the action of A k leaves invariant the map σ F . This follows from (4.6) and our chosen form of each B − i . Therefore, rational maps with different σ F belong to different A k -orbits. We also observe, that, for i = 1, . . . , n − 1, if a m = 0 (resp. b 1 = 0), then there is a unique h i centralising the matrix 4.9, such that ah It remains to prove that any σ : {1, . . . , n − 1} → {−1, 1} is realised as σ F for a strongly regular F ∈ Π −1 (0). In the previous paragraph, we showed that for any σ : {1, . . . , n − 1} → {−1, 1}, there is a canonical form of the B ± i , which are either (4.9) or the matrix E. Since E is conjugate to (4.9), we get elements g i ∈ GL(k i , C) such that g i B 
Gelfand-Zeitlin actions on manifolds
As mentioned in the introduction, an analogue of a Gelfand-Zeitlin action exists on any symplectic manifold with an Hamiltonian GL(n, C)-action. We shall explain this now, beginning with the symplectic structure of T * GL(n, C).
5.1.
The symplectic structure of T * G. Let G be a real or complex semisimple Lie group with Lie algebra g. Its cotangent bundle T * G can be trivialised using right-invariant differential forms. We can further identify g * g using the Killing form and so we obtain an isomorphism T * G G × g. We consider the canonical symplectic form ω of T * G in this trivialisation. At a point (g, B) ∈ G × g, ω is given by
where ρ,ρ are right-invariant vector fields on G, b,b are translation-invariant vector fields on g and tr XY denotes Killing form on g. The symplectic structure is invariant under both left and right action by G on T * G. In the chosen trivialisation T * G G × g, the actions are given by
and the corresponding moment maps are
Remark 5.1. In the category of Hamiltonian G-spaces, T * G acts as an identity for the symplectic quotient, i.e. if M is an Hamiltonian G-space, then the symplectic quotient of M ×T * G by the diagonal G (with the right action on T * G) is canonically isomorphic to M .
We need to consider one more subgroup of symplectomorphisms of T * G: the group S obtained by integrating Hamiltonian vector fields corresponding to G × Ginvariant functions. Any G × G-invariant function on T * G is given by a unique G-invariant function on g only, and can be identified with a W -invariant function on a Cartan subalgebra h. Proof. This is a simple calculation using (5.1).
Thus, C m C m is abelian and its action commutes with left and right actions of GL(m, C) on T * GL(m, C).
5.2.
The Gelfand-Zeitlin action on GL(n, C)-manifolds. All manifolds, discussed here, are complex and all symplectic structures, group actions, etc. are holomorphic. All symplectic quotients are taken at the zero-level of relevant moment maps.
Proposition 5.3. Let M be a symplectic manifold with an Hamiltonian GL(n, C)-action. Then M is isomorphic, as a symplectic manifold, to the symplectic quotient of
where each GL(i, C), i < n, acts on the right of T * GL(i, C) and on the left on T * GL(i + 1, C) as the group of upper-left i × i-minors. The group GL(n, C) acts in a given way on M and on the right of T * GL(n, C).
Proof. This follows by induction from Remark 5.1.
Remark 5.4. It also follows from Remark 5.1 that T * GL(n, C) and the group GL(n, C) can be omitted in (5.4).
We now observe that on n i=1 T * GL(i, C) we have the Hamiltonian action of abelian group A = n i=1 C i and, since A commutes with n i=1 GL(i, C), we obtain a Hamiltonian action of A on M . We identify this action as follows: Proof. We view M as in (5.4), i.e. as a symplectic quotient of M × n j=1 T * GL(j, C). We write elements of T * GL(j, C) as (g j , B j ) in the right trivialisation. The moment map equations are
Taking the quotient corresponds now to acting by the element g . Thus, the quotient is identified with the set of points p, (B n , 1), . . . , (B 1 , 1) ∈ M × n j=1 T * GL(j, C) satisfying:
Hence, tr µ(p) (m) i = tr(B m ) i and the latter is the Hamiltonian for a mi acting on T * GL(m, C). Since this Hamiltonian is invariant under the group H, it descends to the symplectic quotient, which proves the statement.
We conclude Corollary 5.6. Let M be a (complex) symplectic manifold with an Hamiltonian GL(n, C)-action, and let µ : M → gl(n, C) be the moment map. For a point p ∈ M , denote by B mi (p) the element µ(p) (m) i−1 of the algebra gl(n, C), m ≤ n, i ≤ m.
Then the actions of C on M z.p = e zBmi(p) .p commute for various m and i and induce an action of C n(n+1)/2 on M .
For obvious reasons we call this action on M the Gelfand-Zeitlin action. We can, in particular, take M = T * GL(n, C) with the left action. The last proposition and the commutativity of the action of A and GL(n, C) give immediately Corollary 5.7. The action of A on T * GL(n, C) descends to the Poisson quotient of T * GL(n, C) by the right GL(n, C), i.e. to gl(n, C) * and coincides there with the usual Gelfand-Zeitlin action.
Remark 5.8. Corollary 5.6 remains valid for any holomorphic Poisson manifold M equipped with a complete Poisson map µ : M → gl(n, C) * . Indeed, the GelfandZeitlin action is defined in the same way, and the commutativity of various Hamiltonians follows from applying Corollary 5.6 to the symplectic leaves of M . Alternatively, once we have the commutativity for the action on gl(n, C) * , the commutativity on M follows.
6. The symplectic manifold GL(n, C) × C n 6.1. The symplectic structure. We consider now the manifold defined by (1.3) , i.e.
It is the set of stable points of the action GL(n, C) on gl(n, C) × C n given by
V n is biholomorphic to GL(n, C) × C n via the map
and it is in this guise that the symplectic structure of V n is easiest seen. One has the obvious isomorphism between GL(n, C) × C n and GL(n, C) × S, where S is the set of companion matrices, i.e. matrices of the form
Now, the set GL(n, C)×S can be realised (see, e.g., [3] ) as the symplectic quotient of T * GL(n, C) by the left action (5.2) 
The symplectic form of V n is therefore given, at a point (g, C) ∈ GL(n, C) × S, by the formula (5.1). It is invariant under the right action of GL(n, C) on itself, and the moment map, from (5.3), is:
In the original description (6.1) of V n , the moment map is
We finish this section by remarking that V n has a geometric interpretation [7] as the space of full rational maps P 1 → P n of degree n. Here "full" means that the image of the rational map is not contained in any hyperplane. We shall not, however, make any use of this fact.
6.2. The Gelfand-Zeitlin action. We can apply Corollary 5.6 to V n , with its GL(n, C) action and the moment map (6.5), to obtain: Proposition 6.1. The n(n + 1)/2 functions
where B (m) denotes the upper-left m × m-minor of B, are Poisson-commuting on V n and their Hamiltonian vector fields are globally integrable defining a symplectic action of a group A C n(n+1)/2 on V n . 2
To compare the action of A with the action on spaces of rational maps, we need to replace the µ mi with the coefficients of the characteristic polynomial of B (m) , i.e. replace the power-sum symmetric polynomials in eigenvalues with the elementary symmetric polynomials. Thus, we define e mi : V n → C via:
e mi z i−1 , m = 1, . . . , n.
We observe that the subgroup C n C n of A, given by integrating the flows corresponding to e n1 , . . . , e nn , has, as the moment map, the characteristic polynomial of B, and therefore the symplectic quotients of V n by C n are the regular adjoint orbits of GL(n, C).
The action of A has the following geometric interpretation, already stated as Theorem 1 of the introduction. Recall the definition of the group A k and the maps c ij from Section 3.
Theorem 6.2. There exists a canonical symplectomorphism Φ : V n → R n , where R n = Rat (1,...,n) F (n) is the space of based rational maps of degree (1, . . . , n) from P 1 to the manifold of full flags in C n+1 . Moreover, Φ is equivariant for the actions of A on V n and A (1,...,n) on R n and it intertwines the relevant moment maps, i.e. Φ * c mi = e mi for every m ≤ n and i ≤ m.
Proof. The discussion in Section 5.2 shows that the Gelfand-Zeitlin action on V n arises from identification of V n with the symplectic quotient of
GL(i, C) (as observed in Remark 5.4, the factor T * GL(n, C) can be omitted). This (complex) symplectic quotient coincides, given (A.8) and (A.9), with the symplectic quotient described in Corollary A.5 of the Appendix. Thus, we obtain a symplectomorphism Φ between V n and R n . Since the groups A and A (1,...,n) are defined by integrating Hamiltonian vector fields corresponding to c mi and µ mi , it is enough to show that Φ * c mi = e mi for every (m, i). This follows, however, from the above discussion and the formula (A.10).
We are going to give two applications of this theorem. For the first one, we recall that Kostant and Wallach introduced in [15] the concept of strongly regular matrices, i.e. matrices with discrete stabiliser for the Gelfand-Zeitlin action. Theorem 3.14 in [15] describes the Gelfand-Zeitlin orbit of a strongly regular matrix and agrees with our Corollary 4.3. However, we can now strengthen results of [15] to determine the number of strongly regular orbits with prescribed spectral data:
n(n+1) and let M c (n) be the set of all n × n complex matrices B such that the characteristic polynomial of the m × m upper-left minor of B has c m1 , . . . , c mm as coefficients, i.e.
Suppose that the polynomials χ 1 , . . . , χ n have r distinct roots z 1 , . . . , z r and set
Proof. First of all, since we are interested only in strongly regular, hence regular matrices, we can restrict ourselves to the subset M reg c (n) ⊂ M c (n) consisting of regular matrices. This subset is the quotient of Π −1 (c) ⊂ Rat (1,...,n) F (n) by the subgroup generated by the Hamiltonians c n1 , . . . , c nn . More generally, for any
by the subgroup generated by the Hamiltonians d n1 , . . . , d nkn . Now, observe that the decomposition of the action, given in Proposition 3.3 commutes with taking these quotients. Therefore, we need only to know the number of orbits of maximal dimension in M reg 0 (k), for any k. Proposition 4.7 implies that this number is the same as the number of orbits of maximal dimension in Π −1 (0). Thus, the number of orbits of maximal dimension in M c (n) is the one given in Corollary 4.3.
The second application of Theorem 6.2 is the observation, that the constructions and results of [16] have a very natural interpretation, given the isomorphism Φ. Kostant and Wallach consider the subset M Ω (n) of n × n matrices such that the polynomials (6.7) have all roots distinct, i.e. all the eigenvalues of all main minors are distinct. They consider then a covering M Ω (n, e) of M Ω (n), the group of deck transformations of which is the direct product of symmetric groups S m , m = 1, . . . , n. They show that the roots r l of the polynomials (6.7) form a maximal commutative subalgebra of O M Ω (n, e) for the lifted Poisson structure. Kostant and Wallach construct then dual coordinates s l (also commuting) and show that (6.8) [r l , s k ] = δ lk s k .
We find that this picture becomes very clear under the diffeomorphism Φ of Theorem 6.2. The subset M Ω (n) coincides now with the subset p n ≡ 1 of the open stratum Rat k F (n)
• described at the beginning of section 2. 7. Gelfand-Zeitlin actions on T * GL(n, C)
As discussed in section 5, T * GL(n, C) is a symplectic manifold with two, left and right, actions of GL(n, C). Since these actions commute, Corollary 5.6 gives an action of two commuting copies of C n(n+1)/2 on T * GL(n, C). These are induced by integrating Hamiltonian vector fields corresponding to upper-left minors of the moment maps for the left and right actions, i.e., according to (5.3) , to the minors of B and −g −1 Bg, where (g, B) ∈ GL(n, C) × gl(n, C) T * GL(n, C). In particular, the actions induced by the characteristic polynomials of the full matrices B and −g −1 Bg coincide, and, hence, the group acting effectively on T * GL(n, C) isÃ
Remark 7.1. The Hamiltonians forÃ are considered in [10] , in the case of T * GL(n, R), as a maximal commutative subalgebra of the Poisson algebra of functions on T * GL(n, R).
We can now identify the action ofÃ on T * GL(n, C) with an action of the group A k (see section 3) on the appropriate space of rational maps: Theorem 7.2. There exists a canonical symplectomorphism Ψ : T * GL(n, C) → R 2n−1 , whereR 2n−1 = Rat (1,...,n,...,1) F (2n − 1) is the space of based rational maps of degree (1, 2, . . . , n − 1, n, n − 1, . . . , 2, 1) from P 1 to the manifold of full flags in C 2n . Moreover, Ψ is equivariant for the actions ofÃ on T * GL(n, C) and A k , k = (1, 2, . . . , n − 1, n, n − 1, . . . , 2, 1), onR 2n−1 and it intertwines the relevant moment maps, i.e. Ψ * c mi = e mi for every m ≤ 2n − 1 and i ≤ min{m, 2n − m}.
Proof. It is the same proof as for Theorem 6.2, using Corollary A.6 instead of Corollary A.5.
While the groupÃ is a maximal commutative subgroup of the group of algebraic symplectomorphisms of T * GL(n, C), Corollary 5.7 implies that for some purposes it would be better to describe the action of A corresponding only to the left action of GL(n, C) on T * GL(n, C). It turns out, as we now explain, that there is a symplectomorphism, equivariant with respect to A×GL(n, C), between T * GL(n, C) and a space of rational maps into the manifold of half-full flags in C 2n . To see this, informally at first, consider T * GL(n, C) as a symplectic quotient of
According to the discussion in the Appendix, in particular (A.8) and (A.9), this space is equivariantly isomorphic to the moduli space of solutions to the Lax equation A.1 on the union of n adjoining intervals, with solutions α i (t), β i (t) on the i-th interval being gl(i, C)-valued and such that, for i < n, α
) . There are no poles at t n+1 this time. Comparing this with Proposition A.6, we see that this corresponds to collapsing the union of the remaining intervals [t n+i , t n+i+1 ] to the point t n+1 . According to Remark A.3, this corresponds to replacing the adjoint U (2n)-orbit of √ −1(t 1 , . . . , t 2n ) with the orbit of √ −1(t 1 , . . . , t n+1 , t n+1 , . . . , t n+1 ), i.e. with the manifold GL(2n, C)/P of flags of type
* GL(n, C) should be A × GL(n, C)-equivariantly isomorphic to a subset of based rational maps to GL(2n, C)/P of degree (1, . . . , n). We shall now prove this and identify the relevant subset.
First of all, we now think, as in [14] , of rational maps as flags of subbundles of a trivial bundle on P 1 . Thus, a based rational map of degree (k 1 , . . . , k m ) into F (m) corresponds to a flag
and (E i ) coincides with the anti-standard flag at infinity.
Similarly, a based rational map of degree (l 1 , . . . , l n ) into the manifold GL(2n, C)/P of half-full flags corresponds to a flag
and (E i ) coincides with the first half of the anti-standard flag at infinity. This space of rational maps into GL(2n, C)/P has a natural stratification (cf. [19] ) according to the splitting of the rank n vector bundle O 2n /E n :
Let us denote this stratum by Rat l;m GL(2n, C)/P . We observe that the natural projection π : F (2n − 1) → GL(2n, C)/P induces a holomorphic map
. In general, this map is not surjective. We have, however:
Then the map (7.1) is a biholomorphism.
Proof. We construct an inverse of π * . Let f ∈ Rat l;m GL(2n, C)/P correspond to a flag E 1 ⊂ · · · ⊂ E n ⊂ O 2n as above. We wish to extend this flag to a full flag of subbundles, coinciding with the anti-standard flag at infinity.
2n /E n is identified with the subspace of C 2n spanned by e 1 , . . . , e n (see the beginning of Section 2). The bundle O(m) n also has a canonical trivialisation at infinity. Since GL(n, C) acts on the set of isomorphisms
n , there is a unique φ, which is the identity at infinity. We now set E n+i = p
n is spanned by the last i vectors of the basis and p : O 2n → O 2n /E n is the projection. Then (E 1 , . . . , E 2n−1 ) is an element of Rat k F (2n − 1) and we obtained the inverse map.
This proposition applies to T * GL(n, C), since we have k n+i − k n+i+1 = 1, i = 0, . . . , n − 1. In this case, however, we have a different characterisation of the relevant rational maps. We adopt the following definition (cf. [7] ): Definition 7.4. A rational map f : P 1 → G/P , where G is reductive and P is parabolic, is said to be full if the image of f is not contained in any G /P , for proper subgroups G ≤ G and P ≤ P ∩ G (G -reductive, P -parabolic G ).
Lemma 7.5. The stratum Rat (1,...,n);(1,...,1) GL(2n, C)/P of rational maps into the manifold of half-full flags in C 2n coincides with the set of full rational maps of degree (1, . . . , n)
O(m i ), then each m i is nonnegative, and, since n i=1 m i = n, we have that either f ∈ Rat (1,...,n);(1,...,1) GL(2n, C)/P or one of the m i , say m n , is equal to zero. In the first case, f is full by Proposition 7.3. In the second case, let F = p
and (E 1 , . . . , E n ) is a flag of subspaces of F . Therefore f cannot be full.
We now recall from remarks made after Theorem 7.2 that the map (7.1) for T * GL(n, C) agrees with the map defined in terms of Nahm equations by restricting a solution, defined on the 2n − 1 intervals, to the first n intervals. In particular, we obtain a symplectic structure on R = Rat (1,...,n);(1,...,1) GL(2n, C)/P and an action of A C n(n+1)/2 on R, given by the polar part of a rational map, as in Section 3. We conclude: Theorem 7.6. There exists a canonical A × GL(n, C)-equivariant symplectomorphism, preserving the relevant moment maps, between T * GL(n, C) and the space FRat (1,...,n) GL(2n, C)/P of full rational maps of degree (1, . . . , n) into the manifold of half-full flags in C 2n . 2
Appendix A. Lax equation and rational maps
A theorem of Hurtubise [14] identifies spaces of rational maps into full flag manifolds with certain moduli spaces of solutions to Nahm's equations. In this appendix we state this result in a form needed to prove Theorems 6.2 and 7.2.
A.1. Lax equation. Nahm's equations are certain gauge-invariant u(n)-valued ODE's, moduli spaces of which carry a natural hyperkähler structure. Since we are interested only in the complex-symplectic structure, and not the metric, we shall only discuss the complex part of Nahm's equations. This takes the form of the Lax equation:
where α(t), β(t) are gl(n, C)-valued functions on an interval. The space of solutions is acted upon by the gauge group G of GL(n, C)-valued functions g(t):
By imposing boundary conditions, we define certain moduli spaces of gl(n)-valued solutions F n (m, r; a, b), which are building blocks for other, more complicated, moduli spaces. Here m, r are nonnegative integers less than or equal to n and a < b are real numbers. In what follows, the standard irreducible k-dimensional representation of sl(2, C) ris the one which maps the generators −1/2 0 0 1/2 , 0 0 1 0 to the following pair of k × k matrices:
• Solutions in F n (m, r; a, b) are defined on (a, b).
• The m×m (resp. r×r) upper-left minors of a solution (α, β) in F n (m, r; a, b) are analytic at t = a (resp. at t = b), while the (n − m) × (n − m) (resp. (n − r) × (n − r) lower-right minors have simple poles with residues defining the standard (n − m)-dimensional (resp. (n − r)-dimensional) irreducible representation of sl(2, C). The off-diagonal blocks are of the form
• The gauge group for F n (m, r; a, b) consists of gauge transformations g with g(a) = g(b) = 1, such that the derivatives of the off-diagonal blocks behave at a and b as above.
The moduli space F n (m, r; a, b) is a smooth complex manifold [3] and it has a natural holomorphic symplectic structure given by:
Moreover, F n (m, r; a, b) admits a tri-Hamiltonian action of GL(m, C) × GL(r, C), given by gauge transformations g, m × m (resp. r × r) upper-left minor of which takes arbitrary values at t = a (resp. t = b). Both GL(m, C) and GL(r, C) act freely. The moment map for the action of GL(m, C) is β(a) (m) , where the subscript (m) denotes the m × m upper-left minor. Similarly, the moment map for GL(r, C) is −β(b) (r) .
A.2. The structure of F n (m, r; a, b). It is easy [14, 4] to identify the complex symplectic structure of F n (m, n; a, b) and F n (n, r; a, b), i.e. moduli spaces, which have poles only at one end of the interval. We discuss briefly F n (m, n; 0, b). Suppose first that m < n. Let e 1 , . . . , e n denote the standard basis of C n . There is a unique solution w 1 of the equation
Setting w i (t) = β i−1 (t)w 1 (t), we obtain a solution to (A.5) with
In addition there are solutions u 1 , . . . , u m to (A.5), last n − m components of which vanish to order (n − m + 1)/2, and which are linearly independent at t = 0. The complex gauge transformation g(t) with g −1 = (u 1 , . . . , u m , w 1 , . . . , w n−m ) makes α identically zero and sends β(t) to the constant matrix (cf. [14] ):
The mapping (α, β) → (g(b), X, a, b, c) gives a biholomorphism between F n (m, n; 0, b) and GL(n, C) × gl(m, C) × C n+m [3] . The action of GL(n, C) is given by the right translations, and the action of GL(m, C) is given by
where for the first term we embedded Gl(m, C) in Gl(n, C) as the m × m upper-left minor. Now consider the remaining case m = n (cf. [17] ). This time, there are no poles at t = a and we can simply solve the equationġ = gα, g(a) = 1, for a gauge transformation g : [0, b] → GL(n, C). This g makes β constant, equal to some X. The correspondence (α, β) → (g(b), X) sets up an isomorphism:
F n (n, n; a, b) T * GL(n, C).
From above, we also have:
(recall the definition of V n from Section 6) and both these isomorphisms are equivariant symplectomorphisms. Observe that F n (n, n; a, b) consists of gl(n, C)-valued solutions regular at both ends of the interval, while F n (0, n; a, b) consists of gl(n, C)-valued solutions regular at t = b and having poles with residues defining the standard n-dimensional irreducible representation of sl(2, C) at t = a. All F n (m, n; a, b)
can, actually, be obtained as complex symplectic quotients of F n (n, n; a, b), i.e. of T * GL(n, C) by a unipotent group as in Section 6 (see also [3] ). The structure of F n (n, r; a, b) is completely analogous and one observes now that F n (m, r; a, b) is the symplectic quotient of F n (m, n; a, c) × F n (n, r; c, b) by the diagonal GL(n, C), for any a < c < b. This follows from the description of the actions and moment maps, given at the end of previous section: the moment map for the diagonal action of GL(n, C) being zero is equivalent to the β-components of solutions matching at t = c; quotienting then by GL(n, C) is equivalent to matching the α's. We can, therefore, describe F n (n, r; a, b) as follows:
Proposition A.1. F n (m, r; a, b) is biholomorphic to the space of (g, B) ∈ GL(n, C)× gl(n, C) such that B is of the form (A.7) and g −1 Bg is of the form (A.7) with r replacing m.
A.3. Hurtubise's theorem. The main result of Hurtubise's paper [14] can be now interpreted as saying that the symplectic quotient of the product of several F ni (m i , r i ; a i , b i ) (and, for some degrees, with some additional flat factors) is canonically biholomorphic to the space Rat k F (n) of rational maps.
Let n be a natural number, k = (k 1 , . . . , k n ) a sequence of nonnegative integers, and let t 1 , . . . , t n+1 be a strictly increasing sequence of real numbers. For every j = 1, . . . , n, let m j = min{k j−1 , k j } and r j = min{k j , k j+1 }, with the convention that k 0 = k n+1 = 0. In addition, put
Finally set E j = F kj (m j , r j ; t j , t j+1 ) × T * C sj for j = 1, . . . , n. Observe that, for every j, r j−1 = m j and E j−1 × E j admits a Hamiltonian action of GL(m j , C), so that the symplectic quotient will again consist of matching solutions at t = t j . The main result of [14] can be now restated as follows:
Theorem A.2 (Hurtubise). Let n be a natural number, k = (k 1 , . . . , k n ) a sequence of nonnegative integers, and let t 1 , . . . , t n+1 be a strictly increasing sequence of real numbers. The space Rat k F (n) is canonically biholomorphic to the symplectic quotient of n j=1 E j by n−1 j=1 GL(r j , C), where each GL(r j , C) acts by changing values of gauge transformations at t = t j+1 .
Thus, Rat k F (n) can be identified with a moduli space of solutions to (A.1) on the union of intervals (t j , t j+1 ), j = 1, . . . , n, with appropriate matching conditions at the points t j . In particular, the polar part q 1 (z), . . . , q n (z), given by (2.1), is identified with (A.10) q j (z) = det z − β(t) for t ∈ (t j , t j+1 ).
From the above theorem, one can extract a description of Rat k F (n) in terms of matrices; see Proposition 4.5.
Remark A.3. While the choice of the t j is irrelevant to the complex or complexsymplectic structure, it is relevant to the hyperkähler metric. By keeping track of the t j , we are really thinking of Rat k F (n) as the space of rational maps into the adjoint U (n + 1)-orbit O(t) of t = √ −1 diag(t 1 , . . . , t n+1 ) together with the canonical isomorphism O(t) GL(n + 1, C)/B.
As mentioned in Section 2.3, an extension of Hurtubise's theorem, given in [2] (but also essentially proved in [4] ), states that this isomorphism preserves the complex symplectic forms:
Theorem A.4. [2, 4] The biholomorphism of Theorem A.2 respects the complex symplectic forms, given by (2.17) on Rat k F (n) k , and by (A.4) on the moduli space of solutions to (A.1).
Let us, finally, restate Theorem A.2, in the simple cases needed for Theorems 6.2 and 7.2:
Corollary A.5. Let n ∈ N and let t 1 , . . . , t n+1 be a strictly increasing sequence of real numbers. The space Rat 1,...,n F (n) is canonically isomorphic to the symplectic quotient of n−1 i=1 F i (i, i; t i , t i+1 ) × F n (n, 0; t n , t n+1 ) by the action of n−1 i=1 GL(i, C), where every GL(i, C) acts, as described above, by changing values of gauge transformations at t = t i+1 .
Corollary A.6. Let n ∈ N and let t 1 , . . . , t 2n be a strictly increasing sequence of real numbers. The space Rat 1,...,n,...,1 F (2n − 1) is canonically isomorphic to the symplectic quotient of Somewhat more explicitly, Rat 1,...,n F (n) is now interpreted as the moduli space of solutions on n adjoining intervals, with solutions α i (t), β i (t) on the i-th interval being gl(i, C)-valued and such that, for i < n, α i (t i+1 ), β i (t i+1 ) coincides with the upper-left i × i minor of α i+1 (t i+1 ), β i+1 (t i+1 ) , while at t n+1 , a solution α n (t), β n (t) has poles with residues defining the standard n-dimensional irreducible representation of sl(2, C).
Similarly, Rat 1,...,n,...,1 F (2n − 1) is interpreted as the moduli space of solutions on 2n − 1 adjoining intervals, with solutions being gl(i, C)-valued on the first n intervals and gl(2n − i, C)-valued on the remaining n − 1 intervals, again with matching conditions as above.
