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THE DUFFIN-SCHAEFFER CONJECTURE WITH EXTRA
DIVERGENCE
CHRISTOPH AISTLEITNER, THOMAS LACHMANN, MARC MUNSCH,
NICLAS TECHNAU, AND AGAMEMNON ZAFEIROPOULOS
Abstract. The Duffin-Schaeffer conjecture is a fundamental unsolved prob-
lem in metric number theory. It asserts that for every non-negative func-
tion ψ : N → R for almost all reals x there are infinitely many coprime
solutions (a, n) to the inequality |nx − a| < ψ(n), provided that the series
∑
∞
n=1
ψ(n)ϕ(n)/n is divergent. In the present paper we prove that the con-
jecture is true under the “extra divergence” assumption that divergence of the
series still holds when ψ(n) is replaced by ψ(n)/(log n)ε for some ε > 0. This
improves a result of Beresnevich, Harman, Haynes and Velani, and solves a
problem posed by Haynes, Pollington and Velani.
1. Introduction and statement of results
Let ψ : N → R be a non-negative function. For every non-negative integer n
define a set En ⊂ R/Z by
(1) En :=
⋃
1≤a≤n,
(a,n)=1
(
a− ψ(n)
n
,
a+ ψ(n)
n
)
.
The Lebesgue measure of En is at most 2ψ(n)ϕ(n)/n, where ϕ denotes the Euler
totient function. Thus, writing W (ψ) for the set of those x ∈ [0, 1] which are
contained in infinitely many sets En, it follows directly from the first Borel–Cantelli
lemma that λ(W (ψ)) = 0 whenever
(2)
∞∑
n=1
ψ(n)ϕ(n)
n
<∞.
Here λ denotes the Lebesgue measure. The corresponding divergence statement,
which asserts that λ(W (ψ)) = 1 whenever the series in (2) is divergent, is known as
the Duffin–Schaeffer conjecture [3] and is one of the most important open problems
in metric number theory. It remains unsolved since 1941.
The Duffin–Schaeffer conjecture is known to be true under some additional arith-
metic conditions or regularity conditions on the function ψ. See for example [6, 11].
In [8] Haynes, Pollington and Velani initiated a program to establish the Duffin–
Schaeffer conjecture without assuming any regularity or number-theoretic proper-
ties of ψ, but instead assuming a slightly stronger divergence condition. In [8] they
proved that there is a constant c such that λ(W (ψ)) = 1, provided that
∞∑
n=1
ψ(n)ϕ(n)
n e(
c log n
log log n)
=∞
(throughout this paper we will understand log x as max(1, log x), so that all appear-
ing logarithms are positive and well-defined). In [1] Beresnevich, Harman, Haynes
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and Velani used a beautiful averaging argument, which is also at the core of the
argument in the present paper, to show that it is sufficient to assume
∞∑
n=1
ψ(n)ϕ(n)
n(log n)ε log log logn
=∞
for some ε > 0. In the present paper we prove that the extra divergence factor can
be reduced to (logn)ε for a fixed ε > 0. In particular this solves Problem 2 posed
in [8], where it was asked whether the extra divergence factor logn is sufficient.
Theorem 1. The Duffin–Schaeffer conjecture is true for every non-negative func-
tion ψ : N→ R for which there is a constant ε > 0 such that
(3)
∞∑
n=1
ψ(n)ϕ(n)
n(logn)ε
=∞.
We note that by the mass transference principle of Beresnevich and Velani [2]
it is possible to deduce Hausdorff measure statements from results for Lebesgue
measure, in the context of the Duffin–Schaeffer conjecture. Roughly speaking, the
quantitative “extra divergence” result in Theorem 1 translates into a corresponding
condition on the dimension function of a Hausdorff measure for the set where the
Duffin–Schaeffer conjecture is true. For details we refer the reader to Section 4 of
[8], where this connection is explained in detail.
Remark: While this paper was under revision, a new manuscript of Kouk-
oulopoulos and Maynard [9] appeared on the arxiv. Their paper contains a proof
of the full Duffin–Schaeffer conjecture without any additional hypotheses.
2. Proof of Theorem 1
In this section we give the proof of Theorem 1. At the very end of this section, we
discuss the difference between our approach and the one in [1], and give a heuristic
explanation where the improvement in the “extra divergence” requirement origi-
nates from.
Throughout the proof, we assume that ε > 0 is fixed. We use Vinogradov no-
tation “≪”, where the implied constant may depend on ε, but not on m,n, h or
anything else.
As noted in [1], we may assume without loss of generality that for all n ei-
ther 1/n ≤ ψ(n) ≤ 1/2 or ψ(n) = 0. Furthermore, by Gallagher’s zero-one law
[4] the measure of W (ψ) can only be either 0 or 1. Thus λ(W (ψ)) > 0 implies
λ(W (ψ)) = 1.
We will use the following version of the second Borel–Cantelli lemma (see for
example [7, Lemma 2.3]).
Lemma 1. Let An, n = 1, 2, . . . , be events in a probability space (Ω,F ,P). Let A
be the set of ω ∈ Ω which are contained in infinitely many An. Assume that
∞∑
n=1
P(An) =∞.
Then
P(A) ≥ lim sup
N→∞
(∑N
n=1 P(An)
)2
∑
1≤m,n≤N P(Am ∩ An)
.
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The following lemma of Pollington and Vaughan [10] allows us to estimate the
ratio between the measure of the overlap Em ∩ En and the product of the measures
of Em and En, and is a key ingredient in [1]. In the statement of the lemma and in
the sequel, we write (m,n) for the greatest common divisor of two positive integers
m,n.
Lemma 2. For m 6= n, assume that λ(Em)λ(En) 6= 0. Define
(4) P (m,n) =
λ(Em ∩ En)
λ(Em)λ(En)
.
Then
(5) P (m,n)≪
∏
p| mn
(m,n)2
,
p>D(m,n)
(
1−
1
p
)−1
,
where the product is taken over all primes p in the specified range, and where
(6) D(m,n) =
max(nψ(m),mψ(n))
(m,n)
.
In view of Lemma 1 it is clear that controlling P (m,n) is the key to proving
λ(W (ψ)) > 0. Following [1], we divide the set of positive integers into blocks
(7) 24
h
≤ n < 24
h+1
, h ≥ 1,
and we may assume without loss of generality that the divergence condition (3)
still holds when the summation is restricted to those n which are contained in a
block with h being even. As noted in [1], when m and n are contained in different
blocks, then automatically P (m,n)≪ 1. Thus the real problem is that of control-
ling P (m,n) when m and n are contained in the same block (7) for some h.
In the sequel, let m,n be fixed, and assume that
(8) 24
h
≤ m < n < 24
h+1
for some h. As in [1], we will average the factors P (m,n) over a range of downscaled
versions of the sets Em and En. More precisely, for k = 1, 2, . . . , let E
(k)
n be defined
as En, but with ψ(n)/e
k in place of ψ(n). Correspondingly, we define
Pk(m,n) =
λ
(
E
(k)
m ∩ E
(k)
n
)
λ
(
E
(k)
m
)
λ
(
E
(k)
n
)
and
Dk(m,n) =
max(nψ(m),mψ(n))
ek(m,n)
,
and we note that for Pk we have the same estimate as in (5), only with D replaced
by Dk. Following [10, Paragraph 3], we write m and n in their prime factorization
m =
∏
p
pup , n =
∏
p
pvp ,
and define
(9) r =
∏
p,
up=vp
pup , s =
∏
p,
up 6=vp
pmin(up,vp), t =
∏
p,
up 6=vp
pmax(up,vp).
Furthermore, we set
(10) δ = min
(
ψ(m)
m
,
ψ(n)
n
)
, ∆ = max
(
ψ(m)
m
,
ψ(n)
n
)
.
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Note that
(11) Dk =
max(nψ(m),mψ(n))
ek(m,n)
=
lcm(m,n)max
(
ψ(m)
m
, ψ(n)
n
)
ek
= ∆rte−k.
Our objective is to control Pk “on average” when summing over an appropriate
range for k. We set
(12) K = K(h) = ⌊εh log 4⌋.
Then we have the following two lemmas, which control the average size of Pk for
different ranges of Dk. We first prove the two lemmas, before we resume with the
proof of Theorem 1. The new ideas are in the proof of Lemma 4, while Lemma 3
is a combination of well-known estimates.
Lemma 3. Let K be defined as in (12). Then we have
(13)
∑
1≤k≤K,
4Dk 6∈[1,e
K)
Pk(m,n)≪ K.
Lemma 4. Let K be defined as in (12). Then we have∑
1≤k≤K,
4Dk∈[1,e
K)
Pk(m,n)≪ K.
Proof of Lemma 3. As noted in [10] and [1], if 2Dk ≤ 1 then Pk(m,n) = 0, since
in this case E
(k)
m and E
(k)
n are disjoint (see the fourth displayed formula from below
on p. 195 of [10]). Thus those k for which 4Dk < 1 do not contribute at all to the
sum in (13). To estimate the contribution of those k for which 4Dk ≥ e
K , we note
the following. By our choice of K we have eK ≫ (logn)ε. Thus 4Dk ≥ e
K implies
Dk ≫ (log n)
ε. As already noted in [10] and [1], if Dk ≫ (log n)
ε then we have
Pk(m,n) ≪ 1, as a direct consequence of Lemma 2 and Mertens’ second theorem.
This proves Lemma 3. 
Proof of Lemma 4. Recall the definitions of r, s, t and of δ and ∆ in lines (9) and
(10), respectively. By the first displayed formula on page 196 of [10], for every k
we have the estimate
λ
(
E(k)m ∩ E
(k)
n
)
≪
δ
ek
ϕ(s)
ϕ(r)2
r
∫ 4∆rte−k
1
St(θ) dθ,
where we write
St(θ) =
∑
1≤b≤θ,
(b,t)=1
1
θ
,
and where we used that changing ψ(m) 7→ ψ(m)/ek and ψ(n) 7→ ψ(n)/ek also
changes δ 7→ δ/ek and ∆ 7→ ∆/ek. Recall that by (11) we have ∆rte−k = Dk.
Since
λ
(
E(k)m
)
λ
(
E(k)n
)
=
ϕ(m)ϕ(n)δ∆
e2k
,
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we obtain
Pk(m,n) =
λ
(
E
(k)
m ∩ E
(k)
n
)
λ
(
E
(k)
m
)
λ
(
E
(k)
n
) ≪ ekϕ(s)ϕ(r)2
∫ 4Dk
1
St(θ) dθ
∆rϕ(m)ϕ(n)
=
ϕ(t)t
ϕ(t)t
ϕ(s)ϕ(r)2
ϕ(m)ϕ(n)
∫ 4Dk
1
St(θ) dθ
∆re−k
=
t
ϕ(t)
ϕ(t)ϕ(s)ϕ(r)2
ϕ(m)ϕ(n)
∫ 4Dk
1
St(θ) dθ
∆rte−k
=
t
ϕ(t)
∫ 4Dk
1
St(θ) dθ
Dk
,
where the last line follows from ϕ(t)ϕ(s)ϕ(r)2 = ϕ(m)ϕ(n). Note that by our choice
of K in (12), and by (8), we have
(14) eK ≪ (logm)ε, (logn)ε ≪ eK .
Summing over k, we deduce that
(15)
∑
1≤k≤K,
4Dk∈[1,e
K)
Pk(m,n)≪
∑
1≤k≤K,
4Dk∈[1,e
K)
t
ϕ(t)
∫ 4Dk
1
St(θ) dθ
Dk
.
We note that because of the way how Dk depends on k, as described in (11), there
must exist a number c ∈ [1, e) such that({
4Dk, k = 1, . . . ,K
}
∩ [1, eK)
)
⊂ {cej, j = 0, . . . ,K − 1}.
Thus we have ∑
1≤k≤K,
4Dk∈[1,e
K)
Pk(m,n) ≪
t
ϕ(t)
K−1∑
j=0
1
ej
∫ cej
1
St(θ) dθ.(16)
For the term on the right-hand side of (16) we have
K−1∑
j=0
1
ej
∫ cej
1
St(θ) dθ ≪
K∑
j=1
1
ej
∫ ej
1
St(θ) dθ
=
K∑
j=1
1
ej
∑
1≤b≤ej ,
(b,t)=1
∫ ej
b
dθ
θ
=
K∑
j=1
∑
1≤b≤ej ,
(b,t)=1
j − log b
ej
=
∑
1≤b≤eK ,
(b,t)=1
K∑
j=⌈log b⌉
j − log b
ej
≪
∑
1≤b≤eK ,
(b,t)=1
1
b
∞∑
i=1
i
ei︸ ︷︷ ︸
≪1
≪
∑
1≤b≤eK ,
(b,t)=1
1
b
.(17)
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The sum in (17) can be estimated using a sieve with logarithmic weights. Following
the lines of [5, Lemma 2.1], we have∑
1≤b≤eK ,
(b,t)=1
1
b
=
∑
1≤b≤eK ,
p|b =⇒ p∤t
1
b
≤
∏
p≤eK ,
p∤t
(
1−
1
p
)−1
=

 ∏
p≤eK
(
1−
1
p
)−1

 ∏
p≤eK ,
p|t
(
1−
1
p
) .(18)
For the first product in (18) by Mertens’ theorem we have
∏
p≤eK
(
1−
1
p
)−1
≪ K.
For the second product we have
∏
p≤eK ,
p|t
(
1−
1
p
)
=
ϕ(t)
t
∏
p>eK ,
p|t
(
1−
1
p
)−1
︸ ︷︷ ︸
≪1
≪
ϕ(t)
t
,
where Mertens’ theorem and (14) were used. Finally, inserting these bounds into
(17) and combining this with (16) establishes Lemma 4. 
Conclusion of the proof of Theorem 1: By a combination of Lemma 3 and Lemma
4 we immediately obtain
(19)
K∑
k=1
Pk(m,n)≪ K.
By the definition of Pk(m,n) we have
K∑
k=1
Pk(m,n) =
K∑
k=1
λ
(
E
(k)
m ∩ E
(k)
n
)
λ
(
E
(k)
m
)
λ
(
E
(k)
n
)
=
K∑
k=1
e2kλ
(
E
(k)
m ∩ E
(k)
n
)
λ
(
Em
)
λ
(
En
) ,
and consequently (19) implies that
K∑
k=1
e2kλ
(
E(k)m ∩ E
(k)
n
)
≪ Kλ
(
Em
)
λ
(
En
)
.
The implied constant is independent of m and n, and thus summing over m and n
yields
K∑
k=1
∑
24h≤m<n<24h+1
e2kλ
(
E(k)m ∩ E
(k)
n
)
≪ K
∑
24h≤m<n<24h+1
λ
(
Em
)
λ
(
En
)
.
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Accordingly, there is at least one choice of k = k(h) in the range {1, . . . ,K} such
that ∑
24h≤m<n<24h+1
e2kλ
(
E(k)m ∩ E
(k)
n
)
≪
∑
24h≤m<n<24h+1
λ
(
Em
)
λ
(
En
)
,
or, equivalently, such that
(20)
∑
24h≤m<n<24h+1
λ
(
E(k)m ∩ E
(k)
n
)
≪
∑
24h≤m<n<24h+1
λ
(
E(k)m
)
λ
(
E(k)n
)
,
where the implied constant does not depend on h. We replace the original function
ψ(n) by a function ψ∗(n), where
ψ∗(n) =
{
0 when n is not in
[
24
h
, 24
h+1)
for some even h,
ψ(n)e−k(h) when n is in
[
24
h
, 24
h+1)
for some even h,
and write E∗n, n ≥ 1, for the corresponding sets, which are defined as in (1) but
with ψ∗ in place of ψ. By (14) we have
ψ∗(n)≫
ψ(n)
(logn)ε
.
Thus the extra divergence condition in the assumptions of Theorem 1 guarantees
that
∞∑
n=1
λ(E∗n) =∞,
while (20) guarantees that∑
1≤m,n≤N
λ
(
E∗m ∩ E
∗
n
)
≪
∑
1≤m,n≤N
λ(E∗m)λ(E
∗
n)
(recall here that λ(E∗m ∩ E
∗
n) ≪ λ(E
∗
m)λ(E
∗
n) holds automatically when m and n
are not contained in the same block for some h). Thus by Lemma 1 we have
λ(W (ψ∗)) > 0, and since E∗n ⊂ En we also have λ(W (ψ)) > 0. By Gallagher’s
zero-one law, positive measure of W (ψ) implies full measure. Thus λ(W (ψ)) = 1,
which proves the theorem. 
We end with a comparison of our proof and the one in [1]. At the core of the
argument in [1] was the observation that
K∑
k=1
Pk(m,n) ≪
K∑
k=1
∏
p| mn
(m,n)2
,
p>ek
(
1−
1
p
)−1
≪
K∑
k=1
log logn
k
≪ (logK)(log logn),(21)
where the product in the first line was directly estimated using Mertens’ second
theorem. Thus when K ≫ (log logn)(log log log n) we have
∑K
k=1 Pk(m,n) ≪ K,
and accordingly there is at least one value of k in this range for which Pk(m,n)≪ 1.
Extending this argument over a range of pairs of integers m and n instead of as-
suming that m,n are fixed allows to deduce the desired “extra divergence” result,
with the requirement of potentially having to divide ψ(n) by a factor as large as
eK ≤ eε(log log n)(log log logn) for all n and still keeping the divergence of the series of
measures.
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In our proof we followed roughly the same plan. However, instead of taking the
estimate ∏
p| mn
(m,n)2
,
p>ek
(
1−
1
p
)−1
≪
log logn
k
for granted and then averaging over different reduction factors ek, we took the
averaging procedure into the sieve argument which is at the core of the proof of
Lemma 2. To see why an improvement is possible by proceeding this way, we note
that to obtain the overlap estimate in Lemma 2 it is necessary to give upper bounds
for sums ∑
1≤b≤θ,
(b,t)=1
1,
where θ ≪ log t essentially is D(m,n) from (6), and where t is the quotient mn(m,n)2
which appears in (5). The purpose of Lemma 2 is to compare the size of this sifted
sum to θϕ(t)/t. To obtain Lemma 2 one applies the classical sieve bound
(22)
∑
1≤b≤θ,
(b,t)=1
1≪ θ
∏
p|t,
p≤θ
(
1−
1
p
)
= θ
ϕ(t)
t
∏
p|t,
p>θ
(
1−
1
p
)−1
,
and the product on the right is the one which also appears in (5). This sieve bound
gives optimal results for some constellations of parameters, but in our proof we used
the fact that we were actually averaging over different values of k (which determine
θ) to save some factors. We exhibit two extremal cases showing this phenomenon.
The factor P (m,n) can only be large when the product on the right of (22) is
large. However, this product can only be large if a very large proportion of small
primes divides t. Assume on the contrary that no small prime divides t. Then
the sieve inequality in (22) is optimal since it actually is an equality, since on both
sides we have exactly θ. However, in this case the product on the right is extremely
small and cannot cause problems. As a second extremal case, assume that all small
primes divide t. Then the product on the right is very large, but the sieve bound is
not sharp, since in the sum on the left the only number we count is the number 1
(no other small number is coprime to t). So there is a trade-off between the way a
large proportion of primes dividing t is able to increase the value of the product on
the right of (22), but at the same time reduces the quality of the sieve bound, and
this can be exploited when summing over different values of θ in (22). One might
expect that this should be a very subtle relationship, and in general this is indeed
the case (cf. [5, Proposition 2.6], where this phenomenon is addressed). However,
quite surprisingly, it turned out that in our particular setting it was possible to
exploit this phenomenon by a relatively simple calculation.
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