ABSTRACT. An effect algebra (EA) is a partial algebraic structure, originally formulated as an algebraic base for unsharp quantum measurements. The class of EAs includes, as special cases, several partially ordered algebraic structures, including orthomodular lattices (OMLs) and orthomodular posets (OMPs), hitherto used as mathematical models for experimentally verifiable propositions pertaining to physical systems. Moreover, MV-algebras, which are mathematical models for many-valued logics, are special cases of EAs. The present paper studies generalizations to EAs of the hull mapping featured in L. Loomis's dimension theory for complete OMLs and develops a theory of direct decomposition for EAs with a hull mapping. A. Sherstnev and V. Kalinin have extended Loomis's dimension theory to orthocomplete OMPs, and here it is further extended to orthocomplete EAs; moreover, a corresponding direct decomposition into types I, II, and III is obtained using the hull mapping induced by the dimension equivalence relation.
Introduction
The purposes of this article are twofold. First, to extend the type decomposition theory for effect algebras (EAs) developed in [6] and [7] to the case of a In Section 7, we introduce our definition of a dimension effect algebra (DEA), i.e., an orthocomplete EA E equipped with a dimension equivalence relation (DEA) ∼. We show that a DEA E determines a unique hull mapping η on E such that the invariant elements with respect to ∼ coincide with the η-invariant elements (Theorem 7.11). Section 8 is devoted to the investigation of simple and finite elements in a DEA, to the proof that a DEA decomposes uniquely into DEAs of types I, II, and III (Theorem 8.11), and to the special case of an atomic DEA (Theorem 8.12) . In Section 9, we show that our theory is non-vacuous by giving a few simple examples of DEAs of types I, II, and III that are neither orthomodular lattices nor orthomodular posets.
In [8] , K. Goodearl and F. Wehrung develop a complete dimension theory for so-called espaliers, which are somewhat similar to the DEAs studied in this paper. Indeed, an espalier is partially ordered and carries both an orthogonality and a dimension equivalence relation; however, espaliers and DEAs may differ in a number of significant ways. For instance, every nonempty subset of an espalier is required to have an infimum, an espalier need not have a unity element, and the partially defined operation ⊕ for an espalier assigns to bounded orthogonal pairs the supremum of the pair. We defer to a subsequent paper an explication of the connections between DEAs and espaliers.
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Basic theory of effect algebras
In this article, we assume that E is an effect algebra (EA) [5] . Thus, E is equipped with a partially defined commutative and associative binary operation ⊕ (the orthosummation); there are special elements 0, 1 ∈ E (the zero and unit elements) such that, for every e ∈ E, e⊕1 is defined only if e = 0; and there exists a unique e ⊥ ∈ E (the orthosupplement of e) such that e ⊕ e ⊥ = 1. Equivalently, with the terminology of [15] , E is a unital cancellative positive partial abelian monoid (unital cp-PAM). 1 We allow for the possibility that 0 = 1, i.e., that E = {0}, in which case we say that E is degenerate.
If e, f ∈ E, we write e ⊥ f and say that e is orthogonal to f iff e ⊕ f is defined ("iff" abbreviates "if and only if"). If we write the expression e ⊕ f , we are tacitly assuming that e ⊥ f . A partial order ≤ is defined on E as follows: for e, f ∈ E, e ≤ f ⇐⇒ f = e ⊕ d for some d ∈ E. We call e a subelement of f and say that f dominates e iff e ≤ f . If f = e ⊕ d, then d = (e ⊕ f ⊥ ) ⊥ is uniquely determined by e and f , and we define f e := d. (The notation := means "equals by definition".) Thus, f e is defined iff e ≤ f , in which case f = e ⊕ (f e). Also, if e ∈ E, then 0 ≤ e ≤ 1 with e 0 = e and 1 e = e ⊥ . A subset S ⊆ E is called a sub-effect algebra (sub-EA) of E iff 0, 1 ∈ S, s ∈ S =⇒ s ⊥ ∈ S, and whenever s, t ∈ S with s ⊥ t, it follows that s ⊕ t ∈ S. Clearly, a sub-EA S of E is an EA in its own right under the restriction to S of the partially defined orthosum ⊕ on E.
An existing supremum (least upper bound) and an existing infimum (greatest lower bound) of a subset Q of E are denoted by Q and Q, respectively. If S ⊆ E and S is closed under the computation of existing suprema Q and infima Q of nonempty sets Q ⊆ S, then S is said to be sup/inf-closed in E. If Q ⊆ E and P := {q ⊥ : q ∈ Q}, then by the De Morgan laws, a = Q =⇒ a ⊥ = P , and b = Q =⇒ b ⊥ = P . If e, f ∈ E, then an existing supremum and an existing infimum of e and f in E are denoted by e ∨ f and e ∧ f , respectively. If we write e ∨ f or e ∧ f , we are tacitly assuming its existence. If E is a lattice, i.e., if e ∨ f and e ∧ f exist for all e, f ∈ E, we say that E is lattice ordered. The elements e, f ∈ E are said to be disjoint iff e ∧ f = 0, i.e., iff the only element d ∈ E with d ≤ e, f is d = 0. An element e ∈ E is called sharp iff e ∧ e ⊥ = 0. If E is lattice ordered and disjoint elements in E are always orthogonal, then it can be shown that E is the same thing as an MV-algebra [2, 3] , and we refer to E as an MV effect algebra (MVEA). Every MVEA is necessarily distributive as a lattice. An MVEA in which every element is sharp is a boolean algebra, i.e., a complemented distributive lattice, in which the boolean complement of every element coincides with its orthosupplement. We refer to such an EA as a boolean effect algebra (boolean EA). Every boolean algebra can be organized (in only one way) into a boolean EA.
If p ∈ E, then the p-interval E[0, p] := {e ∈ E : e ≤ p} is organized into an EA with 0 and p as the zero and unit elements and with the orthosummation ⊕ p defined as follows: for e, f ∈ E[0, p], e ⊕ p f is defined iff e ⊕ f ≤ p, in which case e ⊕ p f := e ⊕ f . Thus, for e ∈ E [0, p] By definition, E is an orthoalgebra iff every element in E is sharp, and E is an orthomodular poset (OMP) iff every element in E is principal. A lattice-ordered OMP is called an orthomodular lattice (OML) [1, 18] . Thus, a boolean EA is the same thing as an OML in which disjoint elements are always orthogonal. See [3, 22] for accounts of various special kinds of EAs and their interpretation as quantum logics.
The operation ⊕ can be extended to finite sequences of (not necessarily distinct) elements: By recursion, we say that a sequence e 1 , e 2 , . . . , e n in E is orthogonal iff both d := e 1 ⊕ e 2 · · · e n−1 and d ⊕ e n exist, in which case we define the orthosum e 1 ⊕ e 2 ⊕ · · · ⊕ e n := d ⊕ e n . Owing to the associativity and commutativity of the partial binary operation ⊕, parentheses can be omitted and the finite orthosum is invariant under permutation of its orthosummands. Thus, if J is any finite index set, we can (and do) define the orthogonality and the corresponding orthosum j∈J e j of a family (e j ) j∈J ⊆ E in the obvious way.
(If J is empty, we define j∈J e j := 0.) An arbitrary family (e i ) i∈I ⊆ E is said to be orthogonal iff every finite subfamily (e j ) j∈J with J ⊆ I and J finite is orthogonal. Elements of an orthogonal family (e i ) i∈I are pairwise orthogonal (i.e., e i ⊥ e j for i = j), but in general, not conversely. An orthogonal family (e i ) i∈I is orthosummable iff the supremum s := J ( j∈J e j ) as J runs through all finite subsets of I exists in E, in which case s is called the orthosum of (e i ) i∈I and denoted by i∈I e i := s.
Suppose that p ∈ E. We shall refer to orthogonality of a family of elements in E [0, p] 
Remarks 2.2º
Because there can be nonzero elements in E that are orthogonal to themselves, it is necessary to be careful about the notion of maximal orthogonal families in E. Thus, let A ⊆ E, let (a i ) i∈I be an orthogonal family of elements in A, and let k be an indexing element that does not belong to the indexing set I. If, for every choice of a ∈ A with a = 0, the enlarged family (a j ) j∈I∪{k} with a k := a fails to be orthogonal, then we say that (a i ) i∈I is a maximal orthogonal family in A. 
(iii) c ⊥ e iff c ∧ e = 0, and
The EA E is said to be irreducible iff Γ(E) = {0, 1}.
A family of elements in the center Γ(E) is orthogonal iff it is pairwise orthogonal; an orthogonal family in Γ(E) is orthosummable iff it has a supremum in E, in which case the supremum coincides with the orthosum of the family; and E is a boolean EA iff E = Γ(E) [ 
If p ∈ E, then by [6, Lemma 4.9] , the mapping c → p ∧ c for c ∈ Γ(E) is a boolean homomorphism of the boolean EA Γ(E) into the center Γ(
for some element c ∈ Γ(E).
(2) E has the relative center property iff every element p ∈ E is subcentral
(4) p is a monad iff p is both subcentral and boolean.
2 By [6, Lemma 4.10 (iv)], every element of the center Γ(E) of E is subcentral, whence every central boolean element in E is a monad. If E has the relative center property, then the monads in E coincide with the boolean elements in E.
A minimal nonzero element a ∈ E is called an atom; thus, a ∈ E is an atom iff E[0, a] is a two-element boolean EA. Clearly, every atom a ∈ E is a monad. If every nonzero element in E dominates an atom, then E is said to be atomic. If every element in E is the supremum of the atoms that it dominates, then E is called atomistic, and if every element in E is an orthosum of an orthosummable family of atoms, then E said to be orthoatomistic [25] .
Let (E i ) i∈I be a family of EAs. 
Moreover, for every e ∈ E,
With c 1 , c 2 , . . . , c n ∈ Γ(E) and c 1 ⊕ c 2 ⊕ · · · ⊕ c n = 1 as in Theorem 2.5, we can take an "internal" point of view and regard E as a direct sum
in the sense that each element e ∈ E can be written uniquely as e = e 1 ⊕ e 2 ⊕ · · · ⊕ e n with e i ∈ E[0, c i ] for i = 1, 2, . . . , n, and all EA calculations can be carried out coordinatewise (in the obvious way). Furthermore, if c ∈ Γ(E),
, whence, the direct summands of E are precisely the c-intervals E[0, c] for c ∈ Γ(E). Thus, if E is irreducible and E = E 1 ⊕ E 2 , then one of the direct summands is degenerate and the other is E itself.
Hull mappings
e ∈ E =⇒ e ≤ ηe, and e, f ∈ E =⇒ η(e ∧ ηf ) = ηe ∧ ηf 3 is called a hull mapping on E. If η : E → Γ(E) is a hull mapping, then h ∈ E is η-invariant iff ηh = h. If Q ⊆ E, we write the image of Q under η as ηQ := {ηq : q ∈ Q}.
ËØ Ò Ò ××ÙÑÔØ ÓÒ 3.2º For the remainder of this section, we assume that
(1) η1 = 1 and ηe = 0 ⇐⇒ e = 0.
(2) η(ηe) = ηe, hence ηE is the set of η-invariant elements in E.
(5) η is order preserving. 
(8) ηE is a boolean subalgebra of Γ(E) and ηE is sup/inf-closed in E.
(9) ηe is the smallest element h in ηE such that e ≤ h.
(11) If (h i ) i∈I ⊆ ηE and the infimum a (respectively, the supremum b) of (h i ) i∈I exists in the boolean algebra ηE, then a (respectively b) is the infimum
By parts (ii) and (ix), the hull mapping η on E is uniquely determined by its own set ηE of invariant elements. In the sequel, we use the properties in Theorem 3.3 routinely, often without explicit attribution.
Ä ÑÑ 3.4º
If e, f ∈ E, and e ⊥ f , then η(e ⊕ f ) = ηe ∨ ηf . P r o o f. Assume the hypotheses. We have e ≤ ηe ≤ ηe ∨ ηf and f ≤ ηf ≤ ηe ∨ ηf , where ηe ∨ ηf is η-invariant, therefore central. As ηe ∨ ηf is central, it is principal, hence e ⊕ f ≤ ηe ∨ ηf , and therefore (
(i) Suppose ηe∧ηf = 0. Put e 1 := e∧ηf and f 1 := ηe∧f . Then e 1 ≤ e, f 1 ≤ f and ηe 1 = η(e∧ηf ) = ηe∧ηf = η(ηe∧f ) = ηf 1 . Since ηe∧ηf = 0, it follows that ηe 1 , ηf 1 = 0, whence e 1 , f 1 = 0. Conversely, suppose that there exist nonzero e 1 , f 1 ∈ E with e 1 ≤ e, f 1 ≤ f and ηe 1 = ηf 1 . Then h := ηe 1 = ηf 1 ∈ ηE with 0 = h ≤ ηe, ηf , whence ηe ∧ ηf = 0.
(
A hull mapping γ : E → Γ(E) is said to be discrete iff its set γE of invariant elements is the center Γ(E), i.e., iff γc = c for all c ∈ Γ(E). The effect algebra E may or may not admit a discrete hull mapping, but if a discrete hull mapping exists on E, it is unique, and we shall denote it by γ. There is always a unique hull mapping having the boolean subalgebra {0, 1} of Γ(E) as its set of invariant elements, and we shall refer to it as the indiscrete hull mapping on E. 4 If p ∈ E, then by [6, Lemma 5.8 (i)], the hull mapping η on E induces, in a natural way, a hull mapping 
Ì ÓÖ Ñ 3.10º If p ∈ E, then the following conditions are mutually equivalent:
(ii) p is both η-subcentral and boolean.
P r o o f. The equivalence of (i)-(vi) follows from [6, Theorem 5.13], and (i) ⇐⇒ (viii) is obvious from Definition 3.7 (ii).
ÓÖÓÐÐ ÖÝ 3.11º Let p ∈ E. Then:
(ii) If p is both an η-monad and an η-dyad, then p = 0.
whence e ⊕ f is a nonzero η-dyad dominated by p. Conversely, suppose q is a nonzero η-dyad and q ≤ p. Then there exist e, f ∈ E[0, p] with q = e ⊕ f and ηq = ηe = ηf . Thus, e, f ≤ p with e ⊥ p f , but ηe ⊥ ηf , so p is not a monad by Theorem 3.10 (vi).
(ii) Part (ii) follows immediately from (i). 
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and by Lemma 3.
Ä ÑÑ 3.13º Let p, s, t ∈ E with s ⊥ t and ηp = η(s ⊕ t). Then the following two conditions are equivalent:
(ii) p ∧ ηs ∧ ηt is an η-dyad.
P r o o f. Assume the hypothesis and let
. Suppose that p = e ⊕ f , ηe = ηs, and ηf = ηt. Put a := e ∧ h and
and by Lemma 3.4, ηe = ηq ∨ ηa = ηs and ηf = ηb ∨ ηr = ηt.
In the sequel, we shall be particularly interested in direct summands of the form E[0, h] with h ∈ ηE, and we shall refer to such an E[0, h] as an η-direct summand of E. 
Ä ÑÑ 3.14º If h ∈ ηE, then:
(i) e ∈ E[0, h] =⇒ η h e = ηe. (ii) η h (E[0, h]) = η(E[0, h]) = (ηE)[0, h]. (iii) Let k ∈ E[0, h]. Then E[0, k] = (E[0, h])[0, k] is an η h -direct summand of the EA E[0, h] iff k ∈ ηE iff E[0, k] is an η-direct summand of E. P r o o f. (i) If e ∈ E[0, h], then η h (e) = h ∧ ηe = η(h ∧ e) = ηe. (ii) By (i), we have η h (E[0, h]) ⊆ η(E[0, h]). If e ∈ E[0, h], then ηe ≤ h, and we also have η(E[0, h]) ⊆ (ηE)[0, h]. Moreover, if k ∈ (ηE)[0, h], then k ∈ E[0, h] and again by (i), k = ηk = η h k, so (ηE)[0, h] ⊆ η k (E[0, h]). (iii) Let k ∈ E[0, h]. Then E[0, k] is an η h -direct summand of E[0, h] iff η h k = k; hence (iii) follows from (i). Ò Ø ÓÒ 3.15º An element f ∈ E is η-faithful iff ηf = 1. Ä ÑÑ 3.16º If h ∈ η(E) and f ∈ E[0, h],(i) f is η h -faithful in the EA E[0, h]. (ii) ηf = h. (iii) η(E[0, h]) ⊆ η(E[0, f]). (iv) If k ∈ E[0, h] ∩ ηE, then f ∧ k is η k -faithful in E[0, k]. (v) f has a nonzero component in every nonzero η h -direct summand of E[0, h].
P r o o f. As a consequence of Lemma 3.14 (i), we have (i) ⇐⇒ (ii).
(ii) ⇐⇒ (iii). Assume that ηf = h and let
(ii) =⇒ (iv). Assume (ii) and the hypothesis of (iv). Then ηf = h and
follows from the observation that a faithful element in a nondegenerate EA cannot be 0. Assume (v), but suppose that (ii) fails, i.e., ηf = h. Then, as ηf ≤ h, we must have
with ηe, ηf, ηs, ηt, h ∈ ηE ⊆ Γ(E). Define
By (1) and (2), we have two
and
Define
Then the two η-direct-sum decompositions in (3) cut across each other to produce the η-direct-sum decomposition
The components of e, f, s, t in the η-direct-sum decomposition (4) are given by
Some of the components in (5) are necessarily zero; in fact, since
for all i, j = 1, 2, 3, it follows that e 3j = 0, f 1j = 0, s i3 = 0, and t i1 = 0 for i, j = 1, 2, 3.
Therefore, e = e 11 ⊕ e 12 ⊕ e 13 ⊕ e 21 ⊕ e 22 ⊕ e 23 ,
By (6) 
By (7), (8) , and (9), we have
We claim that each of the components e ij , f ij , s ij and t ij in (5) that are not necessarily zero as per (6) 
Consequently, using Lemma 3.4, (7), (9) and (10), we find that
Orthocompleteness and central orthocompleteness
The effect algebra E is said to be orthocomplete (σ-orthocomplete) iff every orthogonal family (respectively, every orthogonal sequence) in E is orthosummable [16] . If E is σ-orthocomplete, then it is archimedean [25, Prop. 2.7] . Also, as a consequence of Lemma 2.1, if E is orthocomplete, then so is every p-interval E[0, p] for p ∈ E. If E is an orthomodular lattice (OML), then E is orthocomplete iff E is complete as a lattice [12] .
Ò Ø ÓÒ 4.1º A subset A of E is orthodense in E iff every element in E is an orthosum of an orthogonal family of elements of A.
Ì ÓÖ Ñ 4.2º Let E be orthocomplete and let A ⊆ E. Then the following two conditions are equivalent: (i) Every nonzero element of E has a nonzero subelement in A.
(ii) A is orthodense in E.
, and w is the p-orthosum of (a i ) i∈I in E[0, p]. As w ≤ p, to prove (ii) it will be sufficient to show that p w = 0. But suppose that p w = 0. Then by (i) there exists 0 = a ∈ A with a ≤ p w.
with a ⊥ w, contradicting the maximality of (a i ) i∈I as per Remarks 2.2. Therefore (i) =⇒ (ii), and the converse implication is obvious.
Remark 4.3º
If E is an OML, then the equivalence of (i) and (ii) 
(ii) Every nonzero element of E dominates a nonzero η-dyad.
(iii) Every element in E is an η-dyad.
P r o o f. That (i) =⇒ (ii) and that (iii) =⇒ (i) follow from parts (i) and (ii)
, respectively, of Corollary 3.11.
(ii) =⇒ (iii). Assume (ii). Then by Theorem 4.2, each element in E is the orthosum of an orthogonal family of η-dyads, whereupon (iii) holds by Theorem 4.5.
The following material pertaining to the notion of central orthocompleteness is mostly extracted from [6, §6] , which can be consulted for omitted proofs and a more detailed development.
Two elements e, f ∈ E are said to be Γ-orthogonal iff there are central elements c, d ∈ Γ(E) such that e ≤ c, f ≤ d, and c ⊥ d. Evidently, e and f are Γ-orthogonal iff there is an element c ∈ Γ(E) such that e ≤ c and f ≤ c ⊥ , i.e., iff e and f belong to different direct summands E [0, c] and
By definition, a family (e i ) i∈I is Γ-orthogonal iff there is a pairwise orthogonal family (c i ) i∈I ⊆ Γ(E) of central elements such that e i ≤ c i for all i ∈ I. Every finite Γ-orthogonal family in E is orthogonal and its orthosum is its supremum. An arbitrary Γ-orthogonal family in E is orthogonal; moreover, it is orthosummable iff it has a supremum in E, in which case its orthosum is its supremum. A family of elements in the center Γ(E) is Γ-orthogonal iff it is orthogonal iff it is pairwise orthogonal.
By definition, E is a centrally orthocomplete effect algebra (COEA) iff every Γ-orthogonal family in E is orthosummable. Thus, E is a COEA iff every Γ-orthogonal family in E has a supremum in E. If E is irreducible then it is HULL MAPPINGS AND DIMENSION EFFECT ALGEBRAS (trivially) a COEA. A cartesian product of COEAs is again a COEA. Obviously, if E is orthocomplete, then E is a COEA.
Suppose that E is a COEA. Then the center Γ(E) is sup/inf-closed in E and it is a complete boolean algebra, i.e., every subset of Γ(E) has a supremum and an infimum in Γ(E); moreover, the supremum and infimum in Γ(E) of a subset of Γ(E) is also its supremum and infimum in E. Hence, there is a uniquely determined discrete hull mapping γ : E → Γ(E); thus Γ(E) To prove that (iii) =⇒ (i), assume (iii) and suppose that a ∈ A and e ∈ E with e ∧ ηa = 0. Then e ∧ ηa ≤ ηa ≤ h, so there exists an orthogonal family (a i ) i∈I ⊆ A such that 0 = e ∧ ηa = i∈I a i . Consequently, there exists j ∈ I such that 0 = a j ≤ e ∧ ηa ≤ e, so (i) holds with b = a j .
Ò Ø ÓÒ 5.4º We shall say that a family (e i ) i∈I ⊆ E is η-orthogonal iff (ηe i ) i∈I is an orthogonal family in ηE.
As ηE is a boolean subalgebra of Γ(E), it follows that a family (e i ) i∈I ⊆ E is η-orthogonal iff (ηe i ) i∈I is a pairwise orthogonal family in Γ(E); hence, every η-orthogonal family is Γ-orthogonal and therefore it has a supremum in E which is also its orthosum in E. We note that (e i ) i∈I is γ-orthogonal iff it is Γ-orthogonal. The following lemma provides a slight enhancement to Theorem 4.7 (iii) for an η-orthogonal family in E. 
Ä ÑÑ
Obviously, TD ⇐⇒ γTD =⇒ ηTD and STD ⇐⇒ γSTD =⇒ ηSTD =⇒ ηTD.
Ì ÓÖ Ñ 5.8º Let Q ⊆ E. Then:
Then there exists p ∈ [Q η ] η and there exists h ∈ ηE such that e = p ∧ h. Also there is an η-orthogonal family (p i ) i∈I ⊆ Q η such that p = i∈I p i ; moreover, for each i ∈ I, there exists q i ∈ Q and there exists h i ∈ ηE with p i = q i ∧ h i . As the family (p i ) i∈I is η-orthogonal, it is Γ-orthogonal, and since e ≤ p, Theorem 4.7 implies that e ∧ p i exists for each i ∈ I and that e = i∈I (e ∧ p i ). Moreover, as h i ∧ h ∈ ηE for all i ∈ I,
As the family (p i ) i∈I is η-orthogonal, so is the family (e ∧ p i ) i∈I , and it follows that e ∈ [Q η ] η .
(ii) We omit the proof of (ii), which is similar to the proof above of (i).
To complete the proof, it will be sufficient to prove that e ∧ p = 0. As in the proof of (i), we can write p = i∈I p i with p i = q i ∧ h i for all i ∈ I, where (p i ) i∈I is an η-orthogonal family, q i ∈ Q, and h i ∈ ηE for all i ∈ I. Suppose that x ∈ E with x ≤ e, p. Since x ≤ p, Theorem 4.7 implies that x ∧ p i exists for each i ∈ I and that x = i∈I (x ∧ p i ). For each i ∈ I, we have x ∧ p i ≤ x ≤ e and
But, e ∈ Q , so e ∧ q i = 0, and it follows that x ∧ p i = 0 for all i ∈ I, so x = 0, and therefore e ∧ p = 0.
Ì ÓÖ Ñ 5.9º The set of all η-subcentral elements of E and the set of all η-dyads are ηTD subsets of E and the set of all η-monads in E is an ηSTD subset of E.
P r o o f. Let S be the set of all η-subcentral elements of E. Suppose that s ∈ S, h ∈ ηE, and r ∈ Γ(E[0, s ∧ h]). By Theorem 3.9, to prove that s ∧ h ∈ S,
it is sufficient to show that there exists t ∈ ηE such that r = s ∧ h ∧ t.
Since s ∈ S and q ∈ Γ(E[0, s]), Theorem 3.9 implies that there exists t ∈ ηE with q = s ∧ t. Thus, r = q ∧ h = (s ∧ t) ∧ h = (s ∧ h) ∧ t, and it follows that s ∧ h ∈ S. Consequently, S = S η .
To prove S = [S] η , suppose that (p i ) i∈I is an η-orthogonal family in S and let p := i∈I p i . Thus, (ηp i ) i∈I is an orthogonal family in ηE ⊆ Γ(E). Suppose that e ∈ Γ(E[0, p]). Then by Theorem 4.7, there is a family (e i ) i∈I in E such that
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e i ∈ Γ(E[0, p i ]) for all i ∈ I, and e = i∈I e i . As each p i ∈ S, Theorem 3.9 implies that e i = p i ∧ ηe i for all i ∈ I. If i, j ∈ I and i = j, then p i ≤ ηp i ≤ (ηp j )
⊥ and e j ≤ p j , whence ηe j ≤ ηp j , so p i ∧ ηp j = 0. Consequently, by Corollary 4.8,
for all i ∈ I, whereupon, by Lemma 2.3,
and it follows that p ∈ S. Therefore, S = [S] η , and S is an ηTD set. As we observed in [7, §4] , the set B of all boolean elements in E is an STD set; hence it is an ηSTD set, and it follows that S ∩ B is an ηTD set. By Theorem 3.10, S ∩ B is the set of all η-monads in E. By [6, Corollary 5.14], every subelement of an η-monad is again an η-monad, so the η-monads form an ηSTD subset of E.
Ì ÓÖ Ñ 5.10º Let K ⊆ E be an ηTD set. Then:
(ii) There exists h ∈ ηE such that ηK = (ηE)[0, h].
(iv) Both K ∩ ηK and ηK are ηTD subsets of E.
Choose a maximal η-orthogonal family (k i ) i∈I in K and let k
Moreover, for each i ∈ I, we have
and consequently k i is η-orthogonal to k ∧ h ⊥ ∈ K. The maximality of (k i ) i∈I implies that k ∧ h ⊥ = 0, and since h ∈ Γ(E), it follows that k ≤ h, and therefore ηk ≤ h. As k is an arbitrary element of K, we conclude that ηK
completing the proof of (ii).
To prove (iii), we begin by noting that, since both K and ηE are ηTD subsets of E, so is
Part (iv) follows from (ii), (iii), and the observation that any subset of E of the form (ηE)[0, s] with s ∈ ηE is an ηTD subset of E. If K is an ηTD subset of E, then clearly the η-cover h K of K is the largest element in ηK, and every η-invariant subelement of h K belongs to ηK. Evidently, the restricted η-cover of K is the η-cover h K∩ ηK of K ∩ ηK, and it is the largest η-invariant element in K.
Ä ÑÑ 5.12º Let K ⊆ E be an ηTD subset of E. Then:
P r o o f. Part (i) follows directly from Definition 5.11. Part (ii) follows from (i) and the fact that K ∩ ηK ⊆ ηK. To prove (iii), we begin by noting that
⊥ ; but ηk ≤ h K , so ηk = 0, and therefore k = 0. Conversely, suppose
To prove (vii), we have to show that
Remarks 5.13º
Suppose that K is a TD subset of E. Then the γ-type cover of K and the restricted γ-type cover of K, coincide with the type-cover c K and the restricted type cover c K∩ γK , respectively, as per [7, Definition 4.7] . But K is also an ηTD subset of E with h K and h K∩ ηK , respectively, as its η-cover and restricted η-cover. By Lemma 5.12,
and we have
h K∩ ηK ≤ c K∩ γK ≤ c K ≤ h K .
Decomposition into direct summands of various types
The assumption that η is a hull mapping on the COEA E is still in force. The terminology in the next definition is adapted from [26, pp. 28-29] and conforms to [7, Definition 5.1] ) for the case η = γ. Ò Ø ÓÒ 6.1º Let K be an ηTD subset of the COEA E and let h ∈ ηE.
Then:
(3) h is purely η-non-K iff no nonzero subelement of h belongs to K.
(4) h is properly η-non-K iff no nonzero subelement of h belongs to K ∩ ηE.
If h ∈ ηE and h is η-type-K (respectively, locally η-type-K, etc.), we shall also say that the η-direct summand E[0, h] of E is of η-type-K (respectively, locally η-type-K, etc.).
Ì ÓÖ Ñ 6.2º Let K be an ηTD subset of E and let h ∈ ηE. Then:
(6) h is both locally η-type-K and properly η-non-
Parts (iv) and (v) follow from parts (v) and (vi) of Lemma 5.12. Part(vi) is a consequence of parts (iii) and (v).
ÓÖÓÐÐ ÖÝ 6.3º Let K be an ηTD subset of E and let h, r ∈ ηE. Then: (i) If h is η-type-K, then h is locally η-type-K. (ii) If h is purely η-non-K, then h is properly η-non-K. (iii) If h is both η-type-K and properly η-non-K, then h = 0. (iv) If h is both locally η-type-K and purely η-non-K
, then h = 0. (v) If h is η-type-K (respectively, locally η-type-K, purely η-non-K, properly η-non-K), then so is h ∧ r.
(vi) If both h and r are η-type-K (respectively, locally η-type-K, purely η-non-K, properly η-non-K), then so is h ∨ r.
The next theorem is a consequence of Lemma 3.16.
Ì ÓÖ Ñ 6.4º If K is an ηTD subset of E and h ∈ ηE, then the following conditions are mutually equivalent:
ii) There is an element k ∈ K ∩ E[0, h] that is faithful in the EA E[0, h]. (iii) Every nonzero η-direct summand of E[0, h] contains a nonzero element of K.
The following may be regarded as the fundamental direct-decomposition theorem for COEAs with a hull mapping η. Owing to the results obtained above, its proof is virtually the same as the proof of [7, Theorem 5.6 ] except that γ is replaced by η.
HULL MAPPINGS AND DIMENSION EFFECT ALGEBRAS
Ì ÓÖ Ñ 6.5º Let K be an ηTD subset of E. Then there exist unique pairwise
h 1 is of η-type-K; h 2 is locally η-type-K, but properly η-non-K; and h 3 is purely
and we have
K ∩ ηK = (ηE)[0, h 1 ], K ⊆ E[0, h 1 ⊕ h 2 ], and (ηE)[0, h 2 ⊕ h 3 ] ∩ K = {0}.
Dimension effect algebras
Orthomodular posets [1] equipped with dimension equivalence relations were introduced and studied by A. Sherstnev [24] and V. Kalinin [17] as generalizations of orthomodular dimension lattices [20, 21, 23] . In [15, §7] , G. Jenca and S. Pulmannová generalized and extended the work of Sherstnev and Kalinin to effect algebras. In this section we formulate a definition of a dimension effect algebra based on the previous work cited above, but somewhat stronger than the corresponding notion studied in [15] . As in [15] , our theory will require the following.
ËØ Ò Ò ××ÙÑÔØ ÓÒ 7.1º
In the sequel, E is an orthocomplete effect algebra.
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Since E is orthocomplete, it is a COEA. Therefore, the center Γ(E) is a complete boolean algebra, Γ(E) is sup/inf-closed in E, and the supremum or infimum in Γ(E) of a subset of Γ(E) is also the supremum or infimum of the subset in E. As before, we denote the corresponding central cover mapping by γ : E → Γ(E). Since E is orthocomplete, there are no elements of infinite isotropic index in E, whence if A ⊆ E, then every orthogonal family of elements of A can be extended to a maximal orthogonal family in A (Remarks 2.2).
Ò Ø ÓÒ 7.2º Let ∼ be an equivalence relation on the orthocomplete effect algebra E. Then ∼ is a Sherstnev-Kalinin (SK-) congruence 8 on E iff it satisfies the following conditions for all e, f, s, t ∈ E: (SK1) e ∼ 0 implies e = 0.
(SK2) If (e i ) i∈I and (f i ) i∈I are orthogonal families in E with e := i∈I e i and f := i∈I f i , then e i ∼ f i for all i ∈ I implies that e ∼ f . 7 In [15, p. 451], orthocompleteness is built into Axiom (D2). 8 Although an SK-congruence is not necessarily a full-fledged congruence [15, p. 448] , it is a stronger version of a weak congruence [11] , [15, p. 448] .
Conditions ( (SK3d) If e, s, t ∈ E and e ∼ s ⊕ t, then there exist e 1 , e 2 ∈ E such that e = e 1 ⊕ e 2 , e 1 ∼ s, and e 2 ∼ t.
Another important special case of (SK3), obtained by replacing ∼ by equality in the hypothesis e ⊕ f ∼ s ⊕ t, is the following:
It is not difficult to verify that (SK3) is equivalent to the conjunction of (SK3d) and (SK3e).
Ò Ø ÓÒ 7.4º Let ∼ be an SK-congruence on E and let e, f ∈ E.
(1) e and f are related [20, p. 4] iff there are nonzero elements [20, p. 6] iff h is unrelated (i.e., not related) to its orthosupplement h ⊥ .
(4) The set of all invariant elements in E is denoted by Γ ∼ .
If ∼ is an SK-congruence on E, then (SK4) requires that nonorthogonal elements of E are related. Clearly, if e and f are unrelated, then e ⊥ f and e ∧ f = 0. If e, f, g ∈ E and e ≤ g ∼ f , then divisibility (SK3d) implies that e f .
Ä ÑÑ 7.5º
Suppose that η is a hull mapping on E such that, whenever e, s, t ∈ E, s ⊥ t, and ηe = ηs ∨ ηt, then e ∧ ηs ∧ ηt is an η-dyad. Define the equivalence relation ∼ on E by e ∼ f ⇐⇒ ηe = ηf for all e, f ∈ E. Then:
(ii) Elements e, f ∈ E are related (with respect to ∼) iff ηe ∧ ηf = 0.
(iii) Γ ∼ = ηE. P r o o f. Assume the hypotheses. Then (SK1) is obvious, (SK2) follows from Theorem 3.5, (SK3d) is a consequence of the hypothesis and Lemma 3.13, and (SK3e) follows from Theorem 3.17. Therefore, (SK2), (SK3d), and (SK3e) hold, whence (SK3) holds. If e, f ∈ E with e ⊥ f , then ηe ⊥ ηf , whence (SK4) follows from Lemma 3.6 (i), and (i) is proved. Part (ii) is Lemma 3.6 (i), and (iii) follows from (ii) and Lemma 3.6 (ii).
ËØ Ò Ò ××ÙÑÔØ ÓÒ 7.6º
In the sequel, we assume that ∼ is an SK-congruence on the orthocomplete effect algebra E.
The development in [15, §7] 
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Then η is a hull mapping on E with Γ ∼ = ηE = {h ∈ E : ηh = h}.
AEÓØ Ø ÓÒ 7.12º
In the sequel, we denote by η the hull mapping on E determined by ∼ as per Theorem 7.11.
Ì ÓÖ Ñ 7.13º Let e, f ∈ E. Then:
(iii) If ηe ⊥ ηf , then e is unrelated to f . 9 The fact that e f e =⇒ e ∼ f is a Cantor-Schröder-Bernstein type theorem. Also cf. [14] . 10 Arguing as in the proof of [20, Lemma 21] , one can show that h ∈ Γ ∼ iff h is sharp and, for all e ∈ E, e ∼ h =⇒ e ≤ h. 11 In [15, p. 469] , the mapping here defined as η is denoted by e. P r o o f.
(i) As e f , there exists
Also, e f ≤ ηf ∈ Γ ∼ , so e ≤ ηf , and therefore ηe ≤ ηf .
(ii) If e ∼ f , then e f and f e, so e ∧ h = f ∧ h and ηe = ηf by (i).
(iii) Suppose e is related to f . Then there exist 0 = e 1 ≤ e and 0 = f 1 ≤ f with e 1 ∼ f 1 . Put h := ηe 1 . Then by (ii), h = ηf 1 , and 0 = h ≤ ηe ∧ ηf , so ηe ⊥ ηf .
Ò Ø ÓÒ 7.14º The SK-congruence ∼ on the orthocomplete effect algebra E is called a dimension equivalence relation (DER) iff the following condition is satisfied:
(SK4 ) For all e, f ∈ E, if e is unrelated to f then ηe ⊥ ηf .
An orthocomplete effect algebra E equipped with a DER ∼ is called dimension effect algebra (DEA).
Condition (SK4) is equivalent to the requirement that, if e is unrelated to f , then e is orthogonal to f . Therefore, since two η-orthogonal elements are necessarily orthogonal, condition (SK4 ) is formally stronger than (SK4). As is easily verified, every Loomis dimension lattice is a DEA (see [20, p. 13 
(v) ηe ⊥ ηf .
P r o o f. (i) =⇒ (ii) by Theorem 7.13 (iii). That (ii) ⇐⇒ (iii) follows from
η(e ∧ ηf ) = ηe ∧ ηf . Since ηe, ηf ∈ Γ(E), we also have (ii) ⇐⇒ (v) and (iii) ⇐⇒ (iv). That (v) =⇒ (i) follows from (SK4 ).
HULL MAPPINGS AND DIMENSION EFFECT ALGEBRAS
We omit the straightforward proof of the following result. 
P r o o f. Let e 0 ≤ e, f 0 ≤ f be such that e 0 ∼ f 0 and e e 0 is unrelated to f f 0 (Lemma 7.8). Let h = η(f f 0 ), so that (e e 0 ) ∧ h = 0 by Lemma 7.17,
The DEA E is a factor iff η is the indiscrete hull on E, i.e., iff 0 and 1 are the only invariant elements of E.
Remark 7.21º
If E is a factor, then the atoms in E are precisely the nonzero η-monads (Remarks 3.8). Moreover, if 0 = e ∈ E and e is not an atom, then there is a nonzero subelement e 1 of e such that e 2 := e e 1 = 0, and we have ηe = ηe 1 = ηe 2 = 1. Therefore every nonzero element in a factor is either an atom or an η-dyad, but not both.
The general comparability theorem (Theorem 7.19) has the following immediate corollary.
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ÓÖÓÐÐ ÖÝ 7.22º
The following conditions are mutually equivalent:
(ii) For all e, f ∈ E, e f or f e.
(iii) Any two nonzero elements of E are related.
Ò Ø ÓÒ 7.23º A subset A of E is called hereditary [20, p. 15] iff for all 
Remark 7.26º
Suppose that the DEA E is an orthomodular poset (OMP). Since E is orthocomplete, the orthosum of each orthogonal family in E exists and is the supremum of the family in E. Thus by Corollary 7.25, if p ∈ E, then ηp is both an upper bound for A := {a ∈ E : a p} and the supremum of an orthogonal family of elements of A; hence ηp is the supremum of A. In particular, if E is an OML, then our notion of the hull mapping η is in conformity with the definition of the hull of an element in a Loomis dimension lattice [20, p. 13] .
Ì ÓÖ Ñ 7.27º Let A be a hereditary ideal in E and let h := a∈A ηa. Then the supremum A exists in E and A = h ∈ ηE. P r o o f. Choose a maximal orthogonal family (a i ) i∈I of elements of A and let w := i∈I a i . By the maximality of (a i ) i∈I , no nonzero element of A can be By Theorem 5.9, the simple elements (i.e., the η-monads) form an ηSTD subset of E. Thus, every subelement of a simple element is simple; hence to show that the simple elements form a hereditary set, it will be sufficient to show that, if e, f ∈ E, e is simple, and f ∼ e, then f is simple. Thus, suppose e is simple, f ∼ e, and f = f 1 ⊕ f 2 . Then, by divisibility, e = e 1 ⊕ e 2 with f 1 ∼ e 1 and f 2 ∼ e 2 . Since e is simple, ηf 1 = ηe 1 ⊥ ηe 2 = ηf 2 , so f is also simple.
Ä ÑÑ 8.3º Every simple element in E is finite.
P r o o f. Suppose e is a simple element in E, f ≤ e and f ∼ e. Since e is an η-monad, it follows that f = e ∧ ηf = e ∧ ηe = e. 
As e 1 ∼ f 1 , we also have ηe 1 = ηf 1 by Lemma 7.13; hence, ηf 1 ⊥ ηe 2 , and it follows that ηe 2 ⊥ (ηf 1 ∨ ηf 2 ) = ηf . Therefore, as ηe 2 ≤ ηe ≤ ηf , we have ηe 2 = 0, so e 2 = 0, whence e = e 1 ∼ f 1 ≤ f , proving that e f . The converse is obvious, and the remainder of the lemma follows from Theorem 7.7.
Ä ÑÑ 8.5º
The finite elements in E form a hereditary set. P r o o f. Let F be the set of all finite elements in E. Suppose e ∈ E, e ≤ f ∈ F , and e = e 1 ⊕ e 2 with e ∼ e 1 . Then by additivity, e 1 ⊕ (f e) ∼ e ⊕ (f e) = f , and since f is finite, e 1 ⊕ (f e) = f , so e 2 = 0 and e 1 = e. Consequently,
Suppose f ∈ F and e ∈ E with e ∼ f . If e = e 1 ⊕ e 2 with e ∼ e 1 , then by divisibility, f = f 1 ⊕ f 2 with f ∼ e ∼ e 1 ∼ f 1 and e 2 ∼ f 2 . Since f is finite, we have f 1 = f and f 2 = 0, so e 2 = 0, and therefore e 1 = e. Consequently, e ∈ F , whence F is hereditary.
Since E has the general comparability property (Theorem 7.19) and any subelement of a finite element is finite (Lemma 8.5), the following subtraction property is a consequence of [15, 
Remarks 8.10º
If E is of type I (respectively, type II), then as the set of all simple elements (respectively, finite elements) of E is hereditary, Theorem 7.24 (ii) implies that every element in E is an orthosum of an orthogonal set of simple (respectively, finite) elements. If E is of finite type, then as every subelement of a finite element is finite, it follows that every element of E is finite. If E is properly infinite, then there are no nonzero invariant finite elements in E; hence if E is nondegenerate, then 1 is infinite.
Ì ÓÖ Ñ 8.11º Let K be the hereditary ηSTD set of simple elements in E and let F be the hereditary ηSTD ideal of finite elements of E. Then K ⊆ F and we have the following: 
Moreover, there are further decompositions 
P r o o f. We shall only sketch the proof here since it is essentially the same as the proof of [7, Theorem 6.4] except that central elements are replaced by η-invariant elements. Using the ηSTD set K and the fundamental direct decomposition theorem (Theorem 6.5), we obtain a direct decomposition
is obtained using the ηSTD set F . These two triple decompositions cut across each other to yield a decomposition of E into nine η-direct summands, at least three of which are degenerate (owing to the fact that 
with
Indeed, if (2) 
we obtain e = e 1 ⊕ e 2 , f = f 1 ⊕ f 2 , e 1 ⊕ f 1 ∼ s, and e 2 ⊕ f 2 ∼ t. Now suppose that I ∪ J is infinite. Then, since e ⊕ f ∼ s ⊕ t, K ∪ L is also infinite. If I, J, K and L are all infinite, then any decompositions I = I 1 ∪ I 2 and J = J 1 ∪ J 2 of I and J into disjoint infinite sets will satisfy (2) . Suppose one of I or J is finite. By symmetry, we can and do assume that I is finite and J is infinite. If K and L are both infinite, then any disjoint decompositions I = I 1 ∪ I 2 and J = J 1 ∪ J 2 with both J 1 and J 2 infinite will satisfy (2) . Finally, suppose one of K or L, say K, is finite. In this case, by choosing I 1 := ∅, I 2 := I, J 1 ⊂ J with |J 1 | = |K|, and J 2 := J \ J 1 , we again satisfy (2) . Thus (SK3) holds.
Since E is atomic, two elements of E are unrelated iff at least one of them is 0; hence (SK4) holds and ∼ is an SK-congruence, the corresponding hull mapping η is indiscrete, and (SK4 ) holds. As η is indiscrete, the DEA E is a factor (Definition 7.20), the simple elements (η-monads) in E are the atoms (Remarks 3.8), and E is type I. Let e ∈ E and suppose e = i∈I a i where (a i ) i∈I is an orthogonal family of atoms in E. If I is infinite, then e is infinite (see the proof of [20, Lemma 11] ); whereas if I is finite, then (since every atom is finite) Theorem 8.8 implies that e is finite. Remarks 8.13º Theorem 8.12 has a partial converse. Indeed, suppose that E is a nondegenerate type I factor. Then η is the indiscrete hull mapping on E (Definition 7.20); the simple elements (η-monads) are the atoms in E (Remarks 3.8); the atoms in E are orthodense in E (Remarks 8.10); and as η is indiscrete, a ∼ b for every pair of atoms a, b ∈ E (Lemma 8.4). Let e ∈ E and suppose e = i∈I a i where (a i ) i∈I is an orthogonal family of atoms in E. As in the proof of Theorem 8.12, e is finite (respectively, infinite) iff I is finite (respectively, infinite). Moreover, if I is finite, then a simple argument using the subtraction property (Lemma 8.6) shows that the finite cardinal number |I| is uniquely determined by e, whence condition (A) in Theorem 8.12 holds and ∼ agrees with the DER in Theorem 8.12, at least on finite elements in E. However, it may not agree on infinite elements since the DER in Theorem 8.12 is insensitive to the cardinal number of infinite orthosums.
Ò Ø ÓÒ 8.14º
Suppose that E is a type I factor. If e = n i=1 a i where (a i ) i=1,2,...,n is a family of atoms in E, then by Remarks 8.13, n is uniquely determined, and we refer to n as the unnormalized dimension of e. If E is a nondegenerate factor of type I F , then 1 is finite, and if N is the unnormalized dimension of 1, we say that E is a factor of type I N .
If E is a factor of type I N , then every element e ∈ E is finite, and if n is the unnormalized dimension of e ∈ E, we define the normalized dimension of e to be D(e) := n/N . Evidently, D is a (normalized) dimension function on E [15, p. 466].
Examples
We devote this final section to simple examples of DEAs of types I, II, and III that are neither OMLs nor OMPs. Example 9.4. Suppose that the EA E is orthocomplete and atom-free (i.e., there are no atoms in E), and let η be the indiscrete hull mapping on E. (A concrete example is the MVEA [0, 1] ⊆ R with η = γ.) Then there are no nonzero η-monads in E (Remarks 3.8), whence by Theorem 7.15, the equivalence relation ∼ defined by e ∼ f ⇐⇒ ηe = ηf for all e, f ∈ E is a DER. Note that e ∼ 0 ⇐⇒ e = 0 and if e = 0, then e ∼ f for all f = 0. Equipped with this DER, E is a type III factor.
