Methods

Material-Nodular Ductile Iron
Nodular ductile iron (NDI) is a Fe-C-Si alloy and its chemical composition by weight is 93.3% Fe, 3.7% C, 2.5% Si, 0.3% Mn (trace amounts of P, S, Cr, and Mg). NDI comprises a ductile matrix (first phase) with loosely-bound, graphite particles (second-phase) that are central to its ductile fracture response [2] [3] [4] . Figure 1 depicts the two-phase microstructure of NDI in a undeformed metallographic section and in a fractograph. The graphite phase is readily identifiable in Figure 1a as the darker particles within the lighter matrix phase. The large, nearly spherical particles make NDI well-suited for quantitative metallography studies. Figure 1b clearly demonstrates that the voids nucleate at the graphite particles, signifying their central role in NDI ductile fracture. The material in this study met ASTM A536, 60-40-18 specifications (minimum 60 ksi ultimate strength, minimum 40 ksi yield strength, 18% elongation in 2 inch bar) and was purchased from DuraBar ® . 
Optical Microscopy
Particle structure characterization was performed on a metallographic section of undeformed NDI. The specimen was taken from the mid-radius of the as-received NDI round stock, following the process for specimen preparation described in ASTM E-8 Standard Test Methods For Tension Testing of Metallic Materials. The mounted specimen was hand ground on successively finer SiC-impregnated polishing papers, starting with 320-grit and finishing with 4000-grit paper. The specimen was then promptly polished on a Struers TegraPol using a nylon cloth with an aqueous solution of 3 μm diamond particles, washed with soap and water, and rinsed in flowing water. The specimen was then polished with 1 μm diamond on a nap cloth, washed and rinsed. The specimen was then given a final polish on a nap cloth with an aqueous solution of 0.04 μm colloidal silica, washed with water, rinsed with ethanol, and dried. The specimen was not etched.
A Reichert-Jun MeF3 inverted optical microscope with an automated two-axis stage was used to capture and montage 150 high resolution two dimensional images. Approximately 70,000,000 μm 2 of metallographic section data were captured at a resolution of 1.36 μm/pixel. Quantitative metallography analyses based on large image montages of the twodimensional metallographic sections has been shown to be more representative of the particle structure than limited, high-magnification sampling [5, 6] . While the graphite phase is clearly recognizable in these images, further enhancements to the image contrast were necessary prior to raw data extraction. Image Pro Plus © software was used to enhance the image montage and to expedite the particle structure analysis process. The image gamma value was reduced from 1.0 to 0.5 and the contrast was increased from 50 to 80, effectively binarizing the image. An automated counting feature of Image Pro Plus was then used to obtain centroid position and mean diameter of all identified particles. These particle structure data were exported as an ASCII text file for subsequent analysis.
Particle Field Analysis
The particle area fraction is a key scalar descriptor of the particle structure that is derived from the fundamental particle size and spacing distributions. The particle area fraction was calculated from the particle structure data over the entire montage by taking the sum of the individual particle areas divided by the total area over which measurements were taken,
where Φ is the macroscopic particle area fraction, Ntot is the total number of particles over the entire image montage, Ai is the area of the current particle, and Atot is the total measurement area of the entire montage (70,000,000 μm 2 ). Since the particle area fraction was calculated over the entire image montage, it is referred to as the macroscopic particle area fraction. In statistical terms, Φ is the mean particle area fraction of the entire population. This is an important clarification, as Φ is used to develop the volume fraction fluctuation methods.
In order to determine the three-dimensional particle size distribution, it was necessary to transform the two-dimensional particle size distribution using the process described by Saltykov [7] . The transformation requires binning of the two-dimensional particle size data. The transformation equations used for this process are,
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where NV,i is the ith volume bin count, NA,j is the jth area bin count, and Cj is the Saltykov transformation constants. Based on the use of six bins in this study, Di, the ith (two dimensional) bin diameter, was calculated with,
where Dmax is the maximum measured particle diameter. The count for each area bin, NA,j , was determined using a simple binning algorithm on the two-dimensional particle structure data. The data has been sorted into six different bins ranging in average size from 17.3 to 104.2 μm, with a bin extent of approximately 17 μm.
The nearest neighbor distance is important for developing a relevant microstructural length-scale. Since no methods exist for transforming two-dimensional nearest neighbor distance distributions to a three-dimensional quantity, a relationship based on Corti et al. [8] was used to determine the three-dimensional nearest neighbor distance from the particle volume fraction. The relationship for nearest neighbor distance is,
where Lnn is the average three-dimensional edge-edge nearest neighbor distance, r is the average particle radius, Φ is the macroscopic particle volume fraction, and Γ is the gamma distribution function. This relationship assumes a monodispersed system of spheres, i.e., randomly positioned but with uniform size. The graphite particles in NDI are actually a polydispersed system of spheres, i.e., a system of randomly and isotropically positioned spheres with a measurable size distribution. This assumption is inconsequential because Lnn is used to normalize the sampling size in calculating the volume fraction fluctuations, but not as a stand-alone microstructural metric.
Scale-Dependent Volume Fraction Fluctuations
Particle area and volume fraction fluctuations represent a higher order particle structure metric that provides a measure of the spatial dispersion, e.g., clustering, of the particle area and volume fraction with length-scale. Quintanilla et al. [9] and Torquato [10] defined the particle volume fraction fluctuations as the particle volume fraction coefficient-of-variation (COV). In their definition of the COV, the standard deviation of the particle volume fraction sample ensemble is divided by the macro-scopic particle volume fraction i.e., the mean particle volume fraction of the entire particle population. A multiscale sampling technique was developed here to statistically determine the length-scale dependent area fraction fluctuations from the particle structure data. This technique is illustrated in Figure 2 , where an ensemble of equally-sized sampling windows is generated and centered at random locations in the particle structure domain. The particle area fraction, φi, of the ith sampling window was determined,
where Lk x Lk is the area of the (square) sampling window, Apart,j is the area of the jth particle and there are Nparticles in the sampling window. The sampling ensemble consists of Nsamples total windows. The subscript k refers to the kth window size. Equation (1) is calculated over the entire image montage, whereas equation (6) is calculated over the sampling regions (subsets) of the image montage. As part of determining the COV, the standard deviation, Sφ(Lk), over the entire sample ensemble is calculated,
where Sφ(Lk) is the standard deviation of the particle area fractions for a fixed window size (fixed Lk), Nsamples is the total number of samples (fixed at 100 samples), Φ is the macroscopic particle area fraction, and COVφ is the particle area fraction COV at the fixed window size. Quintanilla et al. [9] and Torquato [10] used Φ in the calculation of COVφ because it simplifies arguments for convergence with increased window size, i.e., as the length-scale becomes large, the COV approaches zero. Torquato [10] argued that normalization with the sample mean, rather than the "true" mean of the entire particle population, would not necessarily guarantee convergence with increased sampling window size. As shown in Figure 2 , this analysis was repeated for a range of sampling window sizes, L0, L0 + ΔL, L0 + 2ΔL, where L0 is 25 μm and ΔL is 25 μm.
As with the 1:1 transformation between particle area and volume fractions for a polydispersed system of spherical particles, it was assumed that a 1:1 transformation also applies for area fraction fluctuations on a sample-per-sample basis. Therefore, the nondimensional particle area fraction COV measurements above were treated as particle volume fraction fluctuations. Random positioning of sampling windows reflected the uncorrelated nature of the NDI particle size and spacing distributions. This is particular true at the smallest window sizes considered in this study. Since the NDI second-phase particles are assumed to be isotropic, the directionality was not considered in the sampling process.
Results
The particle area fraction, Φ, was found to be 0.115. Since the particle area fraction and the volume fraction are identical for a polydispersed system of spheres [8, 11] , the macroscopic particle volume fraction, Φ, is also 0.115.
As shown in Figure 3 , a two parameter Weibull probability distribution function (PDF) with lower (17 μm) and upper (100 μm) particle size bounds was used to fit the (Saltykovtransformed) three-dimensional particle diameter, D, data,
where the fitted Weibull shape and scaling parameters are: β=1.8 and η= 29.1 μm, respectively. The mean three-dimensional particle diameter is 25.9 μm. Based on the measured average particle diameter and the macroscopic particle volume fraction, the nearest neighbor distance, Lnn, is calculated to be 32.4 μm. As with particle area and volume fractions, the area and volume fraction fluctuations were assumed to be identical. As shown in Figure 4 , the particle volume fraction fluctuation metric, COVφ(L), was observed to decrease with increasing normalized sampling size (L/ Lnn) and an exponential function adequately describes the decay,
where L is the (variable) sampling size, and Lnn is the nearest neighbor distance (32.4 μm). The exponential coefficients are AΦ=1.89 and BΦ=-0.59. AΦ, BΦ, and Lnn are unique to the graphite particle structure in NDI. In order to establish a notional representative volume element (RVE) size in NDI, COVφ(L) was specified to be 0.01. This value essentially means that the fluctuations are fixed at 1% of the mean volume fraction. At this value, the RVE size was extrapolated to be 8.9Lnn (288 μm). An analytical model for the heterogeneous second-phase particle structure in NDI was developed. A Gaussian PDF was fit to the length-scale dependent particle volume fraction using the standard deviation in equation (11) where Pφ(φ,L) is the particle volume fraction PDF and φ is the (variable) local particle volume fraction at length-scale, L. Figure 5 illustrates the change in Pφ(φ,L) with varying length-scale. At L=6Lnn to 8Lnn, the standard deviation decreases and as L  , then Sφ  0, with Pφ(φ,L) essentially becoming a single-valued function (φ  Φ). Alternately, the spread in Pφ(φ,L) increases with decreasing length-scale, L  Lnn, and the probability of sampling Φ is not substantially greater than larger or smaller values. 
Discussion
In light of equation (11), the NDI particle volume fraction field, φ(x,L), can be regarded as a superposition of fluctuations, φ*, onto a mean field, Φ: Here the spatial variability and length-scale dependence in the particle volume fraction field, φ(x,L), is due entirely to the fluctuating component, φ*(x,L). While Φ is the integral of the local particle volume fraction over the large three-dimensional domain, it was approximated by taking the particle area fraction over the entire image montage. In general, the fluctuating component of the particle volume fraction field is both dependent on location and length-scale over which it is measured, i.e., φ(x,L). Since we have assumed the particle field to be isotropic and spatially random (spatially uncorrelated), only the length-scale dependence is explicitly considered for the fluctuating component, i.e., φ*(x,L) φ*(L). Consistent with this notion, the multiscale sampling technique used for acquiring particle volume fraction fluctuation data did not record sample position or orientation data. These particle volume fraction fluctuation measurements form the basis of Pφ(φ,L).
The RVE in materials with heterogeneous particle structures, such as NDI, go beyond unit cell notions. RVE size is a variable quantity based on property measured and is much larger than characteristic material length-scales. Hill [12] and other investigators [13, 14] have suggested that a RVE in realistic materials enclose a sufficiently large number of heterogeneities to adequately capture a macroscopically uniform stress or strain response under uniform macroscopic loading. Based on this principle, we established a notional RVE size in NDI by specifying COVφ(L) to be 0.01. This value essentially means that the fluctuations are 1% of the mean volume fraction. This corresponded to an RVE size of 8.9Lnn (288 μm), which informs setup of direct numerical simulations. However, we cannot expect that the constitutive behavior is solely regulated by the graphite particle phase, i.e., the RVE for deformation and fracture response is only influenced by the particle volume fraction COV. Moreover, fracture is a localized phenomenon and may be more related to particle clustering in the material and other concentrated regions of particles. Direct numerical simulations in other studies are improving our understanding of the role of microstructure in NDI fracture response [1] .
