The wheels of the OLS polytope: Facets and separation  by Magos, D. & Mourtos, I.
Discrete Mathematics 308 (2008) 3634–3651
www.elsevier.com/locate/disc
The wheels of the OLS polytope: Facets and separation
D. Magosa,∗, I. Mourtosb
aDepartment of Informatics, Technological Educational Institute (T.E.I.) of Athens, Ag. Spyridonos Str., 12210 Egaleo, Athens, Greece
bDepartment of Economics, University of Patras, Rio 26500, Patras, Greece
Received 17 June 2006; received in revised form 9 May 2007; accepted 9 July 2007
Available online 28 August 2007
Abstract
Orthogonal Latin squares (OLS) are fundamental combinatorial objects with important theoretical properties and interesting
applications. OLS can be represented by integer points satisfying a certain system of equalities. The convex hull of these points
is the OLS polytope. This paper adds to the description of the OLS polytope by providing non-trivial facets arising from wheels.
Specifically, for each wheel of size five, we identify the variables that can be added to the induced inequality, thus obtaining all
distinct families of maximally lifted wheel inequalities. Each of these families induces facets of the OLS polytope which can be
efficiently separated in polynomial time.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
A Latin square (LS) L of order n is an n×nmatrix on n symbols, each occurring exactly once in every row and column.
Without loss of generality, we assume the n symbols to be the integers 1, 2, . . . , n. Two LS L1 = ‖aij‖, L2 = ‖bij‖ are
called orthogonal if every ordered pair of symbols occurs exactly once among the n2 pairs (aij,bij ): i, j = 1, 2, . . . , n.
An example of a pair of orthogonal LS (OLS) of order 4 is illustrated in Table 1 (an OLS configuration will be illustrated
as an n × n array containing in row i, column j the pair (aij , bij )). Applications of OLS are met in statistical design,
tournament design, timetabling, (t, m, s)-nets, etc. Several other applications are discussed in [4,7]. The list of areas
in combinatorial theory directly linked to OLS is also long and well-known, e.g. projective and affine geometry.
Let D = {1, . . . , 4}. Consider four disjoint n-sets M1,M2,M3,M4 and let mt ∈ Mt , for t ∈ D. For an OLS
configuration, let M1 play the role of the row set, M2 the column set and M3 (M4) the set of elements appearing in the
cells of the first (second) LS. For s ∈ Z+, s4 and R={r1, . . . , rs} ⊆ D, with r1 < · · ·<rs , let mR=(mr1 , . . . , mrs ) ∈
MR =Mr1 ×· · ·×Mrs . There is an 1–1 correspondence between OLS configurations and the 0–1 vectors x (x= (xmD :
mD ∈ MD)) satisfying∑
mD\{d1,d2}∈MD\{d1,d2}
xmD = 1, ∀md1 ∈ Md1 , md2 ∈ Md2 , d1, d2 ∈ D, d1 <d2, (1)
xmD ∈ {0, 1}, ∀mD ∈ MD . (2)
∗ Corresponding author. 30 Theodorou Geometrou Str., 11743 Athens, Greece.
E-mail addresses: dmagos@teiath.gr (D. Magos), imourtos@upatras.gr (I. Mourtos).
0012-365X/$ - see front matter © 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.disc.2007.07.026
D. Magos, I. Mourtos / Discrete Mathematics 308 (2008) 3634–3651 3635
Table 1
An OLS configuration of order 4
(1,1) (2,2) (3,3) (4,4)
(2,3) (1,4) (4,1) (3,2)
(3,4) (4,3) (1,2) (2,1)
(4,2) (3,1) (2,4) (1,3)
Let A denote the coefficient matrix of constraints (1). We define PL={x ∈ Rn4 : Ax=e, x0}, where e= (1, . . . , 1)T.
The convex hull of integer points of PL is PI = conv{x ∈ {0, 1}n4 : Ax = e}, also called the OLS polytope because
every integer point (vertex) of PI corresponds to an OLS configuration. PL is called the linear relaxation of PI .
Facets of a polytope are important since they have to be known in order to obtain its minimal inequality representation
[6]. Such a representation constitutes a polyhedral description. The current work adds to the (knowledge of this)
description for the OLS polytope by identifying families of facet-defining inequalities based on graphs called wheels
(see next section for definitions). Our work builds on the results presented in [1], where all the wheels associated with
the OLS polytope are described and categorised into a number of collectively exhaustive classes. For all classes of
wheels of size 5, we introduce the corresponding families of maximally lifted wheel (MLW) inequalities and show that
they are facet-defining for PI . Furthermore, we present efficient separation procedures for all these families. Hence,
the results presented here could be exploited by a Branch & Cut algorithm. We note that the only other families of
facet-defining inequalities known forPI are the clique facets presented in [3]. According to the classification introduced
in [2], the OLS polytope is the second member of the family of planar assignment polytopes, the first being the LS
polytope. Since no wheel inequalities arise for the LS polytope, PI is the ‘simplest’ among the planar assignment
polytopes having facet-defining inequalities of this type.
2. Lifting sets
For clarity, we refer to the sets M1,M2,M3,M4, by I, J,K,L, respectively. Also, let GA(C,EC) denote the
intersection graph of the matrix A of the OLS polytope. Its node set C is defined as C = I × J × K × L, i.e. a node
s ∈ C denotes the tuple (is, js, ks, ls) indexing the variable xs . Hence, we refer to nodes of C and tuples of I×J×K×L,
interchangeably. For any s, t ∈ C there exists the edge (s, t) ∈ EC if and only if nodes (s, t) have at least two indices
in common. Formally, let |s ∩ t | = 4 − |support(s − t)|. Obviously, (s, t) ∈ EC if and only if |s ∩ t |2.
For H ⊂ C, the subgraph of GA induced by H is defined as the graph formed by all nodes of subset H and all edges
of EC , which connect any two nodes in H. Furthermore, a node set H ⊂ C such that |H | = 2p + 1 for some positive
integer p2, induces an odd hole in GA(C,EC) if and only if H can be ordered into a sequence {c0, . . . , c2p} such
that for all cs, ct ∈ H
|cs ∩ ct | =
{
2 or 3 if t = s ± 1 (mod 2p + 1),
0 or 1 otherwise.
A wheel is a special type of a lifted odd hole. In particular, for c ∈ C, let H(c) (|H(c)| = 2p + 1) denote the
node set of an odd hole of GA(C,EC), such that c /∈H(c) and |c ∩ cs |2 for every cs ∈ H(c). Then, the node set
W(c)={c}∪H(c) induces a wheel in GA(C,EC). Node c is called the hub of the wheel. The node set H(c) constitutes
the rim of the wheel. Edges connecting the nodes of H(c) are called rim edges, while edges (c, cs), for cs ∈ H(c), are
called spokes. The size of a wheel is the cardinality of the set H(c). The wheel inequality (see [5]), induced by W(c),
is
pxc +
∑
{xh : h ∈ H(c)}p. (3)
Such an inequality can usually be strengthened through lifting. This amounts to including additional variables in the
left-hand side of (3) such that the inequality remains valid without increasing its right-hand side. MLW inequalities are
known to induce facets for the polytope P˜I = conv{x ∈ {0, 1}n4 : Axe}, commonly referred to as the set-packing
relaxation of PI , since PI ⊂ P˜I .
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In the current work, we study the families of MLW inequalities induced by wheels of size 5 (p = 2). In [1], it is
shown that each such wheel belongs to one of six mutually exclusive classes and that the associated MLW inequalities
include variables multiplied by 1, with the exception of the variable indexed by the hub which is multiplied by 2 (see
[1, Proposition 6.3] for a more general result). Hence, the general form of the inequalities considered hereafter is
2xc +
∑
{xh : h ∈ H(c)} +
∑
{xv : v ∈ V (c)}2, (4)
where V (c) is the set of tuples indexing the variables added to the wheel inequality due to lifting. Given W(c), usually
there exists more than one set V (c) suitable for deriving an inequality of the type (4). This implies that a wheel class
might give rise to more than one family of MLW inequalities. To be able to study these families, we consider the lifting
set V (W(c)) associated with the wheel inequality induced by W(c). The lifting set V (W(c)) is defined as the union
of all distinct V (c); a tuple v of C\W(c) belongs to V (W(c)) if there exists at least one V (c) that includes v and for
which (4) is valid. In the following, we describe the derivation of the set V (W(c)).
First observe that any v ∈ C, not connected to c (|v ∩ c|1), does not belong to V (W(c)). This is because xc
and xv can be set to one simultaneously thus violating (4). Hence, each node of V (W(c)) must have at least two
indices in common with c. Additionally, for a node of C\W(c) to belong to V (W(c)), it must be connected to three
or four consecutive nodes of H(c). (To see this, observe that if v ∈ C\W(c) is connected to less than three or to three
non-consecutive nodes of H(c), then at least two among the remaining nodes of H(c) index variables that can be set to
one together with xv , thus violating (4).) This last property can be checked for each v ∈ C\W(c) in constant time (i.e.
requiring at most 5 · 4 comparisons). Thus, V (W(c)) can be constructed, in a brute force fashion, in O(20 ·
(
4
2
)
· n2)
steps. To improve on this result, we need to introduce some additional definitions and define an operation between
tuples.
A tuple is called partial if some (or all, or none) of its indices are assigned to certain constant values, while the
remaining indices are left unassigned. By convention, the value of an unassigned index is denoted by ‘−’. For example,
r = (−, 3, 2,−) is a partial tuple with indices i, l left unassigned and j, k assigned to 3 and 2, respectively. Two partial
tuples are called compatible if no index which is assigned in both bears distinct values. Hence, if r1 = (1,−, 2,−), r2 =
(−, 1, 2,−) then r, r1 are compatible, whereas r, r2 are not. The notion of compatibility can be made more general by
considering certain index values equivalent to ‘−’. Specifically, if we consider at most one such value per index then we
can produce a (partial) tuple, namely o. Then, two partial tuples are compatible under o if we substitute in both all the
values from o by ‘−’ and derive two tuples that are compatible. For example, if o= (1, 1, 1, 1) then r, r2 are compatible
under o. Obviously, if o = (−,−,−,−) then the terms ‘compatible under o’ and ‘compatible’ are equivalent.
Two partial tuples, compatible under o, can be composed to produce a set of complete tuples, namely S, the following
way. First, we substitute all the index values of o by ‘−’ in both tuples. Then, we derive a third (partial) tuple by applying
the rule that indices assigned to specific values retain their assignment in the new tuple (for example, if i=2 in one of the
tuples and i=‘−’ in the other, then in the new tuple i=2). In the resulting tuple, we substitute all indices unassigned by
the corresponding values included in o. If the derived tuple is complete, then it is included into S which, in this case, is
singleton. Otherwise, the derived partial tuple is used to generate all complete tuples by considering for each unassigned
index all possible values. These complete tuples are added to S. The described composition procedure is denoted by the
operator ‘
⊎
’ which is subscripted by the (partial) tuple o. For example, let I =J =K =L={1, 2, 3}. If o= (1, 1, 1, 1)
then S = r⊎ or2 = {(1, 3, 2, 1)}, whereas if o = (1, 1, 1,−) then S = r⊎ or2 = {(1, 3, 2, 1), (1, 3, 2, 2), (1, 3, 2, 3)}.
If the two tuples are not compatible under o, then we consider the result of the composition to be the empty set. Thus,
for o = (1,−, 2,−), S = r⊎ or2 = ∅, since after substitution from o, r = (−, 3,−,−), r2 = (−, 1,−,−). Observe
that the operator ‘
⊎
’ is commutative.
Let us now describe how to construct V (W(c)) in constant time. The construction is described in five steps. For all
steps, let o = (−,−,−,−).
Initially, consider V (W(c)) to be empty. Observe that there are four distinct partial tuples sharing three indices with
c. For each of them, one can check in constant time whether it is connected to at least three consecutive nodes of the
wheel. If such a partial tuple, namely u, satisfies this property, then the same is true for each of the tuples of the set
u
⊎
oo. Among these tuples, we add to V (W(c)) the ones not already included in W(c) (Step 1).
Next, we determine the tuples to be added to V (W(c)) having two indices in common with c. Each edge of the wheel
is associated to a partial tuple defined in terms of the two nodes incident to that edge. If an index has the same value
in both nodes then this value appears in the corresponding position of that partial tuple. In the opposite case, the index
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Table 2
Wheels inducing facet-defining inequalities
Num. H(c) V (W(c))
1 (i0, j0, n, n) − (i0, n, n, l1) − (i1, n, n, l0) {(i, n, n, n), (n, j, n, n), (n, n, n, l),
−(n, j1, n, l0) − (n, j0, n, l2) (i0, n, n, l), (i, n, n, l0), (n, j0, n, l), (n, j, n, l0)}
2 (i0, j0, n, n) − (n, j0, k0, n) − (n, n, k0, l0) {(n, j, n, n), (i, j0, n, n), (i, j1, n, n),
−(n, j1, n, l0) − (i0, j1, n, n) (n, j0, n, l0), (i0, n, k0, n), (n, j1, k0, n), (i0, n, n, l0)}
3 (i0, n, n, l0) − (i0, j1, n, n) − (i1, j0, n, n) {(i, n, n, n), (n, j, n, n), (i0, j, n, n),
−(n, j0, k0, n) − (n, n, k0, l0) (i, j0, n, n), (n, j0, n, l0), (i0, n, k0, n)}
22 (i0, j0, n, n) − (n, j0, n, l1) − (n, j1, n, l0) {(i, n, n, n), (n, j, n, n), (n, n, n, l), (i, j0, n, n),
−(i1, n, n, l0) − (i0, n, n, n) (i0, n, n, l), (i, n, n, l0), (n, j0, n, l), (n, j, n, l0), (i1, j, n, n)}
23 (n, j1, n, l0) − (n, n, k0, l0) − (i0, n, k0, n) {(i, n, n, n), (n, j, n, n), (n, n, n, l),
−(i0, j0, n, n) − (n, j0, n, n) (i0, j, n, n), (i, j1, n, n), (n, j0, n, l), (n, j, n, l0),
(i0, n, n, l0), (n, j0, k0, n), (n, j1, k0, n)}
29 (i0, n, n, l0) − (i0, n, n, n) − (n, j0, n, n) {(i, n, n, n), (n, j, n, n), (n, n, k, n), (n, n, n, l),
−(n, j0, k0, n) − (n, n, k0, l0) (i0, j, n, n), (i, j0, n, n), (n, j, k0, n), (i, n, n, l0),
(n, j0, n, l0), (i0, n, k0, n)}
remains unassigned. Regarding the partial tuples of the rim edges, note that each such tuple has either two or three
indices assigned. In the former case, the tuple includes at least one index value also appearing in c, while in the latter
case exactly two. It is easy to verify that the partial tuples of two consecutive edges are compatible, exactly because
both edges are incident to the same node. Let u, v denote two such partial tuples. Note that not both u, v can have three
indices assigned. Hence, if they both have two indices assigned then let S = u⊎ ov. If, instead, one of them (say u) has
three indices assigned then let u1, u2, u3 denote the three partial tuples derived from u by considering any two of the
three indices assigned. In this case, S = S1 ∪ S2 ∪ S3, where St = ut⊎ ov, for t = 1, 2, 3. In both cases, each of the
tuples of the set
TS = {s ∈ S : |s ∩ c| = 2, s /∈W(c)} (5)
is connected to three consecutive nodes of H(c) and c. Consequently, the tuples of TS are added to V (W(c)). The
procedure is performed five times, as this is the number of distinct pairs of consecutive edges (Step 2).
For each of the remaining steps, it only suffices to specify the set S. Each time the set S is calculated, the set TS is
determined by (5) and the set V (W(c)) is augmented by the elements of TS .
To identify the complete tuples that are connected to four nodes of H(c) and have two indices in common to c, we
consider the partial tuples of the pairs of non-adjacent rim edges. There are five distinct such pairs. Let u, v denote the
two partial tuples of such a pair and let S = u⊎ cv. Observe that TS is either empty or singleton. In the latter case, it
includes exactly one tuple which is connected to four nodes of H(c). As in Step 2, this procedure is executed for each
distinct pair u, v and there are five distinct such pairs (Step 3).
Consider three consecutive nodes of H(c), namely c1, c2, c3, such that the partial tuple of the edge (c1, c2), namely
v, has three indices assigned. One of the index values of v, namely m1, does not appear in c. If the value in the same
position in c3, namely m2, does not appear in c, then substituting m1 by m2, in v, yields the partial tuple r which has
two indices in common to three consecutive nodes of H(c) and it is also connected to c. In such a case, the same is
true for the tuples of the set S = r⊎ oo (Step 4). Furthermore, let u denote the partial tuple of the rim edge not incident
to either c1 or c3. Then, let S = r⊎ cu. (Step 5). In this case if TS is non-empty then it contains one node connected to
four nodes of H(c).
Observe that Step 4 (5) complements Step 2 (3). The Steps 4, 5 are executed only if a suitable r can be constructed.
To derive such an r , we start by a partial tuple (of an edge) with three indices assigned. Observe that only one of two
consecutive rim edges can have such a partial tuple (otherwise a chord is formed). Thus, in a wheel of size 5, at most
two edges are associated with partial tuples having three indices fixed. Consequently, the augmentation of V (W(c)) in
these two last steps is made in constant time. The construction of V (W(c)) is complete since all the tuples connected
to at least three consecutive nodes have been added (to V (W(c))) in one of the steps described above.
In Table 2, we illustrate one wheel from each wheel class, having p= 2, as well as the corresponding lifting set. For
all these wheels, c = (n, n, n, n). In the first column, the class identification number, as defined in [1], is displayed.
In the second and third column, the nodes (tuples) of H(c) and V (W(c)) are illustrated. We denote all the tuples with
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the same values assigned to specific indices by a single tuple having in the corresponding positions these values while
the symbols of indices appear in the remaining positions. Tuples that conform to this template but either appear in
W(c), or are already members of V (W(c)) are excluded without explicitly stating so under this notation. For example,
(n, j, n, l0) appearing in V (W(c)) of the fourth row of Table 2 denotes all tuples having i = n, k = n, l = l0, except
(n, j1, n, l0) appearing in H(c) and (n, j0, n, l0), which is already a member of V (W(c)) (i.e. it is one of the tuples
denoted by (n, j0, n, l)).
3. Families of MLW inequalities
To be able to categorise the MLW inequalities into distinct families, we need to refer to the related isomorphisms.
We start by describing interchanges applied to a vertex of PI . There are two types of interchanges.
(a) Let m1,m2 ∈ M , where M denotes any of the sets I, J,K,L. Given a vertex of PI , (inter)changing all m1 values
to m2 and all m2 values to m1 yields another vertex of PI . These two vertices are called equivalent.
(b) Let M1,M2 denote any two of the disjoint n-sets I, J,K,L. Given a vertex of PI , (inter)changing the index values
of M1 and M2 yields another a vertex of PI . These two vertices are called conjugates.
Both types of interchanges are implemented through the use of the interchange operator (↔), introduced in [3].
Consider a vertex x ∈ PI . The expressions x∗ = x(i1 ↔ i2)I , x∗∗ = x(I ↔ J ) declare interchanges described by
(a) and (b), respectively (see [3] for examples). Two vertices which can be derived one from the other by a series of
interchanges are called isomorphic.
In view of the fact that a vertex of PI can be considered as a subset of C (consisting of the tuples indexing the
variables set to one), we can extend the notion of isomorphism, as described by (a), (b) above, to any object expressed
as a subset of tuples of C. One such object is the inequality (9), since it is defined in terms of Q(c)=W(c)∪V (c) and
Q(c) ⊂ C. Hence, two MLW inequalities are non-isomorphic if the set Q(c) of the first inequality cannot be derived
from the corresponding set of the second through any series of interchanges. In such a case, the inequalities belong to
different families.
To describe the families of MLW inequalities in a compact manner, we introduce some additional notation. For
t = 1, . . . , m, let bt ∈ Z, ct ∈ C. Let Qb1,b2,...,bmc1,c2,...,cm =
⋂
t=1,...,m {d ∈ C : |d ∩ ct | = bt }. The tuples c1, . . . , cm are
the parameters of the set Qb1,b2,...,bmc1,c2,...,cm . The definition of the families of inequalities will be stated as the union of sets
expressed in this format. The relations between the parameters of such sets are described next.
Consider c ∈ C. Also, let s, r, r ′ ∈ C denote three tuples such that r ′, r and c share the same three indices and
|c ∩ s| = 0, |s ∩ r| = 1, |s ∩ r ′| = 1. For any tuple q ∈ C such that |c ∩ q| = m1, |s ∩ q| = m2,m1 + m2 = 4, its
complement, namely q¯, is a tuple of C with the property |c∩ q¯|=m2, |s∩ q¯|=m1. Apparently, |q∩ q¯|=0. Observe that
|Q2,2c,s | = 6,Q2,2c,s =Q2,2,3c,s,r ∪Q2,2,1c,s,r and |Q2,2,3c,s,r | = |Q2,2,1c,s,r | = 3. Hence, let Q2,2,3c,s,r = {q1, q2, q3},Q2,2,1c,s,r = {q4, q5, q6}.
Note that each tuple of the first set has its complement in the second set and vice versa. Thus, we assume the ordering
qt+3 = q¯t , for t = 1, 2, 3. In general, for q ∈ Q2,2c,s , let qˆ denote an arbitrary tuple of Q2,2c,s \{q, q¯}. Next, consider the
tuple s′ ∈ C such that |c ∩ s′| = 0, |s ∩ s′| = 3, |r ′ ∩ s′| = 1. By the definition of s′, for each q ∈ Q2,2,3c,s,r , there exists
q ′ ∈ Q2,2,3
c,s′,r ′ such that |q ∩ q ′| = 3. Thus, let Q2,2,3c,s′,r ′ = {q ′1, q ′2, q ′3}, where |qt ∩ q ′t | = 3, for t = 1, 2, 3. Also, note that
Q
2,2
c,s ∩ Q2,2c,s′ = Q2,2,1c,s,r = Q2,2,1c,s′,r ′ . Consequently, if q ∈ Q2,2,3c,s,r , then q¯ ∈ Q2,2,1c,s′,r ′ .
The families of MLW inequalities, in terms of the above notation, are illustrated in Table 3. In particular, for each
family, the set H(c) ∪ V (c) is shown in column ‘Family definition’. By setting the parameters of the sets Q’s of this
column to specific tuples, we identify, for each family, one inequality. These tuples are illustrated in column ‘Inequality
definition’. Additionally, for all these inequalities, the tuples assigned to parameters c, s are (n, n, n, n), (i0, j0, k0, l0),
respectively. Each such inequality is labelled for reference (entries of column ‘Inequality’). For example, the inequality
(6) is
2xnnnn +
∑
i∈I\{n}
xinnn +
∑
j∈J\{n}
xnjnn +
∑
k∈K\{n}
xnnkn +
∑
l∈L\{n}
xnnnl
+ xi0j0nn + xi0nk0n + xnj0k0n + xi0nnl0 + xnj0nl0 + xnnk0l02.
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Table 3
Families of valid inequalities induced by wheels of size 5
Wheel class Family definition (H(c) ∪ V (c)) O Inequality definition Inequality
29 Q3c ∪ Q2,2c,s n8 (6)
29 Q3c ∪ Q3,3r,q ∪ Q2,2,3c,s,r ∪ {q¯}, n7 r = (n, n, n, l0), q = (i0, n, n, l0) (7)
q ∈ Q2,2,3c,s,r
29 Q3c ∪ Q2,2,3c,qˆ,q ∪ Q2,2,3c,qˆ,q¯ ∪ {q, q¯, qˆ}, n6 q = (i0, n, n, l0), qˆ = (n, n, k0, l0) (8)
q ∈ Q2,2c,s
23,29 Q3,2c,r ∪ Q2,2,3c,q6,q4 ∪ Q2,2,3c,q6,q5 ∪ Q2,2c,s \{q¯6}, n7 r = (n, n, k0, n), q4 = (i0, n, n, l0), (9)
q4, q5, q6 ∈ Q2,2,1c,s,r q5 = (i0, j0, n, n), q¯6 = (n, j0, n, l0)
3,23,29 Q3,2c,q ∪ Q3,3c,q ∪ Q2,3c,q ∪ Q2,2c,s , n8 q = (i0, j0, n, n) (10)
q ∈ Q2,2c,s
1,22 Q3,2c,r ∪ Q2,3c,q4 ∪ Q2,3c,q5 ∪ {q6}, n7 r = (n, n, k0, n), q4 = (i0, n, n, l0), (11)
q4, q5, q6 ∈ Q2,2,1c,s,r q5 = (n, j0, n, l0), q6 = (i0, j0, n, n)
22 Q3,2c,r ∪ Q2,3c,q4 ∪ Q2,2,3c,q4,q5 ∪ Q2,2,3c,q4,q6 , n6 r = (n, n, k0, n), q4 = (i0, n, n, l0), (12)
q4, q5, q6 ∈ Q2,2,1c,s,r q5 = (n, j0, n, l0), q6 = (i0, j0, n, n)
2,23 Q3,3c,r ∪ Q2,2c,s′ ∪ Q2,2,3c,s,r n9 r = (n, j0, n, n), s′ = (i0, j1, k0, l0) (13)
2 Q3,3c,r ∪ Q3,3r,q ∪ Q3,3r ′,q ′ ∪ Q2,2,3c,s,r ∪ Q2,2,3c,s′,r ′ ∪ {q¯}, n8 r = (n, j0, n, n), q = (i0, j0, n, n), (14)
q ∈ Q2,2,3c,s,r r ′ = (n, j1, n, n), s′ = (i0, j1, k0, l0)
2 Q3,3c,r ∪ Q3,3r,q1 ∪ Q2,2c,s ∪ Q2,2,3c,s′,r ′ \{q ′2, q¯3}, n9 r = (n, j0, n, n), r ′ = (n, j1, n, n), (15)
q1, q2, q3 ∈ Q2,2,3c,s,r s′ = (i0, j1, k0, l0), q1 = (i0, j0, n, n),
q ′2 = (n, j1, k0, n), q3 = (n, j0, n, l0)
The order of the cardinality of each family is depicted in column ‘O’. For example, the number of distinct inequalities
of the family (6) belongs to is n4(n − 1)4. This is because there are n4 choices for c, (n − 1)4 choices for s. Hence,
the cardinality of this family is of O(n8), as declared in the column ‘O’ of the table. Finally, the column ‘Wheel
class’ declares the class of wheels generating the corresponding family [1]. Observe that there are families that can be
generated by more than one wheel class.
4. Wheel facets
The facetness of MLW inequalities presented in Section 3 is discussed next. Let us briefly outline the methodology
employed (see also [6]). The set of tuples indexing the variables of any of (6)–(15) is generically denoted as Q(c).
Further, denote Eq. (4) for Q(c) as dxd0 and consider the face
PI (Q(c)) = {x ∈ PI : dx = d0}.
Showing that PI (Q(c)) is a facet of PI , for Q(c) inducing one of inequalities (6)–(15), implies that all the inequalities
in the corresponding family are facet-defining. To prove that PI (Q(c)) is a facet of PI , first observe that dxd0 is a
valid inequality forPI because, as stated in Section 1, MLW inequalities are valid for P˜I (since they define facets for this
polytope) and PI ⊂ P˜I . Next, we should establish that PI (Q(c)) is a proper, non-empty face of PI (i.e. PI (Q(c)) = ∅
and PI (Q(c)) = PI ). As a final (and more elaborate) step, we should prove that if there exists any other inequality,
namely axa0, which is satisfied as equality by all points of PI (Q(c)), then there exist  ∈ R6n2 and > 0 such that
a = A + d and a0 = e + d0. For showing this last step, we should exclusively use vertices of PI (Q(c)).
It is easy to see that PI (Q(c)) defined by any of (6)–(15) is not empty. Recall that Q(c) includes the tuple c =
(n, n, n, n), for any of these inequalities, and consider the vertex z1 illustrated in Table 4, where 1, k0, k1, n(1, l0, n)
are distinct elements of K (L) and k2, k3 ∈ K\{1, k0, k1, n}, (l2, l3 ∈ L\{1, l0, n}). The vertex x = z1 belongs to
PI (Q(c)) defined for any of (6)–(15) since xnnnn = 1. Such a vertex can always be constructed for n7 implying that
PI (Q(c)) = ∅. Furthermore, observe that PI (Q(c)) does not coincide with PI . For example, for PI (Q(c)) defined by
inequality (6) let x = z1(n ↔ l0)L. If the pair (k0, n) ∈ K × L does not appear at row (column) n, then x belongs to
PI\PI (Q(c)). The same is true if it appears in row (column) n but not in column (row) j0 (i0). In the opposite case,
we apply the interchange x1 = x(j0 ↔ j2)J , j2 ∈ J\{n}(x1 = x(i0 ↔ i2)I , i2 ∈ I\{n}). Clearly, x1 bears the desired
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Table 4
Vertex z1 of PI
property implying that not all points of PI are on the face defined by (6). In an analogous manner, we can show the
same result for the PI (Q(c)) defined by any of (7)–(15).
For the last step in proving that PI (Q(c)) is a facet some auxiliary results are required. The relation between OLSs
and vertices of PI gives rise to the following notation. Given a vertex x ∈ PI and under the standard convention
on the roles of the sets (with respect to rows, columns and contents of cells of the OLS structure), we denote by
k(x; i, j) (l(x; i, j)) the element of the set K (L) appearing at row i ∈ I , column j ∈ J of the OLS structure associated
with x. Since the four sets are interchangeable, the notation introduced can be generalised: the values of any two of the
indices can be written as a function of the remaining two indices at a given vertex x ∈ PI .
The following proposition (see [3] for a proof) is of critical importance as it relates the entries of the vector a
discussed previously.
Proposition 1. Let x be a vertex of PI . For n3 and n = 6,
ai1j1k(x;i1,j1)l(x;i1,j1) + ai1j2k(x;i1,j2)l(x;i1,j2) + ai2j1k(x;i2,j1)l(x;i2,j1) + ai2j2k(x;i2,j2)l(x;i2,j2)
+ ai1j1k(x;i2,j2)l(x;i2,j2) + ai1j2k(x;i2,j1)l(x;i2,j1) + ai2j1k(x;i1,j2)l(x;i1,j2) + ai2j2k(x;i1,j1)l(x;i1,j1)
= ai1j1k(x;i2,j1)l(x;i2,j1) + ai1j2k(x;i2,j2)l(x;i2,j2) + ai2j1k(x;i1,j1)l(x;i1,j1) + ai2j2k(x;i1,j2)l(x;i1,j2)
+ ai1j1k(x;i1,j2)l(x;i1,j2) + ai1j2k(x;i1,j1)l(x;i1,j1) + ai2j1k(x;i2,j2)l(x;i2,j2) + ai2j2k(x;i2,j1)l(x;i2,j1)
for i1, i2 ∈ I , i1 = i2 and j1, j2 ∈ J , j1 = j2.
We denote the equation of Proposition 1 as a[x; (i1, i2)I , (j1, j2)J ]. Now, we are ready to carry out the last step
for showing that PI (Q(c)) is a facet. This is the content of the proofs of the following theorems. For conciseness, in
each of these proofs we examine the PI (Q(c))’s of more than one of the inequalities (6)–(15). In these proofs we often
make use of the fact for any two vertices y, z of PI (Q(c)) the equation ay = az is valid as both points satisfy axa0
as equality. Finally, without loss of generality, we assume that i0, j0, k0, l0 = 1.
Theorem 2. The inequalities (6)–(10) define facets of PI .
Proof. Suppose that there exist a ∈ Rn4 , a0 ∈ R such that ax = a0, for every x ∈ PI (Q(c)). We will exhibit scalars
1kl , 
2
il , 
3
j l , 
4
ij , 
5
jk , 
6
ik ,  ∈ R, for i ∈ I, j ∈ J, k ∈ K, l ∈ L, satisfying
aijkl = 1kl + 2il + 3j l + 4ij + 5jk + 6ik, ∀(i, j, k, l) ∈ C\Q(c), (16)
aijkl = 1kl + 2il + 3j l + 4ij + 5jk + 6ik + , ∀(i, j, k, l) ∈ Q(c)\{(n, n, n, n)}, (17)
aijkl = 1kl + 2il + 3j l + 4ij + 5jk + 6ik + 2, (i, j, k, l) = (n, n, n, n), (18)
a0 =
∑
k∈K,l∈L
1kl +
∑
i∈I,l∈L
2il +
∑
j∈J,l∈L
3j l +
∑
i∈I,j∈J
4ij +
∑
j∈J,k∈K
5jk +
∑
i∈I,k∈K
6ik + 2. (19)
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For i ∈ I, j ∈ J, k ∈ K, l ∈ L, we define:
1kl = a11kl, 4ij = aij11 − ai111 − a1j11 + a1111,
2il = ai11l − a111l , 5jk = a1jk1 − a1j11 − a11k1 + a1111,
3j l = a1j1l − a111l , 6ik = ai1k1 − ai111 − a11k1 + a1111.
If we substitute ’s in (16), we obtain
aijkl = aij11 + ai1k1 + ai11l + a1jk1 + a1j1l + a11kl − 2ai111 − 2a1j11 − 2a11k1 − 2a111l + 3a1111. (20)
Observe that (20) is true for all cases where at least two of the indices are equal to one. All other cases of (i, j, k, l) ∈
C\Q(c) are grouped with respect to the number of indices equal to n. There are four such groups defined when none,
one, two, or three of the indices are equal to n. For the first two we show (16) by proving (20), whereas for the latter
two (16) is proven directly.
Case 1. None of i, j, k, l is equal to n.
Consider (i, j, k, l)= (iq, jq, kq, lq), where iq = n, jq = n, kq = n, lq = n. Let x1 = z1, x2 = x1(1 ↔ kq)K where
kq ∈ K\{1, k1, k2, k3, n}. Equation a[x1; (1, iq)I , (1, jq)J ] is
a1111 + a1jqk2l2 + aiq1k1l1 + aiqjqk3n + a11k3l3 + a1jqk1l1 + aiq1k2l2 + aiqjq11
= a11k1l1 + a1jqk3n + aiq111 + aiqjqk2l2 + a11k2l2 + a1jq11 + aiq1k3n + aiqjqk1l1, (21)
while a[x2; (1, iq)I , (1, jq)J ] is
a11kq1 + a1jqk2l2 + aiq1k1l1 + aiqjqk3n + a11k3l3 + a1jqk1l1 + aiq1k2l2 + aiqjqkq1
= a11k1l1 + a1jqk3n + aiq1kq1 + aiqjqk2l2 + a11k2l2 + a1jqkq1 + aiq1k3n + aiqjqk1l1. (22)
Subtracting, (22) from (21) yields (20) for (iq, jq, kq, 1). By symmetry, (20) is valid when one of i, j, l is equal to
one. Next, let x3 = x2(1 ↔ lq)L, where lq ∈ L\{1, l2, l3, n}. Then, a[x2; (1, iq)I , (1, jq)J ] − a[x3; (1, iq)I , (1, jq)J ]
yields
aiqjqkq lq = (aiqjqkq1 + aiq1kq lq + a1jqkq lq ) − aiq1kq1 − a1jqkq1 − a11kq lq + a11kq1.
Substituting terms in brackets from (20) for (iq, jq, kq, 1), (iq, 1, kq, lq), (1, jq, kq, lq), respectively, we obtain (20)
for (iq, jq, kq, lq).
Case 2. One of i, j, k, l is equal to n.
Consider (i, j, k, l) = (iq, jq, n, lq), where iq = n, jq = n, lq = n. The proof proceeds in the same fashion as in
the previous case except for x2, which must now be defined as x2 = x1(1 ↔ n)K(i1 ↔ n)I (j1 ↔ n)J . The first
interchange puts the pair (n, n) ∈ K × L in row i1, column j1, while the remaining two interchanges place it in cell
(n, n) ∈ I × J . In this way, x1, x2 ∈ PI (Q(c)), since in both vertices xnnnn = 1. All remaining cases where one of the
indices is equal to n follow by symmetry.
Case 3. Two of i, j, k, l are equal to n.
Eq. (16) must be shown for (iq, jq, n, n), (n, n, kq, lq), (n, jq, n, lq), (iq, n, n, lq), (n, jq, kq, n), (iq, n, kq, n), where
the indices iq , jq, kq, lq are different than n and, depending on the inequality defining the PI (Q(c)), they are allowed
to obtain values i0, j0, k0, l0, respectively. For example, when showing (16) for (iq, jq, n, n) ∈ C\Q(c), where Q(c)
defines inequality (6), iq , jq can separately be set to i0, j0, respectively, but it is not allowed to have both iq = i0 and
jq = j0. This is because tuple (i0, j0, n, n) /∈C\Q(c). In an analogous manner, for inequality (10), both iq = i0 and
jq = j0 for (iq, jq, n, n) to belong to the corresponding C\Q(c). On the other extreme, for both (7) and (8), tuple
(iq, jq, n, n) ∈ C\Q(c), even if iq = i0 or jq = j0 or both. In all cases of the proof of (16) shown next, we identify the
variables set to one which prove that the vertices used belong to PI (Q(c)).
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Table 5
Three vertices of PI (Theorem 2, Case 3)
To show (16) for (iq, jq, n, n), consider the vertices z2, z¯2, zˆ2 illustrated in Table 5. Let x1 = z2, x2 = x1(1 ↔ iq)I ,
where iq = i1, n. Then, ax1 = ax2 (after cancelling out identical terms and expressing the indices of the sets K,L in
terms of the indices of I, J at x1) yields
a11nn +
∑
j∈J\{1}
a1jk(x1;1,j)l(x1;1,j) +
∑
j∈J
aiqjk(x1;iq ,j)l(x1;iq ,j)
= aiq1nn +
∑
j∈J\{1}
aiqjk(x1;1,j)l(x1;1,j) +
∑
j∈J
a1jk(x1;iq ,j)l(x1;iq ,j). (23)
Observe that we can substitute terms in the summands directly from (16) since each of the tuples indexing these terms
has at most one index equal to n. This is because k(x1; iq , n) and l(x1; iq , n) are different than n due to the fact that
iq = i1, n. Thus, (16) for each of these terms is proved previously in one of the Cases 2, 3. Eq. (23) becomes
aiq1nn = a11nn + 2iq l(x1;1,1) + 4iq1 + 6iqk(x1;1,1) − 
2
1l(x1;1,1) − 411 − 61k(x1;1,1)
+
∑
j∈J
(21l(x1;1,j) − 21l(x1;iq ,j) + 2iq l(x1;iq ,j) − 2iq l(x1;1,j)
+ 61k(x1;1,j) − 61k(x1;iq ,j) + 
6
iqk(x1;iq ,j) − 
6
iqk(x1;1,j)). (24)
Because
⋃
j∈J {l(x1; 1, j)}=
⋃
j∈J {l(x1; iq , j)}=L and
⋃
j∈J {k(x1; 1, j)}=
⋃
j∈J {k(x1; iq , j)}=K , the summand
is equal to zero. Observe that it is valid to substitute a11nn from (16) because two of the indices of this term are equal
to 1. Also notice that l(x1; 1, 1) = n, k(x1; 1, 1) = n (see vertex z2 of Table 5). After substitution and cancellation of
identical terms, Eq. (24) becomes (16) for (iq, 1, n, n).
To show (16) for (iq, jq, n, n), where jq = j0, n, we derive vertex x3 = x2(1 ↔ jq)J . It is easy to see that equality
ax2 = ax3, after cancelling out identical terms, includes solely entries of vector a indexed by tuples with at most one
index equal to n, with the exception of aiq1nn and aiqjqnn. Solving with respect to aiqjqnn and substituting the remaining
terms from (16) yields the result. Observe that x1, x2, x3 belong to the PI (Q(c)) defined by any of (6), (9), since
xtnj0k0n
= xtnnnl0 = 1 for t = 1, 2, 3. Specifically for inequality (6), we must show the result for iq = i0, n, jq = n. This
is achieved by using the conjugates of the vertices x1, x2, x3 with respect to the interchange (I ↔ J ) (i.e. using the
vertices xt (I ↔ J ) in the place of xt ’s).
Substituting the vertex z2 by z¯2 in the above proof yields the result for (7) and (8). This is because, for t =
1, 2, 3, xti1nnl0 = xtnnk0n = 1, implying that xt ∈ PI (Q(c)) derived from each of (7), (8). Finally, a similar result for
inequality (10) is obtained by considering the vertex zˆ2 in the place of z2. In this case, xti0nnl0 = xtnj0k0n = 1.
It is relatively simpler to prove (16) for (n, n, kq, lq)because (n, n, k0, l0) appears in all inequalities (6)–(10). Consider
the vertex z3 illustrated in Table 6. Let x1 = z3, x2 = x1(1 ↔ kq)K, x3 = x2(1 ↔ lq)L, where kq = k0, n, lq = n. As
previously, ax1 = ax2 and ax2 = ax3 yield (16) for (n, n, kq, 1) and (n, n, kq, lq), respectively. The result is valid for
(6)–(10), since the variables xnj0k0n, xi0nnn, set to one at x1, x2, x3, appear in all these inequalities. If x1 =z3(K ↔ L),
then we obtain the same result for kq = n, lq = l0, n. In this case, observe that xt ∈ PI (Q(c)) induced by any of the
inequalities (6), (7), (9) and (10), since xtnj0nl0 = xti0nnn = 1 for t = 1, 2, 3. To obtain a proof valid for (8), consider
x1 = z3(K ↔ L)(l0 ↔ n)L and observe that xtnj0nn = xti0nnl0 = 1 for t = 1, 2, 3.
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Table 6
Two vertices of PI (Theorem 2, Cases 3, 4)
Table 7
Three vertices of PI (Theorem 2, Case 3)
The conjugates of vertices x1, x2, x3 (derived from z3) with respect to the interchanges (J ↔ K) yield (16) for
(n, jq, n, lq). Instead, if we consider the interchange (J ↔ L), we obtain the corresponding vertices yielding (16) for
(n, jq, kq, n).
Next, consider the vertices z4, z¯4, zˆ4 illustrated in Table 7. Let x1 = z4, x2 =x1(1 ↔ iq)I , x3 =x2(1 ↔ lq)L, where
iq = n, lq = l0, n. The equality ax1 = ax2 yields (16) for (iq, n, n, 1). Then, ax2 = ax3 yields (16) for (iq, n, n, lq).
Because xtnj0nn = xtnnk0l0 = 1, for t = 1, 2, 3, the vertices used belong to the PI (Q(c))’s of the inequalities (6)–(10). In
addition, for inequalities (6), (10), we must show the same result for iq = i0, n, lq = n. This is achieved by considering
the vertex z¯4 in the place of z4, thus obtaining xtnj0nn = xti0nk0n = 1.
Let x1= zˆ4, x2=x1(1 ↔ iq)I , x3=x2(1 ↔ kq)K , where iq = n, kq = n. Then, equalities ax1=ax2 and ax2=ax3
yield (16) for (iq, n, 1, n) and (iq, n, kq, n), respectively. Because xtnj0nn = xti1nnl0 = 1, for t = 1, 2, 3, the proof is valid
for the inequalities (7)–(9) (because the vertices used belong to the corresponding PI (Q(c))’s). To obtain the result for
the inequalities (6) and (10), we use the vertices x˜t = xt (i1 ↔ i0)I , for t = 1, 2, 3. Then, x˜ti0nnl0 = x˜tnj0nn = 1. Finally,
(16) for (iq, n, kq, n), where iq = n, kq = k0, n, is derived by considering the vertices x¯t = x˜t (I ↔ K), in which case
x¯tnnk0l0
= x¯tnj0nn = 1.
Case 4. Three of i, j, k, l are equal to n.
This case is relevant only with respect to inequalities (9), (10). Consider the vertex z¯3 illustrated in Table 6. Let x1=z¯3
and x2 = x1(1 ↔ n)I . The equality ax1 = ax2 yields (16) for (n, n, kq, n). Because xri1j0nn = xri0nnl0 = 1, for r = 1, 2,
the vertices x1, x2 belong to PI (Q(c)) both for (9) and (10). Additionally for (9), we must show (16) for (n, n, n, lq).
This can be easily achieved by considering the conjugates of x1, x2 with respect to the interchange (K ↔ L). Thus,
let xˆr = xr(K ↔ L), for r = 1, 2. Then, axˆ1 = axˆ2 yields (16) for (n, n, n, lq). Observe that xˆ1, xˆ2 ∈ PI (Q(c)) of (9)
because xˆri1j0nn = xˆri0nk0n = 1, for r = 1, 2. The proof of (16) is complete.
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Table 8
Proving (17) (Theorem 2)
Step x1 ↔ x2 ⇒ Inequalities
1 x1i0nnn, x
1
nnk0 l0
(i0 ↔ i)I x2innn, x2nnk0 l0 i0nnn = innn (6)–(10)
2 x1nj0nn, x
1
nnk0 l0
(j0 ↔ j)J x2njnn, x2nnk0 l0 nj0nn = njnn (6)–(10)
3 x1nj0k0n, x
1
nnnl0
(l0 ↔ l)L x2nj0k0n, x2nnnl nnnl0 = nnnl (6)–(9)
4 x1i0nnl0 , x
1
nnk0n
(k0 ↔ k)K x2i0nnl0 , x2nnkn nnk0n = nnkn (6)–(8)
5 x1nj0nn, x
1
i0nnl0
, x1nnk0 l (l0 ↔ l)L x2nj0nn, x2nnk0 l0 , x2i0nnl i0nnl0 = nnk0 l0 (6)–(10)
6 x1i0nnn, x
1
nj0k0n
, x1nnkl0 (k0 ↔ k)K x2i0nnn, x2nnk0 l0 , x2nj0kn nj0k0n = nnk0 l0 (6)–(10)
7 x1nj0nn, x
1
nnk0 l0
(k0 ↔ n)K x2nj0k0n, x2nnnl0 nj0nn = nnnl0 (6)–(9)
8 x1i0nnn, x
1
nnk0 l0
(l0 ↔ n)L x2i0nnl0 , x2nnk0n i0nnn = nnk0n (6)–(8)
9 x1i0nnl0 , x
1
nnk0n
, x1nj0nl (l ↔ n)L x2i0nnl0 , x2nj0nn, x2nnk0 l nj0nn = nnk0n (6)–(8)
10 x1i0j0nn, x
1
nnk0 l0
(i0 ↔ i)I x2ij0nn, x2nnk0 l0 i0j0nn = ij0nn (9), (10)
11 x1i0j0nn, x
1
nnk0 l0
(j0 ↔ j)J x2i0jnn, x2nnk0 l0 i0j0nn = i0jnn (10)
12 x1nj0nn, x
1
i0nnl0
(i ↔ n)I x2ij0nn, x2i0nnl0 nj0nn = ij0nn (9), (10)
13 x1i0nnn, x
1
nnk0 l0
, x1ij0nl0 (l0 ↔ n)L x2i0nnl0 , x2ij0nn, x2nnk0n i0nnn = ij0nn (9), (10)
14 x1i0nnn, x
1
nj0nl0
(l0 ↔ n)L x2nj0nn, x2i0nnl0 i0nnl0 = nj0nl0 (6), (7), (9), (10)
15 x1innl0 , x
1
nj0nn
, x1nnk0 l (l0 ↔ l)L x2nj0nn, x2nnk0 l0 , x2innl innl0 = nnk0 l0 (7)–(9)
16 x1i0nnn, x
1
njk0n
, x1nnkl0 (k0 ↔ k)K x2i0nnn, x2nnk0 l0 , x2njkn njk0n = nnk0 l0 (8)
17 x1nj0nn, x
1
i0nk0n
(k0 ↔ n)K x2i0nnn, x2nj0k0n i0nnl0 = nj0nl0 (6), (9)
18 x1nj0nl0 , x
1
innn, x
1
i0jk0n
(j ↔ n)J x2nj0nl0 , x2i0nk0n, x2ijnn innn = i0nk0n (6), (10)
19 x1i0j0nn, x
1
nnnl0
(j0 ↔ n)J x2nj0nl0 , x2i0nnl0 i0j0nn = nj0nl0 (6), (9)
20 x1innn, x
1
nj0k0n
, x1i0jnl0 (j ↔ n)J x2nj0k0n, x2i0nnl0 , x2ijnn innn = i0nnl0 (6)–(10)
To show (17), we define
ijkl = aijkl − (1kl + 2il + 3j l + 4ij + 5jk + 6ik), ∀(i, j, k, l) ∈ Q(c)\{(n, n, n, n)}. (25)
We must show that all ijkl are equal. The approach is analogous to the one used in Cases 3 and 4. At each step, we derive
two vertices of PI (Q(c)), namely x1, x2, such that, after the cancellation of identical terms in equation ax1 = ax2,
there remain two (four) entries of a indexed by tuples of Q(c)\{(n, n, n, n)}, each (pair) appearing at a different side.
The remaining terms are indexed by tuples of C\Q(c). Substituting the terms indexed by tuples of Q(c)\{(n, n, n, n)}
from (25) and the rest from (16) and cancelling identical terms establishes the outcome.
For conciseness, we illustrate the proof in terms of Table 8. The indices i, j, k, l, appearing anywhere in the table,
declare any value from the sets I\{i0, n}, J\{j0, n},K\{k0, n}, L\{l0, n}, respectively. The columns labelled ‘x1’, ‘x2’
illustrate the pair of critical variables set to one at each of these two vertices. These are the variables indexed by the
tuples of Q(c)\{(n, n, n, n)} and indicate that the two vertices belong to the PI (Q(c)) defined for any of the inequalities
appearing in the last column (labelled ‘Inequalities’). The vertex x2 is derived from x1 by applying the interchange
shown in column labelled ‘↔’. In several steps, column ‘x1’ includes a non-critical variable as well. This variable is
set to one at x1 and one of its indices will participate in the interchange to derive vertex x2. At x2, one of the critical
variables is indexed by three of the indices of this non-critical variable. In such a case, column ‘x2’ also contains a
non-critical variable set to one due to the interchange. In each cell where three variables appear, the critical ones are
the first two. The result obtained from ax1 = ax2 is illustrated in column labelled ‘⇒’.
For the tuples belonging to the Q(c)\{(n, n, n, n)}, it is easy to see from Table 8 that all ijkl are equal. For example,
consider the Q(c)\{(n, n, n, n)} of the inequality (8). The equalities,
innn = i0nnn, njnn = nj0nn, nnkn = nnk0n, nnnl = nnnl0 (Steps 1.4),
i0nnl0 = nnk0l0 = innl0 , nj0k0n = nnk0l0 = njk0n (Steps 5, 15, 6, 16),
nj0nn = nnnl0 , i0nnn = nnk0n, nj0nn = nnk0n (Steps 7.9),
innn = i0nnl0 , (Step 20),
illustrated in Table 8, show that ijkl = , for all (i, j, k, l) ∈ Q(c)\{(n, n, n, n)}.
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Let (25)n denote (25) with i = n, j = n, k = n, l = n. Consider the vertex x1 having x1nj0nn = x1i0nnl0 = 1. Obviously,
x1 ∈ PI (Q(c)) for each of (6)–(10). Let x2 = x1(j0 ↔ n)J . Then ax1 = ax2, after substitution of annnn from
(25)n, anj0nn, ai0nnl0 from (17) and the remaining terms from (16), yields nnnn = 2. This proves (18).
We have established previously that PI (Q(c)) is not empty for n7. Therefore, for every x ∈ PI (Q(c)), the con-
straints defining the matrix A of the OLS problem are satisfied. Thus, by multiplying each row of A by the corresponding
 and the inequality (among (6)–(10)) which defines PI (Q(c)) by  and summing over all rows, we obtain
ax =
∑
k∈K,l∈L
1kl +
∑
i∈I,l∈L
2il +
∑
j∈J,l∈L
3j l +
∑
i∈I,j∈J
4ij +
∑
j∈J,k∈K
5jk +
∑
i∈I,k∈K
6ik + 2
which proves (19). 
In an analogous manner, we show the following two theorems (see Appendix for proofs).
Theorem 3. The inequalities (11), (12) define facets of PI .
Theorem 4. The inequalities (13)–(15) define facets of PI .
Theorems 2–4 imply the following result.
Corollary 5. The inequalities of the families illustrated in Table 3 are facet-defining for PI .
5. Separation
The separation problem for a family of inequalities valid for PI amounts to deciding whether there exists some
inequality of this family violated by a given point x ∈ PL\PI . For the families of valid inequalities examined here,
the separation problem can be solved in polynomial time with respect to n, since the number of those inequalities is
polynomial in n (see Table 3) and their size is O(n). In more detail, the naive approach of generating every single
inequality and checking whether it is violated provides a separation scheme of worst-case time complexity equal to
O(nr+1), where r is the exponent of n in the third column of Table 3. As an example, such a separation procedure for
inequalities (6) requires O(n9) steps. Because of the large values of r, this procedure is rather inefficient, especially if
it is to be used within a Branch & Cut algorithm. Therefore, it is reasonable to look for faster separation schemes. The
starting point for accomplishing this is to recall the results of [3]. That paper categorises all valid inequalities induced
by maximal cliques of GA into three disjoint classes. The first family coincides to the constraint set (1) with ‘’ instead
of ‘=’. Consequently, the inequalities of this family are satisfied by all points in PL. The remaining families of clique
inequalities can both be separated in O(n4) steps.
Observe that the right-hand side of clique inequalities is 1, while the right-hand side of MLW inequalities examined
here is 2. Moreover, notice that certain variables in the left-hand side of any MLW inequality form a subset of the
variable set of a clique inequality. For example, the set {c} ∪ Q3c in inequalities (6)–(8) is exactly the variable set of
a clique inequality of type II (see [3] for definitions). As another example, all variables in the first four summands of
inequality (10), together with xnnnn, form a proper subset of the variable set of a clique inequality of type I (i.e. they
all appear at the left-hand side of a constraint in the set (1)). If clique inequalities are separated first, it is reasonable
to consider that a violated MLW inequality should be identified only if no clique inequality is violated. Under this
stipulation, a separation algorithm could exclude all variables in the left-hand side of an MLW inequality that also
appear in a clique inequality and henceforth examine whether the sum of all remaining variables is greater than 1.
Formally, let CL(c) denote a maximum cardinality subset of Q(c) such that CL(c) is a subset of a clique. The above
discussion implies that an MLW inequality is violated only if
∑ {xu : u ∈ Q(c)\CL(c)}> 1. For the latter to occur, at
least one variable in the set Q(c)\CL(c) should have value no less than 1/|Q(c)\CL(c)|. The number of those variables
is restricted by a structural property of points in PL, encompassed in the following lemma (in [3]).
Lemma 6. For a point x ∈ PL and z> 0, the number of components of x with value z is n2/z.
It follows that only n2 · |Q(c)\CL(c)| variables, instead of n4, should be examined in order to find a violated MLW
inequality. It is not difficult to see that |Q(c)\CL(c)| is O(n) in families (7)–(9), (11) and (12) and O(1) in all other
3646 D. Magos, I. Mourtos / Discrete Mathematics 308 (2008) 3634–3651
families. It follows that a separation algorithm for any MLW inequality must examine at most O(n3) or O(n2) cases,
respectively. For any such case, the algorithm should identify all distinct indices that are necessary in order to generate
an (possibly violated) MLW inequality. Observe that parameter r, introduced above, is exactly the number of those
required indices. Finding a variable with value no less than 1/|Q(c)\CL(c)| implies identifying four of those indices
within at most O(n3) steps, thus leaving at most r − 4 further indices to be revealed. Although that implies an extra
O(nr−4) steps in the worst case, the actual amount of work can be reduced by utilising Lemma 6 once more.
In specific, observe that, given a variable xu with value no less than 1/|Q(c)\CL(c)|, an MLW inequality is violated
only if one of the remaining variables, namely xv , has value no less that (1 − xu)/(|Q(c)\CL(c)| − 1). The number
of such variables is again at most O(n2) or O(n3) (Lemma 6), the number of extra indices identified through such a
variable is 4 − |u ∩ v| and the number of indices that remain to be identified is r − 8 + |u ∩ v|. Notice, however,
that if |u ∩ v| ∈ {2, 3}, there exist only O(1) options for variable xv . This holds because variables xu and xv appear
together in one of the initial constraints, which would be violated if more than O(1) variables received values no less
than (1 − xu)/(|Q(c)\CL(c)| − 1). For any particular pair of xv , xu satisfying all the above, the separation algorithm
performs an exhaustive search for all remaining indices and generates every eligible MLW inequality. To reduce the
amount of steps for generating every such inequality, an initialisation step is performed in order to calculate either all
the summands in the left-hand side of an MLW inequality or all the partials sums of the form
∑{xu : u ∈ CL(c)}.
We proceed by illustrating in detail the implementation of this separation algorithm for the family of inequalities
(6). To accomplish this, a number of conventions are applied. For U ⊆ C, x(U) =∑{xu : u ∈ U}. For u ∈ U , we
denote by u¯ the element of U such that |u ∩ u¯| = 0. We write inequality (6) as
b(c) + xc + x(Q2,2c,s )2, (26)
where b(c)=xc+x(Q3(c)). For c ∈ C, b(c)1 is exactly a clique inequality of type II. Further, |Q(c)\CL(c)|=6, i.e.
O(1). For specific values of c and s the inequality (26) is denoted by (26) [c, s]. Finally, whenever a violated inequality
is detected, the separation algorithm terminates.
Algorithm 1 (Separation of inequalities (6)).
Let x ∈ PL\PI be such that no clique inequality of type II is violated.
Step 1 for all c ∈ C, b(c) := xc +∑{xq : q ∈ Q3c};
Step 2 for all c ∈ C, if (1>xc > 17 ) then{
Step 3 for all t ∈ C such that |c ∩ t | = 2, if xt > 1−xc6 then
Step 4 for all s ∈ C such that |c ∩ s| = 0, |s ∩ t | = 2
Step 5 {
U = Q2,2c,s ∪ {c, s};
for all u ∈ U
if b(u) + x(U) − xu¯ > 2 then (26) [u, u¯] is violated;
}
Step 6 for all s ∈ C such that |c ∩ s| = 0, if xs > 1−xc6 then
Step 7 {
U = Q2,2c,s ∪ {c, s};
for all u ∈ U
if b(u) + x(U) − xu¯ > 2 then (26) [u, u¯] is violated;
}
}
Proposition 7. For a point x ∈ PL\PI not violating any clique inequality, Algorithm 1 determines in O(n6) steps
whether it violates an inequality of the family (26).
Proof. Correctness: Given that no clique inequality of type II is violated, (26) is violated if and only if
xicjckclc + xicjcks ls + xicjskcls + xisjckcls + xisjcks lc + xicjsks lc + xisjskclc > 1. (27)
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This implies that at least one of the variables of (27) has a value greater than 17 . Let this variable be denoted as xu.
Among the remaining variables of (27) at least one must be greater than (1 − xu)/6. Let this variable be denoted as xv .
Observe that there are two cases; either |u ∩ v| = 2 or |u ∩ v| = 0. In both cases, we calculate the left-hand side for
every inequality (26) containing both xu,xv .
Complexity: Step 1 performs 4(n − 1) additions for every c ∈ C, i.e. 4n4(n − 1) additions in total. In Step 2, the
block of code containing all other steps is executed at most 7n2 times, by Lemma 6. For each u of Step 3, six rows of
the matrix A are scanned. These are the rows where the variable xu appears. In each row, there are (n − 1)2 tuples t
such that |u ∩ t | = 2. Hence, Step 3 (i.e. the comparison (1 − xu)/6) is executed at most 42n2(n− 1)2 times. Observe
that at each row we can have at most six variables with value >(1 − xu)/6. Thus Step 4 is executed at most 36 · 7n2
times. At each such iteration, (n − 1)2 elements are considered for the role of s. Hence, Step 5 is executed at most
36 · 7n2 · (n − 1)2 times.
For each of the u ∈ C, such that 1>xu > 17 , Step 6 is executed (n−1)4 times. In total, the comparison xs > (1−xu)/6
of Step 6 is executed at most 7n2(n − 1)4 times. Observe that the number of operations of Steps 5 and 7 is constant
because of the initialisation Step 1 and because |U | = 8. Hence, the overall complexity of the algorithm is O(n6). 
For conciseness, we examine in brief the separation schemes for the remaining families of inequalities. Observe
that CL(c) for inequalities belonging to one of the families represented by (7)–(9) is again a subset of the variable set
of a clique inequality of type II, while the number of remaining variables |Q(c)\CL(c)| is of O(n). This essentially
increases by one factor of n the complexity of Step 2 in Algorithm 1, thus resulting in an overall time-complexity of
O(n7) for solving the separation problem for all three families. The initialisation Step 1 is slightly modified in order
to pre-calculate all the summands in the left-hand side (not only the ones included in CL(c)). For inequalities in all
remaining families, CL(c) is a subset of the variable set of a clique inequality of type I, although subsets of smaller
cardinality may also be contained in a clique inequality of type II. For an inequality in the family of (10), |Q(c)\CL(c)|
is of O(1), therefore the separation algorithm runs in O(n6) steps. For inequalities in the families of (11) and (12),
|Q(c)\CL(c)| is of O(n), thus the separation problem is solvable in O(n7) steps. Finally, for inequalities in the families
of (13)–(15), although |Q(c)\CL(c)| is of O(1), the separation algorithm requires O(n7) steps because of the larger
number of indices required to identify the corresponding inequalities.
Overall, the separation problem is resolved in O(n6) or O(n7) steps for all MLW inequalities. However, the im-
provement achieved (in comparison to the simple approach of generating every single inequality) varies significantly
across different families. For example, there is no improvement for the family represented by (12), while there is an
improvement of three orders of magnitude for the family of (15). In general, families with larger values of r (see Table 3)
accept more significant improvements through the proposed separation algorithm.
6. Conclusions
This paper has examined classes of inequalities that are facet-defining for the OLS polytope and arise from wheels of
the associated intersection graph having |H |=5. Each such wheel belongs to one of the six classes, described in [1], and
gives rise to (possibly) more than one MLW inequalities. To be able to study the families of these inequalities, we have
presented a procedure for identifying the lifting set of a wheel, i.e. the set of tuples indexing the variables appearing in
these inequalities due to lifting. Given the lifting set of a wheel, one can construct all maximally lifted inequalities arising
from this wheel. This essentially amounts to examining all lifting sequences, i.e. all possible orderings of variables
indexed by the tuples of the lifting set, thus imposing a seemingly considerable task. However, if all these variables can
simultaneously be added to the wheel inequality without increasing its right-hand side, then a single maximally lifted
inequality is obtainable, irrespectively of the lifting sequence. Further, it is possible that several inequalities obtained
from wheels of different classes belong to the same family, in the sense of being isomorphic. Clearly, it would be
beneficial to detect any such inherent isomorphisms in advance.
Based on the above observations, let us examine the six wheels and their lifting sets, illustrated in Table 2. Observe
first that the entire set H(c) ∪ V (W(c)) of the wheel of Class 1 appears in inequality (11), thus implying that this
is the only inequality obtained from this class, up to isomorphism. Moreover, observe that the set H(c) ∪ V (W(c))
of the wheel of Class 1 is a proper subset of the corresponding set of Class 22. Therefore, the inequalities obtained
from the wheels of Class 22 include those obtained from Class 1. Similarly, it is easy to see that the entire set
H(c) ∪ V (W(c)) of the wheel of Class 3 appears in inequality (10). A more observant consideration shows that the
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same set becomes a proper subset of the set H(c)∪V (W(c)) of Class 23, if the isomorphism (j0 ↔ j1)J is applied to
all its tuples. This implies that any inequality obtained from the wheels of Class 3 can also be obtained from those of
Class 23.
The remaining wheel classes require a more elaborate examination. With respect to the wheel of Class 29, we have
implicitly enumerated all lifting sequences. The enumeration process can be implemented in terms of a binary search
tree. The two branches emanating from each node correspond to the decision of whether a tuple from V (W(c)) belongs
to the MLW inequality. The strategy of our enumerative scheme is to discover the non-isomorphic MLW inequalities
involving variables indexed by any (combination) of the tuples (i0, j, n, n), (i, j0, n, n), (n, j, k0, n), (i, n, n, l0). Once
this is achieved, yielding the inequalities (7)–(10), the search is complete, since all the remaining tuples index variables
appearing in the MLW inequality (6).
An analogous approach is adopted for the wheels of Classes 2, 22 and 23. Specifically for Class 23, it is easy to
see that a large part of the set H(c) ∪ V (W(c)) is isomorphic to a proper subset of the corresponding set of Class 29.
Let us illustrate this particular fact in more detail. Consider the set H(c) ∪ V (W(c)) of Class 23, after deleting tuples
{(n, j, n, l0), j ∈ J } and (n, j0, k0, n), i.e. the set
S0 = {(i, n, n, n), (n, j, n, n), (n, n, n, l), (i0, j, n, n), (i, j1, n, n), (n, j, n, l0),
(i0, n, n, l0), (n, j1, k0, n), (n, n, k0, l0), (i0, n, k0, n)}.
The application of an interchange to a set of tuples implies that the interchange is applied to every single tuple in this
set. Under this convention, let S1 = S0(j0 ↔ j1)J and S2 = S1(I ↔ J ), i.e.
S2 = {(n, j, n, n), (i, n, n, n), (n, n, n, l), (i, j0, n, n), (i0, j, n, n), (i, n, n, l0),
(n, j0, n, l0), (i0, n, k0, n), (n, n, k0, l0), (n, j0, k0, n)}.
Observe that set S2 defines a proper subset of the set H(c)∪V (W(c)) of the wheel of Class 29, as illustrated in Table 2.
It follows that any inequality obtained from the wheels of Class 23, which does not contain variables {xnjnl0 : j ∈ J }
and xnj0k0n can also be derived from these of Class 29. Therefore, it suffices to check only the inequalities obtained
when the lifting sequence commences by either variables {xnjnl0 : j ∈ J } or variable xnj0k0n. In fact, these lifting
sequences lead to inequalities (9), (10) and (13), with the first two families of inequalities being obtainable also from
Class 29. In an analogous fashion, the only non-isomorphic inequalities arising from the wheel of Class 2 are (13)–(15),
while the wheel of Class 22 produces inequalities (11) and (12).
Overall, the families of inequalities represented by (6)–(15) are the only ones obtained from wheels of size 5. These
inequalities are facet-inducing for the OLS polytope and separable in polynomial time. Hence, this paper contributes to
the polyhedral characterisation of the OLS polytope by a large collection of non-trivial facet-defining inequalities, with
right-hand side equal to 2 and left-hand side coefficients of at most 2. We also note that the approach presented in this
paper could be employed for identifying lifting sets and maximally lifted inequalities induced by wheels of larger size.
Most important, our work could motivate and facilitate the study of lifted wheel inequalities in assignment polytopes
of higher order (see [2]).
Appendix
We present the proofs of Theorems 3, 4. For brevity, we only show the parts of the proofs which are different from
these of the proof of Theorem 2. For (i, j, k, l) ∈ C\Q(c), this amounts to proving (16) for tuples having two (or three)
indices equal to n. We use the approach employed in the proof of Theorem 2. In brief, suppose that we wish to show
(16) for a specific tuple (i∗, j∗, k∗, l∗). We derive a pair of vertices x′, x′′ ∈ PI (Q) such that either x′i∗j∗k∗l∗ = 1 or
x′′i∗j∗k∗l∗ =1 in order for term ai∗j∗k∗l∗ to appear exactly once in ax′ =ax′′. The vertices x′, x′′ are constructed in a way
that equation ax′ = ax′′, after cancelling out terms, includes only entries of vector a, for which (16) has been shown
at a previous step of the proof. Thus, solving with respect to ai∗j∗k∗l∗ and substituting the remaining terms from (16)
produces the desired result.
The analogous procedure is employed for showing that all ijkl are equal, for all (i, j, k, l) ∈ Q(c)\{(n, n, n, n)},
thus proving (17). For this case, we illustrate a table analogous to Table 8. The proofs follow.
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Table 9
Vertices of PI (Theorem 3)
Vertices z6 z¯6 zˆ6 z˜6 z˘6 zˇ6
Variables
z611nn
z6i0nnl1
z6nj1nl0
z¯61nn1
z¯6i0j0nn
z¯6nj1nl0
zˆ6n1n1
zˆ6i0j0nn
zˆ6i1nnl0
z˜6nn11
z˜6i0nnl1
z˜6nj1nn
z˘6n11n
z˘6i0nnn
z˘6nj1nl0
zˇ61n1n
zˇ6i1nnl0
zˇ6nj1nn
Table 10
Proving (17) (Theorem 3)
Step x1 ↔ x2 ⇒ Inequalities
1 x1i0nnn, x
1
nj0nl0
(i0 ↔ i)I x2innn, x2nj0nl0 i0nnn = innn (11), (12)
2 x1i0nnl0 , x
1
nj0nn
(j0 ↔ j)J x2i0nnl0 , x2nj0nn nj0nn = njnn (11), (12)
3 x1i0j0nn, x
1
nnnl0
(l0 ↔ l)L x2i0j0nn, x2nnnl nnnl0 = nnnl (11), (12)
4 x1i0nnn, x
1
nj0nl0
(j0 ↔ j)J x2i0nnn, x2njnl0 nj0nl0 = njnl0 (11), (12)
5 x1i0nnl0 , x
1
nj0nn
(i0 ↔ i)I x2innl0 , x2nj0nn i0nnl0 = innl0 (11), (12)
6 x1i0j0nn, x
1
innl0
(i0 ↔ n)I x2nj0nn, x2innl0 i0j0nn = nj0nn (11), (12)
7 x1i0j0nn, x
1
njnl0
(j0 ↔ n)J x2i0nnn, x2njnl0 i0j0nn = i0nnn (11), (12)
8 x1i0j0nn, x
1
innl0
(i ↔ n)I x2i0j0nn, x2nnnl0 nnnl0 = innl0 (11), (12)
9 x1i0j0nn, x
1
njnl0
(j ↔ n)J x2i0j0nn, x2nnnl0 nnnl0 = njnl0 (11), (12)
10 x1i0nnl , x
1
nj0nn
(l0 ↔ n)L x2i0nnl , x2nj0nl0 nj0nn = nj0nl0 (11), (12)
11 x1i0nnl , x
1
nj0nn
(l0 ↔ l)L x2i0nnl , x2nj0nn i0nnl0 = i0nnl (11), (12)
12 x1i0nnn, x
1
nj0nl0
(l0 ↔ l)L x2i0nnn, x2nj0nl nj0nl0 = nj0nl (11)
13 x1i0j0nn, x
1
nnnl0
(j0 ↔ j)J x2i0jnn, x2nnnl0 i0j0nn = i0jnn (12)
Proof of Theorem 3. We must show (16) for (i, j, k, l) ∈ Q(c)\{(n, n, n, n)} when two of the indices are equal to n.
We consider the vertices illustrated in Table 9. For each such vertex, the variables set to one which play an important
role in the proof are illustrated in row ‘Variables’.
Let x1 = z6, x2 = x1(1 ↔ iq)I , x3 = x2(1 ↔ jq)J , where iq = i0, n, jq = n. Then, ax1 = ax2 and ax2 = ax3 yield
(16) for (iq, 1, n, n) and (iq, jq, n, n), respectively. Observe that xti0nnl1 = xtnj1nl0 = 1, for t = 1, 2, 3, implying that all
three vertices belong to the PI (Q(c)) defined by any of (11), (12). Specifically for (11), we must show the same result
for iq = n, jq = j0, n. This is achieved by considering the conjugates of xt ’s with respect to the interchange (I ↔ J ).
The resulting vertices belong to PI (Q(c)) induced by (11) because xti1nnl0 = xtnj0nl1 = 1.
Let x1 = z¯6, x2 = x1(1 ↔ iq)I , x3 = x2(1 ↔ jq)J , where iq = i0, n, lq = l0, n. Then, ax1 = ax2 and ax2 = ax3
yield (16) for (iq, n, n, 1) and (iq, n, n, lq), respectively. The result is valid both for the PI (Q(c)) of (11) and (12),
respectively, because xti0j0nn = xtnj1nl0 = 1, for t = 1, 2, 3. Next, let x1 = zˆ6, x2 = x1(1 ↔ jq)J , x3 = x2(1 ↔
lq)L, where jq = j0, n, lq = l0, n. Then, ax1 = ax2 yields (16) for (n, jq, n, 1). Consequently, ax2 = ax3 yields
(16) for (n, jq, n, lq). Observe that x1, x2, x3 ∈ PI (Q(c)) defined by (11) and (12), respectively. This is because,
for t = 1, 2, 3, xti0j0nn = xti1nnl0 = 1. Specifically for (12), the result is valid for jq = j0 because if we consider
xti0j1nn
= 1, j1 = 1, j0, n, instead of xti0j0nn = 1, the vertices x1, x2, x3 still belong to PI (Q(c)).
Showing (16) for (n, n, kq, lq), (n, jq, kq, n) and (iq, n, kq, n) can be done in an analogous manner (i.e. deriving
three points for each case) using as ‘starting’ points the vertices z˜6, z˘6, zˇ6 illustrated in Table 9. For these cases, we
require only that iq , jq, kq, lq = n.
To show (16) for (n, n, kq, n), we consider a vertex x1 ∈ PI (Q(c)) having x1nj1nl0 = x1i0j0nn = 1 and x1nnkqn = 1,
where kq = n. Let x2 = x1(1 ↔ n)J . It is easy to see that x1, x2 belong to the PI (Q(c)) defined by (11) and (12),
respectively. Then, ax1 = ax2 yields the result. The proof of (16) is complete.
For showing (17), we consider the results illustrated in Table 10. Finally, the proof of (18) is identical to the
corresponding proof of Theorem 2. Observe that the vertices used belong to the PI (Q(c)) defined by each of (11), (12).
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Table 11
Vertices of PI (Theorem 4)
Vertices z7 zˆ7 z˜7 z¯7 z˘7 zˇ7
Variables
z711nn
z7nj0k0n
z7nj1nl0
zˆ7n1n1
zˆ7i0j0nn
zˆ7nnk0 l0
z˜7n11n
z˜7i0j0nn
z˜7nj1nl0
z¯71nn1
z¯7nnk0 l0
z¯7nj0nn
z˘71nn1
z˘7nj0k0n
z˘7i0j1nn
zˇ7nn11
zˇ7nj0nl0
zˇ7i0j1nn
Proof of Theorem 4. For proving (16) for tuples having two indices equal to n, we consider the vertices illustrated in
Table 11. First, we examine the three cases, where j = n, i.e. (iq, jq, n, n), (n, jq, n, lq) and (n, jq, kq, n).
Let x1 = z7, x2 = x1(1 ↔ iq)I , x3 = x2(1 ↔ jq)J , where iq = n, jq = j0, j1, n. The equations ax1 = ax2 and
ax2 = ax3 yield (16) for (iq, 1, n, n) and (iq, jq, n, n), respectively. The result is valid for any of (13)–(15) because all
the vertices belong to the corresponding PI (Q(c))’s. Further, for inequalities (13), (15), we must show the result for
iq = i0, n, jq = j1. This is accomplished by considering z7i0nnl0 = 1 instead of z7nj1nl0 = 1. For t = 1, 2, 3, xt belong
to the PI (Q(c)) defined by any of (13), (15). Finally, for (13), we must show the result for iq = i0, n, jq = j0. This is
achieved by considering, at vertex z7, z7i0nnl0 = 1, z7nj1k0n = 1, instead of z7nj1nl0 = 1, z7nj0k0n = 1.
The proof of (16) for (n, jq, n, lq), where lq = n, jq = j0, j1, n, can be done using the conjugates of xt ’s, with respect
to the interchange (I ↔ L). For lq = l0, n, jq = j1, the result is obtained by using the vertices x1 = zˆ7, x2 = x1(1 ↔
j1)J , x
3 = x2(1 ↔ lq)L, where iq = l0, n. Observe that all these vertices belong to PI (Q(c)) defined by any of
(13)–(15). The same result is obtained for lq = l0, n, jq = j0, if we consider j0 and j1 in reverse roles.
Let z˜7 = z7(I ↔ K) (see Table 11). Observe that z˜7 ∈ PI (Q(c)) defined by any of (13)–(15). The same is true
for the vertices x1 = z˜7, x2 = x1(1 ↔ jq)J , x3 = x2(1 ↔ kq)K , where jq = j0, j1, n and kq = n. The equations
ax1 = ax2 and ax2 = ax3 yield (16) for (n, jq, 1, n) and (n, jq, kq, n), respectively. To obtain the result for jq = j1
and kq = k0, n, we consider the conjugate of zˆ7 with respect to the interchange (K ↔ L) and derive the vertices
x1 = zˆ7(K ↔ L), x2 = x1(1 ↔ j1)J , x3 = x2(1 ↔ kq)L, where kq = k0, n. As previously, the same result is obtained
for jq = j0, kq = l0, n, if we consider j0 in the place of j1 and vice versa.
We proceed by showing (16) for the three cases, where j = n, i.e. (iq, n, n, lq), (n, n, kq, lq) and (iq, n, kq, n). Let
x1 = z¯7, x2 =x1(1 ↔ iq)I , x3 =x2(1 ↔ lq)L, where iq = n, lq = l0, n. The equations ax1 =ax2 and ax2 =ax3 yield
(16) for (iq, n, n, 1) and (iq, n, n, lq), respectively. Observe that x1, x2, x3 ∈ PI (Q(c)) defined by any of (13)–(15).
To obtain the result for iq = i0, n and lq = n, in the place of z¯7, we consider the vertex z˘7. If we consider z˘7i1j1nn = 1
instead of z˘7i0j1nn = 1, the vertices x1, x2, x3 belong to the PI (Q(c)) induced by (14) and the result is obtained for
iq = n, lq = n. That is,(16) is valid for the tuple (i0, j0, n, n) if the inequality defining PI (Q(c)) is (14).
Next, let x1 = zˇ7, x2 = x1(1 ↔ kq)K, x3 = x2(1 ↔ lq)L, where kq = n, lq = l0, n. The equations ax1 = ax2 and
ax2 = ax3 yield (16) for (n, n, kq, 1) and (n, n, kq, lq), respectively. The result is valid for each of the inequalities
(13)–(15). The same result for kq = k0, n, lq = n is derived by considering the conjugate of zˇ7 with respect to the
interchange (K ↔ L). Finally, by considering the conjugates of x1, x2, x3 with respect to the interchange (I ↔ K),
we derive (16) for (iq, n, kq, n).
It is easy to show (16) for (i, j, k, l) ∈ C\Q(c), where three of the indices are equal to n. Consider for exam-
ple, the tuple (iq, n, n, n), where iq = n. Let x1 ∈ PI such that x1iqnnn = x1nj0k0n = x1nj1nl0 = 1. Also let jq ∈
J\{j0, j1, n} and derive the vertex x2 = x1(1 ↔ jq)J . Then equation ax1 = ax2, after cancelling identical terms,
includes only one term with three indices equal to n, i.e. aiqnnn. Substituting the remaining terms from (16) and
cancelling out identical terms, we obtain (16) for (iq, n, n, n). By considering the conjugates of x1 with respect to
(I ↔ K) and (I ↔ L), and x2 derived exactly as above, we show (16) for (n, n, kq, n) and (n, n, n, lq), respectively.
Note that for all cases the vertices used belong to PI (Q(c)) defined by any of (13)–(15). This completes the proof
of (16).
As in Theorems 2, 3, we show (17) by illustrating the appropriate vertices in tabular format. Thus, from the equalities
illustrated in Table 12 (column ‘⇒’), we see that ijkl = , for all (i, j, k, l) ∈ Q(c)\{(n, n, n, n)}.
Next, consider the vertex x1 having x1nj0nl0 = x1i0j1nn = x1nnk0n = 1. Obviously, x1 ∈ PI (Q(c)) defined by any of
(13)–(15). Let x2 = x1(k0 ↔ n)K . Then ax1 = ax2, after substitution of annnn from (25)n, anj0nl0 , ai0j1nn from (17)
and the remaining terms from (16), yields nnnn = 2. This proves (18). 
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Table 12
Proving (17) (Theorem 4)
Step x1 ↔ x2 ⇒ Inequalities
1 x1nnk0 l0 , x
1
nj0nn
(j0 ↔ j)J x2nnk0 l0 , x2njnn nj0nn = njnn (13)–(15)
2 x1i0j0nn, x
1
nj1nl0
, x1nnk0 l (l0 ↔ l)L x2i0j0nn, x2nnk0 l0 , x2nj1nl nj1nl0 = nnk0 l0 (13)–(15)
3 x1i0j1nn, x
1
nj0nl0
, x1nnk0 l (l0 ↔ l)L x2i0j1nn, x2nnk0 l0 , x2nj0nl nj0nl0 = nnk0 l0 (13)–(15)
4 x1nnk0 l0 , x
1
i0j1nn
(j0 ↔ j1)J x2nnk0 l0 , x2i0j0nn i0j0nn = i0j1nn (13)–(15)
5 x1i0j1nn, x
1
nj0k0n
, x1nnkl0 (k0 ↔ k)K x2i0j1nn, x2nnk0 l0 , x2nj0kn nj0k0n = nnk0 l0 (13)–(15)
6 x1nj1nl0 , x
1
nj0k0n
, x1i0j0nl (n ↔ l)L x2nj1nl0 , x2i0j0nl , x2nj0k0 l nj0k0n = i0j0nn (13)–(15)
7 x1nj0k0n, x
1
i0j1nn
, x1i0nk0 l0 (i0 ↔ n)I x2nj1nn, x2nnk0 l0 , x2i0j0k0n nj1nn = i0j1nn (13)–(15)
8 x1i0j0nn, x
1
nnk0 l0
(i0 ↔ i)I x2ij0nn, x2nnk0 l0 i0j0nn = ij0nn (14), (15)
9 x1i0j1nn, x
1
nnk0 l0
(i0 ↔ i)I x2ij1nn, x2nnk0 l0 i0j1nn = ij1nn (14)
10 x1nj0nn, x
1
nnk0 l0
, x1i0nnl (l0 ↔ l)L x2nj0nn, x2i0nnl0 , x2nnk0 l nnk0 l0 = i0nnl0 (13), (15)
11 x1i0j0nn, x
1
nj1k0n
, x1nnnl0 (k0 ↔ n)K x2nj1nn, x2nnk0nl0 , x2i0j0k0n nj1nn = nj1k0n (13), (14)
12 x1nj0nn, x
1
i0nk0n
, x1nj1k0 l0 (k0 ↔ n)K x2nj0k0n, x2nj1nl0 , x2i0nnn i0nk0n = nj0k0n (13)
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