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General multivariate periodic wavelets are an eﬃcient tool for the approximation of
multidimensional functions, which feature dominant directions of the periodicity.
One-dimensional shift invariant spaces and tensor-product wavelets are generalized to
multivariate shift invariant spaces on non-tensor-product patterns. In particular, the
algebraic properties of the automorphism group are investigated. Possible patterns are
classiﬁed. By divisibility considerations, decompositions of shift invariant spaces are given.
The results are applied to construct multivariate orthogonal Dirichlet kernels and the
respective wavelets. Furthermore a closure theorem is proven.
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1. Introduction
In the last decades, multiscale decomposition of functions and corresponding shift invariant spaces have shown to be a
useful tool in image and signal processing. In this paper, we develop a framework for periodic multiscale analysis with the
help of shift invariant spaces and thus a framework for wavelets for the approximation and decomposition of periodic multi-
variate functions on multidimensional patterns of grid points, which are not necessarily tensor products of one-dimensional
grids in the co-ordinate directions.
Therefore, we start with the investigation of shift invariant spaces where the vector-valued shifts are generated by any
regular integer matrix M, which is not necessarily diagonal. The periodic patterns bijectively map to the generating groups
G(M) of congruence classes of integer vectors modulo the matrix M. This bijection is the key to the structure of the patterns
and the shift invariant spaces, e.g. the theorem on elementary divisors allows us to describe the structure of the Fourier
matrix F(M) in a convincing new manner. Furthermore, all possible patterns of a ﬁxed order m = |detM| can be classiﬁed,
and representatives of the classes are given.
On the one hand, our work is based on the investigation of one-dimensional periodic shift invariant spaces and wavelets
in [17,19,20,23,9], where fundamental techniques for the investigation of periodic wavelets are given.
On the other hand, the multivariate non-periodic case has been studied in e.g. [4,3,2]. Here, the setting for the discussion
of non-tensor-product wavelets was developed. The discussion of multivariate periodic shift invariant spaces and multivari-
ate wavelets is based on [7,12,15,14]. In particular, algorithms for reconstruction and decomposition are given in [13].
We follow this approach, and we combine it with fundamental Fourier techniques from the one-dimensional setting,
which are generalized to the multivariate periodic situation.
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preliminaries and notations. In particular, the generalized Fourier matrix F(M) is discussed in Section 2.3, and a new proof
for the orthogonality is given there. As new results, the patterns are classiﬁed, and representative matrices are chosen from
the set of matrices generating identical patterns in Section 2.4.
Section 3 deals with shift invariant spaces, which are generated by the groups G(M) discussed before. Here, we recog-
nize most of the one-dimensional results from [17,20,23] after a suitable generalization, e.g. of the divisibility concept to
the multivariate situation. So, Section 3 presents basic theorems about multivariate shift invariant spaces in our new con-
ception. Parts of the results can be found in [14], which concentrates on wavelet frames and potential sequences of integer
matrices M, and in [12], where solutions of periodic reﬁnement equations are shown to be linearly independent.
Finally, the orthogonal decomposition of shift invariant spaces is discussed in Section 4 in the case that all subspaces
have identical patterns. The decomposition of the shift invariant spaces is related to the matrix decomposition M= JN with
a general regular integer matrix J. Whereas in the one-dimensional case, identical pattern of the subspaces are stringent,
we intend to generalize the decomposition technique to subspaces on different patterns in the multivariate case. That will
enable us to encode directional information of a decomposed function in everyone of the subspaces, which are speciﬁc to
the underlying pattern. The following Section 5 gives ﬁrst decomposition results for non-identical patterns.
The paper ﬁnishes with extended examples of wavelet decompositions for the orthonormalized Dirichlet kernel in Sec-
tion 6 with M j = J( j)M j−1. We ﬁnd that a restricted number of matrices J( j) can be determined in Lemma 6.5, that enable
the construction of wavelets. This restricted number of matrix extensions of the frequency domain nevertheless allows a
large variety of decomposition chains. We prove in Theorem 6.8, under which conditions the closure of the union of wavelet
spaces is already the Hilbert space of quadratically integrable functions on the multivariate torus.
The results about the patterns or the generating groups respectively are the initial point for further investigations of
multivariate periodic wavelets in the non-tensor-product case, e.g. their approximation properties. Further research is needed
to adapt the theoretical basics in the present paper to realistically applicable algorithms.
The general periodic grids allow to highlight certain selected directions in the wavelet approximation. In particular the
dominance of the co-ordinate directions is overcome in the multivariate case. Although the present work is theoretical and
general, multivariate wavelets might serve for the detection of edges in images [10,11]. Furthermore the approximation of
structured functions with preferred directions [6,18] is a possible ﬁeld for the application of multivariate wavelets after a
future development of the theory.
2. Preliminary investigations
2.1. Basic notations
The function space we have in mind is L2(Td) with the torus Td ∼= [0,2π)d , which is the Hilbert space of 2π -periodic
d-variate functions with the inner product
〈ϕ,ψ〉 = 1
(2π)d
∫
Td
ϕ(x)ψ(x)dx
and ﬁnite norm ‖ϕ‖2 = 〈ϕ,ϕ〉. Every function ϕ ∈ L2(Td) can be written as its Fourier series
ϕ(x) =
∑
k∈Zd
ck(ϕ)e
ikTx (1)
with Fourier coeﬃcients
ck(ϕ) =
〈
ϕ,eik
T◦〉= 1
(2π)d
∫
Td
ϕ(x)e−ikTx dx
indexed by integer vectors k ∈ Zd . We exploit the relationship to the Hilbert space 2(Zd) of all generalized sequences
c= (ck)k∈Zd with the inner product
〈c,d〉2 =
∑
k∈Zd
ckdk
and the norm ‖c‖2 = 〈c, c〉2 . The isomorphism between L2(Td) and 2(Zd) is represented by Parseval’s equation
〈ϕ,ψ〉 = 〈(ck)k∈Zd , (dk)k∈Zd 〉2 =
∑
k∈Zd
ck(ϕ)ck(ψ) for all ϕ,ψ ∈ L2
(
T
d). (2)
We denote the set of regular integer matrices by Zd×dreg . In general, the modulus of the determinant of a matrix M ∈ Zd×dreg is
named m = |detM|. Every matrix M ∈ Zd×dreg deﬁnes a pattern
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Obviously, the pattern P(M) is 1-periodic, i.e., y ∈ P(M) implies y+ z ∈ P(M) for all z ∈ Zd .
A linear subspace V ⊆ L2(Td) is called M-shift invariant [3,12] or shortly M-invariant if ϕ ∈ V implies
T (y)ϕ = ϕ(◦−2πy) ∈ V for all y ∈ P(M).
Let us remark that a simple calculation gives
ck
(
T (y)ϕ
)= e−2π ikTyck(ϕ). (3)
We need some preliminary considerations about the group properties of the pattern elements, the related Fourier matrix
and the classiﬁcation of patterns before we start to investigate shift invariant spaces in Section 3.
2.2. Generating group
We introduce the congruence relation between integer vectors h,k ∈ Zd by
h≡ k mod M ⇔ ∃z ∈ Zd: h= k+Mz
and the respective congruence classes
k¯= {h ∈ Zd: h≡ k mod M}= {h ∈ Zd: h− k ∈MZd}.
Analogously, we deﬁne the congruence relation between real vectors x,y ∈ R by x ≡ y mod I with respect to the unit
matrix I if and only if there exists an integer vector z ∈ Zd with x= y+ Iz= y+ z.
The generating group consists of the congruence classes of integer vectors modulo the matrix M. We write
G(M) = Zd/MZd, (4)
and we identify the congruence classes g¯ ∈ G(M) with their representatives g ∈ Zd . Obviously, we have M−1k¯= {y ∈ Rd: y≡
M−1k mod I}. Thus, every unit cube of Rd contains exactly one element of M−1k¯, i.e., in particular, we can write
∣∣M−1k¯∩ [0,1)d∣∣= 1.
Hence, a suitable choice of representatives g ∈ G(M) is described by
y=M−1g ∈ P(M) ∩ [0,1)d = PI(M), (5)
which expresses the close relation between the generating group G(M) and the pattern P(M). All these representatives
g ∈ G(M) lie in the semi-open parallelepiped M[0,1)d . We remark that PI(M) equipped by the addition modulo the unit
matrix I is isomorphic to the generating group G(M), i.e.,
(PI(M),+ mod I)∼= G(M).
The theorem on elementary divisors [16, Chapter 10] assures the decomposition
M= QER with E= diag((ε j)dj=1) (6)
with two co-ordinate transformations R,Q ∈ Zd×dreg of Zd , i.e., |detR| = |detQ| = 1 and elementary divisors ε j ∈ N fulﬁll the
property ε j−1|ε j for j = 2, . . . ,d. The decomposition (6) is called Smith normal form [5, Chapter 5].
Since R and Q deﬁne co-ordinate transformations of Zd , the groups G(M) and G(E) are isomorphic. Hence, the generating
group is a direct product of cyclic groups C(ε j) of the order of the elementary divisors
G(M) ∼= C(ε1) ⊗ · · · ⊗ C(εd). (7)
Consequently, every element of the generating group can be addressed by d co-ordinates g j with 0  g j < ε j , i.e., g =
g(g1, . . . , gd) and the problem is reduced to the tensor-product case in the transformed co-ordinates. In practice, it is rather
expensive to calculate the transformations R and Q and hence the addressing indices g j of the elements g [1].
We remark that the order of the generating group is
∣∣G(M)∣∣= ε1 · · · · · εd = |detM| =m. (8)
The transposed matrix MT = RTEQT has the same elementary divisors and the respective generating groups
G(M) ∼= G(MT)
are isomorphic. In particular, the elements of G(MT) can be addressed by the same index vectors as the ones of G(M).
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The Fourier matrix with respect to the matrix M is deﬁned [8] by
F(M) = 1√
m
(
e−2π ihTM−1g
)
h∈G(MT),g∈G(M) ∈ Cm×m. (9)
The deﬁnition (9) depends on the arrangement of the elements h ∈ G(MT) indicating the rows of the Fourier matrix and on
the arrangement of the elements g ∈ G(M) indicating the columns. If not pointed out differently, we refer to an arbitrary
but ﬁxed arrangement of the elements. We additionally require that the elements of PI(M) are arranged in the same order
as the elements g ∈ G(M).
If a= (ag)g∈G(M) ∈ Cm denotes a vector indexed by the elements of G(M), then its discrete Fourier transform
aˆ= (aˆh)h∈G(MT) =
√
mF(M)a ∈ Cm (10)
is a vector with elements aˆh indexed by the elements h of G(MT). Of course, the indexing arrangements of G(M) respectively
G(MT) used in a and in aˆ have to be identically used in F(M), too.
The following lemma proves the tensor product structure of the Fourier matrix. The consequent Corollary 2.2 already has
been shown in [8] by a technical proof without referring to the tensor product structure.
Lemma 2.1. LetM ∈ Zd×dreg . Then there are standard Fourier matrices
Fε j =
1√
ε j
(
e−2π ih jε
−1
j g j
)ε j−1
h j , g j=0
and permutation matrices Pg and Ph so that
F(M) = Ph(Fε1 ⊗ · · · ⊗ Fεd )Pg (11)
with the Kronecker product ⊗.
Proof. Due to (6) with the co-ordinate transformations R and Q of Zd , the representatives g = Qg˜ and h = RTh˜ can be
chosen with
g˜ ∈ Q−1G(M) = {0, . . . , ε1 − 1} × · · · × {0, . . . , εd − 1}
and
h˜ ∈ R−TG(MT)= {0, . . . , ε1 − 1} × · · · × {0, . . . , εd − 1},
and they can be arranged alpha-numerically by the index vector (g1, . . . , gd) respectively (h1, . . . ,hd) with 0 g j,h j < ε j .
Then, we ﬁnd
F(M) = 1√
m
(
e−2π i(R−Th)TE−1Q−1g
)
h∈G(MT),g∈G(M)
and thus
F(M) = 1√
m
(
e−2π ih˜TE−1g˜
)
h˜∈R−TG(MT), g˜∈Q−1G(M)
and hence using the alpha-numerical arrangement
Fan(M) = 1√
m
(
e−2π i(h1ε
−1
1 g1+···+hdε−1d gd))(ε1−1,...,εd−1)
(h1,...,hd),(g1,...,gd)=(0,...,0). (12)
We ﬁnd that Fan(M) is the Kronecker product of standard Fourier matrices
Fan(M) = Fε1 ⊗ · · · ⊗ Fεd . (13)
The arrangement of the group elements g and h results from the alpha-numerical arrangement by the permutation matri-
ces Ph and Pg , and the Fourier matrix reads now F(M) = PhFan(M)PTg as proposed in (11). 
The Fourier matrix F(M) is not symmetric in general. The Kronecker product (13) is the starting point for the con-
struction of fast Fourier algorithms for F(M), where Fε j can be further decomposed into a Kronecker product of smaller
standard Fourier matrices whenever ε j ∈ N is not prime.
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Proof. We start with (11) and (13), and we calculate
F(M)F(M) T = PhFan(M)PTg PgFan(M) TPTh = PhFan(M)Fan(M) TPTh,
with
Fan(M)Fan(M) T = Fε1Fε1 T ⊗ · · · ⊗ FεdFεd T = I ∈ Cm×m,
where we have reduced the assertion to the respective property of standard matrices. 
The following lemma is an example for a well-known one-dimensional result on circulant matrices, which can be
straightforward transformed into the multivariate setting.
Lemma 2.3. For every vector a= (ag)g∈G(M) , the identity
circa= (ag−l)g,l = F(M)T diag aˆF(M)
is satisﬁed.
Proof. We write the matrix B= F(M) circaF(M)T in the form
B= (bhk)h,k = 1m
(
e2π ih
TM−1g)
h,g(al−g)g,l
(
e−2π ikTM−1l
)
l,k
with g, l ∈ G(M) and h,k ∈ G(MT). The entry bhk is
bhk = 1m
∑
g∈G(M)
∑
l∈G(M)
e2π ih
TM−1ge−2π ikTM−1lal−g,
which after an index shift l− g→ g reads as
bhk = 1m
∑
g∈G(M)
age
−2π ihTM−1g ∑
l∈G(M)
e−2π i(h−k)TM−1l.
Now, the ﬁrst sum is just aˆh , and the second sum is m for h = k in G(MT) and vanishes otherwise because it is the entry
(h− k) of mF(M)F(M)T, cf. Corollary 2.2. That proves the lemma. 
2.4. Pattern classiﬁcation
Matrices M,N ∈ Zd×d are called equivalent M∼= N if they generate identical pattern P(M) = P(N).
Lemma 2.4.MatricesM∼= N are equivalent if and only if there exists a matrix Q ∈ Zd×d with |detQ| = 1 and N= QM.
Proof. First, M ∼= N implies PI(M) = PI(N) and by (5) and (8) it follows |detM| = |detN|. The equivalence M∼= N implies
that y ∈ P(M) leads to y ∈ P(N). The pattern elements y ∈ P(M) are related to z ∈ Zd by the deﬁnition y = M−1z. The
property y ∈ P(N) is expressed by
NM−1z ∈ Zd for all z ∈ Zd.
Hence, we conclude NM−1 ∈ Zd×d and |det (NM−1)| = 1. Then Q= NM−1.
Second, P(M) = P(N) follows from N= QM by
P(QM) = {y: QMy ∈ Zd}= {y: My ∈ Q−1Zd = Zd}= P(M). 
In the following lemma we choose a matrix from every equivalence class in a representative form.
Lemma 2.5. The right upper triangular matricesM= (mjk)dj,k=1 with 0mjk <mkk for j < k and all k = 1, . . . ,d are representatives
of the classes of equivalent matrices.
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multiplications with matrices of determinant 1. By appropriate addition matrices and permutation matrices the ﬁrst column
of M can be transformed into m1e1 with the unit vector e1 = (1,0, . . . ,0)T ∈ Zd and the greatest common divisor m1 =
gcd{m11, . . . ,md1}, cf. the Euclidean algorithm. The step results in a matrix M′ with a multiple of the unit vector in the ﬁrst
column. The procedure is continued by the same operation for the ﬁrst column of the minor (m′jk)
d
j,k=2 of M
′ and so on
with smaller and smaller minors.
Second, the renamed right upper triangular matrix M is transformed by adding an integer multiple of the second row to
the ﬁrst one assuring 0m12 <m22. That is proceeded by adding integer multiples of the third row to the ﬁrst two rows
assuring 0m13 <m33 and 0m23 <m33 and further on until the claimed structure is received.
Now, we regard two matrices M= (mjk)dj,k=1 and N= (n jk)dj,k=1 of the given structure and we assume that they generate
identical patterns. The equality |detM| = |detN| implies m11 · · · · · mdd = n11 · · · · · ndd . We write M = M˜diag(mkk)dk=1 and
N= N˜diag(nkk)dk=1 with the left upper triangular matrices M˜ and N˜ with units at the diagonal. We multiply NM−1 with the
kth unit vector ek and ﬁnd the kth component(
NM−1ek
)
k =
nkk
mkk
∈ Z, (14)
which is an integer because of Lemma 2.4. The assumption of identical patterns leads to nkk = mkk for k = 1, . . . ,d. Now,
NM−1 = N˜M˜−1 is valid. The non-diagonal entries of N˜ and M˜ lie in the interval [0,1). The condition N˜= QM˜ with Q ∈ Zd×dreg
leads to Q= I by checking successively the resulting conditions for the entries of Q in each row. We conclude, that every
matrix M can be transformed into a representative form, and that two different matrices in representative form generate
different patterns. 
This result restricts the possible patterns for a given matrix determinant and group order m = |PI(M)|, cf. (5).
Lemma 2.6. The number of possible patterns of a given order m is
∑
m=t1·····td
t2t
2
3 · · · · · td−1d =
1
m
∑
m=t1·····td
t1t
2
2t
3
3 · · · · · tdd
where the sum runs over all decompositions of m into d positive integers with consideration of the succession.
Proof. We count the representative forms of possible matrices M. Every decomposition m = t1 · · · · · td generates a possible
diagonal, and the right upper triangle can be ﬁlled up with k − 1 entries 0mjk <mkk . 
In particular, the practically relevant cases d = 2 and d = 3 give a manageable number of possible patterns. For instance
with m = 2 j , we ﬁnd 2 j+1 − 1 different patterns for d = 2 and (2 j+1 − 1)(2 j+2 − 1)/3 for d = 3.
Lemma 2.7. LetM,N ∈ Zd×dreg . The inclusion P(N) ⊆ P(M) is equivalent to the existence of a matrix J ∈ Zd×dreg withM= JN.
Proof. The existence of J assures that y ∈ P(N) implies Ny ∈ Zd and hence JNy ∈ Zd , too. We ﬁnd y ∈ P(M) for all y ∈ P(N).
On the other hand for P(N) ⊆ P(M), we argue as in Lemma 2.4 that MN−1z ∈ Zd for all z ∈ Zd and we ﬁnd J=MN−1 ∈
Z
d×d . 
We remark that due to non-commutativity of the product M = JN, the pattern P( J ) is not a sub-pattern of P(M) in
general.
Example 2.8. For d = 2 and m = 2, we ﬁnd the representatives
A1 =
(
2 0
0 1
)
, A2 =
(
1 0
0 2
)
, and A3 =
(
1 1
0 2
)
for the classes of different patterns. The respective patterns are given in Fig. 1. Since the generating group is of order 2 and
the cyclic group C2 is the only one of order 2, we obtain G(A j) ∼= C2 for j ∈ {1,2,3}.
Fig. 2 gives the possible patterns for d = 2 and m = 4. The representatives of equivalent patterns are B1, . . . ,B7 with e.g.
B1 =
(
4 0
0 1
)
, B2 =
(
2 0
0 2
)
, B3 =
(
2 1
0 2
)
, B4 =
(
1 0
0 4
)
,
and
B5 =
(
1 1
0 4
)
, B6 =
(
1 2
0 4
)
, B7 =
(
1 3
0 4
)
.
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Fig. 2. Five of the seven possible patterns for d = 2 and m = 4. From left to right: PI(B1), PI(B2), PI(B3), PI(B5), PI(B7), compare Example 2.8. The pattern
PI(B4) is the mirrored PI(B1) at the diagonal, and the mirrored PI(B3) is PI(B6). The inclusion is demonstrated in PI(B7), which contains PI(A3).
We remark the product decomposition B1 = A1A1, B2 = A1A2 = A2A1, B3 = A3A1, B5 = A2A3 and B7 = A3A3 and the related
inclusion relations e.g. P(A3) ⊂ P(B5), cf. Fig. 2. We ﬁnd G(B j) ∼= C4 for j ∈ {1,3,4,5,6,7} because all these groups are of
order 4 and contain an element of order 4. But already here, we ﬁnd G(B2) ∼= C2 ⊗ C2, which is the Klein four-group and
hence different from C4.
An immediate consequence of Lemma 2.7 is the inclusion
P(I) ⊆ P(M) ⊆ P(mI), (15)
and hence all vectors y ∈ P(M) fulﬁll my ∈ Zd , i.e., the components of y are multiples of 1/m.
Since P(I) = Zd , we can write
P( J ) =
⋃
y∈PI( J )
P(I) + y
and hence
P( JN) =
⋃
y∈PI( J )
N−1P(I) +N−1y=
⋃
y∈PI( J )
P(N) +N−1y.
All elements of u ∈ PI( JN) can be given in the form
u= x+N−1y mod I with x ∈ PI(N), y ∈ PI( J ), (16)
and from PI( J ) ∩ Zd = {0} follows |PI( JN)| = |PI(N)| · |PI( J )|. Thus the decomposition (16) of u ∈ PI( JN ) is unique.
Let us remark that |detQ| = 1 implies P(N) = P(QN), but in general it does not imply the equivalence of the patterns
P( JN) and P( JQN) because P( J ) and P( JQ ) may differ.
By Lemma 2.7 all possible patterns are arranged in a pattern tree with half-group properties. Following the tree in the
construction of M as a product of matrices with smaller determinants generates an indexing system of the elements of G(M)
and the related Fourier matrix. Now, we show how patterns can be factorized.
Lemma 2.9. For all divisors n of m, there is a matrix N with |detN| = n providing a sub-pattern P(N) ⊆ P(M).
Proof. In (6), the diagonal matrix E can be easily factorized E = Em/nEn with detEn = n. Now, N = EnR together with
Lemma 2.7 yield the proposition. 
As an immediate consequence of Lemma 2.9, every matrix M ∈ Zd×dreg can be factorized in a product M = M1 · · · · · Mk ,
where |detM j | = p j are the prime factors of m = |detM| providing sub-patterns
P(Mk) ⊂ P(Mk−1Mk) ⊂ · · · ⊂ P(M).
Next, we investigate the sum of different patterns
P = P(M1) + P(M2) =
{
x+ y: x ∈ P(M1), y ∈ P(M2)
}
. (17)
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|detM2| is a pattern P(K) for somematrixK ∈ Zd×dreg . The intersection P(M1)∩P(M2) is a common sub-pattern of P(M1) and P(M2).
If N ∈ Zd×dreg is a matrix with P(N) = P(M1) ∩ P(M2), then there is the divisibility relation
|detK| = m1m2|detN| .
Proof. Let U = P(M1) ∩ P(M2). Now, x,y ∈ U implies x − y ∈ U , and due to U ⊆ P(M1) and U ⊆ P(M2), the set U is a
sub-pattern generated by a matrix N ∈ Zd×dreg , i.e. U = P(N), where the matrix N is not yet explicitly known. The sum
PI =
{
x+ y mod I: x ∈ PI(M1), y ∈ PI(M2)
}
is an Abelian group. Furthermore, we know PI ⊂ PI(m1m2I) due to (15). Hence, there is a matrix K producing the pattern
P = P(K). The generating group G(K) fulﬁlls
G(K) ∼= G(M1)×
(G(M2)/(G(M1)∩ G(M2))),
and the assertion is proven. 
In general, the simple union P(M1) ∪ P(M2) is not a pattern, which can be easily seen from Figs. 1 and 2.
The matrix K can be reconstructed by ﬁnding d elements y1, . . . ,yd of P(K) spanning whole P(K) by its integer linear
combinations, cf. (7). The ﬁrst element is found by looking for an element of highest possible order in (PI,+mod I) ∼= G(K),
called yd . Then, yd−1 is an element of highest possible order in the factorial group (PI,+mod I)/〈y1〉 and so on. Finally, the
matrix K ∈ Zd×d and Ky j ∈ Zd for j = 1, . . . ,d is found. The matrix K is unique among the representatives of equivalence
classes of matrices producing identical patterns.
Analogously, the matrix N can be reconstructed from the intersection U .
3. Shift invariant spaces
The span of all translates T (y), y ∈ P(M) of a function ϕ ∈ L2(Td) is a M-shift invariant subspace. It is denoted by
V ϕM = span
{
T (y)ϕ: y ∈ P(M)}= span{T (y)ϕ: y ∈ PI(M)}.
Several theorems from the one-dimensional case d = 1 [20,17,19,23] can be formulated in the present general investigation
as well. Some results of Section 3 are given for completeness although they are already found in the literature. So, Theo-
rems 3.1 and 3.3 together with Corollary 3.2 are consequences of results in [14], which concentrates on wavelet frames and
which assumes the matrix M to be a potential of an integer matrix. Similar proofs are found there. Similarly, Corollaries 3.5
and 3.6 can be found in [12] where the linear independence is shown for solutions of periodic reﬁnement equations.
The following Theorem 3.1 shows that the translates T (y)ϕ span the same subspace as the so-called orthogonal
splines [20]
f ϕh (x) =
∑
k∈Zd
ch+MTk(ϕ)ei(h
T+kTM)x (18)
for h ∈ G(MT) do.
Theorem 3.1. LetM ∈ Zd×dreg and ϕ ∈ L2(Td). The elements y ∈ PI(M) and g ∈ G(M) in indexing the Fourier matrix F(MT) are related
by (5). Then, the vector of translates of ϕ and the vector of orthogonal splines ( f ϕh )h∈G(MT) fulﬁll the equation(
T (y)ϕ
)
y∈PI(M) =
√
mF(M)T( f ϕh )h∈G(MT). (19)
Proof. Eqs. (3) and (1) verify the relation
T (y)ϕ(x) =
∑
k∈Zd
e−2π ikTyck(ϕ)eik
Tx.
Now, we address all integer vectors by h+MTk with h ∈ G(MT) and k ∈ Zd , cf. (4). We use kTMy ∈ Z because of y ∈ P(M),
and we get the linear combination
T (y)ϕ(x) =
∑
h∈G(MT)
e−2π ihTy f ϕh (x).
This equation contains an arbitrary row of the required relation (19) what ﬁnishes the proof. 
The following corollary is an immediate consequence of Theorem 3.1.
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V ϕM = span
{
f ϕh : h ∈ G
(
MT
)}
.
Theorem 3.3. It holds ξ ∈ V ϕM if and only if there exists a vector a= (ay)y∈PI(M) with the discrete Fourier transform aˆ= (aˆh)h∈G(MT)
fulﬁlling
ch+MTk(ξ) = aˆhch+MTk(ϕ) for all h ∈ G
(
MT
)
, k ∈ Zd. (20)
Then, the function ξ is the linear combination of translates
ξ =
∑
y∈PI(M)
ayT (y)ϕ. (21)
Proof. If ξ ∈ V ϕM and thus (21) is valid, then
ck(ξ) =
∑
y∈PI(M)
aye
−2π ikTyck(ϕ).
Using the notation h+MTk with h ∈ G(MT) and k ∈ Zd for the integer vectors, we ﬁnd
ch+MTk(ξ) =
∑
y∈PI(M)
e−2π ihTyaych+MTk(ϕ) = aˆhch+MTk(ϕ),
what actually is (20).
If otherwise, we start with (20), we can note
ξ(x) =
∑
k∈Zd
ck(ξ)e
ikTx =
∑
h∈G(MT)
∑
k∈Zd
aˆhch+MTk(ϕ)ei(h
T+kTM)x
and thus
ξ(x) =
∑
y∈PI(M)
ay
∑
h∈G(MT)
e−2π ihTy
∑
k∈Zd
ch+MTk(ϕ)ei(h
T+kTM)x.
The multiplications with e−2π ikTMy = 1 points out that the double sum over h and k is a sum over all integer vectors, and
we obtain (21). 
Theorem 3.4. Let ϕ,ψ ∈ L2(Td) be two given functions. Then, the Gram matrix G= (〈T (x)ϕ, T (y)ψ〉)x,y∈PI(M) is circulant, and it is
true that
G= F(M)T diag
(
m
∑
k∈Zd
ch+MTk(ϕ)ch+MTk(ψ)
)
h∈G(MT)
F(M).
Proof. The matrix is circulant, G= circa, because
(〈
T (x)ϕ, T (y)ψ
〉)
x,y∈PI(M) =
(〈
ϕ, T (y− x)ψ 〉)x,y∈PI(M)
with the vector a and ay = 〈ϕ, T (y)ψ〉. Using Lemma 2.3 and Parseval’s equation (2), we get
aˆh =
∑
y∈PI(M)
e−2π ihTy
∑
k∈Zd
ck(ϕ)ck
(
T (y)ψ
)= ∑
k∈Zd
ck(ϕ)ck(ψ)
∑
y∈PI(M)
e−2π i(h−k)Ty
for h ∈ G(MT). Since the sum over y is m for k≡ h mod MT in Zd and vanishes else, the assertion is proven. 
Corollary 3.5. The set of translates {T (y)ϕ: y ∈ PI(M)} is linearly independent if and only if
∑
k∈Zd
∣∣ch+MTk(ϕ)∣∣2 > 0 for all h ∈ G(MT). (22)
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rem 3.4. 
Consequently, the condition (22) yields to dim V ϕM =m.
Corollary 3.6. The functions {T (y)ϕ: y ∈ PI(M)} are orthonormal if and only if
∑
k∈Zd
∣∣ch+MTk(ϕ)∣∣2 = 1m for all h ∈ G
(
MT
)
.
Proof. The Gram matrix of a set of orthonormal functions is the unit matrix, i.e., all its eigenvalues are 1, and the asserted
corollary immediately follows by Theorem 3.4. 
Furthermore, we can state the next corollary in complete analogy to [23], and the proof evolves respectively, too.
Corollary 3.7. If the relation (22) is satisﬁed, then
(
T (y)ϕon
)
y∈PI(M) = F(M)
T diag
(
m
∑
k∈Zd
∣∣ch+MTk(ϕ)∣∣2
)− 12
h∈G(MT)
F(M)(T (y)ϕ)y∈PI(M)
is a vector of orthonormal translates of ϕon with V
ϕon
M = V ϕM . The Fourier coeﬃcients of ϕon are
ch+MTk(ϕon) =
ch+MTk(ϕ)
(m
∑
k∈Zd |ch+MTk(ϕ)|2)
1
2
for all h ∈ G(MT), k ∈ Zd.
4. Orthogonal decomposition on ﬁxed patterns
This section deals with the decomposition of the M-shift invariant subspace V ζM for a function ζ into an orthogonal
direct sum of N-shift invariant subspaces in the case that N generates a sub-pattern P(N) ⊂ P(M) and we know M= JN
with an integer matrix J ∈ Zd×d . More general decomposition results are given in Section 5.
Theorem 4.1. Let the function ζ ∈ L2(Td) generate the m-dimensional M-shift invariant space V ζM with m = |detM| and M= JN for
J,N ∈ Zd×dreg . Then there are functions ξg ∈ L2(Td), g ∈ G( JT) with∑
k∈Zd
∣∣ch+NTk(ξg)∣∣2 > 0 for all h ∈ G(NT),
which produce the orthogonal decomposition
V ζM =
⊕
g∈G( JT)
V
ξg
N .
Proof. Since ζ generates an m-dimensional shift invariant space, the translates T (y)ζ with y ∈ PI(M) are linearly indepen-
dent, and the function ζ fulﬁlls condition (22), cf. Corollary 3.5. We regard the generalized sequences ah = (ahk)k∈Zd for
h ∈ G(MT) with
ahk =
{
ck(ζ ) if k≡ h mod MT in Zd,
0 else.
By Corollary 3.2, the set{ ∑
k∈Zd
ahke
ikT◦: h ∈ G(MT)
}
is a basis of V ζM . The basis is orthogonal because 〈eik
T
1◦,eikT2◦〉 vanishes for k1 = k2, and ah1k ah2k vanishes for h1 = h2.
We refer to (16) and see that every element h ∈ G(MT) can be decomposed as h= NTg+ h˜ with g ∈ G( JT) and h˜ ∈ G(NT).
Hence, the span of the basis can be decomposed into
span
{ ∑
d
ahke
ikT◦: h ∈ G(MT)
}
=
⊕
T
span
{ ∑
d
ahke
ikT◦: h ∈ G(NT)+NTg
}
,k∈Z g∈G( J ) k∈Z
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V ζM =
⊕
g∈G( JT)
span
{ ∑
k∈Zd
ch+NTg+MTk(ζ )ei(h
T+gTN+kTM)◦: h ∈ G(NT)
}
. (23)
Now, (23) yields the Fourier coeﬃcients of ξg which are ch+NTg+MTk(ξg) = ch+NTg+MTk(ζ ) for all h ∈ G( JT), k ∈ Zd and
vanishing for other indices. 
Lemma 4.2. Let ζ ∈ L2(Td) generate the m-dimensional M-shift invariant space V ζM with m = |detM|. Furthermore, a number J =|det J| of functions
ξ j =
∑
y∈PI(M)
a j,yT (y)ζ
for j = 1, . . . , J may be given. LetM= JN. Then, the following statements are valid:
(i) The set {T (y)ξ j: y ∈ PI(N)} is linearly independent if and only if∑
g∈G( JT)
|aˆ j,h+NTg|2 > 0 for all h ∈ G
(
NT
)
.
(ii) Let j1 = j2 . The translates are orthogonal, 〈T (x)ξ j1 , T (y)ξ j2 〉 = 0 for all x,y ∈ PI(N), if and only if∑
g∈G( JT)
aˆ j1,h+NTgaˆ j2,h+NTg
∑
k∈Zd
∣∣ch+NTg+MTk(ζ )∣∣2 = 0
is fulﬁlled for all h ∈ G(NT).
(iii) The vector of translates of ξ j can be given by
F(N)(T (y)ξ j)y∈PI(N) =
√
n
m
AF(M)(T (y)ζ )y∈PI(M)
with n = |detN| and the row vector of diagonal matrices
A= ((diag(aˆ j,h+JTg)h∈G(NT))g∈G( JT)) ∈ Cn×m. (24)
Proof. The Fourier coeﬃcients fulﬁll ch+MTk(ξ j) = aˆ j,hch+MTk(ζ ) for all h ∈ G(MT) and k ∈ Zd due to Theorem 3.3. The as-
sertion (i) immediately follows from Corollary 3.5 and the linear independence of the translates of ζ . Similarly, assertion (ii)
is a reformulation of a vanishing Gram matrix in Theorem 3.4.
Now, (19) reads as
F(M)(T (y)ζ )y∈PI(M) =
√
m
( ∑
k∈Zd
ch+MTk(ζ )ei(h
T+kTM)◦
)
h∈G(MT)
.
Regarding the translates of ξ j , it reads
F(N)(T (y)ξ j)y∈PI(N) =
√
n
( ∑
k∈Zd
ch+NTk(ξ j)ei(h
T+kTN)◦
)
h∈G(NT)
,
which can be written as
F(N)(T (y)ξ j)y∈PI(N)
= · · ·
= √n
( ∑
g∈G( JT)
aˆ j,h+NTg
∑
k∈Zd
ch+NTg+MTk(ζ )ei(h
T+gTN+kTM)◦
)
h∈G(NT)
=
√
n
m
AF(M)(T (y)ζ )y∈PI(M),
with the matrix
A= (diag(aˆ j,h)h∈G(NT), . . . ,diag(aˆ j,h+NTg)h∈G(NT))
given in (24), and the proof is completed. 
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ξ j , j = 1, . . . , J =m/n, in the case |det J| = J . We get
((
T (y)ξ1
)
y, . . . ,
(
T (y)ξ J
)
y
)T =
√
n
m
⎛
⎝
F(N)T 0
. . .
0 F(N)T
⎞
⎠
⎛
⎜⎝
A1,g1 A1,g J
. . .
A J ,g1 A J ,g J
⎞
⎟⎠F(M)(T (z)ζ )z. (25)
In (25), it is y ∈ PI(N) and g j ∈ G( JT), and the elements of z ∈ PI(M) are in the appropriate arrangement given by (16). The
matrices A J ,g1 are the diagonal matrices already used in Lemma 4.2, i.e.,
A j,g = diag(aˆ j,h+NTg)h∈G(NT).
The inverse of the matrix A = (A j,g) j=1,..., J ,g∈G(NT) is easily found due to its rather simple structure, and (25) can be used
as transformation equation in both directions.
The following Theorem 4.3 deals with the orthogonality of two subspaces. Whereas Theorem 4.1 states the existence of
an orthogonal decomposition of V ζM , the following one gives a condition to check whether a space V
η
N is the orthogonal
complement of V ξN in V
ζ
M for the most common case of J = |det J| = 2.
Theorem 4.3. Let be M = JN integer matrices M,N, J ∈ Zd×dreg with |detM| = m, |detN| = n and m = 2n. The function ζ has the
m-dimensional M-shift invariant space V ζM , and the function ξ generates the n-dimensional N-shift invariant space V
ξ
N . Let ξ ∈ V ζM
with
ch+MTk(ξ) = aˆhch+MTk(ζ ) for all h ∈ G
(
MT
)
, k ∈ Zd.
Then, the space V ηN is the orthogonal complement of V
ξ
N in V
ζ
M if and only if there are numbers σh ∈ C \ {0}, h ∈ G(MT) with
σh = −σh+NTg for g ∈ G
(
JT
) \ {0} (26)
fulﬁlling
ck(η) =
σk mod MT aˆk+NTg mod MT∑
l∈Zd |ck+MTl(ζ )|2
ck(ζ ) (27)
for all k ∈ Zd.
Proof. From V ηN ⊕ V ξN = V ζM follows the existence of the vector (bˆ)h∈G(MT) with
ch+MTk(η) = bˆhch+MTk(ζ ) for all h ∈ G
(
MT
)
, k ∈ Zd
by Theorem 3.3. Since the translates of η are orthogonal to V ηN , Lemma 4.2(ii) yields
∑
g∈G( JT)
aˆh+NTgbˆh+NTg
∑
k∈Zd
∣∣ch+NTg+MTk(ζ )∣∣2 = 0 (28)
for all h ∈ G(NT). Since |G( JT)| = 2, the element g ∈ G( JT) \ {0} is unique, and (28) can be written as
aˆhbˆh
∑
k∈Zd
∣∣ch+MTk(ζ )∣∣2 + aˆh+NTgbˆh+NTg
∑
k∈Zd
∣∣ch+NTg+MTk(ζ )∣∣2 = 0
for all h ∈ G(NT). If now aˆh = 0 and aˆh+NTg = 0, then we choose
σh = bˆh
aˆh+NTg
∑
k∈Zd
∣∣ch+MTk(ζ )∣∣2 and σh+NTg = bˆh+NTg
aˆh
∑
k∈Zd
∣∣ch+NTg+MTk(ζ )∣∣2 (29)
fulﬁlling all required conditions. If one of the named Fourier coeﬃcients is vanishing, the appropriate one of the formulas
in (29) is used to compute σh or σh+NTg . The lacking value σh or respectively σh+NTg is chosen so that it obeys condi-
tion (26). Since the space V ξN has full rank, the case that both Fourier coeﬃcients vanish for all k ∈ Zd is excluded.
The opposite direction of the proof starting from the existence of numbers σh is a simple calculation following the
reverse steps. 
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ζ
M with integer matrices M = JN and |det J| = 2 is an N-shift invariant space,
and there is a function η ∈ L2(Td), the translates of which form a basis of V ζM  V ξN .
Proof. The assertion follows directly from Theorem 4.3 by choosing
σh = 1 for h ∈ G
(
NT
)
and σh = −1 for h ∈ G
(
NT
)+NTg
with g ∈ G( JT) \ {0}. 
Using the notation from Theorem 4.3, we specify (25) for the practically most relevant case |det J| = 2. We get for
y ∈ PI(N), z ∈ PI(M) and h ∈ G(NT) the transformation formula(F(N)(T (y)ξ)y
F(N)(T (y)η)y
)
= 1√
2
(
diag(αˆh)h diag(αˆh+NTg)h
diag(βˆh)h diag(βˆh+NTg)h
)
F(M)(T (z)ζ )z. (30)
Again, the elements are arranged with respect to the decomposition (16).
Since the matrix occurring in (30) contains four diagonal blocks, its inversion is straightforward, and (25) can be inverted
respectively, too.
5. Decomposition results on general patterns
After having discussed the decomposition of a shift invariant space V ζM into shift invariant spaces V
ξg
N with a single
common pattern P(N), we will discuss the decomposition of a shift invariant space into more general subspaces. The
reason lies in the idea that every subspace encodes some properties which are related to the underlying pattern. Hence,
different subspaces can encode different properties of a function in V ζM .
The investigation becomes much more diﬃcult when shift invariant spaces over independent patterns are considered.
We present some basic ideas.
We regard two patterns P(M1) and P(M2). Their sum, deﬁned in (17), is a pattern, too, cf. Lemma 2.10. We denote a
matrix K, which fulﬁlls P(K) = P(M1) + P(M2) as a least common multiple of M1 and M2, because there are matrices J1
and J2 with K= J1M1 = J2M2, cf. Lemma 2.7. A matrix K′ with |detK′| < |detK| cannot have the same property.
Theorem 5.1. Let V ϕM1 and V
ψ
M2
be shift invariant spaces of full rank. The matrix K is a least common multiple of M1 and M2 . Then,
the sum V ϕM1 + V
ψ
M2
is direct if and only if the identity
aˆh mod MT1
ch+KTk(ϕ) = bˆh mod MT2ch+KTk(ψ) for all h ∈ G
(
KT
)
, k ∈ Zd (31)
implies aˆh1 = 0 for all h1 ∈ G(MT1) and bˆh2 = 0 for all h2 ∈ G(MT2).
Proof. The sum is direct if ξ ∈ V ϕM1 ∩ V
ψ
M2
implies ξ = 0. We denote m1 = |detM1| and m2 = |detM2|. Let us assume that ξ
lies in the intersection of both spaces. By Theorem 3.3, it follows the existence of two vectors a ∈ Cm1 and b ∈ Cm2 with
ch1+MT1k1(ξ) = aˆh1ch1+MT1k1(ϕ) for all h1 ∈ G
(
MT1
)
, k1 ∈ Zd
and
ch2+MT2k2(ξ) = bˆh2ch2+MT2k2(ψ) for all h2 ∈ G
(
MT2
)
, k2 ∈ Zd.
The elements h ∈ G(K) can be converted into h1 = h mod MT1 ∈ G(MT1) and h2 = h mod MT2 ∈ G(MT2). The Fourier coeﬃcients
of ξ are identiﬁed, and the condition ξ ∈ V ϕM1 ∩ V
ψ
M2
transforms into (31).
If now, the sum V ϕM1 + V
ψ
M2
is direct, then ξ = 0, and we have
aˆh mod MT1
ch+KTk(ϕ) = 0 for all h ∈ G
(
KT
)
, k ∈ Zd
and hence
aˆh1ch1+MT1k1(ϕ) = 0 for all h1 ∈ G
(
MT1
)
, k1 ∈ Zd.
The full rank condition of V ϕM1 leads to the equivalence with aˆh1 = 0 for all h1 ∈ G(MT1). The respective consideration works
for bh2 , h2 ∈ G(MT2) and the Fourier coeﬃcients of ψ .
If otherwise, the sum V ϕM1 + V
ψ
M2
is not direct, then there is a ξ = 0 with ξ ∈ V ϕM1 ∩ V
ψ
M2
, and the equivalence (31) need
not to imply vanishing aˆh1 and bˆh2 . 
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ψ
M2
be shift invariant spaces with dim V ϕM1 = |detM1| and dim V
ψ
M2
= |detM2|. The matrix K is a least
common multiple ofM1 andM2 . Then V
ϕ
M1
is orthogonal to V ψM2 if and only if∑
k∈Zd
ch+KTk(ϕ)ch+KTk(ψ) = 0 for all h ∈ G
(
KT
)
.
Proof. The orthogonality of the spaces is equivalent to the orthogonality of the translates of ϕ to the translates of ψ . Let
y1 ∈ PI(M1) and y2 ∈ PI(M2). Parseval’s equation (2) and (3) imply
〈
T (y1)ϕ, T (y2)ψ
〉= ∑
k∈Zd
e−2π ikT(y1−y2)ck(ϕ)ck(ψ).
Since K= J1M1 = J2M2 with integer matrices J1 and J2, we get
〈
T (y1)ϕ, T (y2)ψ
〉= ∑
h∈G(KT)
e−2π ihT(y1−y2)
∑
k∈Zd
ch+KTk(ϕ)ch+KTk(ψ).
Due to Lemma 2.10, the terms y1 − y2 mod I cover the whole pattern PI(K), and the orthogonality condition reads
0= √mF(K)T
( ∑
k∈Zd
ch+KTk(ϕ)ch+KTk(ψ)
)
h∈G(KT)
. (32)
Inverse Fourier transform yields the assertion. 
We remark that (32) analogously provides a biorthogonality result similar to the one in [21].
The next theorem gives a criterion to check whether the linear span of given functions is an M-shift invariant space or
not. This question occurs when a space is decomposed into more general subspaces over arbitrary patterns.
Theorem 5.3. Let ϕ1, . . . , ϕm ∈ L2(Td) be linearly independent and the matrix M ∈ Zd×d with |detM| = m. There exists a function
ξ ∈ L2(Td) with V ξM = span{ϕ1, . . . , ϕm} if and only if there is a matrix A ∈ Cm×m so that
A
(
ch+MTk(ϕ j)
)
j,h F(M) (33)
is a diagonal matrix that depends on k ∈ Zd, and every diagonal entry is non-vanishing for at least one k.
Proof. Since V ξM has full rank, ξ fulﬁlls condition (22). Let us assume at ﬁrst that V
ξ
M = span{ϕ1, . . . , ϕm}. Then, it is clear
that
T (y)ξ =
m∑
j=1
ayjϕ j
for every y ∈ PI(M) with coeﬃcients ayj . Hence, we get
e−2π ihTych+MTk(ξ) =
m∑
j=1
ayj ch+MTk(ϕ j) for all h ∈ G
(
MT
)
, k ∈ Zd,
which can be written as
√
mdiag
(
ch+MTk(ξ)
)
h∈G(MT)F(M)T =
(
ayj
)
y, j
(
ch+MTk(ϕ j)
)
j,h
for all k ∈ Zd . Thus, the Fourier coeﬃcients are on the diagonal of the matrix in (33), and from (22) follows, that every
diagonal entry has to be non-vanishing at least once. The other direction of the proof works analogously. 
Condition (33) is a rather strong one if more than one matrix has to be checked, i.e., if more than one integer vector
k ∈ Zd yields non-vanishing entries.
Theorem 5.3 can be easily generalized for more than m linearly independent functions ϕ j and the question, if a shift
invariant space is contained in its span. Then the occurring matrices A and (ch+MTk(ϕ j)) j,h are changed into rectangular
matrices, and condition (33) remains.
Since Lemma 2.6 restricts the number of possible patterns, simple checking of all possible patterns can decide whether
the span span{ϕ1, . . . , ϕm} is a shift invariant space for some matrix M or not.
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6.1. Kernel functions
The elements of G(MT) play the role of discrete frequencies of functions deﬁned on G(M), cf. (10). Such functions are
vectors a = (ag)g∈G(M) . Any set of representatives of G(MT) and any choice of coeﬃcients αk = 0, k ∈ G(MT) generate a
polynomial kernel function
DM(x) =
∑
k∈G(MT)
αke
ikTx. (34)
In general, this kernel function is not real. We expand the set of frequencies with the aim to construct real kernels.
The shift of the cube [0,1)d by − 12 (1, . . . ,1)T ∈ Rd gives the set of representatives
G(MT)= Zd ∩MTQ =MT(P(MT)∩ Q ) with Q =
[
−1
2
,
1
2
)d
⊂ Rd.
This set is expanded to the symmetric frequency domain
K(MT)= Zd ∩MT Q¯ =MT(P(MT)∩ Q¯ ) with Q¯ =
[
−1
2
,
1
2
]d
⊂ Rd. (35)
It is obvious that G(MT) ⊆ K(MT). We deﬁne the real kernel function
DreM(x) =
∑
k∈K(MT)
αke
ikTx with αk = α−k = 0.
Due to the symmetry of K(MT), the frequency domain can be decomposed into the disjoint sets K(MT) = K+(MT) ∪
K−(MT) ∪ {0} so that from k ∈ K+(MT), it follows −k ∈ K−(MT) and vice versa. Hence, the real kernel function can be
written as
DreM(x) = α0 + 2
∑
k∈K+(MT)
αk cos
(
kTx
) ∈ R.
In the case αk = 1 for all k ∈ K(MT), DreM is called a Dirichlet kernel. We formulate two lemmas about real kernels. The
proofs indicate that these lemmas are valid for the general kernel functions in (34), too.
Lemma 6.1. The translates T (y)DreM , y ∈ PI(M) of the real kernel DreM span an m-dimensional space V
DreM
M .
Proof. The Fourier coeﬃcients are
ck
(
DreM
)= αk = 0 for k ∈ K(MT).
Due to G(MT) ⊆ K(MT), Corollary 3.5 gives the proposition. 
Lemma 6.2. If k ∈MT(P(MT)∩ (Q \ ∂Q )) then
eik
T◦ ∈ V DreMM .
Proof. The precondition k ∈MT(Q \ ∂Q ) yields k+MTz /∈ K(MT) for all z ∈ Zd \ {0} because M−T(k+MTz) =M−Tk+ z /∈ Q¯ .
Thus, Theorem 3.3 with
aˆh =
{
1 for h= k,
0 else
assures (20) with ξ = eikT◦ and ϕ = DreM . 
We construct a kernel with orthonormal translates. Already Lemma 6.2 shows that the boundary ∂Ω and its correspond-
ing rim of the frequency domain play a crucial role in the investigation of kernel functions. We deﬁne the number r(k) of
surﬁcial planes of the parallelepiped MT Q¯ the point k ∈ K(MT) is lying on. This is the number of components of y=M−Tk,
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r(k) =
∣∣∣∣
{
j:
∣∣kTM−1e j∣∣= 12
}∣∣∣∣. (36)
In particular, inner points k of the parallelepiped fulﬁll r(k) = 0. In the case d = 3, the property r(k) = 1 denotes points
inside one surﬁcial plane, r(k) = 2 means points on an edge and r(k) = d describes corner points. For completeness, we
deﬁne r(k) = −1 if k /∈ K(MT).
If the property r(k) is needed for different matrices M, we write r(k) = rM(k).
Lemma 6.3.With a point k ∈ K(MT), there are 2r(k) points of the form k+MTz ∈ K(MT), z ∈ Zd and r(k+MTz) = r(k).
Proof. From kTM−1e j = ± 12 , it follows
(
k∓MTe j
)T
M−1e j = kTM−1e j ∓ 1= ∓12 .
All other components (k∓MTe j)TM−1e = kTM−1el with  = j are unchanged. This argumentation is valid for every possible
e j and all linear combinations of them. 
The deﬁnition (36) yields the symmetry r(k) = r(−k). Hence the choice
αk = 1√
m
2−
r(k)
2 = 1√
m
· 1√
2
r(k)
generates a real kernel function. In analogy to the univariate setting, we call it orthonormalized Dirichlet kernel. We prove
that its translates are orthonormal to each other.
Theorem 6.4. The translates of the orthonormalized Dirichlet kernel
D⊥M(x) =
1√
m
∑
k∈K(MT)
2−
r(k)
2 eik
Tx (37)
with m = |detM| are orthonormal to each other.
Proof. The Fourier coeﬃcients are
ck
(
D⊥M
)= 1√
m
2−
r(k)
2 for k ∈ K(MT) (38)
and vanishing elsewhere. Lemma 6.3 yields
∑
h∈Zd
∣∣ch+MTk(D⊥M)∣∣2 = 2r(k)ch(D⊥M)2 = 1m (39)
for h ∈ G(MT) ⊆ K(MT) and thus, Corollary 3.6 leads to the assertion. 
6.2. Orthogonal wavelet decomposition
We concentrate on the case d = 2 in this subsection. Nevertheless, we show the connection to higher-dimensional cases.
Here, signature matrices are diagonal matrices, the entries of which are 1 or −1.
Lemma 6.5. If d = 2 and M= JN where the matrix J is a product of signature matrices and a matrix
J˜ ∈
{
J1 =
(
2 0
0 1
)
, J2 =
(
1 0
0 2
)
, J3 =
(
1 1
−1 1
)}
, (40)
then the inclusion D⊥N ∈ V
D⊥M
M is valid.
Proof. A short calculation gives Q¯ ⊂ JT Q¯ and hence NT Q¯ ⊂ MT Q¯ and K(NT) ⊂ K(MT) by (35). The Fourier coeﬃcients
ck(D
⊥
N ) and ck(D
⊥
M) are found in (38), respectively. Lemma 6.3 gives ch(D
⊥
M) = ch+MTk(D⊥M) whenever h,h+MTk ∈ K(MT).
That is possible only if rM(h) > 0, i.e., if v = M−Th has at least one component with the modulus 12 . We show that then
ch(D
⊥) = ch+MTk(D⊥) is satisﬁed by proving the equality rN(h) = rN(h+MTk). We distinguish the different matrices J.N N
62 D. Langemann, J. Prestin / Appl. Comput. Harmon. Anal. 28 (2010) 46–66Fig. 3. Square Q by solid lines and J−TQ by bold lines, exemplary v,v+ e1 from Lemma 6.5 for J= J2 (right), for J= J3 (middle) and for J= J4 (right).
First, we consider the case J= J2. We start with an v, the ﬁrst component of which has the modulus 12 . Then v,v±e1 ∈ Q¯
and h,h±MTe1 ∈ K(MT). We calculate
hTN−1e j = vTMN−1e j = vTJe j and
(
h±MTe1
)T
N−1e j = vTJe j ± eT1Je j.
Now, j = 1 yields eT1Je1 = 1, and j = 2 leads to eT1Je2 = 0. Thus, h,h ± MTe1 ∈ K(MT) yields rN(h) = rN(h ± MTe1). If the
second component of v has the modulus 12 , then M
Tv /∈ K(NT), and rN(h+MTk) = −1 for all k ∈ Zd , cf. Fig. 3, left plot.
The case J= J1 works in complete analogy with changed roles of e1 and e2.
In the case J = J3, the only interesting points v are the corners of the rotated small square J−T Q¯ , cf. Fig. 3, central
plot. Then, one of the components of v has the modulus 12 and the other one is vanishing. An analogous calculation with
eTk Je j = ±1 shows the assertion.
Hence
aˆh =
⎧⎨
⎩
√
m
n
2
1
2 (rM(h)−rN(h)) if h ∈ K(NT) ∩ G(MT),
0 else
(41)
deﬁnes the discrete Fourier transform of a in Theorem 3.3, which proves the assertion. 
The matrix J3 is oftentimes called butterﬂy matrix. There are further matrices J ∈ Zd×d with |det J| = 2 and the property
Q¯ ⊂ JT Q¯ . These are
J4 =
(
1 1
0 2
)
, J5 =
(
2 0
1 1
)
and their multiples with signature matrices. For instance the ﬁrst of these matrices yields
J−T4 Q¯ ∩ ∂Q =
{
−1
2
}
×
[
0,
1
2
]
∪
{
1
2
}
×
[
−1
2
,0
]
and y ∈ J−T4 Q¯ ∩ ∂Q implies y+ e1 /∈ J−T4 Q¯ ∩ ∂Q whenever the second component of y is non-vanishing, cf. Fig. 3, right plot.
If we omit the restriction to real kernel functions, then J4 and J5 and their multiples with signature matrices describe
possible extensions of the frequency domain, which are now sets of representatives G(MT).
The number of possible matrices does not essentially increase in higher dimensions. The matrices J ∈ Zd×dreg with |det J| = 2
and the inclusion property in Lemma 6.5 contain a sub-matrix in the set (40).
Let y and g be the elements y = PI( J ) \ {0} and g ∈ G( JT) \ {0}. They are unique because of |det J| = 2. We deﬁne the
wavelet ψ by
ψ(x) =
∑
k∈K(MT)
βke
ikT(x−2πN−1y) with βk = ck
(
D⊥M
)
aˆk+NTg mod MT , (42)
where the entries aˆh ∈ R are given in (41) and the Fourier coeﬃcients ck(D⊥M) of the orthonormalized Dirichlet kernel are
known by (38).
Theorem 6.6. Let M = JN be given with an admissible matrix J from Lemma 6.5. The orthonormalized Dirichlet kernels D⊥M , respec-
tively D⊥N , are deﬁned in (37), and the wavelet ψ is given in (42). Then, we have the orthogonal decomposition
V
D⊥N
N ⊕ V ψN = V
D⊥M
M .
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black points show the difference frequency domain Kdiff .
Proof. We show the existence of numbers σk for k ∈ K(MT), which fulﬁll the requirements of Theorem 4.3. The speciﬁc
notations are ζ = D⊥M , ξ = D⊥N and η = ψ . The Fourier coeﬃcients of the wavelet ψ are
ck(ψ) = βke−2π ikTN−1y.
The denominator in (27) is known as 1/m by (39). We distinguish the position of the point k ∈ K(MT).
First k may be an inner point of K(NT), i.e., rN(k) = 0. Then k+NTg /∈ K(NT) and thus aˆk+NTg mod MT = 0. Hence, βk = 0
by deﬁning (42) and thus ck(ψ) = 0. Thus every choice of σk fulﬁlls (27).
Second, k may be outside K(NT). By the deﬁnition in (42), two points k,k+MTz ∈ K(MT) have identical βk = βk+MTz .
These two points lie at the rim of K(MT), i.e., rM(k) = rM(k + MTz), cf. the proof of Lemma 6.5, and we have ck(D⊥M) =
ck+MTz(D⊥M). Since k+NTg mod MT is a point in the inner of K(NT), the number σk can be found by
σk = ck(ψ)
mck(D
⊥
M)aˆk+NTg mod MT
. (43)
Eq. (26) is satisﬁed because σk+NTg is not restricted by the ﬁrst case.
Third, there are points k with rN(k) > 0. If k+NTg /∈ K(NT), then the second case applies. If not, i.e., if k,k+NTg ∈ K(NT),
we have to show that (43) leads to numbers σk and σk+NTg fulﬁlling (26). We calculate
ck(ψ) = βke−2π ikTN−1y
and
ck+NTg(ψ) = βk+NTge−2π i(k
T+gTN)N−1y = ck(ψ)e−2π igTy.
Since, g= JTz+ JTl with z ∈ PI( JT) \ {0} and some l ∈ Zd and
zTJ y= 1
2
for all admissible matrices J, we ﬁnd the condition ck(ψ) = −ck+NTg(ψ) if k,k+ NTg ∈ K(NT). Since all other terms at the
right-hand side of (43) stay constant, the proof is completed with this case. 
We remark, that the frequency domain of the wavelet ψ is not the whole K(MT) but only a difference domain Kdiff
including the rim of K(NT), i.e.,
Kdiff = K
(
MT
) \ {k: rN(k) = 0}= K(MT) \ K(NT)∪ {k: rN(k) > 0}.
The different domains are shown in Fig. 4 for the following example.
Example 6.7. For d = 2 and with J= J1, we regard the matrices
MT =
(
4 2
0 2
)
and NT =
(
2 2
0 2
)
.
The edges of the parallelogram containing K(NT) are (2,0)T and (2,2)T, and the frequency domain is
K(NT)=
{(−2
−1
)
,
(−1
−1
)
,
(
0
−1
)
,
(−1
0
)
,
(
0
0
)
,
(
1
0
)
,
(
0
1
)
,
(
1
1
)
,
(
2
1
)}
.
The respective values of rN(k) are 2,1,2,1,0,1,2,1,2 in the order of the points k ∈ K(NT). The difference frequency
domain Kdiff is given in Fig. 4 by full black points.
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Fig. 6. Left, middle: possible extensions of the frequency domain K(NT) by different matrices J= J1 and by the matrix J= J3 (center). Right: the extension
by J= J4 is not possible for real kernels DreM , more general polynomial kernels (34) would allow this extension, too.
Fig. 5 presents the orthogonalized Dirichlet kernel D⊥N for the matrix N from Example 6.7 and the respective wavelet
function ψ . It is clearly remarkable that the Dirichlet kernel is not symmetric, i.e. in a certain sense, it prefers one diagonal
direction.
6.3. Decomposition of the frequency space
Although the number of possible extensions of the frequency domain is rather restricted by Lemma 6.5, the variety of
the possible frequency domains suﬃces to construct problem adapted decompositions of the frequency space. We consider
a matrix
M j = J( j)J( j−1) · · · · · J(0)N
with |det J(k)| = 2 for k = 0, . . . , j and the wavelet decomposition
V
D⊥M j
M j
= V D⊥NN ⊕ V ψ0N ⊕ V ψ1J(0)N ⊕ · · · ⊕ V
ψ j
J( j−1)... J(0)N
with the wavelets ψk in the respective difference frequency domain. The space dimensions are
dim V
D⊥N
N = n, dim V ψkJ(k−1)...J(0)N = 2kn, dim V
D⊥M j
M j
= 2 j+1n.
Every matrix J(k) increases the frequency domain by one of the geometrical extensions discussed in Lemma 6.5, cf. Fig. 6.
In the case d = 2, there are three possible extension matrices J for orthogonalized Dirichlet kernels and seven possible
extensions for general non-necessarily real kernels with frequencies in G(MT). Of course, the matrix N determines the
frequency domain, too. See Fig. 7 for an example of a non-standard decomposition of the frequency space.
Theorem 6.8. A sequence of matrix extensions J() ∈ {J1, J2, J3},  ∈ N and a matrix N ∈ Zd×dreg may be given so that for every k ∈ Zd,
there exists a j ∈ N with k ∈ K(( J( j)J( j−1) · · · · · J(0)N)T). Then the closure of the uniﬁcation of all wavelet spaces and V D⊥NN is the whole
L2(Td), i.e.,
closL2(Td)
(
V
D⊥N
N ⊕
⊕
∈N
V ψ
J()... J(0)N
)
= L2(Td). (44)
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V
D⊥M5
M5
. Numbers symbolize the difference frequency domains of the wavelet spaces.
Proof. The proof follows immediately from Lemma 6.2 because the precondition assures that K(MTj ) tends to Zd with
increasing j. Therefore, every point k ∈ Zd lies in the inner K(MT) for all  j′ with some j′ ∈ N. Hence, all frequencies
occur in the uniﬁcation, and the proposition (44) is proven [20]. 
The mentioned variety leads to the occurrence of anisotrop smoothness properties of the approximated functions in the
wavelet analysis. Further investigations will be done in a forthcoming paper.
Furthermore, other frequency domains can be constructed by choosing other arbitrary sets of representatives G(MT) and
by deﬁning the frequency domain
K = −G(MT)∪ G(MT).
The respective kernel over K is real, too. It need not contain any small frequencies and can be constructed speciﬁcally to
the application problem, e.g. as a multi-dimensional sparse wavelet decomposition [11,22].
7. Conclusion
The paper combines the investigation of integer matrices generating multivariate periodic patterns. These patterns are
not necessarily tensor products of one-dimensional grids in the co-ordinate directions. They are isomorphic to Abelian
groups which are classiﬁed by the theorem of elementary divisors. Furthermore, representative matrices among the class of
all integer matrices are given, which determine identical patterns.
The generalization of one-dimensional results about periodic shift invariant spaces allows us to present a decomposition
theorem of multivariate shift invariant spaces. Finally, the Dirichlet kernel and the respective wavelet are constructed in the
multivariate case.
These investigations are the base for a broader investigation of general multivariate wavelets, of their approximation
properties, of stable and fast numerical algorithms and of their ability in image processing.
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