We survey k-best enumeration problems and the algorithms for solving them, including in particular the problems of finding the k shortest paths, k smallest spanning trees, and k best matchings in weighted graphs.
General Principles
If the single best solution to an optimization problem can be found by an algorithm whose running time is polynomial in the input size, then it is typical for the k best solutions to be found in time polynomial
Optimal Substructures
The optimal substructure technique is most applicable to problems whose optimization version is solved by a dynamic programming algorithm. In the dynamic programming technique, one identifies a family of polynomially many subproblems of the same type as the original problem, and a recurrence relation by which the value of any subproblem can be calculated in terms of the values of smaller subproblems. The value of the whole problem can then be found by iterating through all of the subproblems in order by their sizes, using the recurrence to calculate and store the value of each subproblem as a combination of previouslycomputed values. To apply this algorithmic framework to a k-best problem, one stores the k best solutions to each subproblem (rather than a single best solution), and modifies the recurrence to compute these k best solutions as combinations of the k best solutions of smaller subproblems. The k-best algorithm then iterates through the subproblems in order by size, using this recurrence to compute the k best values of each subproblem.
As an example, the problem of finding a minimum weight triangulation of a point set (NP-hard for arbitrary planar point sets [141] ) can be solved in polynomial time for points in convex position, by a dynamic program in which the subproblems are the subsets of the points that can be formed by intersecting them with a half-plane [84, 118] . The optimal solution for such a problem may be found by choosing one edge of the convex hull, testing all triangles that could be based on that edge, and for each such triangle adding the weights of the optimal solutions of the two subproblems that the triangle splits the problem into. For n input points, there are O(n 2 ) subproblems, the solution to each of which involves examining O(n) triangles, so the total time is O(n 3 ). To modify this dynamic programming algorithm to find the k smallest-weight triangulations, we may store the k smallest weight solutions for each subproblem (in sorted order). To compute the value of a problem, we again choose one convex hull edge and test all triangles that include that edge. However, a single triangle may produce O(k 2 ) solutions (combinations of the k values stored in each of the two subproblems on either side of the triangle), so implemented naively this method would take O(k 2 n) time per subproblem to sort through all these solutions and select the k best of them, giving an O(k 2 n 3 ) overall time bound. To speed this up, one can replace the computation for each triangle by an algorithm for finding the k smallest values among the pairwise sums from two sets of k sorted values, which may be solved in O(k) time [76] . This speedup leads to an O(kn 3 ) time bound overall.
Solution-Space Partitions
An alternative general approach to k-best problems involves partitioning the space of solutions into smaller subspaces defined by subproblems of the original problem. For instance, in a problem where the solutions may be described as sets of edges in a graph, a subproblem may be specified by requiring some edges to be included in any solution while removing some other edges from the graph, forcing them to be excluded. If it is possible to find not just the best solution to a given optimization problem, but also the second best, then this may be used to partition the space of solutions into a collection of subproblems that have the structure of a binary heap. Each node of this heap represents a single subproblem (represented e.g. by its sets of forbidden and required edges) and has a value equal to the second-best solution within that subspace. The root of the heap is the space of all solutions, i.e., a subproblem where we have not yet made any restrictions. For a given node X of this heap, the best and second-best solution must differ from each other, for instance by including an edge e in one of these two solutions and excluding e from the other solution. The two children of node X may then be formed as the subproblems where e is added respectively to the set of forbidden or required edges. One of these two subproblems includes the best but not the second best solution, and the other includes the second best but not the best solution, so both subproblems have second-best solution values that differ from the value for the whole space. This hierarchical partition of the solution space organizes all the solutions except the best one into an implicit binary heap, allowing the selection algorithm of Frederickson [74] to be used to find the k best solutions while examining only O(k) of the subproblems from this structure. This, the time for this procedure is O(k) times the time to find a single second-best solution.
An alternative partitioning technique uses only the best solution in each subproblem, rather than also requiring the second best solution. However, in exchange for this easier computation in each subproblem, it produces a heap-ordered tree of solution values in which the degree of each tree node is higher. Suppose, for instance, that the k-best problem that we are trying to solve has an input in the form of a graph, and that its solutions can be represented by sequences of edges in this graph; for instance, this is true of the k-shortest paths and k-best spanning trees problems. Suppose that the best solution to the problem is represented by the sequence of edges e 1 , e 2 , . . . . Then, from this solution, we form a collection of subproblems, one for each of these edges, where the ith subproblem consists of the solutions that are forced to include all the edges in the sequence up to e i−1 but that exclude e i . Every solution to the overall problem, other than the best solution, belongs to exactly one of these subproblems: the one defined by the first difference between the given solution and the best solution. Recursively subdividing each of these subproblems into sub-subproblems, etc., produces a heap-ordered tree whose degree equals the maximum number of edges. Again, applying a selection algorithm in a heap allows the k best solutions to be found. However, because of the higher degree of the min-heap in this technique, the number of subproblems that will be examined is O(ks) and the overall time is O(ks) times the time for finding a single best solution, where s is the maximum number of edges in a single solution.
These two partitioning techniques are reviewed in more detail by Hamacher and Queyranne [95] . They attribute the binary heap partition method to a k-best spanning tree algorithm of Gabow [81] . The multiway partition based only on the best solution comes from a k-best matching algorithm by Murty [142] and its generalization by Lawler [124] .
Shortest Paths
Probably the most important and heavily studied of the k-best optimization problems is the problem of finding k shortest paths [2, 4, 9, 10, 14, 15, 23, 31, 39, 41, 43, 66, 70-72, 80, 85-88, 100, 102, 106, 108, 109, 121-125, 127, 133, 138-140, 152-154, 156, 157, 159, 168-170, 172, 173, 182-184, 192] .
The k-shortest paths problem includes as special cases finding the k best solutions to problems such as biological sequence alignment [27, 143, 166, 167, 181] or the (0, 1)-knapsack problem [186] , whose dynamic programming solutions can be expressed as shortest path problems in an associated graph. Many problems of hypothesis generation in natural language processing and speech recognition can also be formulated as k-best optimization problems [20, 35, 38, 45-48, 54, 68, 99, 119, 120, 161, 162, 174] . The Viterbi decoding technique for Markov models, commonly used to model these problems, can also be formulated as a search for a path in an associated graph, with a vertex for each pair of a time step and a Markov state, and the k-best beam search technique used for multiple hypothesis generation in these problems can be interpreted as a special case of a k-shortest-path algorithm. This method can also be used to combine different techniques for language and speech recognition, by using one technique to generate hypotheses and the other technique to rescore them [146] .
The many other applications of the k shortest paths problem include reconstruction of metabolic pathways [6] and gene regulation networks [171] , motion tracking [17] , message routing in communications networks [11, 12, 15, 130, 180] , listing close genealogical relationships in highly intermarried pedigrees [66] , power line placement [44] , vehicle and transportation routing [90, 110, 137, 185] , building evacuation planning [113] , timing analysis of circuits [8, 188] , task scheduling [59, 101] , and communications and transportation network design [24, 26, 58, 61, 129] , as well as in subroutines for other combinatorial optimization problems [19, 33, 51, 53, 79, 105] In the most basic version of the problem, the input is a weighted directed graph, with two designated source and destination vertices s and t, and a number k. The goal is to find k different walks (paths allowing repeated vertices) from s to t, with the minimum possible weights. An algorithm by Eppstein [66] achieves optimal asymptotic time complexity: O(m + n log n + k), constant time per path after a preprocessing stage with the running time of Dijkstra's algorithm for a single shortest path. Eppstein's algorithm begins by computing a tree T of shortest paths to t, and (following Hoffman and Pavley [100] ) it represents each of its output paths by the sequences of detours that these paths make: edges that do not belong to T . The length of the path is then the shortest path distance from s to t, plus the sum of the lengths added by each detour. For each vertex v in the graph, Eppstein's algorithm constructs a collection of the detours whose starting vertex is on the path in T from v to t; this collection is represented as a binary heap, using persistent data structure techniques [60] to allow these collections to share substructures with each other to save preprocessing time and storage. The algorithm uses these collections to partition the space of solutions into a collection of subproblems that themselves have the structure of a bounded-degree heap. Each subproblem consists of the paths that start with a given sequence of detours, and that use at least one more detour from a given binary heap of detours. The optimal solution of such a subproblem is the one whose final detour is at the root of the heap, and it has three subproblems with worse solutions as children: two in which the root detour is not used and instead the path uses at least one detour from a child of the root in the binary heap of detours, and one where the root detour is used but is not the last detour, and the next detour comes from the binary heap associated with the endpoint of the root detour.
In a graph with cycles, the k shortest paths may consist of as few as one simple path, together with one or more repetitions of a short cycle starting and ending at one of the vertices of the path. Loops of this type are generally not desired, and the problem is particularly critical when the input is an undirected graph, as converting it to a directed graph by replacing each undirected edge by two directed edge will create many potential loops. Beginning with Clarke, Krikorian, and Rausen [49] researchers have developed algorithms that instead seek the k shortest simple (or loopless) paths from s to t in a network [18, 30, 40, 98, 104, 132, 151, 158, 178, 187 ]. Yen's algorithm [187] still remains the one with the best asymptotic time performance. It is based on best-solution partitioning and Dijkstra's algorithm; the number of edges in a single solution is at most n − 1, and the time to find a solution using the Fibonacci-heap variant of Dijkstra's algorithm is O(m + n log n) (in a graph with m edges and n vertices), so following the general form for best-solution partitioning, the time for this method is O(kn(m + n log n). A more recent algorithm of Hershberger, Maxal, and Suri [98] is often faster, but is based on a heuristic that can sometimes fail, causing it to fall back to Yen's algorithm and achieve the same performance bound. In the case of undirected graphs, it is possible to find the k shortest simple paths faster, in time O(k(m + n log n)) [89, 115, 117] .
Minieka [138] and Fox [72] considered an all-pairs variant of the k-shortest-paths problem in which the goal is to find a separate set of k paths for each pair of vertices in the graph. For this problem, Eppstein's algorithm requires only n copies of the preprocessing stage (one for each destination vertex), after which each path takes constant time to find, so the total time is O(mn + n 2 log n + kn 2 ). The shortest path tree in a graph is a tree connecting a given source vertex to all other vertices, minimizing the sum of the path costs to the other vertices. The k-best version of this problem, seeking the k best trees according to this quality measure, has also been studied [165] .
There has also been research on finding a given number of paths between two given terminals that are completely disjoint from each other and minimize a sum of weights [32, 144] . This problem can be solved as a special case of the minimum-cost flow problem; it has a significantly different flavor from k-best enumeration problems, as the choice of one path affects the others and the number of paths that can be selected is much smaller.
Spanning Trees
A 1977 paper of Gabow [81] introduced both the problem of finding the k minimum-weight spanning trees of an edge-weighted graph, and the technique of finding a binary hierarchical subdivision of the space of solutions, which he used to solve the problem. In any graph, the best and second-best spanning trees differ only by one edge swap (the removal of one edge from a tree and its replacement by a different edge that reconnects the two subtrees formed by the removal), a property that simplifies the search for a second-best tree as needed for Gabow's partitioning technique. For similar reasons, when k is smaller than the numbers n and m of vertices or edges in the input graph, the graph may be simplified by finding a single minimum spanning tree, computing the best swap that each edge of the graph participates in, removing the edges that are not in the tree and do not participate in the k best swaps, and contracting the edges that are in the tree but do not participate in the k best swaps. For this reason, factors of n and m in the running time of any k-best spanning tree algorithm may be replaced by k when this replacement would be an improvement [64] .
The fastest known algorithms for the k best spanning trees problem are based on Gabow's partitioning technique, together with dynamic graph data structures that keep track of the best swap in a network as that network undergoes a sequence of edge insertion and deletion operations [67, 73, 75] . To use this technique, one initializes a fully-persistent best-swap data structure (one in which each update creates a new version of the structure without modifying the existing versions, and in which updates may be applied to any version [60] ) and associates its initial version with the root of the subproblem tree. Then, whenever an algorithm for selecting the k best nodes of the subproblem tree generates a new node (a subproblem formed by including or excluding an edge from the allowed solutions) the parent node's version of the data structure is updated (by either increasing or decreasing the weight of the edge to force it to be included or excluded in all solutions) and the updated version of the data structure is associated with the child node. In this way, the data structure can be used to quickly find the second-best solution for each of the subproblems explored by the algorithm. Based on this method, the k best spanning trees of a graph with n vertices and m edges can be found (in an implicit representation based on sequences of swaps rather than explicitly listing all edges in each tree) in time O(MST(m, n) + k min(n, k) 1/2 ) where MST(m, n) denotes the time for finding a single minimum spanning tree [67] . If randomized algorithms are considered, the minimum spanning tree problem can be solved in linear time [114] , so the MST(m, n) term can be replaced by m + n. This technique may also be used to find the k best spanning trees of a set of n points in the Euclidean plane, in time O(n log n log k + k min(n, k) 1/2 ) [65, 67] ; these trees may include pairs of edges that cross each other, but it is also possible to find the k best non-crossing planar spanning trees efficiently [134] .
The kth smallest distinct weight of a spanning tree may be obtained by a sequence of at most k − 1 swaps from any minimum spanning tree, allowing these weights to be generated in polynomial time when k is constant [112, 136] . However, when k is an input variable, finding the kth smallest distinct spanning tree weight remains NP-hard [136] .
The problem of finding the k best spanning trees has been applied to NP-hard multicriterion optimization problems for spanning trees [50, 96, 176] , to point process intensity estimation [97] , to the analysis of metabolic pathways [7] , to image segmentation [177] and classification [63] , to the reconstruction of pedigrees from genetic data [52] , to the parsing of natural-language text [1] , and to the analysis of electronic circuits [189] . This problem is a special case of finding the k best bases of a matroid, which has also been studied [25, 34, 95, 126] . For additional research on the k smallest spanning trees problem see [16, 25, 116, 128, 175, 179] .
Other Problems
After paths and spanning trees, probably the next most commonly studied k-best enumeration problem concerns matchings. The problem of finding the k minimum-weight perfect matchings in an edge-weighted graph was introduced by Murty [142] . A later algorithm by Chegireddy and Hamacher [36] solves the problem in time O(kn 3 ) (where n is the number of vertices in the graph) using the technique of building a binary partition of the solution space. The k-best matchings have been used to find matchings with additional side constraints [13] or with multivariate optimization criteria [163] . They have also been applied for message routing in parallel computing systems [42] . For additional work on this problem see [56, 135, 147, 150] .
In natural language processing applications, an important generalization of the k shortest paths problem involves finding the k best parse trees of a context-free grammar [35, 103, 107, 148, 149, 191] . Other problems whose k-best solutions have been studied include the Chinese postman problem [160] , the traveling salesman problem [155] , the k best spanning arborescences in a directed network [28] , the matroid intersection problem [29, 190] , binary search trees and Huffman coding [5] , chess strategies [3] , the k best integer flows [92, 93, 164] , the k smallest cuts in a network [91, 94, 95] , and, in probabilistic reasoning, the k best solutions to a graphical model [55, 69, 78, 145] .
For many NP-hard optimization problems, where even finding a single best solution is difficult, an approach that has proven very successful is parameterized complexity, in which one finds an integer parameter describing the input instance or its solution that is often much smaller than the input size, and designs algorithms whose running time is a fixed polynomial of the input size multiplied by a non-polynomial function of the parameter value. Chen et al. [37] extend this paradigm to k-best problems, showing that, for instance, many NP-hard k-best problems can be solved in polynomial time per solution for graphs of bounded treewidth.
