In this paper, a fifth-order Hermite weighted essentially non-oscillatory (HWENO) scheme with artificial linear weights is proposed for one and two dimensional hyperbolic conservation laws, where the zeroth-order and the first-order moments are used in the spatial reconstruction. We construct the HWENO methodology using a nonlinear convex combination of a high degree polynomial with several low degree polynomials, and the associated linear weights can be any artificial positive numbers with only requirement that their summation equals one.
Introduction
In this paper, we develop a fifth order Hermite weighted essentially non-oscillatory (HWENO) scheme with artificial linear weights for one and two dimensional nonlinear hyperbolic conservation laws. The idea of HWENO scheme is similar to that of weighted essentially non-oscillatory (WENO) scheme which have been widely applied for computational dynamics fluids. In 1994, the first WENO scheme was proposed by Liu, Osher and Chan [17] mainly in terms of ENO scheme [10, 11, 12] , in which they combined all candidate stencils by a nonlinear convex manner to obtain higher order accuracy in smooth regions, then, in 1996, Jiang and Shu [15] constructed the third and fifth-order finite difference WENO schemes in multi-space dimension, where they gave a general definition for smoothness indicators and nonlinear weights. Since then, WENO schemes have been further developed in [13, 18, 27, 6, 32] . However, if we design a higher order accuracy WENO scheme, we need to enlarge the stencil. In order to keep the compactness of the scheme, Qiu and Shu [23, 24] gave a new option by evolving both with the solution and its derivative, which were termed as Hermite WENO (HWENO) schemes.
HWENO schemes would have higher order accuracy than WENO schemes with the same reconstruction stencils. As the solutions of nonlinear hyperbolic conservation laws often contain discontinuities, its derivatives or first order moments would be relatively large nearby discontinuities. Hence, the HWENO schemes presented in [23, 24, 31, 28, 21, 33, 29, 7] used different stencils for discretization in the space for the original and derivative equations, respectively. In one sense, these HWENO schemes can be seen as an extension by DG methods, and Dumbser et al. [8] gave a general and unified framework to define the numerical scheme extended by DG method, termed as P N P M method. But the derivatives or the first order moments were still used straightforwardly nearby the discontinuities, which would be less robust for problems with strong shocks. Such as the first HWENO schemes [23, 24] failed to simulate the double Mach and the step forward problems, then, Zhu and Qiu [31] solved this problem by using a new procedure to reconstruct the derivative terms, while Cai et al. [7] employed additional positivity-preserving manner. Overall, only using different stencils to discretize the space is not enough to overcome the effect of the derivatives or the first order moments near the discontinuities. Hence, we took the thought of limiter for discontinuous Galerkin (DG) method [3] to modify the first order moments nearby the discontinuities of the solution in [39] , meanwhile, we also noticed that many hybrid WENO schemes [22, 14, 4, 5, 20, 38] employed linear schemes directly in the smooth regions, while still used WENO schemes in the discontinuous regions, which can increase the efficiency obviously, therefore, in [39] , we directly used high order linear approximation in the smooth regions, while modified the first order moments on the troubled-cells and employed HWENO reconstruction on the interface. The hybrid HWENO scheme [39] had high efficiency and resolution with non-physical oscillations, but it still had a drawback of that the linear weights were depended on geometry of the mesh and point where the reconstruction was performed, and they were not easy to be computed, especially for multi-dimensional problems with unstructured meshes. For example, in [39] we needed to compute the linear weights at twelve points in one cell by a least square methodology with eight small stencils for two dimensional problems, in which the numerical accuracy was only the fourth order. Moreover, if we solve the problems for unstructured meshes, the linear weights would be more difficult to calculate, and the negative weights may appear or there is nonexistent of the linear weights for some cases. In order to overcome the drawback, Zhu and Qiu [34] presented a new simple WENO scheme in the finite difference framework, which had a convex combination of a fourth degree polynomial and other two linear polynomials by using any artificial positive linear weights (the sum equals one). Then the method was extended to finite volume methods both in structured and unstructured meshes [2, 35, 9, 36, 37, 1] .
In this paper, following the idea of the new type WENO schemes [34, 35, 9, 36, 37] , hybrid WENO [22, 14, 4, 5, 20, 38] and hybrid HWENO [39] , we develop the new hybrid HWENO scheme in which we use a nonlinear convex combination of a high degree polynomial with several low degree polynomials and the linear weights can be any artificial positive numbers with the only constraint that their sum is one. The procedures of the new hybrid HWENO scheme are: firstly, we modify the first order moments using the new HWENO limiter methodology in the troubled-cells, which are identified by the KXRCF troubled-cell indicator [16] . Then, for the space discretization, if the cell is identified as a troubled-cell, we would use the new HWENO reconstruction at the points on the interface; otherwise we employ linear approximation at the interface points straightforwardly. And we directly use high order linear approximation at the internal points for all cells. Finally, the third order TVD Runge-Kutta method [25] is applied for the time discretization. Particularly, only the new HWENO reconstructions need to be performed on local characteristic directions for systems. In addition, the new hybrid HWENO scheme inherits the advantages of [39] , such as non-physical oscillations for using the idea of limiter for discontinuous Galerkin (DG) method, high efficiency for employing linear approximation straightforwardly in the smooth regions, and compactness as only immediate neighbor information is needed, meanwhile, it gets less numerical errors on the same meshes and has higher order numerical accuracy for two dimensional problems.
The organization of the paper is as follows: in Section 2, we introduce the detailed implementation of the new hybrid HWENO scheme in the one and two dimensional cases.
In Section 3, some benchmark numerical are performed to illustrate the numerical accuracy, efficiency, resolution and robustness of proposed scheme. Concluding remarks are given in Section 4.
Description of Hermite WENO scheme with artificial linear weights
In this section, we present the construction procedures of the hybrid HWENO scheme with artificial linear weights for one and two dimensional hyperbolic conservation laws, which is the fifth order accuracy both in the one and two dimensional cases.
One dimensional case
At first, we consider one dimensional scalar hyperbolic conservation laws
The computing domain is divided by uniform meshes
As the variables of our designed HWENO scheme are the zeroth and first order moments, we multiply the governing equation (2.1) by 1 ∆x and x−x i (∆x) 2 , respectively, and integrate them over I i , then, employ the numerical flux to approximate the values of the flux at the interface.
Finally, the semi-discrete finite volume HWENO scheme is
is the zeroth order moment in I i as 1 ∆x I i u(x, t)dx and v i (t) is the first order moment in I i as
is the numerical flux to approximate the value of the flux f (u) at the interface point x i+1/2 , which is defined by the Lax-Friedrichs numerical flux method, and the explicit expression iŝ
is the numerical integration for the flux f (u) over I i , and is approximated by a four-point Gauss-Lobatto quadrature formula:
where the weights are ω 1 = ω 4 = 1 12 and ω 2 = ω 3 = 5 12 , and the quadrature points on the cell I i are
Now, we first present the detailed procedures of the spatial reconstruction for HWENO scheme in Steps 1 and 2, then, we introduce the method of time discretization in Step 3.
Step 1. Identify the troubled-cell and modify the first order moment in the troubled-cell.
Troubled-cell means that the solution of the equation in the cell may be discontinuous, we first use the KXRCF troubled-cell indicator [16] to identify the troubled-cell, and the procedures were given in the hybrid HWENO scheme [39] , then, if the cell I i is identified as a troubled-cell, we would modify the first order moment v i by the following procedures.
We use the thought of HWENO limiter [23] to modify the first order moment, but the modification for the first order moment is based on a convex combination of a fourth degree polynomial with two linear polynomials. Firstly, we give a large stencil S 0 = {I i−1 , I i , I i+1 } and two small stencils
and get two linear polynomials p 1 (x), p 2 (x) on S 1 , S 2 , respectively, satisfying
We use these three polynomials to reconstruct v i = 1 ∆x I i u(x) x−x i ∆x dx, and their explicit results are
For simplicity, we define q n as 1 ∆x I i p n (x) x−x i ∆x dx in the next procedures. With the similar idea of the central WENO schemes [18, 19] and the new WENO schemes [34, 35, 36, 37] , we rewrite q 0 as:
We can notice that equation (2.3) is always satisfied for any choice of γ 0 , γ 1 , γ 2 with γ 0 = 0.
To make the next WENO procedure be stable, the linear weights would be positive with γ 0 + γ 1 + γ 2 = 1, then, we calculate the smoothness indicators β n to measure how smooth the functions p n (x) in the cell I i , and we use the same definition as in [15] ,
where r is the degree of the polynomials p n (x), then, the expressions for the smoothness indicators are
Later, we use a new parameter τ to measure the absolute difference between β 0 , β 1 and β 2 , which is also can be seen in these new WENO schemes [34, 35, 36, 37] , 5) and the nonlinear weights are defined as
where ε = 10 −6 is to avoid the denominator by zero. Finally, the first order moment v i is modified by
Noticed that we just replace the linear weights in equation (2.3) by the nonlinear weights, and the accuracy of the modification depends on the accuracy of the high degree reconstructed polynomial. The modification for the first order moment v i would be the fifth order accuracy in the smooth regions, and more detailed derivation can refer to the literature [35] .
Step 2. Reconstruct the values of the solutions u at the four Gauss-Lobatto points.
We use the same stencils S 0 , S 1 , S 2 as Step 1, then, if one of the cells in stencil S 0 is identified as a troubled-cell, we would reconstruct u ± i∓1/2 using the HWENO methodology in Step 2.1; otherwise we directly reconstruct u ± i∓1/2 by the linear approximation method described in Step 2.2. And the reconstruction procedure for u i± √ 5/10 is given in Step 2.3.
Step 2.1. The new HWENO reconstruction for u ± i∓1/2 . If one of the cells in stencil S 0 is identified as a troubled-cell, u ± i∓1/2 is reconstructed by the next HWENO procedure. For simplicity, we only present the detailed procedure of the reconstruction for u − i+1/2 , while the reconstruction for u + i−1/2 is mirror symmetric with respect to x i . Noticed that we have modified the first order moment in the troubled-cells, then, we would use these information here. We now reconstruct three polynomials p 0 (x), p 1 (x), p 2 (x) on S 0 , S 1 , S 2 , respectively, satisfying
In terms of the above requirements, we first give the values of these polynomials at the point x i+1/2 , following as
Using the next new HWENO methodology, we can use any positive linear weights satisfying γ 0 + γ 1 + γ 2 = 1, then, we compute the smoothness indicators β n in the same ways, and the formula of the smoothness indicators has been given in (2.4) on Step 1, then, their expressions are given as follows,
We bring the same parameter τ to define the absolute difference between β 0 , β 1 and β 2 , and the formula is given in (2.5), then, the nonlinear weights are computed as
Here, ε is a small positive number taken as 10 −6 . Finally, the value of u − i+1/2 is reconstructed by
Step 2.2. The linear approximation for u ∓ i±1/2 . If neither cell in stencil S 0 is identified as troubled-cell, we will use the linear approximation for u ∓ i±1/2 , which means we only need to use the high degree polynomial p 0 (x) obtained in Step 2.1, then, we have
Step 2.3. The linear approximation for u i± √ 5/10 .
We would reconstruct u i± √ 5/10 using the linear approximation for all cells, then, u i±
are approximated by
Step 3. Discretize the semi-discrete scheme (2.2) in time by the third order TVD Runge-
). 
Two dimensional case
We first consider two dimensional scalar hyperbolic conservation laws
then, we divide the computing domain by uniform meshes
for simplicity. The mesh sizes are ∆x = x i+1/2 − x i−1/2 in the x direction and ∆y = y j+1/2 − y j−1/2 in the y direction. The cell center (x i , y j ) = (
).
x i + a∆x is simplified as x i+a and y j + b∆y is set as y j+b .
Since the variables of the HWENO scheme are the zeroth and first order moments, we multiply the governing equation (2.7) by 1 ∆x∆y , x−x i (∆x) 2 ∆y and y−y j ∆x(∆y) 2 on both sides, respectively, then, we integrate them over I i,j and apply the integration by parts. In addition, we approximate the values of the flux at the points on the interface of I i,j by the numerical flux.
Here, u i,j (t) is the zeroth order moment defined as 1 ∆x∆y I i,j u(x, y, t)dxdy; v i,j (t) and w i,j (t) are the first order moments in the x and y directions taken as 1 ∆x∆y I i,j u(x, y, t) x−x i ∆x dxdy and 1 ∆x∆y I i,j u(x, y, t) y−y j ∆y dxdy, respectively.f (u(x i+1/2 , y)) andĝ(u(x, y j+1/2 )) are the numerical flux to approximate the values of f (u(x i+1/2 , y)) and g(u(x, y j+1/2 )), respectively. Now, we approximate the integral terms of equations (2.8) by 3-point Gaussian numerical integration. More explicitly, the integral terms are approximated by
in which ω 1 = 5 18 , ω 2 = 4 9 and ω 3 = 5 18 are the quadrature weights, and the coordinates of the Gaussian points are
.
The numerical fluxes at the interface points in each directions are approximated by the Lax-Friedrichs method:
Now, we first present the detailed spatial reconstruction for the semi-discrete scheme (2.8) in Steps 4 and 5, then, we introduce the methodology of time discretization in Step 6.
Step 4. Identify the troubled-cell and modify the first order moments in the troubledcell.
We also use the KXRCF troubled-cell indicator [16] to identify the discontinuities, and the detailed implementation procedures for two dimensional problems had been introduced in the hybrid HWENO scheme [39] .
If the cell I i,j is identified as a troubled-cell, we would modify the first order moments v i,j and w i,j . We can modify the first order moments employing dimensional by dimensional manner. For example, we use these information
to reconstruct w i,j , and the procedures are the same as one dimensional case.
Step 5. Reconstruct the point values of the solutions u at the Gaussian points. Based on the formula of the semi-discrete scheme (2.8), it means that we need to reconstruct the point values of Step 5.1. Reconstruct the point values of the solutions u at the interface points by a new HWENO methodology.
If one of the cells in big stencil is identified as a troubled-cell, the points values of solutions u at the interface points of the cell I i,j are reconstructed by the next new HWENO methodology. We first give the big stencil S 0 in Figure 2 .1, and we rebel the cell I i,j and its neighboring cells as I 1 , ..., I 9 for simplicity. Particularly, the new label of the cell I i,j is I 5 . In the next procedures, we take G k to represent the specific points where we want to reconstruct. We also give four small stencils S 1 , ..., S 4 shown in Figure 2 For the quartic polynomial p 0 (x, y), we can obtain it by requiring that it matches the zeroth order moments on the cell I 1 , ..., I 9 , the first order moments on the cell I 5 and others are in a least square sense [13] . For the four quadratic polynomials, we can directly obtain the expressions of p n (x, y) (n = 1, ..., 4) by the above corresponding requirements, respectively.
Similarly as in the one dimensional case, the new HWENO method can use any artificial positive linear weights (the sum equals 1), while the hybrid HWENO scheme [39] needed to calculate the linear weights for 12 points using 8 small stencils determined by a least square methodology, and the linear weights were not easy to be obtained especially for high dimensional problems or unstructured meshes. In addition, it only had the fourth order accuracy in two dimension, but the new HWENO methodology can achieve the fifth order numerical accuracy. Next, to measure how smooth the function p n (x, y) in the target cell I i,j , we compute the smoothness indicators β n as the same way listed by [13] , following as
where l = (l 1 , l 2 ), |l| = l 1 + l 2 and r is the degree of p n (x, y). Similarly, we bring a new parameter τ to define the overall difference between β l , l = 0, ..., 4 as , withω n = γ n (1 + τ β n + ε ), n = 0, ..., 4, (2.11) in which ε is taken as 10 −6 . The final reconstruction of the solutions u at the interface point
where "*" is "+" when G k is located on the left or bottom interface of the cell I i,j , while "*" is "-" on the right or top interface of I i,j .
Step 5.2. Reconstruct the point values of the solutions u at the interface points using linear approximation.
If neither cell in the big stencil S 0 is identified as a troubled-cell, the point value of the solution u at the interface point G k is directly approximated by p 0 (G k ), and we use the same polynomial p 0 (x, y) given in Step 5.1.
Step 5.3. Reconstruct the point values of the solutions u at the internal points by linear approximation straightforwardly.
We would use linear approximation for the point values of the solutions u at the internal points in all cells, then, we directly employ the same quartic polynomial p 0 (x, y) obtained in
Step 5.1 to approximate these point values.
Step 6. Discretize the semi-discrete scheme (2.8) in time by the third order TVD Runge-Kutta method [25] .
The semi-discrete scheme (2.8) is discretized by the third order TVD Runge-Kutta method in time, and the formula is given in (2.6) for the one dimensional case. 
Numerical tests
In this section, we present the numerical results of the new hybrid HWENO scheme which is described in Section 2. In order to fully assess the influence of the modification of the first order moment upon accuracy, all cells are marked as troubled-cells in Step 1 and
Step 4 for one and two dimensional cases, respectively, and we denote this method as New HWENO scheme. We also denote HWENO scheme and the hybrid HWENO scheme which are presented in [39] . The CFL number is set as 0.6 expect for the hybrid HWENO scheme in the two dimensional non-smooth tests.
Accuracy tests
We will present the results of HWENO, New HWENO, Hybrid HWENO and New hybrid HWENO schemes in the one and two dimensional accuracy tests. In addition, to evaluate whether the choice of the linear weights would affect the order of the new HWENO method-ology or not, we use random positive linear weights (the sum equals one) at each time step for New HWENO and New hybrid HWENO schemes.
Example 3.1. We solve the following scalar Burgers' equation:
The initial condition is u(x, 0) = 0.5 + sin(πx) with periodic boundary condition. The computing time is t = 0.5/π, in which the solution is still smooth. We give the numerical errors and orders in Figure 3 .1, which shows two hybrid HWENO schemes have much higher efficiency than other HWENO schemes, and New HWENO scheme also has higher efficiency than HWENO scheme. 0.2 sin(π(x − t)), µ(x, 0) = 1, p(x, 0) = 1, and the computing time is up to T = 2. We present the numerical errors and orders of the density for the HWENO schemes in Table 3 .2, then, we first can see these HWENO schemes achieve the fifth order accuracy, and two hybrid HWENO schemes have same performance as they both directly use linear approximation for the spatial reconstruction, meanwhile, the hybrid schemes have less numerical errors than the corresponding HWENO schemes. In addition, New HWENO scheme has less errors than HWENO scheme, which shows the new HWENO methodology has better performance than the original HWENO method, and random positive linear weights at each time step would not affect the order accuracy of New HWENO scheme. Finally, we give the numerical errors against CPU times by these HWENO schemes in Figure 3 .2, which shows Hybrid HWENO schemes have much higher efficiency with smaller numerical errors and less CPU times than other HWENO schemes, and we can see New HWENO scheme has higher efficiency with smaller errors than HWENO scheme. 
The initial condition is u(x, y, 0) = 0.5 + sin(π(x + y)/2) and periodic boundary conditions are applied in each direction. We compute the solution up to T = 0.5/π, where the solution is smooth, and we present the numerical errors and orders in Table 3 .3, which illustrates that New HWENO and New hybrid HWENO schemes have the fifth order accuracy, while the HWENO and hybrid HWENO schemes only have the fourth order accuracy, and we can see that different choice of the linear weights has no influence on the numerical accuracy for the new HWENO methodology. In addition, we present the numerical errors against CPU times by these HWENO schemes in Figure 3 .3, which illustrates New hybrid HWENO scheme has higher efficiency than Hybrid HWENO scheme with smaller numerical errors and higher order numerical accuracy, and the hybrid schemes both have less CPU times than the corresponding schemes. Meanwhile, New HWENO scheme has higher efficiency than HWENO scheme. (3.4) in which ρ is the density; (µ, ν) is the velocity; E is the total energy; and p the is pressure. Table 3 .4, then, we can find the New HWENO and New hybrid HWENO achieve the fifth order accuracy, but the HWENO and Hybrid HWENO scheme only have the fourth order accuracy, meanwhile, we can see that random positive linear weights (the sum equals one) would have no impact on the order accuracy of New HWENO scheme. Finally, we also show their numerical errors against CPU times in Figure 3 .4, which illustrates New hybrid HWENO scheme has higher efficiency than other three schemes, meanwhile, New HWENO scheme has better performance with less numerical errors and higher order accuracy than HWENO scheme.
Non-smooth tests
We present the results of the hybrid HWENO scheme here, meanwhile, the linear weights for the low degree polynomials are set as 0.01 and the linear weight for the high degree polynomial is the rest (the sum of their linear weights equals one). For comparison, we also show the numerical results of the hybrid HWENO scheme [39] . From the results of the nonsmooth tests, two schemes have similar performances in one dimension, but the new hybrid HWENO scheme has better numerical performances in two dimension for the new hybrid HWENO scheme has higher order numerical accuracy. In addition, the new hybrid HWENO scheme uses more simpler HWENO methodology, where any artificial positive linear weights Table 3 .4: 2D-Euler equations: initial data ρ(x, y, 0) = 1 + 0.2 sin(π(x + y)), µ(x, y, 0) = 1, ν(x, y, 0) = 1 and p(x, y, 0) = 1. HWENO schemes. T = 2. L 1 and L ∞ errors and orders. Uniform meshes with N x × N y cells. (the sum equals 1) can be used, which is easier to implement in the computation, and it also uses less candidate stencils and bigger CFL number for two dimensional problems. modification for the first order moments and no HWENO reconstruction for the spatial discretization. The new hybrid HWENO scheme keeps good resolutions too.
Example 3.7. The Shu-Osher problem, which has a shock interaction with entropy waves [26] . The initial condition is This is a typical example both containing shocks and complex smooth region structures, which has a moving Mach=3 shock interacting with sine waves in density. The computing time is up to T = 1.8. In Figure 3 .7, we plot the computed density ρ by HWENO schemes against the referenced "exact" solution, the zoomed in picture and the time history of the troubled-cells for the new hybrid HWENO scheme. The referenced "exact" solution is computed by the fifth order finite difference WENO scheme [15] with 2000 grid points. We can see two schemes have similar numerical results with high resolutions, but the new hybrid HWENO scheme doesn't need to calculate the linear weights in advance. In addition, only 3.54% cells are identified as the troubled-cells where we need to modify their first order moments.
Example 3.8. We solve the next interaction of two blast waves problems. The initial The computing time is T = 0.038, and the reflective boundary condition is applied here.
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In Figure 3 .8, we also plot the computed density against the reference "exact" solution, the zoomed in picture and the time history of the troubled-cells. The reference "exact" solution is also computed by the fifth order finite difference WENO scheme [15] with 2000 grid points. We notice that the hybrid HWENO scheme has better performance than the new hybrid HWENO scheme. The reason maybe that the modification for the first order moments uses more information provided by the two linear polynomials in this example, but the new HWENO methodology is easy to implement in the computation. Similarly, only 13.94% cells are identified as the troubled-cells, and we directly use high order linear approximation on other cells. The same initial and boundary conditions are applied here, but the computing time is up to T = 1.5/π, in which the solution is discontinuous. In Figure 3 The new hybrid HWENO scheme has better density resolutions than the hybrid HWENO scheme, in addition, the hybrid HWENO scheme needs to use smaller CFL number taken as 0.45, but the CFL number for the new hybrid HWENO scheme is 0.6, moreover, the new hybrid HWENO scheme uses less candidate stencils but has higher order numerical accuracy. Figure 3 .11. We notice that the new hybrid HWENO scheme has high resolutions than the hybrid HWENO scheme, and it also has bigger CFL number, less candidate stencils, higher order numerical accuracy and simpler HWENO methodology. Similarly, only a small part of cells are identified as troubled-cells, and it means that most regions directly use linear approximation, which can increase the efficiency obviously. 
Concluding remarks
In this paper, a new fifth-order hybrid finite volume Hermite weighted essentially nonoscillatory (HWENO) scheme with artificial linear weights is designed for solving hyperbolic conservation laws. Compared with the hybrid HWENO scheme [39] , we employ a nonlinear convex combination of a high degree polynomial with several low degree polynomials in the new HWENO reconstruction, and the associated linear weights can be any artificial positive numbers (their sum is one), which would have the advantages of its simplicity and easy extension to multi-dimension. Meanwhile, different choice of the linear weights would not affect the numerical accuracy, and it gets less numerical errors than the original HWENO methodology. In addition, the new hybrid HWENO scheme has higher order numerical accuracy in two dimension. Moreover, the scheme still keeps the non-oscillations as we apply the limiter methodology for the first order moments in the troubled-cells and use new HWENO reconstruction on the interface. In the implementation, only a small part of cells are identified as troubled-cells, which means that most regions directly use linear approximation.
In short, the new hybrid HWENO scheme has high resolution, efficiency, non-oscillation and robustness, simultaneously, and these numerical results also show its good performances.
