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Abstract
Orthogonal frequency-division multiplexing (OFDM) communication-radar networks are systems where individual
nodes use OFDM signals to both communicate and perform radar simultaneously. As a research subject, such
networks are fairly new and lack some research covering fundamental limits. In particular, it is unclear how the
reliability of the radar component is affected by a network operation, as several nodes might attempt to access the
medium at the same time, thereby increasing interference and reducing the radar capabilities of individual nodes. In
this paper, we apply the notion of outage (which was originally introduced for communication networks) to radar
networks and introduce the outage probability as a performance metric. Using stochastic geometry, we are able to
give tight bounds on the outage probability and demonstrate how this is useful for testing OFDM radar
parametrizations and algorithms. It is possible to show that the outage probability is smaller than 1% for previously
suggested OFDM radar parametrizations without having to resort to empirical methods.
1 Introduction
In 2009, Sturm et al. [1] presented a novel concept for
radar systems based on orthogonal frequency-division
multiplexing (OFDM) signals, the major innovation being
that the radar signal can be used to simultaneously trans-
mit information to other nodes in the range of the radio
signal. Unlike previous attempts to combine radar and
communication (e.g., [2]), the result of the radar process-
ing is independent from the transmitted data. Also, the
radar processing algorithms are not very complex and can
easily be implemented on digital signal processing plat-
forms. A possible application of such technology is for
automotive systems.
Transceivers which do both radar and communication
can thus cooperate and create a communication-radar
networka, thereby enhancing the radar as well as the
communication features [3].
This also brings disadvantages. Specifically, the prob-
lem of interference by simultaneous access to the physical
medium by different nodes (i.e., collisions) is exacerbated
when compared to networks without radar components:
On one hand, such a collision does not only disturb com-
munication but also affects the radar and can thus be
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potentially relevant for traffic safety. On the other hand,
automotive radar systems must access the medium on a
regular basis to obtain a permanent measurement of the
environment, thereby preventing usage of typical carrier
sensing schemes. In the domain of pure radar systems for
vehicular applications, intra-system interference has been
identified as a performance-limiting factor. The European
Union (EU) has even launched a project to investigate
these matters [4].
From pure communication networks, we know they
only work reliably for a limited density of nodes. In radar
networks, both communication and radar can fail. In this
paper, we aim to provide a new tool for analyzing the per-
formance of OFDM radar networks with respect to the
signal parametrization and the network geometry. When
the interference level rises, the ability to detect specific
objects decreases. We therefore chose to introduce radar
network outage as the relevant metric, which describes the
situation when a radar network is no longer able to detect
a specific object due to interference by others. Choos-
ing successful detection as the main performance metric
makes sense for several reasons: It is the first and most
basic step in any radar system, and all subsequent opera-
tions (range estimation, etc.) depend on it. Also, unlike the
detection, the range and Doppler accuracy do not change
significantly when operating in a network (cf. [3,5] for
resources on OFDM radar accuracy).
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A common characteristic of vehicular-based networks
is high node mobility, which causes the geometrical con-
figuration of nodes to change rapidly - and sometimes
also unpredictably. Since an analytical description of these
complex spatial fluctuations is difficult, an exact mod-
eling and analysis are not appealing. A remedy to this
problem is given by the stochastic geometry framework
[6-10], which models the node locations as a realization
of a point process, thereby essentially accounting for the
spatial dynamics of the network. In this work, we will
apply stochastic geometry tools to model the interferer
locations. The chosen approach will be instrumental for
determining the outage probability of such an OFDM
radar network given the physical parameters and provid-
ing a definitive answer on howmany participants may par-
take in such a network before the radar system becomes
unreliable. Most importantly, we can provide analytical
bounds for the probability of a radar outage. At low out-
age probabilities, which is typically the targeted region of
operation in car-safety applications, these bounds coin-
cide with the exact outage probability. This is a significant
advantage over current evaluation methods, which can
include time-consuming simulations, raytracing setups, or
costly measurements.
Using these bounds, we now have an objective metric
to analyze various aspects of OFDM radar networks. We
give two application examples of our bounds: the qual-
ity of the target detection in a multi-target environment
and an answer on how the sub-carrier spacing affects the
outage probability.
This paper is structured as follows: Section 2 briefly
describes the OFDM radar processing used here. The
system model for OFDM radar networks and how inter-
ference is handled are discussed in Section 3.
In the next two sections, we recapitulate all the basics
of OFDM radar networks and clarify which assumptions
are made. The new results are derived in Section 4, where
we obtain analytical bounds on the outage probability of
radar networks, which are further verified by simulations.
With these results, we will give a discussion on how this
affects the OFDM radar system in Section 5. Section 6
concludes.
1.1 Previous research
The topic of mutual interference between radar systems
has recently become a focus of research due to the popu-
larization of vehicular radar systems. The previously cited
EU research project MOSARIM [4] is an example of how
relevant this topic has become.
Radar interference has been researched both analyti-
cally and empirically. Brooker [11] provides a very thor-
ough analysis of interference in automotive radar systems
at 77 and 94 GHz; his metric of choice is the probability of
interference. Brooker argues that in case of interference,
radar systems cease to work and interference-avoidance
techniques must be introduced. This is not a suitable
metric for OFDM radar systems (and possibly for any
radar system where the interfering radar signals appear as
additional white noise).
Goppelt et al. chose the probability of ghost target
detection as a figure of merit [12]. However, their results
cannot be generalized to OFDM radar, as the deriva-
tions are specific to FMCW radar (despite being a com-
monly applied waveform, OFDM is rarely considered for
radar networks). They also lack a random modeling of
the interfering signal’s attenuation. Similarly, the analy-
sis of Oprisan et al. [13] is also very specific to certain
waveforms.
In general, current research focuses on interference-
avoidance andmitigation techniques, which is exemplified
by the results from the MOSARIM project, e.g., [14].
Here, OFDM is in fact considered as a method to cope
with mutual interference, but further analysis is not given.
One suggestion to handle interference instead of avoid-
ing it is given in [15], which is also the only publication
which directly researches interference in OFDM radar
networks. The paper suggests an interference mitigation
technique but only for the very specific scenario of one
single interferer.
The difficulty of limiting the scope to a single interferer
is also identified by Hischke [16]. He introduces a very
useful quantity: The distribution of signal to interference
plus noise ratio (SINR) as cause of mutual interference,
as a function of the spacing between vehicles, from a
given geometry. The results are derived from simulations,
though, emphasizing the need for an analytical solution.
The importance of simulations is underlined by the
work of Zwick et al. [17], who have done considerable
work in the research of mutual radar interference. Their
approach is empirical in nature and consists of elaborate
software tools packaged under the name Virtual Drive
[18]. The results generated are highly useful but empha-
size the fact that highly sophisticated simulations are the
only means to research radar networks, motivating the
derivation of analytical solutions.
In general, there has been little effort to create a ‘fun-
damental radar network theory’, analogous to what infor-
mation theory is for communication networks. Hischke’s
approach seems the most promising in this respect: If a
probability distribution of the SINR could be derived for a
given radar interferer density, this would allow a stochas-
tic analysis of the interferer problem. More importantly, it
would ground the research on radar networks with theo-
retical results and provide benchmarks for the empirical
results - at this point, there is no theoretical bound for
the performance of radar networks. This paper aims to be
the first step toward a theoretical understanding of radars
operating under mutual interference.
Braun et al. EURASIP Journal onWireless Communications and Networking 2013, 2013:207 Page 3 of 16
http://jwcn.eurasipjournals.com/content/2013/1/207
Stochastic geometry as a tool for research on vehicu-
lar networks has previously been suggested in [19], which
suggests its suitability in this context.
2 OFDM radar signal processing principles
In the following, we present a very brief introduction to
OFDM radarb.
2.1 Nomenclature
For every radar measurement, one OFDM frame is trans-
mitted. It consists ofM consecutive OFDM symbols, with
N active sub-carriers. Such a frame is represented by the
transmit matrix FTx ∈ C
N×M, using the notation intro-
duced in [20]. Every column of this matrix represents an
OFDM symbol, every row a sub-carrier. The elements
(FTx)k,l (k = 1, . . . ,N , l = 1, . . . ,M) are symbols from a
complex modulation alphabet (e.g., QPSK).
When transmitted, the sub-carriers are separated by a
sub-carrier spacing of1f = 1/T , with T being the OFDM
symbol duration. As N carriers are transporting symbols,
the signal bandwidth is B = N1f . Converting the matrix
into a discrete-time signal is done using the inverse fast
Fourier transform on the columns of FTx. The transmit
signal is extended by a cyclic prefix of duration TG. This
avoids inter-symbol interference but increases the total
OFDM symbol length to TO = T + TG. All relevant
parameters for the OFDM radar transmitter are listed in
Table 1 (these values are discussed in Section 3.5).
Leaving aside synchronization and equalization, receiv-
ing OFDM signals is the exact same procedure as the
transmission, only in inverse order. The samples corre-
sponding to the cyclic prefix are discarded, and the sam-
ples are processed with a fast Fourier transform (FFT).
Every FFT output is then assigned to a column of a matrix
FRx which represents the received signal.
2.2 OFDM radar fundamentals
To extend an OFDM transceiver into a radar system, it
must be made sure that during the transmission of every
OFDM frame, the receiver is active synchronously, i.e.,
Table 1 Relevant parameters of an OFDM transmitter
Parameter symbol Description Example value
1f Sub-carrier spacing 90.9 kHz
T = 1
1f
OFDM symbol duration 11 µs
TG Cyclic prefix duration 1.375 µs
TO Total OFDM symbol duration 12.375 µs
N Number of active sub-carriers 1,024 (for U = 1)
M OFDM symbols per frame 256
fc center frequency 24 GHz
PTx Transmit power 20 dBm
transmitter and receiver use the same local oscillator and,
derived from this, an identical clock (this setup describes
monostatic radar systems). This ensures that the trans-
mitted signal is delayed at the receiver by the round-trip
propagation time of the electromagnetic wave whenever
it is scattered back to the original node from a radar tar-
get. If the target is moving relative to the radar system,
this causes a Doppler shift which appears as a frequency
deviation of the received signal relative to the transmitted
signal.
Using the matrix notation, it is useful to consider the
form of a receive matrix FRx given a transmit matrix. For





j2pi lTO fD,he−j2piτhk1f e jϕh + (Z˜)k,l,
(1)
which contains the following elements:
• bh is the attenuation of the signal reflected from the
h -th target; this includes both free space path loss
and different reflectivity characteristics (i.e., radar
cross sections).
• ϕh is a random phase shift.




(vrel,h being the relative speed of the
h -th target, c0 the speed of light). We assume the
bandwidth of the signal to be much smaller than the
center frequency B fc, so we can approximate an
identical Doppler shift on all sub-carriers. A
frequency-shift of one line of FTx is equivalent to
multiplying it with a complex sinusoid e j2pi lTO fD,h .
• The round-trip delay τh =
2rh
c0
(with rh being the
range of the h -th target) causes a phase rotation of
the received symbols depending on the sub-carrier
frequency, e−j2piτhk1 f .
• Additionally, there is white Gaussian noise (WGN),
which is represented by the matrix Z˜.
The matrix FRx still contains the modulation symbols
from the original transmission. These are irrelevant to the
radar processing but can be eliminated from Eq. (1) by
element-wise division with the (known) transmit matrix,














For phase-shift keying (PSK) modulation schemes, the
noise Z˜ retains its statistical properties after the division
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[20], as the phase of circular complex Gaussian random
variables is uniformly distributed and thus has the same
probability distribution after the division. The elements
(Z)k,l ofZ are thus still realizations of aWGNprocess with
zero mean and variance σ 2N .
Now, the radar estimation problem can be expressed as
a problem of spectral estimation. An OFDM radar algo-
rithm based on Eq. (3) must consist of at least two steps:
(1) estimating the number H of sinusoid-pairs and (2)
identifying their frequencies, which then translate into
distances and relative velocities.
For one-dimensional signals, the optimal way to iden-
tify sinusoids in white noise is the periodogram [21].
We therefore extend the periodogram to two dimensions,
accounting for the different signatures of the row- and

















The dimensions of this 2D periodogram can be cho-
sen larger than those of F, NPer > N , MPer > M,
which can be achieved by zero-padding F. This interpo-
lates the periodogram, resulting in a smaller quantization
error. The matrix W is a real tapering window matrix,
the choice of which is outside the scope of this workd;
unless stated otherwise, we choose a boxcar window
((W)k,l = 1).
Figure 1 shows an example of such a periodogram with
five targets and matrix dimensions NPer=4N ,MPer=4M.
Every pair of sinusoids in F manifests as a single peak
with its center at Per(m, n). If the periodogram has a peak












When amaximum distance and relative speed is known,















Because the Doppler (unlike the range) can be both neg-
ative and positive, we thus constrain the index ranges of
Per(n,m) to 0 ≤ n ≤ Nmax − 1 and −Mmax ≤ m ≤
Mmax − 1, thereby cropping the periodogram to a smaller
size (2Mmax + 1)× Nmax.
The choice of Nmax and Mmax is relevant to the estima-
tion process: Of course, they should not be chosen too
small, as valid targets might not be detected, but choosing
them too large leads to an increased false alarm rate.
On a separate note, the threshold depends on the noise
power, which, as we explain in Section 3.3, is unknown
for every received frame and thus must be estimated. The
simplest way to do this is to choose a row with index n0 >















































Figure 1 Example of a periodogram Per(n,m)with H = 5, all targets having different radar cross section, range, and Doppler.
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which we take as a maximum likelihood estimate for the
noise power given a single row of the periodogram.
2.3 Target detection and false alarm rate
Having calculated the periodogram, the next step is to
identify peaks within the periodogram and to return a list
of targets, including their ranges and relative velocities.
We call this process target detection.
The majority of detection algorithms rely on a threshold
to separate noise from valid signal peaks. This threshold
is determined from the noise power as well as from the
required false alarm rate. It is commonly desired to keep
the false alarm rate at a constant level pF . This rate is the
probability that any of the Nmax · (2Mmax+ 1) bins exceed
a threshold θ . The noise in the periodogram is expo-
nentially distributed with cumulative density function
F(x) = 1− e
− x
σ2N , solving for θ therefore yields a threshold
θ = σ 2N · ln(1−
Nmax·(2Mmax+1)
√
1− pF)︸ ︷︷ ︸
c
. (9)
We abbreviate this ‘safety factor’ with c.
For the following derivations, the assumption is made that
a target is always detected when its corresponding peak in
Per(n,m) is larger than θe. For a given distance r to the
target and radar cross section (RCS) σRCS, we can calculate
the peak value of the periodogram by applying the point-
scatter approximation ([22], Chap. 2), which states that the








Here, G is the combined antenna gain of transmit and
receive paths.
As the transmit matrix has unit power, E{|FTx|
2
k,l} = 1,
the division (2) does not change the power, E{|F|2k,l} =
E{|FRx|
2
k,l} = PRx. The periodogram finally shifts the
entire power into a single bin, leaving the noise power
unchanged. Assume the bin index for a target is n0, m0,
and no noise is present, the peak value of the periodogram
becomes
Ppeak = Per(n0,m0) = PRx · NM. (11)
With noise, Pmax is a random variable,
Ppeak =
∣∣∣√PRx · NM + z∣∣∣2 , (12)
where z is complex, Gaussian distributed with the vari-
ance σ 2N .
We simplify the following analysis by approximating
Pmax with its expected value, given a certain variance:
Ppeak ≈ E [max {Per(n0,m0)}] = PRx · NM + σ
2
N . (13)
We can justify the approximation by noting that the
factorNM is a very large value for typical setups and there-
fore PRx · NM  σ
2
N when the interference is low. Only
when the noise power becomes too large (e.g., when there
is a very high number of interferers, see the following
section), this approximation becomes inaccurate. In this
region, a radar system becomes highly unusable anyway.
3 Radar network setup
The previous section discussed the operation of a sin-
gle OFDM radar unit. The next step is to describe how
these systems work in a multi-user environment. Further-
more, we introduce the concept of outage in OFDM radar
networks, which will become the basis of further analy-
ses. When designing an OFDM radar network, we must
make sure to satisfy the assumption that all interference
can be modeled as AWGN (this becomes relevant for the
derivations in Section 4).
3.1 Time-slotted multi-user access
When two OFDM signals interfere, we must distinguish
two cases: synchronous and asynchronous interference.
In the former case, all nodes start transmitting simulta-
neously, whereas in the latter case, both transmitters may
transmit at any given time. This second case is far worse,
as the interfering OFDM signal would appear to have a
different OFDM symbol duration, and its energy would
randomly leak across sub-carriers. This causes additional
problems, which are avoided by enforcing simultaneous
medium access.
We therefore postulate the following type of multi-user
access, which concurs with the system proposed in [23]:
• Access to the medium can only happen at the
beginning of a time slot, which is known to all nodes.
• Medium access is allowed on one of U logical
channels (as demonstrated in Figure 2). Every
channel may only utilise a subset of the OFDM
sub-carriers which consist of every U -th sub-carrier,
starting at sub-carrier u, where u denotes the channel
number. Note that this changes the OFDM
processing only in a way such that the sub-carrier
spacing is increased by U and the number of rows in
F is reduced by 1/U . Consequently, the power per
active sub-carrier is increased by U, in order to
maintain the same transmit power.
• Every node may randomly access any channel starting
at the beginning of any time slot with probability pTx.
While this allows no sophisticated MAC (e.g.,

































Figure 2 Examples for medium access: There are two channels (U = 2). In the first time slot, a node accesses channel 0, which utilizes the even
sub-carriers. In the second slot, two nodes access channels u = 0 and u = 1, respectively. Finally, two nodes access the medium on the same
channel, causing a collision.
through back-off mechanisms or similar collision
avoidance techniques), it allows a radar system to
access the medium at regular intervals, which is a
requirement for safety-ensuring radar systems.
Having multiple channels in the frequency domain
allows for an OFDMA-like multiple access scheme; if two
or more nodes access the medium in the same time slot,
they only collide if they use the same channel.
From a practical point of view, stipulating synchronous
access by time slots requires a global clock. This could be
provided by global positioning system (GPS)f. The guard
interval TG must then be chosen large enough to allow for
clock inaccuracies and different signal arrival times due to
different distances to the other radar transmitters.
If clocks differ too much between nodes, minor inter-
ference can also be caused by nodes which have chosen
a different channel u. For this work, we accept a certain
inaccuracy of the model and assume perfect orthogonality
between channels, as we focus on the definition of radar
network outage and how to derive it.
3.2 Radar network outage
In communication networks, outage is a common concept
to describe the case where an ongoing transmission fails
to achieve a given rate. Goldsmith [24] defines outage as
the event where SINR (the ratio of received signal power
to the sum of noise and interference power) drops below a
certain value due to slowly varying, random channel con-
ditions. We can directly transfer this notion to a radar
network by defining outage as the case when the reflected
power at the receiver drops below a certain threshold
due to the interference created by the randomly located
nodes.
For a meaningful analysis, we define a reference target
as a fixed object at range rRef and with a radar cross
section σRCS,Ref. These values are chosen depending on
the application at hand (see Section 3.5). Whether an
object is detected or not depends on the received power,










The outage definition is therefore the same for any
object with the same backscattered power PRx,Ref. The
performance of an OFDM radar network is completely
defined by the detection of this target.
From Section 2.2, we know that detection is only pos-
sible if the peak in the periodogram corresponding to the
target has a maximum value larger than the threshold θ ,
which is a random variable as we consider the interference
power to be random. The outage probability is therefore







≈ 1− pD. (16)
By applying the approximation (13), outage probability
is complementary to the detection probability pD.
This also implies that multi-path propagation of the
radar signal does not affect the outage probability and
is thus not considered here. A multi-path backscatter-
ing might produce additional peaks in the periodogram
which do not correspond to true targets, but this is a com-
mon problem of all radar systems and must be treated
downstream in the processing chain.
3.3 Interference model
To model the interference, we use a stochastic model for
the interferer geometry. The reference node is located at
the origin of a plane. The positions of the other, inter-
fering, nodes follow a stationary two-dimensional Poisson
point process (PPP) with density λg. Figure 3 illustrates
such a scenario. A formal introduction of the specific PPP
follows in Section 4.3.




Figure 3 An example of the network topology: the reference node (center) is trying to detect a reference target (circle). Other systems
(squares) are randomly distributed and can interfere.
The reason we choose to model the geometry by a PPP
is because not only does this provide us with the mathe-
matical tools to analyze such a scenario but also because
the main application we have in mind for radar networks
is for vehicular technology, where mobility causes a high
amount of ‘spatial randomness.’ Such a spatial model has
been shown to properly capture these random spatial
dynamics affecting the interference [25].
We emphasize that all nodes represented by this PPP
are OFDM transmitters of the same type as the reference
node. Because of the homogeneous setup, the results for
the reference node are representative for all other nodes
as well.
As this is a radar system, we need to be able to deter-
mine the azimuth φ of the targets as well as the range and
Doppler. How the radar system implementation solves
this problem is irrelevant for this work, what matters is
that the angular resolution results in a receiver directiv-
ity which can be expressed as azimuth-dependant gain
G(φ). For the transmitters, we assume that they emit
omnidirectional so they can communicate with all other
nodes.
At this point, we have all the knowledge required to cal-
culate the outage probability for an OFDM radar network
with a given network density λ. To recapitulate, the rea-
son for outage is that whenever the reference node tries
to obtain a radar image, a number of interferers might be
also transmitting. This increases the interference level and
thus the threshold θ .
To show that the network setup still allows the usage
of the radar processing from Section 2.2, we must show
that the total interference is additive white Gaussian noise
(AWGN). Conditioning on a certain spatial configura-
tion, assume we have I interferers, with FIx,i being the
transmit frame of the i-th interferer. The noise matrix
Z now does not only contain the receiver noise but
also energy from the interfering transmit symbols. By
assuming synchronous interference (see Section 3.3), we
may analyze the total noise matrix element-wise, which
then becomes







e jϕi . (17)
Remember that the (FIx)k,l are zero for interferers which
use a different channel than the reference node (assuming
perfect orthogonality).
On top of the receiver noise, we now have a sum of
complex values with random amplitude and phase; we can
model the latter as uniformly distributed within [ 0, 2pi).





where ri is the distance to the origin, φ the azimuth and
α > 2 the path loss exponent. β is a constant attenuation





in correspondence with free space path loss. gi is an
optional random small-scale power attenuation parame-
ter (caused by fading) with distribution function Fg(g)
h;
we discuss the cases where gi = 1 (i.e., no fading),
or i.i.d. exponentially distributed with unit mean
(Rayleigh fading). This fading parameter covers multi-
path propagation of the interference signals. A very simi-
lar model is also described in [19].
Any fading type can be inserted, as long as its distri-
bution function can be given. Here, Rayleigh fading was
chosen as an example for a fading model, as it is a popular
choice for the modeling of wireless fading channels and its
probability density function (pdf) is mathematically easy
to describe.
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In the special case where the modulation has constant
amplitude (e.g., as in PSK) and the amplitude is Rayleigh-
distributed, Ztotal is a sum of normally distributed random
variables and therefore is normally distributed by the cen-
tral limit theorem. For the more general case where the
bi follow any distribution (in Eq. (18), we state that they
depend on the distance of the interferers to the reference
node and are thus not identically distributed), we may still
refer to the central limit theorem, which states that a small
number of summands (10 to 12) suffice for Ztotal to be
approximately Gaussian ([26], Chap. 2).
For the rest of this work, we will omit the index ‘total’
and use Z to describe the compound noise with total two-
sided noise power σ 2N + Y˜, where Y˜ denotes the random
variable representing the total interference power.
3.4 Clutter
We have deliberately omitted a modeling of clutter, for
two reasons: First, there are many different clutter mod-
els, and incorporating one specific model would make
our results less versatile. Second, the outage probability
is a theoretical boundary depending on the specifica-
tions of the reference target, and as such is unaffected by
clutter.
This approach is not unusual in vehicular radar appli-
cations, where clutter is commonly not treated differently
than other targets at the detector; an example would be
the detection of a road sign when intended targets are
other vehicles. Both these objects register as a backscat-
tering object at the receiver (and therefore as a peak in the
periodogram).
3.5 Parametrization
In the case where we need to specify the parameters
(e.g., for simulations), we use the values given in Table 1,
which coincide with the parameters chosen in previous
publications [1,27]. These parameters are also discussed
in [3], and research on the radar accuracy for a single node
(outside of a network) has been done through simulations
in [5] and by measurements in [27]. They provide a range
resolution of approximately 3.2 m, and a Doppler resolu-
tion of approximately 2.5 m, although some modifications
of the parametrization (e.g., other window matrices W)
can degrade this value. For a detailed discussion on the
choice of these parameters, we refer to [28].
All other parameters relevant to the network setup are
chosen as shown in Table 2.
The target parameters are chosen to work within a
vehicular scenario. For the receiver, the noise figure is one
compound value encompassing all non-idealities and dis-
tortions caused by the amplifiers and the digital signal
acquisition. The receiver noise power is then calculated
using the given bandwidth (B = N1f = 93 MHz) and at
a noise temperature of 290 K.













Noise figure 10 dB




As for the network parameters, if we specify a time slot
duration of 5 ms, the average medium access rate is 20 Hz,
a typical value for automotive radar systems. The false
alarm rate is the targeted false alarm rate at the detector;
in practical systems, tracking devices or similar systems
will further decrease the false alarm rate for practical
purposes.
For the antenna gain, we define the width of the antenna
beam as φ0 and use one of two different functions, either
a cone shape,
Gcone(φ) = 1|φ|<φ0 , 0 ≤ φ < 2pi (20)







, 0 ≤ φ < 2pi . (21)
These are only crude approximations of true antenna
directivity functions but suffice for the following deriva-
tions. The cone-shaped antenna gain function has the
additional advantage of making the derivations in the
following sections entirely analytical.
It must be emphasized that the choice of parameters is
only relevant for the simulations; none of the derivations
made in this paper are specific to a certain set of parame-
ters, as long as the medium access occurs as described in
Section 3.1 and the interferer positions can be modeled as
a PPP. The signal parameter most relevant for this is the
sub-carrier spacing, as it affects the Doppler tolerance of
the OFDM signal (and thus guarantees orthogonality as
postulated in Section 3.1).
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4 Analytical results
To analytically calculate the outage probability, we first re-
iterate on the assumptions and approximations made.
4.1 Assumptions
• The total, additive interference Z is modeled by
WGN.
This implies a clock synchronization as discussed in
Section 3.1, and that the data sent by the individual inter-
ferers are uncorrelated. Note that this is accurate for
an OFDM radar system as described above; it merely
requires the individual elements of Z to be i.i.d. Gaussian
distributed (cf. Section 3.3)j.
• The medium access can be described by a transmit
probability pTx, and a transmitting node will
randomly choose one of U logical channels, each
with equal probability (cf. Section 3.1).
• The attenuation between interfering transmitters and
the reference system is modeled by path loss and a
(random) fading coefficient, see Eq. (18).
These two assumptions might be less accurate for some
specific scenario but are the most sensible assumptions if
the OFDM radar system is not specified any closer.
• Nodes are distributed uniformly and independently.
This allows us to use the tools described in Section 4.3.
It is motivated by the fact that due to the mobility of the
nodes, their relative position changes all the time and is
thus different between timeslots.
4.2 Approximations
• Sub-carriers are always orthogonal, interference on a
different channel thus does not affect the radar
system.
• An ideal radar system can always detect the reference




> θ , i.e., Eq. (13) is an
equality.
These are the only simplifications in this model which are
designed to facilitate the derivation of analytical bounds.
Their influence is discussed in Section 5.2.
4.3 Stochastic model
Given the synchronized slotted medium access of the
nodes, we consider the network in an arbitrarily cho-
sen slot (snapshot). In this snapshot, the locations of the
potentially interfering nodes are given by the PPP with
density λ, as already explained in Section 3.3. From Slyv-
niak’s theorem [6,29], it follows that the law of the PPP is
not changed by adding a node. Due to the stationarity, this
node can be placed in the origin without loss of general-
ity. We will refer to this node as the reference node as it
will allow us to measure the typical performance in such a
network.
Since the medium access is uncoordinated among the
nodes, i.e., each node accesses the medium independently
of each other with probability pTx, we can obtain the set of
interfering nodes by independent thinning of the original
PPP [8]. The resulting point process is again Poisson with
density pTxλ.
We treat the sub-carriers chosen by the i-th node as
mark attached to this node. Formally, if node i chooses
the u-th sub-carrier for transmission, we assign the mark
ui to this node. The small-scale channel fading experi-
enced between the i-th interferer and our reference node
is denoted by another mark, gi.
Having introduced all relevant system parameters, we
can now formally define the set of interferers by the
stationary independently marked PPP
8 := {(xi, ui,gi)}
∞
i=1 (22)
of (spatial) density pTxλ, where the xi denote the random
interferer locations, and ui and gi are themarks associated
with interferer i. Note that (xi, ui,gi) ∈ R
2×U×R+, where
U = {1, . . . ,U}.
Without loss of generality, we assume that the reference
node receives on the first channel, u = 1. Then, the sum
interference power measured at the reference node (in the







−α describes the large-scale path loss between
interferer location xi ∈ R
2 and the origin, and ∠xi the
interferer’s azimuth.
At the receiver, the sum interference is superimposed by
thermal noise of power σ 2N . As shown previously, the inter-
ference noise can be assumed to be conditionally AWGN.
Consequently, the total noise is conditionally AWGN as
well with a (random) power equal to Y˜+ σ 2N .
We must point out that Y is a normalized, unit-less
interference power term, which is introduced for its math-
ematical utility. On the other hand, Y˜ includes the physical
effects, such as frequency-dependence of the free space
path loss. Converting one value into another is done by
Y˜ = Y ·Uβ . (24)
The factor β plays the same role as in Eq. (17). U is nec-
essary because the power on the individual sub-carriers
is scaled by the same factor to retain a constant transmit
power.
4.4 Outage probability analysis
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In order to make use of stochastic geometry, we must
express this probability in terms of Eq. (23), which we
















Hence, computing pout requires the evaluation of the tail
probability of Y (note that Eq. (27) assumes that c − 1 is
positive, but unless pF is close to 1, this is always the case).
Unfortunately, solving Eq. (27) directly is an intractable
problem; therefore, we present bounds in the following:
4.4.1 Lower bound
To obtain a lower bound, we make use of the dominant
interferer phenomenon which was originally introduced
for communication networks (see [7]), and adapt it to the
case of radar network outage. The idea is to divide the
set of total interferers into the set of dominant and non-
dominant interferers. Formally, these sets are defined as
8d :=
{






(xi, ui,gi) ∈ 8
∣∣∣1(ui=1)G(∠xi)gi‖xi‖−α < ω} .
(29)












where Y = Yd + Ynd. The intuition behind Eqs. (28) and
(29) is that8d contains those interferers that directly cre-
ate outage individually, while8nd contains interferers not
directly creating outage.
The outage probability is thus
pout = Pr [Yd + Ynd > ω] . (32)
We can construct a simple lower bound by neglecting
the Ynd term:
pout ≥ pout,d := Pr [Yd > ω] (33)
= Pr [8d 6= ∅] , (34)
where the equality stems from the fact that the presence of
one dominant interferer already suffices to make the event
Y > ω true. Since 8d is still a PPP, we have to compute
the void probability of the Poisson distributed random
variable |8d|, i.e.,
pout,d = 1− exp (−µ) , (35)






























At this point, the bound only depends on the probability
distribution of the fading. For the fading cases discussed
in Section 3.3, we can give solutions for µ:
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The only difference between the Rayleigh fading and the






not present for no fading.
Approximating the directivity At this point, the lower
bound still depends on an integral over G(φ). If G(φ) is
known, the integral may be solved analytically. Otherwise
(e.g., if the antenna gain is only given in tabular form), the
integral must be solved numerically. We will show the for-
mer case for the cone-shaped antenna function Gcone(φ)
and Rayleigh fading, where the lower bound becomes very
simple:
















Because both the dominant and non-dominant interferers
can cause outage, we can write





Pr [Ynd ≥ ω] , (48)
where the second equation stems from the fact that dom-
inant interferers always cause outage when present.
We obtain an upper bound on pout by applyingMarkov’s
inequality [30],
Pr [Ynd ≥ ω] ≤
1
ω
E [Ynd] . (49)
We therefore focus on the first moment of Ynd: Using






















This is further simplified by making use of the fact that
the marks are independent and splitting up the mean,
E [Ynd] = pTxλ
∫
R2











































































In this case, the tail probability Pr [Ynd ≥ ω] is bounded
as










By inserting this into Eq. (48), we obtain the upper
bound












4.5.1 Verification of bounds
In order to verify the bounds, we use the following
simulation:
1. For every density λ, a radius R was chosen such that
the average number of nodes satisfies λUpiR
2 ≥ 1, 000,
but the radius is not less than R ≥ 200m. For all
simulations, the value λ is interpreted as average
number of nodes per square meter.
2. A number I of interferers was randomly chosen from
a Poisson distribution with mean parameter
pTxλpiR
2. Each of these interferers was assigned a
random position x uniformly on the disc with radius
R.









using β from Eq. (19).
4. If Ppeak > PIx + σ
2
N is true, this scenario counts as a
detection. For every set of parameters, 10,000
realizations were run to estimate the outage
probability as the fraction of scenarios where the
target was not detected.
Figure 4 shows some simulation results, together with
the upper and lower bounds. Note that both pD and pout
are displayed, as the detection rate is the more intu-
itive metric. The lower bound for pout becomes an upper





Figure 4 Simulated results (solid lines) and bounds (dashed
lines) for α = 4, φ0 = pi/2, and varying node densities. (a)
Cone-shaped antenna function. (b) Sinc-shaped antenna function. (c)
Sinc-shaped antenna function (outage probability).
bound for pD, and vice versa. We cannot only see that
the bounds are correct but also that the upper bound
is very tight and can be used as a good approximation
of the actual detection probability. The tightness of the
upper bound results from the fact that, especially at high
detection rates (which typically is the desired region of
operation in practical car-safety applications), the ‘dom-
inant interferer’ effect outweighs the sum interference
created by the non-dominant interferers. This concurs
with other research using stochastic geometry [7,10].
Figure 5 shows the same simulation but with a variation
of α instead of λ. When α approaches 2, the overall inter-
ference increases, as nodes from further away become













Figure 5 Simulated results (solid lines) and bounds (dashed
lines) for λ = 10−2, φ0 = pi/2, and sinc-shaped antenna gain.
too, the bound becomes less tight for higher interference
levels.
4.5.2 Model robustness for real estimates
The previous simulation assumes perfect detection; i.e.,
the reference target is guaranteed to be detected when
Ppeak > θ . More realistic simulations are required to
verify if the model works with the signal processing pre-
sented in Section 2 and the approximations shown in
Section 4.1.
However, it is important to separate the detection
from the multi-target identification, which will be dis-
cussed in Section 5.2. A target identification system
has to distinguish sidelobes from targets, handle the
case where targets are very close and have overlapping
main lobes, etc., and therefore is an additional source
of errors. To simulate an OFDM radar system with-
out introducing multi-target-related errors, we create a
scenario where everything except the reference target
has zero RCS, and the reference target is therefore the
only scatterer. The interferers only produce interference
noise.
The simulation works as follows: For every iteration, a
number of interferers (and their positions) is modeled the
same way as in Section 4.5.1. The reference node, as well
as every active interferer node, transmit an OFDM frame.
The signal of the reference node is attenuated according to
Eq. (14) and delayed by τ = 2 rRefc0 . The interference signals
are attenuated according to their azimuth and antenna
function as well as the path loss (with α = 4). To reduce
the amount of random effects, no small-scale fading is
applied here.
All signals (reflected reference signal and all interferer
signals) and the thermal noise are added up and passed
to an estimator that works as described in Section 2.2.
We confirm a detection by checking that the periodogram




21fNPer (rounded to the nearest integer)
is larger than the threshold, Per(n0, 0) > θ . At every
simulation point, 1,000 iterations were run.
















Figure 6 Simulation of the ideal detector (α = 4, cone-shaped
antenna function, φ0 = pi/2, U = 1, no fading). The solid line
shows the simulation results, the dashed lines the analytical upper
and lower bounds.
Figure 6 shows the simulation results. Note that the sim-
ulated curve again stays very close to the upper bound.
This confirms that the approximation (13) is justified, as
the simulated curves from Figures 6 and 4 are very close
to each other.
Because this simulation omits all multi-target-related
errors, it is called an ideal detector in the following.
It is clear that such a detector cannot be imple-
mented in reality, where there are many targets with
non-zero RCS.
5 Consequences for the OFDM radar network
parametrization
As an approximation for the outage probability, the
bounds can be an extremely useful tool. The fol-
lowing section gives some practical examples of their
utility.
5.1 Network feasibility study
The most obvious use for these new metrics is a feasibility
check of a given radar network to determine whether or
not a network would fulfill certain QoS requirements. In
this case, we can take a set of system parameters and use
the bounds for the detection probability to see if the radar
system is expected to work reliably.
As an example, consider the results from Figure 4. Say
that we require a detection probability of 99% for safety
reasons, the node density cannot increase beyond λ =
102.2, which corresponds to one node per 158.5 m2 on
average. In a vehicular scenario, this corresponds to an
average of one vehicle equipped with an OFDM radar sys-
tem every 53 m for a lane width of 3 m, which seems
realistic given that most likely, not all vehicles would
be equipped with such a radar system. For other node
densities, the corresponding detection probability can be
read from Figure 4. If the radar system must work with
a specific detection probability with a higher node den-












Figure 7 Detection probability over distance of the reference
object. α = 3, λ = 10−2 , sinc-shaped antenna gain with φ0 = pi/2.
Either the number of channels U is increased, or φ0 is
reduced.
This also works the other way: given a node density λ
and a minimum detection probability, what is the smallest
target the radar can detect? We can calculate the detec-
tion probability for different values of Ppeak to answer this
question. Figure 7 shows pD as a function of rRef (Ppeak is
recalculated for every value of rRef using Eq. (13), Eq. (14),
and the values from Section 3.5). This time, the PRx,Ref
is reduced instead of increasing the average interference
power. We see this has a similar effect concerning the
bounds.
It is worth pointing out the analogy to the outage
capacity of communication networks, which is a data rate
that can be achieved with a given probability. Here, a
target with peak amplitude Ppeak can be detected with
probability pD.
So far, this could be achieved by simulations - although
time-consuming, the results would be very similar. To
show the benefits of using the lower bound for pout



















Figure 8 Using the lower bound for the outage probability to
calculate Eq. (58). α = 4, cone-shaped antenna function, Rayleigh
fading.
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This allows us to first fix a tolerable detection
probability and then obtain amaximumnode density from
that. Using (58), we can now plot the expected density
of successfully detecting nodes (pD · λ(pD)) as a function
of the required detection probability. Figure 8 shows this
value for different values of pF .
This demonstrates how these simple bounds provide a
powerful tool for benchmarking the network performance
of an OFDM radar system.
5.2 Evaluation of the detection performance
Section 4.5 discussed how well an ideal detector would
perform. This can be used as a benchmark for practical
implementations.
To demonstrate this, the simulation in Section 4.5.2 was
modified to a more realistic scenario: First, every inter-
ferer is assigned a random RCS which obeys an exponen-





σ¯RCS , σRCS > 0.
The mean RCS was chosen as σ¯RCS = 10 m
2.
Next, the radar signal processing uses a modified
CLEAN algorithm [31] to estimate Doppler and range of
all interferences and the reference target. This algorithm
detects the largest peak in the periodogram, estimates
range and Doppler, and then subtracts the components
from the periodogram caused by the estimated values.
This process is repeated until the largest remaining peak
is smaller than θ . To make sure peaks are not caused by
residuals during the subtraction process, peaks detected
within the main lobe of a previously detected target are
discarded during the process.
For large λ, the probability of a large target being in close
proximity to the reference target increases, in which case

















Figure 9 Simulation using the cancelation algorithm (α = 4,
cone-shaped antenna, φ0 = pi/2, U = 1, no fading). Only the
upper bound is displayed (dashed line).
The simulation results in Figure 9 confirm this (note
that we only consider detection of the reference target;
the detection probability of the other nodes is not a use-
ful metric as their positions are random). We can identify
a significant reduction of the detection probability com-
pared to the ideal detector, although it must be noted that
for higher node densities, the detector is forced to handle
several hundred clutter objects (the interferers), which is a
difficult task for radar systems in general. The root mean
square (RMS) error of the estimation was also measured
during the simulations, but as a successful detection is a
prerequisite of calculating an error, the RMS error con-
stantly stays below 0.6 m for the range and below 0.6 m/s
for the Doppler estimation.
Using Eq. (56), we can quantify the performance reduc-
tion of the successive cancelation algorithm compared
to the ideal detector for a certain configuration. From
Figure 9, we inspect the situation for λ = 10−3 and find
that at this density, we achieve a detection probability of
pD = 0.85. To quantify the detector loss, we solve Eq. (46)
for PRx,ref and determine which reflected energy would
cause the ideal detector to have the same detection prob-










Uβ + σ 2N
)
(59)
By comparing the received power with the reflected power





For the values used to create Figure 9, we obtain a received
power of −127 dBm, or an 18-dB detector loss. Other
multi-target detection algorithms might achieve better
values, but we now have a practical limit for how good
such an algorithm can get.
We emphasize that this benchmark is only valid for a
fixed scenario.
5.3 Choice of sub-carrier spacing
In Section 3.1, we introduce the possibility of using a car-
rier spacing method (U > 1) to allow multiple user access
to the medium. This has two effects: first, it decreases
the chance of a collision, as different users may access the
medium on different logical channels. On the other hand,
whenever a collision occurs, the influence of the interfer-
ing signal is in fact worse than it were for U = 1, because
the signal power per active carrier is increased by a factor
U. This requires a closer analysis on how the choice of U
affects the multi-user performance.
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These results provide a simple answer for this: consider
Eq. (46), where U appears twice: once in the PPP density
(pTxλ/U), and once in ω
2
α . The argument of the expo-






− 1 > 0, the outage probability will always decrease for
higher U, and this can thus be chosen as large as external
constraints permit.
6 Conclusions
In this paper, we have suggested a novel figure of merit
for radar systems: the radar outage probability. This is a
scalar value which describes the capability to detect a spe-
cific target. It depends on the density of nodes and the
waveform parameters.
More importantly, we could derive an asymptotically
tight bound, which provides an analytical expression of
radar systems without simulations or measurement cam-
paigns (although empirical methods are used to verify the
results). As an example, we can calculate that the OFDM
radar system suggested in [3] would have an outage prob-
ability of less than 1% for traffic densities below one node
per 158.5 m2.
Despite being a theoretical model, only few assump-
tions and approximations are made (see the introduction
of Section 4). This makes the result applicable in practice,
e.g., as a quick, computationally inexpensive tests to verify
if a given waveform achieves a certain outage probability.
It can also be used to benchmark implementations of
radar systems. The complementary probability of pout =
1−pD is an ideal detection rate. If the measured detection
rate lies below that, the loss due to the implementation can
be quantified.
Endnotes
a Multiple radar sensors working cooperatively are
sometimes also referred to as radar networks. Here, the
network aspect describes the distributed nature of nodes
which can also communicate among each others.
b We assume that the reader is familiar with OFDM;
for a more detailed introduction, we refer to standard
textbooks, e.g., [32,33]. OFDM radar, in particular the
signal processing components, is explained in [3].
c Here, anything backscattering energy is considered,
be it a regular target or clutter.
d In [3], the authors discuss the usage of a Hamming
window.
e This is further discussed in Section 5.2.
f In the context of vehicular technology, we can safely
assume the existence of a GPS receiver.
g In such a point process, points (here, nodes) are
independently distributed at random in a given area; on
average, there are λ nodes per unit area. For an
introduction to PPPs, cf. [6-8].
h The fading of the nodes is identically distributed, the
distribution itself does not depend on i.
i sinc(x) = sin(pix)/pix
j This does not state that the individual analog transmit
signals are pure white Gaussian noise, rather that the
superposition of such signals in the discrete-time domain
are uncorrelated.
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