Recent developments in instrumentation and computing power have greatly improved the potential for quantitative imaging and analysis. For example, products are now commercially available that allow the practical acquisition of spectrum images, where an EELS or EDS speccan be acquired from a sequence of positions on the specimen. However, such data files typically contain megabytes of information and may be difficult to manipulate and analyze conveniently or systematically. A number of techniques are being explored for the purpose of analyzing these large data sets. Multivariate statistical analysis (MSA) provides a method for analyzing the raw data set as a whole. The basis of the MSA method has been outlined by Trebbia and Bonnet.l MSA has a number of strengths relative to other methods of analysis. First, it is broadly applicable to any series of s ectra or images. Applications include characterization of grain boundary segregation (position-),2-Bof channeling-enhanced microanalysis (orientation-)? or of beam damage (timevariation of spectra). Second, no information available in the raw data is discarded a priori, since all independent spectral variations that can be resolved from statistical fluctuations are identified. By discarding all spectral components but those that have been resolved from the noise level, the large raw data files can be reduced to a manageable size without loss of information that is potentially available from the data set. Third, MSA generates its own basis spectra to characterize the data, rather than comparing the raw data to a set of basis spectra that have been arbitrarily chosen. There are also limitations for MSA relative to other techniques. Practical limitations on the size of the data sets to which it can be applied result from the computational demands of the method. This analysis has been successfully applied to a series of 256 spectra, each composed of 1024 channels; using Mathematiccode, the analysis required 10 min. of CPU time on a Macintosh 9500 PowerPC, running at 200 MHz and equipped with 64 Mbytes of memory. This number of spectra should be more than sufficient for a spectrum line (256 x l), but marginal for a spectrum image (16 x 16) where, generally, more pixels would be desirable. A second limitation of MSA is its sensitivity to spectral artifacts and noise propagation. A third limitation involves interpretation of the spectral components identified by MSA, which becomes increasingly problematic as the number of significant components increases.
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The information that can be extracted by MSA from a series of spectra is illustrated by an application to a TEM spectrum-line acquired with a Gatan Imaging Filter (GIF) at the Co-L edge for a phase boundary between the periclase-(COO) and spinel-(C0304) structured phases of cobalt oxide, as shown in Fig. la. A series of 64 spectra, each of 512 channels, has been analyzed with MSA; the details of the acquisition have been given elsewhere.3~~ The exponential variation (linear on the logarithmic plot) of the information content of all but the first three components of the variance in Fig. lb is consistent with noise due to the Poisson statistics of the acquisition. The plot shows that three components are distinct from the noise level, but that the first accounts for 97.2% of the information content of the series of spectra. The second component accounts for 0.8% of the variation, and the third for 0.2%, with a signal-to-noise ratio of less than one. The noise contribution to a component can be estimated by extrapolating the exponential variation of the higher-order components. For the first component spectrum, shown in Fig. IC , strong positive (negative) features correlate with intense features in the upper (lower) portion of the GIF spectrum line in Fig. la , which was acquired from the spinel (periclase); in fact, the component spectrum is approximately the difference of the spectral features of the two phases. The corresponding amplitudes of the first component (Fig. Id) show that, in addition to the transition of -12 nm width at the interface, there are gradients in this component in the two adjacent phases. The amplitude gradients in the adjacent phases correspond to chemical gradients that feed the oxidation reaction at the interface. The low noise levels of the first component spectnun and its amplitudes are consistent with the information content of this component being orders of magnitude greater than its noise level. In contrast, consider the spectrum in Fig. le, which is a   ENT I S UNLIMITED) linear combination of the second and third principle components identified by MSA. The higher noise level evident in the spectrum is consistent w i t h the proximity of these components to the noise level in 
