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Abstract - Epilepsy is characterized by the spontaneous and 
unforeseeable occurrence of seizures, during which the 
perception or behavior of patients is disturbed. An automatic 
system that detects seizure onsets would allow patients or the 
people near them to take appropriate precautions, and could 
provide more insight into these phenomena. The use of non-
linear features motivated by the higher order spectra (HOS) 
had been reported to be a promising approach to differentiate 
between normal, background (pre-ictal) and epileptic EEG 
signals.  In this work, the features are extracted from the 
power spectrum and the bispectrum.  Their performance is 
studied by feeding them to a Gaussian mixture model (GMM) 
classifier.  Results show that with selected HOS based features, 
we were able to achieve 93.11% compared to classification 
accuracy of 88.78% as that of features derived from PSD.  
Index Terms: EEG, epilepsy, pre-ictal, entropy, bispectrum, 
power spectrum, GMM, ROC. 
I. INTRODUCTION 
EEG signals are generated by a complex, non-
linear system consisting of, for example, post-synaptic 
neurons whose firing actions are based on whether their 
membranes exceed a certain threshold. Traditional 
frequency analysis, performed through the Fourier 
Transform (FT) may not be adequate for the analysis of 
EEG. Any analysis technique that can detect and quantify 
some aspect of these non-linear mechanisms, may better 
reflect the dynamics and the characteristics of the EEG 
signal, and provide more realistic information about the 
physiological and the pathological state of the central 
nervous system.  
Higher order spectra (HOS) are known to have the 
ability to detect non-linearity and deviations from 
Gaussianity. Motivated by these, a set of HOS based 
parameters were proposed as features to differentiate the 
normal, pre-ictal and epileptic EEG signals [1]. Analysis of 
variance (ANOVA) test shows these new features were 
found to be statistically significant with all the p-values < 
0.004 in discriminating between normal, pre-ictal and ictal 
EEG segments.  Therefore, these features could be used for 
the automatic detection of epilepsy onset.  
In this work, we made a comparative study of the 
performance of GMM classifier using the features derived 
from HOS and the same type of classifier using features 
derived from the power spectral density (PSD).  
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Our results show that with selected HOS based 
features, we were able to achieve 93.11% classification 
accuracty compared to 88.78% with the same type of 
classifier using corresponding features derived from PSD. 
The paper is structured as follows: Section II 
briefly presents the data acquisition process and sample 
EEGs. Section III presents the features extracted from the 
PSD and HOS. The GMM classifier is explained in section 
IV. Results and discussion are covered in sections V and VI,  
respectively. Finally the paper concludes in section VII.   
II. DATA ACQUISTION 
The EEG data for the present study was obtained 
from the EEG database available from Bonn University [2]. 
Three sets (normal, pre-ictal (background) and epileptic), 
each containing 100 single channel EEG segments of 23.6-
sec duration, were used for the study. All EEG signals were 
recorded with the same 128-channel amplifier system, 
digitized with a sampling rate of 173.61 Hz and 12 bit A/D 
resolution. The data was filtered using a band pass filter 
with settings 0.53~40Hz (12 dB/octave). More details of the 
database can be found in reference Andrzejak et. al. [3].  
III. SPECTRAL AND HOS FEATURES  
Blocks of 512 samples of EEG signals (normal, 
epileptic and pre-ictal), corresponding to 2.98 seconds are 
used for computing the averaged Fourier spectrum and its 
magnitude-squared, the power spectrum.  From the power 
spectrum three features are extracted for our analysis.     
HOS are spectral representations of higher moments 
and they are derived from the averaged Fourier spectrum 
signal. The bispectrum B(f1,f2), of a signal is the Fourier 
transform (FT) of the third order correlation of the signal. It 
is given by  
 B(f1,f2) = E[X(f1)X(f2)X*(f1+f2)]   (1) 
 
where X(f) is the FT of the signal x(nT), * represents 
complex conjugation and E[.] stands for the expectation 
operation. It retains Fourier phase information. 
The frequency f may be normalized by the Nyquist 
frequency to be between 0 and 1. The bispectrum, given by 
equation (1), is a complex-valued function of two 
frequencies. The bispectrum which is the product of three 
Fourier coefficients exhibits symmetry and need only be 
computed in a non-redundant region. Assuming that there is 
no bispectral aliasing, the bispectrum of a real-valued signal 
is uniquely defined with the triangle 0≤f2≤f1≤f1+f2≤1.This is 
termed as Ω, the principal domain or the non-redundant 
region (i.e the triangle region in figure 1). 
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Figure 1. Non-redundant region (Ω) of computation of the 
bispectrum for real signals. Parameters are calculated  from 
this region. 
Briefly, HOS based and spectral based features are: 
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these features is as shown in figures 2(a) and 2(b). 
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Figure 2(a). A cluster plot of 3 spectral features . 
It can be observed that these features are clustered 
in different regions indicating that potentially they can be 
used for classification expecting good performance.   
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Figure 2(b). A cluster plot of 3 HOS based features. 
  The normalization in the equations above ensures 
that entropy is calculated for a parameter that lies between 0 
and 1 (as required of a probability) and hence the entropies 
(P1 and P2) computed are also between 0 and 1.  
 
IV. CLASSIFIER AND TEST VECTOR GENERATION 
The Gaussian mixture model (GMM) was used to 
investigate the performance of the features mentioned above 
in an automated identification of the state of the EEG signal 
with regard to epilepsy.   
The GMM model describes a probability density 
function as a linear combination (with weights iw ) of N 
multidimensional Gaussian basis functions. Each of these 
basis functions is specified by means iµ  and covariance 
matrix iΣ  which can be derived from the input signal.  For 
a single observation, x, the probability density function of 
given a GMM model, λ, is as given: 
( ) ( )
1
,
N
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i
p x w g xλ µ
=
= Σ∑          (6)                      
The probability density of a single Gaussian component of 
D dimensions is given by: 
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where (') denotes the transpose. The model parameters are 
estimated through training such that they maximize the 
likelihood of the observations using the so called 
Expectation-Maximization (E-M) algorithm [5].  
In our experiment, the EEG signals are divided into 
three classes – normal (CN), pre-ictal (CP) and epileptic 
(CE) and Gaussian mixture models are trained for each class.  
We had also tried another approach by combining EEG 
signals in groups (such as CN-CE) of two and a combined 
GMM model for the two is tested against the third (CP).       
During the testing phase, test vectors, Y, are input 
to a GMM model CXλ  for each given class (ie CN, CP or CE) 
to obtain the Log-likelihood of that set of test vectors. The 
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3825
test vector, Y, is classified as belonging to that class which 
yields the highest value of the likelihood from amongst all 
the models.  
In order to have a good performance comparison 
for the classifiers, there should be a sufficiently large set of 
the test data. When only a small database is available, 
different combinations of training and test sets can be used 
to generate more trials. In our experiment, 100 records from 
each class (manually annotated or ground-truthed by human 
expert) were split into sets of 10 records each. 70 records (7 
split sets) were chosen for training and 30 records (3 split 
sets) as test vectors to evaluate the classifiers. This 
experiment was repeated 10 times by choosing different 
combinations of training data and test data from the 10 split 
sets. Combinations of training and test data were randomly 
chosen. 300 test vectors and 700 training vectors were 
generated in this manner. 
V.  RESULTS 
Table 1(b) shows the range of and HOS based 
features used for the classifications obtained from the 
normal, pre-ictal and ictal EEG signals. These features show 
very low ‘p-value’ (p<0.001) using ANOAVA test 
indicating that they are clinically significant. Spectral based 
features are shown in table 1(a). Again, these features show 
very low ‘p-value’ (p<0.001) indicating that they are 
clinically significant. In general, entropies decrease from 
normal state to pre-ictal state. However, there is an increase 
to the seizure state although it is still lower than normal for 
the HOS based features.  
Table 1(a) Values of various spectral based features (in 
mean ± standard deviation) for normal, pre-ictal and 
epileptic EEG signals ( p<0.0001). 
 
 
Table 1(b) Values of various HOS based features (in mean 
± standard deviation) for normal, pre-ictal and epileptic 
EEG signals ( p<0.0001). 
 
Table 2(a) shows the classification results of the GMM 
classifier with spectral based features. The classifier is able 
to classify normal, pre-ictal and epileptic EEGs with 
accuracies of 87.00%, 84.00% and 95.33%, respectively. 
These give an average accuracy of 88.78%. 
Table 2(a):  Classification accuracy of the GMM classifier 
with spectral features (P1, P2, Mave). 
Table 2(b):  Classification accuracy of the GMM classifier 
with HOS features (P1, P2, Mave). 
Similarly, the results of the classifier with HOS 
based features are shown in Table 2(b). For the case of HOS 
based features, the classification accuracies are 92.00%, 
89.67% and 97.67% for normal, pre-ictal and epileptic 
EEGs respectively. The average accuracy of HOS based 
classifier is 93.11%. There is a 4% improvement in accuracy 
with HOS features. 
In all combinations of features sets, the 
classification rate of pre-ictal EEG is lower than normal and 
Epileptic EEG, suggesting pre-ictal EEG is harder to 
classify compared to the other two classes.  
 Next, the results of testing the detection of pre-
ictal EEG (against not pre-ictal) were calculated in terms of 
true negative (TN), true positive (TP), false positive (FP) 
and false negative (FN).  From these values, sensitivity, 
specificity and positive predictive value (+PV) were 
obtained and shown in table 3. The results of HOS based 
classifier show better performance than that of the spectral 
based classifier.  
Table 3 Results for detection of the pre-ictal state. 
 
The area under the curve determines the overall 
classification accuracy for the two classifiers. Figure 3 
illustrates the comparison of the ROC curves for the two 
classifiers. The associated areas under the curve are listed in 
the table 3. Again, the GMM classifier with HOS based 
features has a larger area under ROC curve compared to that 
of the GMM classifier with spectral based features.  
Class Normal Pre-ictal Epileptic 
Mave 9.36 E2 
±1.89 E2 
1.17 E3 
±9.17E2 
6.10 E3 
±3.41 xE3 
P1 0.873±0.020 0.825±0.022 0.841±0.023 
P2 0.643±0.172 0.582±0.108 0.665±0.078 
Class Normal Pre-ictal Epileptic 
Mave 5.04 E9 
±4.75 E9 
2.18 E10 
±1.33E11 
1.48 E12 
±1.98 xE12 
P1 0.56±0.076 0.47±0.058 0.483±0.155 
P2 0.77±0.032 0.67±0.039 0.732±0.046 
Classes No of  
testing 
records 
No. of 
correctly 
classified data  
Percentage of 
correct 
classification 
Normal 300 261 87.00% 
Pre-ictal 300 252 84.00% 
Ictal 300 286 95.33% 
Average 88.78% 
Classes No of  
testing 
records 
No. of 
correctly 
classified 
data  
Percentage of 
correct 
classification 
 
Normal 300 276 92.00% 
Pre-ictal 300 269 89.67% 
Ictal 300 293 97.67% 
Average 93.11% 
Features  Sensitivity (%) 
Specificity 
(%) 
Area 
under 
the curve 
+PV 
(%) 
Spectral based  84.00 91.16 0.976 82.62 
HOS based 89.67 94.83 0.994 89.67 
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Figure 3. Comparison of ROC curves of GMM classifiers 
for pre-ictal EEG with HOS based and spectral based 
features. 
VI. DISCUSSION 
Entropies (HOS based) of EEG signals during 
epileptic activity are lower compared to that during normal 
activity.  It indicates that the brain exhibits a change in 
chaotic electrophysiological behavior from normal state to 
pre-ictal and the seizure. It is compatible with the more 
general hypothesis that a loss of complexity appears when 
the biological systems become functionally impaired [6]. 
This is an indication that there are less independent, parallel, 
functional processes active in the epileptic group than the 
control group.  
Generally the entropies (HOS based or spectral 
based) dropped from normal to pre-ictal state, then these 
values increased in the seizure state. The reason for this 
could be because the epileptic neurons located in the 
epileptogenic zone become isolated due to reduction in the 
connections during the pre-ictal period [7]. This causes a 
reduction in the variability in the EEG signal. As a result, 
the entropies are lower (table1). When the epileptic neurons 
located in the epileptogenic zone become isolated and may 
become idle (ie losing the inhibitory control from the 
surrounding areas) and this builds up seizure. During seizure 
there is a sudden increase in neural discharge causing an 
increase in variability in EEG and hence the entropy 
increases in this state. 
EEGs are very complex signals exhibiting non-
linearity and possibly forms of weak harmonic structure 
with phase coupling. These “random” signals cannot be 
fully described by second-order measures.  Our experiment 
shows that a classifier with HOS based features 
outperformed one with second-order measures (i.e power 
spectrum). High-order statistical information is implicitly 
able to reveal some information about non-linearity and 
deviation from Gaussianity which could likely be present in 
different stages of epileptic EEGs. Hence, HOS based 
features become more discriminative than those of second-
order measures from power spectrum.  
Generally it is harder to classify pre-ictal EEG 
compared to the normal and epileptic EEG and the GMM 
classifier has an improvement of performance in detecting 
pre-ictal EEG from 84% with 89.67% with HOS features.  
Using HOS based features and a GMM classifier one can 
identify the pre-ictal EEG signals more reliably. Hence, we 
can use this detection of pre-ictal EEG signals to predict the 
onset of epileptic seizures.  It may also be possible to 
combine the two features sets and get better performance 
although the use of magnitude in the higher order spectral 
domain will reduce the relevance of power spectral 
measures. 
The accuracy of a classification system depends on 
several factors such as the size and quality of the training set, 
the rigor of the training imparted, and parameters chosen to 
represent the input and classifier models. These factors need 
further investigation. 
  VII. CONCLUSIONS 
The EEG signal can be processed for diagnosis and 
monitoring of epileptic disorders. EEG signals are very 
noise-like and complex in nature and the required 
information is difficult to extract. Higher order spectral 
(HOS) techniques are advantageous in gaining information 
about the non-linear dynamics of the system. Epilepsy 
related information may manifest itself in disturbed 
distributions of bispectral values indicative of changes in 
phase coupling between harmonic modes and changes in the 
randomness of the signal. Such information was used to 
define and extract HOS based features for classification. In 
this work, we made a comparative study to classify normal, 
pre-ictal and epileptic EEG signal segments using a GMM 
classifier with features derived from higher-order spectra 
and features derived from second-order power spectrum. We 
have shown that a GMM classifier with HOS based features 
outperforms its second-order counterpart. It improved from 
an average of 88.76% to 93.11% in classification accuracy.   
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