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1 Zusammenfassung
Diese Arbeit basiert auf folgenden Publikationen:
• “(3+1)-Dimensional Hydrodynamic Expansion with a Critical Point from Realistic
Initial Conditions” [Ste08a],
• “How sensitive are di-leptons from rho mesons to the high baryon density region?”
[Vog08b],
• “How can we explore the onset of deconﬁnement by experiment?” [Aic07],
• “UrQMD-2.3 - Changes and Comparisons” [Pet08a],
• “A Fully Integrated Transport Approach to Heavy Ion Reactions with an Inter-
mediate Hydrodynamic Stage” [Pet08b],
• “Eﬀects of a phase transition on HBT correlations in an integrated Boltzmann +
Hydrodynamics approach” [Li08b],
• “Charged particle (pseudo-)rapidity distributions in proton+anti-proton, proton+proton
and Pb+Pb/Au+Au collisions from SPS to LHC energies from UrQMD” [Mit08],
• “Ideal hydrodynamics and elliptic ﬂow at SPS energies: Importance of the initial
conditions” [Pet09a],
• “Elliptic ﬂow in an integrated (3+1)d microscopic+macroscopic approach with
ﬂuctuating initial conditions” [Pet08c],
• “ mT  excitation function: Freeze-out and equation of state dependence” [Pet09b],
• “Centrality and system size dependence of (multi-strange) hyperons at 40 and 158A
GeV: A comparison between a binary collision and a Boltzmann+hydrodynamics
hybrid model” [Pet09c],
• “Strangeness ﬂuctuations and MEMO production at FAIR”[Ste08b].iv 1 Zusammenfassung
1.1 Einf¨ uhrung
Wenige Mikrosekunden nach dem Urknall hat im fr¨ uhen Universum ein Phasen¨ ubergang
vom Quark-Gluon-Plasma (QGP) zu einem Hadrongas stattgefunden. Im QGP sind
die Quarks und Gluonen nicht mehr in einzelne Hadronen eingeschlossen, das heißt,
sie k¨ onnen sich frei ¨ uber einen gr¨ oßeren Raumbereich bewegen. Aus Gitterrechnungen
der Quantenchromodynamik (QCD) erwartet man, dass die kritische Temperatur f¨ ur
den Phasen¨ ubergang von hadronischer Materie zum Quark-Gluon-Plasma bei ca. Tc ≈
170 MeV (ca. 10 Mrd. ◦C) liegen sollte. Dieser ¨ Ubergang ist insofern von besonderem
Interesse, da hierbei alle uns umgebende Materie im Universum erzeugt wurde.
Heutige Experimente an Schwerionenbeschleunigern erm¨ oglichen es seit kurzem diesen
Zustand des Universums wie er vor 13 Mrd. Jahren herrschte auf der Erde zu erzeugen
(“Urknall im Labor”) und erlauben es uns daher zu studieren, wie dieser Phasen¨ ubergang
stark wechselwirkender QCD-Materie genau abgelaufen ist. Die experimentelle Erfor-
schung dieser Ph¨ anomene ﬁndet zur Zeit an den gr¨ oßten Teilchenbeschleunigern am
CERN (Centre Europeen de la Recherche Nucleaire) in Genf, am RHIC (Relativistic
Heavy Ion Collider) in Brookhaven bei New York und an der GSI-Helmholtzzentrum f¨ ur
Schwerionenforschung in Darmstadt statt. Hier werden Blei- bzw. Goldionen auf ultra-
relativistische Energien beschleunigt und aufeinander geschossen. Je nach Beschleuni-
gungsenergie kann man dann verschiedene Aspekte der Zustandsgleichung von stark
wechselwirkender Materie studieren. Insbesondere in ultra-relativistischen Schwerionen-
kollisionen kann man in der Tat Bedingungen ¨ ahnlich zu denen im fr¨ uhen Universum
erzeugen.
Bei diesen Kollisionen werden tausende neue Teilchen erzeugt, deren Orts- und Im-
pulsverteilung dann gemessen werden k¨ onnen. Um nun aus den gemessenen Daten et-
was ¨ uber den anf¨ anglich erzeugten Zustand lernen zu k¨ onnen, ist die Entwicklung von
theoretischen Modellen unverzichtbar. Die theoretische Beschreibung von Schwerionen-
kollisionen erfordert hohen mathematischen und numerischen Aufwand. Die typischen
Zeitskalen f¨ ur einen solchen Prozess sind Femtometer, d.h. etwa 10−23 Sekunden. Das
bedeutet, es handelt sich um einen sehr schnellen explosionsartigen Prozess.
In dieser Arbeit werden zun¨ achst die Ans¨ atze vorgestellt, die heutzutage am meisten
verwendet werden. Mittels Gitter-QCD-Rechnungen lassen sich die thermodynamischen
Eigenschaften stark wechselwirkender Materie und Eigenschaften gebundener Zust¨ ande
vorhersagen. Allerdings ist diese Vorhersagekraft beschr¨ ankt durch die endliche Gr¨ oße
des Gitters und der Zellen und entsprechende Extrapolationen und es sind keinerlei dy-
namische Rechnungen m¨ oglich. Statistische Modelle erlauben es mittels großkanonischer
Verteilungsfunktionen aus den Teilchenzahlen im Endzustand auf die Temperatur und
die Dichte am Ausfrierzeitpunkt zur¨ uck zu schließen. Eine dynamische Beschreibung des
kollektiven Verhaltens des erzeugten Systems ist durch hydrodynamische Modelle, die
auf der Annahme des lokalen thermischen Gleichgewichts beruhen, gegeben. Hier sind
in letzter Zeit vor allem die Entwicklung von viskosen Hydrodynamik-Rechnungen und
Entwicklungen auf dem Gebiet der sogenannten Hybridmodelle hervorzuheben. Diese1.2 Das UrQMD-Modell v
Hybridmodelle beruhen auf der Kombination eines Transport-Modells mit einer hydro-
dynamischen Rechnung. Ein weiterer sowohl f¨ ur die Beschreibung der partonischen als
auch der hadronischen Phase sehr erfolgreicher Ansatz sind mikroskopische Modelle.
Auf Grund des explosiven Nicht-Gleichgewicht-Charakters der Kollision kann nur durch
mikroskopische Ans¨ atze der ganze Kollisionsprozess von der Initialisierung der Kerne
bis zum Endzustand konsistent dynamisch beschrieben werden. Diese Beschreibungen
beruhen meist auf der relativistischen Boltzmanngleichung.
1.2 Das UrQMD-Modell
Eine L¨ osung f¨ ur die Dynamik der heißen, dichten QCD-Materie durch explizite nume-
rische Integration der Bewegungsgleichungen stellt die Ultra-relativistische Quantenmo-
lekulardynamik (UrQMD) dar, die in unserer Arbeitsgruppe entwickelt worden ist. Die
essentiellen Bestandteile dieses Transportmodells sind die ber¨ ucksichtigten Teilchenar-
ten und die Berechnung der Reaktions-Wirkungsquerschnitte. Dieses Modell erlaubt es,
die gesamte Raum-Zeit-Dynamik der Hadronen und Color-Strings zu bestimmen. Im De-
tail werden hierzu ca. 10.000 gekoppelte Integro-Diﬀerentialgleichungen gel¨ ost, d.h. die
Hadronen werden auf relativistischen Trajektorien propagiert und wechselwirken ¨ uber
2 ↔ 2, 2 → n und 1 → n Reaktionen.
Als Grundlage f¨ ur die weiteren Entwicklungen im Rahmen dieser Arbeit war es n¨ otig,
das bestehende UrQMD-Modell eingehend zu testen und Vergleiche zwischen den neue-
sten Resultaten und den gemessenen Daten anzustellen. Das aktuelle Modell beschreibt
die grundlegenden Observablen wie Teilchenmultiplizit¨ aten und -spektren gut, allerdings
wird beispielsweise zu wenig elliptischer Fluss bei hohen Energien und zu wenig Selt-
samkeit erzeugt. Außerdem ist es nicht m¨ oglich den Phasen¨ ubergang im Rahmen des
reinen Transportmodells konsistent zu beschreiben. Nach einer entsprechenden Erweite-
rung war es m¨ oglich, Vorhersagen f¨ ur die Teilchenproduktion am Large Hadron Collider
(LHC) zu machen, der deutlich h¨ ohere Strahlenergien liefern wird, als es bisher m¨ oglich
war.
Um den Phasen¨ ubergang nun durch Implementation einer anderen Dynamik f¨ ur die
QGP-Phase in das bestehende UrQMD-Modell zu simulieren, ist es in jedem Fall notwen-
dig zu wissen, wann das System eine kritsche Teilchen- oder Energiedichte erreicht hat.
Diese Gr¨ oßen sind in einer Nicht-Gleichgewichts-Transportrechnung wie es UrQMD dar-
stellt aber nicht intrinsisch bekannt, sondern m¨ ussen berechnet werden. Hierbei muss
vor allem die relativistische Natur der Schwerionenkollisionen ber¨ ucksichtigt werden.
Das ist bei der Wahl des Koordinatensystems f¨ ur die Dichteberechnung entscheidend,
da die L¨ angenkontraktion zu dramatischen Erh¨ ohungen der Dichte f¨ uhren kann. Deswe-
gen wird die Berechnung der Baryonendichte innerhalb des Transportmodells untersucht
und ein neues stabiles Verfahren implementiert. F¨ ur den zeitlichen Verlauf der Baryonen-
bzw. Quarkdichten k¨ onnen so vern¨ unftige Ergebnisse f¨ ur Schwerionenkollisionen bei allen
Energien berechnet werden.vi 1 Zusammenfassung
Als eine Vorstufe zu der Entwicklung des integrierten Hybridmodells werden Studien von
Phasendiagrammtrajektorien mittels eines hydrodynamischen Modells mit Anfangsbe-
dingungen, die durch UrQMD generiert wurden, durchgef¨ uhrt. Daraus kann man schlie-
ßen, dass es stark von der verwendeten Zustandsgleichung abh¨ angt, bei welchen Strahl-
energien ein signiﬁkanter Teil des Systems den kritischen Punkt erreicht.
1.3 Das Hybridmodell
Eine andere M¨ oglichkeit die QGP-Phase zu modellieren ist die Anwendung der Methoden
der relativistischen Hydrodynamik. Schon seit vielen Jahren werden hydrodynamische
Modelle f¨ ur die Beschreibung von Schwerionenkollisionen verwendet. Dieser makrosko-
pische Ansatz, innerhalb dessen die erzeugte heiße und dichte Zone als expandierende
Fl¨ ussigkeit angesehen wird, ist gerade aktuell sehr erfolgreich in der Beschreibung kol-
lektiver Eigenschaften des Systems. Die Presse-Meldungen, dass am Relativistic Heavy
Ion Collider (RHIC) in den USA das QGP als “perfect liquid” gefunden wurde, beziehen
sich genau auf diesen Erfolg.
In der relativistischen Hydrodynamik wird die in Schwerionenkollisionen erzeugte extrem
dichte und heiße Materie als eine Art Fl¨ ussigkeitstropfen beschrieben. Hierbei werden
keine einzelnen Teilchenbahnen mehr berechnet, sondern das System wird durch seine
thermodynamischen Eigenschaften charakterisiert. Das heißt, das System wird in viele
kleine Zellen unterteilt, denen jeweils eine Temperatur, eine Energiedichte, eine mittlere
Geschwindigkeit, eine Baryonendichte und ein Druck zugeordnet werden. Diese Zellen
werden dann nach den n¨ otigen Erhaltungss¨ atzen (Energie, Netto-Baryonenzahl) propa-
giert. Als zus¨ atzliche Speziﬁzierung des Systems geht in diesen makroskopischen Ansatz
die Zustandsgleichung der Materie ein. Die Zustandsgleichung beschreibt den Zusam-
menhang zwischen Druck, Energiedichte und Baryonendichte. Durch eine ¨ Anderung der
Zustandsgleichung kann auch der Phasen¨ ubergang zum Quark-Gluon-Plasma simuliert
werden.
Bei der Entwicklung eines integrierten mikro- +makroskopischen Modells m¨ ussen nun
insbesondere die zwei Schnittstellen zwischen den verschiedenen Beschreibungen (Trans-
port und Hydrodynamik) im einzelnen durchdacht und implementiert werden. Um rea-
listische Anfangsbedingungen f¨ ur die hydrodynamische Rechnung zu generieren, l¨ auft
die Transportrechnung bis zu dem Zeitpunkt, an dem die zwei kollidierenden Kerne
vollst¨ andig durcheinander durchgelaufen sind. Dies entspricht dem fr¨ uhestm¨ oglichen
Zeitpunkt, an dem ein lokales Gleichgewicht erwartet werden kann wie es f¨ ur die hy-
drodynamische Beschreibung n¨ otig ist. Die einzelnen Teilchen werden dann durch die
Darstellung als gaußf¨ ormige Wellenpakete in zugeh¨ orige Dichteverteilungen ¨ ubersetzt.
Die durch das Transportmodell generierten Anfangsbedingungen sind nicht symmetrisch
und nicht-trivial. Die Baryonen- und Energiedichteverteilungen ﬂuktuieren von Ereignis
zu Ereignis. Auch die anf nglichen Geschwindigkeitsverteilungen sind nicht-trivial.
W¨ ahrend der hydrodynamischen Phase stehen drei verschiedene Zustandsgleichungen1.4 Ergebnisse f¨ ur verschiedene Observablen vii
zur Verf¨ ugung. Darunter ist eine rein hadronische Zustandsgleichung mit denselben Frei-
heitsgraden wie sie im UrQMD enthalten sind. Damit besteht die M¨ oglichkeit innerhalb
der gleichen Anfangs- und Ausfrierbedingungen die Unterschiede in der Dynamik zu
untersuchen. Des weiteren gibt es eine chirale Zustandsgleichung und eine Zustandsglei-
chung, die einen Phasen¨ ubergang erster Ordnung zum QGP beruhend auf dem MIT-
Bag-Modell beschreibt.
Die zweite Schnittstelle ist der sogenannte Ausfrierzeitpunkt, an dem die Materie wieder
d¨ unner wird und die freie Wegl¨ ange so groß wird, dass man keine Hydrodynamik mehr
anwenden kann. Wenn alle Zellen des Gitters, das f¨ ur die hydrodynamische Rechnung
verwendet wird, unter einer bestimmten Energiedichte liegen, werden durch thermische
Verteilungsfunktionen entsprechend des Cooper-Frye-Formalismus die Dichten wieder in
einzelne Teilchen umgesetzt. Die weiteren Zerf¨ alle und Kollisionen werden dann wieder
in dem Transportmodell berechnet. Hierbei ist es wichtig die Quantenzahlen zu erhalten.
Es hat sich herausgestellt, dass das vollst¨ andig gleichzeitige Ausfrieren des kompletten
Systems bei h¨ oheren Energien zu einer unphysikalischen longitudinalen Temperaturver-
teilung f¨ uhrt. Deshalb gibt es nun auch die M¨ oglichkeit transversale Scheiben nachein-
ander auszufrieren, was insbesondere f¨ ur die Rapidit¨ atsspektren (Verteilungen in der
Geschwindigkeit entlang der Strahlachse) zu besseren Ergebnissen f¨ uhrt und eﬀektiv
einem gleichzeitigen Ausfrierpunkt in der Eigenzeit der jeweiligen Zellen entspricht.
1.4 Ergebnisse f¨ ur verschiedene Observablen
Zun¨ achst wurden Rechnungen mit einer hadronischen Zustandsgleichung ohne Phasen-
¨ ubergang gemacht, um die Unterschiede in den Observablen, die allein durch die verschie-
dene Dynamik zustande kommen, zu erkennen. Als erstes wurden die Multiplizit¨ aten,
und Transversalimpuls- und Rapidit¨ atsspektren berechnet. Dies sind die grundlegen-
den Observablen, an denen man testen kann, ob die Reaktionsdynamik und -kinematik
mit dem Experiment ¨ ubereinstimmt. Die longitudinalen Impulsverteilungen sind nicht
sensitiv auf die Dynamik der Hochdichtephase w¨ ahrend die Transversalimpulsspektren
f¨ ur verschiedene Teilchensorten und Einschussenergien deutliche Abh¨ angigkeiten auf die
Expansion zeigen. Außerdem wurden die Abh¨ angigkeiten dieser Observablen auf die
Wahl der zwei Schnittstellen getestet. Es treten keine großen Abh¨ angigkeiten auf und
das best¨ atigt die Wahl unserer Bedingungen. Zeitentwicklungen verschiedener Observa-
blen wurden ebenfalls berechnet und beide Modelle verglichen. Dabei wurde festgestellt,
dass diese auch an den Schnittstellen weitgehend glatt sind und keine großen Spr¨ unge
auftreten. Auch dies sichert die physikalischen Grundlagen unseres Modells.
Untersuchungen komplexerer Beobachtungsgr¨ oßen weisen darauf hin, dass durchaus Un-
terschiede zwischen der integrierten hydrodynamischen Beschreibung und der reinen
Transportrechnung auftreten. Beispielsweise ist die Produktion seltsamer Teilchen (Teil-
chen, die mindestens ein s-Quark oder ein ¯ s-Quark enthalten) erh¨ oht, weil es sehr schwie-
rig ist, diese in Resonanzen oder durch Stringanregung im reinen UrQMD-Modell zu er-viii 1 Zusammenfassung
zeugen. Die Thermalisierung in der Hydrodynamik f¨ uhrt zu h¨ oheren Anzahlen seltsamer
Teilchen, die sogar f¨ ur die Zentralit¨ atsabh¨ angigkeit in guter ¨ Ubereinstimmung mit den
experimentellen Daten sind.
Insbesondere durch die aus dem Nichtgleichgewichts-Modell erzeugten nicht-trivialen
Anfangsbedingungen, kann die Anregungsfunktion des elliptischen Flusses mit unserem
Modell besser beschrieben werden als bisher. Die Anfangsbedingungen sind nicht sym-
metrisch und auch die Geschwindigkeitsverteilungen am Anfang sind keine simplen Para-
metrisierungen, sondern reﬂektieren die Teilchenproduktion in den anf¨ anglichen St¨ oßen.
Außerdem ist die Expansion bei hohen Energien st¨ arker und durch die h¨ oheren Druck-
gradienten im Anfangszustand werden h¨ ohere Werte f¨ ur den elliptischen Fluss erzielt.
Die Anregungsfunktion der mittleren transversalen Masse ist sowohl auf den genauen
Ausfrierprozess als auch auf ¨ Anderungen der Zustandsgleichung sensitiv. F¨ ur den qua-
litativ besten Verlauf muss man entweder Nichtgleichgewichtseﬀekte oder einen starken
Phasen¨ ubergang erster Ordnung einbeziehen. Die Messung der Teilchenkorrelationen
mit Hilfe der HBT-Technik best¨ atigt dieses Ergebnis, wobei hier der genaue Ausfrier-
prozess keine so große Rolle spielt, solange die Wechselwirkungen in der sp¨ aten Phase
ber¨ ucksichtigt werden.ix
Contents
1 Zusammenfassung iii
1.1 Einf¨ uhrung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
1.2 Das UrQMD-Modell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
1.3 Das Hybridmodell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
1.4 Ergebnisse f¨ ur verschiedene Observablen . . . . . . . . . . . . . . . . . . vii
2 Introduction 1
3 Theoretical Approaches to Heavy Ion Collisions 5
3.1 Lattice QCD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
3.2 Thermodynamic Models . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3.3 Hydrodynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.3.1 Ideal Hydrodynamics . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.3.2 Hybrid Approaches . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.3.3 Viscous Hydrodynamics . . . . . . . . . . . . . . . . . . . . . . . 12
3.4 Transport Approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4 The Ultra-relativistic Quantum Molecular Dynamics Model 15
4.1 The Boltzmann Equation . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
4.2 Basic processes in UrQMD . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.3 Recent Development . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.3.1 Inclusion of Pythia . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.3.2 Treatment of High Mass Resonances . . . . . . . . . . . . . . . . 18
4.3.3 Other Important Changes . . . . . . . . . . . . . . . . . . . . . . 19
4.4 UrQMD-2.3 Results for p+p and A+A Collisions . . . . . . . . . . . . . 19
4.5 LHC Predictions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
5 Thermodynamic Quantities in a Transport Approach 39
5.1 Baryon Density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
5.1.1 Baryon vs. Quark Density . . . . . . . . . . . . . . . . . . . . . . 40
5.1.2 Time Evolution of the Baryon/Quark Density . . . . . . . . . . . 41
5.2 Phase Diagram Trajectories . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.3 Overlap Model Initial Conditions . . . . . . . . . . . . . . . . . . . . . . 49
5.4 Isentropic Expansion Paths . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.5 The Critical Volume . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52x Contents
6 The Hybrid Approach 57
6.1 Initial Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
6.1.1 Initial Energy and Baryon Density . . . . . . . . . . . . . . . . . 60
6.1.2 Initial Velocity Proﬁles . . . . . . . . . . . . . . . . . . . . . . . . 61
6.2 Hydrodynamic Evolution . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
6.3 Equation of State . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
6.3.1 The Chiral EoS . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
6.3.2 The Hadron Gas EoS . . . . . . . . . . . . . . . . . . . . . . . . . 64
6.3.3 The Bag Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
6.3.4 Time Evolution of the Pressure . . . . . . . . . . . . . . . . . . . 64
6.4 Freeze-Out . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
6.4.1 Isochronous Freeze-Out . . . . . . . . . . . . . . . . . . . . . . . . 66
6.4.2 Gradual Freeze-Out . . . . . . . . . . . . . . . . . . . . . . . . . . 71
7 Test Scenarios 73
7.1 Parameter Tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
7.2 Timescales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
7.3 Time Evolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
7.4 Final State Interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
8 Multiplicities and Particle Spectra 83
8.1 Bulk Multiplicities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
8.2 Transverse Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
9 Strangeness Production 93
9.1 Rapidity Distributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
9.2 Centrality Dependence . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
10 Elliptic Flow Excitation Function 103
10.1 Importance of the Initial Conditions . . . . . . . . . . . . . . . . . . . . . 103
10.2 Elliptic Flow Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
11 Mean Transverse Mass Excitation Function 111
11.1 Freeze-out Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
11.2 Equation of State Dependence . . . . . . . . . . . . . . . . . . . . . . . . 113
12 HBT Correlations 119
12.1 CRAB analyzing program and the ﬁtting process . . . . . . . . . . . . . 120
12.2 HBT results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
13 Summary 127
Appendices 131
A Lorentz-Contraction of the Gaussian 133Contents xi
B Rest Frame Method 135
C Explicit Calculation of tstart 137
D Chiral Lagrangian 139
E Particle Density Integration 141
F Maximum of the Momentum Distribution 143
Bibliography 145
Acknowledgements 163
Lebenslauf 165xii Contentsxiii
List of Figures
2.1 Schematic phase diagram of strongly interacting matter . . . . . . . . . . 2
3.1 Summary of Lattice QCD results for Tc . . . . . . . . . . . . . . . . . . . 6
3.2 Thermal ﬁt of particle ratios at Elab = 40A GeV . . . . . . . . . . . . . . 8
3.3 Diﬀerential elliptic ﬂow at RHIC . . . . . . . . . . . . . . . . . . . . . . 9
3.4 NEXspheRIO initial conditions . . . . . . . . . . . . . . . . . . . . . . . 11
3.5 Centrality dependence of elliptic ﬂow in viscous hydrodynamics . . . . . 13
4.1 Excitation function of 4π multiplicities in p-p collisions . . . . . . . . . . 22
4.2 Excitation function of the mean transverse momentum in p-p collisions . 23
4.3 Excitation function of the 4π multiplicities in A-A collisions . . . . . . . 24
4.4 Excitation function of the yields at midrapidity in A-A collisions . . . . . 25
4.5 Excitation function of the mean transverse momentum in A-A collisions . 26
4.6 Excitation function of the mean transverse mass in A-A collisions . . . . 27
4.7 Pseudorapidity distribution of charged particles in p+p and p+¯ p collisions 29
4.8 η distribution of charged particles in p+¯ p collisions for diﬀerent energies 31
4.9 Rapidity distribution of π−/c.p. in A+A collisions at SPS/RHIC . . . . . 32
4.10 Relative rapidity shift  δy /yp as a function of the center-of-mass energy 33
4.11 Charged particle multiplicity for p+p and Pb+Pb at LHC . . . . . . . . 35
4.12 Energy dependence of
dNch
dη and RMS of the pseudorapidity distributions 36
4.13 Comparison of UrQMD predictions with various other models . . . . . . 36
5.1 Net baryon density at AGS energies . . . . . . . . . . . . . . . . . . . . . 42
5.2 Net baryon density at AGS without collision term . . . . . . . . . . . . . 42
5.3 Quark density at AGS energies . . . . . . . . . . . . . . . . . . . . . . . 43
5.4 Quark density at AGS without collision term . . . . . . . . . . . . . . . . 43
5.5 Net baryon density at SPS energies . . . . . . . . . . . . . . . . . . . . . 44
5.6 Net baryon density at SPS without collision term . . . . . . . . . . . . . 44
5.7 Quark density at SPS energies . . . . . . . . . . . . . . . . . . . . . . . . 45
5.8 Quark density at SPS without collision term . . . . . . . . . . . . . . . . 45
5.9 Net baryon density at RHIC energies . . . . . . . . . . . . . . . . . . . . 46
5.10 Net baryon density at RHIC without collision term . . . . . . . . . . . . 46
5.11 Quark density at RHIC energies . . . . . . . . . . . . . . . . . . . . . . . 47
5.12 Quark density at RHIC without collision term . . . . . . . . . . . . . . . 47
5.13 Initial temperature distribution . . . . . . . . . . . . . . . . . . . . . . . 49
5.14 Excitation function of the entropy per particle . . . . . . . . . . . . . . . 50xiv List of Figures
5.15 Isentropic expansion paths in units of the ground state density . . . . . . 51
5.16 Isentropic expansion paths in the T −  q plane . . . . . . . . . . . . . . . 52
5.17 Time evolution of the critical volume . . . . . . . . . . . . . . . . . . . . 53
5.18 Time evolution of the critical volume . . . . . . . . . . . . . . . . . . . . 53
5.19 Excitation function of the critical space-time volume . . . . . . . . . . . 54
5.20 Isentropic expansion paths for diﬀerent beam energies . . . . . . . . . . . 55
6.1 Energy and net baryon density at Elab = 40A GeV . . . . . . . . . . . . 60
6.2 Initial energy density at Elab = 11A and 160A GeV . . . . . . . . . . . . 61
6.3 Initial velocity proﬁles . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
6.4 Time evolution of the average pressure . . . . . . . . . . . . . . . . . . . 65
6.5 Temperature and baryo-chemical potential distribution at freeze-out . . . 67
6.6 Temperature and the baryo-chemical potential at freeze-out . . . . . . . 68
6.7 Rapidity proﬁle of the freeze-out temperatures . . . . . . . . . . . . . . . 69
6.8 Rapidity proﬁle of the temperatures in the gradual freeze-out scenario . . 70
7.1 Parameter dependence of pion and kaons . . . . . . . . . . . . . . . . . . 74
7.2 Time scales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
7.3 Time evolution of the net baryon density . . . . . . . . . . . . . . . . . . 77
7.4 Time evolution of particles and quatum numbers . . . . . . . . . . . . . . 78
7.5 Temporal distribution of binary collisions in hadronic cascade . . . . . . 81
7.6
√
s distribution for the binary collisions in the hadronic cascade . . . . . 82
8.1 Particle multiplicities in the hadronic hybrid approach . . . . . . . . . . 84
8.2 Particle yields at midrapidity in the hadronic hybrid approach . . . . . . 85
8.3 Rapidity spectra of pions . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
8.4 Rapidity spectra of kaons . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
8.5 Transverse mass spectra of pions, kaons and protons at Elab = 11A GeV . 88
8.6 Transverse mass spectra of pions, kaons and protons at Elab = 40A GeV . 89
8.7 Transverse mass spectra of pions, kaons and protons at Elab = 160A GeV 89
8.8 Mean transverse mass excitation function of pions . . . . . . . . . . . . . 90
8.9 Mean transverse momentum as a function of the particle mass . . . . . . 91
9.1 Λ and ¯ Λ rapidity distribution for diﬀerent centralities at Elab = 40A GeV 95
9.2 Ξ− rapidity distribution for diﬀerent centralities at Elab = 40A GeV . . . 96
9.3 Λ and ¯ Λ rapidity distribution for diﬀerent centralities at Elab = 158A GeV 97
9.4 Ξ− rapidity distribution for diﬀerent centralities at Elab = 158A GeV . . 97
9.5 Rapidity spectra of Λ, ¯ Λ, Ξ− in C+C/Si+Si collisions at 158A GeV . . . 99
9.6 Centrality dependence of the Λ, ¯ Λ and Ξ− total yield . . . . . . . . . . . 100
9.7 Centrality dependence of the (anti-) hyperon yields at midrapidity . . . . 101
9.8 Hyperon enhancement as a function of Nw . . . . . . . . . . . . . . . . . 102
10.1 Initial energy density distribution in the transverse plane . . . . . . . . . 104
10.2 Initial velocity distribution in the transverse plane . . . . . . . . . . . . . 105
10.3 Excitation function of elliptic ﬂow . . . . . . . . . . . . . . . . . . . . . . 106List of Figures xv
10.4 Elliptic ﬂow as a function of transverse momentum . . . . . . . . . . . . 107
10.5 v2/ǫ as a function of (1/S)dNch/dy . . . . . . . . . . . . . . . . . . . . . 108
11.1 Freeze-out dependence of the  mT  excitation function of π’s and protons 115
11.2 Freeze-out dependence of the  mT  excitation function of kaons . . . . . 116
11.3 EoS dependence of the  mT  excitation function of pions and protons . . 117
11.4 EoS dependence of the  mT  excitation function of kaons . . . . . . . . . 118
12.1 kT dependence of the HBT radii for diﬀerent EoS . . . . . . . . . . . . . 121
12.2 Freeze-out time dependence of the π− emission . . . . . . . . . . . . . . . 122
12.3 kT dependence of the HBT radii for diﬀerent freeze-out scenarios . . . . . 123
12.4 Excitation function of the RO/RS ratio . . . . . . . . . . . . . . . . . . . 125xvi List of Figures1
2 Introduction
Strongly interacting matter is very important for our understanding of the universe since
all the matter that we are made of consists mainly of quarks and gluons. They are the
elementary particles that are - according to today’s knowledge - the basic constituents of
protons, neutrons and all other hadron species. The fundamental theory that describes
the strong interaction is Quantum Chromodynamics (QCD). The running coupling in
QCD leads to features as “asymptotic freedom” and conﬁnement. If one tries to pull
color charges apart the interaction gets so strong that it is more likely to produce a new
quark-antiquark-pair than to seperate the quarks from each other. This picture has led
to the so called string model that describes how hadrons are formed. On the contrary,
if one heats or compresses hadronic matter more and more a phase transition to a new
state of matter is expected. The reverse transition from a quark gluon plasma (QGP)
to a hadron gas has also occured in the early universe, some microseconds after the Big
Bang.
Fig. 2.1 shows a schematic picture of the phase diagram of strongly interacting matter.
The usual nuclear matter that all the nuclei consist of is located at zero temperature
around nuclear matter ground state density. The early universe has probably developed
along the temperature axis at very low densities cooling down and expanding to its
present dimensions. Going to high densities at low temperatures one reaches again exotic
matter that might be found in neutron stars as e.g. color superconducting matter. In
between there is at lower temperatures and high baryon densities a ﬁrst order phase
transition from the hadron gas to the QGP phase followed by a critical endpoint with
a second order phase transition and a cross-over transition at high temperatures and
low densities. Theoretically the detailed structure of the phase diagram is not yet fully
established.
In high energetic heavy ion collisions the phase diagram of strongly interacting mat-
ter is explored experimentally. By colliding nowadays mostly gold or led ions highly
compressed and heated nuclear matter is formed under controlled conditions in the
laboratory. This explosive process happens on very short timescales of 10−23 seconds
≈ 1 fm/c seconds. In the course of the collision the beam energy is converted into
particle production and thousands of particles have to be measured in the detectors.
One of the main purposes of the research in heavy ion collisions at high beam energies
is to explore the existence of the QGP as well as its properties [Hai96, Bas99a, QM08].
The equation of state (EoS) of nuclear matter is one of the key points to gain further
understanding since the EoS directly provides the relationship between the pressure
and the energy at a given net-baryon density. Phase transitions (PT), e.g., from the2 2 Introduction
Figure 2.1: Schematic picture of the phase diagram of strongly interacting matter in
the temperature-density-plane (taken from [ICE06]).
hadron resonance gas phase (HG) to the color-deconﬁned QGP (see e.g., [Ris95a, Spi98a,
Blu07]), constitute themselves in changes of the underlying EoS.
There are three most important locations of accelerators for heavy ion collisions either
running or in preparation to run in the near future. There is the SIS (=SchwerIonen
Synchrotron) at GSI (Helmholtzzentrum f¨ ur Schwerionenforschung) near Darmstadt at
the lowest energies (below Elab ∼ 2A GeV) [Sen93, Ani05, Aga07]. In the future the
Facility for Antiproton and Ion Research (FAIR) will be build with the SIS-100 and
SIS-300 which will run up to Elab ∼ 30A GeV. This new accelerator is supposed to test
the high- B-region in the phase diagram and reach very high luminosities [FAIR].
The Alternating Gradient Synchrotron (AGS) at Brookhaven National Laboratory (BNL)
on Long Island near New York has taken data in the energy regime of Elab ∼ 2−11A GeV
[Pin99, Ahl00b, Ell03]. This machine serves now as the pre-accelerator for the Relativis-
tic Heavy Ion Collider (RHIC) which runs at the highest energies available at the moment
(
√
sNN = 56 − 200 GeV). At these energies, it is claimed that a new phase of matter is
created which behaves like a strongly coupled nearly perfect liquid. These statements
are mostly based on the observation of jet quenching, high pt hadron suppression due3
to medium interactions, and the high elliptic ﬂow values that are compatible with some
hydrodynamics predictions [Ads05, Bac05, Ars05, Adc05]. In the near future there will
be a low energy program at RHIC to explore the region in the phase diagram of higher
densities and lower temperatures. This energy scan program will be very useful to cross
check the results from SPS and to have a more detailed look at interesting observables.
The third accelerator where most of the data discussed in this thesis has been taken is the
Super Proton Synchrotron (SPS) at Centre Europeen de la Recherche Nucleaire (CERN)
near Genf in Switzerland. The SPS has taken data in the intermediate energy regime
of Elab ∼ 20−160A GeV [Ada03, Alt05c, Arn06]. The intermediate SPS energy regime
still raises a lot of interest because evidence for the deconﬁnement phase transition is
expected at those energies and the possibility of a critical endpoint and a ﬁrst-order phase
transition is not yet excluded. Several beam-energy dependent observables such as the
particle ratios [Afa02a, Alt08a], the ﬂow [Kol01a, Ble02a, Pet06a], the HBT parameters
[Ris96b, Ada03, Li08a] show a non-monotonic behaviour around Elab = 30 − 40A GeV
and the interpretation remains still unclear. At the same place a new machine, the
Large Hadron Collider (LHC) will be build and put into operation next year. The LHC
will provide p+p collisions with
√
sNN up to 14 TeV and heavy ion collisions with at
maximum
√
sNN = 5.5 TeV [Car04, Ale06].
The study of a many-body-problem such as a heavy ion collision in QCD is not possible
from ﬁrst principles. Therefore, one needs eﬀective theories and models to simulate the
dynamics of heavy ion reactions in order to learn something about the hot and dense
stage of the evolution from the ﬁnal state particle distributions. This thesis is focussed
on the task to develop an approach that can be applied to simulate heavy ion collisions
in a broad range of beam energies. The idea is to have the possibility to explore eﬀects
of changes in the equation of state on observables in a consistent manner.
The most promising observables are the following ones:
• The particle multiplicities and spectra might tell us something about the degree of
thermalization of the matter and the diﬀerences between chemical freeze-out where
the particle abundancies are ﬁxed and kinetic freeze-out where all interactions
cease.
• The mean transverse momentum excitation function has been proposed as a signal
for the observation of the phase transition many years ago [VaH82] and has been
further explored in the following years [Gor03, Gaz04]. It might be sensitive to the
transverse expansion, but also to the freeze-out process and the degrees of freedom
of the matter.
• The transverse collective ﬂow [St¨ o86, Oll92, Vol08] is very sensitive to the pressure
gradients in the early stage of the collisions. Especially, the elliptic ﬂow which
measures the momentum space anisotropy of the ﬁnal particle distributions which
is caused by a coordinate space anisotropy in non-central collisions is as a self-
quenching eﬀect very sensitive to the early stage dynamics.
• Particle correlations measured with the Hanbury-Brown-Twiss (HBT) technique4 2 Introduction
reﬂect the lifetime and the size of the ﬁreball [Lis05, Lis08].
In this work a new Boltzmann + hydrodynamics hybrid approach is proposed for the
description of heavy ion collisions in the broad energy range from Elab = 2−160A GeV.
In Chapter 3 the present status of diﬀerent possibilities to model heavy ion reactions and
eﬀective theories for strongly interacting matter is reviewed. Then, the Ultra-relativistic
Quantum Molecular Dynamics (UrQMD) approach is introduced (Chapter 4) because
it serves as the basis of the hybrid approach. Some features and recent results of this
hadronic microscopic transport approach are shown and predictions for the particle
multiplicties at LHC energies are presented. The topic of Chapter 5 is the calculation of
thermodynamic quantities in such a transport model. First, we will concentrate on the
baryon density and in the second part discuss ﬁrst results for phase diagram trajectories
in a hydrodynamic model using initial conditions that are generated by UrQMD.
Chapter 6 introduces the main achievement in this thesis, the integrated 3+1 dimensional
Boltzmann + hydrodynamics hybrid approach that incorporates an ideal hydrodynamic
evolution in the UrQMD approach. All ingredients, like the initial conditions, the hy-
drodynamic evolution and the equation of state and the freee-out will be explained in
detail. Parameter tests, time evolutions and the ﬁnal state interactions are investigated
in Chapter 7. The following Chapters concentrate on results from this hybrid approach.
In Chapter 8 the multiplicities and spectra for protons, pions and kaons are compared in
a purely hadronic scenario to explore the eﬀect of the change in the dynamics from trans-
port to ideal ﬂuid dynamics. In Chapter 9 the centrality and system size dependence of
strangeness production is explored. The elliptic ﬂow excitation function (Chapter 10) is
very sensitive to the change of the dynamics. The higher pressure gradients due to the
lower mean free path in the hybrid model calculation lead to higher ﬂow values. The
mean transverse mass excitation function as another classical phase transition observable
is explored in detail in Chapter 11. Chapter 12 shows a systematic investigation of the
HBT correlations of pions in the SPS energy regime. The results are rather insensitive
to the freeze-out prescription that is applied but clearly dependent on the equation of
state. Chapter 13 summarizes the main results of this work.5
3 Theoretical Approaches to Heavy
Ion Collisions
One of the main motivations to study high energy heavy ion collisions is the creation of a
new deconﬁned phase of strongly interacting matter, the so called Quark-Gluon Plasma
(QGP) [Hai96, Bas99a]. Since it is not possible to directly detect free quarks and gluons
it is essential to model the evolution of the reaction as realistically as possible. Many
diﬀerent theoretical approaches are employed to learn something about the hot and
dense stage of the reaction from the ﬁnal state observables. In this Chapter the most
prominent approaches are presented and some examples for recent results are given.
3.1 Lattice QCD
One attempt to solve Quanten Chromodynamics (QCD) from ﬁrst principles is to dis-
cretize the action and put it on a lattice[Aok06a, Kar07a, Kar07b]. In this way, static
properties like particle masses as bound states of the theory or thermodynamic prop-
erties can be determined. Dynamical calculations are not possible at the moment in
this framework. There are diﬀerent techniques to reach the physical limits; there are
calculations for diﬀerent approximations like quenched QCD which means that only
gluonic degrees of freedom are considered or 2-3 ﬂavour QCD or most realistically 2+1
ﬂavour QCD where two light ﬂavours and one heavier ﬂavour is taken into account. At
low baryo-chemical potentials lattice QCD (lQCD) is very successful in predicting the
structure of the phase diagram. Still the predictions for the critical temperature where
the phase transition from a hadron gas to the QGP is expected vary between 150-190
MeV depending on the speciﬁc formalism and the kind of extrapolations that are used.
Fig. 3.1 shows a compilation of results for the critical temperature at zero baryo-chemical
potential. Circles indicate that the determination of the transition temperature is based
on observables sensitive to chiral symmetry restoration, i.e. the chiral condensate and
susceptibilities deduced from it. Squares indicate that observables sensitive to decon-
ﬁnement have been used to determine the transition temperature, e.g. the Polyakov
loop, its susceptibility and/or light and strange quark number susceptibilities. The di-
amond indicates that both sets of observables have been analyzed. Depending on the
continuum extrapolation and the approximations that are used the results diﬀer between
Tc = 150 − 190 MeV.6 3 Theoretical Approaches to Heavy Ion Collisions
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Figure 3.1: Transition temperatures determined in several recent studies of QCD ther-
modynamics. From top to bottom the ﬁrst two data points show results obtained in
simulations of 2-ﬂavor QCD using clover improved Wilson fermions on lattices with
temporal extent Nτ = 8, 10 and 12 [Bor06, Bor07] and Nτ = 4 and 6 [Mae07], respec-
tively. The remaining data points have been obtained in simulations of QCD with 2
light quark masses and a physical strange quark mass. They are based on calculations
with staggered fermions using the asqtad action on Nτ = 4, 6 and 8 lattices [Ber05],
the p4fat3 action on Nτ = 4, 6 [Che06] and 1-link, stout smeared action on Nτ = 4,
6, 8 and 10 lattices [Aok06b]. With the exception of results presented in [Mae07] all
calculations aimed at an extrapolation to the continuum limit (Nτ → ∞) for physical
values of the quark masses. All results have been rescaled to a common physical scale
using r0 = 0.469 fm [Gra05]. The ﬁgure is taken from [Kar07b].
Especially going to higher baryochemical potentials is not a trivial task. There are recent
calculations in which the so far popular picture of the phase diagram as it is depicted
in Fig. 2.1 is questioned [For07]. With an ansatz that relies on a series expansion in
imaginary chemical potential where one can link the sign of the coeﬃcients to the the
curvature of the critical surface in the quark mass plane at ﬁnite chemical potentials.
These studies indicate that the scenario that there is no critical point and only a cross-
over phase transition from low to high chemical potentials is very likely.
With phenomenological approaches, e.g. a quasi-particle approach [Lev98, Blu05], it is
possible to match lattice QCD data and to extract information for an equation of state.
This equation of state can then be used in hydrodynamic approaches as an input. Lattice3.2 Thermodynamic Models 7
QCD calculations are useful to ﬁx independently the input for dynamical calculations
and to get deeper insights into the basic thermodynamic properties of QCD.
3.2 Thermodynamic Models
One interesting property of the created hot and dense hadronic matter is the establish-
ment of thermally equilibrated matter. To test this assumption it is possible to ﬁt ﬁnal
particle yields with a statistical model. The idea is that parts of the two nuclei are
stopped and after the ﬁreball expansion the particles that ﬂy into the detector are pro-
duced according to thermal distributions. Another interpretation is that the hadroniza-
tion process itself is statistical and particle production happens according to thermal
weights. There are many diﬀerent realizations of this ansatz like [BrM95, BrM96, Cle99,
Bec02, Tor05, Kis06]. Most of them use the assumption of the grand-canonical ensem-
ble, but there exist also calculations in other ensembles [Hau08, Bec04a, Bec04b, Liu04].
Especially for strange particles canonical suppression might play an important role
[Ham00, Kra07].
Let us assume that the elementary process leads to statistical/thermal particle produc-
tion. I.e. we can apply thermodynamics to calculate the particle spectra and yields.
The starting point is the phase space density:
dN
d3pd3x
=
g
(2π)3
1
exp((E −  )/T) + α
(3.1)
Here, E is the energy (E2 = p2+m2), g is the degeneracy factor,   denotes the chemical
potential and T is the temperature. The constant α can be +1 for Fermions, 0 for Boltz-
mann (classical) particles or −1 for Bosons. For Boltzmann (classical) particles spectra
can be calculated analytically. This is also the limit for a very hot and dilute Fermi/Bose
gas. Quantum eﬀects play a role only at very low temperatures and energies. Therefore
we put α = 0 in the following. After a change of variables and some integrations one
obtains the analytic formula
N =
gV T 3e /T
2π2
m2
T 2 K2
 m
T
 
. (3.2)
With m ≫ T this simpliﬁes to
N =
gV e /T
2π2 T
3/2m
3/2
 
π
2
e
−m/T (3.3)
Particle ratios allow to extract   and T if V is the same for all particles.
After rewritint the diﬀerential yield in appropriate variables the transverse mass distri-
bution at midrapidity is obtained by setting y ≈ 0 and coshy = 1.
1
m⊥
d2N
dm⊥ dy
 
 
 
 
y≈0
=
gV e /T
(2π)2 m⊥ e
−m⊥/T (3.4)8 3 Theoretical Approaches to Heavy Ion Collisions
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Figure 3.2: Hadron yield ratios with best ﬁt at the SPS beam energy of 40 AGeV using
the NA49 and NA57 mid-rapidity data (the ratios K−/π−, d/p, Ξ/π− and Ω/π− are not
included in the ﬁts). The NA49 4π data are plotted for comparison (diamonds). For
the ratios Ω/π− and Ω/Ξ, the Ω yield includes both Ω and ¯ Ω (The ﬁgure is taken from
[Ani06].
The spectrum has an exponential form. This allows to extract T simply from the m⊥
spectrum.
As an example, Fig. 3.2 shows the thermal ﬁt of hadron ratios at Elab = 40A GeV. The
extracted temperature and the chemical potential are 156 MeV and 403 MeV respec-
tively. These values correspond to the chemical freeze-out where the abundancies of the
diﬀerent species are ﬁxed.
Also e+e- data can be ﬁt with thermal distributions, so the conclusions about the es-
tablicshment of equilibrium remain unclear [Bec08]. Another question is if it is possible
to apply the ﬁts to data at midrapidity or only to 4π yields. For resonances thermal ﬁts
do not work because of the diﬀerence between chemical and kinetic freeze-out. Overall,
statistical ﬁts to ﬁnal state particle distributions give some ﬁrst insights into the prop-
erties of the newly produced strongly interacting matter, but do not even try to govern
the dynamical evolution. In general, medium modiﬁcations of the particle properties
like the mass and the width are not taken into account in this simpliﬁed ansatz.3.3 Hydrodynamics 9
3.3 Hydrodynamics
3.3.1 Ideal Hydrodynamics
Hydrodynamics has been proposed many years ago as a tool for the description of the
hot and dense stage of heavy ion reactions where the matter might behave like a locally
thermalized ideal ﬂuid [Sch74, St¨ o80, Ris95b, Ris95a, Agu01, Hir02, Kol03, Ham05,
Non07]. In this approach it is possible to model phase transitions explicitly because one
of the major inputs to a hydrodynamic calculation is the equation of state (EoS). The
hydrodynamic description has gained importance over the last few years because the
high elliptic ﬂow values that have been observed at RHIC seem compatible with some
ideal hydrodynamic predictions [Kol01a, Kol01b, Huv01]. As an example Fig. 3.3 shows
the diﬀerential elliptic ﬂow results for diﬀerent particle species. In the low pT region
(pT < 2 GeV) the ideal hydrodynamic calculations (lines) describe the experimental data
(symbols) well. The bulk matter of the created system shows clearly collective behaviour
which is in accordance with idela ﬂuid dynamics, especially for central collisions of gold
nuclei at RHIC energies in the midrapidity region.
0 0.5 1 1.5 2 2.5 3 3.5 4
-0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
0 0.5 1 1.5 2 2.5 3 3.5 4
-0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
pT (GeV/c) pT (GeV/c)
V2 V2
identified hadrons (-) v2 
( |h| < 0.35,  min. bias, 
  R.P. |h| = 3~4 )
PHENIX Preliminary
identified hadrons (+) v2 
( |h| < 0.35,  min. bias, 
  R.P. |h| = 3~4 )
PHENIX Preliminary
p-
K-
pbar
p+
K+
p
hydro calc. hydro calc.
Figure 3.3: Preliminary results for v2(pt) of identiﬁed pions, kaons and protons with
negative (left) and positive (right) charge, measured by the PHENIX Collaboration
[Esu03] at
√
sNN = 200A GeV in minimum bias Au+Au collisions and compared with
hydrodynamic calculations. The ﬁgure is taken from [Kol03].10 3 Theoretical Approaches to Heavy Ion Collisions
The initial conditions and freeze-out prescription are the boundary conditions for a
hydrodynamic calculation and therefore a crucial input. Thus, the hydrodynamic results
depend strongly on the initial and ﬁnal state prescription that is applied in the speciﬁc
calculation. Usually, the initial conditions are parametrized according to a Glauber
model or the Color Glass Condensate ansatz and the freeze-out is calculated according
to the Cooper-Frye formula. The particles decouple on a e.g. isothermal hypersurface
and then ﬂy on straight lines to the detector.
For the hydrodynamical evolution local equilibrium is assumed and zero viscosity which
corresponds to zero mean free path. The diﬀerential equations that govern the dynamics
are the conservation of the energy-momentum-tensor and posssible currents as e.g. the
net baryon density current [Lan53, Cla86]:
∂ T
 ν = 0 and ∂ N
  = 0, (3.5)
where T  ν is the energy-momentum tensor and N  is the baryon current. For an ideal
ﬂuid the energy-momentum tensor and the net baryon number current take the simple
form
T
 ν = (ǫlrf + P)u
 u
ν − P g
 ν and N
  = ρlrf u
  (3.6)
where ǫlrf,P and ρlrf are the local rest frame energy density, pressure and net baryon den-
sity, respectively. u  = γ(1,  v) is the four velocity of the cell and g ν = diag(+,−,−,−)
is the metric tensor. The local rest frame is deﬁned as the frame where T  ν has diagonal
form, (i.e. all oﬀ-diagonal elements vanish). The four-velocity of the cells is calculated
via the transformation into the local rest frame.
The energy density and the net baryon number density are propagated in timesteps on
a spatial grid. The coordinate space is divided into small cells in which the distribution
functions correspond to equilibrium distributions (Fermi or Bose distribution). In the
Eulerian formulation the grid is ﬁxed in space-time and the matter ﬂows through the
cells while in the Lagrangian formulation the amount of matter in one cell is ﬁxed and
they deform accordingly. In this macroscopic approach the propagated quantities are
net baryon number and energy densities which can be translated into information about
the temperature and chemical potential via the speciﬁc equation of state (EoS). Since
the evolution is driven by pressure gradients and the pressure is determined via the EoS,
the EoS is the essential ingredient for the hydrodynamical evolution.
Diﬀerent kinds of hydrodynamic models include 1+1 dimensional Landau type models
[Lan53] or 2+1 transverse dimensions with assumed boost invariance and Bjorken ex-
pansion in the longitudinal direction [Bjo83] or full 3+1 dimensional models. Besides
the one ﬂuid prescription also multi-ﬂuid approaches have proven to be successful, e.g
three seperate ﬂuids, one projectile, one target and one ﬁreball ﬂuid including source
terms between the ﬂuids [Bra00b, Iva06].
Hydrodynamics is still a macroscopic approach, but it is useful to describe the collective3.3 Hydrodynamics 11
Figure 3.4: Example of initial energy density in the η = 0 plane. The ﬁgure has been
taken from [Anr06a].
dynamics of the system and one can take it as an advantage that the equation of state
is an explicit input. On the other hand, the description is strongly dependent on the
boundary condition, e.g. the initial conditions and the freeze-out criterion, that have to
be constraint by observables. In this kind of approach one still gets no information on
the microscopic level, but there is at least some dynamics involved.
3.3.2 Hybrid Approaches
To get a more consistent picture of the whole dynamics of heavy ion reactions vari-
ous so called microscopic plus macroscopic (micro+macro) hybrid approaches have been
launched during the last decade. Most noteworthy in this respect are the pioneering
studies related to a coupling between UrQMD (Ultra-relativistic Quantum Molecular
Dynamics) and hydrodynamics (a detailed systematic investigation of this coupling pro-
cedure can be found in the following references [Dum99, Bas99c, Bas00, Sof01, Sof02,
Non06, Non07, Ste08a, Pet08b]). Especially, the most recent developments of a fully in-
tegrated transport approach including hydrodynamic stage for the hot and dense stage of
the evolution are subject of this thesis and will be explained in detail in later Chapters.
Other approaches in the same spirit are, e.g., the NEXSpheRIO approach that uses initial
conditions calculated in a non-equilibrium model (NEXUS) followed by an ideal hydro-
dynamic evolution [Pai97, Agu02, Soc04, Gra05, Anr06a, Anr06b, Agu07] or a hybrid12 3 Theoretical Approaches to Heavy Ion Collisions
approach by Toneev et al. which uses QGSM initial conditions followed by a three-
dimensional hydrodynamic evolution [Sko06]. In this way event-by-event ﬂuctuations
are taken into account and the calculation mimics more realistically the experimental
case. As an example, Fig. 3.4 shows the initial energy density distribution in the trans-
verse plane that is used by NEXspheRIO. For the freeze-out NEXspheRIO employs a
continuous emission scenario or a standard Cooper-Frye calculation. Other groups, e.g.,
Teaney et al. [Tea01b], Hirano et al. [Hir06, Hir08], Bass/Nonaka [Non07], are using
smooth Glauber or Color Glass Condensate initial conditions followed by a full two- or
three-dimensional hydrodynamic evolution and calculate the freeze-out by a subsequent
hadronic cascade. The separation of chemical and kinetic freeze-out and ﬁnal state in-
teractions like resonance decays and rescatterings are taken into account. There are
two major conclusions from these previous studies: The treatment of the initial state
ﬂuctuations and the ﬁnal decoupling is of major importance for a sound interpretation
of the experimental data.
Unfortunately, all presently existing micro+macro approaches rely on a complete separa-
tion of the three main ingredients (initial conditions, hydrodynamic evolution, transport
calculation). Thus, it is impossible to compare the evolution of the system between
hydrodynamics and transport simulation directly and from the same initial conditions.
This may provide essential new insights into the role of viscosity and local equilibration.
In addition, the usual separation of the program code does not allow for a dynamical
coupling between hydrodynamics and transport calculation, which would be desirable
to consistently solve the freeze-out puzzle [And99, Mag99, Bug99, Bug03]. The main
part of this thesis covers a new hybrid approach that we have developed which tries to
resolve some of these problems.
3.3.3 Viscous Hydrodynamics
After the great success of ideal hydrodynamics to describe the diﬀerential elliptic ﬂow
data at RHIC, the next straight forward step is to allow for small deviations from the
equilibrium assumption. These deviations can be characterized by transport coeﬃcients,
bulk and shear viscosity and heat conductivity. The most important one for heavy ion
collisions seems to be the shear viscosity that measures the transfer of momentum trans-
verse to the ﬂuid velocity and is therefore related to the mean free path in the system.
There are diﬀerent attempts to calculate this coeﬃcient for quantum chromodynamics
in e.g. pQCD [Huo07, Xu08a, Xu08b], chiral perturbation theory [Chn07]. The most
famous result for the ratio between the shear viscosity and the entropy is the result that
has been calculated using the AdS/CFT correspondence, where a universal lower bound
for conformal ﬁeld theories as η/s = 1/4π [Pol01] has been found.
To quantify more precisely how far away the system is from local thermal equilibrium it is
necessary to develop viscous hydrodynamics codes. First results including shear viscosity
in 2+1 dimensions based on the Israel-Stewart equations that govern second order viscous
dynamics have been published recently [Hei06, Rom07, Son08, Luz08]. As an example,3.4 Transport Approaches 13
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Figure 3.5: PHOBOS [Alv07a] data on pT integrated v2 for charged particles in Au+Au
collisions at
√
s = 200 GeV, compared to the hydrodynamic model for various viscosity
ratios η/s. Error bars for PHOBOS data show 90% conﬁdence level systematic errors.
The ﬁgure has been taken from [Rom07].
Fig. 3.5 shows the centrality dependence of integrated elliptic ﬂow applying diﬀerent
values for the shear viscosity. There are many attempts to approaches to quantify
the deviation from local equilibrium of the matter created in heavy ion collisions also
employing transport approaches [Mol05, Koi07, Dum07, El08]. The inclusion of bulk
viscosity might be necessary when the system approaches the phase boundary between
QGP and hadron gas [Pae06, Tor08a, Den08, Tor08b].
3.4 Transport Approaches
Approaches that aim at the description of heavy ion reactions consistently from the ini-
tial state to the ﬁnal state are transport approaches based on relativistic transport theory
[Bay61, DeG80]. This microscopic description has been applied quite successfully to the
partonic as well as to the hadronic stage of the collision. At lower energies, there are
hadronic transport approaches based on quantum molecular dynamics (QMD), like e.g.
[Aic86, Hat89, Cas90, Aic91, St¨ o92, Kho92] partly including medium eﬀects or potential
interactions. Going to higher energies a full relativistic treatment is crucial and the
excitation of resonances and strings govern most of the dynamics without introducing
explicit quark and gluon degrees of freedom as in e.g. UrQMD [Bas98b, Ble99c], which14 3 Theoretical Approaches to Heavy Ion Collisions
will be explained in more detail in the next Chapter or other hadron-string transport ap-
proaches like FRITIOF [Ano83], VENUS [Wer93], HSD [Cas00], RQMD [Sor89], QGSM
[Ame90]. Other approaches treat only partonic degrees of freedom [Gei92, Mol05, Xu05]
or a combination of a hadronic and a partonic stage[Lin05, Cas08].
Unfortunately, most transport approaches are restricted to 2 → n scattering processes.
Thus, if the particle density increases it becomes questionable if a restriction to two-
particle interaction is still justiﬁed. While ﬁrst attempts to include multi-particle in-
teractions have been proposed [Xu05, Bar01, Lar07, Blb07, Blb08], this extension of
transport theory is still in its infancy. To explain hadronization and the phase transi-
tion between the hadronic and the partonic phase on a microscopic level is also one of the
main open issues that still has to be resolved. It is therefore diﬃcult to ﬁnd an appropri-
ate prescription of the phase transition in such a microscopic approach. First, however
promising attempts to solve the microscopic hadronization problem can be found in the
literature [Ano77, Els95, Bir99, Tra99, Hof00, Lin05]. In transport theory no assump-
tions about the equilibration of the matter are employed and one can get insights about
the microscopic processes that happen during the evolution. The hadronic transport ap-
proach that this work is based on is the Ultra-relativistic Quantum Molecular Dynamics
approach which will be described in more detail in the next Chapter.15
4 The Ultra-relativistic Quantum
Molecular Dynamics Model
In this Chapter the Ultra-relativistic Quantum Molecular Dynamics (UrQMD) approach
will be described in more detail. It is a hadronic transport approach which has been very
successfully applied to heavy ion reactions in the whole energy range from Elab = 100A
MeV to
√
sNN = 200 GeV. The main advantage of a transport approach is that no as-
sumptions about the equilibration of the matter are necessary and one generates the full
space-time dynamics for all the particles. We review here some general basics about the
Boltzmann equation and the speciﬁc eﬀective solution as it is implemented in UrQMD.
Then, we concentrate on recent developments and discuss results for multiplicities and
mean transverse momentum excitation functions in p-p and A-A collisions in the context
of the available data. In the last part of this Chapter predictions for the charged particle
multiplicities at LHC energies are presented.
4.1 The Boltzmann Equation
The modelling of the dynamical evolution of heavy ion reactions is essential to gain
further insights about the properties of the newly produced hot and dense QCD matter.
Transport theory aims at the description of all stages of the collision on the basis of an
eﬀective solution of the relativistic Boltzmann equation [DeG80]
p
    ∂ fi(x
ν,p
ν) = Ci . (4.1)
This equation describes the time evolution of the distribution functions for particle
species i and includes the full collision term on the right hand side. The interaction with
external potentials leads to an additional term on the left hand side. The inﬂuence of
potentials gets small at higher energies compared to the energy that is transferred by
collisions. Therefore, they are dropped in Eqn. 4.1 and are not further discussed here.
Usually, the collision kernel is truncated on the level of binary collisions and 2 → n
processes to keep the calculation numerically tractable. This microscopic approach has
the advantage that it is applicable to non-equilibrium situations and the full phase
space information is available at all stages of the heavy ion reaction. The restriction to
binary collisions assumes large mean free paths of the particles. Between interactions
the particle trajectories are given by straight line trajectories and particles are assumed16 4 The Ultra-relativistic Quantum Molecular Dynamics Model
to be in asymptotic states between the collisions (no “memory eﬀect”).
In principle, there are diﬀerent possibilities how to implement a transport approach.
Either a test-particle method can be used (as used in e.g. HSD) or real particles are
propagated event by event. Both techniques have advantages and disadvantages and we
discuss here the molecular dynamics method as it is applied in UrQMD.
4.2 Basic processes in UrQMD
The Ultra-relativistic Quantum Molecular Dynamics model (UrQMD) [Ble99c, Bas98b,
Pet08a] is a microscopic many body approach and can be applied to study hadron-
hadron, hadron-nucleus and heavy ion reactions from Elab = 100A MeV to
√
sNN = 200
GeV. This non-equilibrium transport approach constitutes an eﬀective solution of the
relativistic Boltzmann equation (see Eqn. 4.1). The underlying degrees of freedom are
hadrons and strings that are excited in high energetic binary collisions.
The projectile and target nuclei are initialised according to a Woods-Saxon proﬁle in
coordinate space and Fermi momenta are assigned randomly for each nucleon in the rest
frame of the corresponding nucleus. The hadrons are propagated on straight lines until
the collision criterium is fulﬁlled. If the covariant relative distance dtrans between two
particles gets smaller than a critical distance that is given by the corresponding total
cross section a collision takes place,
dtrans ≤ d0 =
 
σtot
π
, σtot = σ(
√
s,type). (4.2)
Each collision process is calculated in the rest frame of the binary collision. The ref-
erence frame that is used for the time ordering of the collisions and later on also for
the switchings to and from the hydrodynamic phase is the equal speed-system of the
nucleus-nucleus collision (for symmetric systems the equal speed system is identical to
the center of mass system).
In UrQMD 55 baryon and 32 meson species, ground state particles and all resonances
with masses up to 2.25 GeV, are implemented with their speciﬁc properties and inter-
action cross sections. In addition, full particle-antiparticle symmetry is applied. Isospin
symmetry is assumed and only ﬂavour-SU(3) states are taken into account. The ele-
mentary cross sections are calculated by detailed balance or the additive quark model or
are ﬁtted and parametrized according to the available experimental data. For resonance
excitations and decays the Breit-Wigner formalism, utilizing their vacuum properties is
employed.
Towards higher energies, the treatment of sub-hadronic degrees of freedom is of major
importance. In the present model, these degrees of freedom enter via the introduction
of a formation time for hadrons produced in the fragmentation of strings [Ano86, Nil87,
Sjo94]. String excitation and fragmentation is treated according to the Lund model. For4.2 Basic processes in UrQMD 17
hard collisions with large momentum transfer (Q > 1.5 GeV) PYTHIA is used for the
calculation. A phase transition to a quark-gluon state is not incorporated explicitly into
the model dynamics. Let us shortly review the major physics questions and topics in
which UrQMD has been used in the past:
• The thermal properties of the UrQMD model have been investigated. It was shown
that a detailed analysis of the model in equilibrium yields an eﬀective equation of
state of Hagedorn type [Bel98, Brv99]. Further studies involve the exploration of
the systems evolution in the QCD phase diagram and the equilibation time scales
of QCD matter. This includes also studies on the active degrees of freedom and the
relation between pressure and energy density (equation of state) [Bas98a, Brv98,
Bel98, Web98, Brv99, Brv99, Brv01, Brv00, Foc06].
• The UrQMD transport model has been successfully used to predict and inter-
prete experimental data at various energies and for a multitude of observables
and reaction systems, e.g. hadron yields, transverse and longitudinal spectra
[Bas99d, Ble00a, Brt04],
• strangeness production, multi-strange baryons and antiprotons [Ble99a, Sof99a,
Ble00d, Ble00e, Brt04],
• hadron resonance production e.g. K∗,ρ,Λ∗,∆ [Ble02c, Ble03, Ble04, Vog06a, Vog06b,
Vog08a],
• radial, directed and elliptic ﬂow [Ble99b, Sof99b, Ble02a, Ble05, Zhu05, Zhu06a,
Zhu06b, Zhu:2006c, Lu06, Pet06a, Pet06b, Pet06c, Pet07, Vog07],
• event-by-event ﬂuctuations [Ble98a, Ble98b, Ble00b, Ble00c, Koh02, Jeo06, Has06,
Kon06, Has07, Lun07],
• particle correlations and HBT [Mon99, Li06c, Li07a, Li07b, Li08a, Li08c],
• real photon and dilepton production [Ern98, Dum98, Won01, Scu06, Vog08b],
• Drell-Yan, charm, D-mesons and J/Ψ production and dynamics [Spi98b, Spi98c,
Spi99a, Spi98d, Spi99b, Spi99c, Rei03, Zhu07] and
• studies at low beam energies to explore potential eﬀects and isospin asymmetries
[Li05a, Li05b, Li06a, Li06b].
Furthermore, the UrQMD model has been used within various hybrid model studies
ranging from air shower simulations [Dre03, Dre04] to hybrid models for relativistic
heavy ion reactions. Most noteworthy are the pioneering studies related to a coupling
between UrQMD and hydrodynamics, see e.g. [Dum99, Bas99b, Bas99c, Bas00, Sof01,
Sof02, Ble02b, Zee04, Non06, Non07, Ste08a].18 4 The Ultra-relativistic Quantum Molecular Dynamics Model
4.3 Recent Development
4.3.1 Inclusion of Pythia
To employ the UrQMD transport approach at higher energies (above
√
sNN ∼ = 10 GeV) it
is important to treat the initial hard collisions carefully. Therefore, we have implemented
the latest version (6.409) of Pythia [Sjo06] to perform those hard collisions instead of
the normal UrQMD string excitation and fragmentation routine. Note that Pythia 6.4
is technically not anymore the latest version since there is a new C++ implementation
(current version 8.1). However, Pythia 6.4 is the latest stable and full-featured Fortran
implementation, which is still considered to be the benchmark for the physics processes.
The minimal center of mass energy in the individual two particle reactions for a Pythia
call is
√
smin = 10 GeV (applicability limit of Pythia). Hard collisions are deﬁned as
collisions with momentum transfer Q > 1.5 GeV. The transition between the low energy
string routine and Pythia is smooth and given by the probability distribution for hard
scatterings determined from Pythia. The standard low energy string routine is called to
perform the string excitation and fragmentation calculation for soft collisions only.
Leading particles produced by Pythia strings are treated in analogy to the leading parti-
cles created in the standard UrQMD string fragmentation procedure. Leading particles
are the particles that contain the quarks or diquarks of the original hadrons. Those
leading particles are allowed to interact with a fraction of one third, two third (for di-
quarks) or a half (for mesons) of their normal cross section during their formation time
of ∼ 1fm/c, while all the other newly produced particles do not interact until they are
fully formed. To account for coherence eﬀects the cross sections for leading particles
from Pythia are additionally suppressed by a factor 0.4.
4.3.2 Treatment of High Mass Resonances
In the previous version UrQMD-1.3p1 the resonances with masses up to 2.2 GeV are
included with all their vacuum properties and decay dynamics. For processes at higher
energies string excitation and fragmentation dominates the interaction in UrQMD-1.3p1.
Since the angular distributions of the particles produced by strings are forward-backward
peaked the resulting mean transverse momenta were found to be too low compared to
experimental data. To reproduce the experimentally measured high  pT  values a mod-
iﬁed treatment of high mass resonances similar to RQMD is introduced. This modiﬁed
treatment of meson-baryon interactions in the intermediate energy regime is described
in the following.
A continuous spectrum of high mass resonance states is included in the energy regime
between
√
scoll = 1.67 GeV and
√
scoll = 3 GeV for meson-baryon reactions. These
particle excitations are treated as pseudo-resonances instead of strings. Below
√
scoll =
1.67 GeV normal resonance excitation takes place. Above
√
scoll = 3 GeV the standard4.4 UrQMD-2.3 Results for p+p and A+A Collisions 19
UrQMD string fragmentation is called. The properties for the unknown resonances are
extrapolated from the in mass closest known resonance of same type.
To ﬁx the strangeness production in the decay process of these new resonance states
which was reduced because of the new production of high mass resonances instead of
strings, the branching ratios of high lying resonances are changed to the corresponding
branching ratios obtained from string decays of the same mass. Further adjustments
are made to keep the particle properties in line with the Particle Data Book 2006. All
branching ratios and other resonance properties are within the limits of the Particle
Data Book 2006.
4.3.3 Other Important Changes
The following list contains the most important smaller changes that have been imple-
mented:
• New Regge-parametrisations for total and elastic cross-sections at high energies
are implemented for all the elementary reactions for which they are available.
• The mass distribution of the nucleon resonances N∗ has been ﬁxed via inclusion
of the ∆ resonances.
• Adjustment of the Ξ and Ω production rates in p-p-collisions to newly available
data via a change of the double strange diquark suppression factor.
• The single strange diquark suppression factor is set to 0.5 to reproduce the mea-
sured ¯ Λ production in p-p collisions.
• A new subroutine which provides a faster initialization that is needed for cosmic
air shower simulations is introduced.
• Changes that need to be made to run UrQMD at LHC energies have been studied.
The necessary adjustments are described in detail in the User Guide, but are not
implemented in the default version UrQMD-2.3.
4.4 UrQMD-2.3 Results for p+p and A+A Collisions
In this Section the results of the new version UrQMD-2.3 are compared to the cal-
culations using UrQMD-1.3p1 in the context of the available experimental data. We
have concentrated on bulk observables like multiplicities and mean transverse momenta
to demonstrate the major diﬀerences. Here we refrain from explaining all the details
of the shown ﬁgures, but concentrate on the eﬀects of the changes that are described
above. The full/dotted lines refer always to the UrQMD-2.3 (shown as full lines) and
UrQMD-1.3p1 (shown as dotted lines) results, while experimental data are depicted as
symbols.20 4 The Ultra-relativistic Quantum Molecular Dynamics Model
First, the excitation functions of the total multiplicities and the mean transverse momen-
tum for elementary p-p collisions are shown. Only inelastic p-p collisions are taken into
account, so there is particle production usually from one hard interaction. Comparing
the calculations to experimental data for p-p collisions is very useful to ﬁx the param-
eters that are introduced in the strang fragmentation formalism as e.g the strangeness
suppression factors that are necessary according to the Schwinger picture. A good agree-
ment to the data from elementary collisions is necessary for all further studies of heavy
ion ractions.
In Fig. 4.1 an enhanced production of pions, kaons and antiprotons due the implemen-
tation of Pythia is visible for energies above
√
sNN   50 GeV. In general, the particle
production increases with increasing beam energy for all particle species. Only the pro-
ton yield stays constant because the protons already exist in the beginning. In most
cases only one of the initial protons gets excited and the other proton just scatters oﬀ.
The ¯ Λ yield is reduced in UrQMD-2.3 and has been adjusted by the single strange di-
quark suppression factor. The Ω yield is increased in UrQMD-2.3 and was adjusted by
a change of the double strange diquark suppression factor. Preliminary NA49 data for
Ξ and Ω production in p-p was used to adjust the multiplicities.
Fig. 4.2 shows the  pT  of produced particles in p-p collisions. The mean transverse
momentum measures the transverse energy that is transferred to the particles because of
the collision. There is a steep raise as a function of energy leading to a almost constant
value speciﬁc for the particle species. For baryons the mean transverse momentum is
around 600 MeV while for mesons it is slightly lower (300− 450 MeV) due to the lower
mass of pions and kaons. The inclusion of pQCD hard scatterings in UrQMD-2.3 leads to
a slight increase of the  pT  at higher energies compared to UrQMD-1.3p1. Especially the
mean transverse momentum of kaons is now in better agreement with the experimental
data at RHIC energies.
In the following the explanation of the changes on the results for heavy ion collisions
(Au+Au/Pb+Pb) are given. All the calculations have been performed for central colli-
sions (b < 3.4 fm).
Fig. 4.3 shows the excitation function of 4π multiplicities for diﬀerent particle species.
Again the particle production increases as it is expected with e=increasing beam energy
except for the protons that are already existent in the initial state. The overall agreement
between the UrQMD-2.3 calculation and the experimental data is very good for pions,
kaons and lambdas. The yields of the (multi-)strange baryons has changed because of
the new treatment of high mass resonances and the adjustments of the strangeness sup-
pression factors. The multiplicities of multistrange hyperons is still underestimated by
the transport approach due to a lack of thermalization of strangeness. The threshold
energy to produce Ξ’s and Ω’s is quite high in resonance exciations and string fragmenta-
tions. The same eﬀect is also visible for the yields at midrapidity that are shown in Fig.
4.4. In this case, also expermintal data points for protons and antiprotons are available
and the UrQMD calculations are in reasonable agreement over the whole energy regime.
The decrease that can be observed in the Λ yield at midrapidity is due to the fact that4.4 UrQMD-2.3 Results for p+p and A+A Collisions 21
the Λ production follows the net proton distribution.
In Figs. 4.5 and 4.6 the excitation functions of the mean transverse momentum and
mean transverse mass for diﬀerent particle species are shown. The new calculations with
UrQMD-2.3 generally result in an increase in transverse momentum, resulting in a better
description of the experimental data. This increase is due to the modiﬁed treatment of
the high mass resonances that decay isotropically. The mean transverse momentum is
a measure of the energy deposition during the heavy ion reaction. It reﬂects how much
momentum is transferred from the longitudinal to the transverse direction. Furthermore,
it is sensitive to the radial expansion dynamics and the pressure gradients that develop
in the course of the evolution. A more detailed discussion of the mean transverse mass
excitation function can be found in Chapter 11.22 4 The Ultra-relativistic Quantum Molecular Dynamics Model
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Figure 4.1: Excitation function of particle multiplicities (4π) in inelastic p-p collisions
from Elab = 2 AGeV to
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sNN = 200 GeV. UrQMD-2.3 calculations are depicted with full
lines, while UrQMD-1.3p1 calculations are depicted with dotted lines. The corresponding
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Figure 4.2: Excitation function of  pT  values for diﬀerent particle species at midra-
pidity (|y| < 0.5) in inelastic p-p collisions from Elab = 2 AGeV to
√
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GeV. UrQMD-2.3 calculations are depicted with full lines, while UrQMD-1.3p1 calcula-
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Figure 4.3: Excitation function of particle multiplicities (4π) in Au+Au/Pb+Pb colli-
sions from Elab = 2 AGeV to
√
sNN = 200 GeV. UrQMD-2.3 calculations are depicted
with full lines, while UrQMD-1.3p1 calculations are depicted with dotted lines. The
corresponding data from diﬀerent experiments [Kla03, Pin02, Chu03, Alt08a, Afa02a,
Anc04a, Ric05, Mit06, Alt08c, Blm05, Afa02b, Alt05a] are depicted with symbols.4.4 UrQMD-2.3 Results for p+p and A+A Collisions 25
2 5 10
1
2 5 10
2
2
Ecm (GeV)
10
-1
2
5
10
0
2
5
10
1
2
5
10
2
2
5
10
3
d
N
/
d
y
|
y
=
0
0/100
-/10
+
2 5 10
1
2 5 10
2
2
Ecm (GeV)
10
-1
2
5
10
0
2
5
10
1
2
5
10
2
2
K
-
K
+
2 5 10
1
2 5 10
2
2
Ecm (GeV)
10
-3
10
-2
10
-1
10
0
10
1
10
2
ap
p
2 5 10
1
2 5 10
2
2
Ecm (GeV)
10
-1
2
5
10
0
2
5
10
1
2
d
N
/
d
y
|
y
=
0
a +a
0
+
0
2 5 10
1
2 5 10
2
2
Ecm (GeV)
10
-3
2
5
10
-2
2
5
10
-1
2
5
10
0
2
5
UrQMD u2.3 vs. u1.3p1, Au+Au(Pb+Pb)
+
-
2 5 10
1
2 5 10
2
2
Ecm (GeV)
10
-3
2
5
10
-2
2
5
10
-1
2
5
10
0
2
+
-
Figure 4.4: Excitation function of particle yields at midrapidity (|y| < 0.5) in
Au+Au/Pb+Pb collisions from Elab = 2 AGeV to
√
sNN = 200 GeV. UrQMD-2.3 cal-
culations are depicted with full lines, while UrQMD-1.3p1 calculations are depicted with
dotted lines. The corresponding data from diﬀerent experiments [Ahl00a, Kla03, Afa02a,
Adc04, Lee04, Ahl00b, Ant99, Oue03, Ahm96, Mit06, Alt08c, Alt05a, Mis02, Ads04] are
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Figure 4.5: Excitation function of  pT  values for diﬀerent particle species at midra-
pidity (|y| < 0.5) in Au+Au/Pb+Pb collisions from Elab = 2 AGeV to
√
sNN = 200
GeV. UrQMD-2.3 calculations are depicted with full lines, while UrQMD-1.3p1 calcula-
tions are depicted with dotted lines. The corresponding data from diﬀerent experiments
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Figure 4.6: Excitation function of  mT −m0 values for diﬀerent particle species at midra-
pidity (|y| < 0.5) in Au+Au/Pb+Pb collisions from Elab = 2 AGeV to
√
sNN = 200
GeV. UrQMD-2.3 calculations are depicted with full lines, while UrQMD-1.3p1 calcula-
tions are depicted with dotted lines. The corresponding data from diﬀerent experiments
[Ahl00a, Ahl00b, Afa02a, Anc04b, Ric05, Alt08a, Mit06, Alt08c, Afa03, Ver99, Anc04a,
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Apart from the success of transport simulations to describe spectra and yields certain
problems remain:
• Elliptic ﬂow values above SPS energies are too small [Ble02a, Pet06a],
• HBT radii hint to a very small Ro/Rs ratio [Kni06, Li08a],
• Strangeness, especially multi-strange baryons are not produced in suﬃcient amounts
[Sof99a].
These observables that are sensitive to the early stage of the collision (pressure) or to the
approach of thermal and chemical equilibrium during the collision history hint to the fact
that a purely hadronic transport model may not be suﬃcient to describe the dynamics
of the hot and dense stage of heavy ion reactions at higher energies [Ble02a, Mol04,
Hei02, Pet06a, Li08a]. Therefore, these observations exemplify the need to embed a full
three-dimensional relativistic ﬂuid dynamics description for these stages of the reaction
as it has been done in this work and is described in Chapter 6.
4.5 LHC Predictions
In this Section predictions for the charged particle multiplicities in p-p and Pb+Pb
collisions at the Large hadron collider (LHC) are presented based on [Mit08].
High energy nucleon-nucleon and nucleus-nucleus collisions are an excellent tool to study
nuclear matter under extreme conditions of temperature and density. First day observ-
able is the abundance of charged particles in elementary (anti-)proton-proton collisions
and in heavy-ion collisions. This allows for a ﬁrst exploration of parton densities in the
early stage and provides stringent limits for nearly all available theoretical models. It
directly reﬂects how much of the initial beam energy can be converted to new particles
and it is therefore directly linked to the stopping mechanism of the initial protons and
nucleons. Thus, the particle multiplicity contains information about the entropy of the
system and the gluon density in the ﬁrst stage of the collision. In nucleus-nucleus col-
lisions more particles are produced compared to nucleon-nucleon collisions. By scaling
the produced particle multiplicity in Pb+Pb/Au+Au collisions by Npart (the number of
participating nucleons) it can be tested whether nucleus-nucleus collisions are just a sum
of nucleon-nucleon collisions or if a more collective type of physics is taking place. The
RMS-width of the charged particle pseudorapidity distribution gives information about
the longitudinal expansion of the system. Starting from a model benchmark in compar-
ison to data from SPS, RHIC and Tevatron, we proceed to a prediction for the charged
particle density expected at LHC energies. In the present calculation the microscopic
transport model Ultra-relativistic Quantum Molecular Dynamics (UrQMD) in version
2.3 has been used that has been described in detail in the previous Sections.
Let us start by setting the stage for further investigations by comparing UrQMD calcu-
lations with measurements performed in p+¯ p and Pb+Pb/Au+Au collisions from 17.3
GeV at the CERN-SPS to 1.8 TeV at Fermilab. This systematic comparison sets the4.5 LHC Predictions 29
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Figure 4.7: Pseudorapidity distribution of charged particles in inelastic minimum bias
p+p collisions from top SPS energies to the highest RHIC energies predicted by UrQMD
(a). The pseudorapidity distribution of charged particles in inelastic minimum bias
p+¯ p collisions measured by the UA1 collaboration [Aro83] (b). The closed symbols
indicate measured points, whereas the open points are reﬂected with respect to mid-
pseudorapidity. The solid line represents calculations from UrQMD, in inelastic mini-
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foundation for the following predictions for p+p and Pb+Pb collisions at LHC energies.
Fig. 4.7 (a) shows the dNch/dη distribution (η being the pseudorapidity) for charged
particles in inelastic 1 minimum bias p+p collisions from top SPS to top RHIC energies
predicted from UrQMD. Fig. 4.7 (b) presents measurements performed by the UA1
collaboration [Aro83] for inelastic minimum bias p+¯ p collisions at 540 GeV. The closed
points show the measured region in η, whereas the open points are the reﬂected points at
η = 0. With increasing energy the leading hadron eﬀect becomes more visible and from
the gap between the humps the strength of the stopping eﬀect is visible. The system
is becoming more transparent at higher energies which is reﬂected in the change of the
pseudorapidity distribution from a Gaussian to a double Gaussian shape [Bjo83, Lan53].
The same structure is also visible for the charged particle pseudorapidity distribution in
inelastic minimum bias p+¯ p collisions at
√
s = 53, 200, 546 and 900 GeV measured by
the UA5 collaboration [Aln87] (see Fig. 4.8 (a)) and the P238 [Har97] and CDF [Abe90]
collaboration in inelastic minimum bias p+¯ p collisions at 630 GeV and 1.8 TeV collision
energy (see Fig. 4.8 (b)). A diﬀerence is observed between the experiments P238 and
CDF at 630 GeV collision energy. At ﬁrst glance it seems that a discrepancy between
the measurements of UA1 and UA5 at 540 GeV and 546 GeV exists. However, in [Aro83]
the authors assure the reader that both experiments agree within the error, therefore we
refrain from discussing possible reasons for the apparent discrepancies.
The solid lines in Figs. 4.7 and 4.8 represent calculations from UrQMD in inelastic
minimum bias p+¯ p collisions. Unfortunately, no measurements of charged particle pseu-
dorapidity distributions were performed for inelastic minimum bias p+p collisions at
SPS (17.3 GeV) and RHIC energies to complete the overall picture (note however, that
pion distributions at SPS and RHIC are well described by the present model [Pet08a]).
Comparing UrQMD to the measurements from the UA1 (see Fig. 4.7 (b)) and UA5
(see Fig. 4.8 (a)) the model describes the UA1 data on a level of ≈ 20% and the UA5
data within 5% accuracy. Moving to higher energies UrQMD describes the measured
peseudorapidity distribution performed by P238 (see Fig. 4.8 (b)) at 630 GeV quite well.
Comparing UrQMD to the measurements from CDF at 630 GeV it agrees on a level of
≈ 25%. Also here, the reader should notice the diﬀerence in the measurements between
P238 and CDF at 630 GeV. For the measurements at 1.8 TeV the deviation is on the
level of less than 10 %.
Moving on to nucleus-nucleus reactions, Fig. 4.9 shows the dNπ−/dy and dNch/dη distri-
bution in Pb+Pb and Au+Au collisions for diﬀerent experiments and energies from SPS
to RHIC energies. Fig. 4.9 (a) presents the dN/dy distribution of negatively charged
pions measured by the NA49 collaboration [Afa02a, Alt08a] from 6.3 to 17.3 GeV (7%
most central collisions for 6.3 - 12.3 GeV, 5% most central collisions for 17.3 GeV) center-
of-mass energy. It is visible that UrQMD overpredicts the measurements at mid-rapidity
by ≈ 5% except for the ones at 17.3 GeV collision energy. Going to the higher RHIC
energies (Fig. 4.9 (b)) we compare to the measurements from the PHOBOS collaboration
[Alv07b, Bac06, Bac03]. It is visible that the multiplicity increases with collision energy
1In UrQMD an inelastic collision is deﬁned when at least one particle is created.4.5 LHC Predictions 31
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in relativistic heavy ion collisions from AGS to RHIC energies [Vid95, Bac01, App99,
Bea04, Blm07]. The black line represents the prediction made by UrQMD from low AGS
to LHC energies. The dotted line represents calculations from a color glass condensate
model [Meh08].
from 19.6 to 200 GeV (6% most central collisions). Furthermore the shape of the spectra
is also changing as already seen for p+p collisions due to the fact that the the colliding
nuclei become increasingly transparent [Bjo83, Lan53]. This is reﬂected in the UrQMD
prediction where the shape of the spectra is also changing with energy. UrQMD slightly
(20%) overpredicts the measurements around mid-pseudorapidity at 62.4 GeV and 130
GeV.
A crucial point for particle production in A+A reactions is how much of the initial
longitudinal motion is transformed to particles and transverse expansion. This is best
characterized by an investigation of the energy (rapidity) loss of the initial nucleons.
New measurements at SPS energies (20A - 80A GeV) [Blm07] combined with previ-
ously published results from AGS to RHIC energies [Vid95, Bac01, App99, Bea04] are
available to test the predictions performed by the UrQMD model. Fig. 4.10 depicts the34 4 The Ultra-relativistic Quantum Molecular Dynamics Model
energy evolution of the relative rapidity loss of the incoming nucleons in Au+Au/Pb+Pb
reactions up to LHC energies. The net-baryon distribution (dNB− ¯ B/dy) is made by us-
ing the calculated rapidity spectra for p, ¯ p, n, ¯ n, Λ, Σ±, Σ0, Ξ−, Ξ0 and Ω− and their
anti-particles respectively. From the net-baryon distribution an average rapidity shift
 δy  can be calculated as follows:
 δy  = yp −
2
 Npart 
∞  
0
y
dNB− ¯ B
dy
dy, (4.3)
where yp is the projectile rapidity and  Npart  the number of participating nucleons. It
is clearly visible in the data that  δy /yp decreases from ≈ 0.6 at AGS energies to 0.4 at
top RHIC energies which indicates that the relative baryon stopping is slightly weaker
at RHIC energies as compared to lower AGS and SPS energies. The same trend is also
observed in UrQMD 2 (black line in Fig. 4.10) where the absolute stopping follows the
trend going from AGS to LHC energies. Another approach is also shown in Fig. 4.10
from a color glass condensate model [Meh08] (dotted line). In this model the authors are
using the rapidity distribution of net protons (p − ¯ p) in central heavy-ion collisions as a
testing ground for saturation physics and that the valance quark parton distribution is
well known at large x, which corresponds to the forward and backward rapidity region.
From these studies of the energy deposition (stopping) and particle production, we
conclude that UrQMD has a valid basis for further extrapolations in energy and allows
us to make predictions for LHC energies.
The predictions for the charged particle pseudorapidity distributions at LHC energies
are shown in Fig 4.11 (a) for inelastic minimum bias p+p collisions at 5.5, 10 and 14
TeV and for the 5% most central ( Npart  = 383) Pb+Pb collisions at 5.5 TeV (b) (solid
line).
There are two complementary production mechanisms at LHC energies: hard parton-
parton scattering and soft processes. Particles produced in hard scatterings are usu-
ally created in primary collisions and are centered in a narrow region around mid-
pseudorapidity (seen in dotted line in Fig. 4.11 (b)), whereas soft produced particles
are distributed over the full pseudorapidity range (see dashed line in Fig. 4.11 (b)).
At LHC energies both mechanisms play an important role so that the pseudorapidiy
distribution of charged particles shown in Fig 4.11 (b) (solid line) is the sum of both
processes.
Fig. 4.12 (a) shows the measured number of charged particles at mid-pseudorapidity
(
dNch
dη |η/y=0) as a function of
√
sNN for p+¯ p (circles) [Aro83, Aln87, Abe90] and Pb+Pb/
Au+Au (squares) [Afa02a, Alt08a, Abr02, Alv07b, Bac03, Bac06, Bea01] collisions 3. It
is clearly visible that in A+A collisions Nch scales linearly with the center-of-mass energy.
2The diﬀerence to previous UrQMD versions are due to implementation of PYTHIA for p+p collisions
and the resulting change in the string fragmentation function.
3Note that the number of charged particles for NA49 is calculated by adding the midrapidity yields
of π−, π+, K− and K+.4.5 LHC Predictions 35
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Figure 4.11: Prediction of the charged multiplicity pseudorapidity distribution for in-
elastic minimum bias p+p collision from
√
sNN = 5.5 to 14 TeV (a) and Pb+Pb collisions
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Figure 4.13: Comparison of the predicted pseudorapidity distribution of charged par-
ticles (a) and the charged particle multiplicity at mid-pseudorapidity (b) from UrQMD
and predictions from various other models [Arm08].4.5 LHC Predictions 37
The diﬀerence in scaling with Npart between p+¯ p/p+p and Pb+Pb/Au+Au collisions
increases with increasing center-of-mass energy. A simple approach to extrapolate the
number of charged particles in Pb+Pb collisions was suggested in [Arm08] by using a
ﬁt function (
dNch
dη |η/y=0 = 0.5+0.39 ln(s)). It is visible that the ﬁt function and UrQMD
agree until top RHIC energies. At higher energies UrQMD predicts a higher multiplicity
in central Pb+Pb collisions, especially for top LHC energies as compared to the simple
extrapolation. The reason for the increasing numbers of the multiplicity is the increase
of hard collisions at LHC energies. When not taking hard collisions into account (see
Fig. 4.12 (a)) by switching oﬀ PYTHIA and just allow UrQMD to have soft particle
production, UrQMD would follow the simple linear ﬁt function. If the LHC data fall on
the dotted line, hard collisions are either absent at LHC or saturation eﬀects do eﬀec-
tively suppress a large part of the particle production. UrQMD not only describes the
multiplicity and trend in p+¯ p/p+p collisions (dashed line) but also in Pb+Pb/Au+Au
collision (solid line). Furthermore in UrQMD, if going to LHC energies, the diﬀerence
between p+p and Pb+Pb collisions becomes larger.
The RMS-width 4 is calculated by ﬁtting the measured pseudorapidity distribution of
charged particles from UA1, UA5, P238 and CDF experiments for p+¯ p NA50 and PHO-
BOS for Pb+Pb/AuAu collisions by a double Gaussian 5 (see Fig. 4.12 (b)). An increase
of the RMS-width is observed for p+¯ p and Pb+Pb/Au+Au collisions with the center-
of-mass energy. The dependence is linear for p+¯ p and Pb+Pb/Au+Au collisions. In
the data, no diﬀerence between the RMS-width in p+¯ p and Pb+Pb/Au+Au is visible.
UrQMD shows a slight diﬀerence between the RMS-width for p+¯ p and Pb+Pb/Au+Au
collisions.
To have an overall picture how the presented prediction of UrQMD compares to other
approaches Fig. 4.13 depicts the compiled results from other model predictions. Fig. 4.13
(a) shows the predicted pseudorapidity distributions of charged particles from vari-
ous models [Arm08] in comparison to UrQMD. It is visible that all transport models
(hadronic/partonic), including UrQMD, can be put together in one group by predict-
ing a similar shape and multiplicity. The second group are saturation models which
in general predict a lower multiplicity (also seen in [Arm00]). This is also visible in
Fig. 4.13 (b) where the energy dependence of predicted charged particle multiplicity at
mid-pseudorapidity is shown. At ﬁrst glance it seems that the data would follow more
the trend of a straight line but the major part of the models including UrQMD do not
favour this trend (also seen in [Sar06]).
4RMS =
 
(η2
0 + σ2)
5Where double Gaussian means that we parametrized the pseudorapidity distribution by the sum
of two Gauss distributions placed symmetrically with respect to mid-pseudorapidity and deﬁned as
follows: dN/dη = N (e
−
η−η0
2σ2 + e
−
η+η0
2σ2 ), where η0 is the mean and σ2 the variance of the distribution.38 4 The Ultra-relativistic Quantum Molecular Dynamics Model39
5 Thermodynamic Quantities in a
Transport Approach
To learn more about the time dependence of the thermodynamic properties of the matter
created in a heavy ion collision it is useful to extract quantities like energy and particle
densities or temperatures and baryo-chemical potentials from a microscopic transport
approach. The most recent studies about equilibration times, EoS and phase diagram
trajectoreis in microscopic approaches can be found in [Brv08]. In this work we concen-
trate on the calculation of the net baryon (or particle) density.
5.1 Baryon Density
The follwing procedure to calculate the net baryon density has been introduced in
[Vog08b] to explore from which densities dileptons from ρ decays are emitted.
The local baryon density at a space point i is the zeroth component of the baryon four-
current j  = (ρB,  j). The local rest frame (RF) baryon density at this space point is
deﬁned in the frame where the three-current vanishes, j
 
RF = (ρB,RF,  jRF), with  jRF = 0.
This deﬁnition is known as the Eckart frame. Other deﬁnitions are possible, e.g. in the
Landau frame, the energy-momentum tensor is at rest while a baryon three-current
might still be present. We believe however, that the Eckart frame deﬁnition captures
the relevant physics at the energy regime under investigation.
In the context of the UrQMD model quantities are (per default) calculated in the com-
putational frame (CF) which is (for symmetric systems) the center-of-mass frame of
the whole heavy ion collision. In the computational frame one is only able to evalu-
ate j
 
CF = (ρB,CF,  jCF) where ρB,CF = N/V is the baryon density (N denoting baryon
number in the volume, V being the small local volume around the position i) and
  jCF = ρB,CF   β. In the limit of an inﬁnitely small volume, the density ρB,CF is a sum of
Gaussians at position i:
ρCF(  ri) =
 N
j=1
 
1 √
2πσ
 3
γz e
„
−
(x−x0)2+(y−y0)2+(z−z0)2γ2
z
2σ2
«
=
 N
j=1Pj (5.1)
i.e., a three-dimensional in z-direction contracted and normalised Gaussian with γz =
1/
 
1 − β2
z being the Lorentz factor for the particle under consideration. More informa-
tion about the Lorentz contraction of three-dimensional Gaussian distributions can be40 5 Thermodynamic Quantities in a Transport Approach
found in Appendix A. The normalisation is diﬀerent for individual particles due to the
diﬀerent γ factors. The nominal width of the Gaussian is in this case σ = 1.5 fm. The
particle that deﬁnes position i has to be included in the sum because one is interested
in the baryon density in the local rest frame of the cell and not in the density around a
particle in its rest frame.
The velocity of the cell is computed with the same Gaussians as used for the density cal-
culation as weighting functions. Therefore, the velocity of the cell in the computational
frame is:
  βCF =
 N
j=1
 
  pj
Ej
 
  Pj
 N
j=1 Pj
The last step is to perform a general Lorentz boost of the four-vector j
 
CF into the local
rest frame of the cell. I.e. a Lorentz transformation with the velocity of the cell   βCF.
The transformation matrix is the following:






γ −βxγ −βyγ −βzγ
−βxγ 1 + (γ − 1)
β2
x
β2 (γ − 1)
βxβy
β2 (γ − 1)
βxβz
β2
−βyγ (γ − 1)
βyβx
β2 1 + (γ − 1)
β2
y
β2 (γ − 1)
βyβz
β2
−βzγ (γ − 1)
βzβx
β2 (γ − 1)
βzβy
β2 1 + (γ − 1)
β2
z
β2






with β2 = β2
x +β2
y +β2
z and γ = 1/
 
1 − β2. The zero-component of the transformed j 
four-vector is the local rest frame baryon density we are interested in.
In the default setup of UrQMD the net baryon density is calculated after a collision or
a decay has occured when the outgoing state is checkes for Pauli blocking. The collision
has been performed and the arrays are already newly ﬁlled and sorted at this point of
the program. One calculates the density always at a position where something (collision,
decay,...) has happened. This procedure triggers on higher densities than one would
get for an arbitrary grid point. The particle information is given in the computational
frame which has the advantage that everything is at the same time.
There is still one problem left: Usually this kind of density is deﬁned as the density of
an equilibrated system, but in our calculation we take all particles into account. If one
wants only particles which are in a given rapidity bin near the cell one has to invent
a complicated self-consistent iteration because one does not know the cell velocity in
advance. An alternative idea that did not work out to calculate the particle densities in
the local rest frame of the individual particleis presented in Appendix B.
5.1.1 Baryon vs. Quark Density
At low energies and for any hydrodynamical purposes it is necessary to calculate the net
baryon density (ρB). The baryon density can be normalized to the nuclear ground state
density ρ0 = 0.16
1
fm3 . The way of calculating the density does not depend on the type5.1 Baryon Density 41
of density we want to calculate. We only have to take into account the right particle
types with the right weighting. For the baryon density baryons have to be added and
antibaryons subtracted. For the velocity calculation the antibaryons have to be counted
as baryons with negative velocity, i.e. with a minus sign.
At higher energies the produced matter becomes meson dominated in the interesting
regime near midrapidity. Therefore, it is useful to have also the choice to calculate
the quark density (ρq+¯ q). For this purpose one has to count anti/-baryons three times
and mesons two times. This has to be respected also in the velocity calculation. The
picture to have in mind is that a (anti-)baryon consists of three particles while a meson
consists of two particles which have to be counted at the same location and with the
same velocity by chance. For concrete calculations one just has to put a factor 3 or 2
in front of the gaussian for the density sum as well as for the weighting function for the
velocity calculation. In this manner, we are now able to calculate any kind of number
density, e.g. also a particle density where each hadron is counted as 1.
5.1.2 Time Evolution of the Baryon/Quark Density
To document the four-current-method the time evolution of the quark/baryon density at
diﬀerent energies from Elab = 2A GeV to
√
sNN = 200A GeV is shown. All calculations
are performed for the most central collisions (b = 0 fm). There is also the test case
included where the two nuclei just ﬂy through each other without any interactions. For
these studies the density is either averaged over the positions of all hadrons or calculated
in the centre of the coordinate system which corresponds to the centre-of-mass frame of
the heavy ion collision for symmetric systems.
The time evolution of the net baryon density is an interesting quantity to get a feeling
for the duration of the reaction. Please note that for visibility reasons the timescale on
the x axis is shortened going from AGS to SPS to RHIC energies. While the reaction
lasts more than 10 fm at low energies, the high density stage is over after ∼ 2 fm at
RHIC energies. The maximum of the particle density is shifted to earlier times going
to higher energies. Increasing the energy leads to the expected higher net baryon and
quark densities. At lower energies both quantities show the same qualitative shape just
scaled by a factor of three while at high energies it is clearly visible that the central
region is net baryon free.
The calculation without collision term shows the densities that are reached without any
intercations or production of particles, just by the passage of the two Lorentz contracted
nuclei. One can read of the time that the two nuclei need to pass each other from these
plots. The net baryon density saturates at a value a bit lower than the nuclear ground
state density because the hadrons feel the nuclei that they are surounded with. The
small deviation from ρ0 can be explained by edge eﬀects since all particles are weighted
equally. The matter seems to sit longer in the centre of the system than the passage
time because of the tails of the gaussian distributions.42 5 Thermodynamic Quantities in a Transport Approach
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Figure 5.1: Time evolution of the net baryon density averaged over positions of all
particles (left) and in the centre at the position x = y = z = 0 fm (right) at AGS beam
energies. The results are calculated using UrQMD v2.3 at impact parameter b = 0 fm.
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Figure 5.2: Time evolution of the net baryon density averaged over positions of all
particles (left) and in the centre at the position x = y = z = 0 fm (right) at AGS beam
energies. The results are calculated using UrQMD v2.3 without collision term at impact
parameter b = 0 fm.5.1 Baryon Density 43
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Figure 5.3: Time evolution of the quark density averaged over positions of all particles
(left) and in the centre at the position x = y = z = 0 fm (right) at AGS beam energies.
The results are calculated using UrQMD v2.3 at impact parameter b = 0 fm.
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Figure 5.4: Time evolution of the quark density averaged over positions of all particles
(left) and in the centre at the position x = y = z = 0 fm (right) at AGS beam energies.
The results are calculated using UrQMD v2.3 without collision term at impact parameter
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Figure 5.5: Time evolution of the net baryon density averaged over positions of all
particles (left) and in the centre at the position x = y = z = 0 fm (right) at SPS beam
energies. The results are calculated using UrQMD v2.3 at impact parameter b = 0 fm.
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Figure 5.6: Time evolution of the net baryon density averaged over positions of all
particles (left) and in the centre at the position x = y = z = 0 fm (right) at SPS beam
energies. The results are calculated using UrQMD v2.3 without collision term at impact
parameter b = 0 fm.5.1 Baryon Density 45
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Figure 5.7: Time evolution of the quark density averaged over positions of all particles
(left) and in the centre at the position x = y = z = 0 fm (right) at SPS beam energies.
The results are calculated using UrQMD v2.3 at impact parameter b = 0 fm.
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Figure 5.8: Time evolution of the quark density averaged over positions of all particles
(left) and in the centre at the position x = y = z = 0 fm (right) at SPS beam energies.
The results are calculated using UrQMD v2.3 without collision term at impact parameter
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Figure 5.9: Time evolution of the net baryon density averaged over positions of all
particles (left) and in the centre at the position x = y = z = 0 fm (right) at RHIC beam
energies. The results are calculated using UrQMD v2.3 at impact parameter b = 0 fm.
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Figure 5.10: Time evolution of the net baryon density averaged over positions of all
particles (left) and in the centre at the position x = y = z = 0 fm (right) at RHIC beam
energies. The results are calculated using UrQMD v2.3 without collision term at impact
parameter b = 0 fm.5.1 Baryon Density 47
0.0 0.5 1.0 1.5 2.0 2.5 3.0
t [fm]
0
20
40
60
80
100
120
140
q
+
q
b
a
r
Quark density @ RHIC
ECM=200 AGeV
ECM=130 AGeV
ECM=62.5 AGeV
ECM=56 AGeV
0.0 0.5 1.0 1.5 2.0 2.5 3.0
t [fm]
0
20
40
60
80
100
120
140
160
180
200
q
+
q
b
a
r
Quark density @ RHIC, x=y=z=0 fm
ECM=200 AGeV
ECM=130 AGeV
ECM=62.5 AGeV
ECM=56 AGeV
Figure 5.11: Time evolution of the quark density averaged over positions of all particles
(left) and in the centre at the position x = y = z = 0 fm (right) at RHIC beam energies.
The results are calculated using UrQMD v2.3 at impact parameter b = 0 fm.
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Figure 5.12: Time evolution of the quark density averaged over positions of all particles
(left) and in the centre at the position x = y = z = 0 fm (right) at RHIC beam energies.
The results are calculated using UrQMD v2.3 without collision term at impact parameter
b = 0 fm.48 5 Thermodynamic Quantities in a Transport Approach
5.2 Phase Diagram Trajectories
In this Section some explorative studies using UrQMD initial conditions for a hydrody-
namic evolution are presented based on [Ste08a, Ste08d]. For a hydrodynamical mod-
elling of heavy ion reactions one needs to specify initial conditions, i.e. an inﬁnite set of
space-time points with their corresponding energy- and baryon density. Since experimen-
tal data provides mainly information that is integrated over the systems time evolution,
the initial state for hydrodynamical simulations has to be inferred from model assump-
tions or by educated ’guessing’ in comparison to data. The latter approach - usually
applied for relativistic hydrodynamical simulations of nuclear collisions - is, however, by
no means straight forward and highly non-trivial: the connections between (observed)
ﬁnal state and the inferred initial conditions is blurred by the unknown equation of state,
potential viscosity eﬀects, and freeze-out problems. Another issue concerns the assump-
tion of thermal equilibrium, which is probably not true at least for the early stage of a
heavy ion collisions at intermediate energies.
There have been attempts to solve these problems by describing such collisions with vis-
cous or multi-ﬂuid-hydrodynamic models [Mih88, Mih89, Kat93, Bra97, Rei98, Ble99a,
Bra00b, Bra00a, Dum01, Rus04, Iva06, Ton05, Bai07, Son08], but the practical appli-
cation of these models is diﬃcult. To avoid (some of) these problems we describe the
initial stages of the collision with a non-equilibrium transport model (UrQMD). We then
use the so obtained distributions for energy- and baryon-density as initial conditions for
a one-ﬂuid but fully (3+1)-dimensional hydrodynamical calculation. For the hydrody-
namical evolution an EoS with a ﬁrst order chiral phase transition and a critical endpoint
(CEP) at ﬁnite  B is applied. For a more detailed description of the equation of state
see Section 6.3.1.
Let us now turn to the explanation of the initial conditions that have been used. Two
diﬀerent ways to describe the initial conditions and the expansion will be discussed. In
one setup the energy and density distributions obtained from the UrQMD transport
simulation are mapped to the thermodynamic quantities, which then serve as initial
conditions for the (3+1) dimensional hydrodynamic evolution. For a detailed description
of this mapping procedure the reader is referred to Section 6.1. In the second setup initial
energy- and baryon-densities as obtained from a simple overlap model are employed and
then paths of constant entropy per baryon are followed.
This is done for Pb+Pb/Au+Au collisions at Elab = 5 − 200A GeV with impact pa-
rameter b = 0 fm. To relate the distributions of energy and baryon number-density
to thermodynamic quantities like pressure, temperature, chemical potential or entropy-
density, the equation of state described above is used. As an example, Fig. 5.13 shows
the initial temperature distribution obtained for Elab = 10A GeV.5.3 Overlap Model Initial Conditions 49
Figure 5.13: The initial temperature distribution in the z-y plane. Where z is the
beam-axis and y the out of plane axis.
5.3 Overlap Model Initial Conditions
We contrast the microscopically calculated initial conditions described above with a
simpliﬁed overlap geometry initial condition. Therefore, we assume that the entire
initial beam energy and baryon number equilibrates in a Lorentz-contracted volume
determined by the overlap of projectile and target in the center-of-mass frame. This
allows to obtain a straightforward estimate for the initial baryon number and energy
density:
ρ
initial
B = 2γCMSρ0 , (5.2)
ǫ
initial =
√
sρ0 γCMS . (5.3)
It was shown in [Rei98] that in the energy range of interest here, this rather simple
approach reproduces the speciﬁc entropy production from a three-ﬂuid model quite well.
5.4 Isentropic Expansion Paths
For the subsequent hydrodynamical evolution of the system we apply a fully (3+1)-
dimensional one-ﬂuid model. The hydrodynamical equations are solved by means of the
SHASTA (SHarp And Smooth Transport Algorithm) as described in [Ris95b]. The EoS
with a CEP is provided in tabulated form with a ﬁxed step size in energy and baryon
density: ∆ǫ = 0.1 and ∆n = 0.05 where ǫ and n are given in units of nuclear ground50 5 Thermodynamic Quantities in a Transport Approach
state densities (ǫ0 ≈ 138.5 MeV and n0 ≈ 0.15fm
−3). This hydrodynamical model has
been tested vigorously and applied successfully for various initial conditions and physics
investigations [Wal92, Scn93, Ris95b, Ris95a, Ris96a, Gyu97, St¨ o06, Bet08].
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Figure 5.14: Excitation functions of S/A for the geometrical overlap model and UrQMD
initial conditions.
Fig. 5.14 depicts the excitation function of the total entropy S per baryon number A for
the initial stage of the hydrodynamical evolution for both initial conditions (UrQMD,
solid circles; overlap model, dashed line). We have checked that both quantities are sep-
arately conserved throughout the whole hydrodynamical evolution, so S/A is a time in-
dependent constant1. Interestingly, the simple geometric overlap model and the UrQMD
initial conditions yield basically the same value of S/A for a given incident energy.
The (isentropic) expansion paths for diﬀerent beam energies in the ǫ- n plane are shown
in Fig. 5.15. Here n is the baryon-number density. Again lines of constant S/A for
overlap initial conditions (blue open circles and lines), and the (3+1)-dimensional hy-
drodynamical evolution with UrQMD initial conditions are compared. The mean values
are obtained by weighting the value of a speciﬁc quantity in a given cell with the energy
density of that cell. E.g., the mean number density is calculated from:
< n >=
 
i,j,k ni,j,k   ǫi,j,k
 
i,j,k ǫi,j,k
, (5.4)
1It should be noted that entropy conservation is numerically diﬃcult in the present approach if the
initial conditions are too ’spiky’, thus ﬁxing the minimal value of the Gaussian width for the smearing
of the particles.5.4 Isentropic Expansion Paths 51
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Figure 5.15: Isentropic expansion paths in units of ground state densities (ǫ0 =
138.5 MeV and n0 = 0.15fm
−3). Red circles correspond to multiple UrQMD events
for the same beam energy and impact parameter. The black region indicates the region
below T ≤ 0.
where i,j,k represent the cell indices. The mean values for ǫ, T and  q (quark chemical
potential) are calculated accordingly. This has been done for equal time intervals of
∆t = 2.4 fm/c. As expected, for a given beam energy, the dynamical paths obtained
from the (3+1)-dimensional hydro evolution agree quite well with the lines of constant
S/A. The variation in energy and baryon density due to the variation of the initial state
in UrQMD even for a ﬁxed impact parameter and ﬁxed beam energy are studied for
Elab = 10A GeV and indicated by the red full circles.
As a next step the hydrodynamic evolution of the system is shown in the T −  q plane
in Fig. 5.16. Also indicated is the ﬁrst order phase transition line and the CEP of
the employed chiral EoS. Included are again lines of constant S/A and hydrodynamical
evolution paths for the same beam energies (from left to right: 160,100,40,10,5A GeV)
as in Fig. 5.15. As one can see, the mean temperatures and chemical potentials of the
hydrodynamical evolution are not identical to the respective lines of constant entropy.
This is due to the averaging procedure while a single cell does follow the isentropic path.
The time evolution of a central cell at the origin in T and  q is depicted in comparison
(green dashed line with green open circles).52 5 Thermodynamic Quantities in a Transport Approach
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Figure 5.16: Isentropic expansion paths in the T −  q plane for very central
Pb+Pb/Au+Au reactions. UrQMD initial conditions with (3+1)-dimensional chiral
hydrodynamical evolution (averaged, full red line with circles; central cell, dashed green
line with circles), isentropic expansion from the overlap model initial conditions are
shown as full line in blue. Beam energies are from left to right: 160,100,40,10,5A GeV.
The phase boundary of the model is shown as full black line with the critical end point,
the Fodor and Katz critical end point is shown separately with error bars [Fod04].
5.5 The Critical Volume
It is worthwhile to connect the present discussion of the evolution path with UrQMD
initial conditions to the results obtained with various models (however without phase
transition) that are investigated in [Ars07]. The current ﬁndings with the chiral equation
state support the main statement given there that it might be possible to reach the phase
boundary to the QGP/chiral restoration already at moderate beam energies (Elab ∼
5 − 10A GeV). A further discussion about the eﬀect of diﬀerent equations of state will
be presented below. It should also be noted that we do not observe a focussing of the
hydrodynamical trajectories towards the critical end point in contrast to the ﬁndings by
[Non05, Asa06]. However, see also the discussion in [Sca01, Sth04].5.5 The Critical Volume 53
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Figure 5.17: Time evolution of the critical volume for diﬀerent beam energies for the
CEP obtained with the chiral EoS.
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Figure 5.18: Time evolution of the critical volume for diﬀerent beam energies the CEP
obtained by Fodor and Katz [Fod04].54 5 Thermodynamic Quantities in a Transport Approach
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Figure 5.19: Excitation function of the critical space-time volume for the two diﬀerent
CEPs.
Having at hand an EoS with a critical end point it is possible to explore, which fraction
of the evolving system stays for how long close to the critical end point. The energy
dependence of this exposure tine is also investigated. Therefore, we deﬁne a ’critical
volume’ by adding all cells that have a temperature of TCEP ± 10 MeV and a chemical
potential  CEP ± 10 MeV for each time step. Fig. 5.17 shows the time evolution of
this critical volume at various incident energies for the critical end point obtained by
the chiral EoS. Despite the surprising fact that the maximal volume is reached for the
highest beam energies (Elab = 160 − 200A GeV) a quite large critical volume of around
∼ 200 fm
3 is already predicted at lower energies of Elab = 60A GeV.
Fig. 5.18 shows the critical volume for the TCEP and  CEP values obtained by lattice
QCD calculations [Fod04], however using the chiral EoS for the dynamics. In contrast
to the chiral values in Fig. 5.17 the time for the maximum does not change with the
energy in this case. The highest values for the critical volume are still reached at the
highest beam energies, but one has to keep in mind that the critical end point for the
volume calculation and the critical point in the evolution are diﬀerent. The inﬂuence of
diﬀerent EoS on the critical volume will be discussed below.
To pin down the beam energy to maximise the critical volume for the longest period of
time, the total 4-volume is obtained by integration of the critical volume over the time.
The space-time volume is shown in Fig. 5.19 as a function of Elab.
Of course the actual size of the critical volume depends on the chosen ∆T and ∆ 5.5 The Critical Volume 55
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Figure 5.20: Isentropic expansion paths for diﬀerent beam energies. The dashed lines
resemble a pure hadron gas EoS. The short-dashed and straight lines refer to the chiral
EoS without and with the completed resonance spectrum.
intervals around Tc and  c. Also the choice of the Gaussian width of the particles in the
initial condition does have a small inﬂuence on the critical volume, since at larger σ the
distributions for T and  q are wider and more ’smeared out’. However, we have checked
that for the CEP obtained with the chiral EoS the excitation function is independent
of σ. The integrated critical volume (for the CEP obtained from the chiral model)
does steadily increase up to Elab ≈ 200A GeV. Having the maximum critical space-time
volume in the excitation at such an unexpectedly high beam energy is due to the way the
lines of constant entropy behave at the phase boarder (see Fig. 5.16). With the present
chiral EoS, the trajectories coming from higher temperatures turn right (towards lower
temperatures) at the phase transition line and therefore much higher energies are needed
as if they would turn to smaller  q (left) and go up the phase line.
As a last step, we modify our chiral EoS by adding all known resonances (except the
baryonic decuplett, since it is included by means of a so called ’test’-resonance) with
vacuum-masses up to 2 GeV as a free gas. This allows to complete the baryon resonance
spectrum without changing the phase structure of the EoS. The position and type of the
phase transition in the phase diagram stays unchanged, because the added resonances
have no inﬂuence on the chiral condensate σ.
In Fig. 5.20 isentropic paths for the two chiral EoS (with and without completed baryon
resonance spectrum) are compared to those calculated with a free hadron-gas EoS (all
particles have vacuum masses - which is of course not consistent (and only shown for56 5 Thermodynamic Quantities in a Transport Approach
discussional purposes), since the free hadron-gas EoS does not have any phase transition
or CEP). As one can see, a beam energy of 40A GeV is more than suﬃcient for an
hadron gas EoS to reach the CEP, while the energy needed with the chiral EoS is
160A GeV (without heavy resonances) and Elab = 40−60A GeV when heavy resonances
are included.57
6 The Hybrid Approach
The main achievement in this work is the development of a new Boltzmann plus hydrody-
namics hybrid approach to heavy ion reactions. In this Chapter we describe the speciﬁc
micro+macro hybrid approach that embeds a hydrodynamic phase in the UrQMD ap-
proach mainly based on [Pet08b]. First we explain the initial conditions, then introduce
the basics of the hydrodynamic evolution including the diﬀerent EoS and illustrate how
the freeze-out is treated.
Let us start by recalling the main motivations behind this kind of approach to describe
the dynamics of a high energy heavy ion reaction. The main idea behind a hybrid
approach is to combine the advantages of a transport and a hydrodynamics calculation
in the best possible way. Both approaches have been reviewed in Chapters 3 and 4 but
let us recall the main aspects that are important for the coupling here.
The microscopic approach has the advantage that it is applicable to non-equilibrium
situations and the full phase space information is available at all stages of the heavy
ion reaction. The restriction to binary collisions assumes large mean free paths of the
particles. This assumption might not be justiﬁed in the hot and very dense stage of
heavy ion collisions anymore. In this regime the continuum limit in form of relativistic
hydrodynamics might ﬁt better to the characteristics of the system. The hydrodynamic
evolution is governed by the energy and momentum conservation laws for given initial
conditions, i.e. spatial distributions of energy and net baryon number densities. Thus,
hydrodynamics is a good tool to describe collective behaviour. Ideal hydrodynamics
applies to systems with small mean free path, otherwise viscous eﬀects have to be taken
into account [Lan53]. A general advantage of hydrodynamics is the feature to explicitly
incorporate phase transitions by changing the EoS.
However, in the late stage of the heavy ion reaction the system gets too dilute to apply
ideal ﬂuid dynamics. The hadronic rescatterings and decays of resonances have to be
described, e.g., by using a transport description. Overall, there are two crucial points
one has to take care of when building up a transport+hydrodynamics hybrid approach.
The ﬁrst is the initial switch from the microscopic to the macroscopic calculation where
it has to be ensured that the local equilibrium assumption is fulﬁlled. The second one
is the so called freeze-out where the hydrodynamic ﬁelds are mapped to particles that
are further propagated in a hadronic cascade. The freeze-out transition must be placed
in a region where both descriptions are valid at the same time,e.g., the phase transition
region. With this integrated treatment we overcome some of the restrictions of previous
microscopic+macroscopic approaches that have been mentioned in Section 3.3.2.58 6 The Hybrid Approach
The speciﬁc hybrid approach that we have developed is based on the Ultra-relativistic
Quantum Molecular Dynamics (UrQMD) transport approach with an intermediate hy-
drodynamical evolution for the hot and dense stage of the collision. Event-by-event
ﬂuctuations are directly taken into account via the non-equilibrium initial conditions
generated by the initial collisions and string fragmentations in the microscopic UrQMD
model. After a (3+1)-dimensional ideal hydrodynamic evolution, the hydrodynamical
ﬁelds are mapped to hadrons via the Cooper-Frye equation and the subsequent hadronic
cascade calculation within UrQMD proceeds to incorporate the important ﬁnal state
eﬀects for a realistic freeze-out. This implementation allows to compare pure micro-
scopic transport calculations with hydrodynamic calculations using exactly the same
initial conditions and freeze-out procedure. The eﬀects of the change in the underlying
dynamics - ideal ﬂuid dynamics vs. non-equilibrium transport theory - are explored
as a baseline check. The aim is to compare calculations with diﬀerent EoS within the
same framework. It is possible to extract the eﬀect of changes in the EoS, e.g., a phase
transition from hadronic matter to the QGP, on observables.
In the following the speciﬁc implementation developed here will be discussed in more
detail.
6.1 Initial Conditions
The initial conditions for a hydrodynamic evolution are energy and net baryon number
density distributions in local thermal equilibrium. Usually, parametrized symmetric dis-
tributions according to a Glauber model or a Color Glass Condensate (CGC) calculation
are used for this purpose. The height of the densities is taken as a free parameter to ﬁt
the ﬁnal state particle distributions at the speciﬁc energy under consideration. Within
the NEXspheRIO approach it has been proven that initial ﬂuctuations are very impor-
tant for diﬀerent observables. So, we employ a similar approach and calculate the initial
conditions microscopically in a transport approach.
The UrQMD model is used to calculate the initial state of a heavy ion collision for the
hydrodynamical evolution [Ste08a]. This is necessary to account for the non-equilibrium
nature of the very early stage of the collision. Event-by-event ﬂuctuations of the initial
state are naturally included by this set-up. The coupling between the UrQMD initial
state and the hydrodynamical evolution takes place when the two Lorentz-contracted nu-
clei have passed through each other. The initial time to begin with the hydrodynamical
evolution is calculated via Eqn. 6.1 (and is assumed to be at least 1 fm/c):
tstart =
2R
γv
=
2R
 
γ2 − 1
= 2R
 
2mN
Elab
, (6.1)
where R is the radius of the nucleus, mN is the nucleon mass and Elab is the kinetic
beam energy. The explicit calculation of the given expression of tstart is contained in6.1 Initial Conditions 59
Appendix C. This assures that (essentially) all initial baryon-baryon scatterings have
proceeded and that the energy deposition has taken place. This is the earliest possible
transition time where thermalization might be achieved [Brv08]. It is also convenient
from the hydrodynamical point of view since at that time the two baryon currents that
ﬂy into oppposite directions have separated again.
In general, it is not well-established how and when chemical and kinetic equilibrium
might have been reached in the early stage of the collision. One of the problems is, e.g.,
that the local equilibrium assumption might not apply equally well to all parts of the
system at the same time in the computational frame which corresponds to the center of
mass system of the two colliding nuclei. As a consequence, the faster particles have had
less time in their local rest frame to equilibrate. For the bulk part and the high density
region at midrapidity the diﬀerence between the two frames is small. These problems
are present in all hydrodynamic/macroscopic approaches that rely on an equilibrium
assumption and it is not our attempt to resolve these diﬃculties here. One perspec-
tive might be the dynamical coupling between the initial transport calculation and the
hydrodynamic evolution including source terms on both sides of the transition surface.
To allow for a consistent and numerically stable mapping of the ’point like’ particles
from UrQMD to the 3-dimensional spatial-grid with a cell size of (0.2fm)3, each hadron
is represented by a Gaussian with a ﬁnite width. “Pre-formed” hadrons in the process
of string fragmentation are also included in the transformation to the hydrodynamic
quantities. I.e. each particle is described by a three-dimensional Gaussian distribution
of its total energy, momentum (in x-, y-, and z-direction) and baryon number density.
The width of these Gaussians is chosen to be σ = 1 fm. A smaller Gaussian widths
leads to numerical instabilities (e.g., entropy production) in the further hydrodynami-
cal evolution, while a broader width would smear out the initial ﬂuctuations to a large
extent. To account for the Lorentz-contraction of the nuclei in the longitudinal direc-
tion, a Lorentz-gamma-factor is included. The resulting distribution function in the
computational frame (cf), e.g., for the energy density, reads:
ǫcf(x,y,z) = Ne
−
(x−xp)2+(y−yp)2+(γz(z−zp))2
2σ2 , (6.2)
where N = (1/2π)3/2γz/σ3Ecf provides the proper normalisation, ǫcf and Ecf are the en-
ergy density and total energy of the particle in the computational frame, while (xp,yp,zp)
is the position vector of the particle. Summing over all single particle distribution func-
tions leads to distributions of energy, momentum and baryon number densities in each
cell. This procedure is adapted from the density calculation studies that are presented
in Chapter 5.
To allow for calculations at ﬁnite impact parameter the spectators - nucleons that have
not interacted at all before the start time of the hydrodynamic evolution tstart - are
propagated separately from the hydrodynamic evolution. The spectators are propagated
on straight line trajectories in the usual cascade mode until the end of the hydrodynamic
phase has been reached.60 6 The Hybrid Approach
Instead of smearing out the initial distributions by describing the point like hadrons as
Gaussian distributions, one could also obtain a smooth distribution by averaging over
a large sample of UrQMD events. Our procedure of creating a new initial state for
each event is motivated by the fact, that the experimental results all relate to observed
(averaged) ﬁnal, and not initial, states. Thus, event-by-event ﬂuctuations of the initial
state can be observed, (e.g., in v2 ﬂuctuations) and have therefore been taken into
account properly (for discussion of the importance of these ﬂuctuations see, e.g., [Pai97,
Dre07]).
The remaining question is if the system is thermalized enough to assure that the local
equilibrium assumption of ideal hydrodynamics is fulﬁlled. In our case, the hydrody-
namic code transforms all the given quantities from the computational frame to the
local rest frame of the energy momentum tensor which is also known as the Landau
frame. This frame coincides in ideal hydrodynamics with the Eckart frame which is
deﬁned as the local rest frame of the baryon number current. The iterative calculation
of the cell velocity succeeds if those two frames are close enough to each other. By this
transformation the system is forced to local equilibrium.
Please note that the calculation of the initial state is universal for all energies, system
sizes and centralities, once the formula for tstart has been ﬁxed. The dependence of the
ﬁnal results on this parameter is shown in Section 7.
6.1.1 Initial Energy and Baryon Density
In this Section some exmaples for initial energy and net baryon density distributions are
shown.
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Figure 6.1: Initial energy density/net baryon density (left/right) distribution in the
reaction plane (x−z plane) of one central (b = 0 fm) Pb+Pb collision at Elab = 40A GeV.
z corresponds to the beam direction and x to the in-plane axis (direction of the impact
parameter) of the collision.
As an example, Fig. 6.1 shows the energy and baryon number densities obtained in one6.1 Initial Conditions 61
single central (b = 0 fm) Pb+Pb collision at Elab = 40A GeV after the initialisation
of the hydrodynamic ﬁelds. The starting time is in this case tstart = 2.83 fm and the
densities in the ﬁgures correspond to the same time. The distribution is displayed in
the reaction plane (the x − z-plane) to make the diﬀerences between the longitudinal
and the transverse direction visible. All quantities are given in the local rest frame. The
maximum values reach 6 GeV/fm3 for the energy density and around 8 times the nuclear
ground state density for the baryon number density.
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Figure 6.2: Initial energy density distribution for the hydrodynamical stage in the
reaction plane (x − z plane) of one central (b = 0 fm) Au+Au/Pb+Pb collision at
Elab = 11A GeV/Elab = 160A GeV. z corresponds to the beam direction and x to the
in-plane axis (direction of the impact parameter) of the collision.
As an example, Fig. 6.2 shows the local rest frame energy density obtained in one single
central (b = 0 fm) Au+Au/Pb+Pb collision at Elab = 11 and 160A GeV. The starting
time is in this case tstart = 5.29 fm and tstart = 1.39 fm respectively and the densities
in the ﬁgures are given at these times. At the AGS energy the maximum value for the
energy density is still rather low around 3 GeV/fm3 while at the highest SPS energy
energy densities of 25 GeV/fm3 are reached. Furthermore, the eﬀect of the Lorentz
contraction of the two nuclei leads to a steeper distribution at higher energies. The
distributions are quite smooth which is necessary to provide proper initial conditions for
the hydrodynamic evolution. However, one can see some peaks that correspond to local
maxima of the distributions (“hot spots”) [Gyu97]. The single event distributions are
not symmetric, neither in the transverse nor the longitudinal direction.
6.1.2 Initial Velocity Proﬁles
Let us now turn to the velocity distributions in the initial state. Since the momen-
tum distributions are also mapped from the UrQMD initial particle distributions to the
hydrodynamic grid the resulting distribution is non-trivial.
Figs. 6.3 shows the velocity distributions along the x- and the z-axis respectively. The62 6 The Hybrid Approach
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Figure 6.3: Initial velocity in fractions of c in x-direction along the x-axis corresponding
to the impact parameter direction (left) and in z-direction along the z-axis corresponding
to the beam direction (right) for four diﬀerent beam energies (Elab = 6A GeV -full
black line, Elab = 11A GeV -dotted blue line, Elab = 40A GeV -dotted red line and
Elab = 160A GeV -dashed green line). The results are displayed for central (b = 0 fm)
Au+Au/Pb+Pb collisions.
results have been obtained from the hydrodynamic calculation directly after the trans-
formation to local rest frame quantities which has to be done before the ﬁrst propa-
gation. For this analysis, the velocities of the cells in the computational frame have
been averaged over 100 events for the two diﬀerent directions. (For real calcluations
the distributions are not averaged.) To investigate the structure of the initial condi-
tions for the hydrodynamic evolution the results are displayed for four beam energies
(Elab = 6,11,40 and 160A GeV) for central (b = 0 fm) Au+Au/Pb+Pb collisions.
Along the impact parameter direction (Fig. 6.3 (left)) the higher stopping power at
lower energies is visible. The highest transverse velocities are reached at Elab = 6A GeV
while the distribution becomes ﬂat at higher energies. Along the beam direction (Fig.
6.3 (right)) the eﬀect of the Lorentz contraction is nicely observed. Otherwise the
distribution resemble almost straight lines as would be expected from a Bjorken picture.
The lower values of the velocities at larger longitudinal coordinates (z-axis) correspond
to the Gaussian tails of the stopped particles. Those numerical artefacts vanish durig
the ﬁrst few timesteps in the hydrodynamic evolution.
6.2 Hydrodynamic Evolution
The basics of relativistic ideal ﬂuid dynamics have already been discussed in Chapter
3.3. Therfore, we concentrate here on the speciﬁc implementation that has been used.
Ideal relativistic one ﬂuid dynamics is based on the conservation of energy, momentum
and the net baryon number current.6.3 Equation of State 63
The equations of motion are solved in the following form by employing computational
frame quantities ǫcf,pi and ρcf for the energy, momentum and net baryon number den-
sities.
∂tǫcf + ∇   (ǫcf   v) = −∇   (P   v) (6.3)
∂t  p + ∇   (  p  v) = −∇P (6.4)
∂tρcf + ∇   (ρcf   v) = 0 (6.5)
In our case, the full (3+1) dimensional hydrodynamic evolution is performed using the
SHASTA algorithm [Ris95b, Ris95a]. The partial diﬀerential equations are solved on a
three-dimensional spatial Eulerian grid with ﬁxed position and size in the computational
frame. The standard size of the grid is 200 cells in each direction while the cell size has
been chosen to be (dx)3 = (0.2fm)3 which leads to timesteps of dt = 0.08 fm. Depending
on the beam energy, the cell sizes may require adjustment to assure a stable solution of
the diﬀerential equation.
The equation of state is needed as an additional input to calculate the pressure, tem-
perature and chemical potential corresponding to the energy and the baryon number
densities. Since the evolution of the system is driven by pressure gradients the EoS has
the most important inﬂuence on the evolution.
6.3 Equation of State
To solve the hydrodynamical equations, the EoS, the pressure as a function of energy
and net-baryon number density, is needed as an input. Since the actual EoS of hot
and dense QCD matter is still not precisely known, it may seem disadvantageous to
have this additional uncertainty in the model. On the contrary it may prove to be an
important trait of the model to be able to study changes on the dynamics of the bulk
matter when changing the EoS thus ﬁnding observables for a phase transition in hot
QCD matter. For recent discussions of diﬀerent EoS and how to obtain EoS from lattice
calculations, the reader is referred to [Blu07, Red08, Bir06]. Serving as an input for the
hydrodynamical calculation the EoS strongly inﬂuences the dynamics of an expanding
system. In the following Sections we describe the three diﬀerent EoS that have been
applied in the hybrid approach.
6.3.1 The Chiral EoS
The present chiral hadronic SU(3) Lagrangian incorporates the complete set of baryons
from the lowest ﬂavour-SU(3) octet, as well as the entire multiplets of scalar, pseudo-
scalar, vector and axial-vector mesons [Pap99]. More details about the Lagrangian and
the approximations that have been used can be found in Appendix D. Using the chiral
model and adding additional baryonic degrees of freedom as well as adjusting their64 6 The Hybrid Approach
scalar and vector coupling, an EoS with a phase structure including a ﬁrst order phase
transition and even a critical endpoint at ﬁnite  B can be obtained [Zsc07]. This chiral
EoS has already been successfully applied to a hydrodynamic calculation (see Chapter 5)
[Ste08a]. Here the essentially diﬀerent equation of state leads to distinguishable diﬀerent
results on the properties of bulk matter. We will refer to this EoS as chiral EoS (CH).
Please note that there are no quark and gluon degrees of freedom and no deconﬁnement
transition but only a chiral transition where the hadron masses get changed.
6.3.2 The Hadron Gas EoS
Setting all hadron masses and chemical potentials in the above described chiral model
to their vacuum values, and adding all reliably known heavy resonance states - with
masses up to 2 GeV [Eid04] - as free particles into Eqn. (D.5), yields a Hadron Gas EoS
[Zsc02b]. Hence, the hadronic degrees of freedom included in this EoS are consistent
with the active degrees of freedom in the UrQMD model. This enables us to directly
compare the dynamics of the hydrodynamic model with the transport simulation. This
EoS is a grand canonical description of a free, non interacting gas of hadrons without
explicit phase transition. We will refer to it as the Hadron Gas (HG).
6.3.3 The Bag Model
A MIT-Bag model EoS matched to an interacting hadron gas [Ris95a], generating a
phase structure with a broad ﬁrst order phase transition at all  B, can also be applied
in our model. This EoS, named the Bag Model EoS (BM), follows from coupling a bag
model of massless quarks and gluons to a Walecka type of hadron gas including only
SU(2) ﬂavours (for details the reader is referred to [Ris95a]). This EoS exhibits a strong
ﬁrst-order phase transition (with large latent heat) for all baryonic chemical potentials
 B.
6.3.4 Time Evolution of the Pressure
To visualize the diﬀerences of these EoS, Fig. 6.4 shows the average pressure of the
expanding system, from central Pb+Pb collisions at Elab = 20A GeV (left plot) and
158A GeV (right plot), as a function of time (in the center of mass frame). The vertical
line in each plot indicates the starting time of the hydro evolution. The mean value
of the pressure has been obtained by weighting the pressure, Pi,j,k, in every cell by its
energy density, εi,j,k, and integrating over the hydrodynamic grid
< P >=
 
i,j,k Pi,j,k   εi,j,k  
i,j,k εi,j,k
. (6.6)6.4 Freeze-Out 65
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Figure 6.4: Time (in the center of mass frame) evolution of the average pressure for all
three EoS and a central Pb+Pb collision at Elab = 20A GeV (left plot) and Elab = 158A
GeV (right plot). The vertical line in each plot indicates the starting time of the hydro
evolution.
All curves in Fig. 6.4 are plotted until the point in time when the isochronous freeze-out
criterion is fulﬁlled. Compared to the HG the BM-EoS leads to a delayed freeze-out
time (i.e. a much longer expansion). While in the ﬁrst few fm/c of the evolution, the
system obeying the BM-EoS expands most violently (due to the high pressure gradient
in the QGP phase), once the system enters the mixed phase, its expansion is slowed
down considerably. This can be observed as the “kink” in Fig. 6.4. At the higher beam
energy, Elab = 158A GeV, this softening of the EoS is even more pronounced. Since the
HG-EoS does not contain any phase transition, no softening can be observed, resulting
in the shortest expansion time. The chiral CH-EoS lies in between both extreme cases.
Although a small kink can be observed, it is not as pronounced as in the BM-EoS.
6.4 Freeze-Out
The decoupling process of the particles from the diluted system is the freeze-out process.
There is a diﬀerence between chemical and kinetic freeze-out as it has been discussed in
Section 3.2. In the context of the hybrid approach we refer to the switching point between
the two prescriptions (hydrodynamics and transport) as (hydrodynamic) “freeze-out”
which is then followed by the gradual decoupling of the particles as given by the cascade
calculation. Two diﬀerent prescriptions of this switching procedure are described in this
Section.66 6 The Hybrid Approach
6.4.1 Isochronous Freeze-Out
First of all, one has to deﬁne a reasonable criterion where the transition from the hy-
drodynamics to the transport calculation can be placed. In our case, the hydrodynamic
evolution is stopped, if the energy density drops below ﬁve times the nuclear ground
state energy density (i.e. ∼ 730 MeV/fm
3) in all cells. This criterion corresponds to a
T- B-conﬁguration where the phase transition is expected (see dotted line in Fig. 6.6),
i.e. a region where the hydrodynamic and the transport description are valid at the same
time. The hydrodynamic ﬁelds are mapped to hadrons according to the Cooper-Frye
equation [Coo74]
E
dN
d3p
=
 
σ
f(x,p)p
 dσ  (6.7)
where f(x,p) are the boosted Fermi or Bose distributions corresponding to the respective
particle species. Since we are dealing with an isochronous freeze-out, the normal vector
on the hypersurface is dσ  = (d3x,  0).
Let us note that it is of utmost importance to consider the same degrees of freedom on
both sides of the hypersurface because otherwise energy and momentum conservation
is violated. In our case, this is assured by the inclusion of the same particle species in
the hadronic part of the equation of state for the hydrodynamic calculation as in the
transport calculation. In principle, it might also happen that particles are moving back
into the hydrodynamic phase, however, the explosive character of heavy ion reactions,
i.e. the rapid expansion ﬂow suppresses the back-streaming eﬀect. Therefore, this eﬀect
is negligible in our situation [Bug04].
The assumption of an isochronous freeze-out leads to ﬂuctuations of the temperature
and baryo-chemical potential distributions and not to single values for some of the
thermodynamic quantities on the hypersurface. The quality of this approach and that
the two (hydrodynamics and transport) prescriptions are valid through the applied range
of switching temperatures is shown in the next Section, where parameter tests and the
time evolutions of the particle yields are explored in detail.
Fig. 6.5 shows the distribution of energy in the cells at freeze-out with respect to
temperature and baryo-chemical potential at Elab = 40A GeV. We present here the
energy distribution and not the number of cells because it is more interesting to know
where the energy of the system sits than considering the many almost empty cells that
do essentially not contribute to particle production. From Fig. 6.5 one obtains the mean
values of the distributions that are in line with results from statistical model ﬁts. The
mean values of, e.g., the temperature can be calculated as
 T  =
 
i,j,k T(i,j,k)ρB(i,j,k)
 
i,j,k ρB(i,j,k)
, (6.8)
where i,j,k are the cell indices and the sum runs over all cells of one event. The net6.4 Freeze-Out 67
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Figure 6.5: Distribution of the energy in the cells at freeze-out at Elab = 40A GeV.
baryon number density ρB has been used as a weighting factor.
To illuminate this ﬁnding in more detail, Fig. 6.6 shows the mean values of the tempera-
ture and baryo-chemical potential distributions at diﬀerent energies in the T − B-plane
for central (b = 0 fm) Au+Au/Pb+Pb collisions. Also, the widths of the distributions
are depicted as “error” bars. Fig. 6.6 shows that the present freeze-out distributions
are similar to the parametrized curve for chemical freeze-out as calculated by Cleymans
et al. from statistical model ﬁts to ﬁnal particle multiplicities. The calculation by Du-
mitru et al. shows mean values as well as widths of temperature and baryo-chemical
potential distributions that have been obtained by statistical model ﬁts to ﬁnal particle
yields employing the assumptions of an inhomogeneous freeze-out hypersurface. This
calculation also leads to similar values as our calculation.
The eﬀect that the mean temperature at the transition to the transport prescription
saturates or even drops down a little at higher beam energies is related to the rapidity
distribution of the temperature in the hydrodynamic cells at freeze-out which is shown in
Fig. 6.7 for three diﬀerent beam energies. At low beam energies the midrapidity region
coincides with the hottest region at freeze-out. At higher SPS energies the situation
changes. The hottest cells are at high rapidities while the midrapidity region has already
cooled down well below the temperature of 170 MeV. This problem might be resolved
by a diﬀerent freeze-out prescription on another hypersurface (e.g.,isotherm, iso-ǫ) and68 6 The Hybrid Approach
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Figure 6.6: Mean values of temperatures and baryo-chemical potentials at freeze-out
for diﬀerent beam energies are depicted as red circles (starting in the lower right corner
at Elab = 2A GeV and going through 4,6,8,11,20,30,40 and 80 to Elab = 160A GeV
in the upper left). The error bars indicate the width of the distribution. The dotted
line depicts the line of constant energy density (ǫ = 5   ǫ0) that corresponds to our
freeze-out criterium. For comparison the freeze-out line calculated by Cleymans et al.
[Cle98, Cle06] (full line) and results from Dumitru et al. [Dum056](green open squares)
are shown.
is subject to the next Section. The best solution will be the dynamical coupling between
hydrodynamics and transport which allows also for back-streaming contributions.
In the following the practical implementation will be explained in more detail. The
implementation is based on a Monte Carlo sampling of Eqn. 6.7 and follows the general
steps:
1. The particle numbers Ni are calculated according to the following formula,
Ni = ni   γ   Vcell =
 
d
3pfi(x,p)   γ   Vcell (6.9)
where the index i runs over the diﬀerent particle species like, e.g., π, p, ρ or
∆. γ is the boost factor between the computational frame and the cell. Vcell is6.4 Freeze-Out 69
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Figure 6.7: Rapidity proﬁle of the freeze-out temperatures in the spatial plane with
x = y = 0 fm for central Au+Au/Pb+Pb collisions at three diﬀerent beam energies
(Elab = 6, 40 and 160A GeV).
the volume of the cell in the computational frame and n is the particle number
density. All cells with temperatures that are lower than 3 MeV are discarded
from the following procedure because of numerical reasons. The local rest frame
equilibrium distribution function is denoted by fi(x,p). To simplify the calculation,
a relativistic Boltzmann distribution is used for all particles, except pions. It
has been checked, that the Boltzmann approximation is suﬃcient to describe all
particle species it is applied to. For the Boltzmann distribution the momentum
integration leads to the following result for the particle number density
ni =
4πgm2T
(2π)3 exp
  
T
 
K2
 m
T
 
(6.10)
where g is the degeneracy factor for the respective particle species, m is the mass
of the particle to be produced, T the temperature of the cell and K2 is the modiﬁed
Bessel function. The detailed calculation that leads to this result can be found in
Appendix E. The chemical potential   includes the baryo-chemical potential and
the strangeness chemical potential in the following way70 6 The Hybrid Approach
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Figure 6.8: Rapidity proﬁle of the freeze-out temperatures in the spatial plane with
x = y = 0 fm for central Au+Au/Pb+Pb collisions at four diﬀerent beam energies
(Elab = 6, 11, 40 and 160A GeV). The small lines on the temperature axis indicate the
corresponding chemical freeze-out temperature as extracted from [Cle06].
  = B    B + S    S (6.11)
where S is the quantum number for strangeness and B is the baryon number.
For pions the Bose distribution has to be taken into account because the pion mass
is on the order of the temperature of the system. In this case, the momentum
integration involves an inﬁnite sum over modiﬁed Bessel functions
nπ =
gπm2
πT
(2π)2
∞  
k=1
1
k
K2
 
kmπ
T
 
. (6.12)
To calculate the number of particles in the computational frame the particle num-
ber density has to be multiplied with the Lorentz-stretched volume of the cell
(Vcell = (0.2)3fm
3).6.4 Freeze-Out 71
2. The average total number of particles in the cell,  N , is the sum over all particle
numbers Ni = niγVcell
 N  =
 
i
Ni . (6.13)
3. The total number of particles emitted from a cell, N, is obtained from a Poisson
distribution according to P(N) =
 N N
N! e− N .
In the limit of small mean values, the Poisson distribution becomes P(1) ≈  N .
Thus it can be decided by one random number between 0 and 1 if a particle is
produced in the respective cell. If the random number is smaller than  N  one
particle is produced and there is no particle production otherwise. The full Poisson
distribution is used, if the particle number  N  is larger than (0.01). This assures
an accuracy better than 1 %.
4. The particle type is chosen according to the probabilities Ni/ N .
5. The I3 component of the isospin is distributed randomly because UrQMD assumes
full isospin symmetry. To conserve the overall charge of the system and the initial
isospin-asymmetry the probability to generate the isospin component that leads
to the right value of the charge that should be obtained in the end is favoured.
The other isospin components are exponentially suppressed. The power of the
exponential is proportional to the diﬀerence of the total charge generated by this
produced particle and the required value.
6. The 4-momenta of the particles are generated according to the Cooper-Frye equa-
tion (see Eqn. 6.7). For baryons and strange mesons the chemical potentials
for baryon number and strangeness are taken into account. To use the rejection
method in an eﬃcient way the maximum of the distribution must be calculated
(see Appendix F).
7. The particle vector information is transferred back into the UrQMD model. The
subsequent hadronic cascade calculation incorporates important ﬁnal state eﬀects
as, e.g., rescatterings of the particles and resonance decays.
The above mentioned steps are pursued on random cells until the initial net baryon
number is reached. Strangeness and charge are also conserved in each event separately,
energy conservation is fulﬁlled for the mean values averaged over several events. Aiming
at a realistic description of heavy ion reactions we perform the freeze-out for each event
separately and do not average over many freeze-outs for one hydrodynamical evolution.
6.4.2 Gradual Freeze-Out
Another freeze-out procedure has been introduced to account for the large time dilata-
tion that occurs for ﬂuid elements at large rapidities. Faster ﬂuid elements need a longer
time to cool down to the same temperatures than the cells at midrapidity since the72 6 The Hybrid Approach
hydrodynamic calculation is performed in the center-of-mass frame of the collision. At
higher energies the isochronous hypersurface increasingly diﬀers from an iso-τ hyper-
surface (τ is the proper time). To mimic an iso-τ hypersurface we therefore freeze out
transverse slices, of thickness ∆z = 0.2fm, whenever all cells of that slice fulﬁll our
freeze-out criterion. For each slice we apply the isochronous procedure described above
separately. By doing this we obtain a rapidity independent freeze-out temperature even
for the highest beam energies (see Fig. 6.8). The midrapidity transition temperatures are
slightly larger than the chemical freeze-out temperatures that have benn parametrized
by Cleymans et al. [Cle06] because in our case the chemical freeze-out happens during
the following cascade evolution. For lower energies (Elab   80A GeV) the two proce-
dures yield very similar results for the temperature distributions. The hydrodynamic
ﬁelds are then again mapped to particle degrees of freedom via the Cooper-Frye equation
on this new hypersurface. In the following we will refer to this procedure as “gradual
freeze-out”(GF).
In the following Sections the hybrid approach has been applied using the hadron gas
EoS and the isochronous freeze-out procedure.73
7 Test Scenarios
7.1 Parameter Tests
In this Section we investigate the dependences of observables on parameters of the im-
plementation. Two important parameters have to be determined. The ﬁrst one is the
starting time tstart which deﬁnes the initial switch from UrQMD to the hydrodynamic
evolution. The second parameter is the freeze-out criterion which is parametrized as an
energy density criterion. While varying one parameter we have ﬁxed the other one to
the default value (1   tstart or 5   ǫ0).
Fig. 7.1 (left,top) shows calculations of the total, i.e. pion and kaon (4π) multiplicities,
for four diﬀerent starting times at two beam energies. The open symbols depict always
the result at the highest AGS energy (Elab = 11A GeV) and the ﬁlled symbols are the
results at the SPS energy (Elab = 40A GeV). The starting time is varied in factors
of the default value that has been calculated via Eqn. 6.1. Displayed are results from
halved to doubled initial time. One observes a higher pion production for earlier starting
times compared to the pion production in the standard setup (1 tstart). This may be
explained by the fact that the system is forced more strongly to equilibrium and the
cascade evolution lasts longer. If the hydrodynamic evolution is started at later times
(1.5 or 2 tstart) the resulting pion multiplicities are not aﬀected anymore. The kaon yield
is essentially not sensitive to the switching time. To summarize, varying the starting
time by a factor of 4 results in a change in the pion and kaon production of less than
±10% compared to the pion and kaon production in the default conﬁguration (1 tstart).
In Fig. 7.1 (left,bottom) the mean transverse mass of pions and kaons at midrapidity
is shown. The mean transverse mass values are calculated for the same four diﬀerent
starting times at the two exemplary beam energies as before. Here the results do also not
change more than ±15% for a large spectrum of starting times. Therefore, our choice
of the starting time as the geometrical criterium when the nuclei have passed through
each other is sensible and stable. It is the earliest possible time where thermalization
may have been achieved and the baryon currents have disconnected.
Fig. 7.1 (right,top) is the equivalent picture to Fig. 7.1 (left,top), however display-
ing the dependence of the total pion and kaon multiplicities on the freeze-out criterion.
The default value for the transition energy density is 5ǫ0 while we have varied it from
(4 − 10)ǫ0. The higher the freeze-out energy density the earlier the hydrodynamic evo-
lution is stopped because the cells reach this critical energy density value earlier. As
a consequence the kaon yields raises with an increase of the energy density criterium,74 7 Test Scenarios
while the pions remain virtually unchanged for all investigated transition criteria.
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Figure 7.1: Pion and kaon multiplicities (upper panel) and mean transverse mass
of pions and kaons at midrapidity (|y| < 0.5) (lower panel) for four diﬀerent start-
ing times/four four diﬀerent freeze-out criteria (left/right) for central (b < 3.4 fm)
Au+Au/Pb+Pb collisions. The open symbols depict the result at Elab = 11A GeV
while the ﬁlled symbols are the results at Elab = 40A GeV.
Fig. 7.1 (right,bottom) shows the results for the pions and kaons mean transverse mass
for two beam energies and diﬀerent freeze-out criteria. Again one observes only a very
weak dependence on the freeze-out criterion. Furthermore, the mean transverse mass
values for the two diﬀerent meson species are very similar since they acquire the same
transverse ﬂow. These ﬁndings conﬁrm that our choice for the freeze-out criterium as
5ǫ0 is robust.7.2 Timescales 75
7.2 Timescales
In this Section the time scales that are important will be explored. Let us start with a
table that summarizes the mean durations of the hydrodynamic and the hadronic phase
of the collision for diﬀerent starting times and freeze-out parameters at Elab = 40A GeV.
x   tstart x   ǫ0  thydro  [fm]  thadronic [fm]
1 4 7.68 15.63
1 5 7.72 16.07
1 6 6.84 16.49
1 10 4.60 17.29
0.5 5 7.03 14.59
1.5 5 6.22 17.50
2 5 4.91 17.61
Table 7.1: This table contains the mean durations of the hydrodynamic evolution and
the hadronic calculation afterwards for diﬀerent starting times and freeze-out criteria
for central (b < 3.4 fm) Pb+Pb collisions at Elab = 40A GeV.
The duration of the hydrodynamic evolution is a well-deﬁned period for each event
because of the isochronous freeze-out. The average is therefore an average over 100
events. The hadronic stage starts when the hydrodynamic evolution is stopped and it
ends when the particles have undergone their last interaction. An interaction can be an
inelastic or an elastic collision or a decay.
The averaged time duration of the stages of the reaction (given in Table 7.1) reﬂect the
expectations. The lower the freeze-out energy density the later the hydrodynamic freeze-
out proceeds and therefore the hydrodynamic evolution lasts longer while the hadronic
stage is shortened. The later the hydrodynamic evolution starts, the bigger tstart is, the
shorter the hydrodynamic evolution lasts. The hadronic phase does not show a clear
trend. To ﬁrst approximation the ﬁnal UrQMD stage lasts for 16.5 ± 2 fm independent
of the parameters.
Fig. 7.2 shows the beam energy dependences of the timescales for the chosen values of
tstart and the freeze-out energy density, from Elab = 2 − 160A GeV. The starting time
decreases as a function of beam energy from more than 10 fm at low energies to less
than 2 fm at higher SPS energies. The mean duration of the hydrodynamic as well as
the hadronic phase of the reaction grow with raising energy.76 7 Test Scenarios
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Figure 7.2: Beam energy dependence of the starting time tstart (blue full line), the
averaged time for the hydrodynamic evolution  thydro  (red dotted line) and the mean
duration of the hadronic stage  thadronic  (green dashed line) of central (b < 3.4 fm)
Au+Au/Pb+Pb collisions.
7.3 Time Evolution
In the following Section we investigate the time evolution of diﬀerent quantities and
compare the results of the hybrid model calculation to the UrQMD calculation without
an hydrodynamic stage. Since the net baryon density is directly propagated on the
hydrodynamic grid, it serves as a good example to compare to the default UrQMD
calculation. In the microscopic approach the local rest frame density is calculated as the
zero component of the net baryon number current in the frame where the corresponding
local velocity vanishes as it has been explained in Chapter 5 [Vog08b].
Fig. 7.3 shows the time evolution of the net baryon number density at the center of
a central Pb+Pb collision at Elab = 40A GeV. The blue full line depicts the default
UrQMD calculation while the red full line depicts the result of the hybrid model calcu-
lation. The result has some spikes because here we compare single events. There are
two important observations: The absolute values of the net baryon number densities7.3 Time Evolution 77
are very similar in both cases and there are no obvious discontinuities at the switching
points to and from the hydrodynamic model calculation. The smoothness of the curve
conﬁrms our choice of parameters.
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Figure 7.3: Time evolution of the net baryon number density in the local rest frame for
central (b = 0 fm) Pb+Pb collisions at Elab = 40A GeV.
In Fig. 7.4 (top and middle) the time evolution of the particle yields in the two diﬀerent
models for the most central Pb+Pb collisions at Elab = 40A GeV is compared. The
multiplicities at diﬀerent timesteps are extracted from the hydrodynamic evolution by
converting the number densities to particle numbers via the freeze-out procedure (see
Section 6.4). Fig. 7.4 (top) depicts the total particle multiplicity (red circles and full line)
and the midrapidity multiplicity (blue squares and full line). The full lines indicate the
default UrQMD calculation, while the symbols show the results of the hybrid model. The
multiplicities increase rapidly in the initial 3 fm/c and then decrease a little, followed by
a slower constant raise until the ﬁnal multiplicity is reached. This qualitative behaviour
is very similar in both approaches. The decrease of the multiplicity can be associated
with the thermalization because absorption and production processes are on the same
order. Note again that there are no discontinuities at the switching times in the hybrid
calculation.78 7 Test Scenarios
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Figure 7.4: Time evolution of the total particle number and the midrapidity (|y| < 0.5)
yield (upper panel), of the total number of pions and nucleons (middle panel) and
of the conserved quantities (lower panel) for central (b = 0 fm) Pb+Pb collisions at
Elab = 40A GeV. Results of the hybrid model calculation UrQMD+Hydro (HG) are
depicted with symbols while UrQMD-2.3 results are represented by lines. The total
energy of the system (red circles and line) has been divided by eight for visibility reasons.
The other conserved quantum numbers are net baryon number (orange triangles and
line), the overall charge (blue squares and line) and the strangeness (green diamonds
and line). The total strangeness (black dots and line) is given by the sum of s- and
¯ s-quarks.7.4 Final State Interactions 79
Next, we explore the time evolution for two particle species in more detail. In Fig 7.4
(middle), the pions (red circles and full line) represent the newly produced particles
while the nucleons (blue squares and full line) are already there in the beginning as
the constituents of the two incoming nuclei. The qualitative behaviour of the temporal
evolution of the pion yield is similar to that discussed above for the total multiplicity. The
decrease at the starting time of the hydrodynamic evolution t ∼ 3 fm/c is much stronger
than in the model without hydrodynamic phase, because of the instant thermalization
at the transition time. The default UrQMD transport calculation results in a similar,
but much smoother, shape of the curve. This similarity hints to the fact that the
microscopic calculation also equilibrates the hot and dense matter to a rather large
degree. The number of nucleons decreases in the beginning due to the production of
resonances and string excitations. At the thermalization the minimum is reached and
the number of nucleons increases slowly until the ﬁnal value is reached. In this case, not
only the qualitative behaviour is independent of the underlying dynamics but also the
absolute values are very close to each other.
To check quantum number and energy conservation the temporal evolution of all the
important quantities in both approaches for central Pb+Pb collisions at Elab = 40A GeV
is depicted in Fig. 7.4 (bottom). The default UrQMD calculations are indicated by full
lines while the hybrid model calculations with integrated hydrodynamic evolution are
depicted by symbols. The net baryon number (orange triangles and full line), the charge
(blue squares and full line) and the net strangeness (green diamonds and full line) are
exactly conserved in both approaches. The total energy (red circles and full line) is
only on average over several events conserved in the hybrid model calculation due to the
freeze-out prescription. But the ﬂuctuations are on a 5% level. Note however, that the
total strangeness in the system (s + ¯ s− quarks) is very diﬀerent in both approaches. In
the default transport calculation (black line) the total strangeness increases in the early
stage of the collision and remains constant. This is contrasted by the hybrid calculation
(dots). Due to the local thermal equilibration and the thermal production of strange
particles in the hybrid calculation the yield of strange quarks jumps to a higher value
at the switching time (tstart). The total strangeness then decreases as the system cools
down, but the ﬁnal value remains 50% higher than in the default transport calculation.
7.4 Final State Interactions
The last step is the analysis of the freeze-out process, i.e. how much hadronic interactions
happen after the hydrodynamic evolution. For this purpose, we have calculated the
number of collisions during the hadronic cascade calculation in dependence of time and √
s of the elementary collisions. The corresponding distributions are shown in Figs. 7.5
and 7.6, respectively, for three diﬀerent beam energies (11, 40 and 160A GeV, from top
to bottom ).
Fig. 7.5 shows the collision rates for meson-meson, meson-baryon and baryon-baryon80 7 Test Scenarios
interactions. The grey area indicates the average time span of the hydrodynamic phase.
One observes that substantial collision rates are present directly after the transition to
UrQMD. The collision rates stay high for 5 fm/c, and after 30-40 fm/c the system is
completely frozen out. Only some resonance decays proceed for longer. According to the
composition of the system the baryon-baryon and baryon-meson interactions dominate
the lower beam energy result, while at the highest SPS energy the meson-meson together
with the meson-baryon interactions are the most abundant type of collision indicating
the transition from baryon dominated to meson dominated systems. Note that the
overlap of the hadronic interaction phase with the hydrodynamic evolution results from
the fact that the duration of the diﬀerent stages ﬂuctuates in the present approach.
Shown here is the average duration of the hydrodynamic evolution.
Fig. 7.6 shows the
√
s distribution of the elementary collision in the freeze-out process.
One nicely observes all the resonance peaks in the corresponding channels. This ﬁgure
suggests that the most abundant meson-baryon collisions are excitations of the ∆ res-
onance (i.e. πN interactions) since there is a sharp peak at the ∆ mass (m∆ = 1.232
GeV). For meson-meson reactions the ρ and the ω peaks are clearly present. This result
indicates that there is still resonance regeneration even at this late stage of the system’s
evolution.7.4 Final State Interactions 81
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Figure 7.5: Temporal distribution of binary collisions in the hadronic cascade calculation
after the hydrodynamic evolution. The upper plot depicts the result at Elab = 11A GeV,
the middle plot at Elab = 40A GeV and the lowest plot at the highest SPS energy
(Elab = 160A GeV) for central (b < 3.4 fm) Au+Au/Pb+Pb collisions. The full line
refers to baryon-baryon collisions (B+B), the dotted line to baryon-meson collisions
(B+M) and the dashed line to meson-meson collisions (M+M). The grey shaded area
depicts the averaged duration of the hydrodynamic evolution.82 7 Test Scenarios
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Figure 7.6: Distribution of the
√
s values for the binary collisions in the hadronic cascade
calculation after the hydrodynamic evolution. The upper plot depicts the result at
Elab = 11A GeV, the middle plot at Elab = 40A GeV and the lowest plot at the highest
SPS energy (Elab = 160A GeV) for central (b < 3.4 fm) Au+Au/Pb+Pb collisions.
The full line refers to baryon-baryon collisions (B+B), the dotted line to baryon-meson
collisions (B+M) and the dashed line to meson-meson collisions (M+M).83
8 Multiplicities and Particle Spectra
8.1 Bulk Multiplicities
We start with a comparison of the multiplicities and particle spectra in the two frame-
works [Pet08d]. Calculations with the embedded hydrodynamic evolution employing a
hadron gas equation of state for the high density stage of the collisions are compared
to the reference results of the default transport calculation (UrQMD-2.3). Since both
calculations use the same initial conditions and freeze-out prescription it allows to ex-
tract, which observables are sensitive to the change in the underlying dynamics, thus
allowing to explore the eﬀect of local equilibration, of viscosities and heat conductivity.
The hybrid model calculation is in the following always depicted as full lines while the
default UrQMD-2.3 calculations are depicted as dotted lines. Note that we do not tune
any parameters for diﬀerent energies or centralities for the hybrid model calculation.
The starting time for the hydrodynamic expansion is always calculated using Eqn. 6.1
and the ﬁxed energy density criterium (5ǫ0) for the freeze-out (as explained in Section
6.4) is always employed.
At present we have calculated results imposing a hadron gas EoS to provide a baseline
calculation to disentangle the eﬀects of the diﬀerent assumptions for the underlying
dynamics in a transport vs. hydrodynamic calculation. The purely hadronic calculations
can be compared in the broad energy regime from Elab = 2 − 160A GeV where a vast
amount of experimental data from BNL-AGS and CERN-SPS exists and which will be
explored in more detailed energy scans by the FAIR project near GSI and the critRHIC
program. Studies employing diﬀerent EoS are delayed to future work to concentrate on
eﬀects of the underlying dynamics ﬁrst.
In Fig. 8.1 the excitation functions of the total multiplicities are shown for central
Au+Au/Pb+Pb collisions for Elab = 2 − 160A GeV. The present hybrid approach sim-
ulations have been restricted to this energy range because for calculations at higher
energies some numerical subtleties have to be resolved, e.g. a dynamical grid size for the
hydrodynamical evolution. Compared to the default simulation, the pion and proton
multiplicities are decreased over the whole energy range in the hybrid model calcu-
lation due to the conservation of entropy in the ideal hydrodynamic evolution. The
non-equilibrium transport calculation produces entropy and therefore the yields of non-
strange particles are higher. The production of strange particles however, is enhanced
due to the establishment of full local thermal equilibrium in the hybrid model calcu-
lation. Since the abundance of strange particles is relatively small they survive the84 8 Multiplicities and Particle Spectra
interactions in the UrQMD evolution that follows the hydrodynamic freeze-out almost
without re-thermalization. The abundancies of strange particles, especially of (multi-)
strange hyperons is explored in the next Chapter 9.
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Figure 8.1: Excitation function of particle multiplicities (4π) in Au+Au/Pb+Pb colli-
sions from Elab = 2A GeV to
√
sNN = 200 GeV. UrQMD+Hydro (HG) calculations
are depicted with full lines, while UrQMD-2.3 calculations are depicted with dotted
lines. The corresponding data from diﬀerent experiments [Kla03, Pin02, Chu03, Alt08a,
Afa02a, Anc04a, Ric05, Mit06, Alt08c, Blm05, Afa02b] are depicted with symbols.8.1 Bulk Multiplicities 85
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(HG) calculations are depicted with full lines, while UrQMD-2.3 calculations are
depicted with dotted lines. The corresponding data from diﬀerent experiments
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Fig. 8.2 shows the midrapidity yields of protons, pions, Λ’s and kaons as a function of the
beam energy for central Au+Au/Pb+Pb collisions at Elab = 2 − 160A GeV. For pions,
kaons and Λ’s the same trend as for the 4π multiplicities is observed. There are less
pions produced in the hybrid model calculation due to entropy conservation, but more
strange particles because of the production according to the local thermal equilibrium
distributions. The proton yield at midrapidity is very similar in both calculations while
there are less antiprotons produced in the hybrid calculation. Also for the strange
antiparticles a reduction of the midrapidity yield in the hybrid calculation at higher
SPS energies can be seen.
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Figure 8.3: Rapidity spectra of π− for central (b < 3.4 fm) Au+Au/Pb+Pb collisions for
Elab = 11,40 and 160A GeV. UrQMD+Hydro (HG) calculations are depicted with full
lines, while UrQMD-2.3 calculations are depicted with dotted lines. The corresponding
data from diﬀerent experiments [Aki96, Afa02a] are depicted with symbols.
To explore the kinetics of the system in more detail, Fig. 8.3 shows the rapidity distribu-
tion for π− at three diﬀerent energies (Elab = 11,40 and 160A GeV). The general shape
of the distribution is very similar in both approaches and in line with the experimental
data. At higher energies even the absolute yields become very close to each other in
both approaches.
Fig. 8.4 shows the K+ rapidity distributions. In this case, the yield is higher in the8.1 Bulk Multiplicities 87
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Figure 8.4: Rapidity spectra of K+ for central (b < 3.4 fm) Au+Au/Pb+Pb collisions for
Elab = 11,40 and 160A GeV. UrQMD+Hydro (HG) calculations are depicted with full
lines, while UrQMD-2.3 calculations are depicted with dotted lines. The corresponding
data from diﬀerent experiments [Aki96, Afa02a] are depicted with symbols.
hybrid calculation as already discussed above and also the shape of the distribution ﬁts
very nicely to the experimental data at SPS energies. Overall the rapidity distributions
seem not to be too sensitive to the details of the dynamics for the hot and dense stage,
but strangeness yields are inﬂuenced by the local equilibrium assumption. It seems that
the local equilibrium assumption provides similar strangeness enhancement as previous
calculations including additional strong color ﬁelds [Sof99a, Ble00e]. It is remarkable
how well the hybrid calculation matches the rapidity spectra at lower energies (Elab =
11A GeV), even though the transport calculation provides a slightly better description
to the experimental data at this energy. One might still conclude from the rapidity
spectra that the local equilibrium is not a good assumption for AGS energies.88 8 Multiplicities and Particle Spectra
8.2 Transverse Dynamics
After the longitudinal dynamics which reﬂects more the stopping power in the initial
state we turn now to the transverse dynamics of the system. Transverse spectra are a
promising candidate to be sensitive to the change in the underlying dynamics because
they emerge from the transverse expansion which is mostly dominated by the evolution
in the hot and dense stage of the reaction.
Figs. 8.5, 8.6 and 8.7 display the transverse mass spectra for pions, protons and kaons
at midrapidity for central Au+Au/Pb+Pb reactions at three diﬀerent beam energies.
At Elab = 11A GeV (Fig. 8.5) the diﬀerential transverse mass spectra are very similar
for both calculations and are in line with the experimental data.
At Elab = 40A GeV (Fig. 8.6) ﬁrst diﬀerences become visible. Most notably is the
strong ﬂow of protons in the hybrid approach, that results in an overestimate of protons
at high transverse momenta.
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At the highest SPS energy (Elab = 160A GeV, Fig. 8.7) all the transverse mass spectra
are ﬂatter in the hybrid approach. The initial pressure gradients are higher in the
hydrodynamic calculation due to the hadronic equation of state without phase transition.
Therefore, the matter expands faster in the transverse plane and higher transverse masses
are reached. At this energy either the introduction of a mixed phase (ﬁrst order phase
transition) or non-equilibrium eﬀects are necessary to explain the experimental data.
Fig. 8.8 shows the mean transverse mass excitation function for pions. It conﬁrms
the observations from the diﬀerential spectra. Up to 10 GeV beam energy the hybrid
model calculation leads to similar results as the default UrQMD calculation and is in
line with the experimental data. The mean value of the transverse mass of pions is
proportional to the temperature of the system and very diﬀerent in the two calculations
at higher energies. The UrQMD approach shows a softening of the equation of state
in the region where the phase transition is expected because of non-equilibrium eﬀects,
while the hadron gas hydrodynamic calculation continuously rises as a function of the
energy. This behaviour is well known, see, e.g., [Sor97] and is investigated in more detail8.2 Transverse Dynamics 91
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in Chapter 11.
Finally Fig. 8.9 shows the mean transverse momenta as a function of particle mass
for π,K,p,Λ,Ξ, and Ω particles. Here we observe the behaviour known from previous
hybrid studies, that with increased strangeness, baryons accumulate less ﬂow than in
a complete hydrodynamic approach. This eﬀect can be traced back to the small cross
sections of multi strange baryons in the hadronic cascade, thus showing, that the freeze-
out/decoupling process proceeds gradually.92 8 Multiplicities and Particle Spectra93
9 Strangeness Production
9.1 Rapidity Distributions
In this Chapter results on the centrality and system size dependence of (multi-strange)
hyperons in Pb+Pb collisions at 40A and 158A GeV from the Ultra-relativistic Quantum
Molecular Dynamics (UrQMD-v2.3) model and a coupled Boltzmann+hydrodynamics
calculation are presented based on [Pet09c, Ste08c].
The strange (s) and anti-strange (¯ s) quarks are a well suited diagnostic tool to investigate
the properties of the matter created in such collisions, because they are not contained
in the colliding nuclei, but are newly produced. At the end of the reaction they show
up in strange hadrons in the ﬁnal state. In [Raf82, Koc86] the authors suggested almost
25 years ago that strange particle production is enhanced in the QGP with respect
to a hadron gas. This enhancement can be quantiﬁed relative to a reaction where a
transition to a QGP phase does not take place, such as p+p collisions where the system
size is very small. The enhancement occurs because in the QGP diﬀerent channels are
responsible for strangeness production, leading to a strong reduction of the strangeness
thermalization time as compared to the hadronic scenario. This is supported by the
diﬀerence in threshold energies due to the fact that in a deconﬁned state, only the
strange quarks have to be produced, rather than strange hadrons themselves. In a QGP
the strange quarks are produced in gluon fusion (gg → s¯ s) and light q¯ q pair annihilation
(q¯ q → s¯ s) processes. The threshold energy required to create a pair of s¯ s quarks in the
QGP is just the bare mass of the two strange quarks (Ethreshold ≈ 2ms ≈ 300 MeV). Due
to high temperatures involved in the QGP phase, the thermal production of s¯ s pairs is
possible. A further source of enhanced s¯ s production comes from the process of Pauli
blocking of light quarks. Therefore, as more and more light quarks are produced in the
collision, they ﬁll up the available energy levels and it becomes energetically favourable
to create s¯ s pairs.
It is expected that the extra mechanisms for s¯ s production in a QGP should lead to
a production rate which is 10 to 30 times higher than in a hadron gas, resulting in an
equilibration of strangeness even in the short lifetime of the ﬁreball. Therefore, it is
assumed that the production of strange and anti-strange baryons at freeze-out will be
enhanced, if the system passes through a deconﬁned phase, as compared to a system
that remained in the hadron gas phase only.
Furthermore, strangeness is a good quantum number because it is conserved in strong
interactions. Strange quarks (and therefore strange hadrons) decay via the weak inter-94 9 Strangeness Production
Production reaction EThreshold (MeV )
N + N → Λ + K+ + N 700
N + N → N + N + Λ + ¯ Λ 2200
N + N → N + N + Ξ− + ¯ Ξ+ 4500
N + N → N + N + Ω− + ¯ Ω+ 5200
Table 9.1: The energy threshold to create strange hadrons in hadronic interactions.
action, where typical lifetimes are on the order of 10−10 s and so these decays are not
important on the time scale of a hadronizing QGP and can be well reconstructed by
experiments.
To create strange hadrons in a hadronic interaction a high threshold energy is needed,
which is calculated from the diﬀerences in masses between the initial and the ﬁnal state
particles as shown in Table 9.1 for N+N → (anti-) hyperons.
Because of these large threshold energies (multi-)strange baryon production is suppressed
even in initial collisions in the SPS energy regime (
√
sNN ≈ 5-20 GeV) [Dre02, Ble02b]. A
further important source for (multi-strange)hyperon production are multi-step processes
that lead to high mass resonance excitations and the rescatterings of initially produced
anti-kaons. In regions of high net baryon density, also the production of strange baryons
is more likely, especially Λ’s are produced in association with a kaon and this reaction
has the lowest threshold energy. In a hadron resonance gas it takes some time to equi-
librate strangeness and the timescale of a heavy ion collision might be shorter than this
equilibration time.
Diﬀerent approaches to enhance strangeness production in semi-hadronic scenarios with-
out a transition to a deconﬁned state have been proposed. In [Van99] a baryon junction
exchange mechanism was proposed to explain valence baryon number transport in nu-
clear collisions and hence the production of (anti-)hyperons.
Another ansatz is the introduction of a strong color ﬁelds (color ropes) in string-hadronic
models by a modiﬁcation of the Schwinger mechanism [Scw51]. When moving from
e+e− or p + p interactions to heavy-ion collisions the string density can be so high
that the color ﬂux tubes are overlapping [Bir84, Kno88, Sor92, Ame93]. Practically,
this results in the non-independent fragmentation of QCD-ﬂux tubes with higher color
charge representation, e.g. 8−¯ 8 strings instead of triplett charges. This implementation
of the color electric ﬁeld increases the production of hyperons.
Using multi-hadronic interactions can bring the system to local chemical equilibrium and
enhance the production of anti-hyperons [Gre01]. A similar way to push the system into
chemical equilibrium is the multiple interactions of pions [Cas02] or the oversaturation
of pion number [Rap01]. Calculations in [BrM04] showed that reaching an equilibrium
in a pure hadronic medium, considering collision rates and time scales of the hadronic9.1 Rapidity Distributions 95
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Figure 9.1: The points correspond to the measured yield at midrapidity (|y| ≤ 0.5)
for Λ (top) and ¯ Λ (bottom) from NA49 [Blm07, Mit06] measured for diﬀerent cen-
tralities in Pb+Pb collisions at 40A GeV. The solid line represents calculations with
UrQMD+Hydro and the dashed line with UrQMD.
ﬁreball expansion, is only possible if hadronic multi-particle interaction are taken into
account. Recently, counter arguments against this conclusion were suggested within a
hadronic Hagedorn model [Nor08]. However, the main conclusion remains that close to
the QGP phase boundary the densities are large and might drive the system quickly to
a chemical equilibrium state.
The apparent enhancement of strangeness can be explained also in statistical models by
the transition from a canonical ensemble, for small systems (e.g. like in p+p), which
treats charge conservation exactly, to a grand canonical ensemble for heavier systems
like Pb+Pb of Au+Au. With this constraint the phase space for particle production
is reduced in small systems. To compare this crossover to experimental data the cor-
relation volume V of the system is proportional to  Nw  for a constant center-of-mass
energy (V =
V0
2  Nw  in [Red02], where V0 is the volume of the nucleon). An alter-
native approach to determine the correlation volume is suggested in the percolation
model [Hoh06]. However, none of the above discussed approaches allows for a consistent
description of both spectra and multiplicities of (multi-)strange baryons up to now.
Here we attack this question by using a hadronic transport approach, namely the Ultra-
relativistic Quantum Molecular Dynamics (UrQMD) in version 2.3 [Ble99c, Bas98b,
Pet08a] (see Chapter 4) and compare the results to a hybrid approach where a hydrody-
namic evolution is embedded into the model [Pet08b] (see Chapter 6). By doing this, we
do not aim at the understanding of the dynamics of the strangeness equilibration process96 9 Strangeness Production
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Figure 9.2: The points correspond to the measured yield at midrapidity (|y| ≤ 0.5)
for Ξ− from NA49 [Alt08c, Blm07, Mit06] measured for diﬀerent centralities in Pb+Pb
collisions at 40A GeV. The solid line represents calculations with UrQMD+Hydro and
the dashed line with UrQMD.
itself, but we are able to compare strangeness production in a full non-equilibrium ap-
proach with a dynamical approach involving local thermal and chemical (for strangeness)
equilibrium. For the present comparison we restrict ourselves to a hadron gas equation of
state which includes the same degrees of freedom as in UrQMD. The gradual freeze-out
scenario with a transition criterion of 5ǫ0 has been applied.
In the following results from UrQMD and the hybrid approach (UrQMD+Hydro) are
shown. We compare these results to the measured total particle yields 1 and the abun-
dancies at midrapidity from the NA49 and NA57 experiments on Pb+Pb collisions.
Furthermore, we compare the model predictions to the measured Λ, ¯ Λ and Ξ− rapidity
spectra in central C+C and Si+Si collisions from the NA49 collaboration at 158A GeV.
In addition, we present predictions from UrQMD and UrQMD+Hydro for the centrality
dependence of Λ, ¯ Λ and Ξ− rapidity spectra at Elab = 40A GeV and Elab = 158A GeV
and compare these to the measured yields at midrapidity (|y| ≤ 0.5).
Fig. 9.1 and Fig. 9.2 show the rapidity spectra for Λ, ¯ Λ and Ξ− at Elab = 40A GeV
predicted from UrQMD (dashed line) and UrQMD+Hydro (solid line) for diﬀerent cen-
trality bins. Data are shown as full circles [Alt08c, Blm07, Mit06] 2. UrQMD predicts a
lower multiplicity compared to the hybrid approach. This can be understood, because
at the transition from the hydrodynamic evolution to the hadronic cascade the particles
are produced according to thermal distributions. In this manner, it is much easier to
1Note that only the NA49 has the acceptance to measure the total multiplicity.
2We extrapolate the midrapidity yields of the NA49 data for every centrality class of ¯ Λ by using an
exponential ﬁt.9.1 Rapidity Distributions 97
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Figure 9.3: The points correspond to the measured yield at midrapidity (|y| ≤ 0.5)
for Λ (top) and ¯ Λ (bottom) from NA49 [Blm07, Mit06] measured for diﬀerent cen-
tralities in Pb+Pb collisions at 158A GeV. The solid line represents calculations with
UrQMD+Hydro and the dashed line with UrQMD.
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produce especially multistrange hyperons than via resonance and string excitation. The
hadronic cross sections of strange baryons are small, so they do not get reequilibrated
during the hadronic expansion phase once they are produced. The only exception are
the ¯ Λ’s which get absorbed even during the late stage of the evolution. The Λ production
in the pure transport approach is in a reasonable agreement with the experimental data
because their production threshold is not as high as for the other hyperons because they
are likely to be produced in nucleon-nucleon collisions in association with a kaon (see
Table 9.1). Therefore, the Λ’s reﬂect the initial baryon stopping and the rapidity distri-
bution of the net baryon number and should not be regarded as a part of the produced
thermal system. The assumption of chemical euqilibrium leads to an enhanced ¯ Λ and Ξ
production in good agreement to the experimental data. The same trend is also visible
at Elab = 158A GeV (see Fig. 9.3 and Fig. 9.4). However, here the diﬀerence between
the ¯ Λ calculated in UrQMD (dashed line) and UrQMD+Hydro (solid line) is smaller
than at Elab = 40A GeV.
To explore the applicability limit of the hybrid model in terms of collision volume, Fig. 9.5
shows the rapidity spectra of Λ and ¯ Λ for central C+C and Si+Si collisions at 158A GeV
measured by the NA49 collaboration [Alt05b, Kra04]. It is visible that for such small
systems UrQMD (dashed line) describes the data better that UrQMD+Hydro (solid
line). The reason for this observation is that the limited system size does not allow for a
full thermalization in C+C and Si+Si interactions like in the case for Pb+Pb collisions.
This indicates that up to Si+Si reactions, thermalization can not be achieved and the
system is merely a (non-)trivial convolution of elementary baryon-baryon (and in smaller
parts meson-baryon) interactions. From this, we also conclude that the possibility of a
phase transition is reduced in such small systems.
9.2 Centrality Dependence
Let us next focus on a detailed study of the centrality dependence of strange baryons
in Pb+Pb reactions. Fig. 9.6 depicts the predictions of the centrality dependence of
the total yield of Λ, ¯ Λ and Ξ− at Elab = 40A GeV and Elab = 158A GeV. One clearly
observes that for central collisions the assumption of a thermalized system leads to a
suitable description of the strangeness production within the hybrid model calculation.
The centrality and system size dependence of (anti-) hyperon production at 40A and
158A GeV at midrapidity (|y| ≤ 0.5) is shown in Fig. 9.7 measured by the NA49 [Alt08c,
Blm07, Mit06, Alt05a] and NA57 [Ant06, Ant04, NA57] collaboration. A discrepancy
between both experiments is observed moving from peripheral to central collisions. How-
ever, for a qualitative interpretation, the present data are suﬃcient and we will therefore
refrain from speculations on the origin of the experimental inconsistencies. The dashed
line represents calculations with UrQMD and the solid line indicates predictions from
UrQMD+Hydro simulations. The pure transport approach describes the data in very pe-
ripheral collisions quite well. The reason why UrQMD works for very peripheral Pb+Pb9.2 Centrality Dependence 99
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Figure 9.6: The points correspond to the measured total yield by NA49 at 40A (left)
and 158A GeV (right) [Alt08c, Blm07, Mit06, Alt05b, Kra04, Alt05a]. The solid line
represents calculations with UrQMD+Hydro and the dashed line with UrQMD.9.2 Centrality Dependence 101
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Figure 9.7: Centrality dependence of the (anti-)hyperon yields at midrapidity (|y| ≤
0.5) at 40A (left) and 158A GeV (right) measured by NA49 (squares) [Alt08c, Blm07,
Mit06, Alt05b, Kra04, Alt05a] and NA57 (circles) [Ant06, Ant04, NA57]. The solid line
represents calculations with UrQMD+Hydro and the dashed line with UrQMD.
or small systems like C+C/Si+Si is that the system is not in equilibrium as discussed
above. Moving to more central Pb+Pb collisions it is visible that the thermal production
of strange quarks is in much better agreement with the measured data than obtained
the binary collision prescription. Especially for multistrange hyperons it is visible that
the production via independent strings and resonance excitations is not suﬃcient to ex-
plain the experimentally measured yields. From this, we conclude that the assumption
of thermalization alone allows to explain a major part of the strangeness enhancement
in central collisions of massive nuclei. However, ﬁrm conclusion on the formation of a
QGP can not be drawn from this. For peripheral reactions or small collision systems a
description by subsequent hadronic interactions is favoured.102 9 Strangeness Production
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Figure 9.8: Hyperon enhancement as a function of Nw at 158A GeV measured from
NA49 (right) and NA57 (left). Note NA57 uses p+Be instead of p+p as baseline.
Finally, the hyperon enhancement as a function of the number of wounded nucleons,
 Nw , at 158A GeV measured by NA49 (a) [Alt05b, Kra04, Alt08c, Blm07, Mit06,
Alt05a] and NA57 (b) [Ant06, Ant04, NA57] is shown in Fig. 9.8. The strangeness
enhancement is deﬁned as the yield per participant in Pb+Pb collisions normalized to
the yield per participant in p+p or p+Be interactions as shown in Eq. 9.1.
E =
 
Y ield
Nw
 
A+A
/
 
Y ield
Nw
 
p+p/p+Be
, (9.1)
The hybrid calculation leads to a mostly centrality independent result because the sys-
tem at the freeze-out transition is described by grand-canonical distributions. For the
¯ Λ the absorption during the hadronic rescattering stage is reﬂected in the centrality
dependence.
A clear hierarchy is visible depending on the strangeness content. The shape of the
centrality dependence is changing from a decreasing distribution for ¯ Λ to an increasing
shape for Λ, Ξ− and Ω− + ¯ Ω+ with an enhancement for Ω− + ¯ Ω+ of approximately 10.
UrQMD clearly underpredicts the eﬀects, in all cases.103
10 Elliptic Flow Excitation Function
This Chapter is based on [Pet09a]. Transverse collective ﬂow is one of the earliest
predicted observables to probe heated and compressed nuclear matter [St¨ o86, Vol08].
Elliptic ﬂow, the anisotropy parameter that quantiﬁes the momentum space anisotropy
in the transverse plane of the outgoing particles of a heavy ion reaction, is a result of
the pressure gradients that are present in the course of the evolution. Since it is a self-
quenching eﬀect, it is very sensitive to the early stage of the collision, i. e. the initial
conditions and the mean free path during the high energy density stage of the evolution.
Previous calculations of elliptic ﬂow in hadronic transport approaches have led to the
conclusion that the pressure in the early stage of the collision is too low to reproduce the
high elliptic ﬂow values measured at RHIC [Bur05, Pet06a, Lin02]. To get a more consis-
tent picture of the whole dynamics of heavy ion reactions various so called microscopic
plus macroscopic hybrid approaches have been launched during the last decade [Non07,
Dum99, Bas00, Tea01a, Tea01b, Gra05, Anr06a, Hir06, Hir08, Anr08a, Anr08b]). Here
we use the same technique and employ a transport approach with an embedded three-
dimensional ideal relativistic one ﬂuid evolution for the hot and dense stage of the
reaction based on the Ultra-relativistic Quantum Molecular Dynamics (UrQMD) model
[Ste08a, Pet08b]. This approach allows to reduce the parameters for the initial condi-
tions and provides a consistent freeze-out description and allows to compare the diﬀerent
underlying dynamics - ideal ﬂuid dynamics vs. non-equilibrium transport - directly.
Serving as an input for the hydrodynamical calculation the equation of state (EoS)
strongly inﬂuences the dynamics of an expanding system. In this work we employ
a hadron gas (HG) equation of state, describing a non-interacting gas of free hadrons
[Zsc02b]. Included here are all reliably known hadrons with masses up to ≈ 2 GeV, which
is equivalent to the active degrees of freedom of the UrQMD model (note that this EoS
does not contain any form of phase transition). The purely hadronic calculation serves
as a baseline calculation to explore the eﬀects of the change in the underlying dynamics
- pure transport vs. hydrodynamic calculation.
10.1 Importance of the Initial Conditions
We begin our investigation with the initial conditions for the hydrodynamical evolution.
Fig. 10.1 shows the initial local rest frame energy density distribution in the transverse
plane for one single Pb+Pb collision. The spatial anisotropy that causes the development
of elliptic ﬂow is nicely observed. The distribution is not smooth and not symmetric in104 10 Elliptic Flow Excitation Function
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Figure 10.1: Energy density distribution in the x − y-plane for one midcentral (b = 7
fm) Pb+Pb collision at Elab = 40A GeV.
any direction.
In Fig. 10.2 the initial velocity distribution is shown in the transverse plane. The value
that is plotted here is the absolute value of the three-velocity of the hydrodynamic cells
(v = |  v|) times the local rest frame energy density in the respective cell. In this way,
one gets rid of the numerical noise in the almost empty cells. The velocity distribution
is also not symmetric and ﬂuctuates from event to event. As expected the velocities are
higher at the edges of the almond shaped overlap region in x direction. In the middle of
the system the matter is almost at rest. To see how these space-momentum correlations
transform to observables we introduce the elliptic ﬂow v2.
10.2 Elliptic Flow Results
The second coeﬃcient of the Fourier expansion of the azimuthal distribution of the
emitted particles (v2) is called elliptic ﬂow [Sor99, Oll92, Ble02a]. v2 is deﬁned by
v2 ≡  cos[2(φ − ΦRP)]  =
 
p2
x − p2
y
p2
x + p2
y
 
, (10.1)
where φ is the azimuthal angle of the particle, ΦRP is the azimuthal angle of the reaction
plane and px and py are the momenta of the particle in x- and y-direction respectively.10.2 Elliptic Flow Results 105
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Figure 10.2: Velocity distribution in the transverse x−y-plane for one midcentral (b = 7
fm) Pb+Pb collision at Elab = 40A GeV. The absolute value of the velocity has been
multiplied by the energy density in the correspondig cell.
In Fig. 10.3 we show the excitation function of charged particle elliptic ﬂow compared
to data over a wide energy range, i.e from Elab = 1A GeV to
√
sNN = 200 GeV.
In this ﬁgure, the data and the calculation are not divided by further model dependent
quantities and therefore it allows for a direct comparison. The symbols indicate the data
for charged particles from diﬀerent experiments. In the SPS regime the pure transport
model calculations are quite in line with the data, especially with the NA49 results.
Above Elab = 160A GeV the calculation underestimates the elliptic ﬂow. This has
been taken as a sign that partonic degrees of freedom become more important at these
energies.
The smaller mean free path in the hybrid model calculation leads to higher elliptic ﬂow
values at higher SPS energies even without explicit phase transition. At lower energies
the result is in line with the transport calculation since the hydrodynamic evolution is
very short. The average duration of the hydrodynamic evolution increases from ∼ 3 fm
at low energies to around 8 fm at Elab = 40A GeV and even ∼ 12 fm at the highest
SPS energy. Please note that the crucial observation is not only that there is higher
elliptic ﬂow than in the transport calculation, but that the hybrid approach shows that
ideal hydrodynamics is less than 20 % away from the experimental data. This conﬁrms
that the initial conditions and the freeze-out treatment have important inﬂuence on the
results of a hydrodynamic calculation.106 10 Elliptic Flow Excitation Function
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Figure 10.3: The energy excitation function of elliptic ﬂow of charged particles in
Au+Au/Pb+Pb collisions in mid-central collisions (b=5-9 fm) calculated at midrapid-
ity (|y| < 0.5) within the hybrid model with isochronous freeze-out (black full line) and
gradual freeze-out (black dashed line) is contrasted to the pure UrQMD transport cal-
culation (black dotted line). These curves are compared to data (colored symbols) from
diﬀerent experiments (E895, E877, NA49, CERES, PHENIX, PHOBOS and STAR)
[Alt03, Pin99, Chu02, Fil01, Sli03, Esu02, Esu03, Man03, Ray03].
The elliptic ﬂow of pions as a function of transverse momentum is shown in Fig. 10.4.
As it has been stated above the hydrodynamic evolution leads to higher elliptic ﬂow
values especially at higher pt where the pure transport calculation underpredicts the
data. For these diﬀerential results at midrapidity the diﬀerence between the two freeze-
out prescriptions is less pronounced than for the integrated results. The hybrid model
calculation leads also for the diﬀerential elliptic ﬂow to a reasonable agreement with the
experimental data.
Finally, we replot the v2(
√
sNN) values as a function of particle density and scaled by
the eccentricity of the initial state. Fig. 10.5 shows v2/ǫ as a function of (1/S)dNch/dy
which is assumed to be a decreasing quantity in the investigated energy regime in ideal
hydrodynamics calculations. (1/S)dNch/dy is the charged particle density at midrapidity
divided by the initial state overlap area. This way of plotting the elliptic ﬂow excitation
function allows to compare results from diﬀerent energies and centralities at the same
time. The charged particle multiplicity in the overlap area is the same in a central low10.2 Elliptic Flow Results 107
energy collision as in a peripheral high energy collision.
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Figure 10.4: Elliptic ﬂow of pions in mid-central (b=5-9) Pb+Pb collisions at Elab =
40A GeV and Elab = 160A GeV. The full black line depicts the hybrid model calculation
with isochronous freeze-out, the black dashed line the hybrid calculation employing the
gradual freeze-out while the pure transport calculation is shown as the black dotted line.
The colored symbols display experimental data obtained with diﬀerent measurement
methods by NA49 [Alt03].
The calculations within the UrQMD + hydrodynamics approach have been performed
for midcentral Pb+Pb/Au+Au collisions with b = 5 − 9 fm. The charged particle
multiplicities and v2 values have been calculated at midrapidity (|y| < 0.5).
For the evaluation of the relevant initial eccentricity and the overlap area we have stopped
the calculation of 10.000 UrQMD events at the time of the overlap of the nuclei. The
quantities of interest have been evaluated for the participating particles which are deﬁned
as the nucleons which have undergone at least one interaction plus the newly produced
particles (the result is insensitive to the fact if only nucleons are considered or not)
according to the following formula [Vol00, Sor99]:108 10 Elliptic Flow Excitation Function
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Figure 10.5: v2/ǫ as a function of (1/S)dNch/dy for diﬀerent energies and centralities
for Pb+Pb/Au+Au collisions. The results from mid-central collisions (b=5-9 fm) calcu-
lated within the hybrid model with isochronous/gradual freeze-out (full line with circles
and dashed line with triangles respectively) are shown. Furthermore, the hybrid model
calculation with GF is divided by a diﬀerent eccentricity (ǫ2)(dashed line with squares).
These curves are compared to data depicted by colored symbols from diﬀerent experi-
ments (E877, NA49 and STAR [Alt03]) for mid-central collisions. The green full lines
correspond to the previously calculated hydrodynamic limits [Kol00].
ǫ =
 y2  −  x2 
 y2  +  x2 
and S = π
 
 x2  y2  , (10.2)
where the averages are taken over particles and events at the same time. An alternative
deﬁntion is sometimes used [Vol08]
ǫ2 =
 y2 − x2 
 y2 + x2 
(10.3)
where the averages are taken ﬁrst over particles in one event and then the value for ǫ is
averaged over events. In this way, the events with higher particle production have the
same weight as those with lower multiplicities.
Since it is not obvious which way of calculating the initial eccentricity captures the10.2 Elliptic Flow Results 109
physical picture best (e.g. the Glauber values which are taken from experiment) we
show both possibilities because they lead to diﬀerent results.
It is remarkable that the shape of the curve is substantially changed in the hybrid model
calculation compared to the previous calculated hydro limits [Kol00] (shown as horizontal
lines). A similar shape has also been obtained in a two-dimensional hybrid calculation
with a hadronic afterburner but simpliﬁed initial conditions and a EoS including a
phase transition to the QGP (see [Tea01a]). The present calculation with ideal one ﬂuid
hydrodynamics with hadronic degrees of freedom as described above is however able to
reproduce the shape of the experimental data points and even the magnitude at lower
energies. Note that at very low energies the hydrodynamic stage is rather short and
does not inﬂuence the evolution considerably. In this regime all diﬀerent setups show
the same results and are compatible with the data. Towards higher energies (where pure
hadronic transport calculations have too much viscosity and underpredict the data), the
hybrid calculation leads to higher pressure gradients in the early stage and therefore to
suitable elliptic ﬂow values. Most important here is the only moderate increase in v2
because of the more realistic treatment via the inclusion of initial non-equilibrium eﬀects
and a complex shape (both in coordinate and momentum space) of the initial energy
and baryon density distribution in addition to our sophisticated ﬁnal state freeze-out. In
fact, for the (more physical) gradual freeze-out, the v2 values are reduced by more than
a factor of 2 compared to ideal hydrodynamics with simpliﬁed initial conditions. The
inﬂuence of the freeze-out prescription can be observed by comparing the isochronous to
the gradual freeze-out scenario. The alternative calculation of the eccentricity (ǫ2) leads
to higher values because ǫ2 is in general smaller than ǫ. Additional changes in magnitude
may be caused by viscosity eﬀects during the hot and dense stage and a possible phase
transition which might weaken the pressure gradients in the early stage.110 10 Elliptic Flow Excitation Function111
11 Mean Transverse Mass Excitation
Function
This Chapter is based on [Pet09b]. To explore the deconﬁnement phase transition from a
hadron gas to the so called Quark Gluon Plasma (QGP) is one of the main motivations
to study heavy ion collisions at high energies [St¨ o86]. The mean transverse momen-
tum excitation function has been proposed as a signal for the observation of this phase
transition many years ago [VaH82] and has been further explored in the following years
[Sce99, Gor03, Gaz04]. Experimentally, the energy dependences of various observables
(including the mean transverse mass  mT ) show anomalies at low SPS energies which
might be related to the onset of deconﬁnement [Gaz99, Gaz04, Alt08a].
The mean transverse mass of the particles is expected to be proportional to the tem-
perature at kinetic freeze-out of the particles. If there is a phase transition the mean
transverse mass excitation function should show a ﬂattening because of the mixed phase
region where the temperature of the system stays constant. However, recently, it has
been suggested in a 3-ﬂuid model with a hadron gas equation of state that the char-
acteristic steplike-behaviour of the mean transverse mass in dependence of the incident
beam energy might be a relic of the freeze-out treatment in a hydrodynamic calculation
and may not be a unique sign of the transition to the QGP [Iva08].
We investigate here the eﬀects of diﬀerent freeze-out implementations and changes in the
equation of state (EoS) in an integrated (3+1)d Boltzmann+hydrodynamics approach.
The present implementation allows to disentangle diﬀerent eﬀects like e.g. change of
the dynamics between hydrodynamics and transport or freeze-out prescriptions in a
consistent manner and provides the opportunity to explore diﬀerent equations of state
within the same framework.
11.1 Freeze-out Dynamics
In this Section we address the 4π multiplicity (Figs. 11.1-11.2, upper plots) and the mean
transverse mass (Figs. 11.1-11.2, lower plots) excitation functions for pions, protons and
kaons calculated in the hybrid approach with a hadronic EoS to compare diﬀerent freeze-
out prescriptions. The dotted black line corresponds to the results directly after the
isochronous hydrodynamic freeze-out without ﬁnal state interactions (FSI). Immediate
decay of the resonances is taken into account to provide comparable multiplicity results.
All other calculations include the hadronic afterburner, however with diﬀerent transi-112 11 Mean Transverse Mass Excitation Function
tion prescriptions applied: the isochronous freeze-out (red dashed line with circles), the
gradual freeze-out (black full line with squares) and the gradual freeze-out with varied
freeze-out energy density criterion 4ǫ0 (blue dashed line with triangles).
In the following ﬁgures the beam energy dependence of the multiplicities (top) and
the mean transverse mass (bottom) is shown. The results are calculated for central
Au+Au/Pb+Pb collisions at midrapidity (|y| < 0.5) from Elab = 2 − 160A GeV. In
general, one observes that the mean transverse mass increases as a function of energy,
because more energy becomes available that can be distributed in the transverse plane
and the expansion phase lasts longer.
Let us start the detailed discussion with the pions as being the most abundant hadrons.
The pion multiplicity (Fig. 11.1, left) is completely insensitive to the freeze-out pro-
cedure while the mean transverse mass at higher energies is decreased if the gradual
freeze-out procedure is applied. The ﬁnal state interactions and the variation of the
freeze-out criterion do only weakly alter the results for pions. At AGS energies, the cal-
culations are well in line with the data while at SPS energies where the hydrodynamic
stage is a major part of the evolution the pion multiplicity stays below the data and the
mean transverse mass exceeds the experimental data. We attribute these observations
to the entropy conservation in the hydrodynamic evolution and the violent transverse
expansion because of high pressure gradients.
Next, we explore the production and expansion of the baryon charge. In contrast to the
previous case, the proton multiplicity (Fig. 11.1, right) is almost constant over the whole
energy range. The ﬁnal rescatterings lead in this case to a slightly higher multiplicity
and an increased mean transverse mass. The protons acquire more transverse ﬂow
during the hadronic stage after the hydrodynamic evolution. As already observed for
the pions the gradual freeze-out leads to a ﬂattening of the transverse mass excitation
function. Varying the energy density criterion (squares vs triangles) indicates only a
weak dependence on this parameter.
Finally, we address strange particles. Fig. 11.2 show the results for positively and
negatively charged kaons respectively. The kaon multiplicities are nicely reproduced, if
the isochronous freeze-out procedure is applied with or without ﬁnal state interactions.
The mean transverse mass in the same calculation is too high at top SPS energies due
to the violent transverse expansion because of the comparably stiﬀ hadronic EoS. For
K− the ﬁnal rescatterings lead to an increase in the mean transverse mass because the
low pT K− are easily absorbed on the surrounding baryons. In the gradual freeze-out
scenario the kaon production is enhanced by roughly 10% due to the higher average
temperatures at the transition point from hydrodynamics to the tranport description at
higher energies. For the kaon multiplicity the variation of the freeze-out criterion leads to
a slight decrease of the yields when going from the gradual to the isochronous scenario.
This reﬂects the sensitivity of the kaon yield to the temperature at the transition point
between hydrodynamics and the ﬁnal state hadron cascade. The mean transverse mass
excitation functions are ﬂatter with the gradual freeze-out scenario which leads to a
better description of the experimental data.11.2 Equation of State Dependence 113
Overall, the hybrid calculation with the gradual freeze-out procedure reproduces the
multiplicities and the shape of the mean transverse mass excitation function best, in
many cases there is even good quantitative agreement with the experimental data.
11.2 Equation of State Dependence
After these rather technical studies, we turn now to the investigation of diﬀerent EoS.
To exemplify the eﬀects of the diﬀerent underlying dynamics we contrast the hybrid
model calculations with the pure hadronic transport calculation (UrQMD-2.3, dotted
black line). By comparing this calculation with the hybrid calculation (employing the
HG EoS, full black line with squares) one can estimate the eﬀect of viscosities and the
non-equilibrium dynamics. For the hybrid model calculations the gradual freeze-out with
the criterion of 5ǫ0 is applied as it provides the best ﬁt to the data as shown before. The
dashed blue line with triangles corresponds to the calculation with the chiral equation
of state (CH) while the red dashed line with circles depicts the bag model EoS with a
strong ﬁrst order phase transition (BM).
Fig. 11.3 shows the multiplicity and the mean transverse mass excitation functions for
pions and protons. The yields are reduced in the hybrid model compared to the pure
transport calculation because of entropy conservation during the ideal hydrodynamic
evolution. The changes in the EoS do not aﬀect the multiplicities. The mean transverse
mass that is more sensitive to the pressure in the transverse plane is changed. For pions
the chiral EoS gives similar results as the hadron gas calculation while the bag model
EoS decreases the mean transverse mass at high energies as it is expected for a ﬁrst
order phase transition. The pure transport calculation reproduces the ﬂattening in the
intermediate energy regime best.
For the protons 11.3 (right) the opposite behaviour can be observed. In this case, the
BM EoS leads to a higher transverse mass than the chiral EoS which is still higher
than the hadronic calculation. UrQMD-2.3 shows the strongest ﬂattening again. The
high baryon density regions, where most of the protons are produced at hydrodynamic
freeze-out, are perhaps more sensitive to the early stage of the collision where the BM
EoS exhibits a higher pressure (in the QGP phase) and the softening due to the mixed
phase is only reﬂected in the mean transverse mass of mesons. The net baryon density
is explicitly propagated in the hydrodynamic evolution. Therefore, the ﬁnal distribution
of the baryo-chemical potential at the transition from hydrodynamics to the hadronic
cascade reﬂects the dynamics during the evolution and is sensitive to the initial stopping.
The mesons are only inﬂuenced by the temperature distribution that mainly depends
on the energy density distribution.
Fig. 11.4 shows the results for diﬀerent EoS for positively and negatively charged kaons.
Since the qualitative results are the same in both cases we will refer to kaons in the
following without distinguishing the charges. The kaon multiplicities are higher in the
hybrid model calculation as compared to the pure transport simulation, because strange114 11 Mean Transverse Mass Excitation Function
particles are produced according to thermal distributions during the Copper-Frye tran-
sition. The string and resonance dynamics in UrQMD-2.3 lead to an underestimation
of strange particle yields while the mean transverse mass excitation function ﬂattens
at high AGS energies due to non-equilibrium eﬀects. The multiplicities and the mean
transverse mass are highest in the hadron gas hybrid calculation because the hadronic
EoS is the stiﬀest EoS and can not be “softened” by non-equilibrium eﬀects. Here also,
the transverse expansion is more violent since the pressure and its gradients are large
during the whole hydrodynamic evolution. The chiral EoS leads to a small decrease in
the yields, but leaves the  mT  excitation function essentially unchanged. Employing
the chiral EoS the temperatures at the transition from hydrodynamics to transport are
a bit lower than in the purely hadronic case, but the kaons acquire approximately the
same transverse momentum during the evolution. The chiral phase transition exhibits
only a small latent heat and therfore the pressure gradients are not aﬀected that much.
The BM calculation with a strong ﬁrst order phase transition produces lower kaon mul-
tiplicites than the other hybrid model calculations, at low SPS energies even less than
the pure transport calculation. The transition temperatures in this case are the lowest
due to the long duration of the hydrodynamic stage. For the kaons the ﬂattening of the
mean transverse mass excitation function due to the softening of the EoS is best visible.
The mean transverse mass values are even lower than in the nonequilibrium transport
calculation.
The multiplicities are reasonable well reproduced in all the diﬀerent scenarios, but the
mean transverse mass excitation function reﬂects the diﬀerent transverse pressure gra-
dients due to the underlying EoS. The experimentally measured step-like behaviour can
either be attributed to a ﬁrst order phase transition with a large latent heat or a softening
of the EoS due to hadronic non-equilibrium eﬀects.11.2 Equation of State Dependence 115
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Figure 11.1: The multiplicity (4π, top) and the  mT  (bottom) excitation function for
pions (left) and protons (right) in central (b < 3.4 fm) Au+Au/Pb+Pb collisions at
Elab = 2 − 160 AGeV is shown. The lines depict diﬀerent freeze-out prescriptions for
the hybrid model calculation with the hadron gas equation of state, while the symbols
depict experimental data [Alt08a, Afa02a, Ahl00a, Anc04b].116 11 Mean Transverse Mass Excitation Function
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Figure 11.2: The multiplicity (4π, top) and the  mT  (bottom) excitation function for
positively/negatively (left/right) charged kaons in central (b < 3.4 fm) Au+Au/Pb+Pb
collisions at Elab = 2 − 160 AGeV is shown. The lines depict diﬀerent freeze-out pre-
scriptions for the hybrid model calculation with the hadron gas equation of state, while
the symbols depict experimental data [Alt08a, Afa02a, Ahl00a, Ahl00b].11.2 Equation of State Dependence 117
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Figure 11.3: The multiplicity (4π, top) and the  mT  (bottom) excitation function
for pions (left) and protons (right) in central (b < 3.4 fm) Au+Au/Pb+Pb collisions at
Elab = 2−160 AGeV is shown. The lines depict hybrid model calculations with diﬀerent
equations of state and the pure transport calculation in comparison to the experimental
data (symbols)[Alt08a, Afa02a, Ahl00a, Anc04b].118 11 Mean Transverse Mass Excitation Function
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Figure 11.4: The multiplicity (4π, top) and the  mT  (bottom) excitation function for
positively/negatively (left/right) charged kaons in central (b < 3.4 fm) Au+Au/Pb+Pb
collisions at Elab = 2 − 160 AGeV is shown. The lines depict hybrid model calculations
with diﬀerent equations of state and the pure transport calculation in comparison to the
experimental data (symbols)[Alt08a, Afa02a, Ahl00a].119
12 HBT Correlations
This Chapter is based on [Li08b]. To learn something about the hot and dense stage of
the collision from the ﬁnal state particle distributions, a dynamical modeling of the whole
process is necessary. Some of the important ingredients which have to be considered in
a consistent manner are
• the initial conditions and the initial nonequilibrium dynamics,
• the treatment of the phase transition and hadronization, as well as the right degrees
of freedom,
• viscosity eﬀects in the initial partonic as well as in the hadronic stage of the
evolution,
• hadronic rescatterings and freeze-out dynamics.
We notice that part of these have been pointed out to be of importance especially for
the understanding of the HBT results [Pra08, Lis08, Bro08].
It is well-known that by using HBT interferometry techniques one can get detailed infor-
mation about the space-time conﬁguration of the system at freeze-out. We concentrate
here on the two (identical) pion interferometry and test the sensitivity of the HBT re-
sults on diﬀerent stages of the evolution. In our previous investigations on the HBT
correlation of various identical particle pairs from HICs at AGS, SPS, and RHIC ener-
gies [Li06c, Li07a, Li07b, Li08a, Li08c, Li09], we adopted the UrQMD model but further
considered the mean ﬁeld potentials for both conﬁned and “pre-formed” particles in the
model [Li08a, Li08c, Li09]. We found that the potentials aﬀord a better description of
interactions between particles at the early stage so that the HBT time-related puzzle
disappears throughout the energies from AGS, SPS, up to RHIC.
In this Chapter we perform a systematic investigation of the sensitivity of HBT corre-
lation of negatively charged pions to the EoS by applying the newly developed hybrid
approach. Similar more focused studies were frequently discussed with microscopic trans-
port or hydrodynamic models before [Ris96b, Sof01, Zsc02a, Lis05]. It is also interesting
to study if the current set of EoS employed in the hydrodynamic phase support the con-
clusion about the origin of the HBT time-related puzzle. In addition, the eﬀects of the
hadronic rescattering and of resonance decays after the hydrodynamic freeze-out on the
HBT radii and the RO/RS ratio deserve more investigation. We have also noticed that
some recent progresses of this topic both from an improved hydrodynamic calculation
[Bro08] and from the pion-optical-potential point of view [Luz08] have been published
which provides additional new insights.120 12 HBT Correlations
We use three diﬀerent EoS to investigate their eﬀect on the extracted HBT radii that
are described in Section 6.3 in more detail.
12.1 CRAB analyzing program and the ﬁtting process
To calculate the two-particle correlator, the CRAB program is adopted [Pra], which is
based on the formula:
C(k,q) =
 
d4xid4xjg(xi,pi)g(xj,pj)|φ(r′,q′)|2
 
d4xig(xi,pi)
 
d4xjg(xj,pj)
. (12.1)
Here g(xi,pi) is an eﬀective probability for emitting a particle i with 4-momentum pi =
(Ei,pi) from the space-time point xi = (ti,ri). φ(r′,q′) is the relative wave function with
r′ being the relative position in the pair’s rest frame. q = pi − pj and k = (pi + pj)/2
are the relative momentum and the average momentum of the two particles i and j.
In this work, we select central (< 7.2% of the total cross section σT) Pb+Pb collisions
at SPS energies: Eb = 20A, 30A, 40A, 80A and 158A GeV, with a pair rapidity cut
|Yππ| < 0.5 (Yππ = log((E1 +E2 +p 1 +p 2)/(E1 +E2 −p 1 −p 2))/2 is the pair rapidity
with pion energies E1 and E2 and longitudinal momenta p 1 and p 2 in the center of
mass system). For each EoS about 2500 events are calculated. All particles with their
phase space coordinates at freeze-out are then given into the CRAB analyzing program.
Only the negatively charged pions are considered during the analyzing process (for each
analysis, one hundred million pion pairs are considered). For the cascade calculations,
we take the results from our previous publications as reference [Li07a, Li08a]. We found
that the residual Coulomb eﬀect after the hadron freeze-out on the HBT radii of the
pion source is small [Li08c], therefore we omit it in the present analysis. Please note
that we will refer in the next sections to the hadronic rescattering stage as ﬁnal state
interactions (FSI), this should not be confused with the FSI in the context of the HBT
calculation. Finally, we ﬁt the correlator in the longitudinal comoving system (LCMS)
(or called as the “Out-Side-Long” system) which is frequently adopted in recent years.
The corresponding 3D Gaussian correlation function can be expressed as
C(qO,qS,qL) = K[1 + λ
×exp(−R
2
Lq
2
L − R
2
Oq
2
O − R
2
Sq
2
S − 2R
2
OLqOqL)]. (12.2)
Here K is the overall normalization factor, the qx and Rx are the components of the pair
relative momentum and homogeneity length (HBT radius) in the x direction, respec-
tively. The λ parameter is commonly called the incoherence factor and lies between 0
(complete coherence) and 1 (complete incoherence) for bosons in realistic HICs. Because
the parameter λ might be inﬂuenced by many additional factors, such as contamination,
long-lived resonances, or the details of the residual Coulomb modiﬁcation, we regard it
as a free parameter. The R2
OL represents the cross-term and plays a role at large rapidity.12.2 HBT results 121
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Figure 12.1: Transverse momentum kT dependence of the HBT radii RL, RO, and RS
(at midrapidity) of π− source from central HICs at SPS energies (Elab = 20A, 30A,
40A, 80A, and 158A GeV). The NA49 data are indicated by solid stars [Alt08b]. The
pure cascade calculation is depicted by lines while the hybrid model calculations with
diﬀerent EoS (HG, BM and CH) are depicted by dashed lines with open symbols.
To ﬁt the correlator with Eq. (12.2), we use ROOT [ROOT] software and the χ-squared
method.
12.2 HBT results
Fig. 12.1 shows the transverse momentum kT (kT = (p1T + p2T)/2) dependence of the
HBT radii RL, RO, and RS (at midrapidity) of π− source from central Pb+Pb collisions
at SPS energies. The data (solid stars) are from the NA49 Collaboration [Alt08b]. The
pure cascade calculation is depicted by lines while the hybrid model calculations with
diﬀerent EoS (HG, BM and CH) are depicted by dashed lines with open symbols. As
was shown before, the cascade calculation gives a fairly good result of the kT dependence
of RL and RS values except at quite small kT, while for RO, it is slightly larger than data
at large kT. In contrast, the hybrid model calculations show large HBT (for all employed122 12 HBT Correlations
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Figure 12.2: Freeze-out time dependence of the π− emission in central Pb+Pb at Elab =
20A GeV (left plot) and 158A GeV (right). Calculations with the UrQMD cascade are
compared with the hybrid model calculations with the EoS of HG, BM, and CH.
EoS, but to a varying degree) in all directions, especially in the longitudinal direction.
The HG and CH are moderately increased and lead to very similar results for all three
directions. The large latent heat in the bag model leads to a further strong increase in
the longitudinal direction and in the transverse direction at large kT. This increase in
the BM mode becomes more pronounced at higher beam energies. At ﬁrst glance, this
result might be surprising because at least in the transverse direction one would expect
a faster expansion including a hydrodynamic evolution. On the other hand, one knows
that the system spends a longer time without emitting any particles in the hybrid model
calculation.
Fig. 12.2 exhibits the freeze-out time dependence of the π− emission in central Pb+Pb
at Elab = 20A GeV (left plot) and Elab = 158A GeV (right plot). It is clearly seen that
there are almost no pions emitted before ∼ 10fm/c in the hybrid model calculations.
This is easy to understand because even in the gradual hydro-freeze-out which is applied
here, it takes a while until the ﬁrst slices have cooled down and are frozen out from the
hydrodynamic evolution. There is no particle emission from earlier times in contrast to
the pure cascade calculation. For the BM-EoS, this eﬀect is present even for a longer12.2 HBT results 123
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Figure 12.3: kT dependence of the HBT radii RL, RO, and RS (at midrapidity) for central
HICs at SPS energies (Elab = 20A, 30A, 40A, 80A, and 158A GeV). The NA49 data are
indicated by solid stars [Alt08b]. The HG-EoS is employed in all calculations but under
diﬀerent freeze-out conditions: 1) without FSI, calculations with default hydro-freeze-
out criteria (GF, 5 ε0) are depicted by lines. 2) full hybrid model calculations with two
diﬀerent cuts of the energy density (default and 4   ε0) for the GF and with the default
cut of the energy density for the IF are depicted by dashed lines with symbols.
time since the expansion lasts longer 1. The on-the-average longer freeze-out time leads
to an apparently larger size of the pion source. Furthermore, it is clear (and expected)
that the EoS with larger latent heat (such as in the BM mode) leads to a longer emission
duration of the particles (as seen in Fig. 12.2 when tf   15fm/c) so that it produces
larger HBT radii. This behaviour is clearly seen in the more time-dependent directions
RL and RO. This behaviour might be improved by allowing particles also to freeze out
and ﬂy into the detector at all times of the collision. Especially, if there are fast pions
produced during the ﬁrst hard collisions in UrQMD at the edge of the system they should
be able to ﬂy into the detector without being forced into the hydrodynamic evolution.
Fig. 12.3 illustrates the kT dependence of the HBT radii under various freeze-out con-
1This might change, if a continuous emission approach is used for the hydrodynamic model e.g. sug-
gested in [Gra95, Kno08].124 12 HBT Correlations
ditions, which may be divided into two parts: 1) without FSI and 2) with FSI after
the hydrodynamic phase. Here, without FSI (lines) means that the evolution is stopped
immediately after the Cooper-Frye freeze-out from the hydrodynamic phase (GF and
5   ε0 are adopted as default hydro-freeze-out criteria), with instantaneous resonance
decays. The observed size of the pion source is small at this hydrodynamic freeze-out.
In previous investigations [Pet08b] it has been found that binary baryon-meson and
meson-meson collisions still frequently happen after the hydrodynamic freeze-out. In
baryon-meson reactions, the most abundant interactions are the excitation and the de-
cay of the ∆ resonance (i.e. ∆ ⇋ πN), while in meson-meson collisions, the ρ ⇋ ππ
process is dominant. A large number of these ﬁnal hadron interactions in which pions
are involved contribute signiﬁcantly to the ﬁnal HBT radii of pions.
Let us therefore explore if the ﬁnally observed HBT radii do depend on the transition
criterion from hydrodynamics to the transport model. The full hybrid model calculations
(dashed lines with open symbols) are shown with two diﬀerent cuts of the energy density
(5   ε0 as default and 4   ε0) for the GF and with the energy density cut 5   ε0 for the
IF. It is found that the ﬁnal state interactions are suﬃcient that the eﬀects of diﬀerent
treatments of the hydrodynamic freeze-out on the ﬁnal HBT radii are almost totally
washed out in all directions and at all investigated energies.
Let us ﬁnally explore the dependence of the RO/RS ratio on the diﬀerent EoS and freeze-
out prescriptions. This ratio was expected to be sensitive to the duration time of the
homogeneity region. In Fig. 12.4 the excitation function of the RO/RS ratio with the
diﬀerent EoS (lines with solid symbols) and freeze-out prescriptions (dashed lines with
open symbols) are shown. The kT bin 200 − 300MeV/c is chosen. The result for the
pure cascade calculation is also shown as a baseline (dotted line). It is seen clearly that
the RO/RS ratio is sensitive to the EoS, but not to the various hydrodynamic freeze-out
prescriptions when including FSI (shown as open triangles and open inverted triangles)
as it has already been implied from the results of the HBT radii shown in Figs. 12.1
and 12.3. With increasing latent heat which corresponds to the softness of EoS implied
from Fig. 6.4, the RO/RS ratio is increased. The “excessively” large latent heat in BM-
EoS results in a long duration time of the pion source and hence a large RO/RS ratio.
Although the overall height is largely overpredicted by the BM-EoS, the qualitative
behaviour of the data (with a maximal lifetime at beam energies around 40 − 100A
GeV) is well reproduced. In addition, the “peak structure” is less pronounced than in
previous predictions [Ris96b], due to the diﬀerent initial state and seems to provide a
more reasonable estimate of the magnitude of the lifetime enhancement.
The chiral EoS CH exhibits a lower RO/RS ratio because the ﬁrst-order phase transition
is less pronounced. The calculation with HG mode (line with solid squares) leads to the
smallest RO/RS ratio due to the most stiﬀest EoS among the three ones. The result
of the cascade calculation lies in between the CH and the BM modes, which implies
a relatively soft EoS. It can be understood since in the pure UrQMD model the new
particle production is treated either as a resonance decay or a fragmentation of the string,
which introduces a ﬁnite lifetime and hence leads to a softer EoS. After considering the12.2 HBT results 125
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Figure 12.4: Excitation function of the RO/RS ratio at kT = 250MeV/c. The NA49 data
are indicated by solid stars [Alt08b]. UrQMD cascade calculation is shown by dotted
line. Hybrid model calculations with EoS of HG, BM, and CH and with FSI are shown
by lines with solid symbols (the default hydro-freeze-out criteria (GF, 5   ε0) are used).
In the HG-EoS mode, various criteria of freeze-out, (IF, 5 ε0) and (GF, 4 ε0) with FSI,
and the default (GF, 5   ε0) without FSI are shown by dashed lines with open symbols.
mean ﬁeld potentials for both conﬁned and “pre-formed” particles [Li08a, Li08c], which
gives a strong repulsion at the early stage, the RO/RS ratio was seen to decrease in line
with results obtained here.
For the full hybrid model calculation the diﬀerent freeze-out prescriptions do not aﬀect
the ﬁnal results (when comparing the results by dashed lines with open triangles with
that by the line with solid squares). The calculation with HG-EoS but without FSI
(dashed line with open diamonds) seems to provide the best description of the data,
but, seems clearly unphysical to the authors as a solution to the duration time problem.126 12 HBT Correlations127
13 Summary
In this thesis the ﬁrst fully integrated Boltzmann+hydrodynamics approach to relativis-
tic heavy ion reactions has been developed. After a short introduction that motivates
the study of heavy ion reactions as the tool to get insights about the QCD phase di-
agram, the most important theoretical approaches to describe the system have been
reviewed. Lattice QCD is very useful to compute thermodynamic properties directly
from the QCD Lagrangian, but it is restricted by approximations due to the ﬁnite size
lattices and cannot be applied to dynamical simulations. To extract chemical freeze-out
temperatures and baryo-chemical potentials statistical models that ﬁt ﬁnal state particle
abundancies according to grand-canonical distributions are widely used. To model the
dynamical evolution of the collective system assuming local thermal equilibrium ideal
hydrodynamics seems to be a good tool. Nowadays, the development of either viscous
hydrodynamic codes or hybrid approaches is favoured. For the microscopic description
of the hadronic as well as the partonic stage of the evolution transport approaches have
beeen successfully applied, since they generate the full phse-space dynamics of all the
particles.
The hadron-string transport approach that this work is based on is the Ultra-relativistic
Quantum Molecular Dynamics (UrQMD) approach. It constitutes an eﬀective solution
of the relativistic Boltzmann equation and is restricted to binary collisions of the prop-
agated hadrons. Therefore, the Boltzmann equation and the basic assumptions of this
model have been introduced. Recent developments like the inclusion of PYTHIA for
hard scatterings and a new treatment of high mass resonances have been described and
the current status of the results obtained within this approach have been discussed in
the context of the available data. Overall, UrQMD-2.3 calculations agree well to the ex-
perimental data for the multiplicities and mean transverse momenta in the whole energy
range from Elab = 2A GeV to
√
sNN = 200 GeV in p+p as well as in A+A collisions.
Apart from the success of transport simulations to describe spectra and yields certain
problems remain, like e.g. underprediction of the strange particle abundancies, too small
elliptic ﬂow values above SPS energies and HBT radii hint to a very small Ro/Rs ratio.
These observables that are sensitive to the early stage of the collision (pressure) or to
the approach of thermal and chemical equilibrium during the collision history hint to
the fact that a purely hadronic transport model may not be suﬃcient to describe the
dynamics of the hot and dense stage of heavy ion reactions at higher energies. Therefore,
these observations exemplify the need to embed a full three-dimensional relativistic ﬂuid
dynamics description for these stages of the reaction.
Furthermore, predictions for the charged particle multiplicities at LHC energies have128 13 Summary
been made. UrQMD describes the charged particle pseudorapidity spectra in p+¯ p as
well as for Pb+Pb/Au+Au collisions up to Tevatron energies. Furthermore, it also
describes the energy dependence of charged particles in mid-pseudorapidity in p+¯ p
and Pb+Pb/Au+Au collisions. The observed similar RMS-width of the charged parti-
cle pseudorapidity distribution in p+¯ p and Pb+Pb/Au+Au collisions can also be de-
scribed within the present transport appraoch. At LHC dNch/dη |14A TeV p+p ≈ 6.3 and
dNch/dη |5.5 TeV Pb+Pb ≈ 2000 have been predicted.
The next step has been the development of a new framework to calculate the baryon
number density in a transport approach. The density is the zero component of the net
baryon number current in the local rest frame. The corresponding four-vector has been
calculated by a sum of Gaussian distributions that represent the particles and is boosted
with the velocity of the local rest frame. Time evolutions of the net baryon number and
the quark density have been calculated at AGS, SPS and RHIC energies and the new
approach leads to reasonable results over the whole energy range.
Studies of phase diagram trajectories using hydrodynamics have been performed as a
ﬁrst move into the direction of the development of the hybrid approach. Calculating the
initial conditions of an heavy ion collision with the UrQMD model, yields very similar
S/A values for a given beam energy as the simple overlap model. An isentropic expansion
scenario has been compared to a full (3+1)dimensional ideal hydrodynamic evolution
with a chiral EoS including a CEP with constant S/A lines. For the hydro evolution, the
systems mean values of energy- and baryon-density follow isentropic paths in the ǫ − n
phase-diagram, while in the T −   plane, a single cell follows the isentropic path, while
the averaged quantities deviate from the isentropic expectation. Most importantly it was
shown, that concerning the search for the critical end point, it might not be suﬃcient to
apply a free hadron gas EoS to estimate the energy needed to generate a system that,
during its expansion, goes through the critical region. Applying diﬀerent EoS (as we
have done) can very much change predictions at what beam energy that CEP is reached.
The hybrid approach that has been developed as the main part of this thesis is based
on the UrQMD transport approach with an intermediate hydrodynamical evolution for
the hot and dense stage of the collision. The speciﬁc coupling procedure including the
initial conditions and the freeze-out prescription have been explained. The initial en-
ergy and baryon number density distributions are not smooth and not symmetric in any
direction and the initial velocity proﬁles are non-trivial since they are generated by the
non-equilibrium transport approach. The fulll (3+1) dimensional ideal relativistic one
ﬂuid dynamics evolution is solved using the SHASTA algorithm. For the present work,
three diﬀerent equations of state have been used, namely a hadron gas equation of state
without a QGP phase transition, a chiral EoS and a bag model EoS including a strong
ﬁrst order phase transition. For the freeze-out transition from hydrodynamics to the
cascade calculation two diﬀerent set-ups are employed. Either an in the computational
frame isochronous freeze-out or an gradual freeze-out that mimics an iso-eigentime cri-
terion. The particle vectors are generated by Monte Carlo methods according to the
Cooper-Frye formula and UrQMD takes care of the ﬁnal decoupling procedure of the129
particles. The event-by-event character of the hybrid approach has been emphasized.
The present implementation allows to compare pure microscopic transport calculations
with hydrodynamic calculations using exactly the same initial conditions and freeze-out
procedure. The parameter dependences of the model have been investigated and the
time evolution of diﬀerent quantities have been explored. These tests have led to the
conclusion that the choice of the starting time and the freeze-out criterium does gener-
ally alter the multiplicities and transverse mass spectra only on a 20% level. The time
evolution has shown that there are no discontinuities at the switching times in the hybrid
model calculation. The importance of the ﬁnal state interactions has been emphasized
by demonstrating that there is still resonance regeneration after the hydrodynamic evo-
lution.
The eﬀects of the change in the underlying dynamics - ideal ﬂuid dynamics vs. non-
equilibrium transport theory - have been explored. The ﬁnal pion and proton multi-
plicities are lower in the hybrid model calculation due to the isentropic hydrodynamic
expansion while the yields for strange particles are enhanced due to the local equilibrium
in the hydrodynamic evolution. The results of the diﬀerent calculations for the mean
transverse mass excitation function, rapidity and transverse mass spectra for diﬀerent
particle species at three diﬀerent beam energies have been discussed in the context of
the available data. The transverse expansion of the system is much faster in the hybrid
model calculation, especially at higher energies which leads to diﬀerences in the observ-
ables that are sensitive to the transverse dynamics. This ﬁnding indicates qualitatively
that “new” physical eﬀects like, e.g., non-equilibrium eﬀects or a phase transition have
to be taken into account.
The system and centrality dependence of strange (anti-)hyperons at 40A and 158A
GeV from the UrQMD and the hybrid model have been investigated. The predicted
centrality dependence of the rapidity spectra for Λ, ¯ Λ and Ξ− in Pb+Pb collisions at
Elab = 40A GeV and Elab = 158A GeV have been shown where it is visible that due to the
thermal production of strangeness in the UrQMD+Hydro model a higher hyperon yield
is generated. Compared to Pb+Pb collisions the system is not fully thermalized in C+C
and Si+Si collisions and therefore using only UrQMD gives a better description of the
measured rapidity spectra. The conclusion is that full thermalization is only reached for
central Pb+Pb collision. The production of strange (anti-)hyperons in smaller systems
like C+C and Si+Si can be described with a transport approach like UrQMD.
The elliptic ﬂow values at SPS energies have been shown to be in line with an ideal
hydrodynamic evolution if a proper initial state is used and the ﬁnal freeze-out pro-
ceeds gradually. The hybrid model calculation is able to reproduce the experimentally
measured integrated as well as transverse momentum dependent v2 values for charged
particles. This points to the fact that the treatment of initial conditions and freeze-out
is crucial for any hydrodynamic calculation.
The multiplicity and mean transverse mass excitation function has been calculated for
pions, protons and kaons in the energy range from Elab = 2−160A GeV. The dependence
of the results on a change of the freeze-out prescription has been investigated. It has130 13 Summary
been observed that the diﬀerent freeze-out procedures have almost as much inﬂuence on
the mean transverse mass excitation function as the EoS. A comparison to the available
data suggests that a gradual transition from hydrodynamics to the transport simulation
at an energy density of 5ǫ0 provides the best description of the data. The experimen-
tally observed step-like behaviour of the mean transverse mass excitation function is
only reproduced, if a ﬁrst order phase transition with a large latent heat is applied or
the EoS is eﬀectively softened due to non-equilibrium eﬀects in the hadronic transport
calculation.
The HBT correlation of the negatively charged pion source created in central Pb+Pb
collisions at SPS energies have been investigated with the hybrid model. Diﬀerent set-
tings have been explored, one where the EoS has been varied without changing the
initial conditions and the freeze-out prescription and another where the EoS was ﬁxed
and the treatment of the freeze-out has been changed. A systematic investigation of
these eﬀects on the HBT radii has been presented. It has been found that the latent
heat inﬂuences the emission of particles visibly and hence the HBT radii of the pion
source. The ﬁnal hadronic interactions after the hydrodynamic freeze-out are very im-
portant for the HBT correlation since a large amount of collisions and decays still takes
place during this period. The details of the hydro-freeze-out prescription do not aﬀect
the HBT radii as well as the RO/RS ratio as long as the ﬁnal state interactions in the
subsequent hadronic transport model were taken into account. Overall, the HBT data
seem to favor a stiﬀ EoS, but one should also keep in mind that viscosity eﬀects are
neglected during the hydrodynamic stage and that the particle emission from the early
stages should be handled more carefully.
Overall, the careful treatment of initial conditions and the freeze-out procedure has been
proven to be very important in hydrodynamic calculations. To resolve the remaining
problems a dynamical coupling of a transport and a hydrodynamic description including
source terms on both sides is a promising idea. Furthermore, the inclusion of viscosity
during the hydrodynamic evolution might give more insights about the transport prop-
erties of the hot and dense QCD matter. To extend the scope of the hybrid approach to
higher beam energies would be useful to cross check the results with diﬀerent approaches
which are mostly applied at RHIC and LHC energies.131
Appendices133
A Lorentz-Contraction of the Gaussian
In heavy ion collisions at higher energies the nuclei are highly contracted and resemble
rather thin disks than spherical balls. Therefore, one has to account for this contraction
also in the density calculation. In the PhD thesis of Henning Weber [Web02] this issue
has already been adressed. It has been stated there that the right thing to do is a fully
three-dimensional contraction in the following way. Since one deals with an eﬀective
one-dimensional Gaussian with a somehow deﬁned three-distance as the argument one
only has to know the Lorentz-contraction in this direction. In the quoted thesis one
copes with this problem by applying the scalar product between the velocity and the
relative distance. Then the gaussians look like this:
P = N exp

−
(  r −   r0)2γ2
 
(  r−  r0)   β
|  r−  r0|
 
2σ2

, with γ[v] =
1
√
1 − v2 (A.1)
This deﬁnition reduces to the right limits in the special cases where the particle ﬂies
parallel/orthogonal to the direction which should be contracted. In the ﬁrst case the
scalar product reduces to the product of the absolute values, so we get the usual deﬁnition
for γ(β). In the second case the scalar product is zero and γ = 1.
The problem with this ansatz is the normalization. The only reasonable idea is numerical
calculation of the normalization factor for diﬀerent velocities with the aim to get a
parametrization for the normalization factor. The results of these integrations show the
problem that with the deﬁnition in Eqn. A.1 one cannot easily normalize because the
gamma factor for the normalization has to be another one than in the exponential and
things become extremely complicated and messy.
The only possibility is to rotate into the coordinate system where the normalization is
clear because the contracted direction deﬁnes one axis of the system and to transform
then back into the old system. But this does not resolve the problem that always all
dimensions are contracted.
Another idea is to contract the diﬀerent directions with their individual γ-factors:
P =
 
1
√
2πσ
 3
γx γy γz exp
 
−
x2γ2
x + y2γ2
y + z2γ2
z
2σ2
 
(A.2)
But this would result in a smaller sphere if the particle moves with βx = βy = βz which
is also not the right thing to do.134 A Lorentz-Contraction of the Gaussian
The ﬁnal solution is to take into account only the Lorentz-contraction in z-direction.
This has been checked to be reasonable because γx,γy ≪ γz in our case. The full three-
dimensional, in z-direction contracted and correctly normalized gaussian looks like:
P =
 
1
√
2πσ
 3
γz exp
 
−
x2 + y2 + z2γ2
z
2σ2
 
(A.3)
with γz = 1 √
1−β2
z
. One has to take care of the fact that now also the normalization is
not the same for all particles but diﬀers due to the diﬀerent γ factors.135
B Rest Frame Method
The idea is to calculate the density in the rest frame of particle i. We know the velocity
  βi =
  pi
Ei of this particle, so we can perform a general lorentz boost (see Eqn. 5.2) into the
rest frame of this particle using its velocity. Now, we have the information for all particles
in the rest frame of particle i. To evaluate a distance which is necessary for the density
calculation they have to be at the same time. Since we have performed a lorentz boost
from the computational frame, where they are at equal times but diﬀerent positions, the
particles are most likely at diﬀerent times after the transformation. Therefore, they are
propagated to the same time of particle i according to:
  rj =   rj +   βj   ∆t, (B.1)
where ∆t = tj−ti. After that, it is possible to calculate the density with the usual three-
distance |  ri −   rj| in the local rest frame of particle i as the argument for the gaussians.
One still has to take care of the lorentz contraction of the gaussians due to the relative
velocity of particle j to particle i. This can be done according to the method which
discussed in Appendix A (see Eqn. A.1).
The problem with this method is that we assume some kind of equilibrium if we propa-
gate the particles j on straight lines to a new timestep because we do not care about the
real collision history of each individual particle but assume that it does not matter where
particle A or B is. Otherwise, it is not clear, if this is really the density one is interested
in, because the particle i does not contribute to this density and one cannot have the
situation that a particle is moving through this density. Furthermore, the gaussians are
not properly normalized.
To avoid the problems with the lorentz contraction of the gaussians one can furthermore
perform a rotation (after boost into the rest frame of particle i and the additional
propagation of particles j) into the coordinate system where one axis is parallel to the
relative vector between two particles. So one axis is deﬁned by:
ˆ r  =
  rj −  ri
|  rj −  ri|
, (B.2)
where all quantities   r are given in the rest frame of particle i. One has to construct
two more unit vectors which form an orthogonal system with the vector ˆ r . The ﬁrst
can be found easily by using the requirement that the scalar product has to vanish.
The third vector can be calculated via the cross product of the ﬁrst two. In this new
coordinate system one can now calculate the real three-dimensional gaussian with only136 B Rest Frame Method
one direction lorentz-contracted. The result is that the gaussians in the two orthogonal
directions are 1 because the argument is by construction zero, so this falls back to the
case that is discussed above.
(  rj    r⊥1) − (  ri    r⊥1) = (  rj −  ri)    r⊥1 = 0 (B.3)
So this reduces to the gaussian with the usual three-distance as the argument and lorentz-
contraction only in this direction.
(  rj   ˆ r ) − (  ri   ˆ r ) = (  rj −  ri)   ˆ r  (B.4)
= (  rj −  ri)
  rj −  ri
|  rj −  ri|
(B.5)
= |  rj −  ri| =
 
(xj − xi)2 + (yj − yi)2 + (zj − zi)2 (B.6)
(B.7)
This does not help out of the normalization problem because it is not clear at all which
γ factor should be used.137
C Explicit Calculation of tstart
Here is the explicit calculation for the starting time. The starting point is the geometric
overlap criterium
tstart =
length
velocity
=
D
γv
=
2R
γv
. (C.1)
One can express the velocity through the gamma factor
γ =
1
√
1 − v2 (C.2)
γ
2 =
1
1 − v2 (C.3)
1 − v
2 =
1
γ2 (C.4)
v
2 = −
 
1
γ2 − 1
 
= 1 −
1
γ2 (C.5)
v =
 
1 −
1
γ2 =
1
γ
 
γ2 − 1 (C.6)
⇒ tstart =
2R
γv
=
2R
 
γ2 − 1
. (C.7)
(C.8)
From now on, we have to decide between the two cases. First, we will consider the case
where Elab is the total energy in the laboratory frame.138 C Explicit Calculation of tstart
Elab =
 
m2
1 + p2
lab (C.9)
ECM = 2γmN ⇒ γ =
ECM
2mN
(C.10)
ECM = (m
2
1 + m
2
2 + 2Elabm2)
1
2 (C.11)
= (2m
2
N + 2ElabmN)
1
2 (C.12)
⇒ γ =
 
2m2
N + 2ElabmN
2mN
=
 
2mN(mN + Elab)
2mN
(C.13)
=
 
mN + Elab
2mN
=
 
Elab
2mN
+
1
2
(C.14)
→ tstart =
2R
 
γ2 − 1
=
2R
 
Elab
2mN + 1
2 − 1
=
2R
 
Elab
2mN − 1
2
(C.15)
(C.16)
The second case which is actually used in the ﬁnal program is the one where Elab
corresponds only to the kinetic energy.
ECM = 2γmN ⇒ γ =
ECM
2mN
(C.17)
ECM =
√
s =
 
p2 + m2 (C.18)
=
 
Elab   2mN + 4m2
N (C.19)
γ =
 
Elab   2mN + 4m2
N
2mN
(C.20)
=
 
2mN(Elab + 2mN)
2mN
=
 
(Elab + 2mN)
2mN
(C.21)
=
 
Elab
2mN
+ 1 (C.22)
→ tstart =
2R
 
γ2 − 1
=
2R
 
Elab
2mN + 1 − 1
=
2R
 
Elab
2mN
(C.23)
=
2R
√
2mN √
Elab
(C.24)139
D Chiral Lagrangian
In mean-ﬁeld approximation, the expectation values of the scalar ﬁelds relevant for
symmetric nuclear matter correspond to the non-strange and strange chiral quark con-
densates, namely the σ and its s¯ s counterpart ζ, respectively, and further the ω and
φ vector meson ﬁelds. Another scalar iso-scalar ﬁeld, the dilaton χ, is introduced to
model the QCD scale anomaly. However, if χ does not couple strongly to baryonic
degrees of freedom it remains essentially “frozen” below the chiral transition [Pap99].
Consequently, we focus here on the role of the quark condensates.
Interactions between baryons and scalar (BM) or vector (BV) mesons, respectively, are
introduced as
LBM = −
 
i
ψi (giσσ + giζζ)ψi , (D.1)
LBV = −
 
i
ψi
 
giωγ0ω
0 + giφγ0φ
0 
ψi , (D.2)
Here, i sums over the baryon octet (N, Λ, Σ, Ξ). A term Lvec with mass terms and
quartic self-interaction of the vector mesons is also added:
Lvec =
1
2
aωχ
2ω
2 +
1
2
aφχ
2φ
2 + g
4
4(ω
4 + 2φ
4) .
The scalar self-interactions are
L0 = −
1
2
k0χ
2(σ
2 + ζ
2) + k1(σ
2 + ζ
2)
2 + k2(
σ4
2
+ ζ
4)
+ k3χσ
2ζ − k4χ
4 −
1
4
χ
4 ln
χ4
χ4
0
+
δ
3
χ
4 ln
σ2ζ
σ 2
0ζ0
. (D.3)
Interactions between the scalar mesons induce the spontaneous breaking of chiral sym-
metry (ﬁrst line) and the scale breaking via the dilaton ﬁeld χ (last two terms).
Non-zero current quark masses break chiral symmetry explicitly in QCD. In the eﬀective
Lagrangian this corresponds to terms such as
LSB = −
χ2
χ2
0
 
m
2
πfπσ + (
√
2m
2
KfK −
1
√
2
m
2
πfπ)ζ
 
. (D.4)
According to LBM (D.1), the eﬀective masses of the baryons, m∗
i(σ,ζ) = giσ σ+giζ ζ , are
generated through their coupling to the chiral condensates, which attain non-zero vac-
uum expectation values due to their self-interactions [Pap99] in L0 (D.3). The eﬀective140 D Chiral Lagrangian
masses of the mesons are obtained as the second derivatives of the mesonic potential
VMeson ≡ −L0 − Lvec − LSB about its minimum.
The baryon-vector couplings giω and giφ result from pure f-type coupling as discussed in
[Pap99], giω = (ni
q−ni
¯ q)gV
8 , giφ = −(ni
s−ni
¯ s)
√
2gV
8 , where gV
8 denotes the vector coupling
of the baryon octet and ni the number of constituent quarks of species i in a given hadron.
The resulting relative couplings agree with additive quark model constraints.
All parameters of the model discussed so far are ﬁxed by either symmetry relations,
hadronic vacuum observables or nuclear matter saturation properties (for details see
[Pap99]). In addition, the model also provides a satisfactory description of realistic
(ﬁnite-size and isospin asymmetric) nuclei and of neutron stars [Pap99, Scr03, Scr02].
If the baryonic degrees of freedom are restricted to the members of the lowest lying octet,
the model exhibits a smooth decrease of the chiral condensates (crossover) for both high
T and high   [Pap99, Zsc02a]. However, additional baryonic degrees of freedom may
change this into a ﬁrst-order phase transition in certain regimes of the T- q plane,
depending on the couplings [The83, Zsc02a, Zsc05]. To model the inﬂuence of such
heavy baryonic states, we add a single resonance with mass mR = m0 + gRσ and vector
coupling gRω = rVgNω .
In what follows, the meson ﬁelds are replaced by their (classical) expectation values,
which corresponds to neglecting quantum and thermal ﬂuctuations. Fermions have to
be integrated out to one-loop. The grand canonical potential can then be written as
Ω/V = −Lvec − L0 − LSB − Vvac (D.5)
− T
 
i∈B
γi
(2π)3
 
d
3k
 
ln
 
1 + e
− 1
T [E∗
i (k)− ∗
i ]
  
+ T
 
l∈M
γl
(2π)3
 
d
3k
 
ln
 
1 − e
− 1
T [E∗
l (k)− ∗
l ]
  
,
where γB,γM denote the baryonic and mesonic spin-isospin degeneracy factors and
E∗
B,M(k) =
 
k2 + m∗
B,M
2 are the corresponding single particle energies. In the sec-
ond line we sum over the baryon octet states plus the additional heavy resonance
with degeneracy γR (assumed to be 16). The eﬀective baryo-chemical potentials are
 ∗
i =  i − giωω − giφφ, with  i = (ni
q − ni
¯ q) q + (ni
s − ni
¯ s) s. The chemical potentials of
the mesons are given by the sum of the corresponding quark and anti-quark chemical
potentials. The vacuum energy Vvac (the potential at ρB = T = 0) has been subtracted.
By extremizing Ω/V one obtains self-consistent gap equations for the meson ﬁelds. Here,
globally non-strange matter is considered and  s for any given T and  q is adjusted to
obtain a vanishing net strangeness. The dominant “condensates” are then the σ and
the ω ﬁelds. There have also been ﬁrst attempts to model the dynamical evolution of
the condensates themselves instead of ’locking’ them at their equilibrium values (see e.g.
[Pae03, Pae05]).141
E Particle Density Integration
The relativistic Boltzmann distribution is also called the J¨ uttner distribution and looks
like
f(x,p) =
g
(2π)3e
−
“
pµuµ
T
”
(E.1)
The particle density in one cell is
Ncell
Vcell
= n = u N
  = u 
 
d3p
E
p
 f(x,p) (E.2)
=
g
(2π)3
 
d3p
E
p u
 e
−
“
pµuµ
T
”
(E.3)
In the local rest frame the velocity vector simpliﬁes to u  = (1,0,0,0). Since p  =
(E,px,py,pz) the scalar product is
p u
  = E (E.4)
The remaining integral is
n =
g
(2π)3
 
d3p
E
Ee
−E/T (E.5)
=
g4π
(2π)3
  ∞
0
dpp
2e
−
√
p2+m2/T (E.6)
With the substitution x =
 
p2 + m2 → p =
√
x2 − m2 and dp = (x2−m2)−(1/2)xdx the
integral has the form   ∞
m
dxx
√
x2 − m2e
−x/T (E.7)
which has the modiﬁed Bessel functions as a result. The ﬁnal result depends only on
the temperature and the mass. The fugacity factor That is inﬂuenced by the chemical
potential can be factorized and taken as a constant factor. In the local rest frame
(=LRF) the particle number density is
N
 u  = n = ρ = ρu u
  (E.8)
where ρ is really the particle density. In all other frames n is just some number, but
does not necessarily have the physical meaning of a particle number density. This is the
number we have calculated by solving the integral over the momentum ditribution. For142 E Particle Density Integration
the implementation we need the particle number density in the computational frame
because we know the volume only in this frame. So
N
 
CF = (γρLRF,γ  βρLRF) (E.9)
and the zero-component of this vector is the wanted quantity. The particle number has
to be the same in both frames. This assumption leads to
LRF :ρLRF   VLRF = N (E.10)
CF : ρCF     
=γρLRF
 VCF = N (E.11)
⇒ N = ρLRF γVCF     
VLRF
with γ = u
0
CF (E.12)143
F Maximum of the Momentum
Distribution
During the freeze-out process the particles get randomly chosen momenta according
to the respective boosted Fermi or Bose distribution. To use the rejection method in
an eﬀective way that is not too time-consuming one has too ﬁnd the maximum of the
distribution. The distribution to be considered is
f(  p) =
1
exp
 pµuµ− 
T
 
+ α
p u
  = γ(p
0 −   p    v) (F.1)
=
1
exp
 
γ(p0−  p   v)− 
T
 
+ α
(F.2)
=
1
exp(
γ
T     
β
(p0 −   p    v))   exp
 
−
 
T
 
      
δ
+α
with E =
 
p2 + m2 (F.3)
= (δ   exp[β(
 
  p2 + m2 −   p    v)] + α)
−1 (F.4)
(F.5)
We have to calculate now the derivative in three dimensions, the gradient. As an exam-
ple, the px derivative is shown here.
∂f
∂px
= −1
 
δexp[β(
 
p2 + m2 −   p    v)] + α
 −2
  δexp[β(
 
p2 + m2 −   p    v)]
 β
 
px  
p2
x + m2 − vx
 
(F.6)
= −f
2   exp
 
−
 
T
 
exp
 γ
T
(p
0 −   p    v)
 
  β
 
px
p0
− vx
 
(F.7)
(F.8)
To ﬁnd the roots of this term the easiest way is to take the last factor. Setting those
terms for all three dimensions to zero leads to the following system of equations:144 F Maximum of the Momentum Distribution
px = vx
 
p2
x + p2
y + p2
z + m2 ⇒ p
2
x = v
2
x(p
2
x + p
2
y + p
2
z + m
2) (F.9)
py = vy
 
p2
x + p2
y + p2
z + m2 (F.10)
pz = vz
 
p2
x + p2
y + p2
z + m2 (F.11)
(F.12)
Solving this system of equations via Maple leads to the following solution
p
2
x = −
v2
xm2
v2
x + v2
y + v2
z − 1
,p
2
y = −
v2
ym2
v2
x + v2
y + v2
z − 1
,p
2
z = −
v2
zm2
v2
x + v2
y + v2
z − 1
(F.13)
We have to choose always the right sign for
px = ±
 
−
v2
xm2
v2 − 1
. (F.14)
The sign has to be chosen to be the same as the one of the correspondig velocity. Now,
we plug the solution in and calculate the maximum of the momentum distribution.145
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