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Abstract
In this paper, we deal with the mixed initial boundary value problem for complete second
order (in time) linear differential equations in Banach spaces, in which time-derivatives occur
in the boundary conditions. General wellposedness theorems are obtained (for the ﬁrst time),
which are used to solve the corresponding inhomogeneous problems. Examples of applications
to initial boundary value problems for partial differential equations are also presented.
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1. Introduction
Let E and X be Banach spaces. We study the following mixed initial boundary
value problem:
u00ðtÞ þ AuðtÞ þ Bu0ðtÞ ¼ 0; tX0;
x00ðtÞ þ A1xðtÞ þ B1x0ðtÞ ¼ G0uðtÞ þ G1u0ðtÞ; tX0;
xðtÞ ¼ PuðtÞ; tX0;
uð0Þ ¼ u0; xð0Þ ¼ x0; u0ð0Þ ¼ u1; x0ð0Þ ¼ x1:
8>><>>: ð1:1Þ
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Here and in the sequel,
A :DðAÞCE-E; B :DðBÞCE-E;
A1 :DðA1ÞCX-X ; B1 :DðB1ÞCX-X ;
G0 :DðG0ÞCE-X ; G1 :DðG1ÞCE-X ;
P :DðAÞ-X
are all linear operators. We regard X as the boundary space, xðÞ as the boundary
value of uðÞ; P as the boundary operator, and G0; G1 as the feedback operators. As
can be seen, the boundary condition (i.e., the second equation in (1.1)) is of
dynamical type.
Since the work of J.L. Lions [18] came out in 1961, evolution equations with
dynamical boundary conditions (especially for equations of ﬁrst order in time) have
been investigated intensively, via the variational method, the semigroup theory, the
cosine operator function theory or the so-called B-evolution theory, by many
authors (see [1–4,7–9,14–18,20,27] and references therein) motivated by their
applicability to numerous practical problems. We would like to mention that A.
Favini, G. R. Goldstein, J. A. Goldstein and S. Romanelli have recently carried out a
systematic study and established a series of interesting theorems for parabolic
problems of ﬁrst order in time with (generalized) Wentzell boundary conditions (see,
e.g., [7,9] and references cited there), and that V. Casarino, K. -J. Engel, M. Kramar,
D. Mugnolo, R. Nagel, G. Nickel et al. have also made contributions to this ﬁeld
recently (see, e.g., [3,16]). Moreover, one can ﬁnd results on wave equations with
acoustic boundary conditions from [11,12]. However, the theory for the second order
(in time) equation, in contrast to the ﬁrst order case, is still far from being mature. In
fact, general wellposedness (in a strong sense) results are yet unknown. Though, by a
traditional idea, a second order problem can be reduced formally to a ﬁrst order
problem, one going this way will ﬁnd that special and additional assumptions are
required to ensure the existence of an appropriate state space on which the
corresponding operator matrix generates a strongly continuous semigroup. On the
other hand, the theory regarding the Cauchy problem for second order (in time)
problems has been well established (see, e.g., [5,6,23–25]). In view of this, we shall
convert problem (1.1) into the Cauchy problem for a complete second order
equation with two operator matrices as coefﬁcient operators and study it directly (for
more information about the advantage of the direct treatment of the Cauchy
problem for complete second order equations, we refer the reader to [6, Preface, p. v–
vi], [10,25]). Before doing that, we introduce a linear operator P1 (a companion of
the boundary operator P) from DðBÞ to the quotient space X=X0 (X0 a closed
linear subspace of X ), as another boundary operator satisfying the following relation
with P:
PuAP1u; uADðAÞ-DðBÞ; ð1:2Þ
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in order to make the results in this work more general and more convenient to apply
(see Example 5.5 and Remark 5.6 below (in Section 5)). Clearly, P1 coincides with P
in the case of X0 ¼ f0g:
Next, set
A :¼ A 0
G0 A1
 
; DðAÞ :¼ u
x
 
AðDðAÞ-DðG0ÞÞ DðA1Þ; x ¼ Pu
 
;
B :¼ B 0
G1 B1
 
; DðBÞ :¼ u
x
 
AðDðBÞ-DðG1ÞÞ DðB1Þ; xAP1u
 
;
yðtÞ :¼ uðtÞ
xðtÞ
 
; y0 :¼
u0
x0
 
; y1 :¼
u1
x1
 
:
It is easy to see that the abstract Cauchy problem in E :¼ E  X :
y00ðtÞ þAyðtÞ þ By0ðtÞ ¼ 0; tX0;
yð0Þ ¼ y0; y0ð0Þ ¼ y1

ðACP2;A;BÞ
is equivalent to (1.1) together with
x0ðtÞAP1u0ðtÞ; tX0: ð1:3Þ
Apparently, (1.3) is always true if P1u ¼ X for any uADðBÞ: Moreover, as shown in
Examples 5.1 and 5.5 below (in Section 5), in concrete problems the P1 could be so
chosen that (1.1) implies (1.3).
According to the observations above, we then transform (1.1) (with (1.3)) into
ðACP2;A;BÞ: In this work, we will focus on the fundamental wellposedness problem
for ðACP2;A;BÞ: More results about the equations of parabolic type can be found in
a separate paper [26].
Let us now give a short summary of the content of this paper. In Section 2, we
recall the deﬁnition of strong wellposedness for a general second order abstract
Cauchy problem, introduce the notion of strong quasi-wellposedness and give their
characterization theorems. In Section 3, we devote ourselves to building theorems for
strong wellposedness and quasi-wellposedness of ðACP2;A;BÞ: In Section 4, the
inhomogeneous version of ðACP2;A;BÞ is considered, and the existence, uniqueness,
representation, and continuous dependence (on initial data) of its solutions are
shown. In Section 5 ﬁnally, we apply our theorems to treat several concrete initial-
boundary value problems.
Results in this paper have been announced in Tu¨binger Berichte zur Funktiona-
lanalysis, 11 (2001/2002), 303–321.
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2. Preliminaries
Let X and Y be two Banach spaces, and A and B closed linear operators in X: We
shall use the following notations:
C: the complex plane,
Rþ :¼ ½0;NÞ;
LðX;YÞ: the space of all bounded linear operators from X to Y;
LðXÞ :¼LðX;XÞ;
RðlÞ :¼ ðl2 þ Aþ lBÞ
1 (if the inverse exists),
Y+X: Y continuously embedded in X;
rðA;BÞ :¼ flAC; RðlÞ exists and is in LðXÞg;
r0ðA;BÞ :¼ flArðA;BÞ; RðlÞA is closableg;
CðRþ;LsðX;YÞÞ: the space of all strongly continuous LðX;YÞ-valued functions
on Rþ;
CebðRþ;LsðX;YÞÞ :¼ fKACðRþ;LsðX;YÞÞ; there are constants M; oX0 such
that jjKðtÞjjLðX;YÞpMeotðtX0Þg:
A functionH : ðo;NÞ-LðX;YÞ is called to be in the class LT 
LðX;YÞ if there
exists a function KACebðRþ;LsðX;YÞÞ such that
HðlÞx ¼
Z N
0
e
ltKðtÞx dt; xAX; l4o:
Deﬁnition 2.1. A function xðÞ is called a (strict) solution of
x00ðtÞ þ AxðtÞ þ Bx0ðtÞ ¼ 0; tX0;
xð0Þ ¼ x0; x0ð0Þ ¼ x1;

ðACP2;A;BÞ
if xðÞAC2ðRþ;EÞ-CðRþ; ½DðAÞÞ; x0ðÞACðRþ; ½DðBÞÞ; and ðACP2;A;BÞ is
satisﬁed.
Deﬁnition 2.2. ðACP2;A;BÞ is called to be wellposed if
(i) there exist dense subspace X0; X1 of X such that for any x0AX0; x1AX1;
ðACP2;A;BÞ has a solution;
(ii) there exists a locally bounded function MðÞ :Rþ-Rþ such that
jjxðtÞjjpMðtÞðjjx0jj þ jjx1jjÞ; tX0 ð2:1Þ
for any solution xðtÞ of ðACP2;A;BÞ:
For tX0; x0AX0; x1AX1; set
CðtÞx0 ¼ x0ðtÞ; SðtÞx1 ¼ x1ðtÞ;
where x0ðÞ ðresp: x1ðÞÞ is the solution of ðACP2;A;BÞ with x0ð0Þ ¼ x0; x00ð0Þ ¼
0 ðresp: x1ð0Þ ¼ 0; x01ð0Þ ¼ x1Þ: By (2.1), CðtÞ and SðtÞ (for each tX0Þ can be
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extended to all of X as bounded linear operators, since X0 and X1 are dense in X: We
call CðÞ; SðÞ the propagators (or solution operators) of ðACP2;A;BÞ:
Deﬁnition 2.3. ðACP2;A;BÞ is called to be strongly wellposed if it is wellposed, and
for any xAX;
SðÞxAC1ðRþ;XÞ-CðRþ; ½DðBÞÞ: ð2:2Þ
Proposition 2.4 (Fattorini [6, Chapter VIII]). Suppose that ðACP2;A;BÞ is strongly
wellposed. Then
(i) DðAÞ-DðBÞ is dense in X; and DðAÞCX0; DðAÞ-DðBÞCX1;
(ii) there exists constants M; o40 such that
jjCðtÞjj; jjS0ðtÞjj; jjBSðtÞjjpMeot; tX0; ð2:3Þ
(iii) ðo;NÞCr0ðA;BÞ and for l4o;Z N
0
e
ltSðtÞx dt ¼ RðlÞx; xAX; ð2:4Þ
(iv)
CðtÞx :¼ x

Z t
0
SðsÞAx ds; xADðAÞ: ð2:5Þ
As an immediate consequence of Proposition 2.4 and [23, Theorem 1] (see also [25,
Theorem 2.3, p. 57]), we have
Proposition 2.5. ðACP2;A;BÞ is strongly wellposed if and only ifDðAÞ-DðBÞ is dense
in X; ðo;NÞCr0ðA;BÞ for some o40; and
l/lRðlÞ; l/l
1ARðlÞ; l/l
1RðlÞAALT 
LðXÞ:
Sometimes, the condition l/l
1RðlÞAALT 
LðXÞ is not satisﬁed or hard
to be veriﬁed (as in the case of Theorem 3.5). This motivates the following
deﬁnition.
Deﬁnition 2.6. Let DðAÞ-DðBÞ be dense in X: ðACP2;A;BÞ is called to be strongly
quasi-wellposed if
(i) ðACP2;A;BÞ has a solution for every x0ADðAÞ; x1ADðAÞ-DðBÞ;
(ii) there exist two operator functions (propagators)
CðÞACðRþ;Lsð½DðAÞÞÞ; SðÞACðRþ;LsðXÞÞ; ð2:6Þ
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satisfying (2.2) and (2.3) (with jjCðtÞjjLð½DðAÞÞ instead of jjCðtÞjj), such that if xðÞ
is an arbitrary solution to ðACP2;A;BÞ then
xðtÞ ¼ CðtÞxð0Þ þ SðtÞx0ð0Þ; tX0: ð2:7Þ
Remark 2.7. Clearly, ðACP2;A;BÞ is strongly quasi-wellposed if it is strongly
wellposed.
The characterization of strong quasi-wellposedness is given by our next
proposition.
Proposition 2.8. ðACP2;A;BÞ is strongly quasi-wellposed if and only ifDðAÞ-DðBÞ is
dense in X; ðo;NÞCrðA;BÞ for some o40; and
l/lRðlÞ; l/l
1ARðlÞALT 
LðXÞ:
In this case, (2.4) and (2.5) hold.
Proof. The ‘‘only if ’’ part.
It is not difﬁcult to obtain
S0ðtÞxþ BSðtÞxþ A
Z t
0
SðsÞx ds ¼ x; tX0; xAX; ð2:8Þ
S0ðtÞxþ SðtÞBxþ
Z t
0
SðsÞAx ds ¼ x; tX0; xADðAÞ-DðBÞ: ð2:9Þ
Taking Laplace transforms, integrating by parts and using the closedness of A and B
yields that for l4o;
ðlþ Bþ l
1AÞ
Z N
0
e
ltSðtÞx dt ¼ l
1x; xAX;
Z N
0
e
ltSðtÞðlþ Bþ l
1AÞx dt ¼ l
1x; xADðAÞ-DðBÞ:
So (2.4) follows. We see from (2.3) and (2.4) that
l/lRðlÞ; l/BRðlÞALT 
LðXÞ:
Therefore
l/l
1ARðlÞ ¼ l
1 
 lRðlÞ 
 BRðlÞALT 
LðXÞ:
The ‘‘if ’’ part.
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By hypothesis, there exists JiðÞACebðRþ;LsðXÞÞ ði ¼ 1; 2Þ such that for l large
enough,
lRðlÞx ¼
Z N
0
e
ltJ1ðtÞx dt; xAX;
BRðlÞx ¼
Z N
0
e
ltJ2ðtÞx dt; xAX:
Deﬁne, for tX0;
SðtÞx :¼
Z t
0
J1ðsÞx ds; xAX;
CðtÞx :¼ x

Z t
0
SðsÞAx ds; xADðAÞ:
Then we see that
BSðtÞ ¼ J2ðtÞ; A
Z t
0
SðsÞx ds ¼ x
 J1ðtÞx
 J2ðtÞx; tX0;
by the uniqueness theorem for Laplace transforms. Therefore (2.2), (2.3) and (2.6)
are true. The same reasoning as in [25, p. 63] gives that
xðÞ :¼ CðÞx0 þ SðÞx1
is a solution of ðACP2;A;BÞ for every x0ADðAÞ; x1ADðAÞ-DðBÞ:
Finally, let wðÞ be a solution of ðACP2;A;BÞ: Then obviously, wð0ÞADðAÞ:
Putting
wðtÞ ¼ wðtÞ 
 CðtÞwð0Þ; tX0;
we see that
w00ðtÞ þ Bw0ðtÞ þ AwðtÞ ¼ 0; tX0;
wð0Þ ¼ 0; w0ð0Þ ¼ w0ð0Þ:

So
w0ðtÞ þ BwðtÞ þ A
Z t
0
wðsÞ ds ¼ w0ð0Þ; tX0:
This combined with (2.8) implies that
vðÞ :¼ wðÞ 
 SðÞw0ð0Þ
satisﬁes
v0ðtÞ þ BvðtÞ þ A R t0 vðsÞ ds ¼ 0; tX0;
vð0Þ ¼ v0ð0Þ ¼ 0:
(
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Then arguing similarly as in the proof of [25, Lemma 3.1, p. 67], we obtain vðtÞ  0
on ½0;NÞ: Hence
wðtÞ ¼ CðtÞwð0Þ þ SðtÞw0ð0Þ; tX0:
The proof is complete. &
Corollary 2.9. When BALðXÞ; the following statements are equivalent.
(i) ðACP2;A;BÞ is strongly quasi-wellposed.
(ii) ðACP2;A;BÞ is strongly wellposed.
(iii) l/lðl2 þ AÞ
1ALT 
LðXÞ:
(iv) 
A generates a strongly continuous cosine operator function on X:
Proof. The implications ðiiiÞ3ðivÞ3ðiiÞ ) ðiÞ is known (cf., e.g., [22] or [25,
Section 1.4 and Theorem 5.1, p. 75]).
Using Propositions 2.5 and 2.8, as well as the equalities
l
1RðlÞA ¼ l
1 
 lRðlÞ 
 RðlÞB; for l large enough;
we obtain the implication ðiÞ ) ðiiÞ: &
3. Strong wellposedness and quasi-wellposedness
Throughout this section, E; X ; A; B; A1; B1; G0; G1; P; P1; E; A; B are as in
Section 1. We ﬁrst introduce three special spaces and two operators (corresponding
to A and B).
The three spaces are as follows:
½DðAÞP: the space DðAÞ equipped with the norm
jjujjA;P :¼ jjujj þ jjAujj þ jjPujj; ð3:1Þ
½DðBÞP1 : the space DðBÞ equipped with the norm
jjujjB;P1 :¼ jjujj þ jjBujj þ jjP1ujjX=X0 ; ð3:2Þ
½DðAÞ-DðBÞP: the space DðAÞ-DðBÞ equipped with the norm
jjujjA;B;P :¼ jjujj þ jjAujj þ jjBujj þ jjPujj: ð3:3Þ
The two operators are deﬁned by
A0 :¼ Ajker P; B0 :¼ Bjker P1 : ð3:4Þ
Roughly speaking, the elements in the domains of A0; B0 have zero boundary values,
and A0; B0 are simpler than A; B and often have good properties (i.e., they meet the
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conditions required in our theorems) in concrete problems (cf. Examples 5.1–5.5
below (in Section 5); see also [3,13,16,27]).
The following is a result concerning ½DðAÞP; ½DðBÞP1 ; ½DðAÞ-DðBÞP; A0; B0
and P:
Proposition 3.1 (Xiao and Liang [26]). Suppose that the following ðH1Þ is satisfied:
ðH1Þ The spaces ½DðAÞP and ½DðBÞP1 are complete, and PðDðAÞ-DðBÞÞ ¼ X :
Then
(1) The space ½DðAÞ-DðBÞP is complete;
(2) if lArðA0; B0Þ; la0; then Pjkerðl2þAþlBÞ is a bijection of kerðl2 þ A þ lBÞ onto X,
and
Dl :¼ ðPjkerðl2þAþlBÞÞ
1 ð3:5Þ
is bounded from X to ðkerðl2 þ A þ lBÞ; jj  jjA;B;PÞ;
(3) for every l; mArðA0; B0Þ with l; ma0;
Dl :¼ Dm þ ðm
 lÞðl2 þ A0 þ lB0Þ
1ðmþ lþ BÞDm: ð3:6Þ
Sketch of proof. (1) This follows from (1.2) and the completeness of ½DðAÞP and
½DðBÞP1 :
(2) We see that Pjker ðl2þAþlBÞ is injective, because uAkerðl2 þ A þ lBÞ with Pu ¼ 0
implies by (1.2) that ðl2 þ A0 þ lB0Þu ¼ 0:
Take xAX : Then there is uADðAÞ-DðBÞ such that Pu ¼ x: Putting
v2 ¼ u 
 ðl2 þ A0 þ lB0Þ
1ðl2 þ A þ lBÞu;
we ﬁnd
v2Akerðl2 þ A þ lBÞ; Pv2 ¼ x:
This indicates that Pjkerðl2þAþlBÞ is surjective. So applying the open mapping theorem
gives the boundedness of Dl:
(3) Denote the right-hand side of (3.6) by Q: Then
ðl2 þ A þ lBÞQ ¼ ðm2 þ A þ mBÞDm ¼ 0:
So RðQÞCkerðl2 þ A þ lBÞ: Moreover, we have PQ ¼ PDm ¼ I : Therefore, Q ¼ Dl
as claimed. The proof is complete. &
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Next, we state some assumptions on the operators A0; B0; A1 and B1; which will be
used selectively in our theorems.
ðH2Þ ðACP2; A0; B0Þ is strongly wellposed.
ðH02Þ ðACP2; A0; B0Þ is strongly quasi-wellposed.
ðH3Þ ðACP2; A1; B1Þ is strongly wellposed.
The two propagators of ðACP2; Ai; BiÞ will be denoted by CiðÞ and SiðÞ
ði ¼ 0; 1Þ:
Now we are in a position to establish our wellposedness theorems.
Theorem 3.2. Suppose that ðH1Þ–ðH3Þ hold, G0 ¼ G1 ¼ 0; and rðA0Þa|: Take
mArðA0; B0Þ=f0g fixed. Then ðACP2;A;BÞ is strongly wellposed if and only if
K1ðÞ; K3ðÞACebðRþ;LsðX ; ½DðB0ÞÞÞ;
K2ðÞ; K4ðÞACebðRþ;LsðX ; ½DðA0ÞÞÞ;

ð3:7Þ
where for each xAX and tX0;
K1ðtÞx :¼
R t
0
S00ðt 
 sÞDmS01ðsÞx ds;
K2ðtÞx :¼
R t
0 S0ðt 
 sÞDmS01ðsÞx ds;
K3ðtÞx :¼
R t
0 S
0
0ðt 
 sÞDmC1ðsÞx ds;
K4ðtÞx :¼
R t
0 S0ðt 
 sÞDmC1ðsÞx ds:
8>><>>>: ð3:8Þ
Proof. We ﬁrst show the denseness of DðAÞ-DðBÞ: It is clear by (1.2) that
DðAÞ-DðBÞ
:¼ u
x
 
AðDðAÞ-DðBÞÞ  ðDðA1Þ-DðB1ÞÞ; x ¼ Pu
 
:
ð3:9Þ
Let u
x
 
AE  X : Because DðA1Þ-DðB1Þ is dense in X by ðH3Þ and Proposition 2.4,
there exists a sequence fxngnANCDðA1Þ-DðB1Þ such that limn-N xn ¼ x: ðH1Þ
ensures the existence of a sequence fungnANCDðAÞ-DðBÞ such that Pun ¼ xn; nAN:
Noting DðA0Þ-DðB0Þ is dense in E by (H2Þ; we infer that there exists a sequence
fvngnANCDðA0Þ-DðB0Þ such that limn-Nðun 
 vnÞ ¼ u: Accordingly
lim
n-N
un 
 vn
xn
 
¼ u
x
 
:
But for each nAN;
un 
 vnADðAÞ-DðBÞ; xnADðA1Þ-DðB1Þ
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and
Pðun 
 vnÞ ¼ Pun ¼ xn;
i.e., un
vn
xn
 
ADðAÞ-DðBÞ: Therefore DðAÞ-DðBÞ is dense in E:
Moreover, A is closed by the closedness of A1 and the completeness of ½DðAÞP; so
is B by the closedness of B1 and the completeness of ½DðBÞP1 :
Let lArðA0; B0Þ-rðA1; B1Þ and la0: We obtain
l2 þAþ lB ¼ l
2 þ A þ lB 0
0 l2 þ A1 þ lB1
 !
¼ l
2 þ A0 þ lB0 0
0 l2 þ A1 þ lB1
 !
I 
Dl
0 I
 
;
after observing by Proposition 3.1 (2) that ðl2 þ A þ lBÞDl ¼ 0; and that
u 
 DlxADðA0Þ-DðB0Þ 3 uADðAÞ-DðBÞ and Pu ¼ x:
From this, we see that lArðA;BÞ and
ðl2 þAþ lBÞ
1 ¼ R0ðlÞ DlR1ðlÞ
0 R1ðlÞ
 
; ð3:10Þ
noting
I 
Dl
0 I
 
1
¼ I Dl
0 I
 
:
Now take gArðA0Þ: Since ½DðAÞP is complete, it follows from [13, Lemma 1.2] that
the restriction Pjkerðg
AÞ : kerðg
 AÞ-X is invertible and its inverse
D :¼ ðPjkerðg
AÞÞ
1ALðX ; EÞ:
So
g
A ¼ g
 A0 0
0 g
 A1
 
I 
D
0 I
 
:
Thus, (3.10) gives that
Aðl2 þAþ lBÞ
1 ¼ A0R0ðlÞ ADlR1ðlÞ
0 A1R1ðlÞ
 
; ð3:11Þ
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ðl2 þAþ lBÞ
1ðg
AÞ
¼ R0ðlÞðg
 A0Þ DlR1ðlÞðg
 A1Þ
0 R1ðlÞðg
 A1Þ
 
I 
D
0 I
 
: ð3:12Þ
Observe by (3.6) that
DlR1ðlÞ ¼DmR1ðlÞ þ ðm
 lÞR0ðlÞðBDmÞR1ðlÞ
þ ðm2 
 l2ÞR0ðlÞDmR1ðlÞ: ð3:13Þ
But ADm; BDmALðX ; EÞ by (3.5), and
l3R0ðlÞDmR1ðlÞ ¼DmðlR1ðlÞÞ 
 lB0R0ðlÞDmðlR1ðlÞÞ

 A0R0ðlÞDmðlR1ðlÞÞ;
lR0ðlÞDmR1ðlÞðg
 A1Þ ¼ ðgR0ðlÞÞDmðlR1ðlÞÞ 
 Dmðl
1R1ðlÞA1Þ
þ lB0R0ðlÞDmðl
1R1ðlÞA1Þ þ A0R0ðlÞDmðl
1R1ðlÞA1Þ:
We deduce that
l/lDlR1ðlÞ; l/l
1ADlR1ðlÞALT 
LðX ; EÞ;
l/l
1DlR1ðlÞðg
 A1ÞALT 
LðEÞ
(
if and only if
l/lB0R0ðlÞDmðlR1ðlÞÞALT 
LðX ; EÞ;
l/A0R0ðlÞDmðlR1ðlÞÞALT 
LðX ; EÞ;
l/lB0R0ðlÞDmðl
1R1ðlÞA1ÞALT 
LðX ; EÞ;
l/A0R0ðlÞDmðl
1R1ðlÞA1ÞALT 
LðX ; EÞ:
8>>><>>: ð3:14Þ
This, together with (3.10)–(3.12), ðH2Þ; ðH3Þ and Proposition 2.5, implies that
ðACP2;A;BÞ is strongly wellposed in E if and only if (3.14) is valid. On the other
hand, for xAX ;
lR0ðlÞDmðlR1ðlÞÞx ¼
RN
0 e

ltK1ðtÞx dt;
R0ðlÞDmðlR1ðlÞÞx ¼
RN
0 e

ltK2ðtÞx dt;
lR0ðlÞDml
1ðI 
 R1ðlÞA1Þx ¼
RN
0 e

ltK3ðtÞx dt;
R0ðlÞDml
1ðI 
 R1ðlÞA1Þx ¼
RN
0 e

ltK4ðtÞx dt;
8>><>>>: ð3:15Þ
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because of (2.4) and (2.5). Therefore (3.14) is valid if and only if (3.7) holds. This
completes the proof. &
Corollary 3.3. Suppose that ðH1Þ and ðH2Þ hold, rðA0Þa|; G0 ¼ 0; G1 ¼ 0 and A1;
B1ALðXÞ: Then ðACP2;A;BÞ is strongly wellposed.
Proof. Since A1; B1ALðX Þ; ðACP2; A1; B1Þ is automatically strongly wellposed, and
so (from Proposition 2.4 (i)) both S1ðÞx and C1ðÞx are solutions of ðACP2; A1; B1Þ
for any xAX : This implies that
S001ðÞ; C01ðÞACebðRþ;LðXÞÞ: ð3:16Þ
According to this and from (3.7), we get, integrating by parts, for tX0 and xAX ;
K1ðtÞx ¼S0ðtÞDmx þ
Z t
0
S0ðt 
 sÞDmS001ðsÞx ds;
K2ðtÞx ¼
Z t
0
S0ðtÞDmx dtþ
Z t
0
Z t
s
0
S0ðtÞ dt
 
DmS
00
1ðsÞx ds;
K3ðtÞx ¼S0ðtÞDmx þ
Z t
0
S0ðt 
 sÞDmC01ðsÞx ds;
K4ðtÞx ¼
Z t
0
S0ðtÞDmx dtþ
Z t
0
Z t
s
0
S0ðtÞ dt
 
DmC
0
1ðsÞx ds:
On the other hand,
B0S0ðÞ; A0
Z 
0
S0ðsÞ dsACebðRþ;LsðEÞÞ:
This indicates that (3.7) is satisﬁed. Therefore ðACP2;A;BÞ is strongly wellposed, in
view of Theorem 3.2. The proof is then complete. &
Theorem 3.4. Let the hypotheses (including (3.7)) of Theorem 3.2 hold. Then the
propagators of ðACP2;A;BÞ have the following expressions:
CðtÞ u
x
 
¼ C0ðtÞu 

R t
0 JðsÞA1x ds
C1ðtÞx
 !
;
tX0; uAE; xADðA1Þ; ð3:17Þ
SðtÞ u
x
 
¼ S0ðtÞu 
 JðtÞx
S1ðtÞx
 
; tX0; uAE; xAX ; ð3:18Þ
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where for tX0; xAX ;
JðtÞx :¼DmS1ðtÞx þ m
Z t
0
S0ðt 
 sÞðB þ mÞDmS1ðsÞx ds


Z t
0
S00ðt 
 sÞBDmS1ðsÞx ds 

Z t
0
S00ðt 
 sÞDmS01ðsÞx ds:
Proof. For each xAX ;Z N
0
e
ltJðtÞx dt :¼DmR1ðlÞx þ mR0ðlÞðB þ mÞDmR1ðlÞx

 lR0ðlÞðB þ lÞDmR1ðlÞx
¼DlR1ðlÞ;
by (3.13). So for u
x
 
AE; and l large enough,Z N
0
e
lt
S0ðtÞ JðtÞ
0 S1ðtÞ
 
u
x
 
dt ¼ ðl2 þAþ lBÞ
1 u
x
 
:
This gives (3.18) because of (2.4). From (2.5), we deduce that (3.17) is satisﬁed in the
case of u
x
 
ADðAÞ: Let now uAE and xADðA1Þ: The same reasoning as in the ﬁrst
paragraph of the proof of Theorem 3.2 shows the existence of a sequence
un
x
 
nANADðAÞ such that un-u: This justiﬁes (3.17) and completes the proof. &
In what follows, we study ðACP2;A;BÞ with the feedback operators G0 and G1
included. We denote by E1 a Banach space such that
½DðAÞP+E1+E; ð3:19Þ
l/R0ðlÞALT 
LðE; E1Þ: ð3:20Þ
In the case of ½DðAÞP+½DðBÞP1 and under the hypothesis ðH02Þ; we can take E1 ¼
½DðBÞP1 ; for which (3.19) and (3.20) are valid.
Theorem 3.5. Suppose that ðH1Þ and ðH02Þ hold. Let
G0ALðE1; X Þ ð3:21Þ
and let
G1ALðE; XÞ; A1; B1ALðXÞ: ð3:22Þ
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Then ðACP2;A;BÞ is strongly quasi-wellposed, and its second propagator SðÞ
satisfies
SðÞACebðRþ;LsðE; E1  XÞÞ: ð3:23Þ
Proof. Using (2.4) and (3.16), we get
l2R1ðlÞx 
 x ¼
Z N
0
e
ltS001ðtÞx dt; xAX ; ð3:24Þ
for l sufﬁciently large. This yields that
l/lDlR1ðlÞ; l/l
1ADlR1ðlÞALT 
LðX ; EÞ; ð3:25Þ
l/DlR1ðlÞALT 
LðX ; E1Þ; ð3:26Þ
by Proposition 3.1(2), ðH02Þ; Proposition 2.8, (3.13), (3.19) and (3.20). Write
A0 :¼
A 0
0 A1
 
; DðA0Þ :¼
u
x
 
ADðAÞ  X ; x ¼ Pu
 
;
B0 :¼
B 0
0 B1
 
; DðB0Þ :¼
u
x
 
ADðBÞ  X ; xAP1u
 
:
Making use of (3.10) and (3.11) (with A0; B0 in place of A; B there), we infer by
ðH02Þ; Proposition 2.8, and (3.24)–(3.26) that
l/lðl2 þA0 þ lB0Þ
1ALT 
LðEÞ;
l/l
1A0ðl2 þA0 þ lB0Þ
1ALT 
LðEÞ;
(
ð3:27Þ
l/ðl2 þA0 þ lB0Þ
1ALT 
LðE; E1  X Þ: ð3:28Þ
Noting that
0 0
G0 0
 
ðl2 þA0 þ lB0Þ
1 ¼
0 0
G0R0ðlÞ G0DlR1ðlÞ
 
for lArðA0; B0Þ-rðA1; B1Þ (cf. (3.10)), we obtain
l/
0 0
G0 0
 
ðl2 þA0 þ lB0Þ
1ALT 
LðEÞ ð3:29Þ
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by (3.20), (3.21) and (3.26). Also it is clear from (3.27) that
l/l
0 0
G1 0
 
ðl2 þA0 þ lB0Þ
1ALT 
LðEÞ ð3:30Þ
since
0 0
G1 0
 
ALðEÞ: According to (3.27)–(3.30), we deduce in view of [25,
Theorem 1.10, p.5] that for l large enough,
RðlÞ :¼ðl2 þAþ lBÞ
1
¼ðl2 þA0 þ lB0Þ
1 I 

0 0
G0 0
 
ðl2 þA0 þ lB0Þ
1


 l 0 0
G1 0
 
ðl2 þA0 þ lB0Þ
1

1
exists, and
l/lRðlÞ; l/l
1ARðlÞALT 
LðEÞ; ð3:31Þ
l/RðlÞALT 
LðE; E1  XÞ: ð3:32Þ
Moreover, A and B are closed and densely deﬁned operators in E by ðH1Þ; (3.19),
(3.21), (3.22) and the fact that DðA0Þ and DðB0Þ are dense (from the proof of
Theorem 3.2). This and (3.31) together justify the strong quasi-wellposedness of
ðACP2;A;BÞ; in view of Proposition 2.8.
Finally, a combination of (2.4) and (3.32) leads to (3.23). The proof is
complete. &
When B is bounded on E; the strong quasi-wellposedness in Theorem 3.5 can be
improved as strong wellposedness. This is what the next theorem shows.
Theorem 3.6. Suppose that ðH1Þ and ðH02Þ hold. Let G0ALðE1; X Þ; G1ALðE; X Þ;
BALðEÞ; and A1; B1ALðXÞ: Then ðACP2;A;BÞ is strongly wellposed, and its second
propagator SðÞ satisfies (3.23).
Proof. It is easy to see by hypothesis that
BALðEÞ: ð3:33Þ
From the proof of Theorem 3.5, we know that ðACP2;A;BÞ is strongly quasi-
wellposed, and that (3.23) and (3.31) are satisﬁed. From (3.31) and the identities
RðlÞA ¼ I 
 l2RðlÞ 
 lRðlÞB;
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we see that
l/l
1RðlÞAALT 
LðEÞ;
since B is bounded. Consequently, an application of Proposition 2.5 leads to our
conclusion and ends the proof. &
In the sequel, we write eE :¼ DðAÞ endowed with the norm
u
x
   eE¼ jjujj½DðAÞP ;
and eA for the part of A in eE:
Corollary 3.7. Suppose that ½DðAÞP is complete, PðDðAÞÞ ¼ X ; and 
A0 generates a
strongly continuous cosine operator function on E. Let G0ALðE1; XÞ (with ðl2 þ
A0Þ
1 instead of R0ðlÞ in (3.20)), and A1ALðXÞ: Then
(1) ðACP2;A; 0Þ is strongly wellposed in E; or equivalently, 
A generates a strongly
continuous cosine operator function on E;
(2) ðACP2; eA; 0Þ is strongly wellposed in eE; or equivalently, 
eA generates a strongly
continuous cosine operator function on eE:
Proof. Clearly, the conditions of Theorem 3.6 are satisﬁed (see Corollary 2.9). Thus
ðACP2;A; 0Þ is strongly wellposed in E: This indicates that
l/lðl2 þAÞ
1ALT 
LðEÞ:
Therefore,
l/lðl2 þ eAÞ
1ALT 
Lð½DðAÞÞ:
But jj  jj½DðAÞ is equivalent to jj  jjeE: So
l/lðl2 þ eAÞ
1ALT 
LðeEÞ: ð3:34Þ
Thus we infer that 
eA generates a strongly continuous cosine operator function oneE: This ﬁnishes the proof. &
Corollary 3.8. Let the conditions of Corollary 3.7 be satisfied. Define an operator eA on
½DðAÞP by eAu :¼ Au; Dð eAÞ :¼ fuADðA2Þ; PAu þ G0u 
 A1Pu ¼ 0g:
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Then 
 eA generates a strongly continuous cosine operator function on ½DðAÞP:
Proof. It can be seen from (3.34) that
l/lðl2 þ eAÞ
1ALT 
Lð½DðAÞPÞ:
This justiﬁes the claim. &
4. Solutions to inhomogeneous problems
In this section, we are concerned with the following inhomogeneous problem:
y00ðtÞ þAyðtÞ þ By0ðtÞ ¼ hðtÞ; tA½0; T ;
yð0Þ ¼ y0; y0ð0Þ ¼ y1:

ð4:1Þ
Deﬁnition 4.1. Let hACð½0; T ; EÞ:
A function yðÞ is called a (strict) solution of ðACP2;A;BÞ if
yðÞAC2ð½0; T ; EÞ-Cð½0; T ; ½DðAÞÞ; y0ðÞACð½0; T ; ½DðBÞÞ; and ðACP2;A;BÞ is
satisﬁed.
Theorem 4.2. Let the hypotheses of either Theorem 3.2 or Corollary 3.3 or Theorem
3.6 hold. Let hAC1ð½0; T ; EÞ; y0ADðAÞ; and y1ADðAÞ-DðBÞ: Then
(1) problem (4.1) has a unique solution yðÞ; given by
yðtÞ ¼ CðtÞy0 þ SðtÞy1 þ
Z t
0
Sðt 
 sÞhðsÞ ds; tA½0; T ; ð4:2Þ
where CðÞ and SðÞ are the two propagators of ðACP2;A;BÞ;
(2) the yðÞ satisfies
y0ðÞACð½0; T ; E1  X Þ; ð4:3Þ
jjyðtÞjjpMðjjhjjCð½0;T ;EÞ þ jjy0jj þ jjy1jjÞ; tA½0; T ; ð4:4Þ
jjy00ðtÞjj þ jjyðtÞjj½DðAÞ þ jjy0ðtÞjj½DðBÞ þ jjy0ðtÞjjE1X
pMðjjhjjC1ð½0;T ;EÞ þ jjy0jj½DðAÞ þ jjy1jj½DðAÞ þ jjy1jj½DðBÞÞ; tA½0; T ; ð4:5Þ
for some constant M40:
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Proof. By hypothesis, ðACP2;A;BÞ is strongly wellposed. Set
wðtÞ :¼
Z t
0
Sðt 
 sÞhðsÞ ds; tA½0; T : ð4:6Þ
Then, according to Deﬁnition 2.3, we infer that wð0Þ ¼ w0ð0Þ ¼ 0;
wðtÞ ¼
Z t
0
SðsÞhð0Þ dsþ
Z t
0
Z s
0
SðsÞ ds
 
h0ðt 
 sÞ ds; tA½0; T ; ð4:7Þ
w0ðtÞ ¼ SðtÞhð0Þ þ
Z t
0
SðsÞh0ðt 
 sÞ ds; tA½0; T  ð4:8Þ
and
w00ðtÞ ¼ S0ðtÞhð0Þ þ
Z t
0
S0ðsÞh0ðt 
 sÞ ds; tA½0; T ; ð4:9Þ
therefore
w00ðtÞ þAwðtÞ þ Bw0ðtÞ ¼ hð0Þ þ
Z t
0
h0ðt 
 sÞ ds ¼ hðtÞ; tA½0; T ;
by (2.8). This means that (4.2) gives the unique solution yðÞ of problem (4.1) by
Proposition 2.4 (i).
Combining (2.5), (4.8) and (3.23) together, we obtain (4.3). Estimate (4.4) follows
from (4.2) immediately. Using (2.5), (2.9), (3.23), and (4.7)–(4.9) veriﬁes estimate
(4.5). This completes the proof. &
Theorem 4.3. Let the hypotheses of Theorem 3.5 hold. Let hAC1ð½0; T ; EÞ; y0ADðAÞ;
and y1ADðAÞ-DðBÞ: Then the conclusions of Theorem 4.2 hold, except (4.4).
Proof. Similar to the proof of Theorem 4.2. &
Corollary 4.4. Let the conditions of Corollary 3.7 be satisfied. Let hAC1ð½0; T ; eEÞ; and
y0; y1ADðA2Þ: Then
(1) the conclusions of Theorem 4.2 hold;
(2) the solution yðÞ is in C2ð½0; T ; eEÞ:
Proof. Assertion (1) is obvious.
By hypothesis, y0; y1ADðeAÞ: It follows that
CðÞy0 þ SðÞy1AC2ðRþ; eEÞ;
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since ðACP2; eA; 0Þ is strongly wellposed in eE by Corollary 3.7. Moreover
S0ðÞjeEACðRþ;LsðeEÞÞ:
Hence, we get assertion (2) by (4.2) and (4.9). &
5. Examples
In this section, we will give examples to show how to apply the abstract theory
developed above to speciﬁc problems. We think they can give an idea of possible
applications.
As one will see, in Examples 5.1 and 5.5 the operator P1 are so chosen that (1.3)
holds. Example 5.2 has nothing to do with the operators P1 and B: In Examples 5.3
and 5.4, P1u ¼ X for any uADðP1Þ; and so (1.3) holds automatically.
Example 5.1. Let r40; and let M0; M1 be two complex 4 4 matrices. For the
mixed initial-boundary value problem
@2t u þ @4xu þ r@x@tu ¼ 0; tARþ; xAð0; 1Þ;
@2t uðt; 0Þ
@2t @
2
xuðt; 0Þ
@2t uðt; 1Þ
@2t @
2
xuðt; 1Þ
0BBBB@
1CCCCAþ M0
uðt; 0Þ
@2xuðt; 0Þ
uðt; 1Þ
@2xuðt; 1Þ
0BBB@
1CCCA
þM1
@tuðt; 0Þ
@t@
2
xuðt; 0Þ
@tuðt; 1Þ
@t@
2
xuðt; 1Þ
0BBB@
1CCCA ¼ 0; tARþ;
uð0; xÞ ¼ j0ðxÞ; @tuð0; xÞ ¼ j1ðxÞ; xAð0; 1Þ;
8>>>>>>>>>>><>>>>>>>>>>:
ð5:1Þ
we set
E ¼ L2ð0; 1Þ  C4;
A ¼
d4
dx4
0
0 M0
0@ 1A; DðAÞ ¼ j
z
 
; jAH4ð0; 1Þ; z ¼
jð0Þ
j00ð0Þ
jð1Þ
j00ð1Þ
0BBB@
1CCCA
8>><>>:
9>>=>>;;
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B ¼ r
d
dx
0
0 M1
0@ 1A;
DðBÞ ¼ j
z
 
; jAH1ð0; 1Þ; z ¼
z1
z2
z3
z4
0BBB@
1CCCAAC4; z1 ¼ jð0Þ
8>><>>:
9>>=>>;:
8>>>>>><>>>>>:
Applying Corollary 3.3 yields that ðACP2;A;BÞ is strongly wellposed. In fact, in this
case we have
A ¼ d
4
dx4
; DðAÞ ¼ H4ð0; 1Þ;
B ¼ r d
dx
; DðBÞ ¼ H1ð0; 1Þ;
A1 ¼ M0; B1 ¼ M1; DðA1Þ ¼ DðB1Þ ¼ C4;
Pj ¼
jð0Þ
j00ð0Þ
jð1Þ
j00ð1Þ
0BBB@
1CCCA; jADðPÞ ¼ H4ð0; 1Þ;
P1j ¼
jð0Þ
z2
z3
z4
0BBB@
1CCCA; z2; z3; z4AC
8>><>>:
9>>=>>;; jAH
1ð0; 1Þ;
A0 ¼ d
4
dx4
; DðA0Þ ¼ fjAH4ð0; 1Þ; jð0Þ ¼ j00ð0Þ ¼ jð1Þ ¼ j00ð1Þ ¼ 0g;
B0 ¼ r d
dx
; DðB0Þ ¼ fjAH1ð0; 1Þ; jð0Þ ¼ 0g:
Clearly,
½DðAÞPCH4ð0; 1Þ; ½DðBÞP1CH1ð0; 1Þ; PðH4ð0; 1ÞÞ ¼ C4;
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A0 is a self-adjoint and strictly positive operator in L
2ð0; 1Þ; and 
B0; 
B0 are
dissipative operators in L2ð0; 1Þ with
DðB0Þ-DðB0Þ*D A
1
2
0
 
:
From this, it is not hard to deduce that ðACP2; A0; B0Þ is strongly wellposed (cf., e.g.,
[25, (4.26), p. 232]). Thus we see that the assumptions of Corollary 3.3 hold.
Moreover, we see that if uðÞAC2ðRþ; L2ð0; 1ÞÞ-C1ðRþ; H1ð0; 1ÞÞ is a solution of
(5.1), then
P1u
0ðtÞ ¼
@tuðt; xÞjx¼0
z2
z3
z4
0BBB@
1CCCA; z2; z3; z4AC
8>><>>:
9>>=>>;:
Therefore
x0ðtÞ :¼ d
dt
ðPuðtÞÞ ¼ d
dt
uðt; 0Þ
@2xuðt; 0Þ
uðt; 1Þ
@2xuðt; 1Þ
0BBB@
1CCCAAP1u0ðtÞ; tX0:
Example 5.2. Let O be a bounded domain in Rn with smooth boundary @O: Let
Aðx; @xÞ be a second order strongly elliptic operator with smooth coefﬁcients, and
FALðL2ðOÞ; L2ð@OÞÞ:
We consider the second order hyperbolic equation with a boundary condition of
Wentzell type (cf. [7–9,12,27]):
@2t u ¼ Aðx; @xÞu in Rþ  O;
Aðx; @xÞuj@O ¼ Fu in Rþ  @O;
uð0; Þ ¼ j0; @tuð0; Þ ¼ j1 in O;
8><>: ð5:2Þ
where Aðx; @xÞuj@O is regarded as the trace on @O (cf. [19]) of the function Aðx; @xÞu
(in H
1
2ðOÞ). We plug the ﬁrst equation of (5.2) into the second one, then the
boundary condition becomes
@2t uj@O ¼ Fu; in Rþ  @O;
where @2t uj@O is the trace on @O of the function @2t u (in H
1
2ðOÞ). Thus, we get the
following dynamical boundary value problem, which is equivalent to (5.2):
@2t u ¼ Aðx; @xÞu in Rþ  O;
@2t uj@O ¼ Fu in Rþ  @O;
uð0; Þ ¼ j0; @tuð0; Þ ¼ j1 in O:
8><>: ð5:3Þ
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We let
E ¼ E1 ¼ L2ðOÞ; X ¼ L2ð@OÞ;
Aj ¼ 
Aðx; @xÞj for jADðAÞ :¼ fjAH
1
2ðOÞ; Aðx; @xÞjAL2ðOÞg;
Pj ¼ jj@O for jADðPÞ :¼ DðAÞ;
G0 ¼ F ; A1 ¼ 0:
Take l0X0 such that if
ðl0 
 Aðx; @xÞÞj ¼ 0
for a jAH2ðOÞ-H10 ðOÞ; then j ¼ 0: From [19, Theorem 7.4, p. 188], we know that
the mapping
P : j/ððl0 
 Aðx; @xÞÞj;jj@OÞ
is an algebraic and topological isomorphism of D
1
2
AðOÞ onto X

3
2ðOÞ  L2ð@OÞ; where
D
1
2
AðOÞ and X

3
2ðOÞ are deﬁned in [19] satisfying
D
1
2
AðOÞ+H
1
2ðOÞ; L2ðOÞ+X
32ðOÞ
and
D
1
2
AðOÞ ¼ fjAH
1
2ðOÞ; DjAX
32ðOÞg:
Hence, for each wAL2ð@OÞ there exists jAH12ðOÞ such that
ðl0 
 Aðx; @xÞÞj ¼ 0; jj@O ¼ w:
This implies that
PðDðAÞÞ ¼ X :
Moreover ½DðAÞP is complete. In fact, if fjngnAN is a Cauchy sequence in ½DðAÞP;
then there exist ciAL
2ðOÞði ¼ 0; 1Þ and w0AL2ð@OÞ such that
lim
n-N
jjjn 
 c0jjL2ðOÞ ¼ 0;
lim
n-N
jjAðx; @xÞjn 
 c1jjL2ðOÞ ¼ 0;
lim
n-N
jjjnj@O 
 w0jjL2ð@OÞ ¼ 0:
The mapping P tells us that
c0AH
1
2ðOÞ; ðl0 
 Aðx; @xÞÞj ¼ l0c0 
 c1; j0j@O ¼ w0:
So c0ADðAÞ and
lim
n-N
jjjn 
 c0jjA;P ¼ 0:
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Next, put
AD ¼ 
AjH2ðOÞ-H1
0
ðOÞ:
It is clear that l0ArðADÞ: Let jADðAÞ with jj@O ¼ 0: Then
Pj ¼ Pððl0 
 ADÞ
1ððl0 þ AÞjÞÞ ¼ ððl0 þ AÞj; 0Þ:
Since P is injective, it follows that
j ¼ ðl0 
 ADÞ
1ððl0 þ AÞjÞADðADÞ:
Therefore, we obtain
A0ð:¼ Ajker PÞ ¼ 
AD:
It is known that AD is the generator of a strongly continuous cosine operator
function on L2ðOÞ: Thus the conditions of Corollary 3.7 are satisﬁed. Consequently,
the operator
A :¼ Aðx; @xÞ 0
F 0
 
; DðAÞ :¼ j
w
 
ADðAÞ  L2ð@OÞ; jj@O ¼ w
 
generates a strongly continuous cosine operator function on L2ðOÞ  L2ð@OÞ: Write
H :¼ DðAÞ equipped with the norm
jjjjjH :¼ jjjjjL2ðOÞ þ jjAðx; @xÞjjjL2ðOÞ þ jjjj@OjjL2ð@OÞ
and
Aj :¼ Aðx; @xÞj for jADðAÞ :¼ fjADðA2Þ; Aðx; @xÞjj@O ¼ Fjg:
Then, we claim by Corollary 3.8 that A generates a strongly continuous cosine
operator function on H:
Example 5.3. Let O be a bounded domain in R3 with smooth boundary @O: Let
aAL6ðOÞ with Re aX0 a.e., bALNð@OÞ; and qAL2ðO @OÞ: For the mixed initial-
boundary value problem
@2t u 
 Du þ a@tu ¼ 0 in Rþ  O;
@2t u þ
R
O qðx; Þuðt; xÞ dxþ b@tu ¼ 0 in Rþ  @O;
uð0; Þ ¼ j0; @tuð0; Þ ¼ j1 in O;
8><>: ð5:4Þ
we set
E ¼ L2ðOÞ  L2ð@OÞ;
B ¼ a 0
0 b
 
; DðBÞ ¼ j
z
 
; j; ajAL2ðOÞ; zAL2ð@OÞ
 
;
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A ¼ 
D 0
G0 0
 
;
DðAÞ ¼ j
z
 
; jAH
1
2ðOÞ; DjAL2ðOÞ; z ¼ jj@O
 
;
8>><>>:
where
G0j :¼ 

Z
O
qðx; ÞjðxÞ dx; jADðG0Þ :¼ L2ðOÞ:
Then ðACP2;A;BÞ is strongly quasi-wellposed by Theorem 3.5. Moreover, if
aALNðOÞ in addition, then ðACP2;A;BÞ is strongly wellposed in view of Theorem
3.6. In fact, in this case we have
A ¼ 
D; DðAÞ ¼ fjAH12ðOÞ; DjAL2ðOÞg;
Bj ¼ aj; jADðBÞ ¼ fjAL2ðOÞ; ajAL2ðOÞg;
B1j ¼ bj; jADðB1Þ ¼ L2ð@OÞ;
A1 ¼ 0; G1 ¼ 0; E1 ¼ E ¼ L2ðOÞ;
Pj ¼ jj@O; jADðPÞ ¼ DðAÞ;
P1j ¼ L2ð@OÞ; jADðP1Þ ¼ L2ðOÞ:
As in Example 5.2, we know that
A0 ¼ 
DD; PðDðAÞ-DðBÞÞ ¼ PðDðAÞÞ ¼ L2ð@OÞ;
and ½DðAÞP is complete. Moreover, it is easy to see that G0ALðL2ðOÞ; L2ð@OÞÞ;
B0 ¼ B is closed (and bounded if aALNðOÞ), and DðB0Þ*DðA
1
2
0Þ: Accordingly, we
conclude that ðACP2; A0; B0Þ is strongly quasi-wellposed (cf., e.g., [25, (4.26), p.
232]). These observations verify the applicability of Theorem 3.5 and Theorem 3.6 to
problem (5.4).
Example 5.4. We consider a vibration rod, which is ﬁxed at one end and has a tip
body attached to its free end. The mixed problem we shall discuss is of the form
@2t u 
 @2xu ¼ f ; tA½0; T ; xAð0; 1Þ;
uðt; 0Þ ¼ 0; tA½0; T ;
@2t uðt; 1Þ ¼ /@xu; aSþ/@tu; bS; tA½0; T ;
uð0; xÞ ¼ j0; @tuð0; xÞ ¼ j1; xAð0; 1Þ;
8>><>>: ð5:5Þ
where fAC1ð½0; T ; Lpð0; 1ÞÞðpAð1;NÞÞ; and a; bALqð0; 1Þðq ¼ p
p
1Þ:
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Take
E ¼ Lpð0; 1Þ; E1 ¼ W 1;pð0; 1Þ; X ¼ C;
A ¼ 
 d2
dx2
with DðAÞ ¼ W 2;pð0; 1Þ;
G0j ¼ /j0; aS for jADðG0Þ :¼ E1;
G1j ¼ /j; bS for jADðG1Þ :¼ E;
Pj ¼ jð1Þ for jADðPÞ :¼ DðAÞ;
P1j ¼ X for jADðP1Þ :¼ E;
B ¼ 0; A1 ¼ 0; B1 ¼ 0:
It is easy to see that
½DðAÞPCW 2;pð0; 1Þ; PðW 2;pð0; 1ÞÞ ¼ X ;
A0 ¼ 
 d
2
dx2
with DðA0Þ ¼ W 2;pð0; 1Þ-W 1;p0 ð0; 1Þ:
By d’Alembert’s formula, we know easily that 
A0 generates a strongly continuous
cosine function CðÞ on Lpð0; 1Þ; and the associated sine function
SðÞACebðRþ;LsðE; E1ÞÞ: This yields that ðH02Þ and (3.20) hold. Therefore the
hypotheses of Theorem 3.6 are satisﬁed. This allows us to apply Theorem 4.2 to
obtain (by letting
yðtÞ ¼ uðtÞ
xðtÞ
 
; uðtÞ ¼ uðt; Þ; xðtÞ :¼ uðt; 1Þ
for tA½0; T ):
For every j0;j1AW
2;pð0; 1Þ; problem (5.5) has a unique solution
uAC2ð½0; T ; Lpð0; 1ÞÞ-C1ð½0; T ; W 1;pð0; 1ÞÞ-Cð½0; T ; W 2;pð0; 1ÞÞ; ð5:6Þ
moreover, u satisfies
jjuðt; ÞjjLpð0;1Þpconstðjj f jjCð½0;T ;Lpð0;1ÞÞ þ jjj0jjLpð0;1Þ þ jjj1jjLpð0;1ÞÞ; tA½0; T :
Here, for getting the uniqueness we used the fact that if u is a solution of problem
(5.5) satisfying (5.6), then
xð0Þ ¼ j0j@O; x0ð0Þ ¼ u0ð0Þj@O ¼ j1j@O:
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Example 5.5. Let O be a bounded domain in Rn with smooth boundary @O: Let
rX0; k; mAN with m4k; fAC1ð½0; T ; L2ðOÞÞ; giAC3ð½0; T ; H2ð@OÞÞði ¼ 1;y; m 

1Þ; vAL2ð@OÞ; and wAH2ð@OÞ: We consider
@2t u þ ð
1ÞmDmu þ ð
1ÞkrDk@tu ¼ f in ½0; T   O;
@2t u ¼
@u
@n
; v
  
L2ð@OÞ
w in ½0; T   @O;
Diu ¼ giði ¼ 1;y; m 
 1Þ in½0; T   @O;
uð0; Þ ¼ j0; @tuð0; Þ ¼ j1 inO;
8>>><>>>:
ð5:7Þ
where @@n is the outward normal derivative on @O:
Take
E ¼ L2ðOÞ; E1 ¼ H2ðOÞ; X ¼ ðH
3
2ð@OÞÞm;
A ¼ ð
1ÞmDmO ; B ¼ ð
1ÞkrDkO
(where DO is the Laplacian on O; with DðDOÞ :¼ H2ðOÞÞ;
Pj ¼
jj@O
Djj@O



Dm
1jj@O
0BBBBBBBB@
1CCCCCCCCA
for jADðPÞ :¼ DðAÞ;
P1j ¼
jj@O



Dk
1jj@O
wk



wm
1
0BBBBBBBBBBBBBBBBBB@
1CCCCCCCCCCCCCCCCCCA
; wiAH
3
2ð@OÞ; i ¼ k;y; m 
 1
8>>>>>>>>>><>>>>>>>>>>:
9>>>>>>>>>>=>>>>>>>>>>;
for jADðP1Þ :¼ DðBÞ;
ð5:8Þ
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G0j ¼
@j
@n
; v
  
L2ð@OÞ
w
0



0
0BBBBBBBBBB@
1CCCCCCCCCCA
for jADðG0Þ :¼ E1;
A1 ¼ 0; B1 ¼ 0; G1 ¼ 0:
First, we show that
PðDðAÞ-DðBÞÞ ¼ X : ð5:9Þ
To this end, we recall (see, e.g., [21, p. 390–391]) that the mapping
M : j/ðDj; jj@OÞ
is an algebraic and topological isomorphism of H2ðOÞ onto L2ðOÞ  H32ð@OÞ:
Therefore, given w0;y; wm
1AH
3
2ð@OÞ; there exist c1;y;cm
1;jAH2ðOÞ such that
Dc1 ¼ 0;
c1j@O ¼ wm
1;

Dc2 ¼ 0;
c2j@O ¼ wm
2;

?;
Dj ¼ cm
1;
jj@O ¼ w0:

It is readily seen that
jADðAÞ and Pj ¼
w0



wm
1
0BBBBBB@
1CCCCCCA:
So we obtain (5.9), noting DðAÞ ¼ DðAÞ-DðBÞ: Let now fjngnAN be a Cauchy
sequence in ½DðBÞP1 : By (3.2), there exist r; r0AL2ðOÞ; v0;y; vk
1AH
3
2ð@OÞ such that
lim
n-N
jjjn 
 rjjL2ðOÞ ¼ 0;
lim
n-N
jjDkjn 
 r0jjL2ðOÞ ¼ 0;
lim
n-N
jjDijnj@O 
 vijj
H
3
2ð@OÞ
¼ 0; i ¼ 0; 1;y; k 
 1:
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Accordingly, the isomorphism M implies the existence of r1;y; rk
1AH2ðOÞ such
that
lim
n-N
jjDk
1jn 
 r1jjL2ðOÞ ¼ 0; Dr1 ¼ r0; r1j@O ¼ vk
1;
^
lim
n-N
jjDjn 
 rk
1jjL2ðOÞ ¼ 0; Drk
1 ¼ rk
2; rk
1j@O ¼ v1;
rAH2ðOÞ; Dr ¼ rk
1; rj@O ¼ v0:
Hence
rADðBÞ and lim
n-N
jjjn 
 rjjB;P1 ¼ 0:
Thus we have proved the completeness of ½DðBÞP1 : The completeness of ½DðAÞP can
be shown in a similar way.
Making use of the mapping M again, we deduce that
jj  jjA;P is equivalent to
Xm
1
i¼0
jjDi  jjH2ðOÞ;
and
jj  jjB;P1 is equivalent to
Xk
1
i¼0
jjDi  jjH2ðOÞ:
This implies that
½DðAÞP+E1:
Next, denote by DD the Dirichlet Laplacian, i.e., DD ¼ DOjH2ðOÞ-H1
0
ðOÞ: It is clear
that
A0 ¼ ð
1ÞmDmD; B0 ¼ ð
1ÞkrDkD:
So ðH02Þ and (3.20) hold (cf., e.g., [25, p. 232]). Thus, the conditions of Theorem 3.5
are satisﬁed, and therefore Theorem 4.3 is applicable to this situation. Letting
yðtÞ ¼ uðtÞ
xðtÞ
 
; uðtÞ ¼ uðt; Þ; xðtÞ ¼
uðt; Þj@O



Dm
1uðt; Þj@O
0BBBBBB@
1CCCCCCA; tA½0; T ;
we obtain
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For every j0;j1ADðDmOÞ with ðD jj0Þj@O ¼ gjð0; Þ and ðD jj1Þj@O ¼ @tgjð0; Þð j ¼
1;y; m 
 1Þ; problem (5.7) has a unique solution
uAC2ð½0; T ; L2ðOÞÞ-C1ð½0; T ; H2ðOÞÞ ð5:10Þ
with
DiuAC1ð½0; T ; H2ðOÞÞ; i ¼ 1;y; k 
 1; ð5:11Þ
DiuACð½0; T ; H2ðOÞÞ; i ¼ k;y; m 
 1;
moreover, u satisfies
jj@2t uðt; ÞjjL2ðOÞ þ
Xk
1
i¼0
Di@tuðt; Þ




H2ðOÞ
þ
Xm
1
i¼k
Diuðt; Þ




H2ðOÞ
pconst jj f jjC1ð½0;T ;L2ðOÞÞ þ
Xm
1
i¼1
jj@2t gijjC1ð½0;T ;H2ð@OÞÞ
 "
þ
X1
j¼0
ðjjjjjjH2ðOÞ þ jjDijjjjH2ðOÞÞ
!#
; tA½0; T :
Here, for getting the uniqueness, we used the fact that if u is a solution of problem
(5.7) satisfying (5.10) and (5.11), then x0ðtÞAP1u0ðtÞðtA½0; T Þ;
xð0Þ ¼
j0j@O
Dj0j@O



Dm
1j0j@O
0BBBBBBBB@
1CCCCCCCCA
; x0ð0Þ ¼
j1j@O
Dj1j@O



Dm
1j1j@O
0BBBBBBBB@
1CCCCCCCCA
:
Remark 5.6. As can be seen, it is impossible to choose P1 ¼ P in Example 5.5, since
P does not act on all elements in DðBÞ: Choosing P1 as in (5.8) makes a complete
½DðBÞP1 and a nice operator B0 having a close relationship with A0:
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