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Abstract
A multistep computational scheme is proved to have stability properties. Applications including computation of linear system
and existence of periodic solutions are illustrated.
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1. Introduction
Let Rm denote the m-dimensional Euclidean space and N the set of nonnegative integers. For the sake of
convenience, let the integer set {a, a + 1, . . . , b} be denoted by Z[a, b] and {a, a + 1, . . . ,∞} by Z[a,∞).
It is well known that recurrence relations arise in numerical computation of systems of equations. In order to make
sure that the numerical results are good approximations of the true solutions of the systems, stable computational
schemes are desired. The design of stable schemes is a complicated matter. Therefore, in spite of the fact that there
are already numerous discussions on the stability of specific schemes, it is of interest to discuss relatively general
multistep schemes of the form
x(n + 1) = A(n)x(n)+ B(n)F(n, x(n), x(n − k))+ C(n), n ∈ N, (1)
where k ∈ Z[1,∞), A(n) = (ai j (n)), B(n) = (bi j (n)) ∈ Rm×m,C(n) ∈ Rm and F : N× Rm ×Rm → Rm with
F(·, 0, 0) ≡ 0, and carry out stability analysis that may be helpful in the designing processes.
We first make a simple observation about our recurrence scheme. Let C(Z[−k, 0],Rm) be the set of all functions
ϕ : Z[−k, 0] → Rm . Given such a function ϕ, we may compute a unique vector sequence {x(n)}∞n=−k such that
x(n) = ϕ(n) for n ∈ Z[−k, 0]. This sequence is called a solution of (1), and is denoted by {x(n;ϕ)}∞n=−k .
Let A = (a1, a2, . . . , am)T , B = (b1, b2, . . . , bm)T ∈ Rm . We define |A| = (|a1|, |a2|, . . . , |am |)T . Throughout
this paper, the symbol A ≥ B means that ai ≥ bi for all i ∈ Z[1,m]. The symbol A > B, A ≤ B etc. have similar
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meanings. When C, D are matrices in Rm×m , the symbols |C |,C < D, etc. can be defined in a similar manner. For
any given subset S of Rm and ε ∈ Rm with ε > 0, we set
O(S, ε) = {x ∈ Rm : |x − s| ≤ ε, s ∈ S}.
The set C(Z[−k, 0],Rm) of functions will be endowed with the usual linear structure and norm ‖ · ‖ defined by
‖ϕ‖ = max−k≤i≤0 ‖ϕ(i)‖, here ‖ϕ(i)‖ denotes any norm of the vector ϕ(i). Then C(Z[−k, 0],Rm) is a Banach
space. Furthermore, for a sequence {ϕn} ⊂ C(Z[−k, 0],Rm) and ϕ0 ∈ C(Z[−k, 0],Rm),
lim
n→∞ ‖ϕn − ϕ0‖ = 0⇔ limn→∞ |ϕn(i)− ϕ0(i)| = 0 for all i ∈ Z[−k, 0].
Definition 1. Let S be a nonempty subset of Rm . The set S is said to be invariant relative to (1) if for any
ϕ ∈ C(Z[−k, 0],S), the solution {x(n;ϕ)} of (1) satisfies x(n;ϕ) ∈ S for all n ∈ N.
Definition 2. Let {x(n;ϕ0)} be a solution of (1) and ϕ ∈ C(Z[−k, 0],Rm). If ϕ → ϕ0 implies x(n;ϕ) → x(n;ϕ0)
for all n ∈ N, then the solution {x(n;ϕ0)} is said to be stable.
Definition 3. We say that (1) is equi-bounded if, for any H ∈ Rm with H > 0, there exists M(H) ∈ Rm such that
ϕ ∈ C(Z[−k, 0],Rm) with |ϕ(i)| ≤ H for i ∈ Z[−k, 0] implies |x(n;ϕ)| ≤ M(H) for all n ∈ N.
Definition 4. We say that S ⊆ Rm is a global attractor of (1) if, for any ε ∈ Rm with ε > 0 and ϕ ∈ C(Z[−k, 0],Rm),
there exists an integer N (ε, ϕ) > 0 such that the solution {x(n;ϕ)} of (1) satisfies x(n;ϕ) ∈ O(S, ε) for all
n ≥ N (ε, ϕ).
Note that the coefficients of (1) are all matrix functions. To continue our discussions, we need one standard fact
about matrices [1,2]:
Lemma 5. Let R ∈ Rm×m, I be the identity matrix and ρ(R) the spectral radius of R. If R ≥ 0 and ρ(R) < 1, then
(I − R)−1 ≥ 0.
Another standard fact is Horn’s fixed point theorem [3].
Lemma 6. Let X be a Banach space and u : X → X be a completely continuous operator. If there exists a bounded
set E such that for any x ∈ X, there exists an integer t = t (x) such that ut (x) ∈ E, then u has a fixed point in E.
2. Main results
Before entering into our main results, we give a set of blanket assumptions for A(n), B(n),C(n), F(n, x0, x1) in
(1):
(H1) A0 ∈ Rm×m with A0 ≥ 0 and ρ(A0) < 1 such that |A(n)| ≤ A0 for all n ∈ N;
(H2) B0 ∈ Rm×m with B0 ≥ 0 and C0 ∈ Rm with C0 ≥ 0 such that |B(n)| ≤ B0 and |C(n)| ≤ C0 for all n ∈ N;
(H3) L0, L1 ∈ Rm×m with L0, L1 ≥ 0 and ρ((I−A0)−1B0(L0+L1)) < 1 such that |F(n, x0, x1)−F(n, y0, y1)| ≤
L0|x0 − y0| + L1|x1 − y1| for all n ∈ N.
For the sake of convenience, we let
U =
[
I − (I − A0)−1B0(L0 + L1)
]−1
(I − A0)−1C0 (2)
whenever it is defined.
Note that (1) can be rewritten as
∆x(n) = (A(n)− I )x(n)+ B(n)F(n, x(n), x(n − k))+ C(n), n ∈ N,
where ∆x(n) = x(n + 1) − x(n) (see [4]). Hence, for any given initial function ϕ ∈ C(Z[−k, 0],Rm), the solution
of (1) is given by
x(n;ϕ) =
n−1∏
s=0
A(s)ϕ(0)+
n−1∑
s=0
[
n−2∏
t=s
A(t + 1)
]
[B(s)F(s, x(s), x(s − k))+ C(s)], (3)
where
∏n2
s=n1 A(s) = A(n2)A(n2 − 1) . . . A(n1 + 1)A(n1).
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Theorem 7. The set S = {s ∈ Rm : |s| ≤ U } is an invariant set of (1).
Proof. Lemma 5 implies that S 6= ∅. From the assumptions (H1)–(H3) and (3), we see that for all n ∈ N,
|x(n;ϕ)| ≤ An0|ϕ(0)| +
n−1∑
s=0
[
n−1∏
t=s+1
|A(t)|
]
[B0 (L0|x(s)| + L1|x(s − k)|)+ C0]
≤ An0|ϕ(0)| +
n−1∑
s=0
An−s−10 (I − A0)(I − A0)−1 [B0 (L0|x(s)| + L1|x(s − k)|)+ C0]
≤ An0|ϕ(0)| +
n−1∑
s=0
∆s An−s0 (I − A0)−1[B0(L0|x(s)| + L1|x(s − k)|)+ C0], (4)
where ∆s denotes the difference with respect to s.
Next we assert that |x(n;ϕ)| ≤ U for all n ∈ N when ϕ ∈ C[Z[−k, 0],S]. Otherwise, there exists n0 ∈ Z[1,∞)
and the term x(n0;ϕ) = (x1(n0;ϕ), x2(n0;ϕ), . . . , xm(n0;ϕ))T of {x(n;ϕ)} such that
|xv(n0;ϕ)| > Uv (5)
but
|x(n;ϕ)| ≤ U for all n ∈ Z[−k, n0 − 1], (6)
where Uv denotes the vth component of the vector U ∈ Rm . Then, from (4) and (6), we obtain that
|x(n0;ϕ)| ≤ An00 U + (I − An00 )
[
(I − A0)−1B0(L1 + L2)U + (I − A0)−1C0
]
= An00
{
U −
[
(I − A0)−1B0(L0 + L1)U + (I − A0)−1C0
]}
+ (I − A0)−1B0(L0 + L1)U + (I − A0)−1C0
=
[
I − (I − A0)−1B0(L0 + L1)
]−1
(I − A0)−1C0,
which is contrary to (5) and hence we have proven that |x(n;ϕ)| ≤ U for all n ∈ N. The proof is complete. 
Theorem 8. Suppose that ϕ0 ∈ C(Z[−k, 0],Rm). Then the solution {x(n;ϕ0)} of (1) is stable.
Proof. Similar to the above derivation, we have from (3) that
|x(n;ϕ)− x(n;ϕ0)| ≤ An0|ϕ(0)− ϕ0(0)| +
n−1∑
s=0
[
n−1∏
t=s+1
|A(t)|
]
× [B0 (L0|x(s;ϕ)− x(s;ϕ0)| + L1|x(s − k;ϕ)− x(s − k;ϕ0)|)]
≤ An0|ϕ(0)− ϕ0(0)| +
n−1∑
s=0
An−s−10
·[B0(L0|x(s;ϕ)− x(s;ϕ0)| + L1|x(s − k;ϕ)− x(s − k;ϕ0)|)]. (7)
For any ε ∈ Rm with ε > 0, let
U ε =
[
I − (I − A0)−1B0(L0 + L1)
]−1
(I − A0)−1ε.
We assert that |x(n;ϕ)−x(n;ϕ0)| ≤ U ε for all n ∈ Nwhen |ϕ(θ)−ϕ0(θ)| ≤ U ε on Z[−k, 0].Otherwise, there exists
n0 ∈ Z[1,∞) and the term x(n0;ϕ)− x(n0;ϕ0) = (x1(n0;ϕ)− x1(n0;ϕ0), x2(n0;ϕ)− x2(n0;ϕ0), . . . , xm(n0;ϕ)−
xm(n0;ϕ0))T of {x(n;ϕ)− x(n;ϕ0)} such that
|xv(n0;ϕ)− xv(n0;ϕ0)| > U εv (8)
but
|x(n;ϕ)− x(n;ϕ0)| ≤ U ε for all n ∈ Z[0, n0 − 1]. (9)
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Then, by the arguments similar to those in the proof of Theorem 7, we see from (7) and (9) that
|x(n0;ϕ)− x(n0;ϕ0)| ≤ U ε,
which is contrary to (8). Since ε > 0 is arbitrary, the solution {x(n;ϕ0)} of (1) is stable. The proof is complete. 
Note that by modifying C0 if necessary, we may assume that all components of U are not equal to zero. Then,
for any H ∈ Rm with H > 0, we can take α ≥ 1 such that H ≤ αU . Hence, analogous arguments will lead us to
|x(n;ϕ)| ≤ αU for all n ∈ N when ϕ ∈ C(Z[−k, 0],Rm) with |ϕ(θ)| ≤ H for θ ∈ Z[−k, 0]. Consequently, for any
given ϕ ∈ C(Z[−k, 0],Rm), there exists M ∈ Rm such that
|x(n;ϕ)| ≤ M for all n ∈ N. (10)
From (10), we may assume that
lim sup
n→∞
|x(n;ϕ)| = U + β, (11)
where β is some vector in Rm . Now from (1) and (11), we have
|x(n + 1;ϕ)| ≤ A0|x(n;ϕ)| + B0L0|x(n;ϕ)| + B0L1|x(n − k;ϕ)| + C0 ⇒
U + β ≤ A0(U + β)+ B0(L0 + L1)(U + β)+ C0 ⇒
U + β ≤ U,
which yields β ≤ 0. This says that lim supn→∞ |x(n;ϕ)| ≤ U for all ϕ ∈ C(Z[−k, 0],Rm). Then, for any
given ε ∈ Rm with ε > 0, there exists an integer N (ε, ϕ) > 0 such that the solution {x(n;ϕ)} of (1) satisfies
|x(n;ϕ)| ≤ U + ε for all n ≥ N (ε, ϕ). The following result is now clear.
Theorem 9. The scheme (1) is equi-bounded and the set {s ∈ Rm : |s| ≤ U } is a global attractor of (1).
3. Multistep scheme
Consider (scalar) multistep computational scheme of the form
y(n + m) = am(n)y(n)+ b(n) f (n, y(n), y(n − k))+ c(n), n ∈ N, (12)
where b and c : N→ R and a : Z[−m,∞) → R with a(n) 6= 0 for all n ∈ Z[−m,∞), f : N × R × R→ R with
f (·, 0, 0) ≡ 0 and
| f (n, x0, x1)− f (n, y0, y1)| ≤ l0|x0 − y0| + l1|x1 − y1|, x0, x1, y0, y1 ∈ R,
for all n ∈ N, where l0, l1 are some positive numbers. We always assume under consideration that there exist
(h1) a0 ∈ (0, 1) such that |a(n)| ≤ a0 for all n ∈ Z[−m,∞);
(h2) c0 > 0 such that
|c(n)|
|am−1(n)| ≤ c0 for all n ∈ N;
(h3) b0 > 0 with
b0(l0+l1)
1−am0 < 1 such that
|b(n)|
|am−1(n)| ≤ b0 for all n ∈ N.
Let
x1(n) = y(n),
a(n − m + 1)x2(n) = x1(n + 1),
a(n − m + 2)x3(n) = x2(n + 1),
· · · = · · · ,
a(n − 1)xm(n) = xm−1(n + 1).
Then, (12) is equivalent to the difference system
x(n + 1) = A(n)x(n)+ B(n)F(n, x(n), x(n − k))+ C(n), n ∈ N, (13)
Z.-Q. Zhu, S.S. Cheng / Computers and Mathematics with Applications 55 (2008) 2753–2761 2757
where x(n) = (x1(n), x2(n), . . . , xm(n))T and
A(n) =

0 a(n − m + 1) 0 0 · · · 0
0 0 a(n − m + 2) 0 · · · 0
0 0 0 a(n − m + 3) · · · 0
· · · · · · · · · · · · · · · · · ·
0 0 0 0 · · · a(n − 1)
a(n) 0 0 0 · · · 0
 ,
B(n) =

0 0 · · · 0 0
0 0 · · · 0 0
· · · · · · · · ·
0 0 · · · 0 0
0 0 · · · 0 b(n)
am−1(n)
 , C(n) =

0
0
...
0
c(n)
am−1(n)

as well as
F(n, x(n), x(n − k)) =

0
0
...
...
0
f (n, x1(n), x1(n − k))

.
Let the matrices A0, B0, L0, L1 ∈ Rm×m and the vector C0 be defined respectively by
A0 =

0 a0 0 0 · · · 0
0 0 a0 0 · · · 0
0 0 0 a0 · · · 0
· · · · · · · · · · · · · · · · · ·
0 0 0 0 · · · a0
a0 0 0 0 · · · 0
 , B0 =

0 0 · · · 0 0
0 0 · · · 0 0
· · · · · · · · ·
0 0 · · · 0 0
0 0 · · · 0 b0
 (14)
as well as
L0 =

0 0 · · · 0 0
0 0 · · · 0 0
· · · · · · · · ·
0 0 · · · 0 0
0 0 · · · 0 l0
 , L1 =

0 0 · · · 0 0
0 0 · · · 0 0
· · · · · · · · ·
0 0 · · · 0 0
0 0 · · · 0 l1
 , C0 =

0
0
...
0
c0
 . (15)
Then, from (14) and (15), we have
(I − A0)−1 = 11− am0

1 a0 a20 · · · am−20 am−10
am−10 1 a0 · · · am−30 am−20
am−20 a
m−1
0 1 · · · am−4 am−30· · · · · · · · · · · ·
a20 a
3
0 a
4
0 · · · 1 a0
a0 a
2
0 a
3
0 · · · am−10 1

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and
(I − A0)−1B0(L0 + L1) = b0(l0 + l1)1− am0

0 0 · · · 0 am−10
0 0 · · · 0 am−20
...
...
...
...
0 0 · · · 0 a0
0 0 · · · 0 1
 .
Now we can verify in a straightforward manner that (h1)–(h3) imply ρ(A0) < 1, ρ((I − A0)−1B0(L0+ L1)) < 1 and
|F(n, x0, x1)− F(n, y0, y1)| ≤ L0|x0 − y0| + L1|x1 − y1|, and hence the assumptions (H1)–(H3) are all satisfied.
In addition, from Theorem 7, the set S = {s ∈ Rm : |s| ≤ U } is an invariant set of (13), where U is defined as in
(2). That says the solution {x(n;ϕ)} of (13) satisfies
|x(n;ϕ)| ≤ U for all n ∈ N and ϕ ∈ C(Z[−k, 0],S). (16)
Moreover, we observe that
[I − (I − A0)−1B0(L0 + L1)]−1(I − A0)−1C0 = b0(l0 + l1)1− am0

am−10 c0
1− am0 − b0(l0 + l1)
...
...
 .
Now from (16) we obtain that
|y(n;ϕ)| = |x1(n;ϕ)| ≤ a
m−1
0 c0
1− am0 − b0(l0 + l1)
for all n ∈ N and ϕ ∈ C(Z[−k,m − 1],S).
To sum up, we have the following result.
Theorem 10. The set{
s ∈ R : |s| ≤ a
m−1
0 c0
1− am0 − b0(l0 + l1)
}
is an invariant set of (12).
Similarly, by making use of Theorems 8 and 9 respectively, we have the following results.
Theorem 11. For any initial values, the solution {y(n)} of (12) is stable.
Theorem 12. The recurrence relation (12) is equi-bounded and the set{
s ∈ R : |s| ≤ a
m−1
0 c0
1− am0 − b0(l0 + l1)
}
is a global attractor of (12).
Example 13. Suppose in (12) that m = 2, f (n, x0, x1) = x12 and that
a(n) = 1
2
, b(n) = n
3n + 1 , c(n) =
n
16n + 1 .
Take a0 = 1/2, b0 = 2/3, c0 = 1/6, l0 = 0 and l1 = 1/2. Then the assumptions (h1)–(h3) are satisfied. The set
S = {s ∈ R : |s| ≤ 1/5} is an invariant set of (12) by Theorem 10 and, given any initial values, the solution {y(n)} of
(12) is stable by Theorem 11. Furthermore, from Theorem 12, (12) is equi-bounded and the set S is a global attractor
of (12).
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4. Applications
We will give several applications in this section. First, consider the linear nonhomogeneous systems of the form
x = Bx + f, (17)
where B is an n by n matrix satisfying ρ(|B|) < 1, and f is an n-vector. A three-step scheme for computing its
solution may be as follows:
x(n + 1) = (1− ω)x(n)+ ω
2
B (x(n)+ x(n − 1))+ ω f, (18)
where ω ∈ (0, 1). Let A0 = (1− ω)I, B0 = ω2 |B|,C0 = ω| f | and L0 = L1 = I . Then
(I − A0)−1B0(L0 + L1) = ω2 |B|
so that the assumptions (H1)–(H3) are all satisfied. Let x∗ be a solution of (17), then
x∗ = (1− ω)x∗ + ωBx∗ + ω f. (19)
Let {x(n;ϕ)} be the solution of (18) related to ϕ ∈ C(Z[−1, 0],Rm), then Theorem 9 implies that {x(n;ϕ)− x∗} is
bounded. Let us set
x = lim sup
n→∞
∣∣x(n;ϕ)− x∗∣∣ .
From (18) and (19), we have∣∣x(n + 1;ϕ)− x∗∣∣ ≤ (1− ω) ∣∣x(n;ϕ)− x∗∣∣+ ω
2
|B| ∣∣x(n;ϕ)− x∗∣∣+ ω
2
|B| ∣∣x(n − 1;ϕ)− x∗∣∣ ,
so that
ω(I − |B|)x ≤ 0.
Since ρ(|B|) < 1, Lemma 5 implies that (I − |B|)−1 ≥ 0. Thus x ≤ 0, which yields x = 0. In other words, our
scheme may be used to find a solution of (17).
Next, it is often observed in computation that periodic sequences are generated. This may be due to the fact that
the floating point representation of the real numbers in a digital computer is finite. But there may be other reasons as
well. In the following, we make use of our stability analysis to show the existence of periodic outputs.
Theorem 14. Suppose that ω is an integer greater than or equal to k. Let
G(n, x(n), x(n − k)) = A(n)x(n)+ B(n)F(n, x(n), x(n − k))+ C(n), n ∈ N.
If G(n + ω, ·, ·) = G(n, ·, ·) for all n ∈ N, then (1) has ω-periodic solutions.
Proof. For the proof, we proceed in steps:
First, for any solution {x(n;ϕ)} of (1), we let xϕn ∈ C(Z[−k, 0],Rm) which is defined by xϕn (θ) = x(θ + n;ϕ) for
θ ∈ Z[−k, 0]. Now we define an operator u : C(Z[−k, 0],Rm)→ C(Z[−k, 0],Rm) as follows
u(ϕ) = xϕω for ϕ ∈ C(Z[−k, 0],Rm).
According to Theorem 8, u is continuous.
Assertion 1: un(ϕ) = xϕnω for all positive integer n. To see this, we first set n = 2 and prove that x(2ω + θ;ϕ) =
x(ω + θ; xϕω). Given ϕ ∈ C(Z[−k, 0],Rm), consider the solution {x(n;ϕ)} of (1). We see that
x(n + 1;ϕ) = G(n, x(n;ϕ), x(n − k;ϕ))
implies
x(n + 1+ ω;ϕ) = G(n + ω, x(n + ω;ϕ), x(n + ω − k;ϕ))
= G(n, x(n + ω;ϕ), x(n + ω − k;ϕ)).
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This means that {x(n + ω)} is a solution of (1) and satisfies the initial condition
x(0+ ω;ϕ) = xϕω(0); x(−1+ ω;ϕ) = xϕω(−1); · · · ; x(−k + ω;ϕ) = xϕω(−k).
That says the solution {x(n; xϕω)} of (1) satisfies
x(n; xϕω) = x(n + ω;ϕ)
so that
x(ω + θ; xϕω) = x(2ω + θ;ϕ), θ ∈ Z[−k, 0],
which leads to u2(ϕ) = xϕ2ω. The rest of the proof can now be accomplished by mathematical induction.
Assertion 2: u maps any bounded subset S ⊂ C(Z[−k, 0],Rm) into a precompact set. To see this, note that (1) is
equi-bounded by Theorem 9. Then, for any bounded subset S ⊂ C(Z[−k, 0],Rm), there exists H ∈ Rm with H > 0
such that when ϕ ∈ S,
|x(n;ϕ)| ≤ H for all n ∈ Z[0,∞). (20)
Invoking the assumption ω ≥ k, we see that when ϕ ∈ S, (20) implies |u(ϕ)(θ)| ≤ H for θ ∈ Z[−k, 0] and hence
u(S) is bounded.
Note that u maps S into Rm and the boundedness, u(S) is precompact and then, u is completely continuous.
Assertion 3: u has a fixed point. To see this, we note that {s ∈ Rm : |s| ≤ U } is a global attractor of (1) by Theorem 9.
Fix ε0 ∈ Rm with ε0 > 0, for any ϕ ∈ C(Z[−k, 0],Rm), there exists an integer N (ϕ) > 0 such that
|x(n;ϕ)| ≤ U + ε0 for all n ∈ Z[N (ϕ),∞). (21)
Let
E = {ϕ ∈ C(Z[−k, 0],Rm) : |ϕ(θ)| ≤ U + ε0, θ ∈ Z[−k, 0]}.
Take an integer t = t (ϕ) such that tω ≥ N (ϕ)+ k. Then, we have from (21) that
|x(tω + θ;ϕ)| ≤ U + ε0 for θ ∈ Z[−k, 0],
which means that |ut (ϕ)(θ)| = |xϕtω(θ)| ≤ U + ε0. This indicates that, for any ϕ ∈ C(Z[−k, 0],Rm), ut (ϕ) ∈ E . By
Lemma 6, u has a fixed point ϕ0 ∈ E .
Assertion 4: {x(n;ϕ0)} is an ω-periodic solution of (1). Indeed, by the proof in Assertion 1, we see that the solution
{x(n; xϕ0ω )} of (1) satisfies
x(n;ϕ0) = x(n; xϕ0ω ) = x(n + ω;ϕ0) for all n ∈ Z[0,∞),
where we have imposed the result that ϕ0 = u(ϕ0) = xϕ0ω . Hence, the conclusion holds.
The proof is complete. 
Theorem 15. Suppose that ω ≥ k is an integer. Let
g(n, x(n), x(n − k)) = a(n)x(n)+ b(n) f (n, x(n), x(n − k))+ c(n), n ∈ N.
If g(n + ω, ·, ·) = g(n, ·, ·) for all n ∈ N, then (12) has ω-periodic solutions.
The proof is similar to that of Theorem 14, therefore we will skip it. Instead, we will illustrate it by an example.
Example 16. Suppose in (12) that m = 2, k = 2, f (n, x0, x1) = x0+x164 and that a(n) ≡ 34 , b(n) = cos
(
pin
2
)
and c(n) = 1316 cos
(
pin
2
)
. Then g(n, x(n), x(n − k)) satisfies g(n + 4, ·, ·) = g(n, ·, ·) for all n ∈ N. Take
a0 = 1/4, b0 = 4, l0 = l1 = 1/64, and c0 = 13/4. Then the assumptions (h1)–(h3) hold. By Theorem 15, (12)
has 4-periodic solutions. To find a solution of this type, note that sin
(
pin
2
)
and cos(pin2 ) are all 4-periodic:
sin
(pin
2
)
=

0 n = 0
1 n = 1
0 n = 2
−1 n = 3
and cos
(pin
2
)
=

1 n = 0
0 n = 1
−1 n = 2
0 n = 3.
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Then by letting y−2 = y−1 = 0.5 and y0 = y1 = 0, we may calculate
y2 = 0.820312 y3 = 0 y4 = −0.774048 y5 = 0
y6 = 0.764845 y7 = 0 y8 = −0.764553 y9 = 0
y10 = 0.76472 y11 = 0 y12 = −0.764708 y13 = 0
y14 = 0.764706 y15 = 0 y16 = −0.764706 y17 = 0
y18 = 0.764706 y19 = 0 y20 = −0.764706 y21 = 0
· · · · · · · · · · · ·
which may be used to confirm our belief in the existence of a 4-periodic solution of (12).
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