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Abstract
In contingency table analysis, sparse data is frequently encountered for even modest numbers of vari-
ables, resulting in non-existence of maximum likelihood estimates. A common solution is to obtain regu-
larized estimates of the parameters of a log-linear model. Bayesian methods provide a coherent approach to
regularization, but are often computationally intensive. Conjugate priors ease computational demands, but
the conjugate Diaconis–Ylvisaker priors for the parameters of log-linear models do not give rise to closed
form credible regions, complicating posterior inference. Here we derive the optimal Gaussian approxima-
tion to the posterior for log-linear models with Diaconis–Ylvisaker priors, and provide convergence rate
and finite-sample bounds for the Kullback-Leibler divergence between the exact posterior and the optimal
Gaussian approximation. We demonstrate empirically in simulations and a real data application that the
approximation is highly accurate, even in relatively small samples. The proposed approximation provides
a computationally scalable and principled approach to regularized estimation and approximate Bayesian
inference for log-linear models.
Index terms— credible region; conjugate prior; contingency table; Dirichet–Multinomial; Kullback–
Leibler divergence; Laplace approximaton.
1 Introduction
Contingency table analysis routinely relies on log-linear models, which represent the logarithm of cell proba-
bilities as an additive model [Agresti, 2002]. With the standard choice of Multinomial or Poisson likelihood,
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2 Optimal credible regions for Bayesian log-linear models
these are exponential family models, and are routinely fit through maximum likelihood estimation [Fienberg
& Rinaldo, 2007]. However, sparsity in the observed cell counts often makes maximum likelihood esti-
mation infeasible (see Haberman [1974] and Bishop et al. [2007]) in practical applications. In such cases,
regularization is often used to obtain unique parameter estimates [Park & Hastie, 2007, Zou & Hastie, 2005].
A common Bayesian approach to inference in high-dimensional contingency tables is to place a conju-
gate prior on the parameters of a graphical or hierarchical log-linear model, and an independent prior over
the space of all such models (see e.g. Massam et al. [2009]). This leads to a standard model-averaged pos-
terior [Hoeting et al., 1998], where all possible sparse log-linear models in the chosen class are weighted by
their posterior evidence. Use of non-conjugate (e.g. Gaussian) priors with computation by Markov chain
Monte Carlo [Gelfand & Smith, 1990] has also been proposed [Dellaportas & Forster, 1999]. Although
model averaging is generally considered ideal in high dimensional settings, computational algorithms for
posterior inference scale exceedingly poorly in p. Since the smallest contingency table corresponding to
cross-classification of p categorical variables has 2p cells, the corresponding log-linear model has 2p ´ 1
free parameters, so the model space grows super-exponentially in p. Accordingly, posterior computation is
essentially infeasible for p ą 15, the largest case demonstrated to date in the literature [Dobra & Massam,
2010] to the best of our knowledge.
Alternatively, one can place a Gaussian prior on the parameters of a saturated log-linear model to induce
Tikhonov type regularization, and then perform computation by Markov chain Monte Carlo. This approach
is well-suited to situations in which the sample size is not tiny relative to the table dimension, but where zero
counts nonetheless exist in some cells. In this case, data augmentation Gibbs samplers such as that proposed
by Polson et al. [2013] provide for conditionally conjugate updates. However, this by itself is computationally
intensive relative to alternatives such as elastic net [Zou & Hastie, 2005], and can suffer from poor mixing.
In principle, a more scalable Bayesian approach for producing Tikhonov regularized point estimates would
be to utilize the Diaconis–Ylvisaker conjugate prior [Diaconis & Ylvisaker, 1979] on the parameters of the
log-linear model, which is essentially computation free. The main drawback is that the resulting posterior
distribution is difficult to work with, lacking closed form expressions for even marginal credible intervals
or fast algorithms for sampling from the posterior. An accurate and more tractable approximation to this
posterior is therefore of practical interest.
Approximations to the posterior distribution have a long history in Bayesian statistics, with the Laplace
approximation perhaps the most common and simple alternative [Tierney & Kadane, 1986, Shun & McCul-
lagh, 1995]. More sophisticated approximations, such as those obtained using variational methods [Attias,
1999] may in some cases be more accurate but require computation similar to that for generic EM algo-
rithms. Moreover, there exist no theoretical guarantees of the approximation error in finite samples, and these
approximations are known to be inadequate in relatively simple models [Wang & Titterington, 2004, 2005].
In this article, we propose a Gaussian approximation to the posterior for log-linear models with Diaconis–
Ylvisaker priors. The approximation is shown to be the optimal Gaussian approximation to the posterior in
the Kullback–Leibler divergence, and convergence rates to the exact posterior and a finite-sample Kullback–
Leibler error bound are provided. The approximation is shown empirically to be accurate even for modest
sample sizes; effectively, the empirical results suggest that the approximation is accurate enough to be used in
place of the exact posterior within the range of sample sizes for which the posterior is sufficiently concentrated
to be statistically useful. We also show how the approximation can be used to perform model selection
using the penalized credible region method [Bondell & Reich, 2012]. In a real data application, the method
performs favorably in model selection for graphical log-linear models compared to methods requiring vastly
greater computational resources.
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2 Background
We first provide a brief review of exponential families. We then describe the family of conjugate priors for the
natural parameter of an exponential family, referred to as Diaconis–Ylvisaker priors. We then provide more
detailed background on log-linear models for Multinomial likelihoods and the associated Diaconis–Ylvisaker
prior.
2.1 Exponential families
Following Diaconis & Ylvisaker [1979], let µ be a σ-finite measure defined on pRp,Bq, where B denotes all
Borel sets onRp. Let supppµq “ ty P Rp : dµpyq ą 0u be the support of µ, and defineY as the interior of the
convex hull of supppµq. For θ P Rp, define Mpθq “ log şY eθT ydµpyq, and let Θ “ tθ P Rp : Mpθq ă 8u,
which we assume is an open set. We refer to Θ as the natural parameter space. The exponential family of
probability measures tP p¨; θqu indexed by a parameter θ P Θ is defined by
dP py; θq “ eθT y´Mpθqdµpyq, θ P Θ. (1)
This family includes many of the probability distributions commonly used as sampling models in likelihood-
based statistics. Diaconis & Ylvisaker [1979] develop the family of conjugate priors for the parameter θ of
regular exponential family likelihoods. These Diaconis–Ylvisaker priors are given by
dpipθ;n0, y0q “ en0yT0 θ´n0Mpθq, n0 P R, y0 P Rd. (2)
On observing data y consisting of n observations with sufficient statistics y¯, the posterior is then also
Diaconis–Ylvisaker, with parameters n0 ` n, y0 ` y¯, i.e. dpipθ | yq “ dpipθ;n0 ` n, y0 ` y¯q. In the se-
quel we focus on one member of the exponential family, the multinomial. In the natural parametrization,
the ultinomial likelihood gives rise to the log-linear model and the closely related multinomial logit model,
which we now describe.
2.2 Log-linear models
Let Sd “ tpx1, . . . , xdq P r0, 1sd : řdj“1 xj ď 1u denote the d-dimensional unit simplex. Consider N
independent samples from a categorical variable with pd ` 1q levels. We denote the levels of the variable
by 0, 1, . . . d, without loss of generality. Let yj denote the number of times the jth level is observed in the
N samples and set y “ py0, y1, . . . , ydqT; clearly řdj“0 yj “ N . The joint distribution of y is given by a
multinomial distribution, denoted y „ Multinomial pN, piq, which is parametrized by pi “ ppi1, . . . , pidqT P
Sd, where pij is the probability of observing the jth level for j “ 1, . . . , d.
The log-linear model is a generalized linear model for multinomial likelihoods obtained by choosing the
logistic link function, which also results in the natural exponential family parametrization. Define the logistic
transformation ` : Rd Ñ Sd and its inverse log ratio transformation `´1 : Sd Ñ Rd as
pij “ e
θj
1`řdl“1 eθl , θj “ logppij{pi0q, pj “ 1, . . . , dq, (3)
where pi0 “ 1´řdj“1 pij , and θ0 “ 0. We shall write pi “ `pθq and θ “ `´1ppiq “ logppi{pi0q, respectively,
to denote the transformations in (3). Using (3), the multinomial likelihood in the log-linear parameterization
3
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can be expressed as
fpy | θq 9 exp
`řd
j“1 yjθj
˘`
1`řdl“1 eθl˘N . (4)
An important motivating case is when y “ vecpnq, with n a contingency table arising from cross-
classification of N independent observations on p categorical variables y1, . . . , yp. Suppose that the vth
variable yv has dv many levels, so that the contingency table has
śp
v“1 dv many cells, and y is a pd ` 1q-
dimensional vector of counts with d “ śpv“1 dv ´ 1. We refer to the parametrization θ “ logppi{pi0q in
the contingency table setting as the identity parametrization. Also of particular interest in this setting are
reparametrizations of (3) that represent log pi{pi0 as an additive model involving parameters that correspond
to interactions among y1, . . . , yp. Every identified parametrization of the log-linear model for the multinomial
likelihood can be represented by
logppi{pi0q “ Xθ˚, (5)
where X is a d by d non-singular binary matrix and θ˚ P Rd. In the simulations and application, we make a
specific choice for X that corresponds to the corner parametrization of the log-linear model [Massam et al.,
2009]. We illustrate the identity and corner parameterizations through a 23 contingency table in Example 2.1
below. Details for the general case can be found in the Appendix.
Example 2.1. Consider three binary variables y1, y2, y3, with yv P t0, 1u for v “ 1, 2, 3, and let
ψi1i2i3 “ prpy1 “ i1, y2 “ i2, y3 “ i3q, pi1, i2, i3q P t0, 1u3.
A 23 contingency table n “ pni1i2i3q is obtained from the cross-classification ofN independent observations
on y1, y2, y3, with ni1i2i3 denoting the cell count for the cell pi1, i2, i3q. Let y “ vecpnq “ pn000, . . . , n111qT
be the vectorized cell counts with d “ 7. In the identity parametrization, the vector of log-linear parameters
θ P R7 is given by ¨˚
˚˚˚˚
˚˝˚˚
θ1
θ2
θ3
θ4
θ5
θ6
θ7
‹˛‹‹‹‹‹‹‹‚
“ log
¨˚
˚˚˚˚
˚˝˚˚
pi1{pi0
pi2{pi0
pi3{pi0
pi4{pi0
pi5{pi0
pi6{pi0
pi7{pi0
‹˛‹‹‹‹‹‹‹‚
“ log
¨˚
˚˚˚˚
˚˝˚˚
ψ001{ψ000
ψ010{ψ000
ψ011{ψ000
ψ100{ψ000
ψ101{ψ000
ψ110{ψ000
ψ111{ψ000
‹˛‹‹‹‹‹‹‹‚
.
On the other hand, in the corner parametrization, we express
θ “ log
¨˚
˚˚˚˚
˚˝˚˚
ψ001{ψ000
ψ010{ψ000
ψ011{ψ000
ψ100{ψ000
ψ101{ψ000
ψ110{ψ000
ψ111{ψ000
‹˛‹‹‹‹‹‹‹‚
“
¨˚
˚˚˚˚
˚˝˚˚
θ0˚01
θ0˚10
θ0˚01 ` θ0˚10 ` θ0˚11
θ1˚00
θ0˚01 ` θ1˚00 ` θ1˚01
θ0˚10 ` θ1˚00 ` θ1˚10
θ0˚01 ` θ0˚10 ` θ1˚00 ` θ0˚11 ` θ1˚01 ` θ1˚10 ` θ1˚11
‹˛‹‹‹‹‹‹‹‚
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“
¨˚
˚˚˚˚
˚˝˚˚
1 0 0 0 0 0 0
0 1 0 0 0 0 0
1 1 1 0 0 0 0
0 0 0 1 0 0 0
1 0 0 1 1 0 0
0 1 0 1 0 1 0
1 1 1 1 1 1 1
‹˛‹‹‹‹‹‹‹‚
ˆ
¨˚
˚˚˚˚
˚˝˚˚
θ0˚01
θ0˚10
θ0˚11
θ1˚00
θ1˚01
θ1˚10
θ1˚11
‹˛‹‹‹‹‹‹‹‚
“ Xθ˚.
The indexing of the elements of θ˚ by binary indices is for ease of interpretation. Indeed, entries of θ˚ with
a single 1 in the binary index are main effects, those with two 1’s are two-way interactions and θ1˚11 is a
three-way interaction term. The matrix X can be easily verified to be non-singular, so that the θ and θ˚
parametrizations are equivalent, with d “ 7 free parameters in either case.
2.3 Conjugate priors for log-linear models
We now present the Diaconis–Ylvisaker prior for the multinomial likelihood (4) and derive an optimal Gaus-
sian approximation to the corresponding posterior in Kullback–Leibler divergence. Extensions to log-linear
models with a non-identity parametrization (i.e., X ‰ Id in (5)) is straightforward by invariance properties
of the Kullback–Leibler divergence and are discussed subsequently. All proofs are deferred to the Appendix.
For the multinomial likelihood (4), the Diaconis–Ylvisaker prior is obtained by applying the inverse lo-
gistic transformation `´1 to a Dirichlet distribution, which not surprisingly is the conjugate prior for pi. Recall
that pi0 “ 1´řdj“1 pij . The Dirichlet distribution Dpαq on Sd with parameter vector α “ pα0, α1, . . . , αdqT
has density
qppi;αq “ Γp
řd
j“0 αjqśd
j“0 Γpαjq
dź
j“0
pi
αj´1
j , pi P Sd, (6)
and corresponding probability measure Qp¨, αq with QpA,αq “ ş
A
qppi;αqdpi for Borel subsets A of Sd.
Proposition 2.2. Suppose pi „ Dpαq and let θ “ logppi{pi0q P Rd. Define A “ řdj“0 αj . Then θ has a
density on Rd given by
ppθ;αq “ Γp
řd
j“0 αjqśd
j“0 Γpαjq
exppřdj“1 αjθjq
p1`řdl“1 eθlqA . (7)
We write θ „ LDpαq and use Pp¨;αq to denote the probability measure associated with the density (7),
with PpB;αq “ ş
B
ppθ;αqdθ for Borel subsets B of Rd. If a non-identity parametrization θ “ Xθ˚ as in
(5) is employed, then we denote the induced distribution on θ˚ “ X´1θ by PXp¨;αq and the density by
pXpθ;αq.
It is immediate that LDpαq is a conjugate family of prior distributions for the likelihood (4), with the
posterior θ | y „ LDpα ` yq. To obtain some preliminary insight into the distribution family LDpαq, we
derive the mean and covariance in Proposition 2 below.
Proposition 2.3. Let θ „ LDpβq, with β “ pβ0, β1, . . . , βdqT and βj ą 0 for all j. Then,
Epθjq “ ψpβjq ´ ψpβ0q, pj “ 1, . . . , dq
5
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covpθj , θj1q “ ψ1pβjqδjj1 ` ψ1pβ0q, pj, j1 “ 1, . . . , dq
where ψ and ψ1 are the digamma and trigamma functions, respectively, and δjj1 “ 0 if j ‰ j1 and δjj1 “ 1
otherwise.
The proof of Proposition 2.3 is established within the proof of Theorem 3.1 in the Appendix. Assume
the data y is generated from a Multinomial
`
N, pi0
˘
distribution and let θ0 “ logppi0{pi00q be the true log-
linear parameter, where pi00 “ 1 ´
řd
j“1 pi0j . If a LDpαq prior is placed on θ, one can use Proposition 2.3
to show that the posterior mean Epθ | yq converges almost surely to θ0 with increasing sample size, and the
posterior covariance covpθ | yq converges to the inverse Fisher information matrix as long as the entries of the
prior hyperparameter α are suitably bounded. In fact, a Bernstein–von Mises type result can be established,
showing that the posterior distribution approaches a Gaussian distribution, centered at the true parameter
value and having covariance the inverse Fisher information matrix, in the total variation metric. We do not
pursue such frequentist asymptotic validations further in this paper. Our goal rather is to provide a Gaussian
approximation to the posterior distribution that can be used in practice, and provide finite sample bounds to
the approximation error.
3 Main results
In this section, we provide an optimal Gaussian approximation to a LDpβq distribution (7) in the Kullback–
Leibler divergence, i.e., we exhibit a vector µ˚ P Rd and a positive definite matrix Σ˚ such that the Kullback–
Leibler divergence between LDpβq and N pµ˚,Σ˚q is the minimum among all Gaussian distributions. This
result provides a readily available Gaussian approximation to the posterior distribution LDpβ “ α ` yq of
the log-linear parameter θ in (4) with a Diaconis–Ylvisaker prior LDpαq. We also provide a non-asymptotic
error bound for the Kullback–Leibler approximation. Using Pinsker’s inequality, the approximation error in
the total variation distance can be bounded in finite samples.
For two probability measures ν ! ν˚, we write
Dpν || ν˚q “ Eν˚ log dν{dν˚
to denote the Kullback–Leibler divergence between ν and ν˚.
Theorem 3.1. Given βj ą 0, j “ 0, 1, . . . , d, let β “ pβ0, . . . , βdqT, and define
µj˚ “ ψpβjq ´ ψpβ0q, σj˚j1 “ ψ1pβjqδjj1 ` ψ1pβ0q, (8)
where ψ and ψ1 denote the digamma and trigamma functions respectively. Define µ˚ “ pµj˚ q P Rd and
Σ˚ “ pσj˚j1q P Rdˆd. Then,
D
"
LDpβq || N pµ˚,Σ˚q
*
“ inf
µ,Σ
D
"
LDpβq || N pµ,Σq
*
, (9)
where the infimum is over all µ P Rd and all Σ ą 0 P Rdˆd. Further, if βj ą 1{2 for all j “ 0, 1, . . . , d, then
D
"
LDpβq || N pµ˚,Σ˚q
*
ă 1
2
dÿ
j“0
1
βj
` 1
6B
, (10)
where B “ řdj“0 βj .
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The matrix Σ˚ has a compound-symmetry structure and is therefore positive-definite. From Proposition
2.3, the parameters of the optimal Gaussian approximation µ˚ and Σ˚ are indeed the mean and covariance
matrix of the LDpβq distribution. Equation (10) provides an upper-bound to the approximation error. In the
posterior, βj “ αj ` yj and B “ řdj“0 αj ` N . The condition βj ě 1{2 is therefore satisfied whenever
every category has at least one observation. Since
Eyrαj ` yjs “ αj `Npi0j ,
the approximation error is approximately in the order of
řd
j“0ppi0jNq´1, where as before pi0j denotes the true
probability of category j. In the best case where all the categories receive approximately equal probability,
i.e., pi0j — pd`1q´1, the approximation error isOpd2{Nq. However, the convergence rate inN can be slower
if some of the pi0j s are very small. In other words, the higher the entropy of the data generating distribution,
the worse the approximation is, although our simulations suggest that the approximation is practicable even
for moderate sample sizes and unbalanced category probabilities. When one considers that the eigenvalues of
the covariance matrix enter into the constant in Berry-Esse´en convergence rates, and that here the covariance
of the data is given by diagppi0q ´ pi0ppi0qT, it appears that a similar phenomenon is at work here.
The main idea behind our proof is to exploit the invariance of the Kullback–Leibler divergence under
bijective transformations and transfer the domain of the problem from Rd to Sd. Since an LDpβq distribution
is obtained from a Dirichlet Dpβq distribution via the inverse log-ratio transform `´1, the problem of finding
the best Gaussian approximation to LDpβq is equivalent to finding the best approximation to Dpβq among
a class of distributions obtained by applying the logistic transform to Gaussian random variables. If θ „
Npµ,Σq, the induced distribution on pi “ `pθq is called a logistic normal distribution – denoted Lpµ,Σq –
and has density on Sd given by
rqppi;µ,Σq “ p2piq´d{2|Σ|´1{2ˆ dź
j“0
pij
˙´1
exp
„
´1
2
tlogppi{pi0q ´ µuTΣ´1tlogppi{pi0q ´ µu

. (11)
The problem therefore boils down to calculating the Kullback–Leibler divergence between a Dirichlet density
qp¨;βq and a logistic normal density rqp¨;µ,Σq and optimizing the expression with respect to µ and Σ. The
details are deferred to the Appendix.
Once the approximation is derived in the identity parametrization, we appeal to the invariance of the
Kullback–Leibler divergence under one-to-one transformations to obtain the corresponding approximation in
a non-identity parameterization θ “ Xθ˚ as in (5) for any non-singular X . The result is stated below.
Corollary 3.2. If θ „ LDpβq then
D
`PXp¨;βq || N p¨;Xµ˚, XTΣ˚Xq˘ “ inf
µ,Σ
D pPXp¨;βq || N p¨;µ,Σqq (12)
for any full-rank d by d matrix X . Moreover, the bound on the KL divergence as a function of β in (10) is
attained for D pPXp¨;βq || N p¨;µ˚,Σ˚qq
Thus, the best Gaussian approximation to the posterior (in the Kullback–Leibler sense) under the Diaconis–
Ylviaker prior is given by NpXµ˚, X 1Σ˚Xq for any one-to-one linear transformation X . We refer to this as
the optimal Normal (oN) approximation.
7
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4 Simulations
We conducted several simulation studies to assess the performance of the approximation in Theorem 3.1 and
Corollary 3.2. In each study, we simulated 100 realizations from
pi „ Dpa, . . . , aq, y „ Multinomial pN, piq , (13)
with the posterior of pi under a Dirichlet Dpa, . . . , aq prior being Dpy1 ` a, . . . , yd ` aq. We chose the
dimension d to be 28, corresponding to a p “ 8-way contingency table for binary variables. To obtain a
simulation-based approximation to the posterior for θ “ logppi{pi0q under the Diaconis–Ylvisaker prior, we
sampled mc many pi values from the Dpy1 ` a, . . . , yd ` aq posterior and then transformed to θ “ `´1ppiq
to obtain posterior samples of θ; we refer to this procedure as the Monte Carlo approximation. We also
computed a Laplace approximation to the posterior under the Diaconis–Ylvisaker prior, which is given by
Normal
´
θˆMAP , IpθˆMAP q´1
¯
, where θˆMAP is the maximum a-posteriori estimate of θ and Ipθq is the
Fisher information matrix evaluated at θ. The maximum a-posteriori estimate θˆMAP was computed by the
Newton–Raphson method.
We compare the accuracy of the proposed Gaussian approximation to the Monte Carlo procedure and the
Laplace approximation. In addition to the identity parameterization, i.e., X “ Id in (5), we also consider
the corner parameterization given by logppi{pi0q “ Xθ˚ for an appropriate X matrix; see Appendix for
more details. For the Monte Carlo samples, each sample of θ is transformed to θ˚ via X´1θ “ θ˚. For
the normal approximations θ „ Normal pµ,Σq, the corresponding approximate posterior is given by θ˚ „
Normal
`
X´1µ,X´1ΣX´1
˘
.
We conduct simulations for different values of N (250, 1000, and 10,000) and a (1 and 1{d). We then
assess performance in several ways.
• Proportion of variation unexplained, measured by
břd
j“1pθ ´ θ0q2{sdpθ0q, where θ0 is the true value of
θ (or θ˚, as appropriate).
• Coverage of 95 percent posterior credible intervals for θ or θ˚.
• The standardized loss in the Frobenius norm for estimates of Σ, the posterior covariance, given by ||pΣ ´
Σ||F {||Σ||F , where ||S||F is the Frobenius norm of S. Note that the covariance in Theorem 3.1 is exactly
the posterior covariance, so this measure is computed only for the simulation and Laplace approximations.
• The value of the Kolmogorov-Smirnov statistic for comparing the Monte Carlo empirical measure 1mc
řmc
t“1 δθt
to the normal approximation from Theorem 3.1, Normal pµ,Σq.
• The computation time required to compute each posterior approximation.
Table 1 shows unexplained variation for the Laplace approximation, the Monte Carlo approximation for
mc “ 103, 104, 105, and 106, and the optimal normal approximation. As expected, the optimal normal ap-
proximation outperforms the Laplace approximation. Moreover, it is comparable to the Monte Carlo approx-
imation at every sample size and for all of the values of mc considered. Performance for all approximations
is noticeably better in the corner parametrization than the identity parametrization.
Table 2 shows coverage of approximate 95 percent credible intervals for the Laplace approximation,
optimal Normal approximation, and the Monte Carlo approximation. The intervals derived using the Laplace
approximation are universally too wide. Nominal coverage for the Monte Carlo approximation is insensitive
to the value of mc in the range tested, and is slightly high at the two smaller sample sizes. The optimal
8
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Table 1:
břd
j“1pθ ´ θ0q2{sdpθ0q for different values of mc, different sample sizes, and two parametriza-
tions. Results are averaged over 100 replicate simulations for each sample size.
Laplace mc “ 103 mc “ 104 mc “ 105 mc “ 106 oN
identity, N=250 1.08 0.98 0.98 0.98 0.98 0.98
corner, N=250 0.85 0.81 0.81 0.81 0.81 0.81
identity, N=1000 0.84 0.77 0.77 0.77 0.77 0.77
corner, N=1000 0.67 0.61 0.61 0.61 0.61 0.61
identity, N=10,000 0.40 0.35 0.35 0.35 0.35 0.35
corner, N=10,000 0.31 0.27 0.27 0.27 0.27 0.27
Table 2: coverage of 95% posterior credible intervals
Laplace mc “ 103 mc “ 104 mc “ 105 mc “ 106 oN
identity, N=250 0.95 0.97 0.97 0.97 0.97 0.96
corner, N=250 1.00 0.96 0.96 0.96 0.96 0.96
identity, N=1000 0.98 0.96 0.96 0.96 0.96 0.96
corner, N=1000 1.00 0.94 0.94 0.94 0.94 0.94
identity, N=10,000 1.00 0.95 0.95 0.95 0.95 0.95
corner, N=10,000 1.00 0.95 0.95 0.95 0.95 0.95
normal approximation has the best coverage; in all cases it is between 0.94 and 0.96 and for N “ 10, 000 the
coverage is 0.95 in both parametrizations.
Table 3 shows dependence of ||pΣ ´ Σ||F {||Σ||F on mc for the two different parametrizations and three
sample sizes considered. Note that Σ is known exactly since Σ “ Σ˚, the posterior covariance under the
DY prior. The main point of this table is to demonstrate the relatively large number of Monte Carlo samples
required to obtain reasonably small error in estimation of the posterior covariance. Even with 105 samples
the relative error is on the 1 percent range. Thus, compound linear hypothesis testing and computation of
credible regions is very inefficient using the Monte Carlo method.
Table 3: ||pΣ´ Σ||F {||Σ||F for different sample sizes and values of mc
.
mc “ 103 mc “ 104 mc “ 105 mc “ 106
identity, N=250 0.0982 0.0328 0.0093 0.0032
corner, N=250 0.0923 0.0290 0.0086 0.0029
identity, N=1000 0.1045 0.0330 0.0103 0.0035
corner, N=1000 0.0882 0.0277 0.0087 0.0029
identity, N=10,000 0.1231 0.0397 0.0118 0.0040
corner, N=10,000 0.0861 0.0280 0.0084 0.0027
Table 4 shows the computation time in seconds for each of the three approximations. The Laplace ap-
proximation is fast, requiring about 0.03-0.04 seconds to compute at all sample sizes. The optimal normal
approximation is about an order of magnitude faster, with the computation time arising mainly in computing
the polygamma functions and matrix multiplications. The Monte Carlo approximation is about four orders
of magnitude slower than the optimal Normal approximation. Here, only mc “ 106 is considered because
of the non-negligible error in the posterior covariance for smaller samples; the algorithm scales linearly in
9
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mc so for mc “ 105 the required time would be approximately 3 seconds. Only about 100 samples could be
obtained in the 0.003 seconds required to compute the optimal normal approximation.
Table 4: Average time (seconds) to compute each approximation, averaged over 100 replicate simulations for
each sample size.
Laplace mc “ 106 oN
N=250 0.037 32.652 0.003
N=1000 0.031 31.980 0.003
N=10,000 0.035 32.338 0.003
Results in the previous tables make clear that the optimal normal approximation is superior to the other
approximations considered in terms of point estimation, estimation of 95 percent credible intervals, covari-
ance estimation, and computation time. However, it is possible that differences between the optimal normal
approximation and the exact posterior exist in the tails of the distribution. To assess this, we compare the
empirical measure of the Monte Carlo approximation usingmc “ 106 samples to the optimal normal approx-
imation by computing the Kolmogorov-Smirnov (KS) statistic for the marginal distributions of 20 randomly
selected entries of θ. The entries considered were re-selected for each of the 100 replicate simulations and
for each of the three sample sizes. Shown in Figure 1 are histograms of these KS statistics in the corner and
identity parametrizations. Most are less than 0.02, and none are greater than 0.07. Considering that the KS
statistic is a point estimate of the total variation distance between distributions, this indicates that the optimal
normal approximation is an excellent approximation to the posterior marginals. Moreover, we cannot rule out
the possibility of residual Monte Carlo error in the marginals from the Monte Carlo approximation, which
may account for part of the observed discrepancy.
Kolmogorov-Smirnov – identity Kolmogorov-Smirnov – corner
Figure 1: Distribution of Kolmogorov-Smirnov statistics comparing 1mc
řmc
t“1 δθt to the oN approximation
for 20 randomly selected entries of θ and over 100 replicate simulations (entries of θ were re-selected for
each replicate).
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5 Real Data Example
We consider the Rochdale data, a 28 contingency table with N “ 665 that is over 50 percent sparse, and for
which the top ten cell counts all exceed 20. This dataset is described at length in Dobra & Lenkoski [2011].
We first assess the accuracy of the approximation to the full posterior under the Diaconis–Ylvisaker prior
in the same manner as in §4, by comparing marginal posteriors computed using the approximation to those
obtained from large Monte Carlo samples from the exact Dirichlet posterior transformed to the log-linear
parametrization. For the log-linear model in the corner parametrization, the distribution of Kolmogorov-
Smirnov statistics computed for the 255 entries of θ˚ obtained by comparing 106 Monte Carlo samples from
the exact posterior to the optimal Gaussian approximation is shown in Fig. 2. The distribution is very similar
to that observed for the simulations in §4.
Figure 2: Histogram of Kolmogorov-Smirnov statistics for the comparison of 106 Monte Carlo samples from
the exact Dirichlet posterior, transformed to θ˚, to the optimal Gaussian approximation to the posterior for
θ˚ under the Diaconis–Ylvisaker prior.
Undoubtedly, the Diaconis–Ylvisaker prior is less well-suited to inference on important variable inter-
actions in this dataset than the more sophisticated methods of Dobra & Lenkoski [2011] and Bhattacharya
& Dunson [2012]. However, our approximation has the advantage of being essentially computation-free,
whereas the methods of Dobra & Lenkoski [2011] and Bhattacharya & Dunson [2012] are computationally
intensive even at this small scale. In many settings, particularly with modern large-scale problems, some
loss of performance may be acceptable in order to obtain useful inferences instantaneously. Thus, we are
interested in the extent to which our method can replicate the results of Dobra & Lenkoski [2011], which
were similar to those of Bhattacharya & Dunson [2012] in many respects. We analyze performance in testing
conditional independence hypotheses (i.e. learning an interaction graph).
Sparse θ˚ is a set of measure zero with respect to the posterior under the Diaconis–Ylvisaker prior. To
obtain a sparse point estimate of the interaction graph, we employ the penalized credible region approach of
Bondell & Reich [2012]. This method produces a point estimate by finding the sparsest θ˚ within a 1 ´ α
credible region for θ˚. Although the exact solution to this problem is intractable, Bondell & Reich [2012]
show that it can be approximated using a lasso path, and provide software in the BayesPen R package
[Wilson et al., 2015]. Using the resulting lasso path from BayesPen, the selected model corresponding to
11
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Table 5: Left, titled CGGM Results: Marginal posterior inclusion probabilities of edges (above the main diag-
onal) and indicator of edge inclusion in the median probability model (below the main diagonal) from copula
Gaussian graphical model estimated on Rochdale data in Dobra & Lenkoski [2011]. Rows and columns
correspond to the eight binary variables, which are labeled a-h. Right, titled Comparison to oN: table of
edge classifications for all marginal tables of size 24 from copula Gaussian graphical model median probabil-
ity model (columns, labeled CGGM) and penalized credible region for Gaussian approximation to posterior
under the DY prior (rows, labeled oN-PCR).
CGGM Results Comparison to oN
a b c d e f g h
a – 0.93 0.67 0.92 0.32 0.42 1 0.26
b 1 – 0.27 1 0.88 0.29 0.70 0.96
c 1 0 – 0.29 0.91 0.35 0.85 0.25
d 1 1 0 – 0.37 0.59 0.66 0.50
e 0 1 1 0 – 0.98 0.58 0.17
f 0 0 0 1 1 – 0.82 0.22
g 1 1 1 1 1 1 – 0.32
h 0 1 0 1 0 0 0 –
CGGM
0 1
oN-PCR 0 4 741 7 335
any value of α P p0, 1q can be obtained as follows.
1. For the selected value of α, find the 1 ´ α quantile of a χ2 distribution with d ´ 1 degrees of freedom.
Label this δmax.
2. For each model θ0 in the Lasso path, compute the Mahalanobis distance δpθ0q “ pθ˚´θ0qT pΣ˚q´1pθ˚´
θ0q.
3. Find the sparsest model in the lasso path having δpθ0q ď δmax. This is the sparse point estimate.
With 256 cells and 665 observations, the posterior under the saturated model with Diaconis–Ylvisaker prior
is very diffuse. To make a reasonable comparison, we obtain the posterior under the Diaconis–Ylvisaker
prior for the marginal tables corresponding to all
`
8
4
˘ “ 70 unique subsets of four variables. For each of
these marginal tables, we then utilize the penalized credible region procedure of Bondell & Reich [2012] to
obtain a sparse model. For comparison, we utilize the median probability graphical model from Dobra &
Lenkoski [2011], which is shown in Table 5. Specifially, for every subset of four variables, we obtain the
marginal graph corresponding to the median probability model of Dobra & Lenkoski [2011] by removing the
complement of the subset of nodes under consideration and moralizing, i.e. placing an edge between nodes
that (1) have an edge between them in the full graph or (2) are connected solely by a path through nodes
that were removed. We treat the graph obtained in this way as the standard for assessing performance of the
penalized credible region applied to our Gaussian posterior approximation.
We compute the true (false) negative and positive counts for the penalized credible region procedure
applied to our posterior Gausian approximation to all 70 marginal graphs, treating the corresponding marginal
median probability graph from Dobra & Lenkoski [2011] as the truth. This produces a total of 70
`
4
2
˘ “ 420
dependent pseudo hypothesis tests. The results for α “ 0.1 in the penalized credible region procedure are
shown in Table 5. We obtain a false discovery rate of 0.02, and an F1 score of 0.89, indicating that for
marginal tables of size 24, the posterior approximation is useful for model selection on the Rochdale data.
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6 Discussion
Outside of linear models, conjugate priors are often non-standard or their multivariate generalizations are
difficult to work with. This hampers uncertainty quantification because it is difficult to obtain posterior
credible regions for parameters under such priors. Given that automatic and coherent quantification of un-
certainty through the posterior is one of the chief advantages of a fully Bayesian approach, this limitation
is a significant problem. The optimal Gaussian approximation to the posterior for log-linear models with
Dianconis-Ylvisaker conjugate priors derived here offers a highly accurate and essentially computation-free
approximation to posterior credible regions for this important class of models. Interestingly, this Gaussian
approximation is not the Laplace approximation, and it is faster to compute and offers a better approximation
to the posterior than the Laplace approximation. If similar results could be obtained for the posterior in other
models, it suggests that the Laplace approximation may not be an appropriate default Gaussian approximation
to the posterior. The theoretical result provided here can be easily extended to cases where some categories
cannot co-occur, i.e. cases of structural zeros in contingency tables. Extensions to model selection using
our approximation are also available by the penalized credible region approach. It seems reasonable that the
strategy used here to obtain optimality and convergence rate guarantees could be extended to a larger class of
generalized linear models by studying the properties of multivariate Gaussian distributions under inverse link
transformations. This may also present a strategy for obtaining approximate credible intervals for parameters
in the Bayesian model averaging context for generalized linear models with conjugate priors.
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A Log-linear model details
The discussion here largely follows Massam et al. [2009] and Lauritzen [1996] in its presentation. Let V be
the set of variables that will be collected into a contingency table. Let Iγ , γ P V denote the set of possible
levels of values of γ. Without loss of generality, we can take this set to be a finite collection of sequential
nonnegative integers. Let I “ŚγPV Iγ be the set of all possible combinations of levels of the variables in
V . Every cell i of the contingency table corresponds to an element of V ; thus |I| “ d` 1, where d is defined
as in the main text.
Following Lauritzen [1996], define a cell of the contingency table as i “ piγ , γ P V q, and let pipiq “
prry1 “ i1, . . . , yp “ ips. For any E Ă V , let iE “ piγ , γ P Eq be the cell of the E-marginal table
corresponding to the values in i of the variables in E. Finally, designate the “base” cell i˚ “ p0, 0, . . . , 0q.
Thus, every i can be written as i “ piE , iE˚cq, whereE is the subset of V on which i ‰ 0. Then, the log-linear
model in the corner parametrization is given by
log
pipiE , iE˚cq
pipi˚q “
ÿ
FĎHE
θF piF q,
where for any F Ă V , θF piF q is a parameter corresponding the the variables in F taking the values in iF ,
and the notation ĎH means all subsets excluding the empty set. Refer to Proposition 2.1 in Letac & Massam
[2012] for a result showing how the model can be expressed in the form in (5).
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B Proof of Proposition 2.2
This is readily seen by the change of variable theorem; one only needs some work to calculate the Jacobian
term for the change of variable. The matrix of partial derivatives J “ pBθj{Bpirqjr is given by
Bθj
Bpij “
1´řl‰j pil
pijp1´řdl“1 pilq , BθjBpir “ ´ 11´řdl“1 pil , p1 ď j ‰ r ď dq.
Write J “ U ` uuT, where u “ p1 ´řdl“1 pilq´1{2p1,´1, . . . ,´1qT and U “ Diagp1{pi1, . . . , 1{pidq. We
then have |J | “ |U |p1` uTU´1uq and therefore,
|J |´1 “ pi1 . . . pid
ˆ
1´
dÿ
l“1
pil
˙
“ e
řd
l“1 θl
p1`řdl“1 eθlqd`1 .
The proof is concluded by noting that ppθ;αq “ qp`pθq;αq |J |´1.
C Proof of main results
We first state some preparatory results that are used to prove the main results.
C.1 Preliminaries
The following identity for the Gamma function is well known (see, e.g., Abramowitz & Stegun [1964]). For
z ą 0,
Γpzq “ logp2piq
2
`
ˆ
z ´ 1
2
˙
log z ´ z `Rpzq, (14)
where 0 ă Rpzq ă 1{p12zq.
The digamma function ψpzq “ ddz log Γpzq “ Γ
1pzq
Γpzq satisfies ψpz ` 1q “ ψpzq ` 1{z for any z ą 0. We
use the following bound for the digamma function from Lemma 1 of Chen & Qi [2003]. For any z ą 0,
1
2z
´ 1
12z2
ă ψpz ` 1q ´ log z ă 1
2z
. (15)
The trigamma function ψ1pzq “ ddzψpzq is the derivative of the digamma function. We derive a simple bound
for the trigamma function that is used in the sequel.
Lemma C.1. For any z ą 1{3,
1
z
ă ψ1pzq ă 1
z
` 1
z2
. (16)
The condition z ą 1{3 is only required for the upper bound.
Proof. From Chen & Qi [2003], the trigamma function admits a series expansion
ψ1pzq “
8ÿ
j“0
1
pz ` jq2
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valid for any z ą 0. The function t ÞÑ t´2 is monotonically decreasing on p0,8q and hence x´2 ąşx`1
x
t´2dt for any x ą 0. Therefore, for any z ą 0, ψ1pzq ą ř8j“0 şz`j`1z`j t´2dt “ ş8z t´2dt “ z´1. For
the upper bound, we use Lemma 1 of Chen & Qi [2003] which states that 1{z´ψ1pz`1q ą 1{p2z2q´1{p6z3q
for any z ą 0. Since ψpz` 1q “ ψpzq` 1{z, ψ1pz` 1q “ ψ1pzq´ 1{z2, which yields ψ1pzq´ 1{z ă 1{z2´
1{p2z2q` 1{p6z3q “ 1{p2z2q` 1{p6z3q for any z ą 0. The conclusion follows since 1{p6z3q ă 1{p2z2q for
any z ą 1{3.
Finally, we state a useful result in Lemma C.2.
Lemma C.2. Let X P Rd be a random vector with EX “ µX and varpXq “ ΣX . For µ P Rd and d ˆ d
positive definite matrix Σ, the mapping
pµ,Σq ÞÑ gpµ,Σq “ log |Σ| ` EpX ´ µqTΣ´1pX ´ µq (17)
attains its minima when µ “ µX and Σ “ ΣX . The minimum value of the objective function gpµX ,ΣXq “
log |ΣX | ` d.
Proof. To start with, EtpX ´ µXqTΣ´1X pX ´ µXqu “ trrEtpX ´ µXqpX ´ µXqTΣ´1X us “ trpIdq “ d and
hence gpµX ,ΣXq “ log |ΣX | ` d. Fix µ P Rd and Σ positive definite. We can write
EtpX ´ µqΣ´1pX ´ µqu “ trrEtpX ´ µqpX ´ µqTΣ´1us
“ trrEtpX ´ µXqpX ´ µXqTΣ´1u ` pµX ´ µqΣ´1pµX ´ µqs
“ trpΣXΣ´1q ` pµX ´ µqTΣ´1pµX ´ µq.
Therefore,
gpµ,Σq ´ gpµX ,ΣXq “ trpΣXΣ´1q ` pµX ´ µqTΣ´1pµX ´ µq ´ d´ log |ΣXΣ´1|.
The above quantity is non-negative since it equals 2D
 
NpµX ,ΣXq || Npµ,Σq
(
, i.e., twice the Kullback–
Leibler divergence between NpµX ,ΣXq and Npµ,Σq. Since µ and Σ were arbitrary, the first part is proved.
The second part has been already proved at the beginning.
C.2 Proof of Theorem 3.1 and Corollary 3.2
We can now give a proof of Theorem 3.1. Recall the Dirichlet density q from (6) and the logistic normal
density rq from (11). We shall write qppiq and rqppiq in place of qppi | βq and rqppi | µ,Σq henceforth for brevity.
From (6) and (11),
log
qppiqrqppiq “ logBβ ` d logp2piq2 `
dÿ
j“0
βj log pij `` log |Σ|
2
` 1
2
 
logppi{pi0q ´ µ
(T
Σ´1
 
logppi{pi0q ´ µ
(
.
Observe that µ and Σ appear only in the last two terms in the right hand side of the above display. Invoking
Lemma C.2, it is therefore evident that Dpq || rqq “ Eq logpq{rqq is minimized when µ˚ “ Eq logppi{pi0q and
Σ˚ “ varqtlogppi{pi0qu, and the minimum vaue of the Kullback–Leibler divergence is
logBβ `
dÿ
j“0
βjEq log pij ` d
2
t1` logp2piqu ` log |Σ
˚|
2
. (18)
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Using standard properties of the Dirichlet distribution or Exponential family differential identities, with
β “ řdj“0 βj ,
Eq log pij “ ψpβjq ´ ψpβq, j “ 0, 1, . . . d, (19)
covqplog pij , log pilq “ ψ1pβjqδjl ´ ψ1pβq, j, l “ 0, 1, . . . , d. (20)
Therefore, µj˚ “ Eq log pij ´ Eq log pi0 “ ψpβjq ´ ψpβ0q for j “ 1, . . . d. Next, σj˚j1 “ covqplog pij ´
log pi0, log pij1 ´ log pi0q “ δjj1ψ1pβjq ` ψ1pβ0q for j, j1 “ 1, . . . , d. The expressions for µ˚ and Σ˚ are
identical to (8), proving the first part of the theorem. Note this also establishes Proposition 2.3.
We now proceed to bound each term in the expression for the minimum Kullback–Leibler divergence in
(18); refer to them by T1, T2, T3 and T4 respectively. First, we have,
T1 :“ logBβ “ log Γpβq ´
dÿ
j“0
Γpβjq
ă ´d logp2piq
2
`
ˆ
β log β ´
dÿ
j“0
βj log βj
˙
´ 1
2
ˆ
log β ´
dÿ
j“0
log βj
˙
` 1
12β
. (21)
In the above display, we used (14) to bound log Γpβq from above and log Γpβjqs from below. The p´βq term
in upper bound to log Γpβq cancels out the p´řdj“0 βjq contribution from the lower bounds to the log Γpβjqs.
Next,
T2 :“
dÿ
j“0
βjEqpij “
dÿ
j“0
βjtψpβjq ´ ψpβqu
“
dÿ
j“0
βjtψpβj`1q ´ ψpβ ` 1qu ´
dÿ
j“0
βj
ˆ
1
βj
´ 1
β
˙
“
" dÿ
j“0
βjψpβj`1q ´ βψpβq
*
´ d
ă
ˆ dÿ
j“0
βj log βj ´ β log β
˙
´ d
2
` 1
12β
. (22)
In the first line of the above display, we used (19). From the first to the second line, we used the identity
ψpz ` 1q “ ψpzq ` 1{z. From the second to the third line, we only use řdj“0 βj “ β. From the third to
the fourth line, we made use of the bound (15) for the digamma function ψ. From the upper bound in (15),
βjψpβj`1q ă βj log βj ` 1{2 and hence řdj“0 βjψpβj`1q ă řdj“0 βj log βj ` pd ` 1q{2. From the lower
bound in (15), βψpβq ą β log β ` 1{2´ 1{p12βq.
Finally, from (20), we can write Σ˚ “ D ` ψ1pβ0q11T, with D “ diagpψ1pβ1q, . . . , ψ1pβdqq. Using the
fact |X ` uvT| “ |X|p1` vTX´1uq, we obtain
|Σ˚| “
"
1`
dÿ
j“1
ψ1pβ0q{ψ1pβjq
*" dź
j“1
ψ1pβjq
*
“
" dÿ
j“0
ψ1pβ0q
ψ1pβjq
*" dź
j“1
ψ1pβjq
*
.
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From Lemma C.1, ψ1pβjq ą 1{βj , implying
T4 :“ log |Σ
˚|
2
“ 1
2
„
log
" dÿ
j“0
ψ1pβ0q
ψ1pβjq
*
`
dÿ
j“1
logψ1pβjq

ă 1
2
"
log β `
dÿ
j“0
logψ1pβjq
*
. (23)
Recalling T3 “ dt1 ` logp2piqu{2 and substituting the bounds for T1, T2 and T4 from (21), (22) and (23) in
(18), we obtain, after plenty of cancellations,
4ÿ
j“1
Tj ă 1
2
dÿ
j“0
logtβjψ1pβjqu ` 1
6β
ă 1
2
dÿ
j“0
1
βj
` 1
6β
.
From the first to the second line, we invokeed Lemma C.1 to bound βjψ1pβjq ă 1` 1{βj and used logp1`
xq ă x for x ą 0. We have obtained the desired bound, concluding the proof.
Now, to show Corollary 3.2, just note that by the invariance of D under one-to-one transformations, we
have that for any full rank matrix X ,
D
"
LDpβq || N pµ,Σq
*
“ D
"
PXp¨;βq || N pXµ,XTΣXq
*
. (24)
So
inf
µ,Σ
"
LDpβq || N pµ,Σq
*
“ infrµ,rΣD
"
PXp¨;βq || N prµ, rΣq*. (25)
Since the infimum on the left side in (25) is attained by µ˚,Σ˚, we have by (24) that
D
`PXp¨;βq || N p¨;Xµ˚, XTΣ˚Xq˘ “ inf
µ,Σ
D pPXp¨;βq || N p¨;µ,Σqq ,
which gives Corollary 3.2.
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