Abstract. We generalize Alvis-Curtis duality to the abstract representations of reductive groups with Frobenius maps. Analogous the case of representation of finite reductive groups, we show that the Alvis-Curtis duality of infinite type which we defined in this paper also interchanges irreducible representations in the principal representation category.
Introduction
Let G be a connected reductive group defined over the finite field F q and B be a Borel subgroup of G defined over F q . Let k be a field. Assume that θ is a character of T, where T is a maximal torus contained in B also defined over F q . The abstract induced module M(θ) = kG ⊗ kB k θ was studied in the paper [3] for any field k with char k = charF q or k =F q and θ is rational. All the composition factors of M(θ) are given when char k = charF q . Based on these results, we introduced and studied the principal representation category O(G) in the paper [7] . The purpose of this paper is to generalize Alvis-Curtis duality of finite reductive group to the principal representation category O(G). Alvis-Curtis duality is a duality operation on the characters of finite reductive groups, introduced and studied by C.W. Curtis (see [6] ) and D. Alvis (see [1] ). P. Deligne and G. Lusztig consider this duality on the representations (see [9] , [10] ). Alvis-Curtis duality interchange some irreducible representations, for example, the trivial and Steinberg representations. Motivated by these results, we define the Alvis-Curtis duality of infinite type in the Grothendieck group K 0 (O(G)). Similar to the finite reductive groups case, it also interchange simple kG-module (see Theorem 4.2), for example, the trivial module and the infinite dimensional Steinberg module. This paper is organized as follows: Section 1 contains some preliminaries. We study the countable dimensional module of G by take direct limit of G q a -modules in this section. Section 2 is devoted to study the relations between the three basis of K 0 (O(G)). Section 3 deals with the Harish-Chandra induction and restriction of infinite type. With these preparations, we consider the Alvis-Curtis duality of infinite type and give the specific formula of Alvis-Curtis duality acting on the basis of K 0 (O(G)) in Section 4.
Countable Dimensional Modules
Let G be a connected reductive group defined over F q with the standard Frobenius map F . Let B be an F -stable Borel subgroup, and T be an F -stable maximal torus contained in B, and U = R u (B) the (F -stable) unipotent radical of B. We denote Φ = Φ(G; T) the corresponding root system, and Φ + (resp. Φ − ) be the set of positive (resp. negative) roots determined by B. Let W = N G (T)/T be the corresponding Weyl group. One denotes ∆ = {α i | i ∈ I} the set of simple roots and S = {s i | i ∈ I} the corresponding simple reflections in W . For each w ∈ W , letẇ be one representative in N G (T). For any w ∈ W , let U w (resp. U ′ w ) be the subgroup of U generated by all U α (the root subgroup of α ∈ Φ + ) with wα ∈ Φ − (resp. wα ∈ Φ + ). The multiplication map U w × U ′ w → U is a bijection (see [2] ). For any subgroup H of G defined over F q and any power of q a of q, denote by H q a the set of F q a -points of H. Then we have H = ∞ a=1 H q a . Let k be a field. N,Xi studied the abstract representations of G over k by taking the direct limit of the finite dimensional representations of G q a . Motivated by [12, Lemma 1.5] and similar to [12, 1.8] , we consider a category F (G) whose objects are (M, M a , φ ab ) where (M a , φ ab ) is a direct system of vector spaces over k such that each M a is finite dimensional G q a -module and for each a | b, the homomorphism
is a pair of homomorphisms where f : M → N is a kG-module homomorphism and f a : M a → N a is a kG q a -module homomorphism for each integer a such that ψ ab f a = f b φ ab . Clearly F (G) is an abelian category. For (M, M a , φ ab ) a object in F (G), if each φ ab is an embedding for a | b, thus M a can be regarded as a subspace of M b and we simply denote this object by (M, M a ).
We denote by M (G) the category consisting of the objects M which are kGmodules such that there exists a direct system (M a , φ ab ) of vector spaces where M a is a finite dimensional kG q a -module for each integer a such that (M, M a , φ ab ) is a object of F (G). Clearly M (G) is also an abelian category. It is easy to see that each object M in M (G) is a countable dimensional space over k. Conversely we have the following proposition.
Proof. The proof is easy for M to be finite dimensional. Now suppose that M is a countable infinite dimensional k-vector space. Let {x 1 , x 2 , x 3 , . . . } be a k-basis of M . We set M a = kG q a x 1 , x 2 , . . . , x a , then each M a is finite dimensional kG q amodule and M a ⊆ M b when a | b. Therefore M is in M (G) and M (G) consists of finite dimensional or countable dimensional kG-modules.
By this proposition, we can obtain the following corollary immediately. (1) Countable generated kG-modules are objects in M (G). In particular, simple kG-modules are objects in M (G).
(2) A kG-module with finite length is in M (G).
However by the discussions in [4, Section 4], given a irreducible G-module M ∈ M (G), it seems hard to find an object (M, M a , φ ab ) ∈ F (G) such that each M a is a irreducible G q a -module.
We denote by K 0 (M (G)) the Grothendieck group of the abelian category M (G) and set K 0 (G q a ) for the representation ring of G q a for each integer a. Now we consider the relations between K 0 (M (G)) and K 0 (G q a ) for each integer a and have the following propositions.
as kG q a -modules for each integer a, then
is exact as kG-modules.
Proof. Since taking direct limit is an exact functor, then
is exact as kG-modules. The proposition is proved.
Proof. This proposition is easy when N is finite dimensional. When N is countable infinite dimensional, let {x 1 , x 2 , . . . , x n . . . } be a k-basis of N . We set
is exact as kG-modules which implies M = lim
The proposition is proved.
Three bases of K 0 (O(G))
From now on in this paper we assume that k is an algebraically closed field with char k = charF q and all representations we consider are over k. Let T be the character group of T and the Weyl group W acts naturally on T by
for any θ ∈ T. Each θ ∈ T can be regarded as a character of B by the homomorphism B → T and we denote by k θ the corresponding B-module. The abstract induced module M(θ) = kG ⊗ kB k θ was studied in the paper [3] and all the composition factors of M(θ) are given in that paper. For convenience to the reader, we recall the main results here. We write x1 θ := x ⊗ 1 θ ∈ M(θ), where 1 θ is a nonzero element in k θ . Then it is easy to see that M(θ) = w∈W kU w −1ẇ1 θ by the Bruhat decomposition and moreover, {uẇ1 θ | w ∈ W, u ∈ U w −1 } is a basis of M(θ). For each i ∈ I, Let G i be the subgroup of G generated by U αi , U −αi and set T i = T ∩ G i . For θ ∈ T, define the subset I(θ) of I by
Let J ⊂ I(θ), and G J be the subgroup of G generated by G i , i ∈ J. We choose a representativeẇ ∈ G J for each w ∈ W J . Thus the element w1 θ :=ẇ1 θ (w ∈ W J ) is well defined. For J ⊂ I(θ), we set
we define
The following theorem (see [3] ) gives all the composition factors of M(θ) explicitly. Theorem 2.1. All modules E(θ) J (J ⊂ I(θ)) are irreducible and pairwise nonisomorphic. In particular, M(θ) has exactly 2 |I(θ)| composition factors with each of multiplicity one.
+ ∪Φ J be the standard parabolic group containing B. We have Levi decomposition P J = U J ⋊ L J , where
, and hence as a character of P K by letting
was studied in [7] . By [7, Proposition 2.1], all the composition factors of
In paper [7] , we introduce the principal representation category O(G). It is the full subcategory of kG-Mod such that any object M in O(G) is of finite length and its composition factors are E(θ) J for some θ ∈ T and J ⊂ I(θ). Denote by
Given a finite set X, a matrix (T K,L ) indexed by subsets of X will be said to be strictly upper triangular (resp. strictly lower triangular ) if T K,L = 0 unless K ⊂ L (resp. K ⊃ L), and strictly upper unitriangular (resp. strictly lower unitriangular ) if also T K,K = 1 for all K ⊂ X. 
On the other hand, we have [
otherwise, which is also strictly lower unitriangular. Thus the following proposition is proved.
Harish-Chandra Induction and Restriction
In this section, we generalize Harish-Chandra induction and restriction to the infinite reductive groups case. As before G is a connected reductive group defined over F q . Let P be a parabolic subgroup and L a Levi subgroup with Levi decomposition P = LV. By convention, k[G/V] is the k-vector space with basis G/V on which G (respectively L) acts by left (respectively right) translations on the basis vectors. This is well defined as L normalizes V and then k[G/V] is a (kG, kL)-bimodule. Similarly, k[V\G] with the action of G (respectively L) given by right (respectively left) translations is a (kL, kG)-bimodule.
We define the Harish-Chandra induction:
and the Harish-Chandra restriction:
This construction is formally extension of ordinary Harish-Chandra induction and restriction of finite groups with BN-pairs. For fixed parabolic subgroup P and its Levi subgroup L, there exists an positive integer m such that P and L are both defined over F q m . So when we say P q a and L q a , we assume m|a holds. For finite group G q a and its parabolic subgroup P q a with Levi-decomposition P q a = L q a V q a . We have the ordinary Harish-Chandra induction:
, it is naturel to construct the following two morphisms:
for any two integers a|b. These two morphisms φ ab and ψ ab are well-defined. Then we can see that the object (R Using this proposition, we are allowed to omit P from the notation and denote the Harish-Chandra induction and restriction by R 
which is a submodule of M J (θ). For any K ⊂ J(θ), we define
Analogous to the proof of Theorem 2.1(see [3] ), E J (θ) K is also irreducible and pairwise non-isomorphic. Let O(L J ) be the subcategory of kG-modules containing objects whose subquotients are E J (θ) K .
We consider the restriction of R J to O(L J ) and the restriction of R J to O(G). Now for J, K ⊂ I, let {w 1 , w 2 , · · · , w m } be a complete set of the representatives (with minimal length) of (
Then we have the following lemma.
Proof. Since ∆(θ) K = w∈XK kUẇη(θ) K , where
where kL J (U J ⊗ w j η(θ) K ) =: Λ j is the kL J -module generated by the element
By the setting of w j and L j = J ∩ w j (K), then we have
is a kL J -module homomorphism. Moreover it is easy to see that this is also an isomorphism which completes the proof.
are two well defined functors.
Alvis-Curits Duality
The ordinary Alvis-Curits duality is a duality operation on the characters of finite reductive groups. Firstly we recall some basic facts about Alvis-Curits duality of finite type, one can refer [11] for more details. For our finite group G q a , we recall the definition of Alvis-Curits duality of finite type D G q a :
where L J is the Levi subgroup of standard parabolic subgroup of P J , both of them defined over F q a . Analogously we can define
by Proposition 3.1. It can also be regarded as a endomorphism of K 0 (O(G)) by the discussion in last section. We call D G the Alvis-Curits duality of infinite type on O(G). In the following we try to understand how D G operates on the elements in K 0 (O(G)) and then we will show that that D G is really a duality.
for a fixed θ ∈ T and K ⊂ I(θ). For each J ⊂ I, denote by D J a complete set of the representatives (with minimal length) of
. Then using Lemma 3.3 and Lemma 3.4, we have
Therefore we see that
For w ∈ W , set L (w) = {i ∈ I | s i w > w}. So the previous formula can also be written as
where X K = {x ∈ W | x has minimal length in xW K } as before. We claim that for w ∈ X K , w(K) ⊆ L (w). Indeed, assume j ∈ w(K), then there exists i ∈ K such that w(α i ) = α j which implies ws i > w. On the other hand, s j w(α i ) = −α j , then s j ws i < s j w. Therefore we have ws i = s j w > w and w(K) ⊆ L (w). Moreover w(K) = L (w) if and only if w = w 0 w K .
It is easy to check that when w(K) L (w),
which is a subset of σ(I(θ)) = I(θ w0 ). Noting that θ w0 = θ w0wK for K ⊂ I(θ), then we have proved the following lemma.
Lemma 4.1. For θ ∈ T and K ⊂ I(θ), we have
In the case of finite type, we have If we set θ trivial and K = I, we see that ∆(tr) I = St, where St is the infinite dimensional Steinberg module (see [13] ). By Lemma 4.1, we have 
For a fixed θ ∈ T, we introduce an operation D θ on J for J ⊂ I(θ). Now we set
Then it is easy to check that
Theorem 4.2. For θ ∈ T and J ⊂ I(θ), we have
Proof. Using Lemma 4.1, we calculate it directly. By Proposition 2.2, we see
Therefore we get
by Proposition 2.2. The theorem is proved. Proof. By Proposition 2.2 and Theorem 4.2,
Note that D θ (K) ⊂ D θ (J) if and only K ⊃ J. Thus we have
also by Proposition 2.2.
When the ground field k is the complex field C or an algebraically closed field of characteristic 0, the paper [7] shows that O(G) is highest weight category with decomposition
where each O(G) θ is the full subcategory of O(G) containing the objects whose subquotients are E(θ) J . For each θ ∈ T, O(G) θ is a highest weight category and then there exists a finite dimensional quasi-hereditary algebra A θ such that O(G) θ is equivalent to the right A θ -modules. Moreover, the k-algebra A θ has a k -basis {ϕ K⊂J | K ⊂ J ⊂ I(θ)} and the multiplications are given by
The operator D θ on the subsets of I(θ) also induces a morphism
which is an isomorphism of k-algebras. Each A θ is a bound quiver algebra (see [7] ), then we denote the representation of A θ by (V J , f α ). So we have a functor
, f * α ) which is an equivalence. If we set D = ⊕ θ∈ T D θ , then this functor induces an autoequivalence of the category O(G). We denote this equivalence by D G , then we see that D G (E(θ) J ) = E(θ w0 ) D θ (J) and D G (∆(θ) J ) = ∇(θ w0 ) D θ (J) up to isomorphism. In general we guess that such auto-equivalence of the category O(G) which induces the Alvis-Curtis duality also exists for any other algebraically closed field k with char k = charF q .
