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Abstract. The article is devoted to finding out best machine learning model used for
the analysis of magnetohydrodynamic pump. The machine learning model was created
on the basis of data obtained as a result of numerical simulation of the unit using
COMSOL Multiphysics. The paper compares errors of output data collected by using
various machine learning methods for out-of-sample data.
1.  Introduction
Machine Learning (ML) is a form of predictive analytics that uses a set of training data to develop a
mathematical model to extrapolate conclusions from input data. At the moment, machine learning is
used as a research tool in thermoelectricity [1], construction [2], chemistry [3], engineering [4] and
other scientific fields. This popularity is due to the ability to analyze large, complex and streaming
data  and find in  them valuable  information that  allows to  make predictions  based  on input  data.
However, they also have a disadvantage associated with a lack of understanding of the physical basis
of  the solution.  In  addition,  for  the machine learning approach to  be successful  in  presenting the
physics of the problem, a large and statistically reliable dataset must be used.
2.  Formulation of the problem
The paper compares various ML algorithms used to analyze the data obtained during the simulation of
the induction pump in the COMSOL Multiphysics software package (figure 1). The model is based on
the geometric parameters of a real installation (table 1).
The data used for ML are obtained at various current amplitudes and current frequencies of the
pump windings. Used libraries: scikit-learn (ML algorithms), pandas (data extraction), plotly (data
visualization).
The objective of this work is to compare the error of the ML algorithms using out-of-sample data.
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Figure 1.Scheme of the simulated induction pump.
TABLE 1. Initial data.
Description Unit Value
Inductor length mm 295
SE length mm 450
The number of turns in the slot - 135
Number of slots - 9
Inductor thickness mm 58
Inductor width mm 77
SE width mm 78
Rectangular slot height mm 40
Rectangular slot width mm 20
Tooth width mm 11.5
SE height mm 50
Gap between the inductor and the SE mm 1
3.  Overview of algorithms
At the moment, the scikit-learn library contains several algorithms. Each of them receives a set of
input  and output  data,  based on which the dependencies  between the variables  are  detected.  The
following is a description of the functions used in this paper.
4.  Linear Regression
The model is based on the ordinary least squares method. The dependence of the output variable on
the input is given by the equation:
(1)
Advanced Problems of Electrotechnology




where  n is a number of input variables,   are the slope parameters,   are an
input variables, and  is an intercept.
The model selects the coefficients   in such a way as to minimize the residual sum of squares
between the predicted values of y and the actual values at the points from dataset [5]:
(2)
where  is the Euclidean norm.
5.  SGD Regressor
Stochastic Gradient Descent (SGD) Regressor builds a plane using the method specified by the loss
variable which can take the following values:
 loss="squared_loss": ordinary least squares;
 loss="huber": Huber loss;
 loss="epsilon_insensitive": linear Support Vector Regression;
 loss="squared_epsilon_insensitive":  same  as  previous,  but  becomes  squared  loss  past  a
tolerance of epsilon.
In this work model uses a method based on Huber loss function [5]. The same equation as in the
case  of  Linear  Regression  is  used  to  create  the  plane,  but  the  choice  of  coefficients  is  aimed at
minimizing the sum of Huber losses for all points of dataset. Losses for each point are calculated as
follows:
(3)
where  is the difference between actual and predicted values,  is the slope of the linear part of the
function.
6.  Ridge
The model uses the least squares method with L2 regularization:
(4)
where  is the regularization strength ( ) [5].
7.  Lasso
Least Absolute Shrinkage and Selection Operator (Lasso) uses the ordinary least squares method with
L1 regularization [5]. Optimization is performed according to the following formula:
(5)
where  is the taxicab norm (or Manhattan norm).
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8.  Lasso Lars
The model uses the ordinary least squares method with the least-angle regression (LARS) algorithm.
Optimization is performed according to the same formula as for the Lasso method.
9.  ElasticNet
The model uses the least squares method with both L1 and L2 regularizations  [5]. Optimization is
performed according to the following formula:
(6)
where ρ is the component of L1 regularization (0 ≤ ρ ≤ 1).
10.  Passive Aggressive Regressor
The model analyzes the data set points in turn and adjusts the values of slope parameters and intercept
by using ε–insensitive hinge loss function:
(7)
where ε is the permissible error value.
The initial values of the coefficients are taken equal to 0. Then, the loss function is calculated
alternately for each data point. If the value of the loss function is 0, the coefficients remain unchanged,
otherwise the coefficients are adjusted according to the formula [6]:
(8)
11.  Theil-Sen Regressor
The model calculates the slopes of the planes, each of which passes through three points that are not
on the same line and do not have the same X coordinates. The result is a plane with a slope determined
by the spatial median of the calculated slopes.
The intercept is determined from the condition of minimizing the sum of the distances from dataset
points to the plane [7].
12.  Support Vector Machines
With linear approximation, the model solves the problem of minimizing the objective function [8]:
(9)
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13.  К-Nearest Neighbors
To determine the value of a variable at a specific point, the model calculates the average value of the
variable for the nearest points from the training data. In this work k=4. An example of predicted point
with its nearest neighbors is shown in figure 2.
Figure 2.Prediction of output value based on KNN.
14.  Decision Trees
The model creates an “if” condition tree, depending on the fulfillment of which the function will be
assigned one of the values of the output variable obtained from the training data (figure 3).
Figure 3.Example of Decision Tree.
15.  Analysis of results
Comparison of algorithms is carried out according to the relative error of the results. To train the ML
models,  80  results  of  solving  the  problem  using  COMSOL  Multiphysics  were  used,  while  the
verification was carried out using the other 63 solutions. Root-mean-square error (RMSE) and relative
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error  were  calculated.  For  some  models  dataset  was  scaled  in  order  to  increase  accuracy.  The
calculation results are presented in table 2.
Table 2. Errors of ML algorithms.
Model
Variable





Linear Regression 5.23 4.81 2156.38 241.7
SGD Regressor 9.36 12.65 3677.42 96.0
Ridge 5.24 4.81 2156.17 241.4
Lasso 5.24 4.81 2156.38 241.7
Lasso Lars 5.51 4.4 2156.26 241.5
ElasticNet 5.77 5.13 2150.19 233.5
Passive Aggressive Regressor 13.33 15.72 2156.89 273.3
Theil-Sen Regressor 7.25 6.41 2635.02 138.9
Support Vector Machines 4.30 4.96 2121.62 194.8
К-Nearest Neighbors 3.75 2.76 141.39 5.89
Decision Trees 16.77 19.75 1065.26 28.3
The noticeable difference in the errors of the same methods for different results is explained by the
fact that the dependence of the magnetic flux density B on the amplitude and frequency of the current
is close to linear, while for velocity v the dependence is nonlinear. Figures 4-6 show the set of input
data used to create the model (green) and the results of machine learning (blue). It can be seen that the
result of approximating strongly nonlinear dependences by most models cannot be called reliable.
Figure 4. Dependence  of
the average velocity of the
SE  metal  (m/s)  on  the
frequency and amplitude of
the  inductor  windings
current  (Linear
Regression).
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Figure 5. Dependence  of
the average velocity of the
SE  metal  (m/s)  on  the
frequency and amplitude of
the  inductor  windings
current  (К-Nearest
Neighbors).
Figure 6. Dependence  of
the  maximum  magnetic
flux density of the SE metal
(T)  on  the  frequency  and
amplitude  of  the  inductor
windings current (Decision
Trees).
It should be noted that in the training data set, neighboring points are located in the nodes of the
rectangular grid, while all test data points are located at the same distance from nearest training data,
which significantly improves the quality of the KNN model. When examining data with an uneven
distribution, it is necessary to use a KNN models with different values of the nearest neighbors. The
quality of models is also affected by the number of training data points.
16.  Conclusion
Based on the data presented,  most  of  the methods considered in the work have high accuracy in
predicting linear dependencies, while the К-Nearest Neighbors and Decision Trees methods show the
best results with strongly non-linear dependencies.
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