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1. INTRODUCTION 
In this paper we show that the eigenvectors of an operator T form a 
complete orthonormal basis of a Hilbert space 2. The result is needed in 
order to established Schwarzschild’s criterion for the stability of gaseous 
masses (cf. Section V of [ll]). 
The operator T has the form 
T=L+ J (1.1) 
where L is a matrix differential operator and J is a matrix integral operator. 
The differential operator is singular at both end-points of an interval [0, Y,]. 
Recently, Lebovitz found a fourth order system of ordinary differential 
equations which is equivalent to the eigenvalue problem 
Tu = Xu. 
This system has the form 
w’ = hA,w + PA,w + A,w 
(1.2) 
(1.3) 
where the matrices Ad (i = l-3) are parameter free and w is subject to certain 
boundary conditions. The differential system (1.3) has a regular singularity 
at both end-points: 0, Y,, . From the standpoint of (1.3) we are dealing with a 
nonlinear eigenvalue problem, i.e., nonlinear in the parameter. In fact, the 
problem exhibits a double sequence of eigenvalues (one tending to zero and 
the other tending to infinity) which is characteristic of nonlinear eigenvalue 
problems (cf. [4], [6], [7], [lo], [14], [15] and [16]). 
The main result, that the eigenvectors are complete, is proved in Section 8. 
We attempt to describe the method in a way that the reader need not concern 
himself with the details of the problem. In Section 9 we obtain results on the 
uniform and absolute convergence of the eigenfunction expansion. Except 
for the small gap which is now to be filled, the validity of Schwarzschild’s 
357 
358 EISENFELD 
criterion for the stability of gaseous masses has been established by 
Chandrasekhar and Lebovitz. We describe some of their contributions in 
Section 7. The final statement of the criterion is given in Section 10. The 
corresponding result for a horizontally stratified atmosphere is obtained in [7]. 
2. THE STABILITY EQUATIONS 
We assume that the density function p(r) has at least two derivatives in the 
interval [0, ~a] and that it is positive except at the end-points. Moreover, 
p(y) is assumed to have a convergent power series expansion at each end-point 
i.e., it is analytic at 0 and Y, . In terms of p we define the functions 
93’(Y) =9 ,: s-$(s) as, 
C(Y)2 = $ , 
p(r) = - Jr q(s)’ ds 
S(Y) = p’ - 8p’. 
(2-l) 
(2.2) 
The first three functions express the gravitational potential per unit mass, the 
pressure and the sound speed; the fourth S(r), is called Schwarzschild’s 
discriminant. Except for the positive constant g which is usually written as 
4rrG the notation conforms to that used in [I 11. The constant y > 1 is inter- 
preted as the ratio of specific heats. 
In this paper the stability condition 
S(y) 3 0 (2.3) 
will be assumed. We also require that S not vanish identically in any sub- 
interval. Observe that the stability condition implies that 
p’(r) < 0 (0 < Y < Y(j) (2.4) 
which asserts, further, that p(O) > 0. A less obvious deduction which is 
obtained in [Ill is that p(r,,) = 0. Since p(r) is analytic we may write 
f(Y) = (yo - yPB(y) (2.5) 
where i(r) is analytic and positive at y. and m is a positive integer. 
Having discussed the equilibrium we now consider a small perturbation. 
When the perturbation is expanded in spherical harmonics the component 
corresponding to a fixed harmonic is represented by a vector function 
u = (f,). We need only be concerned with cases in which the order of the 
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harmonic 12 1. The linearized equations governing the motion of a harmonic 
component u with time dependence: exp(iut) are found (cf. [ll]): 
T = (Sp)’ - p(S@’ - spsr, 
D"PX' 
w + 1)l 
= sp - p&s, 
where 
%J = - $ HP%4 - PX’I P-8) 
69 = & [,(z+l) j: s(z+2) Sp(s) ds + YZ jr s-(I---1) Sp(s) ds] . (2.10) 
Regarding these equations as an eigenvalue problem, we seek those values a2 
which permit a solution u = ($) which satisfies the boundary conditions: 
* x’ 
7’7 bounded as r -+ 0, (2.11) 
Sp(r,) = 0. (2.12) 
3. THE CASE: ~2 = 0 
Since this case has been dealt with in [12] we simply outline the argument 
and state the results. 
Differentiating in (2.7) and then subtracting from (2.6) one obtains 
$2 [!g - (/a 
[W + 1)l 
] = g sgg - .g’ Fjp (3.1) 
when a2 = 0 this reduces to 
pf 699 = 37’ sp. (3.2) 
Observe that the integral equation (2.10) is equivalent to the differential 
equation 
(Y"(Siq')' - Z(Z + 1) M = - gr2 sp 
with the boundary conditions: 6~8 bounded at Y = 0 and 
(1 + 1) WY,) + y&q (yo) = 0. 
(3.3) 
(3.4) 
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Multiplying both sides of (3.3) by g and substituting from (3.2) one obtains 
[P(L3')2 6'1' - (I + 2)(Z - l)(Z)2 f = 0 (3.5) 
where 69 = - Pt. We made use of the identity SY + 2@lr + gp = 0 
which follows from (2.1). Regarding the left side of equation (3.5) as the 
action of an operator N on a vector 5, we find that N is negative definite in 
L,[O, r,,] for 1 > 1 and hence, 5 is the zero vector. This implies further, via 
(2.5)-(2.10), that # = x’ = 0. The case E = 1 permits only solutions of the 
form 
* = cir2, x' = 2cw (3.6) 
where (Y is a constant. These solutions, which Lebovitz terms “trivial” can be 
eliminated by fixing the center of mass. 
4. AN EQUIVALENT DIFFERENTIAL SYSTEM 
Following Lebovitz [l I] we define a four component vector w: 
w =p!?!k 
1 
Y ’ w2 = [Z(Ip:’ l)] ’ 
w2 = m, wq = Y(sq’. 
The stability equations then take the form 
W'(Y) = A(r) w(r) 
where 
-(-K+L) [z(zfl) AL] -f 
( g-g++) 
33 s 
-F 02C2 
A(Y) = 
0 0 0 
- gd 
C2 [ -grp 
v + 1) 
c2+ Y 1 - 
(4.1) 
(4.2) 
0 
0 
1 
r 
1 .- 
Y 
(4.3) 
The equation (4.2) must be taken in conjunction with the boundary condi- 
tion (3.4) which now takes the form 
(1 + 1) w&o) + w&o) = 0, (4.4) 
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as well as the boundary conditions (2.11)-(2.12). We do not consider here 
the special case u2 = 0. Since H(r)/ Y is finite at the origin, A(Y) may be 
written as 
in a neighborhood of the origin where the Am's are constant matrices and 
- 1 Z(Z + 1) 0 0 
R= ; 8 
0 0 
0 -1 * (4.5) 
0 0 v + 1) 1 
Since the eigenvalues of R : 1, - I- 1, differ by a positive integer we employ 
the method of Frobenius [8] to calculate a solution matrix. Corresponding to 
the larger eigenvalue there are two linearly independent power series solu- 
tions: 
(4.6) 
Corresponding to the eigenvalue - I- 1 there are two linearly independent 
solutions: 
My) - 
-Z-l 
1 
0 
0 
y-z-l (Y -+ 0). (4.7) 
However, these solutions may contain log-terms in their expansion. More 
precisely, they have the form 
w-z-1 + %rz + *** + (Cdl(Y) + %42(Y)) log y
where the CQS are constant vectors and the C~S are constants which may be 
zero. Since I > 1 the error resulting from retaining only the first term in the 
asymptotic expansion of q$ (i = 1,2, 3,4) is O[r&(r)]. 
Observe that a solution w which satisfies the boundary condition at Y = 0 
must be of the form 
w = %A + %?4 (4.8) 
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where a, and aa are constants. It follows that # and x’ must satisfy a morr 
severe restriction then that originally imposed by (2.11) i.e. 
t)(Y) = O[rL+l], x’(r) = opq (Y--j 0). (4.9) 
REMARK 1. The boundary condition that P#~/P and p(x’)” be integrable 
in a neighborhood of Y = 0, which is seemingly less stringent then (2.1 I), is 
equivalent to (2.1 l), since it leads to the same conclusion (4.9). 
Writing 
s = Y. - r, V=Jff--l 
m+1 
(4.10) 
we find (cf. (2.1)-(2.5) that 
PW - [ - B’(ro) *] sm+1 (s --f O), (4.11) 
S(r) - - g’ko) ViG-0) s* (s - 01, (4.12) 
c(r)” - 
[ 
+wo> s 
m+l 1 (s --+ 0). (4.13) 
In terms of the new variable s, dw/ds = - A(s) w. Expanding 
- A(S) = f + f &sk 
k=O 
we find 
-V !- 00 
CL 
sz m;1 ; -1 0 0 
0 00 
g 00 -P Iz 
(4.14) 
where 
tL - @‘PO) . 
rou2 
Since the eigenvalues of Q : m, 0 differ by a positive integer we again use the .- 
method of Frobenius. Correspondi 
power series solution: 
g to the larger eigenvalue m there is a 
P (s 4 0). (4.15) 
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Corresponding to the eigenvalue 0 there are three linearly independent solu- 
tions 
0 0 1 
*z- y t +3-;, h-7. (4.16) 
-Z-l 1 0 
However, in order to be a proper solution w must satisfy (cf. (4.1)) 
Wi(S) = O[P], i= I,2 (s-+0). (4.17) 
We show that #a and #a satisfy this condition and are free of log-terms. To see 
this let 
Wl = PG 7 
A A 
w2 = PWZ > w3 = w3 , w, = G, . (4.18) 
We now have a new system dzi/ds = - /k where - A(S) has the form 
We find that 
1 l’o 
P PO2 
Q=+“p v f 0. (4.19) 
0 0 0 0 
0000 
The matrix & has two eigenvalues: 0, - m. Corresponding to the larger 
eigenvalue 0 there are three linearly independent power series solutions of 
the new system. Each one of these must be related to a solution w by the 
transformation (4.18) and w must be a linear combination of #I , $s and #3 . 
The result readily follows. 
Therefore there are three solutions which satisfy condition (4.17) but 
applying the boundary condition (4.4) we see that there is only one solution 
O[P] 
w? 
*z- 1 (s-+0) (4.20) 
-Z-l 
409/26/2-9 
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other than #r which satisfies the boundary conditions at r = r0 . A solution ZL’ 
which satisfies the boundary conditions at r = r,) must be of the form 
w = 6,$, y- b,$, (4.21) 
where b, and b, are constants. 
REMARK 2. If instead of requiring that 11, and x’ be defined in the entire 
interval including the end-point Y,, , we require that pqG2/r2 and p(x’)” be 
integrable, at least in a neighborhood of r0 , we reach the same conclusion 
(4.21). 
Condition (4.21) together with (4.8) . rm pl ies that u2 is an eigenvalue if and 
only if 
Since the matrix 7 which appears in (4.22) is a solution matrix its determinant 
D vanishes independently of the independent variable r. Moreover, since u2 
enters the matrix A analytically for a2 f 0, D is an analytic function of u2 
(u” f 0). It follows that the nonzero eigenvalues are discrete and countable. 
REMARK 3. If the density function p has d derivatives in (0, ro) then the 
elements of the matrix A also have at least d derivatives. It follows that a 
solution w of (4.2) has d + 1 derivatives and hence an eigenvector u = ($) 
has d + 1 derivatives. 
5. THE INHOMOGENEOUS EQUATIONS 
Taking u2 different from zero or an eigenvalue we calculate the solution 
u = ) $ 1 of 
p(u2t2+fi) = (Sp)’ - p(6sq’ - SpaF, (5.1) 
Pb2X’ + f2> 
l(l + 1) 
=sp -p&Y, 
where 6p, Sp and 699 are defined as before by (2.8)-(2.10). We assume that the 
functions jr and f2 are continuous in [0, r,] and that f2 has a continuous 
derivative. Defining the vector w by (4.1) th ere results the associated inhomo- 
geneous system 
w’-Aw=h (5.3) 
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where h is the vector with components: 
365 
h,=Pfi+ Pgf‘2 (Pfi) 
2 z(z+ 1)cW - z(z+ l)a2 
h, = 0, 
(5.4) 
(5.5) 
Since u2 is not an eigenvalue, the matrix solution appearing in (4.22), T, is 
nonsingular for all T in [0, ye] and the general solution of (5.3) is 
* w = T(Y) 
i ro/2T-1(t) h(t) dt + a141 + a242 + WJl + b2llr2 - (5.7) 
If the constants are chosen so that w may satisfy the boundary conditions, they 
are 
i 
+o 
a1 = - k,(t) dt, a2 = - 
rc#12 s 
70 
k,(t) dt, (5.8) 
Q/2 
b, = jTa/P KS(t) dt, b, = j’“” k4(t) dt (5.9) 
0 0 
where ki (; = 1,2, 3,4) is the ith component of the vector +h. It remains 
to see whether the resulting solution 
w = A(4 j' k,(t) dt + 1Cl2W jr h(t) dt 
0 0 
- A(4 j)4t) dt - +2(4 j;%(f) dt (5.10) 
actually does satisfy the boundary conditions. We describe below how we 
evaluate 7-l asymptotically but first we state the results: 
T-1 - 
7-l = 
O[r-q O[r-Z] O[r-Z] O[y-Z] 
O[r-Z] O[r-Z] O[r-q O[r-Z] 
O[Y’+l] O[Yz+‘] O[Yz+‘] o[Yz+l] (y -+ (9, 
(5.11) 
O[Yz+l] O[Yz+l] o[Yz+‘] o[Yz+l] 
OPI WI OPI WI 
WI O[ll ODI WI 
O[P] O[sP] O[sP] O[sP] (s = Yo - Y -0). (5.12) 
WI WI OPI WI 
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The asymptotic evaluations of h are found directly from (5.4)-(5.6) and (4.1 I)- 
(4.13). They are 
WI 
h = O’l’ (r+O), 
O[S”‘- ‘1j 
0 
h _ 0[; -'I j (S = r. ~ r -+ 0). (5.13) 
WI O[s”‘-l] / 
From these estimates it appears that the third component of T-lh is O[S-l] 
(S = r0 - r) but a more explicit determination of 7-i show that it is actually 
of lower order. To evaluate 7-l near rU we first observe that 
41 - wf% + %134 1 42 - al254 + a22*4 (r - ro) 
where the constants aij (;,j = 1, 2) satisfy a,,a,, f a,,a,, . Therefore, 
r N !PA(r + r,,) where the ith column of the matrix ?P is +i (i = 1, 2, 3, 4) 
and 
all a12 0 0 
0 0 AZ? T 1 o’ 
0 001 
Now 7-l - A-%,-l where we find 
#-1-l 
v+1 
-P $ (I + 1) (v + 1) (v + 1) 
1 1 L 0 0 
S-m 
vs-m - - 0 0 
CL 
0 0 v+1 0 
(5.14) 
A matrix element in (5.14) ( an a so in (5.11)-(5.12)) is designated “0” if d 1 
it is of lower order when compared to another matrix element in its row. 
Multiplying on the left by A-l in (5.14) yields (5.12) and (5.11) is obtained in a 
similar fashion. It is not difficult now to calculate 
k, = (7-vqa = (qk’k)3 = O[l] + O[P-t log (S)] (s = r. - r --+ 0). 
The log-term results from the possible presents of a log-term in the expansion 
of the solution & . In conclusion we have 
0[9q 0 [P-l] 
k = o[+l 
o[rz+l] (r - O), (s = Yg - Y -+ 0). (5.15) 
o[rz+l] 
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Some immediate calculations involving (4.6), (4.15), (4.20) and (4.1) show 
that the solution w given by (5.10) d oes satisfy the boundary conditions (2.1 l)- 
(2.12) as well as (4.4) and (4.17). 
It might appear that the solution exists only when f2 is differentiable since 
the vector k has the form 
k(t) = i 4)fXt) + W)f x9* (5.16) 
j=l 
But when the contribution due to f6 is integrated by parts there results 
- C,(r) jr &t) dt - h(y) j:”k(t) dt + $4) (5.17) 
where 
&(t) = ail(t) fl(t) + [a&t) - b;(t)] fs(t) (i = 1,2, 3,4), (5.18) 
and the vector 
The sum in brackets is simply the vector with components 
where the right side is the familiar Kronecker delta. If we write ur and us in 
place of # and x’ for the components of u then we may express the solution 
in the form 
2 
s 
70 
ui = c yii(r, t)fj(t) dt + v (i = 1, 2). (5.20) 
j-1 0 
One can verify that (5.20) yields the solution to (5.1)-(5.2) despite the fact 
that fi may not be differentiable. The reason being that equations (5.1)-(5.2) 
require only that 16, Sp and Sa be differentiable. This point will arise again. 
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6. FORMULATION OF THE PROBLEM IN HILBERT SPACE 
The natural space to work in, as will be apparent later, is the Hilbert 
space SE” of all vector valued functions g = @) such that p1/2gl/r and p1j2g2 
are in L,[O, r,]. We define the inner product 
(f,g) = 1; [$$ + 41 + l)f2~2] p dr (6.1) 
(the complex conjugate bar appears because the functions are not necessarily 
real) and the norm 
II g II = (g, gY2 (6.2) 
in X. The equations (2.6)-(2.7) may be written in the form 
Tu = Au, h = 9, u= * 
I I X’ 
(6.3) 
where the operator T on X is defined as follows. Considering (p#)’ and px’ 
as vectors in L,[O, r,] we defined Sp by (2.8) as a vector in L,[O, Y,,]. Similarly, 
taking c26p and S#lr2 as vectors in L,[O, Y,,] we define Sp by (2.9). Defining 
U? by (2.10) one obtains that S@/r2 is in L,[O, r,] and the differential equa- 
tion (3.3) is valid if each term is interpreted in the L, sense. We require 
further that 8p,Ip112 and t,bp1J2 are in L,[O, Y,,] and therefore, that 8ppl~~‘~ is in 
L,[O, Y,,]. Finally we ask that the vector v with components 
Vl = y2 [rn 
P 
- (S&J) - $‘w] ) 
vs=j(z+1)[$--69] 
be in Z? and we define Tu = v. The domain of T, D(T), then consists of all 
vectors u in Z? for which Tu is defined in the above sense. Observe that for 
u = 1 c, 1 in D(T), pt,b, rap, rap, M, &Y are continuous in the closed interval 
[0, Y,,] and that the first three functions vanish at the end-points. In particular, 
the boundary condition (2.12) is automatically satisfied. For reasons related 
to the remark at the end of the last section we do not require that x’ be 
continuous for II in D(T). 
On the other hand, if u is an eigenvector then X’ must be continuous, in 
fact differentiable, in the L, sense. When u2 + 0 we may proceed as in Section 
4 to show that the equations take the form (4.2) but in the L, sense. Arguing 
as in Remark 3 at the end of section 4 we obtain that u has d + 1 derivatives 
in L,(O, YJ if p has d derivatives. This implies that u has d continuous derivat- 
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ives in the ordinary sense. In view of Remarks l-2 in Section 4 one sees that 
the eigenvectors and eigenvalues of (6.3) are the same as for (2.6)-(2.7). The 
special case u 2 = 0 is treated in a similar fashion. 
7. SYMMETRY AND POSITIVITY OF T 
Chandrasekhar [l] h s owed that for any pair of eigenvectors u(m), u(s) 
(TzW, &3)) = (&d, TuC8) >* (7.1) 
In order that T be symmetric, (7.1) must be valid for arbitrary z&j, ~(8) in 
D(T). A slight modification of Chandrasekhar’s argument shows that this 
is true. First we write Tu = T,,u + Gu where T,,u has components 
r2@p) - wu/P, 1(Z + 1) tip/p and Gu has components - r2(6@‘, 
- Z(Z + 1) 89. It is not difficult to show that Gu = Ju + gp($) (as usual, 
we write u = ($)) where J is a compact, symmetric, integral operator on z?. 
If we let Lu = T,,u + gp($) then we obtain equation (1 .l). It remains to show 
that T, is symmetric, or what amounts to the same thing, that 
s 
70 
{[(spp'a')' - 8p'~"] #(8) + spWX'(fJ)} & 
0 
(7.2) 
is symmetric in the superscripts 01 and p for any pair of vectors 
u(“) = #(d 
I I 
u(8) = + (8) ‘(a) ’ I I ‘(8) in X X D(T)- 
Making use of the fact that 8pfa)#(@) vanishes at both end-points, we integrate 
by parts and then substitute from (2.8)-(2.9). We find for the expression in 
(74 
which is symmetric in 01 and j?. 
Under the physically plausible assumption that p is an analytic function of 
p (at least in the vicinity of r = 0) Lebovitz [l l] showed that the variational 
expression (Tu, u) is nonnegative for an eigenvector u. The effect of Chandra- 
sekhar’s result is that the eigenvalues are real while the effect of Lebovitz’s 
result shows further that the eigenvalues are nonnegative. This implies that 
the “normal modes” are stable. 
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8. COMPLETENESS OF THE EIGEXVECTORS 
The resolvent set p(L) of a linear operator L is the totality of all complex 
numbers h such that T - X (in this context h is the multiplication operator 
u--f AU) has a bounded inverse defined on the entire space. The word 
“bounded” is added merely for emphasis since it is a consequence of the 
closed graph theorem (stated in the next section) that a linear operator 
defined everywhere (on a Banach space) is necessarily bounded. For h in 
PWh 
R, = (T - A)-l 
is called the resolvent transformation. 
(8.1) 
The graph of a linear transformation L, r(L), on a Banach space a, is 
the linear manifold {u, Lu} in ~28 x 9 where u varies in the domain of L. 
L is called closed if r(L) is closed g x 2?. It is well known that the inverse of a 
bounded (linear) operator is closed and that the sum of closed operator and a 
bounded operator is also closed. It follows that if p(L) is non-empty then L is 
closed and has no proper extension, for L may be written as the sum of a 
closed operator with no proper extension and a bounded operator. In parti- 
cular, a symmetric operator with a non-empty resolvent set is closed, and in 
fact, self-adjoint. 
An operator N is said to be normal if it commutes with its adjoint i.e. 
N*N = XV*. In view of the above remarks a symmetric operator with a 
nonvoid resolvent set is normal. The spectrum of an operator L, o(L), is the 
complement of p(L). The following theorem is found in the book by Dunford 
and Schwarz (cf. p. 905). 
THEOREM 1. If the spectrum of the bounded normal operator N in a Hilbert 
space A? is countable then there is an orthonormal basis for SF consisting of 
eigenvectors of N. 
The requirement that the operator be bounded is unnecessary. We prove 
the slightly stronger theorem. 
THEOREM 2. If the spectrum of the normal (or symmetric) operator N in a 
Hilbert space 2 is countable then there is an orthonormal basis for X consisting 
of eigenvectors of N. 
PROOF. Let p be in p(N) and R, the corresponding resolvent transforma- 
tion. We show that the fractional linear transformation 
1 w=------- 
X-P 03.2) 
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of the complex plane maps p(N) into p(R,). In fact if z is in p(N) 
then (Ii, - w)-1 = - (z - CL) [(z - p) R, + 11. This can be verified by 
using the identity (CL - 2) R,R, = R, - R, . It follows that the inverse 
fractional linear transformation maps u(R,J into o(N) in a one to one fashion. 
Therefore a(R,) is also countable. 
Now R, is normal since its inverse is normal. Applying Theorem 1 to R, 
we conclude that its eigenvectors form an orthonormal basis for ~9. However, 
every eigenvector of R, is also an eigenvector of I’ and the theorem is proved. 
Applying the result to our symmetric operator T, we show that except for 
the countable set of eigenvalues and zero, R, is defined on all of Z. Consider 
the equation Tu - Xu = f for arbitrary f in X. If f is continuous then the 
solution u is given by (5.20). If we define the vectors 
(8.3) 
then we can write the solution in the form 
Lfi ui = (f> 4 + x (i = 1, 2). (8.4) 
It is not difficult to see, in view of the estimates (5.15) that the Q are in &’ 
so that (8.4) defines a vector u for all f in 2. One may verify that the vector u 
so defined is a solution so that R, is defined on all of Z. We conclude that the 
eigenvectors of T form an orthonormal basis. Observe that because of (4.8) 
and (3.6) there can be at most two linearly independent eigenvectors cor- 
responding to an eigenvalue and that the eigenvectors can be chosen real 
valued. The latter condition determines the eigenvectors uniquely since we 
are also demanding that they have unit norm. We label the eigenvectors 
241 , u2 ,... . For each f in &? we have the eigenfunction expansion 
f = f (f> %> uk 
k=l 
in the sense that 
(8.5) 
372 EISENFELD 
REMARK 4. One can show that the resolvent transformation has the form 
R, = K,, + k1P2 where KA is a compact integral operator and Pz is a pro- 
jection operator. Using this fact one can show that the eigenvectors of T 
are the eigenvectors of a compact symmetric operator as was done in [6] 
and [7]. Therefore the eigenfunction expansion may be derived by an alternate 
method which would require more knowledge of the explicit form of R, . 
Since the above form for R,, appears in different problems one might use it to 
classify and unify such problem and investigate the consequences of having 
such a resolvent. One consequence (cf. [7]) is that the eigenvalues may be 
calculated by a classical variational principle. 
9. UNIFORMANDABSOLUTECONVERGENCEOFTHEEIGENFUNCTIONEXPANSION 
The following (closed graph) theorem is found in the book of Dunford and 
Schwarz (cf. p. 57). 
THEOREM 3. A closed linear map de$ned on all of an F-space, and with 
values in an F-space, is continuous. 
It might be helpful to point out that every Banach space is an F-space and 
that a linear map satisfying the hypotheses of Theorem 3 is continuous if and 
only if it is bounded (cf. [5] p. 54). 
Now we know from Section 6 (cf. the remark after (6.5) that for u in 
D(T), PI/J, rSp, rSp, 6, 6’ are continuous in the closed interval [0, ro]. We also 
know (cf. the remarks after (8.1) that I’(T) is closed. For each vector 
y = (u x Tu) in r(T) we define the new norm 
II Y 110 = II Y II + ogyromax{l p(r) NT) I , I r W) I , I r W-) I , I aa(r) I , 
where II y ]I is the norm of y in Z x Z. Under the new norm r(T) forms a 
Banach space, say B. Consider the linear map m of r(T) onto 93 which takes 
every element into itself. By the closed graph theorem the map is continuous 
i.e. if u, -+ u and Tu, -+ Tu in g as s -+ co then p~,$ ---f p$, rSp, --f I+, 
rSp, -+ rSp, S9, -+ S.%Y, SBi + S@ uniformly in [0, ro] as s + 00. But if u 
is in D(T) then by expanding both u and Tu in eigenvectors we have both 
IL, = gl (u, U,J uk + u and Tu, - Tu 
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in &’ as s -+ co. Therefore the expansions 
al 
P* = 1 (4 4 PA 
k=l 
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(9.1) 
r ‘P = f (% uk) r(6p)k 
k=l 
(9.2) 
r sp = 5 (% uk) r(sp)k 
k=l 
(9.3) 
(94.) 
sL?r = fj (u, Uk) (SW’), 
k=l 
(9.5) 
converge uniformly. 
Observe that the above argument does not depend on the ordering of the 
eigenvectors. Therefore the series (9.1)-(9.5) would converge if the terms 
were rearranged. We conclude that the series (9.1)-(9.5) converge absolutely. 
10. THE VALIDITY OF SCHWARZSCHILD’S CRITERION 
If a perturbation is expanded in spherical harmonics then a given harmonic 
component u of order 1 satisfies 
a2u Tu --I . at2 
For fixed t 3 0 
u = 2 c,(t) 24, . (10.2) 
Wl=l 
Using the symmetry of T it is not difficult to see that c, = (u, u,) satisfies 
(aqaty + un2~n = 0 where the eigenvalues on2 corresponds to 
u,, (n = 1,2,...). We can assume, without loss of generality, that 
c,,(t) = (u, %J = 0, (10.3) 
where unO is an eigenvector corresponding to zero, since u can be expressed 
374 EISENFELD 
as the sum of a “trivial perturbation” (set Section 3) and a perturbation which 
does satisfy (10.3). For a,, + 0 we find that 
&L(t) = (24) 7 un) cos a,,t --; u;l(zi,, , u,,) sin cs,t (10.4) 
where ua and ti, are the initial value and the time derivative of u respectively. 
Taking account of Lebovitz’s result that the u,,‘s are real (see Section 7) we 
find that 
Since au/at satisfies the perturbation equations we may replace u by au/at 
in the above relation and obtain 
One may verify (cf. [7]) that the series on the right converges. Therefore 
the term on the left, which represents the perturbation energy, is bounded, 
the bound can be made arbitrarily small by taking the initial values sufficiently 
“small”. 
Applying the results of the preceeding section, the series 
(10.6) 
(10.7) 
y *P = f Cn(t>r(~p), 
?Z=l 
(10.8) 
S# = f c,(t) (&B’), 
(10.9) 
(10.10) 
n=1 
converge uniformly and absolutely in the closed interval [0, Y,]. Assuming 
that these series converge absolutely when C(t) is replaced by 
-1 * 
0, (U o , u,) sin(+), the above quantities, which represent the perturbations 
in radial velocity, pressure, density and gravitational potential, are all uni- 
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formly bounded; the bound can be made arbitrarily small by taking the 
initial values sufficiently “small”. 
These remarks may be interpreted to mean that an arbitrary perturbation, 
subject to certain regularity conditions, which is initially infinitesimal 
remains infinitesimal. We conclude that the equilibrium is stable under the 
stability condition (2.3). 
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