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Abstract
Being able to solve an interacting quantum field theory exactly is by itself an exciting
prospect, as having full control allows for the precise study of phenomena described by
the theory. In the context of the AdS/CFT correspondence, which hypothesises a duality
between certain string and gauge theories, planar N = 4 super Yang-Mills theory shows
signs of great tractability due to integrability. The spectral problem of finding the scaling
dimensions of local operators or equivalently of the string energies of string states of its
AdS/CFT-dual superstring theory on the AdS5 × S5 background turned out to be very
tractable. After over a decade of research it was found that the spectral problem can
be solved very efficiently through a set of functional equations known as the quantum
spectral curve. Although it allowed for a detailed study of the aforementioned theory,
many open questions regarding the wider applicability and underlying mechanisms of the
quantum spectral curve exist and are worth studying.
In this thesis we discuss how one can derive the quantum spectral curve for the η-
deformed AdS5 × S5 superstring, an integrable deformation of the AdS5 × S5 superstring
with quantum group symmetry. This model can be viewed as a trigonometric version of
the AdS5 × S5 superstring, like the xxz spin chain is a trigonometric version of the xxx
spin chain. Our derivation starts from the ground-state thermodynamic Bethe ansatz
equations and discusses the construction of both the undeformed and the η-deformed
quantum spectral curve. We reformulate it first as an analytic Y -system, and map this
to an analytic T -system which upon suitable gauge fixing leads to a Pµ system – the
quantum spectral curve. We then discuss constraints on the asymptotics of this system
to single out particular excited states. At the spectral level the η-deformed string and its
quantum spectral curve interpolate between the AdS5× S5 superstring and a superstring
on “mirror” AdS5 × S5, reflecting a more general relationship between the spectral and
thermodynamic data of the η-deformed string.
Zusammenfassung
Die Mo¨glichkeit eine exakte Lo¨sung einer wechselwirkenden Quantenfeldtheorie zu fin-
den ist isoliert betrachtet bereits eine interessante Aussicht, da sie uns unbeschra¨nkte
Kontrolle liefert. Sie ermo¨glicht es Pha¨nomene, die von der Theorie beschrieben werden,
sehr pra¨zise zu analysieren. Im Kontext der AdS/CFT-Korrespondenz, die eine Dualita¨t
zwischen bestimmten Eich- und Stringtheorien beinhaltet, wurden Theorien untersucht,
u¨ber die man eine außergewo¨hnlich hohe Kontrolle hat, weshalb ein enormes Forschungs-
interesse am Finden exakter Lo¨sungen besteht. Insbesondere wurde festgestellt, dass die
sogenannte planare N = 4 Super Yang-Mills Theorie, und ihre AdS/CFT-duale Super-
stringtheorie auf dem AdS5 × S5-Hintergrund eine integrable Struktur besitzen. Speziell
das Spektralproblem, welches die Suche nach Skalendimensionen von lokalen Operatoren
oder a¨quivalent die Suche nach Stringenergien der Stringzusta¨nde beinhaltet, ist einfach
zu handhaben. Nach mehr als einem Jahrzehnt Forschung wurde herausgefunden, dass
das Spektralproblem sehr effizient mit Hilfe eines funktionalen Gleichungssystems, der
sogenannten Quantum Spectral Curve oder Quantenspektralkurve, gelo¨st werden kann. Es
ermo¨glicht weitere detaillierte Forschung zu den zuvor genannten Theorien. Gleichzeitig
sind viele Fragen bezu¨glich der weiteren Verwendung und der zugrunde liegenden Me-
chanismen der Quantenspektralkurve noch unbeantwortet und es wert weiter erforscht zu
werden.
In dieser Dissertation analysieren wir, wie man die Quantenspektralkurve der η-de-
formierten AdS5×S5-Superstringtheorie, welche eine integrable Deformation der AdS5×
S5-Superstringtheorie mit Quantengruppensymmetrie ist, herleiten kann. Dieses Modell
kann wie eine Trigonometrisierung des AdS5 × S5-Superstrings betrachtet werden, ver-
gleichbar mit dem Verha¨ltnis zwischen den Heisenberg xxz- und xxx-Spinketten. Un-
sere Herleitung beginnt mit den Thermodynamischen-Bethe-Ansatz -Gleichungen fu¨r den
Grundzustand und behandelt die Konstruktion der beiden Quantenspektralkurven. Wir
formulieren es zuerst in ein analytisches Y -System und anschließend in ein analytisches
T -System um. Nach der Festlegung von einer passenden Eichung verwandeln wir das T -
System in ein Pµ-System, welches die Quantenspektralkurve darstellt. Dann behandeln
wir die notwendigen Einschra¨nkungen des asymptotischen Verhaltens des Systems, um
bestimmte angeregte Zusta¨nde zu beschreiben. Aus Sicht des Spektrums interpolieren
die η-deformierte Stringtheorie und ihre Quantenspektralkurve zwischen der AdS5 × S5-
Superstringtheorie und einer Superstringtheorie auf dem “mirror”AdS5×S5. Damit wird
auf eine allgemeinere Relation zwischen den spektralen und thermodynamischen Daten
der η-deformierten Superstringtheorie hingewiesen.
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Introduction
1

Chapter 1
Introduction
The ultimate goal of physics is to understand nature. A daunting task, considering the
huge amount of phenomena one needs to understand in order to reach this goal, ranging
all the way from the interactions of elementary particles on ultra-short distance scales to
colliding galaxies on ultra-long distance scales. Nevertheless physicists have succeeded in
explaining many phenomena through a framework of laws, the most prominent ones being
the frameworks of quantum field theory and general relativity. Although these frameworks
are very successful, they do contain unsolved puzzles that theoretical physicists have been
breaking their heads over for almost a century. Moreover, for some phenomena appearing
in nature these frameworks do not seem to be very natural and careful study is extremely
hard. Colour confinement in quantum chromodynamics forms an excellent example:
although captured in the framework of quantum field theory colour confinement is hard
to study theoretically, since it requires a good understanding of the theory at strong
coupling. One way to understand colour confinement better is to find a simpler model
that exhibits confinement yet is easier to study than quantum chromodynamics, such as
two- and three-dimensional abelian gauge theories or even certain coupled spin chains
of spin-1/2 particles [4]. Indeed, studying a phenomenon in relative isolation – that is,
without many of the complications presented to us by nature – can help a great deal
to discover its origins. One of the driving forces of mathematical physics is to find and
study such simple models in order to uncover the underlying mechanisms of nature. A
particularly important role is reserved for models which are not only easy to describe,
but also to a certain extent easy to solve. These so-called tractable models often exhibit
beautiful mathematical structures as well, and it is often the presence of these structures
that causes the high degree of solvability.
Some of these structures are known as integrable structures and can be found in
various branches of physics: the oldest instances come from classical mechanics under
the name of Liouville integrability. Many of the newer incarnations, in particular in
quantum physics, are inspired by the seminal work of Hans Bethe [5] on the quantum
mechanical spin chain known as the Heisenberg xxx spin chain [6]. They go under the
name of quantum integrability. Integrability even arises in realistic physical systems, such
as the quantum Newton cradle [7] or the Korteweg-de-Vries equation modelling shallow
water waves [8, 9]. The presence of integrability allows one to find far more precise
results than one can usually obtain using perturbative methods and in many cases it
allows one to solve the theory exactly, therefore allowing for very precise studies of ideas
and concepts arising in physics. This very attractive feature is one of the motivations to
find out when and why integrability arises in models in the first place and why it leads
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to such precise results. Understanding this better could help physicists design their toy
models and thereby ease the study of complicated ideas.
N = 4 super Yang-Mills theory. A prime exampleMaking the firstthing bold of a tractable model is the gauge
theory known as N = 4 super Yang-Mills theory in four dimensions with gauge group
SU(N) and gauge coupling gYM (or N = 4 SYM for short). Its tractability is due to
the large degree of symmetry present in the theory: not only is this theory maximally
supersymmetric, it is also conformal, thereby organising its excitations in superconformal
multiplets. Moreover, the supersymmetry of the theory “protects” certain quantities,
meaning they do not receive quantum corrections, and also forms the key ingredient in
localisation, a method that allows for the exact computation of quantities expressed in
terms of path integrals, for example certain Wilson loops of 1/8 BPS1 operators [10].
Despite this high amount of symmetry, the theory is a highly non-trivial non-abelian
gauge theory and being able to study any aspect of it with a large amount of precision
is a rare and valuable asset for theoretical physics. The theory becomes even more
manageable in what is known as the planar limit – sending N → ∞ while keeping the
combination λ = g2YMN known as the ’t Hooft coupling finite – because of the emergence
of integrability.2
N = 4 SYM is most famous for the central role it plays in the AdS/CFT corre-
spondence, a correspondence between gauge and string theory that has inspired many
theorists in the past two decades.List of physicsinspired by
AdS/CFT
It was hypothesised by Maldacena [11] based on the
holographic principle first introduced by ’t Hooft [12]. It conjectures that certain string
theories defined on an (asymptotically) anti-de-Sitter spacetime in d + 1 dimensions are
equivalent to particular conformal field theories in flat d-dimensional spacetime. The best
understood example of the correspondence features N = 4 SYM on the gauge theory side
and the ten-dimensional type IIB string theory on an AdS5×S5 background on the string
theory side. The most striking feature of this correspondence is the fact that it is a weak-
strong duality: the strongly coupled regime of N = 4 SYM – that is, for λ  1 – can
be identified with the weak tension regime of the string theory and vice versa. Because
of this it is possible to use perturbative techniques in string theory to learn more about
the usually inaccessible strong coupling regime of a gauge theory and vice versa. This is
a very exciting prospect and indeed has led to many remarkable results. However, the
correspondence itself has to be scrutinised as well, as any hypothesis should. It is at this
point that integrability – whose presence in some strongly-coupled gauge theories was
already recognised by Lipatov in [13] – can come in handy: for most cases one cannot
use the usual perturbation theory to analyse the correspondence, exactly because it is
a weak/strong duality. Therefore obtaining exact results proves to be extremely useful
to test the AdS/CFT correspondence and to investigate possible extensions. Therefore,
even though the correspondence is believed to hold for all values of N , almost all of the
evidence has been collected in the planar limit, which on the string theory side leads to
free string theory: for large N the string coupling constant gs tends to zero since it relates
to the ’t Hooft coupling λ as gs = λ/4piN .
Before we continue, let us think for a second what it means to “solve” a quantum field
theory: for a generic QFT, that requires one to find the entire spectrum of elementary
excitations and the n-point correlation functions relating them. These excitations can in
1The abbreviation stands for Bogomol’nyi-Prasad-Sommerfield.
2It is called planar because only the Feynman diagrams that one can draw on a genus-zero surface contribute
in this limit to the perturbative series of correlation functions.
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principle be any gauge-invariant function of the fields, be it local operators built from
fields evaluated at one point in spacetime or non-local operators such as Wilson loops. For
a theory with conformal symmetry such asN = 4 SYM the problem of n-point correlation
function of local operators is simplified a lot since all these functions can be constructed
out of the two- and three-point correlators. Moreover, in a convenient basis for the two-
point correlators the basis elements are specified by just one coupling-dependent function,
the scaling dimension, and one can find this basis and these functions by diagonalising
the dilatation operator. For every triple of basis elements one extra function specifies
the associated three-point correlator, and together with the scaling dimensions these
parametrise all the correlation functions of local operators.
Spectral problem. It is in the search for scaling dimensions – usually dubbed the
spectral problem – that the presence of integrability proved to be of vital importance:
the gauge-invariant single-trace operators built up from a fixed amount L of only two
of the scalars have a very simple structure, being a trace over products of these scalars.
One finds that these operators form a closed subspace under the action of the dilatation
operator, implying we can represent it as a finite-dimensional matrix. As long as L is
not too large it is possible to find scaling dimensions by direct diagonalisation of this
matrix, but these results would not be very insightful as they would not reveal any of
the underlying structure. An alternative was presented by Minahan and Zarembo in
[14], using the fact that these operators can be approached from a different, well-studied
direction: representing the scalars by “spin up” and “spin down” respectively every
operator can be interpreted as a state of a periodic spin chain of spin-1/2 particles of
length L, where the periodicity follows from the trace. The dilatation operator in this
picture becomes a spin chain hamiltonian, which in itself is not yet remarkable. However,
Minahan and Zarembo found that at one loop this is not just any hamiltonian, it is the
Heisenberg xxx spin chain. This means that at one loop the problem of finding scaling
dimensions for operators of different length is integrable and can be unified by the Bethe
ansatz, implying one can write down a simple set of equations depending parametrically
on L known as Bethe equations to describe the scaling dimensions.
It was soon found this result can be extended to the entire theory at one loop [15] and
for the su(2) subsector discussed above also to higher loops [16, 17], where the interaction
becomes more and more long-range. Assuming that integrability should be present at
all loop orders one can in fact uniquely determine the Bethe equations of the all-loop
dilatation operator of N = 4 SYM up to a single phase factor by bootstrapping the spin-
chain S matrix [18, 19, 20]. A problem of this approach is that the interactions of these
integrable spin chain hamiltonians become more and more long-range as the loop order
increases, such that at a certain point the interaction length exceeds the spin chain length
and wraps all the way around the spin chain. At this point the found Bethe equations
no longer yield the correct result for the scaling dimensions and one has to correct for
the wrapping of the interactions. Nevertheless, for operators of sufficient length L these
Bethe equations do in fact correctly yield scaling dimensions up to a loop order that is
unachievable by normal perturbative methods. The main inspiration to deal with these
wrapping corrections come from the other side of the AdS/CFT correspondence, the
string theory on AdS5 × S5.
String theory. The most commonly used formulation of the type IIB string theory on
AdS5 × S5 is in the Green-Schwarz formalism, which allows one to actually write down
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the action of the model in a compact form [21]. In contrast, the presence of a self-dual
Ramond-Ramond five-form flux makes it unclear how to follow the usual approach of
Neveu-Schwarz-Ramond to construct the action. In the Green-Schwarz formalism, the
string is described as a non-linear sigma model with the quotient group
PSU(2, 2|4)
SO(4, 1)× SO(5)
as its target space. Already at this stage it was noticed that there is something special
about this string theory: as defined by the Green-Schwarz action it is classically inte-
grable, allowing for a description of the equations of motion in terms of a Lax connection
[22].
After fixing the light-cone gauge to remove unphysical degrees of freedom (see [23, 24])
and obtaining the world-sheet hamiltonian one can ask how to quantise this integrable
field theory. Due to the complicated form of the hamiltonian one cannot hope to quantise
it directly and resorting to a different approach is more fruitful: motivated by the presence
of integrability on the gauge theory side of the AdS/CFT correspondence one can try
to fix the S matrix of the two-dimensional conformal field theory on the world sheet
assuming quantum integrability, quite similar to the approach followed for N = 4 SYM.
The abundance of symmetry present again constrains the S matrix – which up to a change
of basis is the same as the S matrix found on the gauge theory side – up to an overall
phase factor called the dressing phase [25, 26]. An important thing to take into account
here is that the string world sheet is a cylinder and therefore there is formally no notion
of asymptotic states, precluding the normal use of S-matrix theory. However, by taking
the circumference of the cylinder to be very large we can still proceed, and using the S
matrix we can construct multi-particle states and derive equations that look very much
like Bethe equations to describe their energy spectrum [27]. These equations still contain
one missing element, the dressing phase. Fortunately, since we are now in the context of
quantum field theory (as opposed to the quantum-mechanical setting of the spin chain)
it is clearer how one can find the dressing phase: requiring the S matrix to be unitary
and obey a non-relativistic version of crossing symmetry3 leads to a set of functional
equations that the dressing phase should satisfy [28]. Although these equations have
many solutions, the solution presented in [29] can be argued to be the correct one, by
requiring a set of physically motivated constraints.4 In particular it was shown to agree
with gauge theory computations up to four loops [31, 32].
So far, attacking the spectral problem from the string theory side has only brought us
a way to find the dressing phase. The problem how to deal with wrapping interactions
remains and in fact finds its way into the string description: the quantum corrections to
the string energy, which are the observables dual to the scaling dimensions, come in the
form of virtual particles that travel all around the circle. The way to treat these virtual
particles for relativistic integrable field theories has been known for a long time under
the name of thermodynamic Bethe ansatz.
Thermodynamic Bethe ansatz. The name of the thermodynamic Bethe ansatz (TBA)
method suggests it is meant to obtain information about the thermodynamics of physical
3In the light-cone gauge the AdS5× S5 string theory is not relativistic, hence we cannot expect to impose the
usual form of crossing symmetry.
4For a review on this subject, see [30].
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systems. Indeed, the original application of the TBA method by Yang and Yang to
find the free energy of the Lieb-Liniger gas had exactly this purpose [33] and has since
been applied to many models, such as the Hubbard model [34, 35] and by the author
to Inozemtsev’s elliptic spin chain [3]. How, then, did this method find its way into the
solution to the spectral problem of AdS5 × S5? The answer lies in an idea first proposed
by Zamolodchikov [36] that is based on the fact that one can compute the partition
function of a QFT by Wick rotating it to depend on an imaginary-time coordinate and
subsequently compactifying this new time direction on a circle with circumference 1/T .
For our two-dimensional QFT this changes the spacetime to a torus on which one can
consider “time” evolution along either of the circles. By Wick rotating further we obtain a
model, dubbed the mirror model by Arutyunov and Frolov in [37], where the roles of space
and time have been formally interchanged. Following this through shows that to find the
ground-state energy of the original model in a finite volume we can equivalently compute
the free energy of the mirror model at finite temperature but in infinite volume, such
that wrapping corrections can be neglected. If in addition the mirror model is integrable,
we can apply the ideas in the previous section to find its S matrix and compute its free
energy using the TBA method, thereby finding the ground-state energy of the original
model.
The approach explained above can indeed be applied to the spectral problem of AdS5×
S5: the mirror model was found in [37] and a further derivation of the TBA equations
followed soon [38, 39, 40, 41]. These equations allowed for the computation of the ground-
state energy, which in fact equals zero, but more importantly allowed for the analysis of
excited states through analytic continuation [42, 43]. Indeed, many case studies were
done [44, 45, 46, 41, 47, 48] based on the excited-state TBA equations derived in [46, 41].
Beyond the TBA. For many systems the TBA equations provide the simplest form of
the spectral problem. Although it is fairly straightforward to write the equations in the
form of a Y system [39, 49, 40], a system of functional difference equations, these do not
provide a true simplification: the Y -system equations have many solutions and selecting
the correct solution can be very difficult. In the particular case of the interacting non-
abelian gauge theory that is N = 4 SYM it seems like a lot to ask for an even simpler
form than the TBA. In some integrable field theories, however, a simplification is possible
in the form of Destri-de Vega (DdV) equations, which are a finite set of integral equations
[50, 51]. Furthermore, the TBA equations are difficult to treat analytically. With the
TBA it is possible to compute one of the simplest excitations known as the Konishi
operator up to five loops [52] in normal perturbative quantum field theory, the same loop
order as was achieved for the TBA [53, 44, 45].
It is therefore not surprising that the search for a simpler formulation of the spectral
problem did not stop at this stage: the presence of integrability and the analytic results
at the first few loop orders do give hope that it is possible to find analytic expressions for
the scaling dimensions also at higher loops and the TBA equations and the associated Y
system are an excellent starting point for this investigation.
In [54] the first steps towards further simplification were taken, proposing a general
solution to the Y system in terms of Wronskian determinants, reducing the number of
independent functions, called Q functions, to only seven. The connection to the analyt-
icity requirements coming from the TBA equations is not clear from this construction,
but was salvaged: a minimal set of analytic data was found that singles out the solution
of the Y system that corresponds to the solution of the ground-state TBA equations
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[55, 56]. This data together with the Y system equations form the analytic Y -system.
Although equivalence with the TBA equations is only established for the ground state,
its generalisation to excited states seems less troublesome than for its TBA predecessor,
as one only needs to allow for extra poles and zeroes in the solutions of the analytic Y
system, without changing the Y -system equations themselves. In contrast, although the
contour deformation trick [46] does allow for a similar generalisation, the TBA equations
for excited states are different from the ground-state TBA-equations. Finding solutions
to the Y system in practice is not particularly easy though. A further simplification can
be formulated based on the fact that the Y system can be viewed as a gauge-invariant
form of the Hirota equation
Ta,s(u+ i/2)Ta,s(u− i/2) = Ta+1,s(u)Ta−1,s(u) + Ta,s+1(u)Ta,s−1(u), (1.0.1)
where the labels a, s live on what is known as the T hook (see fig. 5.1) and the T functions
are building blocks that one decomposes the Y functions into. The extra analyticity data
takes a simple form in terms of the T functions and together with the Hirota equation
it forms the analytic T system. This allows for the reduction of the infinite Y system to
a finite set of integral equations called FiNLIE [57] (see also [58]), which allow for the
computation of scaling dimensions of up to eight loops. However, starting from the fact
that the T functions can be decomposed into Q functions as follows from the Wronskian
solution of the Y system a further (and most likely final) major simplification of the
spectral problem is possible: transferring the analytic properties of the T functions from
the FiNLIE to the language of the Wronskian determinants and its Q functions simplifies
them once again and the resulting system of equations takes a very simple and symmetric
form known as the Quantum Spectral Curve (QSC) [59, 60]. The FiNLIE equations still
are non-linear integral equations, making analytical study difficult, the QSC equations
on the other hand are functional equations relating different evaluations of its constituent
functions on different sheets of the Riemann surface on which they are defined. Although
solving equations of this type can generically also be very difficult, it is possible for the
AdS/CFT spectral problem, since the solutions one needs to describe scaling dimensions
have such nice properties. More precisely, one can solve these equations analytically for
any state using the same universal perturbative algorithm [61], and for “simple” states one
can find their scaling dimension up to 14 loops, a stunning result! An important reason
for this unification is the fact that the way that the quantum numbers of a state under
consideration are encoded in the QSC is very simple: all six quantum numbers appear on
equal footing in the asymptotics of the basic functions as one sends the spectral parameter
to infinity. This is in contrast with for example the TBA, where the scaling dimension
follows after solving the integral equations for a set of Y functions and the other five
quantum numbers change the form of the equations explicitly.
Possibly more interesting even is the fact that the QSC is supposed to be valid for
any value of the coupling and could potentially lead to exact results for all-loop scaling
dimensions! Until now only a numerical algorithm is known [62] which computes scaling
dimensions at least up to ’t Hooft coupling around 1000 with tens of digits of precision.
Using data extracted from this algorithm investigations into an analytic strong coupling
solution of the QSC has been initiated [63].
The QSC has led to many interesting results: not only did it allow for the analysis
of arbitrary states such as twist operators [64], it turned out to be a starting point for
the study of different observables in N = 4 SYM, such as the BFKL pomeron [65], the
cusped Wilson line [66] and the quark-anti-quark potential [67]. This is remarkable, as
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these observables are outside of the scope of the original spectral problem.
Its wide applicability suggests a deeper level to the QSC that is yet to be understood.
hmm..One might also wonder whether the occurrence of such a drastic simplification to the
spectral problem is unique to the AdS5×S5 case. By now in fact there are a couple theories
for which a QSC has been constructed, perhaps the most physical model of which is the
Hubbard model [68]. More recently, the QSC for another AdS/CFT pair was constructed,
namely for the type IIA string theory on AdS4× CP3, whose integrability was established
long ago in [69], and its AdS/CFT dual planar N = 6 superconformal Chern-Simons
theory known as ABJM theory [70]. This QSC resembles the AdS5 × S5 case in many
ways, most noticably in the analytic structure of its constituent functions. The presence of
OSp(4|6) symmetry compared to the PSU(2, 2|4) symmetry in the AdS5×S5 case at first
glance changes the algebraic structure of the QSC significantly. Closer inspection shows,
however, that after the proper identification of functions the algebraic structure can be
made to match exactly, whereas their analytic properties seem to have been swapped
compared to the AdS5 × S5 case.
Deformations. The fact that the spectral problem for AdS5× S5 could be simplified to
the QSC is such a great achievement, that one can also rightly ask how unique the QSC’s
existence is. A way to find out is is to look at deformations, alterations of the original
theory continuously parametrised by a parameter such that one can see exactly what
changes when the deformation is turned on. Since the QSC is a solution to the spectral
problem on both sides of the AdS/CFT correspondence we can look for deformations on
both the string and the gauge theory sides. Many such deformations have been found
and the literature on this topic is rich, but unfortunately so too is the list of names given
to them. Many deformations are reviewed in the reviews [71, 72].
Hopf-twisted deformations. On the gauge theory side perhaps the most natural
thing to look for are exactly marginal deformations of the lagrangian, since after all
the N = 4 theory is conformal. The existence of N = 1 marginal deformations was
proven in [73] and a particular three-dimensional family of deformations, known as Leigh-
Strassler deformations, was proposed, which under a suitable condition containing the
gauge coupling in fact form exactly marginal deformations. However, for the study of
the QSC it seems to be necessary to restrict our attention to integrable deformations,
since the construction of the QSC – and more generally the simplification of the spectral
problem – makes very heavy use of the integrability machinery. Careful investigations
have been done whether any of the members of the family discussed above preserves
integrability, see for example [74]. All the integrable deformations in the Leigh-Strassler
family can be related to a one-parameter subfamily known as the real-β deformation when
using the notion of Hopf twisting: these change the R matrix underlying the deformation
by applying certain quantum Hopf algebra transformations corresponding to a quantum
deformation of the SU(3)-R symmetry. In [75] it was found that the real-β deformation
itself can be incorporated in this framework, rendering all the integrable deformations in
the Leigh-Strassler family to be a Hopf-twisted version of N = 4 SYM.
TsT-based deformations. The existence of the AdS/CFT correspondence immedi-
ately induces two questions about the CFT deformations: is there a gravity dual for the
found integrable deformations and – more generally – how can we describe deformations
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in the language of string theory? The nice framework of non-linear sigma models has
helped a lot in the consideration of this question, as we will see in chapter 2. Historically,
however, other methods seemed more natural to consider. Indeed, it was recognised
in [76] that one could deform the background of the string theory by a so-called TsT
transformation, a combination of a T -duality transformation of one of the angle variables
followed by a shift along one of the isometry directions and a subsequent T -duality on the
first angle variable. This deformation generates a one-parameter family of theories and
the case considered in [76] is in fact the gravity dual of the real-β deformation and now
goes by the name Lunin-Maldacena background. Subsequent TsT transformations are
possible as well and for example give rise to the γ deformation [77]. Importantly, it turns
out that TsT transformations preserve integrability [78], although in general they break
at least some of the supersymmetry. As was discovered recently, they are in fact special
(namely abelian) cases of a larger class of deformations called Yang-Baxter deformations
[79].
Yang-Baxter deformations. These deformations are obtained by deforming the un-
derlying Poisson structure of the Lax formulation of the model [80, 81, 82]. The input for
these deformations are anti-symmetric solutions (or r matrices) of the modified classical
Yang-Baxter equation, thereby allowing for a classification of these integrable deforma-
tions through classification of the solutions to this equation. Indeed, many models of this
type were constructed [83, 84, 85, 86, 87] and previously known deformations such as the
real-β deformation can be reformulated as a Yang-Baxter deformation [88], thereby uni-
fying a large class of deformations. Finding or even proving the existence of a dual gauge
theory is very interesting from the perspective of the AdS/CFT correspondence and can
in some cases actually be done. As shown in [89, 90, 91] a large class of Yang-Baxter
deformations is dual to various noncommutative versions of supersymmetric Yang-Mills
theory, where the noncommutativity is governed by the same r matrix that plays a role
in the deformation of the sigma model. Whether the spectral problem of these theories is
tractable in any sense, however, is unclear. If possible at all, it seems that the approach
taken for the undeformed case should be the most fruitful one.
Quantum group deformations. A very important example where this turns out to
be possible is the real-q deformation of the AdS5 × S5 superstring (commonly called the
η deformation) [92, 93], which follows and builds upon earlier work on deforming the
principal chiral model [80, 81]. This particular deformation breaks all the supersymme-
try and all the non-abelian isometries, but seems tractable still due to its integrability.
Indeed, although far from trivial it was shown in [94] that there exists an S matrix that
matches the tree-level bosonic S matrix in the large tension limit. This S matrix was
already constructed in [95] by considering the quantum group deformation Uq (psu(2|2))
of the algebra psu(2|2) which underlies the S matrix in the original AdS5 × S5 theory.
This quantum group deformation comes with a complex parameter q, but usually only
the cases for real q or q a root of unity are considered. The appearance of Uq (psu(2|2))⊗2
as the symmetry group for the S matrix of the quantised theory is no surprise, as it was
shown in [82] that the classical lagrangian has Uq (psu(2, 2|4)) symmetry, thereby also
closely following the construction of the S matrix of the original AdS5 × S5 superstring.
Moreover, the appearance of quantum groups in integrability is ubiquitous, with the role
it plays for the Heisenberg xxz spin chain as the most famous example. As we will see,
the η-deformed theory plays a role very similar to the one played by the xxz spin chain.
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Figure 1.1: An overview of the topics in this thesis: starting from the AdS/CFT correspondence
we consider the η deformation of the AdS5 × S5 superstring and the steps necessary to arrive at
the quantum spectral curve. The thick violet part of the diagram will be considered in Part II
of this thesis and constitutes our contribution to the subject.
With an S matrix at hand one can of course also consider the spectral problem of
the deformed theory, as was done in [96] by deriving the TBA equations, setting up
the possiblity to find a QSC for this deformed model. It is precisely this quest we are
rapporting on in this thesis. Let us finally mention that the S matrix with Uq (psu(2|2))⊗2
symmetry with q a root of unity can also be matched to a classical string theory, the
Pohlmeyer reduced AdS5 × S5 superstring. This theory is a fermionic extension of a
gauged Wess-Zumino-Witten model with level k (see [97, 98, 99] and the review [72]).
Even though its symmetry group and S matrix are so closely related to the η-deformed
theory, as of yet this classical theory has not been incorporated in the class of Yang-
Baxter deformations. We will review the construction of the Yang-Baxter deformations
in more detail for the η-deformed case in chapter 2.
Even more deformations. Other ways to deform either the N = 4 gauge or string
theory have been considered. One large class we have not mentioned yet are the orbifold-
ings : taking a discrete subgroup of the R-symmetry group of the gauge theory one can
define a projection of the fields dependent on this subgroup. The projected fields are less
supersymmetric than their unprojected parents. For the string theory dual orbifolding
can be done on the level of the background: any discrete subgroup Γ that acts on the
AdS5×S5 background can be used to define a string theory on the quotient AdS5×S5/Γ.
See the reviews [71, 72] for more information.
Aim of this thesis and summary. In this thesis we consider the spectral problem for
the η-deformed AdS5×S5 superstring, ultimately culminating in the construction of the η-
deformed quantum spectral curve, a one-parameter deformation of the quantum spectral
curve constructed for the AdS5 × S5 superstring. An overview of the necessary steps can
be found in fig. 1.1.
In chapter 2 we consider the preliminaries necessary to undergo this quest: we first
introduce the classical AdS5 × S5 superstring and its η deformation. We discuss how to
obtain the exact S-matrix for the undeformed theory in the Hopf algebra formalism. This
allows us to introduce the quantum group deformation corresponding to the classical η
deformation. We then bootstrap the integrable S matrix with Uq (psu(2|2))⊗2 symmetry
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and discuss the matching of this S matrix to the classical theory. We see how from this
S matrix one can derive the TBA equations describing the spectrum of the deformed
string theory. In part II we discuss the construction of the QSC from the TBA equations
in detail. As our construction stays fairly close to the construction of the undeformed
QSC, we also review this construction, commenting on the similarities and differences
along the way. In this way, we aim to provide a complete overview of the construction
of the undeformed QSC as well as explain how to construct the η-deformed QSC. After
an introduction to this construction in chapter 3 we start by deriving the analytic Y -
system in chapter 4, showing how the analyticity data can be extracted from the TBA
equations to supplement the Y -system equations. In chapter 5 we then derive the an-
alytic T -system, by reparametrising the Y functions using T functions. We discuss the
construction of four T gauges carrying the analyticity data. In chapter 6 we introduce
the final reparametrisation in the form of the Pµ system, the quantum spectral curve.
We discuss how the analyticity data enters the Pµ system and how the entire QQ sys-
tem can be derived. In chapter 7 we discuss which solutions of the QSC correspond to
which states in the deformed string theory. In chapter 8 we summarise and discuss the
possibilities for future work.
A note on notions and notation. We have tried to stay close to the literature in our
choice of notation, which should allow for easy comparison. As this thesis builds on work
by many others we have had to make some choices which conventions to stick to.
The quantum-deformation parameter of the η-deformed model has been denoted in
this thesis as c (so q = e−c), contrary to the “a” used in [96], even though the deformation
has been called “η deformation”. This may seem inconsistent, but in fact it is not: η
originates from the classical deformation of the theory, but due to renormalisation there
is no reason why η and the quantum deformation parameter c should be equal. We use c
in favour of “a” to avoid notational issues in the QSC, where “a” is a common subscript.
Since different parts of the undeformed QSC construction have been performed using
different conventions, we have opted to change conventions midway through as the change
is not dramatic. We discuss this in more detail in section 4.2.3.
We have generically tried to be precise in our use of mathematical notions such as
analytic, meromorphic and regular, but to avoid writing overly convoluted we do ex-
pect some interpretation from the reader: for example, we call functions f satisfying
f(z + ω) = f(z) for some ω ∈ R real periodic to distinguish it from 2ic periodic, not
asserting anything further about the function in question. When writing deformed we
always mean η deformed, and undeformed always pertains to the AdS5 × S5 superstring.
Whenever relevant we add a sub- or superscript “und” to quantities to emphasise that
they are related to the undeformed theory. Finally, even though the η deformation of
the AdS5 × S5 superstring is not a string theory itself, we do not always emphasise this
in our discussions: for example, when writing “deformed string energy” we merely want
to discuss the quantity in the deformed model that is a deformation of the undeformed
string energy.
More things to
add here?
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Chapter 2
Background on the η-deformed
model
2.1 Introduction
The construction of the η-deformed quantum spectral curve is based on various lines of
research: it not only builds on tremendous amount of work done to find the undeformed
QSC for the canonical AdS5/CFT4 pair, but also on work on non-linear sigma models
and representation theory of quantum algebras. In this chapter we will review all the
aspects of the η-deformed model necessary to derive the QSC. Moreover, since we will
compare our derivation of the η-deformed QSC with the undeformed construction it will
be beneficial to have some of the background of the undeformed model available as well.
We first discuss the construction of the AdS5 × S5 non-linear sigma model starting from
its target space PSU(2, 2|4) and integrability. We then introduce the η deformation at the
classical level and review some of its properties. The next step on the way to the QSC is
to quantise the classical theory. This is approached in two ways: we discuss the process of
light-cone gauge fixing that allows for a perturbative quantisation of the classical action.
This gives rise to the perturbative S-matrix. We then start using integrability: we show
that integrable field theories in two dimensions have very restricted scattering processes,
which can be captured in the structure of Hopf algebras. We discuss in detail how to q
deform the Hopf algebra of the undeformed theory to end up with the centrally extended
quantum group Uq (su(2|2))c.e that forms the basis of the scattering theory for the η-
deformed model: considering the quasi-cocommutativity condition on the level of the
fundamental representation yields a set of equations that uniquely determine the exact
η-deformed S-matrix. We then argue how one can match this with the perturbative
S-matrix to fully fix its form, thereby defining the quantised η-deformed model. We
discuss various important properties such as mirror duality. The final part of this chapter
discusses the asymptotic and thermodynamic Bethe ansatz, which were used to obtain
equations describing the spectrum of both the undeformed and the η-deformed model.
We review these methods in general and give the resulting equations for both cases, as
they form the starting point for our analysis in part II.
For the sake of brevity we do not discuss all these steps in full detail, but instead refer to
the relevant literature. In particular the reviews [100, 101] contain the entire derivation of
the undeformed TBA equations and form an excellent starting point for anyone interested
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in the early history of the AdS5/CFT4 spectral problem. All the details about obtaining
the q-deformed TBA-equations can be found in [72] and references therein. A recent
introduction to the QSC can be found in [102].
2.2 Classical AdS5 × S5 superstring theory
To put our explorations on a firm foundation, we now first introduce the AdS5 × S5
superstring theory in the Green-Schwarz formalism, starting from the superconformal
algebra psu(2, 2|4).
2.2.1 psu(2, 2|4)
The algebra denoted as psu(2, 2|4) can be defined as a quotient algebra of the matrix
algebra su(2, 2|4), which can be realised as follows: consider sl(4|4) matrices written in
4× 4 blocks as
M =
(
M1 θ1
θ2 M2
)
, (2.2.1)
where the entries of the Mi are bosonic variables and those of the θi fermionic Grassmann
variables. sl(4|4) matrices have vanishing supertrace, i.e.
str(M) := tr(M1)− tr(M2) = 0. (2.2.2)
The algebra sl(2, 2|4) can be identified as the fixed-point set of the anti-linear Cartan
involution τ : sl(4|4)→ sl(4|4) defined as
τ (M) = −HM†H−1, with H =
(
H1 0
0 I4
)
and H1 =
(
I2 0
0 I2
)
, (2.2.3)
where the adjoint of M is defined as M† = (Mt)∗. By analysing eqn. (2.2.3) we find
that the allowed matrices M1,M2 span su(2, 2) and su(4) respectively, leaving a one-
parameter freedom generated by the central element iI8, which is left fixed under the
Cartan involution and has vanishing supertrace. Together this forms the bosonic subal-
gebra su(2, 2) ⊕ su(4) ⊕ u(1). We can now define psu(2, 2|4) as the quotient algebra of
su(2, 2|4) by identifying elements which differ only by a multiple of iI8, i.e. by modding
out the u(1) factor.
Apart from the obvious Z2-grading due to the presence of Grassmann variables, sl(4|4)
also has a non-trivial Z4-grading that will play an important role. This Z4 grading is
induced by the fourth-order automorphism Ω : sl(4|4)→ sl(4|4) defined by
Ω(M) = −KMstK−1, with K =
(
K 0
0 K
)
and K =

0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0
 , (2.2.4)
where the supertranspose is defined as
Mst =
(
M t1 −θt2
θt1 M
t
2
)
. (2.2.5)
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Under the action of this automorphism g = sl(4|4) decomposes into a direct sum
g = g(0) ⊕ g(1) ⊕ g(2) ⊕ g(3), (2.2.6)
where each graded subspace is defined as
g(n) = {M ∈ g |Ω(M) = inM} . (2.2.7)
For any M ∈ sl(4|4) its projection M(k) onto the subspace g(k) is then given by
M(k) = Pk(M) :=
1
4
(
M + i3kΩ(M) + i2kΩ2(M) + ikΩ3(M)
)
, (2.2.8)
where we define the projectors Pk. Importantly, the automorphism Ω can be consistently
restricted to su(2, 2|4), therefore inducing a decomposition of any matrix M ∈ su(2, 2|4).
In particular, writing now g = su(2, 2|4) we see that g(0) can be identified with the
subalgebra so(4, 1)⊕ so(5) ⊂ su(2, 2)⊕ su(4) and that the central element iI8 ∈ g(2).
2.2.2 Coset description of the Green-Schwarz superstring
These are all the elements we need to introduce the coset description of the Green-Schwarz
string: we view the string as the embedding of a two-dimensional world sheet Σ ∼= R×S1
with coordinates (τ, σ) into a target space given by the coset
PSU(2, 2|4)
SO(4, 1)× SO(5) , (2.2.9)
which models the AdS5×S5 space as the bosonic subgroup SO(2, 2)×SU(4) ⊂ PSU(2, 2|4)
is locally isomorphic to SO(4, 2)× SO(6).
Let g : Σ → G with G = SU(2, 2|4) and define the one-form current A = −g−1dg,
satisfying the zero-curvature condition
F := dA−A∧A = 0, or in components Fαβ = ∂αAβ − ∂βAα− [Aα, Aβ] = 0. (2.2.10)
The AdS5 × S5 superstring is defined by the langrangian density [21]
L = −g
2
(
γαβstr
(
A(2)α A
(2)
β
)
+ καβstr
(
A(1)α A
(3)
β
))
, (2.2.11)
where g is the dimensionless string tension, γαβ =
√−hhαβ is the Weyl-invariant tensor
constructed from the world-sheet metric hαβ and κ is a real constant to ensure reality
of L. The first term in eqn. (2.2.11) is the kinetic term, while the second is the Wess-
Zumino term. The lagrangian density is invariant under the multiplication g → gh for
some element h ∈ SO(4, 1)× SO(5). It is this phenomenon that inspired the name coset
model: indeed, it seems that the lagrangrian really depends only on an element from the
coset
SU(2, 2|4)
SO(4, 1)× SO(5) . (2.2.12)
This is actually not the whole story yet: SU(2, 2|4) also contains the central element iI8
which generates a U(1) subgroup and multiplying g by an element from this subgroup
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also leaves the lagrangian invariant, so in fact it depends only on an element from the
coset
PSU(2, 2|4)
SO(4, 1)× SO(5) , (2.2.13)
as we initially wanted. An easy way to implement the modding out of the U(1) subgroup
is to enforce tracelessness of A(2). The isometry group of the lagrangian is now given
by PSU(2, 2|4), which acts by left multiplication. The form of the lagrangian density
(2.2.11) is not the most convenient for our deforming purposes, but in order to rewrite
it we should first analyse its current form a bit better. When restricting this lagrangian
density to its bosonic variables only one recovers the usual Polyakov action for bosonic
strings on the background AdS5 × S5, providing a justification for its particular form in
eqn. (2.2.11).
Bosonic action. For later convenience we introduce the Polyakov action describing the
bosonic part of the model above. With target-space coordinates XM = {t, ρ, ζ, ψi} ∪
{φ, r, ξ, φi} for the AdS5 and the S5 spaces and target-space metric GMN it can be written
in the standard form
Sb = −g
2
∫
dσdτγαβ∂αX
M∂βX
NGMN ,
ds2AdS5 = −
(
1 + ρ2
)
dt2 +
dρ2
(1 + ρ2)
+ ρ2
(
dζ2 + cos2 ζdψ21
)
+ ρ2 sin2 ζdψ22
ds2S5 =
(
1− r2) dφ2 + dr2
(1− r2)
+ r2
(
dξ2 + cos2 ξdφ21
)
+ r2 sin2 ξdφ22, (2.2.14)
where GMN is defined by the infinitesimal line elements split into an AdS5 and a S
5 part.
Equations of motion. Varying the lagrangian with respect to g gives the equation of
motion
∂α
(
γαβA
(2)
β
κ
2
αβ
(
A
(1)
β − A(3)β
))
−
[
Aα,
(
γαβA
(2)
β
κ
2
αβ
(
A
(1)
β − A(3)β
))]
= 0. (2.2.15)
Varying the lagrangian with respect to the world-sheet metric hαβ leads to the Virasoro
constraints
str
(
A(2)α A
(2)
β
)
− 1
2
γαβγ
δρstr
(
A
(2)
δ A
(2)
ρ
)
= 0, (2.2.16)
where the left-hand side can be recognised as being the world-sheet stress-tensor. Its
vanishing reflects the reparametrisation invariance of the action.
κ symmetry. The presence of κ symmetry – a particular local fermionic symmetry –
is an essential property of the superstring theory we are considering: it is κ symmetry
that ensures that the spectrum of the theory is space-time supersymmetric and can
additionally be used to gauge away half of the fermionic degrees of freedom. The action
as defined by the lagrangian density (2.2.11) does not have κ symmetry for arbitrary
κ ∈ R, but only when κ = ±1 (see [103] or the explicit treatment in [100]). Choosing
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κ = 1 now allows us to rewrite the lagrangian density : introducing the orthogonal chiral
projectors Pαβ± =
1
2
(
γαβ ± αβ) we can write eqn. (2.2.11) as
L = −g
2
Pαβ− str (Aαd0Aβ) , (2.2.17)
where we have introduced the linear combination of projectors
d0 = P1 + 2P2 − P3. (2.2.18)
As we will see, it is in this form that the η deformation takes its most natural form.
Hamiltonian formalism. In order to understand how to derive the η deformation we
consider the AdS5 × S5 superstring in the hamiltonian formalism [93].1 We start from
the loop group Gˆ = C (S1, G) consisting of continuous maps from the circle to G. Its
cotangent bundle T ∗Gˆ comes equipped with a symplectic structure characterised by the
Poisson brackets. Let g ∈ Gˆ and X ∈ TGˆ, then the Poisson brackets are given by
{g1(σ),g2(σ′)} = 0,
{X1(σ),g2(σ′)} = C12g2(σ)δσσ′ ,
{X1(σ),X2(σ′)} = [C12,X2(σ)] δσσ′ , (2.2.19)
where C12 ∈ g⊗ g is the quadratic tensor Casimir2 for g and we use the tensorial short-
hands M1 = M(σ1)⊗ 1 and M2 = 1⊗M(σ2). The canonical fields describing our model
at this level are A and Π whose embedding into G and g take the following familiar form
(see the definition of A above eqn. (2.2.10)):
A = −g−1∂σg ∈ G, Π = −g−1Xg ∈ g, (2.2.20)
which obey the following Poisson brackets for its projected components{
A
(i)
1 (σ), A
(j)
2 (σ
′)
}
= 0,{
A
(i)
1 (σ),Π
(j)
2 (σ
′)
}
=
[
C
(i,4−i)
12 , A
(i+j)
2 (σ)
]
δσσ′ − C(i,4−i)12 δi+j,0 δ′σσ′ ,{
Π
(i)
1 (σ),Π
(j)
2 (σ
′)
}
=
[
C
(i,4−i)
12 ,Π
(i+j)
2 (σ)
]
δσσ′ , (2.2.21)
where δ′ is the derivative of the δ function and the counting of the projector components
is mod 4. In particular C
(i,j)
12 denotes projection onto g
(i) ⊗ g(j). This Poisson structure
defines the model together with a hamiltonian H (A,Π) whose explicit form we will not
need here.3 The integrability of this model follows due to the existence of a Lax pair
1The author is indebted to Gleb Arutyunov for his exposition of this topic.
2We do not need its explicit form here, see appendix A of [93] for more details.
3See section 2 of [93].
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(L,M) (see also [22]):
L(z) = A(0) +
1
4
(
z−3 + 3z
)
A(1) +
1
2
(
z−2 + z2
)
A(2) +
1
4
(
3z−1 + z3
)
A(3)
+
1
2
(
1− z4)Π(0) + 1
2
(
z−3 − z)Π(1) + 1
2
(
z−2 − z2)Π(2) + 1
2
(
z−1 − z3)Π(3)
M(z) = A(0) − 1
4
(
z−3 − 3z)A(1) − 1
2
(
z−2 − z2)A(2) − 1
4
(
3z−1 − z3)A(3)
+
1
2
(
1− z4)Π(0) − 1
2
(
z−3 + z
)
Π(1) − 1
2
(
z−2 + z2
)
Π(2) − 1
2
(
z−1 + z3
)
Π(3).
(2.2.22)
where z ∈ C is a spectral parameter. The zero-curvature condition
[∂σ − L, ∂τ −M ] = 0 (2.2.23)
of the Lax pair is equivalent to the hamiltonian equations of motion
∂τA = {A,H} , ∂τΠ = {Π, H} (2.2.24)
as specified by our Poisson structure and hamiltonian H. The Lax matrix L satisfies the
Poisson brackets
{L1(z1, σ), L2(z2, σ′)} = [R12, L1(z1, σ)] δσσ′ − [R21, L2(z2, σ′)] δσσ′ + (R12 +R21) δ′σσ′ ,
(2.2.25)
where we have defined
R12(z1, z2) = 2
3∑
j=0
zj1z
4−j
2 C
(j,4−j)
12
z41 − z42
φ−1S (z2). (2.2.26)
The function φS is known as the twist function and in this case is given by
φS(z) =
4z4
(1− z4)2 , with inverse φ
−1
S (z) =
1
4
z−4 − 1
2
+ z4, (2.2.27)
and it satisfies φS(iz) = φS(z) compatible with the Z4 grading of G. The fact that we
can write the Poisson bracket of L in the form (2.2.25) is crucial for the construction:
the Poisson brackets (2.2.21) are satisfied precisely when the Poisson brackets for L can
be written in the form (2.2.25) for some matrix R. Moreover, the flatness of the Lax pair
leads to the fact that L generates an infinite tower of conserved charges in the form of
the eigenvalues of the monodromy
T (τ |z) = P←−exp
(∫ L/2
−L/2
Lσ(τ, σ|z)dσ
)
, (2.2.28)
with P←−exp the usual path-ordered exponential.
Retrieving g and X. One particular consequence of this construction is that we can
find the fields g and X by analysing the behaviour of the Lax matrix around z = 1, which
is the pole of the twist function φS:
L(z) = A− 2(z − 1)Π +O ((z − 1)2) . (2.2.29)
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We introduce the gauge transformation
Lg(z) := (∂σg) g
−1 + gL(z)g−1 (2.2.30)
and consider the equation
Lg(1) = 0, (2.2.31)
which when written explicitly reads
gAg−1 + ∂∂σgg−1 = 0. (2.2.32)
We recognise that due to the parametrisation (2.2.20) this equation is indeed satisfied.
In addition we find that
1
2
dLg
dz
∣∣∣
z=1
= X. (2.2.33)
This observation might seem meaningless, but it will prove to be crucial as we will see in
the deformed case.
2.3 η deforming the classical AdS5 × S5 superstring theory
The model we are primarily interested in this thesis is the η deformation of the AdS5×S5
superstring theory that we have discussed until now. Although the quantisation of this
deformed model – described by S-matrix theory – was discovered first in [95] by a q
deformation of the AdS5 × S5 S matrix, we will consider the classical string theory first.
It was constructed by Delduc, Magro and Vicedo in a series of papers [82, 92, 93] inspired
by earlier work by Faddeev and Reshetikhin [104] and in particular the work by Klimcik
[80, 81] on deforming the principal chiral model. The main strength of this approach,
which can be characterised as a deformation of the Poisson structure, is that it maintains
the integrability of the model manifestly during the deformation procedure.
Lagrangian. One can bypass the entire construction from the Poisson structure and di-
rectly postulate the lagrangian density for the deformed theory and a Lax pair exhibiting
its integrability. For η ∈ [0, 1) it is given by (compare with eqn. (2.2.17))
Lη = −g
2
(
1 + η2
)
Pαβ− str
(
Aαdη ◦O−1η Aβ
)
, (2.3.1)
where
dη = P1 +
2
1− η2P2 − P3, Oη = 1− ηRg ◦ dη. (2.3.2)
The new element Rg is a special new operator responsible for the deformation. It is
defined as
Rg(M) = g
−1r
(
gMg−1
)
g, (2.3.3)
where r is an r matrix.
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r matrix. The deformation is governed by an r matrix, being a skew-symmetric non-
split solution of the modified classical Yang-Baxter equation on g, i.e. it solves
[r(M), r(N)]− r ([r(M),N] + [M, r(N)]) = [M,N] , for all M,N ∈ g. (2.3.4)
A skew-symmetric solution obeys tr(Mr(N)) = −tr(r(M)N). Such a solution has a
canonical construction [81]: consider a Cartan-Weyl basis of the complexified algebra
psl(2, 2|4) consisting of a basis {Hi}i∈I of the Cartan subalgebra and a set of root vectors
{E±α}α∈A. The operator r : g→ g defined by its action on this basis as
r (iHk) = 0, for k ∈ I
r
(
i√
2
(E+α + E−α)
)
=
1√
2
(E+α − E−α) for α ∈ A,
r
(
1√
2
(E+α − E−α)
)
= − i√
2
(E+α + E−α) for α ∈ A (2.3.5)
is skew-symmetric, solves eqn. (2.3.4) and also satisfies r3 = −r by construction.
Polyakov form. The bosonic part of the action becomes (compare with eqn. (2.2.14))
Sbη = −
1
2
(
1 + η2
1− η2 g
)∫
dσdτ
(
γαβ∂αX
M∂βX
NGηMN − αβ∂αXM∂βXNBMN
)
, (2.3.6)
which now has a deformed metric given by the infinitesimal line element
ds2(AdS5)η = −
1 + ρ2
1− κ2ρ2dt
2 +
dρ2
(1 + ρ2)(1− κ2ρ2)
+
ρ2
1 + κ2ρ4 sin2 ζ
(
dζ2 + cos2 ζdpsi21
)
+ ρ2 sin2 ζdψ22,
ds2(S5)η =
1− r2
1 + κ2ρ2
dφ2 +
dr2
(1− r2)(1 + κ2r2)
+
r2
1 + κ2r4 sin2 ξ
(
dξ2 + cos2 ξdφ21
)
+ r2 sin2 ξdφ22, (2.3.7)
with κ = 2η
1−η2 as well as a non-trivial B field [94]
B(AdS5)η = +
κ
2
(
ρ4 sin(2ζ)
1 + κ2ρ4 sin2 ζ
dψ1 ∧ dζ + 2ρ
1− κ2ρ2dt ∧ dρ
)
,
B(S5)η = −
κ
2
(
r4 sin(2ξ)
1 + κ2r4 sin2 ξ
dφ1 ∧ dξ + 2r
1 + κ2r2
dt ∧ dr
)
. (2.3.8)
The geometric interpretation of the deformation on the target space is that of squashing,
breaking the isometry algebra down to U(1)3×U(1)3, consistent with the breaking of all
the isometries in psu(2, 2|4) except for the Cartan generators. Note that as η → 0 one
recovers the AdS5 × S5 action (2.2.14).
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Symmetries. This lagrangian has the following symmetries:
• It has psuq(2, 2|4) := Uq (psu(2, 2|4)) symmetry with q ∈ R. Note however that
the realisation of this symmetry is far from obvious: in the undeformed case the
target space manifestly carried the psu(2, 2|4) symmetry as its isometry group. The
q-deformed symmetry in the present case has a more complicated realisation and is
in some sense “hidden”: from the Lax formalism it is possible to derive the Poisson
algebra of charges, which turns out to be (isomorphic to) psuq(2, 2|4).4
• It contains a fermionic gauge invariance that reduces to the standard κ symmetry
as η → 0.
• It has conformal symmetry.
• It is integrable by construction.
2.3.1 Construction from the Poisson structure.
Now let us find out how to construct the η deformation from the undeformed sigma
model: as anticipated we consider the undeformed model in the hamiltonian formalism
as discussed in section 2.2.2. The dynamics of this integrable model is completely defined
in terms of the Lax matrix L, the fields A and Π and their Poisson brackets: they give
rise to the conserved charges and the equations of motion in terms of A and Π. To find
the embedding of this model in the group G we solve the equations (2.2.31) and (2.2.33)
to find the dependence of g and X on A and Π. The crucial observation is that the
integrability of this model can be formulated solely on the level of A and Π; that is, the
actual form of the Poisson bracket in terms of the group and algebra elements g and X
is not important here.
Therefore, the idea of the deformation as introduced in [93] is to introduce a new Poisson
bracket { , } such that the form of the Lax matrix, its Poisson relation (2.2.25) and its
zero-curvature condition (2.2.23) in terms of A and Π are kept fixed. Whether such a
deformation exists is not immediately clear, since the deformed bracket should still be a
Poisson bracket and together with some deformed hamiltonian yield the correct equations
of motion, which might in practice be too stringent of a constraint.
To deform the bracket we deform the twist function φS into φ. Non-degeneracy of the R
matrix on g requires φ to satisfy still φ(iz) = φ(z), and further well-definedness of the
Poisson brackets restricts the possible deformation even further, such that we ultimately
consider the new twist function
φ−1 (z) = φ
−1
S (z) + 
2, (2.3.9)
which can be inverted to give
φ(z) =
4z4∏3
k=0 (z − ikeiϑ) (z − i−ke−iϑ)
, (2.3.10)
4The fact that the q-deformed symmetry is not realised as an isometry group means that it remains an open
question whether it is possible to construct a point particle model with this symmetry, as the point particle limit
of the η-deformed model destroys this symmetry, in contrast with the undeformed case.
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where  = sin 2ϑ. It is immediate that as → 0 we obtain the undeformed twist function
φS. Also note that due to this deformation the double pole at z = 1 has been split into
two single poles at z = e±iϑ.
To see the effect of this deformation we first look at the Poisson relation (2.2.25): since
we do not want to change the Lax matrix or the form of this equation the deformation
introduces a deformation of the bracket on the left-hand side. This kind of deformation
was pioneered by Faddeev and Reshithikin in an effort to find a better description of
certain models in order to quantise them [104]. To see the effect of the deformation in
our model, we should trace it back to the level of the original variables g and X. In
the undeformed case we had a clear recipe (see 2.2.2) to find these variables from an
expansion of the Lax matrix, which however changed due to the deformation. So we
should search for a generalisation of this recipe.
The generalisation found by Delduc, Magro and Vicedo considers the complexified group
GC whose Iwasawa decomposition reads
GC = G⊕K ⊕N, (2.3.11)
where the first subgroup can be identified with G itself, K is the non-compact Cartan
subgroup and N is the nilpotent piece. The Cartan involution τ that selects the real
algebra G out of GC by τ (G) = G has τ (K) = −K for all K ∈ K. Let us now consider
the first equation (2.2.31): in the undeformed case we required the Lax matrix to vanish
at z = 1 which was a pole of the twist functions, but this is no longer a pole in the
deformed case. We can instead consider the Lax matrix at the poles e±iϑ of the deformed
twist function. Asking the Lax matrix to vanish there is too much to ask though, as the
Lax matrix takes non-real values away from the real axis, such that Lg
(
e±iϑ
)
can never
vanish. However, we can instead require that
Lg
(
eiϑ
) ∈ K ⊕N, (2.3.12)
which is compatible with the action of the Cartan involution τ :
Lg
(
e−iϑ
)
= τ
(
Lg
(
eiϑ
)) ∈ K ⊕N. (2.3.13)
This can truly be regarded as a generalisation of the undeformed case since 0 ∈ K ⊗N .
Before solving this equation let us first consider how to deform the defining equation for
X (2.2.33): for non-zero  we directly define X as
X =
i
2γ()
(
Lg
(
eiϑ
)− Lg (e−iϑ)) , (2.3.14)
where the parameter γ is -dependent and can be fixed by demanding A and Π to satisfy
the deformed Poisson bracket whereas g and X satisfy the original canonical Poisson
brackets. Its explicit form is
γ() = −
√
1− 2, (2.3.15)
which implies that the  → 0 limit of eqn. (2.3.14) is indeed eqn. (2.2.33) as required.
This limit also shows that eqn. (2.3.14) can be regarded as a “finite-difference derivative”.
The final thing we need to do is find the explicit form of the action. In order to do this
we use that for every X ∈ g there is a unique b in the Lie algebra of K ⊕N such that
X =
i
2
(b− τ (b)) . (2.3.16)
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As it turns out, the action of r as defined in (2.3.5) can be written compactly as
r (X) = r
(
i
2
(b− τ (b))
)
=
1
2
(b + τ (b)) . (2.3.17)
Applying this to eqn. (2.3.14) we can derive two equations to relate A and Π to g and
X:
Lg
(
e±iϑ
)
= −g−1∂σg + γ()g (r ∓ i) Xg−1, (2.3.18)
where the left-hand side has a definite dependence on A and Π. Replacing A and Π
by their expressions in terms of g and X in the hamiltonian gives us the deformed
hamiltonian. The deformed lagrangian (2.3.1) can now be found by performing the inverse
Legendre transform going from the deformed hamiltonian back to the langrangian picture
and integrating out the dependence of X.
2.3.2 Interesting properties
Curvature singularity. In the coordinates introduced above one sees that for ρ = 1/κ
the metric has a singularity that is in fact a curvature singularity as the Ricci scalar has
a pole there [105]. This restricts the radial AdS-coordinate 0 ≤ ρ < 1/κ. Its origin lies in
the non-invertibility of the operator Oη, which is necessary to write the lagrangian, but
its implications are unclear. In the hamiltonian formalism there is no need for inverting
Oη, so it seems naively that one does not see the singularity there, thereby posing a
puzzling problem that is yet to be resolved.
Maximal deformation limit. The η-deformed theory constitutes a one-parameter fam-
ily, deforming the AdS5 × S5 superstring theory more and more as η increases from
zero to one. The point η = 1 cannot be accessed directly from the langrangian as it
is singular in that point. The limit to η = 1 is known as the maximal deformation
limit and has been studied from the hamiltonian [106, 92] as well as the lagrangian
[107, 108] perspective, but remains somewhat mysterious. The hamiltonian analysis sug-
gests that the maximal deformation limit corresponds to an undeformed sigma model on
PSU(4, 4)∗/(SO(4, 1)×SO(5)), which has a bosonic sector that corresponds to dS5×H5.5
The lagrangian approaches lead to a geometry which is doubly T -dual to dS5×H5. The
geometry obtained in [108] can formally be embedded into type IIB supergravity, but its
RR five-form is imaginary. The theory obtained in [107] by taking a rescaled limit of the
bosonic metric is real on the world sheet and has another important role: once light-cone
gauge-fixed, this sigma model is the mirror model of the AdS5×S5 superstring, the model
that was central to the solution of the spectral problem for the AdS5×S5 superstring. In
particular, one can complete this background to a full solution of type IIB supergravity.
This is in sharp constrast with another possible approach: taking the original action
(2.3.6) one can consider the maximal deformation limit directly on the RR five-form. It
was shown in [109] that this does not yield a solution of type IIB supergravity as we will
discuss in more detail in the next paragraph. At present this discrepancy remains to be
understood.
Let us mention that the fact that the η-deformed theory seems to interpolate between
the AdS5×S5 superstring and its mirror model is very interesting. We will return to this
5For a Poisson Lie group G, G∗ is its (Poisson) dual.
23
point once we have a better understanding of the η-deformed S-matrix, as the notion of
mirror duality will shed more light on this issue.
Type IIB supergravity. In the low-energy limit the AdS5 × S5 superstring theory is
described by a type IIB supergravity theory providing a convenient framework for com-
putations. A natural question is what happens to the low-energy limit if we turn on the
η deformation and its answer proves to be puzzling: the η-deformed background does
not solve the supergravity equations of motion [109], despite the presence of κ symme-
try. This implies that the quantised model is not Weyl invariant, i.e. does not have
conformal symmetry at the quantum level. The presence of κ symmetry in general only
implies that the background is a solution to a set of generalised supergravity equations
[110, 111], which do not directly imply Weyl invariance. This breakdown is worth inves-
tigating: the η deformation was introduced such as to manifestly maintain integrability
and is from that perspective a “mild” deformation. Indeed, we will see that its spectral
problem is as solvable as the undeformed AdS5 × S5 string theory. Nevertheless, the
deformed model seems considerably less physical, showing that a mathematically natural
deformation does not always provide a physically natural model. We will return to the
question of conformality after constructing the η-deformed S-matrix. It is noteworthy
that although the η-deformed theory has a conformal anomaly, it is (classically) T dual
to a conformal (non-unitary) type IIB* string model that can be consistently embedded
into supergravity [112].
2.3.3 Related work
The construction of the η deformation of the AdS5 × S5 string theory has sparked a
widespread interest, which has led to explorations of many possible extensions and gen-
eralisations of the η-deformed theory. For example, many classical solutions have been
found, see for example [113, 114, 115, 116, 117, 118]. Also, the η deformations for theo-
ries on the lower-dimensional AdS-spaces have been found, in particular on AdS2×S2 and
AdS3×S3 [119], which also establishes a connection between the η-deformed AdS5 × S5
theory and its root-of-unity cousin known as the λ-deformed model: this model is a
fermionic extension of a gauged Wess-Zumino-Witten model with constant level k and
was shown to have psuq(2, 2|4) symmetry with q = eipi/k a root of unity [120, 97, 121].
As discussed in the introduction the natural construction of the η deformation as dis-
cussed in this section proved a great starting point for constructing many integrable
deformations of the AdS5×S5 string theory: solutions of the classical Yang-Baxter equa-
tion – from our perspective a generalisation of the mYBE (2.3.4) – generate new models
and studying these models has led to some interesting models [85, 90, 86, 87, 79, 91]: for
a particular class of these models it proved possible to construct a non-commutative dual
gauge theory, where the non-commutativity is governed by a deformed Moyal product
containing the r matrix on which the deformation is based [90].
2.4 The world-sheet quantum field theory
Having gathered all the relevant information from the classical theory we are ready to
consider the quantum version of these models. Even though both the undeformed and
deformed models are integrable and have a lot of symmetry it is impossible to consider
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quantisation directly. In order to quantise we first have to get rid of the spurious degrees
of freedom by gauge fixing.
2.4.1 Light-cone gauge
The presence of reparametrisation as well as κ symmetry implies that not all the degrees
of freedom of the classical string theory are physical. This is an obstruction for the
quantisation of this theory and should therefore be removed, which can be done by
choosing a particular gauge known as the light-cone gauge [23, 24]. We treat both the
undeformed and deformed cases simultaneously here.
The first step is to move the hamiltonian formalism: introducing conjugate momenta in
the first-order formalism
pM =
δSb
δ∂τXM
(2.4.1)
we can rewrite the (bosonic)6 action in the form
Sb =
∫
dσdτ
(
pM∂τX
M +
γτσ
γττ
C1 +
1
2gγττ
C2
)
, (2.4.2)
where the Ci are the Virasoro constraints, so we see that γ
αβ acts as a Lagrange multiplier.
The next step is to consider new coordinates built up from two of the coordinates along
two commuting isometries. Concretely, we consider the time t in the AdS5 space and the
angle φ in the compact S5 space. Introducing the light-cone coordinates
x+ = (1− a)t+ aφ, x− = φ− t, (2.4.3)
depending on a real parameter a ∈ [0, 1], we find that the conjugate momentum read
p+ = pt + pφ, p− = −apt + (1− a)pφ. (2.4.4)
The uniform light-cone gauge can now be imposed by demanding
x+ = τ + amσ, p− = 1, (2.4.5)
where m ∈ N signals how often φ winds around the circle. The uniformity of this gauge
comes from the fact that p− does not depend on σ, causing light-cone momentum to be
uniformly distributed. In this gauge, after the Virasoro constraints have been satisfied
the bosonic action can be written as
Sb =
∫
dσdτ
(
pµ∂τX
µ −Hb) , Hb = −p+ (Xµ, pµ) , (2.4.6)
where µ labels only the directions transverse to the light-cone directions. Solving the first
Virasoro constraint C1 = pM∂σX
M = 0 we find an expression for the derivative ∂σx
−,
but to obtain a consistent closed-string theory we need to additionally impose that∫ L/2
−L/2
dσ∂σx
− = 2pim, (2.4.7)
6For a clearer exposition we omit the fermions. The interested reader is referred to [100] for a full derivation
for the undeformed theory.
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which is known as the level-matching condition. For most purposes it is convenient to
restrict ourselves to the case m = 0, which we will do from now on.
By solving the second Virasoro constraint C2 = 0 one finds an explicit expression for the
light-cone hamiltonian. It is furthermore important to note that the light-cone directions
are isometry directions and as such give rise to conserved quantities. Indeed, we find the
string energy E and the angular momentum J along φ as
E =
∫ L/2
−L/2
dσpt, J =
∫ L/2
−L/2
dσpφ, (2.4.8)
which in light-cone coordinates get recombined into
− P+ =
∫ L/2
−L/2
dσHb = E − J, P− =
∫ L/2
−L/2
dσp− = aE − (a− 1)J = L, (2.4.9)
where for the last equality we used our particular gauge choice (2.4.5). In the first equation
we see how the string energy is related to the eigenvalues of the hamiltonian Hb, giving
us a first clue how to solve the spectral problem of our string theories: all we need to
do is find the spectrum of the two-dimensional quantum field theory on the closed-string
world sheet defined by the hamiltonian Hb. The presence of highly non-linear interactions
should at first instance raise doubts to whether it is possible to find the spectrum at all.
The simplest choice for the gauge parameter a seems to be the temporal gauge a = 0: in
this case the hamiltonian depends on J only and its spectrum directly gives the world-
sheet energy [100]. Also, L = J , so the light-cone theory is defined on a cylinder with
circumference J . We follow the literature in our choice of a and set it to zero from now
on.
To make it easier to approach the spectrum, the next step is to consider the limit P− →∞
of the light-cone momentum. Since by our gauge choice L = P− this has the effect of
decompactifying the cylinder to a plane, hence justifying the name decompactification
limit. Note that in this limit both E and J become large such that their difference –
the world-sheet energy – remains finite. Once put on the plane, studying the spectral
problem of these theories becomes a lot easier: one can use the S-matrix formalism to
study the scattering of asymptotic states.
Of course, not the full psu(2, 2|4) symmetry (or psuq(2, 2|4) in the η-deformed case) of the
original coset model survives the process described above, containing both gauge fixing
and choosing a time direction by going to the hamiltonian formalism. One can check
that in the undeformed case the eight bosonic and eight fermionic degrees of freedom in
the resulting off-shell theory transform under the tensor product psu(2|2)⊗2c.e. [18], where
the central charges match. We discuss this algebra in more details in section 2.5.1. For
the η-deformed case the result is the same with the algebra replaced by psuq(2|2)⊗2c.e. with
q = e
− 2η
g(1+η2) [94].
Fermions. We have illustrated light-cone gauge fixing above by considering the bosonic
part of the theories only. To obtain the S matrix it is necessary, however, to have a
good grasp on the fermions after gauge fixing as well. Moreover, in principle the presence
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of fermions might spoil the procedure described above. As it turns out, for both the
undeformed as well as the η-deformed theory this is not the case, although performing
the gauge fixing in full generality is very cumbersome. Luckily, to obtain the integrable
S matrix we only need terms quadratic in the fermions [21, 122, 123] (and [94, 105] for
the deformed case) and nothing of the qualitative features of the above derivation get
spoiled.
2.4.2 Finding the perturbative S-matrix
With the hamiltonian containing all the terms quadratic in fermions we can proceed to de-
rive the S matrix describing scattering of the quantised model on the world sheet through
the method of perturbative quantisation: by expanding the hamiltonian in inverse pow-
ers of the string tension g keeping only the leading order and canonically quantising the
result we obtain a perturbative description of the scattering processes. A crucial aspect
of the light-cone gauge that allows for the application of perturbative quantisation is the
fact that the kinetic terms for all the fields give rise to a canonical Poisson structure,
i.e. with canonical equal-time (anti)-commutation relations for all the fields. These can
then be quantised by promoting the fields to operators and replacing the Poisson bracket,
which for bosons takes the form
{ , }P.B. → − i~ [ , ] . (2.4.10)
Concretely, for the eight bosonic (labelled by µ, ν) and the eight fermionic (labelled by
µ˙, ν˙) creation and annihilation operators we obtain the canonical (anti)-commutation
relations[
aµ(p, τ), a†ν(p
′, τ)
]
= δµν δ (p− p′) ,
{
aµ˙(p, τ), a†ν˙(p
′, τ)
}
= δµ˙ν˙ δ (p− p′) . (2.4.11)
From this procedure we also obtain the dispersion relation ω(p). These creation and
annihilation operators create states from the vacuum |0〉 (suppressing the τ dependence)
|p1, p2, . . . , pn〉k1,k2,...kn = a†k1(p1)a†k2(p2) · · · a†kn(pn)|0〉, (2.4.12)
where we have collected the dotted and undotted indices in the index k, simultaneously
treating bosons and fermions. The analysis of the states in eqn. (2.4.12) at arbitrary τ is
very difficult because of the presence of interactions. Now, since we have decompactified
the world-sheet cylinder we can instead consider the scattering of asymptotic states. We
can define in and out operators ain,out that evolve freely, i.e. their time evolution is
governed by the free part Hfree of the hamiltonian only:
∂τa
k
in,(p, τ) = i
[
Hfree
(
a†in, ain
)
, akin(p, τ)
]
,
∂τa
k
out(p, τ) = i
[
Hfree
(
a†out, aout
)
, akout(p, τ)
]
. (2.4.13)
These in and out operators coincide with the original ak at τ = ±∞, where the interac-
tions are absent:
lim
τ→−∞
ak(p, τ) = lim
τ→−∞
akin(p, τ), lim
τ→∞
ak(p, τ) = lim
τ→∞
akout(p, τ). (2.4.14)
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The states they create are in and out states
|p1, p2, . . . , pn〉ink1,k2,...kn = a†in,k1(p1)a†in,k2(p2) · · · a†in,kn(pn)|0〉,
|p1, p2, . . . , pn〉outk1,k2,...kn = a†out,k1(p1)a†out,k2(p2) · · · a†out,kn(pn)|0〉. (2.4.15)
Since all the creation and annihilation operators
(
a†, a
)
,
(
a†in, ain
)
and
(
a†out, aout
)
satisfy
the same canonical commutation relations, they must be related by unitary transforma-
tions
a(p, τ) = U†in(τ)ain(p, τ)Uin(τ),
a(p, τ) = U†out(τ)aout(p, τ)Uout(τ), (2.4.16)
where Uin,out should satisfy
lim
τ→−∞
Uin(τ) = I = lim
τ→∞
Uout(τ). (2.4.17)
These operators can be constructed explicitly:
Uin(τ) = T exp
(
−i
∫ τ
−∞
dτ ′V
(
a†in (τ
′) , ain (τ ′)
))
,
Uout(τ) = T exp
(
−i
∫ ∞
τ
dτ ′V
(
a†out (τ
′) , aout (τ ′)
))
, (2.4.18)
where we have defined the potential V = H − Hfree and the time-ordered exponential
T exp. Out of these operators we can build a unitary operator S – known as the S matrix
– that maps out states to in states
|p1, p2, . . . , pn〉ink1,k2,...kn = S|p1, p2, . . . , pn〉outk1,k2,...kn (2.4.19)
and is given by
S = Uin(τ)Uout(τ). (2.4.20)
The time dependence on the right-hand side is in fact only apparent: the time dependence
of the in and out operators cancel each other, implying that S is time-independent. An
important consequence of this fact is that
S = lim
τ→∞
Uin(τ) = lim
τ→−∞
Uout(τ). (2.4.21)
The S matrix furthermore satisfies
a†in(p, τ) = S a
†
out(p, τ)S†, ain(p, τ) = S aout(p, τ)S†, S |0〉 = |0〉. (2.4.22)
To find the S matrix perturbatively one needs to consider the large-tension expansion of
the expression (2.4.20), which at leading order is given by
S = I− i
∫ ∞
−∞
dτ ′V (τ ′) + . . . , (2.4.23)
where V expands as
V =
1
g
H4 +O
(
1
g2
)
, (2.4.24)
with H4 being the quartic part of the hamiltonian. Therefore at leading order the S
matrix describes 2→ 2 particle scattering. By continuing the expansion in 1/g one could
find the quantum corrections, but the models we are considering allow for a more efficient
continuation as we will see soon.
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2.4.3 Bootstrapping the exact S-matrix
For a generic QFT, finding the S matrix perturbatively as discussed in the previous
section is the best tool we have available to find the spectrum. For integrable field
theories on the other hand we can use much more powerful techniques to obtain an exact
S-matrix. Unfortunately, it is very difficult to establish the integrability of the quantum
model, as we cannot for example read off integrability directly from the perturbative S-
matrix. Therefore, the only viable approach is to assume quantum integrability, employ
the special techniques and see whether the resulting S-matrix is consistent with the
perturbative S-matrix [18, 25] (and [94] in the deformed case).
One way to obtain the exact S-matrix goes under the name factorised scattering
theory. The idea is to consider an abstract Hilbert space of asymptotic states that carries
a representation of the Zamolodchikov-Faddeev (ZF) algebra as well as of the symmetry
algebra J of the model. It relies on a physical picture to understand scattering events.
We will see later that for the η-deformed theory many aspects of the physical picture
are in fact irrelevant: the S matrix already follows uniquely from imposing compatibility
with the structure of the q-deformed algebra. In order to appreciate this point we will
first discuss the application of the ZF algebra and how one can capture most of its power
in the form of Hopf algebras, although our discussion can only scrape the surface of the
vast amount of literature on the topic. When we are ready to think about the η-deformed
S-matrix we will use this machinery to obtain the S matrix from purely algebraic means.
2.4.4 Integrable field theories in two dimensions
To understand what is so special about the theories we consider, let us analyse scattering
in two-dimensional integrable theories in more generality: integrability is due to the
existence of infinitely many symmetries, giving rise to an infinite set of commuting charges
{Qj} which all mutually commute, i.e.
[Qj,Qk] = 0. (2.4.25)
We furthermore take a Hilbert space spanned by in and out states as before, where the
label ki can now be interpreted as an abstract flavour label. Since we can diagonalise all
the charges simultaneously, we can pick the basis to be such that
Qj|p〉in,outk = qj(p, k)|p〉in,outk (2.4.26)
and it is straightforward to generalise this to M -particle states:
Qj|p1, . . . , pM〉in,outk1,...,kM = (qj(p1, k1) + · · ·+ qj(pM , kM)) |p1, . . . , pM〉in,outk1,...,kM . (2.4.27)
Now, evolving an in state |p1, . . . , pM〉ink1,...,kM to an out state |p′1, . . . , p′M ′〉outk′1,...,k′M′ we see
that conservation of the charge Qj implies that
M∑
l=1
qj(pl, kl) =
M ′∑
l=1
qj(p
′
l, k
′
l). (2.4.28)
Since this should hold for all the infinite number of charges given a set of incoming and
outgoing momenta {pj} and {p′j} respectively, we find that this can only hold if these
sets are equal, i.e.
{pj}1≤j≤M = {p′j}1≤j≤M ′ . (2.4.29)
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For two-dimensional theories, this statement has far-reaching consequences: consider an
M -particle in-state |p1, . . . , pM〉ink1,...,kM at τ = −∞. In order for the particles to scatter
at some finite τ the momenta better be ordered such that p1 > p2 > · · · > pM . As the
particles are constrained on a line all pairs of particles will necessarily scatter at some
time τ . When two particles with momenta pi > pj meet and scatter, the conservation of
charges dictates that the resulting scattering state must be proportional to |pj, pi〉k′2,k′1 ,
where the flavour index may or may not have changed. Assuming for now that all scat-
tering is 2 → 2 we can scatter all pairs of particles to finally end up with the out state
|pM , . . . , p1〉k′M ,...,k′1 at τ =∞.
Of course, in principle one should also consider more general M → M scattering. How-
ever, a crucial point first observed in [124] is that the existence of the infinite tower of
charges can be used to simplify the scattering analysis immensely: each charge gives
rise to unitary transformations on the momenta, effectively allowing us to rescale the
momenta such that all scattering events are transformed into subsequent 2 → 2 scat-
tering. This effect, called factorised scattering, is extremely powerful, as it means we
can describe all scattering just by knowing the two-body S-matrix, but does lead to a
consistency question: given a scattering event, does it matter in which way we factorise
this into 2 → 2 scattering? Let us consider the simplest case of 3 → 3 scattering: the
factorised scattering of three particles can occur in two possible ways: either particle one
scatters first with particle two, or it scatters first with particle three. This means we
can factorise 3 → 3 scattering in two a priori inequivalent ways. To have a consistent
scattering theory, however, we must impose that this choice is immaterial, i.e. that both
orderings lead to the same physics. This leads to an equation for the two-body S-matrix
known as the Yang-Baxter equation, which we will encounter in the next section. This
equation forms the heart of quantum integrability. Its power is twofold: first of all it is
very constraining and secondly it actually ensures consistency of all scattering. Indeed,
one can use the Yang-Baxter equation to show that any two factorisations of an M →M
scattering event are equivalent.
2.4.5 Zamolodchikov-Faddeev algebra
The ideas in the previous subsection can be captured by a special type of creation and
annihilation operators A†k(p) and A
k(p), which form the Zamolodchikov-Faddeev algebra.
The A†k(p) create in-going or out-going particles with definite flavour and momentum
from the vacuum
Ak(p)|0〉 = 0, A†k(p)|0〉 = |p〉ink = |p〉outk . (2.4.30)
Furthermore, implementing the conservation of the set of momenta can be done by the
following action: for p1 > p2
|p1, p2〉ink1,k2 = A†k1(p1)A†k2(p2)|0〉,
|p1, p2〉outk1,k2 = (−1)(k1)(k2)A†k2(p2)A†k1(p1)|0〉, (2.4.31)
where (k) = 1 if k is a fermionic flavour and (k) = 0 if k is a bosonic flavour. The
(−1) prefactor therefore takes into account the exchange of fermions. We can now use
the definition of the S matrix in eqn. (2.4.19) to obtain the algebra relations of the ZF
algebra: for 2→ 2 scattering eqn. (2.4.19) reads in components
|p1, p2〉ink1,k2 = Sk3,k4k1,k2 (p1, p2)|p1, p2〉outk3,k4 , (2.4.32)
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thus Sk3,k4k1,k2 (p1, p2) is a matrix element of S. Combining this with the action of the ZF
operators on two-particle states (2.4.31) gives
A†k1(p1)A
†
k2
(p2) = (−1)(k3)(k4)Sk3,k4k1,k2 (p1, p2)A†k2(p2)A†k1(p1). (2.4.33)
We can streamline the notation by considering the two-particle states as tensor products
of one-particle states, i.e. for in states
|p1, p2〉ink1,k2 = |p1〉ink1 ⊗ |p2〉ink2 ∈ V ⊗ V , (2.4.34)
where V is the module generated by the action of A†k on the vacuum. It is also useful to
introduce the R matrix R as follows
Rk3,k4k1,k2(p1, p2) = (−1)(k3)(k4)Sk3,k4k1,k2 (p1, p2), (2.4.35)
which can be compactly written as R = ΠgS with Πg the graded permutation operator.
The ZF algebra relation (2.4.33) can now be written as
A†1A
†
2 = A
†
2A
†
1R
†
12, (2.4.36)
where the subscripts indicate on which tensor factor(s) the operator acts. To complete
the algebra, we can find similar relations also including annihilation operators
A1A2 = R12A2A1, A1A†2 = A2R21A
†
1 + δ(p1 − p− 2)I. (2.4.37)
Using these relations we can in principle start computing S-matrix elements. The ap-
proach we would like to follow here is a bit more algebraic however, as the η deformation
can be more naturally formulated in the context of Hopf algebras.
Before we move to the Hopf algebra setting, let us use the ZF algebra for some final ob-
servations: first of all the ZF algebra relations directly imply that R satisfies the braiding
unitarity relation
R21R12 = R12R21 = I. (2.4.38)
Also, we can extend the action of the ZF algebra to multi-particle states as follows
|p1, . . . , pM〉ink1,...kM = Ak1(p1)† · · ·AkM (pM)†|0〉,
|p1, . . . , pM〉outk1,...kM = (−1)
∑
j<l (kj)(kl)Ak1(pM)
† · · ·AkM (p1)†|0〉, (2.4.39)
where p1 > p2 > · · · > pM . For consistency, however, we have to deal with the same
type of ordering problem already alluded to in the previous section: indeed, already for
a three-particle state we have two ways of expressing out states in terms of in states: we
can write it in one of the following ways
A†1A
†
2A
†
3 = A
†
3A
†
2A
†
1R12R13R23
A†1A
†
2A
†
3 = A
†
3A
†
2A
†
1R23R13R12, (2.4.40)
which are equivalent if the R matrix satisfies the Yang-Baxter equation
R12R13R23 = R23R13R12. (2.4.41)
In the present context this constrains the allowed form of the R matrix.
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2.4.6 Symmetry action on scattering states
The formalism in the previous section gives us a natural description of scattering states
and the S matrix. It cannot by itself, however, constrain the S matrix far enough to
bootstrap it completely, since the S matrix depends on the symmetry algebra of the
theory under consideration. Therefore, to determine the S matrix we first have to think
how our symmetry algebra acts on scattering states. We can write the general action of
a symmetry generator J ∈ J on the zero-, one- and two-particle states in an arbitrary
linear representation as
J|0〉 = 0,
JA†k(p)|0〉 = Jk
′
k (p;C)A
†
k′(p)|0〉,
JA†k1(p1)A
†
k2
(p2)|0〉 = Jk
′
1,k
′
2
k1,k2
(p1, p2;C1, C2)A
†
k1
(p1)A
†
k2
(p2)|0〉, (2.4.42)
which incorporates the natural assumption that J commutes with the world-sheet mo-
mentum and the particle number operator as well as the entire tower of conserved charges
present due to integrability. This means that representations of J are labelled by mo-
mentum as well as possible central charges {C} present in the algebra, which leads to the
dependence on these quantities of the matrix elements of J in eqn. (2.4.42). Consistent
with our previous formalism, let us note that for the action on two-particle states we can
write
J12(p1, p2;C1, C2) = J (p1;C1)⊗ I+ Ig (I⊗ J (p2;C2)) Ig, (2.4.43)
where Ig is the graded identity operator.
Since by assumption J generates a symmetry of the theory we should have that
J|p1, p2〉ink1,k2 = SJ|p1, p2〉outk3,k4 , (2.4.44)
which leads to the following relation:
R12(p1, p2)J12(p1, p2) = J21(p2, p1)R12(p1, p2). (2.4.45)
This is a very powerful relation that, combined with the Yang-Baxter equation, in some
cases can completely constrain the R matrix. From an algebraic viewpoint this equation
looks like an intertwining relation for the algebra and equation (2.4.43) is nothing else but
the definition of an abstract coproduct. In the next section we will use these observations
to construct a Hopf algebra out of the symmetry algebra J and describe how this can be
used to bootstrap the S matrix.
2.4.7 Hopf algebra
Our motivation to study Hopf algebras is twofold: they arise naturally from the scattering
theory we have discussed and are also the most natural framework to discuss quantum
groups, which form the basis for the η-deformed theory that is central in this thesis.
The fact that quantum groups were in fact Hopf algebras was observed by Drinfel’d and
Jimbo a while after the first appearance of quantum groups in the physics literature, in
particular in the work of the Leningrad school [125, 126]. An excellent introduction to
quantum groups is the book [127], a good review of Hopf algebras in the scattering theory
of AdS/CFT is [128]. We will now consider the construction of a Hopf algebra out of the
symmetry algebra J.
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Construction of U (J) The construction starts with a Lie (super)algebra, in our case
the symmetry algebra J, and we consider its universal enveloping algebra H = U (J): this
is defined as the quotient of the tensor algebra
T (J) =
∞⊕
n≥0
J⊗n (2.4.46)
over the two-sided ideal generated by the elements
x⊗ y − y ⊗ x− [x, y] for all bosonic x, y ∈ J,
x⊗ y + y ⊗ x−{x, y} for all fermionic x, y ∈ J, (2.4.47)
with [ , ] ({ , }) being the usual bosonic (fermionic) Lie bracket of J. This quotient
roughly realises the Lie brackets in H as the usual commutator. The tensor structure
of H is motivated from the fact that we want to consider multi-particle states and the
action of J on those states. It defines the multiplication map7 µ : H ⊗ H → H as
µ(x, y) = x⊗ y for any elements x, y ∈ H which therefore introduces a formal product of
Lie algebra elements. It comes together with a unit which can be embedded into H with
the unit map usually denoted by “η”, but in light of the importance of η as a deformation
parameter we will opt for the notation ζ : C → H. This structure is enough to consider
the action of J on one-particle states. To extend this to multiparticle states, we can
introduce a coproduct ∆ : H→ H⊗ H defined as
∆(x) = x⊗ 1 + 1⊗ x, (2.4.48)
reminding us of eqn. (2.4.43). This choice for ∆ is not unique as we will see, although
we do require ∆ to be an algebra homomorphism to ensure a consistent extension of the
action of J to multiparticle states. Lastly we define a counit ε : J → C as ε(x) = 0 for
all x ∈ J.8 The maps introduced above satisfy a set of consistency axioms that turn H
into a bialgebra. As we will not really need these axioms we refer the interested reader
to [127]. In particular, the definition of the counit can be derived from the consistency
axioms.
Into a Hopf algebra. To turn the bialgebra H into a Hopf algebra all we need to do is
define one more map S : H → H, called the antipode, that should not be confused with
the S matrix. It is defined by S(x) = −x for all x ∈ J and is such that the diagram in
fig. 2.1 commutes. Although in our current discussion we get this map for free in the
current construction, it does have a function in the scattering picture: it helps defining
conjugated representations of J and therefore defines antiparticles.9 Moreover, it defines
the crossing equation which constrains the scalar factor of the S matrix. This completes
the construction of the canonical Hopf algebra out of the universal enveloping algebra.
7Despite their roles in the rest of this thesis, we do keep the standard notation µ and ∆ the multiplication
and coproduct maps as we think it will not lead to confusion.
8One can extend this uniquely to H using the consistency relations of the various maps (see for example [127]).
For example, ε(z) = z for all z ∈ C.
9Although relevant for the whole physical picture we will not spend more time on this point, as it is not
essential for our discussion.
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CH H
H⊗ H H⊗ H
H⊗ H H⊗ H
ζε
µ
µ
S ⊗ id
id ⊗ S
∆
∆
1Figure 2.1: The defining diagram for the antipode of the Hopf algebra H.
Quasitriangularity. In the structure we have defined so far we have not seen a role for
either the S or R matrix, confer eqn. (2.4.45). There is, however, a very natural way
for the R matrix to occur: consider the graded permutation operator τ on H⊗H defined
by τ (x⊗ y) = (−1)(x)(y)y ⊗ x for generators x, y ∈ J, which we can use to define the
opposite coproduct ∆op = ∆ ◦ τ . A Hopf algebra is called quasicocommutative if there
exists an invertible element R ∈ H⊗ H such that
∆op(x) = R∆(x)R−1 for all x ∈ H, (2.4.49)
obviously mimicking eqn. (2.4.45). Even more, the Hopf algebra is called quasitriangular
if this element R additionally satisfies
(∆⊗ I) (R) = R13R23,
( I⊗∆) (R) = R13R12, (2.4.50)
where R12 = R⊗ I, R23 = I⊗R and R13 is the generalisation of the preceding definitions
to the case where the second tensor leg contains the unit. The way to define this is to
write R =
∑
ri ⊗ rj for some elements ri, rj ∈ J and define R13 =
∑
ri ⊗ I ⊗ rj. If
the Hopf algebra is quasitriangular, then the element R is called the universal R matrix.
The importance of this property is that the universal R matrix satisfies the following two
relations:
R12R13R23 = R23R13R12,
(S ⊗ I)R = ((I⊗ S−1)R = R−1, (2.4.51)
where we immediately recognise the first relation as the Yang-Baxter equation (2.4.41).
The second relation is called the crossing equation and plays an important role in boot-
strapping the S matrix10: apart from certain analyticity requirements it is the only con-
straint on the momentum-dependent normalisation of the S matrix.
Thus, if we can find a universal R matrix that makes H into a quasitriangular Hopf algebra
we are in principle done: we have defined a way to extend one-particle representations to
10Just to be explicit: in the present context the S matrix is related to R. The antipode S plays a different role
entirely.
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multiparticle representations and found an operator which can act as an S matrix, relat-
ing in states to out states as in the preceding section. Keeping in mind the ZF formalism
we conclude that this therefore defines a consistent scattering theory for some integrable
field theory. In practice finding the universal R matrix can be very hard and it is easier
to consider the problem of cocommutativity for a specific representation. One can then
find the R matrix for that particular representation. Since physical particles are usually
modelled by a particular representation, this approach can be fruitful, as was the case
for the AdS5 × S5 superstring.
Braiding. As it turns out, the Hopf algebra we just constructed does not accurately
describe the scattering theory of the AdS5 × S5 world-sheet QFT, due to our choice of
the coproduct ∆ [129]. This does not take into account the effect of “length changing”11:
there exists an abelian generator U in the symmetry algebra that acts as a ladder operator
on P− eigenstates, thereby changing the “length” of a state. This leads to a mixing of
different-length operators in the scattering process. To correct for length changing, we
can introduce a different coproduct, thereby changing the action of J on multiparticle
states. This new coproduct is defined by a braiding and amounts to
∆braid(x) = x⊗ 1 + Un ⊗ x, (2.4.52)
where the power n depends on which generator x the coproduct is acting. We will
not need its precise form here. The Hopf algebra with this braided coproduct is still
quasicocommutative.
The AdS5×S5 S-matrix The matrix form of the R matrix corresponding to fundamental
short representations was determined in [18, 25, 26] and its overall scalar factor known as
the dressing factor [130, 27, 29, 28, 18] was determined by solving the crossing equation.
This then defines the S matrix of the AdS5 × S5 world-sheet QFT, thereby defining a
candidate for the quantisation of the classical theory. This S matrix is exact, providing
an S matrix for every value of the string tension. By expanding it for small values we can
compare it with the perturbative S-matrix, which turns out to be in perfect agreement
[131, 25].
Our next task is to find the S matrix for the η-deformed theory, which can be done in a
way inspired by the one we just reviewed. We will treat it in detail in the next section.
2.5 q deforming the AdS5 × S5 S-matrix
Quantisation of the classical η-deformed theory is incredibly complicated due to the
complex interactions appearing in the lagrangian, even more so than was the case for the
undeformed model. Nevertheless, we can follow the route taken for the undeformed case
in bootstrapping an exact S matrix from symmetry. We saw that the undeformed off-shell
S-matrix was invariant under psu(2|2)⊗2c.e. and could be bootstrapped from this knowledge
completely. There is a natural construction of the q deformation of centrally extended
su(2|2) that defines the quantum group Uq (su(2|2))c.e., which will allow us to bootstrap
the q-deformed S-matrix: indeed, by considering cocommutativity of this Hopf algebra it
11This nomenclature comes from the spin chain picture on the gauge theory side.
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proved possible to construct an S matrix which is invariant under Uq (su(2|2))⊗2c.e., thereby
providing a natural q-deformation of the AdS5×S5 S-matrix.12 This q-deformed S-matrix
was found long before the classical η-deformed theory was formulated and one could
rightfully argue that in this case the search for the classical theory was even motivated
by advancements in the quantum model! In the next section we discuss how the AdS5×S5
S-matrix can be q deformed, reviewing the original work by Beisert and Koroteev [95].
2.5.1 The universal enveloping algebra U(su(2|2)c.e.)
The most convenient point to start is the centrally extendedIdeally weconnect this
more strongly
with the original
description of
PSU(2, 2|4) as a
matrix quotient
group by giving
the expressions
for these
generators for
example.
algebra g = su(2|2)c.e., which
is generated by the su(2) × su(2) generators Rab and Lαβ, by the supercharges Qαb and
Q†αb and the central charges C,D and K. The algebra relations are given by the following
nonvanishing Lie brackets:
[Rab,R
c
d] = δ
c
bR
a
d − δadRcb,
[Rab,Q
γ
d] = −δadQγb +
1
2
δabQ
γ
d,[
Rab,Q
†c
δ
]
= δcbQ
†a
δ −
1
2
δabQ
†c
δ,
[
Lαβ,L
γ
δ
]
= δγβL
α
δ − δαδ Lγβ,[
Lαβ,Q
γ
d
]
= δγβQ
α
d −
1
2
δαβQ
γ
d,[
Lαβ,Q
†c
δ
]
= −δαδ Q†cβ +
1
2
δαβQ
†c
δ,
(2.5.1)
where we recognise the standard su(2) Lie brackets in the first line. We furthermore have
{Qαb,Qγd} = αγbdC, {Q†aβ,Q†cδ} = acβδD, (2.5.2)
generating the central charges and the Lie brackets of the supercharges
{Qαb,Q†cδ} = δαδ Rcb + δcbLαδ + δcbδαδ K. (2.5.3)
Following section 2.4.7 we can straightforwardly define the universal enveloping algebra
U (g). Note that g as generated by the above can be regarded as su(2|2)c.e. with two
central extensions or equivalently as psu(2|2)c.e. with three central extensions, cf. the
footnote 11.
Chevalley basis. We do not need all the original generators to describe U (g). We can
define a Chevalley basis of U (g) by three Cartan generators Hj, three simple positive
roots Ej and three simple negative roots Fj. Expressed in the Lie algebra generators
they read
H1 = R
2
2 −R11,
H2 = −K− 1
2
H1 − 1
2
H3,
H3 = L
2
2 − L11,
E1 = R
2
1,
E2 = Q
2
2,
E3 = L
1
2,
F1 = R
1
2,
F2 = Q
†2
2,
F3 = L
2
1.
(2.5.4)
In this basis the symmetric Cartan matrix has the form
Ajk =
 2 −1 0−1 0 1
0 1 2
 , (2.5.5)
which has rank two.
12 We really do mean su(2|2) and psu(2|2), although their mixed occurrence might be confusing: note that
psu(2|2) is really just su(2|2) with one generator modded out, as we discussed in section 2.2.1, and in that sense
after central extension their difference sits in the details of the extension.
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Commutation relations. In this basis the commutation relations can be written com-
pactly as follows: for j, k = 1, 2, 3
[Hj,Hk] = 0, [Hj,Ek] = AjkEk, [Hj,Fk] = −AjkFk. (2.5.6)
The commutators between positive and negative roots are
[E1,F1] = H1, {E2,F2} = −H2, [E3,F3] = −H3. (2.5.7)
All other commutators vanish.
Serre relations. The Serre relations, which are the usual result of imposing consistency
of higher order algebra relations, put additional restrictions on positive and negative
simple roots
[E1,E3] = E2E2 = [E1, [E1,E2]] = [E3, [E3,E2]] = 0,
[F1,F3] = F2F2 = [F1, [F1,F2]] = [F3, [F3,F2]] = 0. (2.5.8)
Two additional Serre relations, stemming from the fact that su(2|2) is a superalgebra,
can be simplified to read
C = D = 0, (2.5.9)
but we in fact are not forced to impose these relations. Instead of imposing them, we can
consistently drop these relations to obtain a centrally extended algebra.
Central charges. The central charges can be expressed in terms of the Chevalley basis
as
K = −1
2
H1 −H2 − 12H3,
C = {[E1,E2] , [E3,E2]} ,
D = {[F1,F2] , [F3,F2]} . (2.5.10)
2.5.2 The quantum group Uq (psu(2|2)c.e.)
Now we are ready to introduce the q deformation of U(psu(2|2)c.e.) known as the quantum
group Uq (psu(2|2))c.e., which we will denote as psuq(2|2)c.e. or simply h. The deformation
will manifest itself as deformations of the right-hand sides of the commutation relations
discussed in the previous paragraphs. For this we need to define the quantum number
[x]q for any complex number q as
[x]q :=
qx − q−x
q − q−1 , (2.5.11)
where x ∈ U (su(2|2))c.e.. There are two standard ways to understand this definition,
which coincide when both make sense: either qx is defined by its power series (convergent
or formal)
qx = 1 + x log q +O ((log q)2) , (2.5.12)
or we can simply include the element qx in the Hopf algebra, such that q−x acts as its
inverse. Importantly, in the limit q → 1 we should find [x]q → x.
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Deformed commutation relations. Not all the commutation relations get deformed
under the q deformation, but we will list all of them for completeness: for j, k = 1, 2, 3
we have the undeformed relations
[Hj,Hk] = 0, [Hj,Ek] = AjkEk, [Hj,Fk] = −AjkFk, (2.5.13)
where the last two relations can be rewritten in exponentials in the sense discussed above
as
qHjEk = q
AjkEkq
Hj , qHjFk = q
−AjkFkqHj . (2.5.14)
The commutators between positive and negative roots get deformed into
[E1,F1] = [H1]q , {E2,F2} = − [H2]q , [E3,F3] = − [H3]q , (2.5.15)
whereas all other commutators still vanish.
Deformed Serre relations. The Serre relations (2.5.8) get deformed as well, but we will
not need their explicit form here. By dropping the Serre relations (2.5.9) which do not
get q deformed we obtain the centrally extended quantum group psuq(2|2)c.e. containing
three central charges.
Central charges. The expression of the central charge K in terms of Chevalley gener-
ators does not get q deformed, but the expressions for C and D do:
C = E1E2E3E2 + E2E3E2E1 + E3E2E1E2 + E2E1E2E3 −
(
q + q−1
)
E2E1E3E2,
D = F1F2F3F2 + F2F3F2F1 + F3F2F1F2 + F2F1F2F3 −
(
q + q−1
)
F2F1F3F2.
(2.5.16)
2.5.3 psuq(2|2)c.e. as a Hopf algebra
As anticipated by our discussion of Hopf algebras, we can now equip h = psuq(2|2)c.e.
with a Hopf algebra structure. As in the undeformed case the multiplication µ and unit ζ
follow from the present tensor structure. We therefore only need to introduce the counit
and the q-deformed coproduct and antipode.
Braided coproduct. Following our discussion in section 2.4.7 we will straightforwardly
introduce a non-standard coproduct, based on a new abelian generator U that associates
non-trivial charges {2, 1,−1,−2} to the generators {C,E2,F2,D} respectively, whereas
other generators remain uncharged. This leads to the following relations for the coproduct
∆(1) = 1⊗ 1,
∆ (Hj) = Hj ⊗ 1 + 1⊗Hj,
∆ (Ek′) = Ek′ ⊗ 1 + q−Hk′ ⊗ Ek′ ,
∆ (Fk′) = Fk′ ⊗ qHk′ + 1⊗ Fk′ ,
∆ (K) = K⊗ 1 + 1⊗K,
∆ (E2) = E2 ⊗ 1 + q−H2U⊗ E2,
∆ (F2) = F2 ⊗ qH2 + U−1 ⊗ F2,
∆ (C) = C⊗ 1 + q2KU2 ⊗C,
∆ (D) = D⊗ q−2K + U−2 ⊗D,
∆ (U) = U⊗U.
(2.5.17)
where j = 1, 2, 3 and k′ = 1, 3 and the unbraided relations follow by setting U = 1.
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Counit. The counit ε : h→ C is defined as
ε(1) = 1, ε (U) = 1, ε (M) = 0 for all M ∈ {Hj,Ej,Fj}j=1,2,3. (2.5.18)
Antipode. The antipode S : h → h is uniquely fixed by the preceding definitions and
the antipode consistency condition (see fig. 2.1) and reads13
S (1) = 1,
S (Hj) = −Hj,
S (Ek′) = −qHk′Ek′ ,
S (Fk′) = −Fk′q−Hk′ ,
S (K) = −K,
S (E2) = −qH2U−1E2,
S (F2) = −UF2q−H2 ,
S (C) = −q−2KU−2C,
S (D) = −q2KU2D,
S (U) = U−1.
(2.5.19)
Reality. To restrict to a real algebra, we have to identify what the conjugate expression
is for our generators. Hermiticity is consistent with the identification
H†j = Hj, E
†
j = q
−HjFj, (2.5.20)
implying that the central charges are related as
K† = K, C† = q2KD. (2.5.21)
The braiding element U satisfies U† = U−1. Importantly, hermiticity also requires us to
set q ∈ R, which we will do for the rest of this thesis by parametrising
q = e−c (2.5.22)
for a real number c ∈ R. To make some formulae look a bit simpler we will continue to
write q whenever this is convenient.
In the following we will not discuss the existence of the universal R-matrix, whose exis-
tence is still under investigation [132, 133]. We will focus on the R matrix we need and
functions as an intertwiner for the fundamental short representations.
2.5.4 Fundamental representation
The representation theory of h for real q is structurally very similar to the representation
theory of su(2|2) [134]: in the following we will only need the structure of short multi-
plets, which are characterised by the central-charge eigenvalues satisfying the shortening
condition
[K]2q − CD =
[
1
2
(m+ n+ 1)
]2
q
, (2.5.23)
where m,n are Dynkin labels corresponding to su(2) representations. These labels de-
scend from the existence of an automorphism on h that keeps the combination of central-
charge eigenvalues on the left-hand side constant while rotating any non-trival triplet
(K,C,D) to (K0, 0, 0). The algebra with eigenvalues (K0, 0, 0) is isomorphic to non-
extended Uq (su(2|2)), whose representation theory is analogous to that of su(2|2). Such
13We have corrected what we believe is a typo in the F2 relation, compare with (2.46) in [95].
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representations are characterised by the two Dynkin labels m,n corresponding to its
su(2)×su(2) subalgebra. Therefore we can parametrise any representation by the Dynkin
labels m,n along with the eigenvalues (K,C,D) of the three central charges (K,C,D).
The fundamental representation is a short multiplet and can be regarded as a q deforma-
tion of the fundamental su(2|2) representation with Dynkin labels m = n = 0. We can
realise the fundamental representation on a four-dimensional super vector space with two
bosonic and two fermionic basis vectors {|φ1〉, |φ2〉} and {|ψ1〉, |ψ2〉} respectively. The
most general action of the Chevalley generators on this basis is specified by
H1|φ1〉 = −|φ1〉,
H1|φ2〉 = +|φ2〉,
H3|ψ1〉 = −|ψ1〉,
H3|ψ2〉 = +|ψ2〉,
H2|φ1〉 = −
(
K − 1
2
) |φ1〉,
H2|φ2〉 = −
(
K + 1
2
) |φ2〉,
H2|ψ1〉 = −
(
K − 1
2
) |ψ1〉,
H2|ψ2〉 = −
(
K + 1
2
) |ψ2〉,
E1|φ1〉 = q1/2|φ2〉,
E1|φ2〉 = a|ψ2〉,
E3|ψ1〉 = b|φ1〉,
E3|ψ2〉 = q−1/2|ψ2〉,
F1|φ1〉 = c|ψ1〉,
F1|φ2〉 = q−1/2|φ1〉,
F3|ψ1〉 = q1/2|ψ2〉,
F3|ψ2〉 = d|φ2〉,
(2.5.24)
where a, b, c, d are parameters. The other actions follow straightforwardly from others
by using the relations between generators. All the basis states are eigenvectors of U
with eigenvalue U . Not all these parameters are independent: the closure of the algebra
requires that these parameters are related to the central charges as
ad =
[
K + 1
2
]
q
, bc =
[
K − 1
2
]
q
, ab = C, cd = D. (2.5.25)
Combining the first two relations we find a relation for the four coefficients independent
of the central charges
(ad− qbc)(ad− q−1bc) = 1. (2.5.26)
Requiring cocommutativity. Another constraint on the representation ultimately de-
scends from the fact that we are interested in Hopf algebras that allow for a non-trivial
R matrix. As we have seen in section 2.4.7, this at least requires us to consider only
cocommutative Hopf algebras for which there exists an R matrix R that satisfies eqn.
(2.4.49). This can only be if for elements M in the center of h we find ∆op (M) = ∆ (M).
This is obviously true for the central element K, but not for C and D. To ensure cocom-
mutativity, these must be related to V := qK and the braiding element U as
C = h
2
α
(
1−V2U2) , D = h
2
α−1
(
V−2 −U−2) , (2.5.27)
where h, α are free parameters. The parameter α adjusts the normalisation of E2 com-
pared to F2 and is thus ultimately a basis choice. We set α = 1 as its value is irrelevant.
The parameter h on the other hand will play the role of coupling constant in the quan-
tised theory, as we will see shortly. Writing V = qK for the eigenvalue of V and K we
find that U and V are related by the shortening condition as(
V − V −1
q − q−1
)2
− h
2
4
(
1− U2V 2) (V −2 − U−2) = 1. (2.5.28)
2.5.5 x± parameters.
As in the undeformed case, we can introduce a convenient parametrisation of the four
parameters a, b, c, d in new parameters x+, x−, γ that take the constraints (2.5.25) and
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(2.5.26) into account:
a =
√
h
2
γ,
c = i
√
h
2
γq1/2
V −1
x+
,
b =
√
h
2
1
γx−
(
x− − q−1V 2x+) ,
d =
√
h
2
i
γ
q1/2V
(
x− − q−1V −2x+) . (2.5.29)
The parameter γ does not play a role in satisfying the constraints and only adjusts the
normalisation of the bosonic basis vector relative to the fermionic ones.14 Its value will
not be important in the remainder, but let us mention that to follow the undeformed
case it is convenient to set
γ =
√
−iq1/2V U (x+ − x−). (2.5.30)
The constraints can now be written in terms of the x± and q and h only, reading
1
q
(
x+ +
1
x+
+ ξ +
1
ξ
)
= q
(
x− +
1
x−
+ ξ +
1
ξ
)
, (2.5.31)
where we introduce
ξ = − i
2
h (q − q−1)√
1− h2
4
(q − q−1)2
. (2.5.32)
In terms of these quantities we can also rewrite the central-charge eigenvalues V, U as
V 2 = q
x+
x−
x− + ξ
x+ + ξ
, U2 =
1
q
x+ + ξ
x− + ξ
. (2.5.33)
As in the undeformed case it turns out that all important quantities can be written in
terms of q, h and the x± parameters. A final reparametrisation of the algebra parameters
consists in introducting θ as
ξ = i tan
θ
2
, (2.5.34)
which will turn out to be very natural, as we will see shortly. In particular, we will restrict
to θ ∈ (−pi, pi] which will ensure unitarity of the S matrix later.
Solving the shortening condition. For a fixed coupling constant h and deformation
parameter q a fundamental short representation corresponds to a point on a torus, which
uniformises the shortening condition (2.5.23): this torus has real period 2ω1(κ) = 4K(m)
and imaginary period 2ω2(κ) = 4iK(1−m)− 4K(m), where K(m) is the elliptic integral
of the first kind depending on the elliptic modulus m = κ2. The parameters (κ, z0) where
z0 ∈ C parametrise the pair (q, h) through the following equations:
q = eiam(2z0) =
cs(z0) + idn(z0)
cs(z0)− idn(z0) , h = −
−iκ
2dn(z0)
√
1− κ2sn(z0)2, (2.5.35)
14A more detailed discussion of the various normalisations can be found in [135]. It also discusses an alternative
approach to the analysis of the quantum deformed representation theory using an affinisation based on doubling
the fermionic generators.
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where am, cs and dn are all Jacobi elliptic functions. In principle we could continue in this
parametrisation treating all values of q simultaneously a little longer, but this is not the
most convenient perspective for the restriction to real q, our primary case of interest.15
By introducing a spectral parameter u it is possible to write an arbitrary solution to the
shortening condition as x± = x(u± ic) for a function x that satisfies
eiu =
x(u) + 1
x(u)
+ ξ + 1
ξ
1
ξ
− ξ , (2.5.36)
where we should restrict the complex parameter u to a cylinder, i.e. Re(u) ∈ (−pi, pi].
To describe the general solution we only need to consider the two special solutions xs –
called the “string” x-function –
xs(u) = −i csc θ
(
eiu − cos θ − (1− eiu)√cosu− cos θ
cosu− 1
)
, (2.5.37)
and xm – the “mirror” x-function
16 –
xm(u) = −i csc θ
(
eiu − cos θ + (1 + eiu)√cosu− cos θ
cosu+ 1
)
. (2.5.38)
These 2pi-periodic functions have branch points at ±θ. The xs function has what we
will call a short cut running on the real line through the origin, whereas xm has a long
cut running on the real line through pi. xs and xm coincide on the lower half-plane and
are each others analytic continuation through their cuts, such that they are inverse on
the upper half-plane. This is illustrated in fig. 2.2. These functions are going to play a
central role in this thesis.
Undeformed limit. We will often consider the relation between our η-deformed expres-
sions and the corresponding quantity in the undeformed AdS5 × S5 superstring. The
undeformed limit that takes us from η deformed to undeformed consists of a rescaling
and a limit and its exact form depends on which conventions one wishes to follow: if we
rescale u→ cgu and then send c→ 0 we obtain the x functions from [38]:
xunds (u) =
u
2
(
1 +
√
1− 4
u2
)
, xundm (u) =
1
2
(
u− i
√
4− u2
)
, (2.5.39)
which have cuts on (−2, 2) and on (−∞,−2) ∪ (2,∞) respectively. In the conventions
of [41, 60] the undeformed limit has to be defined as a rescaling u → 2cu and the limit
c → 0, which differ from the convention in eqn. (2.5.39) by agreeing in the upper half-
plane instead of on the lower half-plane. It is an unfortunate fact about the literature on
this subject that both these conventions are so prolific: to stay in line with the literature
we will start using the conventions from [38, 40] until chapter 6, where we will switch to
the conventions from [41, 60]. In chapter 7 we use the first set of conventions once more.
15A convenient description for the root-of-unity case can be found in [136].
16These names will become clear in due course.
42
−θ θ
u
u + ic
% = 1
xs = 1/xm
xs = xm
pi
1(a) xs
−θ θ
pi
xm = 1/xs
xm = xs
1(b) xm
Figure 2.2: The analytic structure of the deformed x-functions: the branch cuts are indicated by
the thick line, the domain on which xm = xs is indicated in blue. In (a) we have indicated the
shift distance c and the cylinder radius ρ.
The undeformed x functions (also known as Zhukovsky variables) (2.5.39) obtained in the
undeformed limit obey the Zhukovksy identity
x(u) +
1
x(u)
= u, (2.5.40)
which is the shortening condition for the undeformed case. In appendix A we will collect
all the relevant properties of these x functions.
2.5.6 On the q-deformed S-matrix for psuq(2|2)
We are now in a good position to understand the construction of the S matrix: we
exhibited the Hopf algebra structure present in h and restricted the central charges as to
no longer obstruct cocommutativity. Moreover we have found an efficient description of
the shortening condition in terms of x± and h. In order to find the S matrix
S : h× h→ h× h (2.5.41)
we consider the cocommutativity condition (2.4.49) on the whole algebra to find the R
matrix, which differs from the S matrix by a graded permutation. Since their difference
is so small, we will directly talk about the result for the S matrix, since this is what
we are ultimately after. The su(2) × su(2) subalgebra restricts the most general ansatz
to ten unrestricted functions ak(p1, p2), where the pi are chosen to correspond to U as
U2 = eip and will be interpreted as quasi-momenta: consider elementary matrices Eij in
the basis {φ1, φ2, ψ1, ψ2} with as only nonzero entry the (i, j)th one, then we can define
the matrices
Ekilj = (−1)(l)(k)Eki ⊗ Elj (2.5.42)
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acting on the (irreducible) tensor product of fundamental short representations. The
most general ansatz now is
S12(p1, p2) =
10∑
k=1
ak(p1, p2)Λk , (2.5.43)
where the ten su(2)× su(2)-invariants are given byDid the page getseparated
properly?
Λ1 =E1111 +
q
2
E1122 +
1
2
(2− q2)E1221 + 1
2
E2112 +
q
2
E2211 + E2222 ,
Λ2 =
1
2
E1122 − q
2
E1221 − 1
2q
E2112 +
1
2
E2211 ,
Λ3 =E3333 +
q
2
E3344 +
1
2
(2− q2)E3443 + 1
2
E4334 +
q
2
E4433 + E4444 ,
Λ4 =
1
2
E3344 − q
2
E3443 − 1
2q
E4334 +
1
2
E4433 ,
Λ5 =E1133 + E1144 + E2233 + E2244 ,
Λ6 =E3311 + E3322 + E4411 + E4422 ,
Λ7 =E1324 − qE1423 − 1
q
E2314 + E2413 ,
Λ8 =E3142 − qE3214 − 1
q
E4132 + E4231 ,
Λ9 =E1331 + E1441 + E2332 + E2442 ,
Λ10 =E3113 + E3223 + E4114 + E4224.
Up to an overall factor the unknown functions aj are completely fixed by the cocommu-
tativity requirement for the generators E2 and F2: we set a1 = 1 yielding
a2 =− q + 2
q
x−1 (1− x−2 x+1 )(x+1 − x+2 )
x+1 (1− x−1 x−2 )(x−1 − x+2 )
,
a3 =
U2V2
U1V1
x+1 − x−2
x−1 − x+2
,
a4 =− qU2V2
U1V1
x+1 − x−2
x−1 − x+2
+
2
q
U2V2
U1V1
x−2 (x
+
1 − x+2 )(1− x−1 x+2 )
x+2 (x
−
1 − x+2 )(1− x−1 x−2 )
,
a5 =
x+1 − x+2√
q U1V1(x
−
1 − x+2 )
,
a6 =
√
q U2V2(x
−
1 − x−2 )
x−1 − x+2
,
a7 =i
(x+1 − x−1 )(x+1 − x+2 )(x+2 − x−2 )√
q U1V1(1− x−1 x−2 )(x−1 − x+2 )γ1γ2
,
a8 =i
U2V2 x
−
1 x
−
2 (x
+
1 − x+2 )γ1γ2
q
3
2x+1 x
+
2 (x
−
1 − x+2 )(x−1 x−2 − 1)
,
a9 =
(x−1 − x+1 )γ2
(x−1 − x+2 )γ1
,
a10 =
U2V2(x
−
2 − x+2 )γ1
U1V1(x
−
1 − x+2 )γ2
,
(2.5.44)
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where the subscripts indicate to which subspace the variables belong. As indicated before
the parameters γi play a gauge-like role and do not influence the spectrum of the QFT
we are describing by this S matrix. We will therefore set them to one in the remainder.
Quasitriangularity. The S matrix in eqn. (2.5.43) functions as the intertwiner of the
coproduct and the opposite coproduct for the fundamental representation of psuq (2|2).
It also satisfies the Yang-Baxter equation. These are all necessary elements, but one
could hope for more: indeed, in our initial discussion of Hopf algebras the R matrix
satisfies these last two conditions only because it satisfies the quasitriangularity condition
(2.4.50). This turns out to be a very strong condition: the resulting universal R-matrix
is representation independent and for any representation immediately gives the explicit
form of the S. Since we want to consider the scattering of all possible particles and bound
states this seems like a necessity to solve the spectral problem, but we will see that we
are lucky: the particular bound-state representations we need can be obtained from the
fundamental representation as well as the corresponding S matrix, thereby circumventing
the need for a universal R-matrix. The question of whether such an R matrix exists is
still very interesting from the mathematical point of view and has been studied [132, 133],
without a definite answer yet.
Yang Baxter equation and crossing symmetry. As we discussed in section 2.4.7 for
the R matrix to give rise to an S matrix that defines a consistent scattering theory it
should satisfy both the Yang-Baxter equation and the crossing equation. We might need toexpand on this.By checking
every element it was shown that the S matrix indeed satisfies the Yang-Baxter equation
as long as the x± satisfy the shortening condition (2.5.23). To ensure that the R matrix
has crossing symmetry, i.e. solves the crossing equation, we need to put a restriction on
its overall normalisation 1/σ known as the dressing phase: for any z1, z2 ∈ C
σ(z1, z2)σ(z1, z2 − ω2) = 1
q
x−1 + ξ
x+1 + ξ
x−1 − x+2
x−1 − x−2
1− 1
x+1 x
+
2
1− 1
x+1 x
−
2
, (2.5.45)
where xi = x(zi) and ω2 is the imaginary period of the uniformisation torus of the
shortening condition. Its solutions were studied in [98] for the case when q lies on the
unit circle. The real-q case was solved in [96]: writing
σ(z1, z2) = exp i
(
χ
(
x+1 , x
+
2
)− χ (x−1 , x+2 )− χ (x+1 , x−2 )+ χ (x−1 , x−2 )) , (2.5.46)
we can specify σ by the following double integral representation of the function χ:
χ(x1, x2) = Φ(x1, x2) = i
∮
C
dz
2pii
1
z − x1
∮
C
dw
2pii
1
w − x2 log
Γq2
(
1 + i
2c
(u(z)− u(w)))
Γq2
(
1− i
2c
(u(z)− u(w))) ,
(2.5.47)
where Γq is the q-gamma function and the contour C is specified by
C : |y|2 − 1 + (y∗ − y)ξ = 0. (2.5.48)
This is just a shift and rescaling of the unit circle. The notation u simply represents
the inverse of x, i.e. u(z) = x−1(z). We consider other representations of the dressing
phase in appendices B and C. This solution is not the unique solution of the deformed
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crossing equation (2.5.45), but at present it is the only explicitly-known solution. It
was constructed using knowledge of the dressing phase for the undeformed case, where
the “physical” solution was found by comparing with other data, coming from both
the string (strong coupling) and the gauge theory (weak coupling) side. Indeed, taking
the undeformed limit after rescaling the rapidity one finds the undeformed S-matrix
[18, 28, 29].
2.5.7 The η-deformed S matrix
As in the undeformed case we can use the S matrix for h to construct the S matrix that
is invariant under two copies of that algebra. This is the basis for the q deformation of
the light-cone gauge-fixed AdS5 × S5 world-sheet theory.17 The full S matrix is defined
as
Sfull(p1, p2) = Ssu(2)S ⊗ˇS, (2.5.49)
where S is the h-invariant S-matrix that we just introduced in eqn. (2.5.43) and
Ssu(2)(p1, p2) =
1
σ2(p1, p2)
x+1 + ξ
x−1 + ξ
x−2 + ξ
x+2 + ξ
· x
−
1 − x+2
x+1 − x−2
1− 1
x−1 x
+
2
1− 1
x+1 x
−
2
, (2.5.50)
is the overall normalisation of the S matrix, where the η-deformed dressing phase was
defined in eqn. (2.5.46). The graded tensor product ⊗ˇ absorbs various minus signs, as
follows: written out in matrix components eqn. (2.5.49) reads
SPP˙QQ˙
MM˙,NN˙
(p1, p2) = Ssu(2)(−1)(M˙)(N)+(P )(Q˙)SPQMN(p1, p2)S˙P˙ Q˙M˙N˙ , (2.5.51)
where the dots indicate that the corresponding object belongs to the second space in the
tensor product and the indices represent bosonic (1, 2) or fermionic (3, 4) basis elements.
2.5.8 Matching with the classical theory
In the previous section we have reviewed the bootstrapping of the η-deformed S matrix,
which defines the (factorised) scattering theory of some integrable QFT with psu(2|2)⊗2
off-shell symmetry. Indeed, a priori this is the only thing we can be certain about and
relating it to the classical η-deformed theory is based on our intuition about the scarcity
of integrable field theories and the uniqueness of the q deformed S matrix as it follows
from its construction: a slightly different Hopf algebra could lead to a different S matrix
and thus to a different QFT and the crossing equation generically has more than one
physically allowed solution leading to different S matrices. Also, it is not clear whether
the entire classical symmetry group of the η-deformed theory should survive quantisa-
tion. However, there are some checks one can perform to see whether the S matrix could
correspond to the quantised η-deformed model. In the undeformed case the AdS/CFT
correspondence allowed for a plethora of tests, see the review [100] and the paper [37] and
references therein. In the deformed case, however, the absence of a dual gauge theory
and the immense complexity of the classical deformed string theory makes any test very
difficult to execute. Nevertheless some tests have been done, showing clear agreement
between the classical and quantised theory.
17An extensive introduction of this model can be found in [96].
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In [94] the tremendous task of perturbatively quantising the η-deformed theory was tack-
led starting from the Polyakov action (2.3.6). Following the methods explained in section
2.4.2 the tree-level bosonic S-matrix was constructed and successfully compared to the
exact η-deformed S-matrix by expanding the latter in the large-tension limit, showing
agreement of the two if q is related to η and the string tension g as
q = e
− 2η
g(1+η2) . (2.5.52)
In [137] the integrability of this perturbative S-matrix was further investigated by con-
sidering particle production and factorisation in the bosonic sector: it was shown that,
after a unitary basis transformation on the two-particle states, the 2 → 4 and 4 → 6
scattering processes are absent and that the 3 → 3 scattering factorises, i.e. satisfies
the Yang-Baxter equation. This puts the integrability of the theory described by the
perturbative S -matrix on a firmer footing.
Unitarity. One subtle issue of the S matrix is that of unitarity. We saw that the ZF
algebra directly implies that R satisfies the braiding unitarity relation (2.4.38). However,
for a physical system the property we really should impose is matrix unitarity of the
R matrix, i.e. R12R†12 = I as a matrix, because it implies unitary time evolution of
the theory. Braiding unitarity and matrix unitarity are equivalent when the R matrix
satisfies the axiom of hermitian analyticity, i.e. R†12 = R21, which is usually the case for
relativistic field theories. It was observed that a necessary condition for these properties
to exist is for q to be real, since hermitian analyticity is lost for other q, in particular
for the interesting case of q on the unit circle [95, 98]. We refer to the discussion in
section 7.2 of [72] for more information. Also, reality of q is not a sufficient condition for
unitarity: the S matrix is only unitary for
0 ≤ h2 sinh2 c ≤ 1, (2.5.53)
which in terms of ξ means that the S matrix is unitary exactly when ξ is imaginary.
Renormalisation of q and h. The identification of the deformation parameter q with
the deformation parameter η and the string tension g as in eqn. (2.5.52) and the unitarity
bound (2.5.53) together pose an interesting question, as satisfying both simultaneously is
not straightforward: the exact quantum theory described by the S matrix is parametrised
by q and the “algebraic” coupling constant h, but the relation of these parameters to their
classical counterparts η and g might depend on renormalisation. On the other hand,
unitarity and the undeformed limit also pose constraints on the dependence of q and h
on η and g. In particular, q(η, g) and h(η, g) should be such that
• the S matrix is unitary for all values of η and g, i.e. eqn. (2.5.53) is satisfied,
• q satisfies eqn. (2.5.52) and h = g in the semiclassical regime,
• the effect disappears as η → 0, since the undeformed theory has a vanishing β
function and h does not renormalise.
The only proposal [96] that satisfies all these constraints has h = g and
c = arcsinh
(
2η
g (1 + η2)
)
. (2.5.54)
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2.5.9 Labelling of states
Thus far our discussion of the quantum theory has been mostly algebraic: we only used
the classical action once to find the perturbative S-matrix to check the exact S-matrix.
Moreover, the exact S-matrix was bootstrapped in such a way as to ensure that the
quantum theory has psuq(2|2)⊗2 on-shell symmetry.
To complete the description of the quantum model we need to include a description of
states: they can be organised in supermultiplets and labelled by their eigenvalue under
the Cartan charges of Uq (psu(2, 2|4)), since it is possible to diagonalise all of them simul-
taneously due to their mutual commutativity. This labelling is not unique, however, since
different bases for the Cartan subalgebra are possible. A crucial observation is that the q
deformation did not touch the algebra relations for the Cartan subalgebra and therefore
we can use the same description for the multiplets as was used in the undeformed case.
Since we are working towards the η-deformed QSC we will follow the conventions of [60]:
an undeformed multiplet is characterised by the sextet
{J1, J2, J3, E, S1, S2}, (2.5.55)
which are the three angular momenta on S5, the string energy and the two Lorenz spins
respectively. It might at first be strange to use the Cartan charges of Uq (psu(2, 2|4)),
as the quantum theory defined by the S matrix only has psuq(2|2)⊗2 symmetry. At the
hamiltonian level these labels are indeed overcomplete: the charge J1 = J does not com-
mute with the hamiltonian and it hence seems an inconvenient label in the hamiltonian
description. This, however is an artefact of the light-cone gauge, which demoted J from
a quantum number into the circumference of the circle on which our hamiltonian theory
is defined. We will see shortly that in the thermodynamic Bethe ansatz J gets restored
and the quantum numbers (2.5.55) become an appropriate set of labels.
Energy and dispersion. Before we can start discussing bound states one particularly
important identification that we have to make is which (combination) of the central
charges in the fundamental representation corresponds to the world-sheet excitation en-
ergy and momentum. As in the undeformed case, we associate the world-sheet excitation
energy E to the eigenvalue of the central charge K (V) and its momentum p to the
eigenvalue U of the braiding U as follows:
V 2 = qK = qE, U2 = eip, (2.5.56)
which relates energy and momentum to the x functions through eqn. (2.5.33) and has
the expected undeformed limit . Using the shortening condition (2.5.28) we find the
dispersion relation
cos2
θ
2
sinh2
cE
2
− sin2 θ
2
sin2
p
2
= sinh2
c
2
, (2.5.57)
which when solved for positive energies yields
E(p) =
2
c
arcsinh
√
sec2
θ
2
sinh2
c
2
+ tan2
θ
2
sin2
p
2
. (2.5.58)
A noteworthy property of this dispersion relation is that it is non-relativistic, implying
it is not invariant under the mirror transformation
E → ip˜, p→ iE˜ (2.5.59)
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induced by a double Wick-rotation, where P˜ and E˜ are the mirror momentum and energy.
However, the result of a double Wick-rotation is not completely unfamiliar: performing
a double Wick-rotation on eqn. (2.5.57) with θ = θ0 and rescaling the energy and
momentum as E → ±E/c and p → ±p/c we obtain the exact same dispersion relation
but with θ = θ0 + pi.
18 This duality was dubbed mirror duality in [96] and is worth
reviewing in more detail.
2.5.10 Mirror duality
The relation between dispersion relations at different values of θ was found to extend
to other aspects of the theory. The mirror transformation (2.5.59) can be recast in the
language of the x functions: all real momenta and energies satisfying eqn. (2.5.58) can
be parametrised by real rapidities through the xs function and eqn. (2.5.33) and eqn.
(2.5.56). Considering the mirror transformation on the level of x functions one finds
that, requiring the mirror energy to be positive and the mirror momentum to be real,
the transformation is equivalent to replacing xs → xm. Since the difference between the
two x functions is determined by the choice of the branch cuts this effectively means that
the mirror transformation amounts to changing long cuts into short ones and vice versa.
Moreover, the x functions satisfy
xs(u+ pi)
∣∣
θ=θ0+pi
= xm(u)
∣∣
θ=θ0
, (2.5.60)
for all u on the cylinder with cuts. Comparing this with the implementation of the
mirror transformation we see that shifting u → u + pi and θ → θ0 + pi is an equivalent
transformation.
As the S matrix is built from the x functions it is perhaps not surprising that mirror
duality can be lifted to the theory as a whole: for example one finds that for the energy
and momentum
cE(u+ pi)
∣∣
θ=θ0+pi
= E˜(u)
∣∣
θ=θ0
, p(u+ pi)
∣∣
θ=θ0+pi
= −cp˜(u)∣∣
θ=θ0
. (2.5.61)
An analysis of the S matrix shows that the theories at θ = θ0 + pi not only have identical
dispersion relations as their mirror cousins at θ = θ0, also their scattering properties
coincide, making them effectively the same theory. Apart from a technicality that yields
a minus sign19 this shows mirror duality on the level of the sigma model: it takes a member
out of the η-deformed family with θ = θ0 and relates it to the double Wick-rotated member
at θ = pi − θ0. This was checked semiclassically as well as on a giant-magnon solution
[96], inspired by the solutions found in the undeformed case [138, 139].
Spectrum and thermodynamics. One important aspect of mirror duality that might
not be immediately obvious is that for the models under consideration it provides a rela-
tion between thermodynamics and the spectral problem: we will use the thermodynamic
Bethe ansatz on the mirror theory to obtain the spectrum, but the primary result of this
method is of course the thermodynamics of the mirror theory itself. The identification in
the previous paragraph therefore shows that by shifting u and θ we can potentially inter-
polate between these two regimes. One application of this idea is the computation of the
18All signs in the rescaling are allowed.
19Shifting u and θ0 as in eqn. (2.5.60) takes ξ outside the positive imaginary axis on which our initial family of
theories were defined. Including a sign change ξ → −ξ in the mirror duality transformation ensures that ξ stays
in its original domain.
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Hagedorn temperature20: one can either consider the thermodynamics of the AdS5 × S5
superstring or the spectral problem of its mirror. Due to mirror duality we can reach the
spectral problem for the mirror theory by taking the “undeformed” mirror limit θ → pi21
of the η-deformed theory. In this thesis we will show that this spectral problem takes the
form of a QSC.
Undeformed AdS5 × S5 superstring. The mirror duality of the the η-deformed theory
does not have an undeformed analogue. Although the mirror transformation in that case
can also be achieved by replacing xs → xm, one cannot achieve this result by shifting the
parameters a finite amount: the undeformed x functions have fundamentally different
cut structures, the short cut being of finite length and the long cut being a union of two
(infinite) half-lines (see eqn. (2.5.39)).
2.6 TBA for the η-deformed model
We have now collected all the basic ingredients to consider the central question in this
thesis:
What is the simplest set of equations we can find that describe the spectrum
of the η-deformation of the AdS5 × S5 superstring?
At this point in the derivation we have found the fundamental two-body S-matrix and
the accompanying dispersion relation. In addition, we have a description of multi-particle
states through the Zamolodchikov-Faddeev algebra. The particle spectrum will consist
both of fundamental particles as well as bound states. Generically, one would have to
reconsider the details of the scattering theory to determine the S-matrix elements for
these bound states, but integrability helps us to circumvent this: using the concept
of factorised scattering we can determine these bound-state S-matrix elements directly
using a procedure usually called fusion. Therefore our present knowledge allows us to
completely solve the two-dimensional QFT on a flat space. This, however, is not the whole
story: we are interested in the spectrum of this QFT when considered on a cylinder and
only obtained a flat space description by taking the decompactification limit in section
2.4.1. To honestly consider the theory on a cylinder – with a compact space-direction
– we will have to take into account wrapping corrections to the S matrix coming from
particles travelling around the compact circle. This is very messy business, but can be
resolved in a much cleaner way using a method put forward by Zamolodchikov in [36].
In the following we will describe this method, also used for the undeformed case, and the
way it can be used to find the spectrum of the η-deformed model.22
2.6.1 Finding the spectrum from the mirror model
A first step to finding the spectrum of the η-deformed model is to find the ground-state
energy E0. One way to characterise E0 is as the leading term in the low-temperature
20See [140]. Note that their approach does not rely on the η deformation.
21To avoid singular behaviour this limit has to be accompanied by a shift in u by pi, rescale u→ 2cu and take
c→ 0+ with θ = 2 arccos (2g sinh c).
22Our description is somewhat brief and we refer to the reviews [72, 141] for a much more detailed description.
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expansion of the (Euclidean) partition function
Z(β, L) =
∑
j≥0
e−βEj , (2.6.1)
where β = 1/T and L is the volume our theory lives in. The standard way to obtain Z
is in the imaginary-time formalism, by first performing a Wick rotation τ → σ˜ = iτ and
then computing the path integral over all the fields periodic in σ˜ with period β. Thus,
in addition to a compact space-direction after the Wick rotation also the time direction
becomes periodic, effectively turning the world-sheet into a torus with periods L and β.
An interesting observation is that in this setting the roles of time and space have been put
on completely equal footing. This implies that the partition function not only describes
the thermodynamics of our original theory with hamiltonian H generating τ translations
but also of the so-called mirror theory with hamiltonian H˜ generating σ˜ translations.
In particular, Z describes the thermodynamics of the mirror theory in the volume β
at temperature 1/L. The mirror theory can be obtained by analytically continuing the
Euclidean theory σ → τ˜ = −iσ. The combination of these two Wick rotations is known
as the mirror transformation and acts on the hamiltonian and momentum as
H → ip˜, p→ iH˜, (2.6.2)
where p˜ is the mirror momentum. We can turn the idea that the partition function
describes both the original and the mirror theory around and say that we can determine
the partition function from either of these two theories: we have the original description in
eqn. (2.6.1) from the original theory, but could also characterise it through the Helmholtz
free energy F˜ of the mirror theory as
Z(β, L) = e−LF˜ (β), (2.6.3)
where we indicated that F˜ generically depends on the mirror volume β. In the low-
temperature limit β →∞ these two perspectives now lead to the identification
L
F˜ (β)
β
= Lf˜(β)→ E0, (2.6.4)
where f˜ is the mirror free-energy density. In other words, by computing the mirror free
energy in the infinite volume at finite temperature we find an expression for the ground-
state energy of the original model in finite volume! This might not sound like such an
improvement, but remember that all the methods we have discussed so far only worked
in the infinite-volume limit: only in the infinite-volume does a scattering theory based
on asymptotic states make sense, so the S matrix we have introduced can only aptly be
used in that setting. It turns out that it is much more tractable to consider the problem
of finite temperature than that of finite volume. In the next section we will describe how
the methods known as asymptotic Bethe ansatz and Thermodynamic Bethe ansatz can
be used to find the ground-state energy. Let us finish this section with two important
points:
• In the analysis above we have for simplicity assumed that all fields were bosonic,
which are periodic in the imaginary-time direction as discussed. Fermionic fields,
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however, are anti-periodic, which means that in the mirror theory we should not
compute the partition function Z but rather Witten’s index
ZW = Tr
(
(−1)F e−βH˜
)
, (2.6.5)
where F is the fermion number operator.
• What should worry us much more is that generically we have no guarantee that the
mirror theory described by the hamiltonian H˜ is integrable, which is paramount for
the application of the ideas that we have discussed in the previous sections. For
relativistic theories it turns out that their mirror is equal to the original theory and
hence integrable, circumventing possible problems here, but the η-deformed theory
is not relativistic as follows from the dispersion relation (2.5.57).23 Nevertheless,
we are in luck, since for the η-deformed model we know that its mirror is also
integrable due to mirror duality: its mirror is just another η-deformed model at a
different value of θ, hence we immediately have a description of the mirror model
to work with.
2.6.2 Asymptotic and thermodynamic Bethe ansatz
With Zamolodchikov’s mirror trick we have turned the problem of finding the ground-
state energy of a QFT in finite volume into finding the Helmholtz free energy density of the
mirror theory in infinite volume but at finite temperature. To find out the quantisation
conditions on the momenta of the scattering we employ the asymptotic Bethe ansatz.
Remember that we ended up in the infinite-volume in the mirror theory because we are
considering the low-temperature limit of the original theory. For finite volume the mirror
theory is defined on a circle with circumference R = β. Periodicity of the wave function
for free particles then leads to quantisation conditions as it must be that
eipjR = 1. (2.6.6)
Now consider N particles with momenta p1 > p2 > . . . > pN on a circle with very large
circumference that allows for the particles to be well-separated at positions
x1  x2  . . . xN at τ = −∞. (2.6.7)
The fact that the particles are well-separated implies that the N -particle wave-function
is that of N free particles. As time goes on these particles will scatter, and following our
discussion in section 2.4.4 we can describe the scattering process using the infinite-volume
two-body S-matrix and factorisation. After the scattering process the strict ordering of
the momenta causes the particles to become well-separated and free again at τ = ∞.
The fact that these particles live on a circle means we should be careful in interpreting
the position ordering (2.6.7): there is no absolute ordering on a circle. In particular
the ordering x2  . . . xN  (x1 + R) leads to a different wave function, but since this
ordering and the ordering in eqn. (2.6.7) are equivalent on the circle so should the wave
functions. Moving the particle at x1 to the last position to obtain the second ordering
from the first requires this particle to scatter of off every other particle, as illustrated in
23Usually it is possible to Wick rotate enough of the charges to ensure integrability of the mirror model [72].
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p1 p2
pN
1Figure 2.3: Moving a particle with momentum p1 around the circle forces it to interact with
every other particle.
fig. 2.3, such that we find a restriction on the wave function known as the Bethe-Yang
equations:
eipjR
N∏
k=1
k 6=j
Sjk(pj, pk) = 1, (2.6.8)
where Sjk here is the relevant S-matrix coefficient for the scattering of the particles with
momentum pj and pk. In theories with more than one particle species these equations
become more complicated and can contain several S-matrices describing the scattering
of different particle species. We sketch the general approach here but refer to the details
of this procedure to the review [72] and the book [35].
The general form of the Bethe-Yang equations can be quite complicated if not written
down in a convenient basis. The nested Bethe ansatz [142] describes how to find a
convenient basis and write the equations in an efficient form: we first introduce a transfer
matrix T as the (super) trace over the product of S matrices
T (p′|{pj}) = tra
N∏
j=1
Saj (p
′, pj) , (2.6.9)
where the label a refers to the auxiliary space an auxiliary particle with momentum p′
lives. The trace is taken in the auxiliary space and the product of matrices is ordered
left to right. Plugging in one of the momenta of the particles p′ = pk the transfer matrix
reproduces the right-hand side of the Bethe-Yang equations (2.6.8) with a minus sign.
Moreover, by virtue of the Yang-Baxter equation the transfer matrix has the crucial
property that it commutes with itself for different values of the auxiliary momentum
[T (p|{pj}) , T (p′|{pj})] = 0, (2.6.10)
allowing us to diagonalise the transfer matrix for all values of p simultaneously! After
diagonalisation the Bethe-Yang equations read
eipjRΛ (pj|{pk}) = −1, (2.6.11)
where Λ (pj|{pk}) is any eigenvalue of T (pj|{pk}). Using the Bethe ansatz one can explic-
itly perform this diagonalisation, although the fact that our S matrix is of higher rank
– higher than two, that is – we have to perform this diagonalisation in stages known as
the nested Bethe ansatz. Alternatively one can derive commutation relations for the S
matrix and the transfer matrix and employ the algebraic Bethe ansatz [143]. Extensive
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accounts of the application of the nested Bethe ansatz for the undeformed case can be
found in [18, 144, 37]. The Bethe-Yang equations for the q-deformed case were obtained
in [136] using the algebraic Bethe ansatz.
η-deformed Bethe-Yang equations. For the η-deformed mirror model the resulting
equations were found in [94] and are
1 = eip˜jR
K˜I∏
k=1
k 6=j
Ssl(2)(p˜j, p˜k)
∏
α=l,r
K˜IIα∏
k=1
√
q
y
(α)
j − x−k
y
(α)
j − x+k
√
x+k
x−k
, (2.6.12)
which come accompanied with a set of auxiliary Bethe equations for each α = l, r (and
every 1 ≤ j ≤ N)
1 =
K˜I∏
k=1
√
q
yj − x−k
yj − x+k
√
x+k
x−k
K˜III∏
k=1
sin 1
2
(νj − wk − ic)
sin 1
2
(νj − wk + ic) , (2.6.13)
−1 =
K˜II∏
k=1
sin 1
2
(wj − νk + ic)
sin 1
2
(wj − νk − ic)
K˜III∏
l=1
sin 1
2
(wj − wl − 2ic)
sin 1
2
(wj − wl + 2ic) , (2.6.14)
where the tilde indicates mirror quantities, x±k = x (pk ± ic) and the K˜ count the different
types of excitations (world-sheet or auxiliary) in the nested Bethe ansatz and the y and
w denote the rapidities of auxiliary excitations. The νj are to yj what u is to x and thus
are defined through
y = xs(ν)
±, (2.6.15)
where both options are possible. The dressing phase Ssl(2) can be obtained from the Ssl(2)
dressing phase defined in eqn. (2.5.50):
Ssl(2) (−p˜1,−p˜2)
∣∣
θ=θ0
= Ssu(2) (p1, p2)
∣∣
θ=θ0+pi
, (2.6.16)
using the identification of momenta as in eqn. (2.5.61). The undeformed Bethe-Yang
equations follow by plugging in the undeformed x-function and sending q → 1.
Matching of the excitation parameters. The K counting excitation numbers can be
matched with four out of the six quantum numbers specifying a multiplet in the η-
deformed theory. The precise relation with the quantum numbers (2.5.55) isCheck this!
qα = K˜
II
α − 2K˜IIIα , sα = K˜I − K˜IIα , (2.6.17)
with
J2 =
ql + qr
2
,
J3 =
ql − qr
2
,
S1 =
sl + sr
2
,
S2 =
sl − sr
2
.
(2.6.18)
The remaining two quantum numbers J1 = L and E are the inverse temperature of the
mirror model and the energy respectively and we will encounter them below in the TBA
description.
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2.6.3 Including bound states
In order to find the infinite-volume thermodynamics of the mirror model we wish to
compute the mirror free energy f = e − Ts, where e is the energy density and s is
the entropy density. Considering the infinite-volume limit R → ∞ we note that the
thermodynamic behaviour of the system will be dominated by states with a finite particle
density N/R. In our case we should also consider a finite density for the auxiliary
particles to allow for the most general contribution of a state to the thermodynamics.
Concretely this means we need to analyse the Bethe-Yang equations (2.6.12)-(2.6.14) for
ever-increasing mirror length R and excitation numbers K, while keeping their ratios
fixed. The infinite-length solutions of the Bethe-Yang equations are known as strings
since they often form a string pattern in the complex plane. A first step towards knowing
the full thermodynamics is then to analyse the possible solutions of the Bethe-Yang
equations.
To understand how this analysis works, consider the simple Bethe-Yang equations (2.6.8):
as long as all the momenta are real increasing N will simply lead to more solutions, but
these solutions are not the strings we are after. Consider instead for the case N = 2 that
p1 has positive imaginary part. As R → ∞ this causes the leading exponential to go
to zero and for the left-hand side to yield 1 in the limit it must be that the product of
S matrices diverges. This means that the momentum p2 must be such that S12(p1, p2)
diverges as R → ∞. Vice versa, if p1 has negative imaginary part p2 must be such that
in the limit S12(p1, p2) = 0. The precise form of the solutions of course depends on the S
matrix. However, since in the generic situations the zeroes and poles occur for momenta
related as pj = pj+1 + ai for some a ∈ R these solutions tend to form vertical patterns
on the complex plane leading to the name “string solutions”. Additionally, for physical
solutions we must demand that they have real total momentum and energy, after which
we can interpret them as bound states of particles moving with the average momentum
of its constituent particles. In particular, we can consider the scattering of these bound
states, yielding a new S matrix containing these bound states. The energy, momentum
and S matrix elements for the bound states are obtained by a procedure called fusion.
Analysing the zeroes and poles of the η-deformed S matrix24 yields different types of
solutions – different bound states – which come in the same types as the analysis of the
undeformed AdS5 × S5 Bethe-Yang equations [37]:
• Q particles are bound states of fundamental particles and the only bound states
carrying a non zero amount of energy,
• vw strings are complexes of y and w roots,
• w strings are complexes of w roots,
• y particles are single y-roots.
With these bound states in hand we can consider what happens in the thermodynamic
limit.
24Again we refrain from giving all the details, as they have been discussed in great detail elsewhere [72, 136].
A general account of how to construct string solutions can also be found in [3].
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2.6.4 From the Bethe-Yang equations to TBA
The true thermodynamics of our model we find only when taking the thermodynamic
limit, i.e. taking the length to infinity (R → ∞) as well as the number of particles.
We argued that we can use the knowledge of string solutions to take this limit properly.
Note, however, that the analysis we followed in the previous section to construct string
solutions is by no means a rigorous way to determine the solutions which are relevant in
the thermodynamic limit: indeed, instead of a pole in one of the S matrices we could
imagine a situation where it is the ever-growing product of finite-valued S-matrices that
yields a pole-like contribution to the Bethe-Yang equation in the thermodynamic limit.
Nevertheless, these type of solutions seem relatively uncommon and we continue assum-
ing that the bound states we just singled out represent the solutions that contribute a
measurable amount to the free energy in the thermodynamic limit.25 In the thermody-
namic Bethe ansatz this assumption goes under the name of string hypothesis [35].26
Assuming the string hypothesis it is straightforward to derive the thermodynamic Bethe
ansatz (TBA) equations which relate the particle densities of all the present bound-states
through coupled non-linear integral equations, see [72, 3] for examples how to derive them
from the knowledge of bound states and the Bethe-Yang equations. In order to introduce
the TBA equations for the η-deformed mirror model we need to introduce some notation.
Branch cuts and convolutions. Branch cuts will play a prominent role in our further
analysis. They will almost exclusively be of square-root type27 and for the η-deformed
case are located on one of the following line segments (for N ∈ Z)
ZN = {u ∈ C |u = v + icN, v ∈ (−pi, pi]} ,
ZˆN = {u ∈ C |u = v + icN, v ∈ [−θ, θ]} ,
ZˇN = {u ∈ C |u = v + icN, v ∈ [−pi,−θ] ∪ [θ, pi]} .
(2.6.19)
Branch cuts located on ZˆN we will refer to as short and those located on ZˇN as long. We
define three convolutions based on these definitions: for two functions f and h
f ? h(u, v) =
∫
Z0
dt f(u, t)h(t, v) =
∫ pi
−pi
dt f(u, t)h(t, v) ,
f ?ˆ h(u, v) =
∫
Zˆ0
dt f(u, t)h(t, v) =
∫ θ
−θ
dt f(u, t)h(t, v) , (2.6.20)
f ?ˇ h(u, v) =
∫
Zˇ0
dt f(u, t)h(t, v) =
∫ −θ
−pi
dt f(u, t)h(t, v) +
∫ pi
θ
dt f(u, t)h(t, v) .
25There are examples of solutions which are not of “string form” in the thermodynamic limit, see for example
[145] for an example in the Heisenberg xxx spin chain.
26One could argue that the string hypothesis also includes the exact form of the entropy term that we put
into the analysis as well and in some cases that the counting functions, which we will not introduce here, are
monotonously increasing functions.
27The only exception being the logarithmic branch cut responsible for the reconstruction of the driving term
in section 4.5.6.
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TBA equations. With these definitions we can introduce the TBA equations for the
η-deformed model:
log YQ = − JE˜Q + ΛP ? KPQsl(2) +
∑
α
Λ
(α)
M |vw ? K
MQ
vwx +
∑
α
L
(α)
β ?ˆ K
yQ
β ,
log Y
(α)
β = − ΛP ? KPyβ +
(
L
(α)
M |vw − L(α)M |w
)
? KM ,
log Y
(α)
M |w =L
(α)
N |w ? KNM +
(
L
(α)
− − L(α)+
)
?ˆ KM ,
log Y
(α)
M |vw =L
(α)
N |vw ? KNM +
(
L
(α)
− − L(α)+
)
?ˆ KM − ΛQ ? KQMxv ,
(2.6.21)
where the Y functions are the unknown functions and represent the ratio of hole-to-
particle density for all the four types of bound-states: YQ for Q-particles, Yβ for y parti-
cles28 and Y αM |(v)w for M |(v)w strings. For generic Y functions we have defined
Lχ = log(1 + 1/Yχ), Λχ = log(1 + Yχ), (2.6.22)
with the exception of L± and Λ±, defined as
L± = log(1− 1/Y±), Λ± = log(1− Y±). (2.6.23)
The functions K are the TBA kernels and their explicit expressions can be found in
appendix B. The Q-particle bound-state mirror energy E˜Q – sometimes known as driving
term – is given by
E˜Q(u) = log q
Qx (u− iQc) + ξ
x (u+ iQc) + ξ
, (2.6.24)
where we use ξ as defined in eqn. (2.5.32). Repeated indices are summed over, M,N, . . . ∈
N, β = ±, and α = l, r distinguishes a so-called left and right set of Y functions. All Y
functions are periodic with period 2pi, and have branch cuts of square-root type on some
ZˇNs as illustrated in fig. 2.4. We can organise the Y functions on the Y hook (see fig.
2.5). We will discuss this convenient representation in more detail in chapter 5.
Since bound states can occur with any possible length there are infinitely many TBA
equations, one for each of the bound states. Only the y particles can occur in two
forms only. This makes the TBA equations an infinite set of coupled non-linear integral
equations.
Finally, note the re-occurrence of the quantum number J here: it features in the TBA
equations since we are investigating the ground-state of the mirror theory at temperature
1/L = 1/J (consistent with our light-cone-gauge choice below eqn. (2.4.9)).
Ground-state energy. A solution of the TBA equations is a set of functions
{YQ, Y (α)M |w, Y (α)M |vw, Y (α)β },
28The notation β = ± for y particles derives from the fact that they come in two flavours depending on the
sign of the imaginary part of the y rapidity.
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Figure 2.4: The cut structures of the undeformed (a) and deformed (b) models. Possible branch
cuts are indicated by thick lines.
which implicitly depend on the length J present in front of the driving term in the YQ
TBA-equation. The energy corresponding to a solution of these equations is given by
E(J) = −
∫
Z0
du
∑
Q
1
2pi
dp˜Q
du
log (1 + YQ) , (2.6.25)
where the Q-particle mirror momentum is given by
p˜Q(u) =
i
c
log
(
qQ
x+
x−
x− + ξ
x+ + ξ
)
. (2.6.26)
One thing to note is that the energy only depends on the form of the YQ functions, all
the other bound states play only an auxiliary role. Although we have not really pressed
this point before, it is important to note that the energy here is in fact the ground-state
energy of the η-deformed model in a volume L. This seems underwhelming: did we go
through all these steps from the Bethe-Yang equations to end up with an equation for
the ground-state only? Remember that the Bethe-Yang equations describe the entire
spectrum. We will see soon though, that we can use the TBA equations to access the
energies of excited states as well.
Undeformed TBA-equations. Since we will want to compare our own analysis with
that done for the undeformed case it will be useful to have access to the undeformed
TBA-equations, i.e. the TBA equations for the undeformed AdS5 × S5 superstring as
well. It is both lucky and unlucky that the undeformed TBA equations can be written
in exactly the same form (2.6.21) by reinterpreting the symbols in all the equations: first
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off, the undeformed counterpart of the Z line segments are29
ZundN = {u ∈ C |u = v + iN/g, v ∈ (−∞,∞)} ,
ZˆundN = {u ∈ C |u = v + iN/g, v ∈ [−2, 2]} ,
ZˇundN = {u ∈ C |u = v + iN/g, v ∈ [−∞,−2] ∪ [2,∞]} ,
(2.6.27)
which straightforwardly define the undeformed convolutions as we did for the deformed
case in eqn. (2.6.20). After defining the undeformed kernels (see appendix B) and the
driving term and Q-particle mirror momentum as
E˜undQ (u) = log
x
(
u− iQ
g
)
x
(
u+ iQ
g
) , p˜Qund = g x(u− iQg
)
− g x
(
u+
iQ
g
)
+ iQ (2.6.28)
with x the undeformed xs function (2.5.39), we can write the undeformed TBA equations
exactly as in eqn. (2.6.21). The Y functions are not periodic and have branch cuts on
the undeformed Z segments. Also the ground-state energy can be computed in the same
way as in the deformed case using eqn. (2.6.25) using undeformed quantities.
2.6.5 Using the TBA equations
The TBA equations are derived originally to compute the ground-state energy for the
original model in finite volume. As these equations are extremely complicated, in most
cases numerical approaches are the only viable way forward: forgetting about the current
context of the mirror model, this usually yields the free energy as a function of the
29For easy comparison with the literature we stick to the conventions of [37, 56].
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temperature, which can in turn be used to compute all kinds of thermodynamic quantities,
see for example [3] where the numerics are explained for the Heisenberg xxx and long-
range Inozemtsev spin chains.
Analytic continuation. It turns out, however, that in practice this is just the begin-
ning: using other techniques it is possible to get access to the energies of other states as
well. The most important mathematical tool for this purpose is analytic continuation.
Since this will also prove to be a very important tool for us, let us spend some time on
how these techniques work: consider as a toy model a simple eigenvalue problem for a
finite-dimensional matrix H(z) depending polynomially on a parameter z: in turn the
eigenvalues and eigenvectors will be z-dependent as well:
H(z)v(z) = E(z)v(z). (2.6.29)
Now suppose that we have found an eigenvalue-eigenvector pair (E(z),v(z)) that solves
the eigenvalue equation for all z ∈ R. By the simple dependence of H on z we know that
E is a meromorphic function on some Riemann surface, but it will generically have branch
points. If we now consider a path from some z0 on the real axis around one such branch
point that returns to z0 we will find that the resulting value for E does not coincide with
the starting value E(z0), but it should in fact again be an eigenvalue! Indeed, since the
eigenvalue problem has not changed the new value of E should still solve the eigenvalue
problem for H(z0). If the original E(z0) was the ground-state energy, what we found
must be the energy of one of the excited states. Note that we do not need to bother
with the analytic continuation of the eigenvector v: it might change as well under the
continuation, but if all we are interested in is finding out the energy spectrum we do not
need to consider this change.
Analytic continuation in the TBA. This technique can be applied in more compli-
cated settings as well. In particular, one can use analytic continuation to find excited-
state energies from the ground-state TBA-equations [42, 46] although mathematically
the problem looks a little different. Consider a non-linear integral equation resembling
the TBA equations for two functions Y1, Y2:
Y1(u) = log (1 + Y2(u)) ? K(u), (2.6.30)
with K some known kernel of the form
K(v, u) =
1
2pii
d
dv
logS(v, u), (2.6.31)
for some S matrix S. Suppose Y2 has a pole at u1 and by analytic continuation in
some other variable, such as the coupling constant, we can move this pole around in the
complex plane. If during the continuation u1 collides with the integration contour of the
convolution we can start deforming the contour as long as we meet no other singularities
along the way. This will ensure continuity of the expression. Instead of deforming, we
can also pick up the residue of the integral at u1, such that after continuation the TBA
equation becomes
Y1(u) = log (1 + Y2(u)) ? K(u)± logS(u1, u), (2.6.32)
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Figure 2.6: We start out with some integral over the thick line (see (a)) with an integrand with a
pole at u1. By moving the pole across the integration contour we are forced to move the contour
to ensure continuity (see (b)). Finally, by deforming further one observes that the resulting
integral is given in (c): it is the old integration contour plus a residue integral around the shifted
pole.
where the sign depends on whether the pole hits the contour from below or from above.
This idea is illustrated in fig. 2.6. We see that the result of continuation is a TBA
equation with an additional term also called driving term.30 Subsequently solving these
equations numerically then yields the energy related to some excited state. This approach
and the very related contour deformation trick [46], which gives a presciption how to write
down the TBA equations for any excited state, has been beneficial for the undeformed
TBA-equations, for example for the entire sl(2)-sector of the theory the relevant TBA-
equations were found in [55, 46].
We will consider analytic continuation of the TBA equations extensively: in chapter 4
we will consider what happens when we continue the TBA equations in the free variable
u, to investigate the analytic structure of the Y functions.
2.7 Beyond the TBA
This completes our review of the derivation of the ground-state TBA equations all the
way from the first definitions of the (η-deformed) model. These equations and all the
related machinery we have introduced will form the basis of our analysis in the rest
of this thesis. We will venture down one of the possible paths that might lead to a
significant simplification of the TBA equations. Many such paths have been found over
the years for a variety of models, in most cases yielding simpler sets of non-linear integral
equations (NLIE), see for example [146, 43, 51, 147, 50, 148, 149, 150]. The fact that it is
possible to simplify the TBA equations for these models suggests that there is a hidden
structure present that we are not fully exposing at the level of the TBA equations. We will
ultimately derive a set of equations – the η-deformed QSC – which are no longer integral
equations and in that sense do not fit in the simplifications cited above. However, this
derivation is inspired by many of these previous works: the first step towards the QSC is
to derive the analytic Y -system, which is also a step along the way to derive the NLIE
equations of [146, 43, 51]. We will consider this in detail in the next chapter.
30There does not seem to be complete consensus about which terms can be called “driving terms”: in this
thesis we will call all terms that lead to non-trivial asymptotics for the Y functions driving terms, whereas some
authors reserve this term for terms resulting from analytic continuation in the sense discussed here.
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Part II
Constructing the η-deformed QSC
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Chapter 3
Introduction
In the previous chapter we have discussed the early steps taken for the spectral problem
of the η-deformed AdS5 × S5 superstring, indicating how these steps were related to
the ones taken for the undeformed spectral problem. This culminated in a set of TBA
equations (2.6.21) describing the ground state of the theory in finite volume. Although
this is already a huge achievement for such a complicated theory, it turns out that the
η-deformed theory admits a further generalisation and even simplification. In this part we
will discuss how one can derive the η-deformed QSC – a finite set of functional equations
on a Riemann surface – from the TBA equations.1 This derivation in many respects
stays close to the derivation of the undeformed QSC, although we will find that many
of the original results are “trigonometrised”: where in the undeformed problem we were
dealing with rational functions, these become trigonometric functions in the η-deformed
case. The trigonometrisation is consistent with the fact that all the η-deformed functions
have to be defined on a cylinder. A useful definition for these functions is the following:
a function f : C→ C is real periodic if there exists some ω ∈ R such that f(z+ω) = f(z)
for all z ∈ C. In particular, if we do not specify ω it is understood that the function is
defined on the standard cylinder with circumference ω = 2pi. The undeformed case has
no real periodicity.
Because of the similarity in the derivations of the η-deformed and undeformed case we
will take the opportunity to compare the two such that this chapter can be read as a
detailed review of the historical derivation of the QSC for the AdS5×S5 superstring. Our
derivation will be quite explicit, showing all the necessary calculations.
One can divide the derivation of the QSC (in both the deformed and undeformed cases)
from the TBA equations in three steps:
TBA equations→ Analytic Y system→ Analytic T system→ Quantum Spectral Curve.
Alternatively we could divide the derivation also into an algebraic an an analytic part,
where the algebraic part is by far the easiest: deriving the equations of the T system from
the TBA equations is completely straightforward, it is only at the final step that analytic
and algebraic considerations have to be combined to end up with the Pµ system, one of
the incarnations of the QSC. We will see this in due course.
Let us summarise the derivation ahead of us: the first step is to derive the analytic
1This part is based on the publication [1].
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Y -system: it consists of a set of equations for the Y functions appearing in the TBA
equations as well as a set of analytic constraints that we should impose on a solution
of these equations. Alternatively we could interpret these constraints as a definition of
the function space on which the Y -system equations are defined. Deriving the Y -system
equations follows the canonical steps of applying first an inverse integral kernel K−1 to
the TBA equations followed by the operator s and was already done partially in [96].
We then derive a set of discontinuity equations from the TBA equations that we should
impose on the solution of the Y -system equations in the spirit of [56]. We call the discon-
tinuity equations, Y -system equations and the prescribed analyticity strips together the
analytic Y -system. By specifying a few more properties we can isolate the solution of the
analytic Y -system that also satisfies the ground-state TBA-equations, thereby proving
equivalence of the two sets of equations.
The next step is to derive the analytic T -system: obtaining the T -system equations – more
commonly known as the Hirota equation – from the Y -system equations is straightfor-
ward by a reparametrisation of the Y functions. Transferring the discontinuity relations
to the analytic T system in a convenient way is a bit more difficult. First of all the
reparametrisation of Y s into T s introduces a redundancy, because this reparametrisation
contains a gauge freedom. However, despite the gauge symmetry it is not possible to find
a set of T s such that all of them have nice properties. We therefore settle for two sets of
T s that both partially have nice properties such that for every Y function we have at least
one nice set of T -functions and we know how to transform T s in the first set to the second
set and vice versa. This derivation is inspired by [57]. As it turns out this solution can
be further simplified by noticing that it can be recast into a beautifully-simple-looking
form as was derived for the undeformed case in [54].
This allows us to perform the next step: the basic building blocks for one of the T gauges
can be interpreted as the basic P-functions featuring in the QSC. Since the T s expressed
in these P functions automatically satisfy the Hirota equations we seem to have no fur-
ther constraints on them. However, the analytic constraints of the T functions can be
captured by introducing new functions and subsequently impose certain analyticity prop-
erties on these functions. Also, introducing the gluing object µ12 we find that the second
T -gauge also imposes some constraints on the P functions. This ultimately yields the Pµ
equations, which forms the basis of the QSC.
The final step is to derive the boundary conditions that we should impose on the QSC
equations to find the energy of a particular deformed-string state. By tracing back our
parametrisation to the TBA equations we can derive that certain asymptotics of µ12
contain the energy of the state under consideration. We then argue that the other five
quantum number should be present in similar asymptotics of some of the other functions,
which is then fully fixed by consistency of the QSC and an appeal to the weak-coupling
regime.
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Chapter 4
Analytic Y -system
Our goal in this chapter is to derive the analytic Y -system, a set of functional equations
for the Y functions featuring in the TBA equations (2.6.21) along with an additional set
of analytic constraints. We will treat the derivation of the undeformed and deformed case
simultaneously. To avoid needless repetition and unnatural notation our derivations will
be given from the perspective of the deformed case when it comes to notation, trusting
that the undeformed result can be read off easily using the identifications that we will
make along the way. For example, the undeformed shift distance 1/g follows by the
replacement c→ 1/g. When the two cases differ we will discuss the differences.
4.1 Setup
A lot of the model’s properties is encoded in the analytic properties of the Y functions, so
our first task is to derive some of them from the TBA equations. We will see that these
properties, when interpreted correctly, are very similar for the undeformed and deformed
Y -functions. The fundamental difference between the undeformed and deformed case is
that the undeformed functions are defined on the complex plane with branch cuts whereas
the deformed functions are defined on a cylinder with radius 1, also with branch cuts.
All branch cuts are located on either ZˆN (short branch cuts) or ZˇN (long branch cuts)
and are of square-root type, meaning that continuing a function two full circles around
any branch point gives the original function back as a result. The nomenclature “short”
and “long” has been inherited from the undeformed case, although geometrically it does
not make sense in the deformed case: for θ > pi/2 short cuts are in fact longer than
the long cuts. The fact that we cannot clearly distinguish long and short cuts is related
to the mirror duality of the η-deformed model: shifting the spectral parameter and the
branch-point location simultaneously changes short cuts into long ones and vice versa.
We will return to this point in section 7.7.
The compactification of the deformed rapidity plane can be interpreted as a geometric
consequence of the deformation: the undeformed superstring has only one parameter,
the string tension g. Geometrically it determines the ratio between the location of the
branch points on the real line and the fundamental shift distance (the distance between
two successive Zi). Since a full rescaling of the rapidity variable is immaterial in our
models it follows that one parameter is exactly enough to parametrise the inequivalent
models. The deformation parameter adds a second parameter to the model, but in order
for this parameter to give a meaningful deformation we need to introduce an extra scale
to the system. By compactifying the complex plane to a cylinder we end up with three
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scales: the branch-point location on the real line, the shift distance and the cylinder’s
radius. Using the rescaling invariance we can get rid of one of the three scales, resulting
in two parameters θ (for the branch-point location) and c (for the shift distance), see fig.
2.4. Confer our discussion in the previous chapterReference? these parameters are constrained as
c ≥ 0 and θ ∈ [0, pi], which fits our geometric description well. We will often encounter
“shifted” functions for which we introduce the notation
f [n](u) := f(u+ icn), f± = f [±1], f±± = f [±2]. (4.1.1)
4.2 Analytic properties of the Y functions
4.2.1 Analyticity strips
The region around the real axis plays a special role in our analysis. In particular, the
region with |Im(u)| < c we will call the physical strip. Generically, the Y functions are
especially nicely behaved on a strip with |Im(u)| < cM for some M ∈ N, which can be
derived directly from the TBA equations (2.6.21) using only knowledge of the integration
kernels K.
As an example, consider the basic undeformed kernel
KundM (u) =
1
pi
gM
M2 + g2u2
, (4.2.1)
which has poles at ±iM/g. The deformed kernel
KM(u) =
1
2pi
sinhMc
coshMc− cosu (4.2.2)
has poles at ±Mic and many more on the complex plane due to its 2pi periodicity. In the
following we will consider the deformed quantities always on the cylinder −pi < Re(u) ≤
pi, where it only has the mentioned poles.
The locations of these poles are typical for our models: they are in fact located on the
strips ZM that we introduced in eqn. (2.6.19) (and in eqn. (2.6.27) for the undeformed
case).
Analyticity strips. The solutions of the TBA equations we are interested in are Y
functions which are analytic in a wider strip around the real axis. To write this succinctly
we introduce some notation: the functions which are analytic in the strip
{u ∈ C | |Im(u)| < Mc} , (4.2.3)
possibly with the exception of a finite number of poles form the set AM . If we want
f ∈ AM to also be pole free, i.e. be analytic, on the strip, we write f ∈ ApM .
The behaviour of the Y functions around the real axis can be characterised as follows:
YQ, Y
(α)
Q|(v)w ∈ AQ. This is illustrated in fig. 4.1. When considering the ground state we
have the stronger property YQ, Y
(α)
Q|(v)w ∈ ApQ.
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Figure 4.1: The analytic structure of the undeformed Y functions on the plane (a) and the
deformed Y functions on a cylinder with radius one. The red-filled band indicates the analyticity
strip associated to A1.
4.2.2 Branch points and discontinuities
All the Y functions have branch cuts: the behaviour of these Y s around the branch cuts
can be captured in discontinuities. We can therefore use these discontinuities to pick up
exactly the solution to the Y -system equations that we are interested in. In order to
understand how they arise from the TBA equations, we will have to dig a little deeper:
first notice that the Y functions are always integrated over in the convolutions on the
right-hand side of the TBA equations. This implies that their branch cut structure is not
visible there. However, there are two sources of branch cuts on the right-hand side:
• Branch cuts of the integration kernels K.
• Convolutions over an “incomplete” interval: in the undeformed case this means a
convolution over a finite interval, but for the deformed case this means an interval
for which at least one of the endpoints does not lie at ±pi.
y-particle Y -functions. The easiest source of branch cuts is branch cuts in the inte-
gration kernels. For example, consider the kernel KQyβ (see (B.1.9)). When continuing it
around u = θ (u = 2 for the undeformed case) we find that
KQy− (z, u
∗) =
1
2pii
d
dz
log
(
qQ/2
x−(z)− 1/x(u)
x+(z)− 1/x(u)
√
x+(z)
x−(z)
)
= KQy+ (z, u), (4.2.4)
where we use the ∗ to indicate clockwise continuation around its right branch point if
Im(u) > 0 and counter clockwise continuation if Im(u) < 0. We will argue below that the
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Figure 4.2: We continue f in u clockwise around b: in (a) the continuation hits the integration
contour represented by the thick line. By deforming the contour as in (b) we avoid the collision,
but the resulting function is no longer the same as our original f . It is equivalent to the original
function f plus the clockwise contour integral around the point u.
other terms in the TBA equation for Y±1 do not contribute any branch cuts and hence we
find that log Y−(u∗) = log Y+(u). Moreover, continuing again will return us to K
Qy
− (z, u)
and hence the branch point at u = θ is of square-root type. Therefore we must have
Y−(u∗) = Y+(u), i.e. Y− and Y+ are two different-sheet evaluations of one two-sheeted
function.
Discontinuity from an incomplete interval
To understand the origin of branch points from an incomplete-interval convolution let us
discuss some general theory. We will focus on the non-periodic case, it is quite straight-
forward to extend these results to the periodic case.
Consider a function f : C→ C defined as
f(u) =
∫
[a,b]
dzg(z)K(z − u), (4.2.5)
for u in the upper half-plane (Im(u) > 0) and where a < b are real and g is analytic.
Moreover, let the integration kernel K have one unique first-order pole at the origin.
When continuing f around either of the end points a or b, at some point the pole will
have to cross the contour as illustrated fig. 4.2, similar to our discussion in section 2.6.5.
By deforming the contour continuously, this can be avoided (since we assumed there
are no other singular points), but the integral over the resulting contour is usually not
equivalent to the original one and a Cauchy residue has to be picked up. Moreover, in
general the direction of continuation ((counter) clockwise) results in a sign in front of the
residue. For Im(u) > 0 the continuations around b are
f
(
u
b
)
= f(u)− 2piig(u)Res(K)(u),
f
(
u
b
)
= f(u) + 2piig(u)Res(K)(u), (4.2.6)
where the subscripts indicate in which direction (see fig. 4.2 for clockwise or see fig. 4.3
for counter clockwise) and around which point. At the left end point a of the integration
1when the derivation is equal for both values of α we often suppress this index.
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contour the continuations are given by
f
(
u a
)
= f(u) + 2piig(u)Res(K)(u),
f
(
u a
)
= f(u)− 2piig(u)Res(K)(u), (4.2.7)
where each time we continue exactly the same contribution is picked up. This might
suggest that these types of continuation are always of log type, but if g has non-trivial
behaviour around these branch points this does not have to be the case. Note that having
square-root branch-points is very convenient, since this implies that does not matter in
which direction we are continuing.
This leads us to consider a slightly more complicated case: the case where g has a branch
point at a and at b. Consider therefore the exact same case as we did above (so still
Im(u) > 0), but this time, let g have square-root branch points at both a and b. There
are again four possible continuations as we treated in the first case. The easiest cases
remain to be the clockwise continuation around b and the counter clockwise continuation
around a; the disturbance of the contour is minimal. The two other cases can be seen best
by letting the pole cross the contour before continuing, as we do in fig. 4.3. This leads
to extra Cauchy residues which change when we are continuing. Let us give formulas for
these cases: we start with the expression
f(u) =
∫
[a,b]
dzg(z)K(z, u), (4.2.8)
for u in the upper half-plane and such that the pole of K(z, u) lies just above the in-
tegration contour. Deform the contour as in fig. 4.3 to U , picking up the residue to
obtain
f(u) =
∫
U
dzg(z)K(z, u) + 2piiRes(K)g(u). (4.2.9)
Now we can continue f and end up with
f
(
u
b
)
=
∫
[a,b]
dzg(z)K
(
z, u
b
)
+ 2piiRes(K)g
(
u
b
)
, (4.2.10)
where we deformed the contour back to the original interval somewhere during the con-
tinuation and can actually forget about the continuation of the integral since the kernel
has no branch points. Note that the end result depends on the branch point behaviour
of g. Similarly, for the point a we get
f(u) =
∫
U
dzg(z)K(z, u) + 2piiRes(K)g(u), (4.2.11)
which after continuation becomes
f
(
u a
)
=
∫
[a,b]
dzg(z)K
(
z, u a
)
+ 2piiRes(K)g
(
u a
)
. (4.2.12)
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Figure 4.3: The counter clockwise continuation around b: we start with the definition of f in
(a). This is equivalent to the sum of integrals in (b), where the contour has been shifted to allow
for the continuation. In (c) we continue the first term half way and the second term completely.
This allows for the deformation of U back to the standard interval [a, b], as we see in (d), as well
as completing the continuation. The result is the sum of integrals in (e): the sign of the contour
integral is opposite that of the result in 4.2. Additionally, we note that the contour integral has
been continued around b as well, thus branch points in the integrand here will be felt by the
result.
To summarise, the results for these cases are
f
(
u
b
)
= f(u)− (2pii)Res(K)g(u),
f
(
u
b
)
= f(u) + (2pii)Res(K)g
(
u
b
)
,
f
(
u a
)
= f(u) + (2pii)Res(K)g
(
u a
)
,
f
(
u a
)
= f(u)− (2pii)Res(K)g(u). (4.2.13)
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Continuing f twice in the same direction leads to
f
(
u
b b
)
= f(u) + (2pii)Res(K)
(
g
(
u
b
)
− g
(
u
b b
))
, (4.2.14)
such that for functions g satisfying
g
(
u
b
)
− g
(
u
b b
)
= 0 (4.2.15)
– such as a pure square-root – the double continuation returns the original function f .
We will see that these results are going to be central in the analysis of TBA equations.
It is clear from this analysis that only the points a and b are possible branch points of f .
Continuing around any other point will return the function to the same value as one can
see as follows: take any point to continue around and start continuing. As the pole gets
close to the contour we shift the contour far enough to allow for the pole to complete
its circle around our point under investigation. We relax the contour back to its original
form after the circle has been completed. Thus only a and b are special points for f .
Moreover, if the integration contour is not “incomplete” there are no special points and
therefore f does not inherit any branch cuts.
The periodic case might deserve special attention here: the “full” interval in that case is
simply (−pi, pi], which seems to define what we have previously called incomplete-interval
convolution. The kernel K, however, is periodic and therefore cannot have a unique pole
on the complex plane, invalidating the results we have obtained. We can instead consider
f as a function on the complex cylinder −pi < Re(u) ≤ pi, such that K does have a unique
pole. In turn, the integration domain becomes closed on the cylinder and the points −pi
and pi, which are identified on the cylinder, are not special: we can follow the deformation
from the previous paragraph to show that a continuation around those points is trivial.
The other results from this section do carry over to the periodic case, as they do not
depend on any properties away from the branch cut.
4.2.3 Discontinuities, continuations and short- and long-cutted functions
The analytic continuation of a function can be encoded in a lot of ways and can be
subtle to define. In this thesis we will often talk about both analytic continuation and
discontinuities or jump of functions, so we should make sure that our definitions are clear
and consistent. Although the notation introduced in the previous section is very explicit,
it will be cumbersome to use in the rest of this thesis. Instead we will use the following:
Discontinuity. For a function f : C → C we define its discontinuity across its cut on
ZN as
[f ]N := lim
→0+
f(u+ iNc+ i)− f(u+ iNc− i), (4.2.16)
where u lies on the cut.2 In practice we will almost exclusively use this notation for
functions with only Zˇ cuts, such that u ∈ ZˇN . Therefore this function is initially only
defined on this interval. It can be continued to the whole complex plane, where it coincides
2The undeformed versions of all these definitions follow directly by replacing c→ 1/g.
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with f(u+ iNc)− f(u∗ + iNc), where here the continuation is performed after the shift.
Thus we can regard discontinuities as functions on the whole complex domain as
[f ]N (u) = f(u+ iNc)− f(u∗ + iNc). (4.2.17)
Another way to denote this is as follows, using our shift notation (4.1.1)
[f ]N (u) = f
[N ] − f˜ [N ]. (4.2.18)
Here the tilde on top of the function indicates we are considering its second-sheet evalu-
ation, i.e.
f˜(u) = f (u∗) . (4.2.19)
Both notations have their merits and we will use both accordingly. The function f˜ can
not be regarded as an analytic continuation of f in the strict sense, since by definition
f˜ does not coincide with f anywhere on the first sheet. Instead, f˜(u) for u in the upper
half-plane is part of the analytic continuation of f(u) with u in the lower half-plane and
vice versa, consistent with the definition of the ∗.
Short- and long-cutted functions. Basically all the branch points in the spectral prob-
lem are of square-root type and they come in pairs. This creates the freedom how to
connect these branch points with a branch cut, which we have resolved by choosing them
to be “long” or “short”. Whenever we want to emphasise the choice of branch cuts we
will write fˆ if f has short cuts and fˇ when it has long cuts.3 The freedom of connecting
branch points allows us in some cases to consider functions defined on some open domain
and consider either the long-cutted or the short-cutted extension of this function.
The most convenient choice here depends on the definition of the basic functions in
the model: this poses an inconvenience for us, since these basic functions – in our case
the x functions – have been defined differently throughout the literature (see the ap-
pendix G of [56] for the “Rosetta stone” for AdS/CFT). The literature we follow here
are the TBA papers [39, 40, 56, 55, 96] and the later quantum spectral curve papers
[57, 59, 60, 61, 151], where the former use what we will call lower-half-plane conventions
and the latter upper-half-plane conventions. In the lower- (upper)-half-plane conventions
the xs and xm functions are chosen to coincide in the lower (upper) half-plane. This
means that if a function is specified by its dependence on the x function we can easily
change its cuts from short to long or vice versa by changing the x function, but its precise
form will depend on the choice of conventions. To stay close to the literature we will use
the lower-half-plane conventions for most of the derivation and switch to the upper-half-
plane conventions when we have extracted all the information from the TBA equations
as we need.
This has an effect on the precise definition of fˆ and fˇ , which we have not been very
elaborate about so far. Functions with branch cuts do not have to be either short- or
long-cutted, since in principle we could choose to connect different pairs of branch points
with different cuts, leading to mixed structures and a seemingly endless stream of possible
3This goes against a convention in part of the literature which uses the hat and the check in exactly the
opposite situations to match the definition of the convolutions present in the TBA equations. It is in line with
more modern literature on the quantum spectral curve, which is why we follow it here.
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extensions of a function defined only on the physical strip. We will restrict in this thesis
(almost)4 exclusively to short- and long-cutted functions. In the first part of this thesis
we will let fˆ (fˇ) denote the short-cutted (long-cutted) extension of a function defined on
the lower half of the physical strip, in line with the lower-half-plane conventions. In the
second part we will switch to the upper-half-plane conventions, such that fˆ (fˇ) denotes
the short-cutted (long-cutted) extension of a function defined on the upper half of the
physical strip.
4.3 Simplified TBA-equations
The (canonical) TBA-equations (2.6.21) can be simplified to the appropriately named
simplified TBA-equations, by acting on both sides of the TBA equations with the operator
(K + 1)−1PQ := δP,Q − (δP,Q+1 + δP,Q−1)s, (4.3.1)
where s is the doubly-periodic analogue of the undeformed kernel s(u) = (4 cosh piu
2
)−1,
s(u) :=
∑
n∈Z
1
c
s
(
u+2pin
c
)
=
∑
n∈Z
1
4c cosh pi(u+2pin)
2c
= K(m
′)
2pic
dn(u) , (4.3.2)
where dn is the corresponding Jacobi elliptic function with real period 2pi and imaginary
period 4c, and K(m′) =
∑
l∈Z
pi
2 coshpi2l/c
is the elliptic integral of the complementary
elliptic modulus. This gives the set of simplified TBA equations presented in [96]
log Y1 =
∑
α
Lα− ?ˆ s− L2 ? s− ∆ˆe ?ˇ s ,
log YQ = − (LQ−1 + LQ+1) ? s +
∑
α
L
(α)
Q−1|vw ? s, Q > 1,
log Y
(α)
+ /Y
(α)
− = ΛQ ? KQy ,
log Y
(α)
− Y
(α)
+ = ΛQ ? (2K
Q1
xv ? s−KQ) + 2(Λ(α)1|vw − Λ(α)1|w) ? s ,
log Y
(α)
M |vw = (ΛM+1|vw + ΛM−1|vw) ? s− ΛM+1 ? s + δM,1(Λ(α)− − Λ(α)+ ) ?ˆ s ,
log Y
(α)
M |w = (ΛM+1|w + ΛM−1|w) ? s + δM,1(L
(α)
− − L(α)+ ) ?ˆ s ,
(4.3.3)
where Y
(α)
0|(v)w = 0 and ∆ˆe is defined as
5
∆ˆe = J Eˆ +
∑
α
(
L
(α)
− + L
(α)
+
)
? Kˆ + 2ΛQ ? Kˆ
Σ
Q +
∑
α
L
(α)
M |vw ? KˆM , (4.3.4)
with Eˆ defined as
Eˆ(u) = log x(u− i) + ξ
x(u+ i) + ξ
, Eˆund(u) = log x(u− i)
x(u+ i)
. (4.3.5)
To work out the action of (K + 1)−1PQ on the TBA equations we can make use of various
identities between the integration kernels K, which are valid in both the deformed and
undeformed cases some of which can be found in appendix B. We refer to [72] for more
details on the simplified TBA-equations.
4The only exceptions are the two functions T˙1,±1 in the analsis of the T gauge (see 5.3.5).
5Our usage of the hat on ∆ˆe is different from previous literature on the TBA equations, see footnote
3
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4.4 Y -system equations
A remarkable property of the TBA equations (2.6.21) is that they can be considered
as a set of equations constraining solutions with particular boundary conditions of a
much more general system of equations known as the Y system. The Y system is a
set of functional finite-difference equations whose form seems to only depend on the
representation-theoretical structure of the model under consideration. In particular, since
the representation theory of the η-deformed and undeformed model is essentially the same
the associated Y system equations are identical for the two cases!6 The deformed and
undeformed case are distinguished only by which solutions of the Y -system equations we
are considering, or differently put on which function space we try to solve these equations.
We specify the wanted class of solutions by imposing additional analytical data on the
Y system. This data comes in the form of analyticity strips and discontinuity equations,
both of which are encoded in the TBA equations. It is in this sense that the TBA
equations are a refinement of the Y system to a specific model and can be used in
practice to find numerical solutions and consider uniqueness and existence of solutions
with certain boundary conditions. THe relation between the TBA and Y system has
been analysed in great detail in the recent work [152].
4.4.1 Deriving the Y -system equations
To get to the Y system we define the operator s−1 by its action on a function f as
f ◦ s−1(u) = lim
→0
f(u+ ic− i) + f(u− ic+ i) , (4.4.1)
so that it acts as a right inverse of f 7→ f ? s:
(f ? s) ◦ s−1(u) = f(u) , for u ∈ Z0 . (4.4.2)
The fact that s−1 has a non-trivial kernel – note that it kills all 2ic functions – implies that
analytical information is lost when acting with s−1 on the TBA equations7, consistent
with the fact that the deformed and undeformed TBA-equations both lead to the same
Y system (up to a rescaling of the shift parameter), which for u ∈ Z0 reads as follows:
Q particles
Y +1 Y
−
1
Y2
=
∏
α
(
1− 1
Y
(α)
−
)
1 + Y2
, for u ∈ Zˆ0 , (4.4.3)
Y +Q Y
−
Q
YQ+1YQ−1
=
∏
α
(
1 + 1
Y
(α)
Q−1|vw
)
(1 + YQ−1)(1 + YQ+1)
. (4.4.4)
6As a side note, let us mention that the root-of-unity Y -system is very different and has only a finite number
of Y functions [136].
7This also implies s−1 is not a full inverse of s.
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w strings
Y +1|wY
−
1|w = (1 + Y2|w)
(
1− Y −1−
1− Y −1+
)ϑ(θ−|u|)
, (4.4.5)
Y +M |wY
−
M |w = (1 + YM−1|w)(1 + YM+1|w) , (4.4.6)
vw strings
Y +1|vwY
−
1|vw =
1 + Y2|vw
1 + Y2
(
1− Y−
1− Y+
)ϑ(θ−|u|)
, (4.4.7)
Y +M |vwY
−
M |vw =
(1 + YM−1|vw)(1 + YM+1|vw)
1 + YM+1
, (4.4.8)
y particles
Y +− Y
−
− =
1 + Y1|vw
1 + Y1|w
1
1 + Y1
. (4.4.9)
As for the undeformed string, there is no Y system equation for Y+, and to get this
equation for Y− we used the identities K
Qy
− ◦s−1 = KQ1xv +δQ,1 and KM ◦s−1 = KM1 +δM,1.
In the equations for (v)w strings and y particles we have suppressed the α index. ϑ is the
usual Heaviside function. It is noteworthy that the Y -system equations for a particular
Y function only feature Y functions which are adjacent to it on the Y hook (see fig. 2.5).
To find a system that is truly equivalent to the original TBA-equations our next task is
to find the extra analyticity data in the form of discontinuity equations.
4.5 Discontinuity equations
Our goal is to find enough equations such that when imposed on the Y -system equations
we have enough information to rederive the TBA equations from them, thereby showing
equivalence of the two systems. Naturally, the discontinuities of the Y functions are
related through the Y -system equations. This allows us to only impose a very small set
of discontinuities and therefore we only need to analyse the TBA equations for a small
number of cases. We will go through all of them here. The undeformed case was analysed
in [56].
4.5.1 Yw
The first discontinuity for the Y1|w (for both values of α) lies on Z±1. As argued in section
4.2.2 the only term generating a discontinuity there is the one with the Zˆ convolution.
For Y1|w this term reads
(L− − L+) ?ˆK1, (4.5.1)
where the kernel K1 has poles at ±ic in the physical strip. Continuing the function H±
defined by
H±(u) :=
∫
Zˆ0
dv (L− − L+) (v)K1(v − u∓ ci), (4.5.2)
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around the branch point at θ we find that
[H]±1 (u) = L−(u)− L+(u), (4.5.3)
using eqn. (4.2.13). Since Y+ and Y− are related by analytic continuation, the disconti-
nuity of log Y
(α)
1|w can be written as[
log Y1|w
]
±1 (u) = [L−]0 (u). (4.5.4)
4.5.2 Yvw
The derivation for Y
(α)
1|vw is very similar, but relies on kernel identities to first rewrite the
TBA equation for Y
(α)
1|vw in a convenient form:
log Y
(α)
M |vw = L
(α)
N |vw ? KNM +
(
Λ
(α)
− − Λ(α)+
)
?ˆKM −
∞∑
Q=2
ΛQ ? KQ−1. (4.5.5)
In this form we can continue by analogy with the previous case and conclude that[
log Y
(α)
1|vw
]
±1
(u) =
(
Λ
(α)
− − Λ(α)+
)
(u) =
[
Λ
(α)
−
]
0
(u). (4.5.6)
In order to arrive at the form (4.5.5) of the TBA equation we use the kernel identity
KQ1xv (u, v) = KQ−1(u− v) +
∫
Zˆ0
dxKQy(u, x)K1(x− v), (4.5.7)
which holds on the physical strip as can be checked numerically. The last two terms in
the TBA-equation for Y1|vw (2.6.21) can now first be rewritten as(
L
(α)
− − L(α)+
)
?ˆK1 − ΛQ ? KQ1xv =
(
Λ
(α)
− − Λ(α)+
)
?ˆK1 − log Y−/Y+?ˆK1 − ΛQ ? KQ1xv , (4.5.8)
where the first term is of the form we wanted. Continuing with the other terms and using
the equation (4.5.10) derived below we find
(ΛQ ? KQy) ?ˆK1 − ΛQ ? KQ1xv = ΛQ ? (KQy?ˆK1)− ΛQ ? KQ1xv
=
k∑
Q=1
ΛQ ?
(
KQy?ˆK1 −KQ1xv
)
= −
k∑
Q=2
ΛQ ? KQ−1, (4.5.9)
where we used that K0 = 0. This shows that the TBA equation can be rewritten in the
form (4.5.5) and the discontinuity result (4.5.6) follows.
4.5.3 Y−
Since the Y functions Y± are each others continuation finding the Z0 discontinuity of Y−
is very easy: it follows directly that
[log Y−]0 = log Y− − log Y+ = −ΛP ? KPy, (4.5.10)
using the TBA equations (2.6.21). This equation is not very convenient though, since it
still contains a convolution, i.e. it is non-local. In order to continue our simplification
it is necessary to derive an equation for the Y± discontinuities that only contains the
discontinuities of other Y functions.
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4.5.4 A local equation for Y−
Finding a local equation can be done by analysing the non-local one we just derived: we
simply compute the Z2N discontinuity of the second and third expression in the non-local
equation (4.5.10): for N ∈ N we find
[log Y−/Y+]±2N = [−ΛP ? KPy]±2N = −
N∑
P=1
[ΛP ]±(2N−P ) , (4.5.11)
which follows from the pole structure of KQy. We refer to appendix D for the explicit
computation.
Showing it is equivalent to the non-local equation
To make sure that the local discontinuity equation (4.5.11) for Y− can be imposed on the
Y -system equations instead of the non-local equation (4.5.10) we consider whether they
are equivalent while assuming the Y -system equations. We have already shown that the
local equation can be derived from the non-local one in the previous section, so to prove
equivalence we now consider how to derive the non-local equation from the local one.8
Two approaches. We can treat both the deformed and undeformed case simultaneously.
The algebraic details of the deformed and undeformed derivations are almost identical,
the crucial differences sit in the analytical properties of the functions involved: the basic
idea of this derivation is to consider the function F (u) = log Y−
Y+
(u) as some contour
integral of the form
F (u) =
∮
γ
dz
2pii
P (z − u)F (z), (4.5.12)
with γ some contour and P some function with exactly one first-order pole with residue 1
inside γ. We can then deform the contour and obtain integrals over the local discontinuity
equations to end up with the non-local ones. Since F has a square-root branch cut on the
real line we cannot write it as a contour integral directly. We instead try to find a function
G such that the product G ·F is branch-cut free on the real line and we can proceed. It is
tempting to choose the simplest function G that has a square-root branch cut, and in the
undeformed case this is indeed enough as we will see. However, the fact that G should
satisfy a further constraint makes its construction a bit harder in the deformed case. We
ultimately want to find the non-local discontinuity which contains the kernel KPy, which
has to be built up from two ingredients: the functions G and P . In the undeformed case
the simplest function P und is the canonical 1/u. A natural periodic analogue of this is
P (u) =
1
2 sin u
2
, (4.5.13)
which will suffice for this derivation.9 The condition to ultimately find KPy later in the
derivation is given by
K(z, u) =
1
2pii
P (z − u)G(z)
G(u)
, (4.5.14)
8See [56] for this derivation in the undeformed case.
9Later in this thesis we will need a function with the same properties, but with all its poles having residue 1.
To achieve this we turn to the cot version of the kernel considered here.
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(a)
1
(b)
Figure 4.4: Undeformed case: the integration contours γ (in (a)) and Γ (in (b)) are indicated by
the dashed lines, which extend to ±∞. The dots in (b) indicate that the contour continues to
±ı∞. The solid lines are the branch cuts connecting 2 + iN/g to −2 + iN/g for N ∈ Z.
which we can solve for both cases. In the undeformed case it follows directly from the
definition of K(z, u) that we can use
Gund(u) =
1√
4− u2 , (4.5.15)
which is the simplest function with a square-root branch cut that falls off as u → ±∞.
In the deformed case we find the solution more implicitly as
G(u) =
1
4pii
1
sin 1
2
(1− u)K(1, u) , (4.5.16)
where the choice to evaluate in z = 1 is arbitrary. Finally, to make all of this fit together
properly we need to define a proper contour γ. The undeformed case is illustrated in fig.
4.4, the deformed case in fig. 4.5. Note that both γ contours enclose exactly one pole of
the pole function P to make the rewriting possible and that the undeformed γ only yields
the correct result because we assume that F falls off sufficiently fast as u→ ±∞. In the
deformed case we do not need this assumption, since the 2pi periodicity allows for exact
cancellation of the vertical contour parts. The same is true for the contour deformation
into Γ, see fig. 4.4 and 4.5.
Rewriting the result. With these definitions we can proceed. First, we define the
function
B(z, u) = P (z − u)G(z) = G(u)2piiK(z, u), (4.5.17)
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Figure 4.5: Deformed case: the integration contours γ (in (a)) and Γ (in (b)) are indicated by
the dashed lines. The dots in (b) indicate that the contour continues to ±i∞ along the cylinder
in both directions. The solid lines are the branch cuts connecting θ+ icN to −θ+ icN for N ∈ Z.
where B is 2pi-periodic for the deformed case. A simple rewriting shows that
−
∞∑
Q=1
∫
Z0
dz
2pii
ΛQ(z) (B(z − iQc, u)−B(z + iQc, u))
=
∞∑
Q=1
∫
Z0
dzG(u)ΛQ(z) (K(z + iQc, u)−K(z − iQc, u))
= G(u)
∞∑
Q=1
∫
Z0
dzΛQ(z)KQy(z, u) = G(u) (ΛQ ? KQy(u)) . (4.5.18)
With this result and the non-local discontinuity equation (4.5.10) we see that the equation
G(u) log
Y−
Y+
(u) =
∞∑
Q=1
∫
Z0
dz
2pii
ΛQ(z) (B(z − iQc, u)−B(z + iQc, u)) (4.5.19)
is equivalent to the equation
log
Y−
Y+
(u) = −ΛP ? KPy. (4.5.20)
So in order to prove equivalence of the two sets of discontinuities it is enough to derive
eqn. (4.5.19) from the local discontinuities (4.5.11) as we will do below.
Rewriting a contour integral. We can write the left-hand side of eqn. (4.5.19) as
G(u) log
Y−
Y+
(u) =
∮
γ
dz
2pii
log
Y−
Y+
(z)B(z, u), (4.5.21)
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since log Y−
Y+
(z)G(z) is analytic on the inside of γ and the integrand has a first-order pole
with residue 1. We can deform γ into Γ (see fig. 4.4 and fig. 4.5) using that there are no
other poles present. We can rewrite the contour integral using the local discontinuities:
−
∑
N,τ
(∫
Z−2Nτ+i
−
∫
Z−2Nτ−i
)
dz
2pii
N∑
P=1
ΛP (z + iτPc)B(z, u)
= −
∑
N,τ
∫
Z0
dz
2pii
N∑
P=1
[ΛP ]−τ(2N−P ) (z)B(z − 2iτNc, u)
=
∑
N,τ
∫
Z0
dz
2pii
[log (Y−/Y+)]−τ2N (z)B(z − 2iτNc, u)
=
∑
N,τ
∫
Z0
(log (Y−/Y+) (z − i2Nτc+ i)− log Y−/Y+(z − i2Nτc− i))B(z − 2iτNc, u)
=
∮
Γ
dz
2pii
log (Y−/Y+) (z)B(z, u) =
∮
γ
dz
2pii
log (Y−/Y+) (z)B(z, u)), (4.5.22)
where τ sums over ±1 and N ∈ N and the  is infinitesimal.10 This shows that∮
γ
dz
2pii
log (Y−/Y+) (z)B(z, u)
= −
∑
N,τ
(∫
Z−2Nτ+i
−
∫
Z−2Nτ−i
)
dz
2pii
N∑
P=1
ΛP (z + iτPc)B(z, u). (4.5.23)
Using the fact that ΛP and B do not have any poles except at the branch points allows
us to cancel integrals on the right-hand side by deforming the relevant contours:
−
∑
τ
∑
N
N∑
P=1
(∫
Z−2Nτ+i
−
∫
Z−2Nτ−i
)
dz
2pii
ΛP (z + iτPc)B(z, u)
= −
∑
τ
∞∑
P=1
∞∑
N=P
(∫
Z−2Nτ+i
−
∫
Z−2Nτ−i
)
dz
2pii
ΛP (z + iτPc)B(z, u)
=
∑
τ
τ
∞∑
P=1
∫
Z−2Nτ+τi
dz
2pii
ΛP (z + iτPc)B(z, u)
=
∑
τ
τ
∞∑
P=1
∫
Z0
dz
2pii
ΛP (z)B(z − iτPc, u). (4.5.24)
We can rewrite eqn. (4.5.23) as follows:∮
γ
dz
2pii
log (Y−/Y+) (z)B(z, u) =
∑
τ
τ
∞∑
P=1
∫
dz
2pii
ΛP (z)B(z − iτPc, u)
=
∞∑
P=1
∫
dz
2pii
ΛP (z) (B(z − iP c, u)−B(z + iP c, u)) = −G(u) (ΛP ? KPy(u)) ,(4.5.25)
10Concretely this means that one should read expressions containing  as in the limit → 0+.
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using the equation (4.5.18). After recognising the left-hand side as G(u) log (Y−/Y+) (u)
we see that equation (4.5.25) is equivalent to
log
Y−
Y+
(u) = −ΛP ? KPy, (4.5.26)
which is what we were after. In conclusion, this proves that the local discontinuities
(4.5.11) for Y− contain exactly the same amount of information as the non-local version
(4.5.10) and we can impose the local discontinuity relations on the Y system.
4.5.5 YQ
The YQ functions are the most intricate functions in the TBA equations and the equations
necessary to rederive the TBA equations from the Y system are of a more complicated
nature than those we found for the other functions. We will derive a set of discontinuities
for the function ∆ which is the long-cutted version of the discontinuity of log Y1 on Z1. We
therefore need to go through two steps: first we understand the log Y1 discontinuity to find
an expression for ∆ and then we derive ∆’s discontinuities. A particular ingredient needed
to finish this analysis is finding a simpler expression for the dressing-phase kernel, which
in the undeformed case was derived in [56] based on kernel identities derived in [153]. To
not distract from our main derivation we treat this simplification for the deformed case
in appendix C.
Deriving the log Y1 discontinuity
We will first concentrate on the discontinuity of the Y1 function. Analysing the simplified
TBA-equation (4.3.3) for log Y1 we know immediately from our previous discussions that
two of the terms are potential sources of discontinuities and as we will see both in fact
are.
Acting with s−1 on the simplified TBA-equation yields the Y -system equation (4.4.3) for
log Y1, which we only wrote for u ∈ Zˆ0. The complete expression contains ∆ˆe and reads
log Y1(u+ic−i)Y1(u−ic+i) =
∑
α
L
(α)
− (u)ϑ(θ−|u|)−L2(u)−∆ˆe(u)ϑ(|u|−θ). (4.5.27)
An alternative way to write the discontinuity of log Y1 is, for a u with |Re(u)| > θ
[log Y1]1 (u) = log Y1(u+ ic+ i)− log Y1(u+ ic− i). (4.5.28)
From eqn. (4.5.27) we already have an expression for log Y1(u+ ic− i). We can use the
Y system to find the other expression: We have for |Re(u)| < θ that
log Y1(u+ ic)Y1(u− ic) =
∑
α
L
(α)
− (u)− L2(u). (4.5.29)
We can analytically continue this equation to approach the branch cut on Zˇ1 from above:
log Y1(u+ ic+ i)Y1(u− ic+ i) =
∑
α
L
(α)
− (u+ i)−L2(u) with |Re(u)| > θ. (4.5.30)
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Plugging in this expression into the discontinuity gives us (now for |Re(u)| > θ)
∆ˆ := [log Y1]1 (u) = log Y1(u+ ic+ i)− log Y1(u+ ic− i)
=
∑
α
L
(α)
− (u+ i) + ∆ˆe(u). (4.5.31)
The full definition of ∆ˆ is the continuation of the functions in the last expression to the
entire complex plane, where we should be careful in the interpretation of L−: the Y
functions have long cuts, but as a discontinuity ∆ˆ has short cuts. So we need to continue
the expression (4.5.31) to the lower half-plane such that ∆ˆ has a short cut on the real axis.
To define this we introduce Lˆ
(α)
y , the double-valued continuation of L
(α)
− from the upper
half-plane on the first sheet with a short cut. On the first sheet it can be characterised
as
Lˆ(α)y (u) =
{
L
(α)
− (u) if Im(u) > 0
L
(α)
+ (u) if Im(u) < 0
. (4.5.32)
Explicitly plugging in the definition of ∆ˆe we find that ∆ˆ is given by
∆ˆ = J Eˆ +
∑
α
Lˆ(α)y +
∑
α
(
L
(α)
− + L
(α)
+
)
? Kˆ + 2ΛQ ? Kˆ
Σ
Q +
∑
α
L
(α)
M |vw ? KˆM , (4.5.33)
where we defined Eˆ in eqn. (4.3.5). The definitions of the other kernels can be found in
appendix B.1 and in eqn. (C.0.1). This defines ∆ˆ as a function with short cuts, which
is consistent with its identification as the discontinuity of log Y1. However, since our
tools are more suited to analyse long-cutted functions we consider a new function that
coincides with ∆ˆ on the upper half-plane11:
∆ = −J log x(u) + ξ
1/x(u) + ξ
+
∑
α
L
(α)
− −
∑
α
(
L
(α)
− + L
(α)
+
)
?K − 2ΛQ ?KΣQ −
∑
α
L
(α)
M |vw ?KM ,
(4.5.34)
where
̂
E = log x(u) + ξ
1/x(u) + ξ
,
̂
Eund = log
(
x(u)2
)
(4.5.35)
are long-cutted versions of Eˆ . This concludes the first step in our derivation.
4.5.6 Deriving discontinuities for ∆
Next we find an expression for the discontinuities of ∆ in terms of discontinuities of Y±
and YM |vw. The derivation of the term containing LM |vw functions follows closely the
analysis we followed in section 4.5.1 and we will not repeat it here. The Y±-contribution
is a bit more involved: the second term in ∆ has discontinuities[∑
α
L
(α)
− (u)
]
±2N
. (4.5.36)
11This is indeed an unfortunate choice to work in the upper-half-plane conventions, although in line with the
work [56] for the undeformed case. It is immaterial for the results and we stick to this choice to stay close to [56].
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The contribution coming from the term
(
L
(α)
− + L
(α)
+
)
? K generates discontinuities only
for positive N , which read
−
[
L
(α)
− + L
(α)
+
]
−2N
, (4.5.37)
whereas the contributions for negative N vanish. Adding both contributions together we
see that the total contributions from Y± functions sum up to be
±
[∑
α
[L
(α)
∓
]
±2N
. (4.5.38)
Finally the discontinuity of the dressing phase kernel follows directly from its simplified
expression12
2LQ ? K
Σ
Q =
∑
α
∮
γx
log Y
(α)
− (z)
( ∞∑
N=1
K(z + 2iNc, u) +K(z − 2iNc, u)
)
. (4.5.39)
discussed in appendix C. Putting together these ingredients we find the following discon-
tinuity for ∆:
[∆]±2N (u) = ±
∑
α
([
L
(α)
∓
]
±2N
+
N∑
M=1
[
L
(α)
M |vw
]
±(2N−M)
+
[
log Y
(α)
−
]
0
)
. (4.5.40)
This is one of the two discontinuities that we have to impose on the Y -system equations
to be able to rederive the TBA equations. Looking closely at the expression (4.5.34) for
∆ we see that it has one additional branch cut: the energy gives rise to a logarithmic
branch cut on the imaginary axis
∆(iv + )−∆(iv − ) = 2piiJ for v ∈ R, (4.5.41)
using the principal branch description of the logarithm.
4.6 The analytic Y -system
For the reader’s convenience we summarise the results from the previous sections: we
have found a set of equations known as the Y system which the Y functions for both the
undeformed and η-deformed models should satisfy. These equations are13
Y +1 Y
−
1
Y2
=
∏
α
(
1− 1
Y
(α)
−
)
1 + Y2
, for u ∈ Zˆ0 ,
Y +Q Y
−
Q
YQ+1YQ−1
=
∏
α
(
1 + 1
Y
(α)
Q−1|vw
)
(1 + YQ−1)(1 + YQ+1)
,
Y +1|wY
−
1|w = (1 + Y2|w)
(
1− Y −1−
1− Y −1+
)ϑ(θ−|u|)
,
Y +M |wY
−
M |w = (1 + YM−1|w)(1 + YM+1|w) ,
Y +1|vwY
−
1|vw =
1 + Y2|vw
1 + Y2
(
1− Y−
1− Y+
)ϑ(θ−|u|)
,
Y +M |vwY
−
M |vw =
(1 + YM−1|vw)(1 + YM+1|vw)
1 + YM+1
,
Y +− Y
−
− =
1 + Y1|vw
1 + Y1|w
1
1 + Y1
.
(4.6.1)
12See appendix C discussing this simplification. The result can be found in eqn. (C.0.4).
13It is possible to write these equations in a more compact form by redefining some of the functions (see [57]).
Since it does not help us in our current analysis we refrain from this rewriting.
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We have derived additional analytical data that the Y functions should satisfy. They
come in the form of discontinuity equations:[
log Y
(α)
1|w
]
±1
(u) =
[
L
(α)
−
]
0
(u),[
log Y
(α)
1|vw
]
±1
(u) =
[
Λ
(α)
−
]
0
(u),[
log
Y−
Y+
]
±2N
(u) = −
N∑
P=1
[ΛP ]±(2N−P ) (u) for N ≥ 1,
[∆]±2N (u) = ±
∑
α
([
L
(α)
∓
]
±2N
(u) +
N∑
M=1
[
L
(α)
M |vw
]
±(2N−M)
(u) +
[
log Y
(α)
−
]
0
(u)
)
,
(4.6.2)
where
∆(u) =
{
∆ˆ(u) if Im(u) > 0
∆ˆ(u∗) if Im(u) < 0
,
∆ˆ(u) = [log Y1] (u),
∆(iu+ )−∆(iu− ) = 2piJi, for u ∈ R.
(4.6.3)
These two sets of equations (4.6.1) and (4.6.2) together with the analyticity strips for
the Y functions we call the analytic Y -system and will form the basis for our further
reduction of the spectral problem. Note that the functional form of the analytic Y -system
is absolutely identical for the undeformed and deformed model. The only difference at
this point sits in the fact that the undeformed Y -functions vanish as u → ±∞ whereas
the deformed Y -functions are 2pi-periodic.
Before we continue our reduction, we take a step back: we have derived the analytic
Y -system from the ground-state TBA-equations, i.e. the TBA equations which only
describe the Y functions for the ground-state of the model(s). The resulting equations in
the analytic Y -system make no reference to a specific state (apart from the J appearing
in the logarithmic branch cut), however, which are characterised by zeroes, poles and
asymptotic behaviour of the Y functions. We will continue our reduction of the TBA
equations keeping this in mind, but at the same time anticipating that because of the
general form of the equations they might be applicable to a wider range of states.
4.7 Rederiving the TBA equations
It is prudent to at least make sure that we have extracted the correct information from
the TBA equations. We do this by rederiving the TBA equations from the analytic Y -
system assuming that the Y functions have no isolated poles. From numerical analysis
this is the expected behaviour for the ground-state Y -functions. In addition we have to
require some asymptotic behaviour for the Y functions. Before we start rederiving the
TBA equations let us first derive these asymptotic conditions.
4.7.1 Asymptotics
The undeformed and deformed case are different when it comes to the final pieces of
analyticity data. The natural direction for asymptotics in the undeformed case is to
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consider u → ∞, usually just above the real axis.14 Since the Y functions have long
cuts it generically is not possible to connect asymptotics found here to other asymptotic
regions of the complex plane. By considering the u→∞ limit of the undeformed TBA-
equations directly we find that all Y functions vanish there. It is clear that this can no
longer hold true in the deformed case: in fact, the u→∞ limit does not make sense on
the cylinder. The only asymptotic regions present on the cylinder are those for which
u → ±i∞. As we will see shortly this is the right idea: in order to correctly reproduce
the TBA equations we need to impose that
log YQ → ∓cQJ as u→ ±i∞, (4.7.1)
whereas all other log Y◦ go to zero in these limits. This is consistent with a direct analysis
of the TBA equations: all the integration kernels vanish in these regimes, only the driving
term E˜Q has non-vanishing asymptotics leading to the non-vanishing asymptotics (4.7.1).
Other assumptions
To make the entire rederivation as clear as possible we list the other assumptions we
make: we assume the Y functions have
• no poles other than possibly at branch points.
• the analyticity strips as we derived at the beginning of this chapter: YQ, Y (α)Q|(v)w ∈ ApQ
and Y
(α)
− and Y
(α)
+ are each others analytic continuation through their cut on the
real axis.
4.7.2 General strategy
To rederive the TBA equations (2.6.21) we will follow (almost) the same strategy for all
four sets of equations:
1. We write the left-hand side of the TBA equations as a contour integral,
2. we deform the contour using our knowledge of the branch cut structure of the
integrand to yield a sum over discontinuities,
3. We use the Y system to derive expressions for these discontinuities in terms of
simpler ones and the ones we imposed in eqn. (4.6.2),
4. We plug these simpler expressions into the sum of discontinuities and use a telescop-
ing of integrals to reduce it to a few convolutions, producing the right-hand side of
the TBA equations.
In the Y− case we use a slightly different approach, since we can use the non-local discon-
tinuity equation to produce part of the TBA equation already. The YQ case is by far the
most complicated because we encoded its information in discontinuities of ∆. To practice
in a simple case, let us start with the Y− case.
14The direction u → −∞ would be natural as well, but lead to additional minus signs that might cloud the
presentation.
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4.7.3 Y−
We would like to to use the analytic Y -system to derive the TBA equations
log Y
(α)
β = −ΛP ? KPyβ +
(
L
(α)
M |vw − L(α)M |w
)
? KM . (4.7.2)
One piece of information we use is that Y
(α)
± are each others analytic continuation, which
implies that we can derive the β = + case from the β = − case, allowing us to restrict
ourselves to the latter. We then note that in section 4.5.4 we proved that the local dis-
continuity equation we imposed for Y± is equivalent to the non-local one in eqn. (4.5.10).
So without computation we can use the non-local equation
log
Y−
Y+
(u) = −ΛP ? KPy. (4.7.3)
Now we see that
log Y− = 1/2 (log Y−Y+ + log Y−/Y+) = 1/2
(
log Y−Y+ − ΛQ ?
(
KQy− −KQy+
))
. (4.7.4)
This already yields part of the TBA equation for Y
(α)
− . To complete this derivation we
need to find an expression for log Y−Y+, which we will do with the method sketched in
the previous section. First we write log Y−Y+ as a contour integral
log Y−Y+(u) =
∮
γ
dz
2pii
log Y−Y+(z)H(z − u), (4.7.5)
which is valid for u in the physical strip and where γ is illustrated in fig. 4.5 and fig. 4.4
and we introduced the function H which is defined as
H(u) =
1
2
cot
u
2
, Hund(u) =
1
u
. (4.7.6)
We can deform the contour γ immediately to Γ, see the figures 4.5 and 4.4, using the
asymptotic boundary conditions that we introduced in the section 4.7.1. For both the
undeformed as well as the deformed case log Y−Y+ vanishes in the asymptotic regime
(u→∞ for the undeformed and u→ ±i∞ for the deformed case). This gives∮
Γ
dz
2pii
log Y−Y+(z)H(z − u)
=
∞∑
N=1
∑
τ
(∫
Z0+2iτNc+i
−
∫
Z0+2iτNc−i
)
dz
2pii
H(z − u) log Y−Y+(z)
=
∞∑
N=1
∑
τ
∫
dz
2pii
H(z + 2iτNc− u) [log Y−Y+]2τN (z). (4.7.7)
So to express log Y−Y+ we need expressions for the discontinuities
[log Y−Y+]2τN for N ∈ N, (4.7.8)
which we will derive from the Y -system equations alone. The result is
[log Y−Y+]±2N = 2
N∑
J=1
[
LJ |vw − LJ |w
]
±(2N−J) −
N∑
Q=1
[ΛQ]±(2N−Q) , (4.7.9)
as we will derive in the next section.
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Deriving discontinuities from the Y -system
Seeing the details of a computation at least once can help in understanding the concepts
involved, which is why we will show a detailed derivation of the discontinuities (4.7.8).
Those who are more interested in the general approach can skip this section and continue
with section 4.7.3.
The Y -system equation for Y± is
Y +− Y
−
− =
1 + Y1|vw
1 + Y1|w
1
1 + Y1
(4.7.10)
and taking logs gives us
log Y +− Y
−
− = Λ1|vw − Λ1|w − Λ1. (4.7.11)
Shifting upwards u→ u+(2N+1)ci and looking at the discontinuities by taking brackets
gives
[log Y−]2N + [log Y−]2N−2 =
[
Λ1|vw − Λ1|w − Λ1
]
2N−1 (4.7.12)
leading to
[log Y−Y+ + log Y−/Y+]2N + [log Y−Y+ + log Y−/Y+]2N−2
= 2
([
Λ1|vw − Λ1|w − Λ1
]
2N−1
)
= 2
([
L1|vw − L1|w + log Y1|vw/Y1|w − Λ1
]
2N−1
)
.
(4.7.13)
We need an expression for
[
log Y1|vw/Y1|w
]
2N−1. Using the Y -system equations
Y +1|vwY
−
1|vw =
1 + Y2|vw
1 + Y2
1− Y−
1− Y+ , Y
+
1|wY
−
1|w = (1 + Y2|w)
1− Y −1−
1− Y −1+
(4.7.14)
we immediately see that[
log Y1|vw/Y1|w
]
±(2N−1) = −
[
log Y1|vw/Y1|w
]
±(2N−3) −
[
Λ2 + L2|vw − L2|w
]
±(2N−2)
+ [log Y−/Y+]±(2N−2) +
[
log Y2|vw/Y2|w
]
±(2N−2) . (4.7.15)
We can now continue to rewrite the last term using the Y -system equations, which for
N > 0 give rise to
[
log YM |vw/YM |w
]
±N = −
[
log YM |vw/YM |w
]
±(N−2) +
∞∑
J=1
AMJ
[
LJ |vw − LJ |w
]
±(N−1)
− [ΛM+1]±(N−1) +
[
log YM+1|vw/YM+1|w
]
±(N−1) +
[
log YM−1|vw/YM−1|w
]
±(N−1) ,(4.7.16)
where
AMJ = δJ,M+1 + δJ,M−1 for M > 1. (4.7.17)
By repeated application of this rule to eqn. (4.7.15) we will be able to find the expression
we are looking for. Note that we introduced the infinite sums here only to have convenient
notation, all of these sums have a finite number of non-zero terms.
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If we define A1J = δ2,J we can rewrite equation (4.7.15) as
[
log Y1|vw/Y1|w
]
±(2N−1) = −
[
log Y1|vw/Y1|w
]
±(2N−3) − [Λ2]±(2N−2)
+ [log Y−/Y+]±(2N−2) +
∞∑
J=1
A1J
[
LJ |vw − LJ |w
]
±(2N−2) +
[
log Y2|vw/Y2|w
]
±(2N−2) ,
(4.7.18)
and applying our rule (4.7.16) to the last term leads to
[
log Y1|vw/Y1|w
]
±(2N−1)
= [log Y−/Y+]±(2N−2) −
3∑
Q=2
[ΛQ]±(2N−Q) +
2∑
Q=1
∞∑
J=1
AQJ
[
LJ |vw − LJ |w
]
±(2N−1−Q)
− [log Y2|vw/Y2|w]±(2N−4) + [log Y3|vw/Y3|w]±(2N−3) . (4.7.19)
Repeated application of eqn. (4.7.16) to the last term now leads to
[
log Y1|vw/Y1|w
]
±(2N−1)
= [log Y−/Y+]±(2N−2) −
N∑
Q=2
[ΛQ]±(2N−Q) +
N−1∑
Q=1
∞∑
J=1
AQJ
[
LJ |vw − LJ |w
]
±(2N−1−Q)
− [log YN−1|vw/YN−1|w]±(N−1) + [log YN |vw/YN |w]±N . (4.7.20)
Applying eqn. (4.7.16) one last time to the final term here gives
[
log YN |vw/YN |w
]
±N = −
[
log YN |vw/YN |w
]
±(N−2) +
∞∑
J=1
ANJ
[
LJ |vw − LJ |w
]
±(N−1)
− [ΛN+1]±(N−1) +
[
log YN+1|vw/YN+1|w
]
±(N−1) +
[
log YN−1|vw/YN−1|w
]
±(N−1)
=
[
LN−1|vw − LN−1|w
]
±(N−1) +
[
log YN−1|vw/YN−1|w
]
±(N−1) . (4.7.21)
The vanishing discontinuities here disappear due to our assumption on the analyticity
strips of the Y functions. So the result is
[
log Y1|vw/Y1|w
]
±(2N−1) = [log Y−/Y+]±(2N−2) −
N∑
Q=2
[ΛQ]±(2N−Q)
+
N−1∑
Q=1
∞∑
J=1
AQJ
[
LJ |vw − LJ |w
]
±(2N−1−Q) +
[
LN−1|vw − LN−1|w
]
±(N−1) .
(4.7.22)
90
Plugging in the assumed discontinuity relations we get for the original relations (4.7.13)
[log Y−Y+]±2N + [log Y−Y+]±(2N−2)
= 2
([
L1|vw − L1|w − Λ1
]
±(2N−1)
)
− [log Y−/Y+]±(2N−2) −
N∑
Q=2
[ΛQ]±(2N−Q)
+ 2
N−1∑
Q=1
∞∑
J=1
AQJ
[
LJ |vw − LJ |w
]
±(2N−1−Q) + 2
[
LN−1|vw − LN−1|w
]
±(N−1)
= −
N−1∑
Q=1
[ΛQ]±(2N−2−Q) −
N∑
Q=2
[ΛQ]±(2N−Q)
+ 2
N∑
J=1
[
LJ |vw − LJ |w
]
±(2N−J) + 2
N−1∑
J=1
[
LJ |vw − LJ |w
]
±(2N−2−J) . (4.7.23)
Starting with N = 1, we see that
[log Y−Y+]2 = 2
1∑
J=1
[
LJ |vw − LJ |w
]
±(2−J) −
2∑
Q=2
[ΛQ]±(2−Q) (4.7.24)
and invoking mathematical induction using the eqs. (4.7.23) we end up with
[log Y−Y+]±2N = 2
N∑
J=1
[
LJ |vw − LJ |w
]
±(2N−J) −
N∑
Q=1
[ΛQ]±(2N−Q) . (4.7.25)
It is interesting to see how much information is stored in the Y -system equations: the
previous derivation is based almost exclusively on the Y -system equations.
Rederiving the Y− TBA-equation
With the result for the discontinuities (4.7.8) in hand we can finally rederive the Y−
TBA-equation. Plugging in the discontinuities (4.7.25) in the integral expression (4.7.7)
yields
log Y−Y+(u) =
∞∑
N=1
∑
τ
∫
dz
2pii
H(z + 2iτNc− u)
N∑
J=1
[(
2LJ |vw − 2LJ |w − ΛJ
)]
τ(2N−J) .
(4.7.26)
Defining FJ = 2LJ |vw − 2LJ |w − ΛJ we can simplify this expression by noticing that the
sum contains pairs of integrals which when paired vanish exactly because their respective
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contours can be deformed to overlap. To see this we relabel the sums:
log Y−Y+(u) =
∑
τ
∞∑
N=1
N∑
J=1
∫
dz
2pii
H(z + 2iτNc− u) [FJ ]τ(2N−J)
=
∑
τ
∞∑
J=1
∞∑
N=J
∫
dz
2pii
H(z + 2iτNc− u) [FJ ]τ(2N−J)
=
∑
τ
∞∑
J=1
∞∑
N=J
∫
dz
2pii
H(z + 2iτNc− u) ·
(FJ(z + τ(2N − J)ic+ i)− FJ(z + τ(2N − J)ic− i))
= −
∑
τ
τ
∞∑
J=1
∫
dz
2pii
H(z + 2iτJc− u)FJ(z − τ(Ji− i)). (4.7.27)
Now we see that almost all the integrals cancel, leaving us only with the innermost
integrals with N = J in the last line. Shifting z → z − iτJc and using analyticity of FJ
we find
−
∑
τ
τ
∞∑
J=1
∫
dz
2pii
H(z + iτJc− u)FJ(z)
= −
∞∑
J=1
∫
dzFJ(z)
1
2pii
(H(z + iJc− u)−H(z − iJc− u))
=
∞∑
J=1
(2LJ |vw − 2LJ |w − ΛJ) ? KJ . (4.7.28)
This is the result we were after. Plugging this into our partial result (4.7.4) we find,
employing the kernel identity (B.1.18) that
log Y− = (LJ |vw − LJ |w) ? KJ − 1/2
∞∑
J=1
ΛJ ? KJ − 1/2ΛQ ?
(
KQy− −KQy+
)
= (LJ |vw − LJ |w) ? KJ − ΛJ ? KQy− , (4.7.29)
which is precisely the TBA-equation as written in eqn. (2.6.21) and in the beginning of
this section in eqn. (4.7.2).
4.7.4 Y(v)w
Our next task is to prove that we can rederive the TBA equations of the Yw and Yvw
functions. Since their TBA equations are very similar we will be able to combine their
derivation into one. The starting point is a rewriting of the left-hand side of their TBA
equation as a contour integral: for u in the physical strip we find
log YM |(v)w(u) =
∮
γ
dz
2pii
log YM |(v)w(z)H(z − u). (4.7.30)
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Deforming in the usual way to Γ, we get∮
γ
dz
2pii
log YM |(v)w(z)H(z − u) =
∮
Γ
dz
2pii
log YM |(v)w(z)H(z − u)
=
∑
τ
∞∑
l=0
(∫
Z0+τ(M+2l)ic+i
−
∫
Z0+τ(M+2l)ic−i
)
log YM |(v)w(z)H(z − u)
=
∑
τ
∞∑
l=0
∫
Z0
dz
2pii
H(z + 2iτNc− u) [log YM |(v)w]±2M+l , (4.7.31)
so we will need discontinuities of the form[
log YM |(v)w
]
±2M+l ,
where M, l ∈ N. We use the Y system to derive their expressions. The relevant Y -system
equations are
Y +1|wY
−
1|w = (1 + Y2|w) (L− − L+)
Y +M |wY
−
M |w = (1 + YM+1|w)(1 + YM−1|w),
Y +1|vwY
−
1|vw = (
1 + Y2|vw
1 + Y2
) (Λ− − Λ+)
Y +M |vwY
−
M |vw = (1 + YM+1|vw)(1 + YM−1|vw)(1 + YM+1). (4.7.32)
To combine the derivations of the discontinuities we note that these Y -system equations
are very similar: we can obtain those for YM |w functions by the replacements Λβ → Lβ
and YM |vw → YM |w combined with setting YQ → 0. The discontinuity equations that we
have imposed on the Y system have the same similarity, thus we can truly perform both
computations simultaneously: we will do the derivation using YM |vw functions and use
the above mentioned rules to find the YM |w result. We will this time present only the
main points of the derivation, referring the reader to the appendix D.2 for more details.
We use the Y -system equations to find the necessary discontinuity equations. Taking
logs of the Y -system equations (4.6.1) for YM |vw we find for M ≥ 2
log Y +M |vw + log Y
−
M |vw =
∞∑
N=1
AMNΛN |vw − ΛM+1, (4.7.33)
with AMN as in eqn. (4.7.17). Taking discontinuity brackets at M + 2l − 1 yields[
log YM |vw
]
(M+2l)τ
=
∞∑
N=1
AMN
[
LN |vw
]
(M+2l−1)τ +
[
log YM−1|vw
]
(M+2l−1)τ
+
[
log YM+1|vw
]
(M+2l−1)τ − [ΛM+1](M+2l−1)τ −
[
log YM |vw
]
(M+2(l−1))τ . (4.7.34)
This is the rule that we can use repeatedly to bring the discontinuity containing log YQ|vw
with Q < M closer and closer to the real line. Repeated application, plugging in the
Y1|vw discontinuity equation and some rewriting ultimately yield[
log YM |vw
]
(M+2l)τ
=
[
D
M |vw
(M+2l)τ − δl,0Λ−
]
0
, (4.7.35)
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where we have defined a set of D functions as
D
M |vw
(M+2l)τ (u) = (Λ− − Λ+) (u+ 2lcτ i) +
M−1∑
Q=1
LQ|vw(u+ i(Q+ 2l)cτ)
+
l∑
J=1
(
2
M∑
Q=1
LQ+J |vw(u+ i(Q+ 2l − J)cτ) + LM+J |vw(u+ i(M + 2l − J)cτ)
)
+
l∑
J=1
LJ |vw(u+ i(2l − J)cτ)−
l∑
J=1
M+J∑
Q=1+J
ΛQ(u+ i(Q+ 2l − 2J)cτ).
(4.7.36)
This is not just a packaging of a sum of complicated objects: the D functions satisfy a
recursive identity that will simplify their contribution significantly:
D
M |vw
(M+2l)τ (u) − DM |vw(M+2l−2)τ (u+ 2τic) = Ll|vw(u+ τ lic) + LM+l|vw(u+ τ(M + l)ic)
+ 2
M−1+l∑
Q=l+1
LQ|vw(u+ τQci)−
M+l∑
Q=1+l
ΛQ(u+ τQci). (4.7.37)
We can now plug the discontinuities into our expression (4.7.31) for YM |vw and obtain
log YM |vw(u) =
∑
τ
∞∑
l=0
∫
Z0
[
log YM |vw
]
τ(M+2l)
(z)H(z + τ(M + 2l)− u)
= −
(∫
Z0+i
−
∫
Z0−i
)
(Λ−(z)H(z +Mci− u) + Λ−(z)H(z −Mci− u))
+
∑
τ
∞∑
l=0
∫ ([
D
M |vw
(M+2l)τ
]
0
(z)
)
H(z + τ(M + 2l)ci− u). (4.7.38)
After separating the contributions of the different types of Y functions we use different
identities for the integral kernels and a telescoping of integrals as we had in the Yβ case
to recognise that this expression is the right-hand side of the YM |vw TBA-equation, such
that we ultimately derive that
log Y
(α)
M |vw = L
(α)
N |vw ? KNM +
(
L
(α)
− − L(α)+
)
?ˆKM − ΛQ ? KQMxv . (4.7.39)
Using the rules that we discussed above we can also obtain the Yw TBA-equation. To do
this most transparently we first rewrite the term(
L
(α)
− − L(α)+
)
?ˆKM =
(
Λ
(α)
− − Λ(α)+
)
?ˆKM − log Y (α)− /Y (α)+ ?ˆKM
=
(
Λ
(α)
− − Λ(α)+
)
?ˆKM + (ΛQ ? KQy) ?ˆKM , (4.7.40)
which shows that replacing Λβ → Lβ yields an expression which is equivalent to the
previous one modulo terms proportional to ΛQ. Since these vanish in the transformation
from YM |vw to YM |w we can safely proceed and obtain the Yw TBA-equation:
log Y
(α)
M |w = L
(α)
N |w ? KNM +
(
L
(α)
− − L(α)+
)
?ˆKM . (4.7.41)
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(a)
pi
1
(b)
Figure 4.6: The contour C1 for both the undeformed (a) and deformed (b) case. Note that in
(a) the outer vertical parts of the contour are pushed to ±∞.
4.7.5 YQ
The final TBA equation we want to extract from the analytic Y -system is the one for
YQ functions. As we already saw in the derivation of suitable discontinuity equations
its analysis is a lot more intricate than for other Y functions. In order to follow the
method we used so far we need to go through a few extra steps: since we only know
the discontinuities of ∆ and not ∆ itself we will first derive an expression for ∆ from its
discontinuities, in the same spirit as we have done so far. We can then use the fact that
∆ is closely related to the log YQ discontinuities to derive the TBA equations for YQ from
a contour integral expression.
Retrieving ∆
First we will find ∆ from the local discontinuity relations given above. In the physical
strip we can write ∆ as
G(u)∆(u) =
∮
C1
dz
2pii
∆(u)B(z, u), (4.7.42)
where the contour C1 is depicted in fig. 4.6. Note that we cannot use our previous
contour γ due to ∆’s extra branch cut on the imaginary axis. Deforming the contour now
towards imaginary infinity to give it a Γ-like shape we reach the contour that encircles
all horizontal branch cuts separately in the clock-wise direction (we will call this part C2)
and runs along the vertical branch cut on iR towards +i∞ on the left and −i∞ on the
right. This shows that we can write our original integral expression as
G(u)∆(u) =
∮
C2
dz
2pii
∆(z)B(z, u) +
(∫
iR−
−
∫
iR+
)
dz
2pii
∆(z)B(z, u)
= IC2 + JG(u)
̂
E , (4.7.43)
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(a)
0
1
(b)
Figure 4.7: The contour γx for both the undeformed (a) and deformed (b) case, wrapping around
the long Zˇ0 cut. Note that in (a) the contour extends all the way to ±∞.
where we use the logarithmic jump of ∆ given in eqn. (4.5.41) and used the relation
between G and K(z, u), as well as the definition of the kernel K(z, u), to find the energy
term (4.3.5) hidden in ∆. Now we can work on massaging the integral IC2 , defined as
IC2 =
∮
C2
dz
2pii
∆(z)B(z, u)
=
∞∑
N=1
∑
τ
∮
γx
dz
2pii
∆(z + τi2Nc)B(z + τi2Nc, u), (4.7.44)
with γx as in fig. 4.7. Now we can recognise the discontinuity of ∆ and using its definition
in eqn. (4.6.2) we find
IC2 =
∞∑
N=1
∑
τ
∮
γx
dz
2pii
∆(z + τi2Nc)B(z + τi2Nc, u)
=
∞∑
N=1
∑
τ
∫
Zˆ0
dz
2pii
[∆(z)]τ2N B(z + τi2Nc, u)
= G(u)
∑
N,τ,α
τ
∮
γx
dz
L(α)−τ (z + iτ2Nc)︸ ︷︷ ︸
1
+
N∑
M=1
L
(α)
M |vw(z + τ(2N −M)ic)︸ ︷︷ ︸
2
+ log Y
(α)
− (z)︸ ︷︷ ︸
3
 ·
K(z + τi2Nc, u). (4.7.45)
We have already factored out G from the expression, but to continue we will split the
contributions of the numbered factors. The first term can be treated as follows: we deform
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γx using the analyticity of the integrand into γ. Now we can rewrite the first term using
the analyticity of L± in the lowerupper half-plane and using that K(z∗, u) = −K(z, u):
G(u)
∞∑
N=1
∑
τ,α
τ
∮
γx
dzL
(α)
−τ (z + iτ2Nc)K(z + τi2Nc, u)
= −G(u)
∑
α
(∫
Z−2+i
dzL
(α)
+ K(z, u) +
∫
Z2−i
dzL
(α)
− (z)K(z, u)
)
,
= G(u)
∑
α
(
L
(α)
− −
(
L
(α)
− + L
(α)
+
)
? K(u)
)
, (4.7.46)
exactly giving us the relevant terms in the definition of ∆ in 4.5.34.
The second term follows the standard procedure:
G(u)
∞∑
N=1
∑
τ,α
τ
∮
γx
dz
N∑
M=1
L
(α)
M |vw(z + τ(2N −M)ic)K(z + τi2Nc, u)
= G(u)
∞∑
M=1
∞∑
N=M
∑
τ,α
τ
(∫
Z2Nτ+i
−
∫
Z2Nτ−i
)
dzL
(α)
M |vw(z − τMic)K(z, u)
= −G(u)
∞∑
M=1
∑
α
∫
Z0
dzL
(α)
M |vw(z) (KM(z, u)) = −G(u)
∞∑
M=1
∑
α
L
(α)
M |vw ? KM , (4.7.47)
which also exactly matches the definition given in 4.5.34.
The third term can immediately be seen to give
G(u)
∑
α
∮
γx
dz log Y
(α)
− (z)
∞∑
N=1
(K(z + i2Nc, u)−K(z − i2Nc, u)) , (4.7.48)
which matches the expression (C.0.4) for the dressing phase factor. So we see that we can
indeed reconstruct ∆ from its discontinuities, which means we can use it in the derivation
of the YQ TBA-equation.
4.7.6 Reconstructing the YQ TBA-equation
The final thing we need to do to derive the ground-state TBA-system from the analytic
Y -system is to rederive the TBA equation for YQ-particles. First we write log YQ as a
contour integral on the physical strip
log YQ(u) =
∮
γ
dz
2pii
log YQ(z)H(z − u). (4.7.49)
Following the analysis as in the previous section the following step is to deform the contour
γ into Γ. It is important to note that Γ is the union of infinitely many contours and
therefore we should worry about the convergence of this transition. The limit describing
the γ → Γ transition depends on the behaviour of log YQ as u → ±i∞. As discussed in
section 4.7.1 the deformed case requires us to be a little more careful here: the undeformed
97
YQ functions are such that log YQ vanishes as u → i∞ and therefore we do not need to
alter our usual analysis. As we saw the deformed YQ functions have a non-vanishing limit
log YQ → ∓cQJ as u→ ±i∞ (4.7.50)
requiring us to be more careful. Writing γ± for the parts of γ in the upper and lower
half-plane respectively we now find
log YQ =
∮
γ
dz
2pii
log YQ(z)H(z − u)
=
∫
γ+
dz
2pii
(log YQ(z) + cQJ − cQJ)H(z − u)
+
∫
γ−
dz
2pii
(log YQ(z) + cQJ − cQJ)H(z − u)
= cQJ
∮
z=u
dz
2pii
H(z − u) +
∫
γ+
dz
2pii
(log YQ(z) + cQL)H(z − u)
+
∫
γ−
dz
2pii
(log YQ(z)− cQJ)H(z − u). (4.7.51)
The contour integral can be done easily to give cQJ and deforming γ± in the usual way
to Γ, we get∮
γ
dz
2pii
log YQ(z)H(z − u) = cQJ +
∑
τ
∞∑
l=0
∫
Z0
[log YQ(z)]τ(Q+2l) H(z − u). (4.7.52)
The undeformed version of this formula can be obtained by omitting the first factor on
the right-hand side.
To continue we will need discontinuities of the form
[log YQ]±(Q+2l) ,
where Q, l ∈ N, which we will derive from the Y system. Its derivation is very similar to
the one for the Y(v)w functions (see D.2) and we discuss it in detail in appendix D.3. It
uses the knowledge of the analyticity strips and branch cut locations of the Y functions
to combine discontinuities of the Y system. The result is given in terms of D functions,
which are defined for l ≥ 0 as
DQτ(Q+2l)(u) =
l+1∑
J=1
Q+J−2∑
M=J
L
(α)
vw|M(u+ τ(M + 2l − 2J + 2)ic) + L(α)− (u+ 2τ lic)
−
l∑
J=1
(
2
Q−1∑
M=1
ΛM+J(u+ τ(M + 2l − J)ic) + ΛQ+J(u+ τ(Q+ 2l − J)ic)
)
−
Q−1∑
M=1
ΛQ(u+ τ(M + 2l)ic)−
l∑
J=1
ΛJ(u+ τ(2l − J)ic), (4.7.53)
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and obey the following recursion relation15:
DQτ(Q+2l)(u)−DQτ(Q+2l−2)(u+ τ2ic) =
Q+l−1∑
M=l+1
L
(α)
vw|M(u+ τMic)− Λl(u+ τ lic)
− 2
Q−1+l∑
M=1+l
ΛM(u+ τMic)− ΛQ+l(u+ τ(Q+ l)ic).
(4.7.54)
The discontinuity of YQ can now be written as follows for all l ≥ 0:
[log YQ]τ(Q+2l) (u) =
[
DQτ(Q+2l)
]
0
(u)− δl,0 [log Y1]−τ1 (u). (4.7.55)
Plugging this into our expression (4.7.52) for log YQ leaves∮
γ
dz
2pii
log YQ(z)H(z − u) = cQL
+
∑
τ
∞∑
l=0
∫
Z0
dz
2pii
([
DQτ(Q+2l)
]
0
(u)− δl,0 [log Y1]−τ1 (u)
)
H(z + τ(Q+ 2l)ci− u).
(4.7.56)
Let us massage these integrals in steps and consider the terms associated to different Y
functions separately. As a first step we simplify the contributions coming from the D
functions and log Y1 separately. The D-function contribution can be written as∑
τ
∞∑
l=0
∫
Z0
dz
2pii
[
DQτ(Q+2l)
]
0
(u)H(z + τ(Q+ 2l)ci− u)
= −
∑
τ
∞∑
l=1
τ
∫
Z0−iτ
(
DQ(Q+2l)τ (z)−DQ(Q+2l−2)τ (z + 2τc)
)
H(z + τ(Q+ 2l)ci− u)
−
∑
τ
τ
∫
Z0−iτ
(
L− +
Q−1∑
M=1
ΛM(z + τicM) +
Q∑
M=2
L
(α)
vw|M−1(z + τ(M − 1)ic)
)
·
H(z + τQci− u), (4.7.57)
whereas the log Y1 contribution can be rewritten as
−
∑
τ
∫
Z0
[log Y1]−τ1 (u)H(z + τQci− u)
= −
∫
Z0
[
L
(α)
−
]
0
H(z +Qci− u)−
∮
γx
log Y1(u+ ic)KQ(z − u), (4.7.58)
using the Y -system property
[log Y1]1 + [log Y1]−1 =
[
L
(α)
−
]
0
. (4.7.59)
15This is similar to the corresponding expression in [56] except for the lower bound on M for the vw terms: it
starts at l + 1 instead of l.
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Simplifying the contour integral over γx containing log Y1 will be quite complicated, so we
will first treat the Y−-terms, collecting all contributions in both the rewritten expressions
in eqn. (4.7.57) and eqn. (4.7.58):
∑
τ
∞∑
l=0
∫
Z0
dz
2pii
([
L
(α)
−
]
τ2l
(u)− δl,0δτ,+1
[
L
(α)
−
]
0
(u)
)
H(z + τ(Q+ 2l)ci− u)
= −
∮
γx
dz
2pii
L
(α)
− (u)H(z +Qci− u) +
∑
τ
τ
∫
Z0+iτ
dz
2pii
L
(α)
− (u)H(z − τQci− u)
=
∫
Z0+i
L
(α)
− (u)KQ(z − u). (4.7.60)
Now let us treat the remaining terms in eqn. (4.7.57), including the bulk terms from the
Ds, applying the recursion relation (4.7.54):
−
∑
τ
∞∑
l=1
τ
∫
Z0−iτ
(
DQ(Q+2l)τ (z)−DQ(Q+2l−2)τ (z + 2τc)
)
H(z + τ(Q+ 2l)ci− u)
−
∑
τ
τ
∫
Z0−iτ
Q−1∑
M=1
ΛM(z + τicM)H(z + τQci− u)
= −
∑
τ
∞∑
l=1
τ
∫
Z0−iτ
(
− Λl(z + τ lic)− ΛQ+l(z + τ(Q+ l))
−2
Q−1+l∑
M=1+l
ΛM(z + τMic) +
Q+l−1∑
M=l+1
L
(α)
vw|M(z + τMic)
)
H(z + τ(Q+ 2l)ci− u)
−
Q−1∑
M=1
(
ΛM − Lvw|M
)
? KQ−M . (4.7.61)
The terms in the previous expression containing YQ functions can be simplified to
−∑∞M=1 ΛM ? KMQ, whereas the Yvw functions can be simplified to the term
−
∑
τ
∞∑
l=1
τ
∫
Z0−iτ
Q+l−1∑
M=1+l
L
(α)
vw|M(z + τMic)H(z + τ(Q+ 2l)ci− u) +
Q−1∑
M=1
Lvw|M ? KQ−M
=
∞∑
l=1
Q+l−1∑
M=1+l
L
(α)
vw|M(z) ? KQ+2l−M +
Q−1∑
M=1
Lvw|M ? KQ−M
=
∞∑
l=1
Q+l−2∑
M=l
L
(α)
vw|M(z) ? KQ+2l−M−2 =
∞∑
M=1
M∑
l=max(0,M−Q+1)
L
(α)
vw|M(z) ? KQ+2l−M
=
∞∑
M=1
M∑
l=0
L
(α)
vw|M(z) ? KQ+2l−M , (4.7.62)
using that the terms we introduce in the last line sum up to zero due to the antisymmetry
of KM in M . Let us summarise what our results thus far are, by writing the simplest
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expression we have for the right-hand side of the YQ TBA equation.
log YQ(u) = −
∮
γx
log Y1(u+ ic)KQ(z − u)−
∞∑
M=1
ΛM ? KMQ(u)
+
∫
Z0+i
L
(α)
− (u)KQ(z − u) +
∞∑
M=1
M∑
l=0
LM |vw ? KQ+2l−M(u) + cQL. (4.7.63)
The next step is using our knowledge of ∆ to rewrite the first contour integral:∮
γx
log Y1(u+ ic)KQ(z − u) =
∫
Zˇ0
∆ˆ(u)KQ(z − u)
=
1
2
∮
γx
(
∆−
∑
α
L
(α)
−
)
(u)KQ(z − u) +
∫
Zˇ0
(∑
α
Lˇ
(α)
− (u)
)
KQ(z − u)
=
1
2
∮
γx
(
−J
̂
E −
∑
α
(
L
(α)
− + L
(α)
+
)
?ˆK − 2ΛM ? KΣM −
∑
α
L
(α)
M |vw ? KM
)
KQ(z − u)
+
∫
Zˇ0
(∑
α
Lˇ
(α)
− (z)
)
KQ(z − u) (4.7.64)
We can now look at all the separate terms to recognise the TBA-contributions.
Driving term E˜Q
First we treat the energy contribution: it is retrieved from
−J
2
∮
γx
̂
EKQ(z − u). (4.7.65)
We first consider the slightly more general integral∮
γx
dzf(z)KQ(z − u), (4.7.66)
for both the deformed and undeformed cases.16 We can directly apply Cauchy’s theorem
to the domain on the outside of this contour, picking up residues at all the poles. KM
only has two poles, so we get for a function f which is analytic and regular on this domain
the result ∮
γx
dzf(z)KQ(z − u) = f(u+ iQc)− f(u− iQc) (4.7.67)
We cannot directly apply this formula to the energy term, since that has a branch cut at
the imaginary axis. However, incorporating the branch cuts is quite straightforward:∮
γx
dz
̂
EKQ(z − u) =
̂
E(u+ iQc)−
̂
E(u− iQc) +
(∫
iR−
−
∫
iR+
)
dz
̂
E(u)KQ(z − u)
= −2E˜Q +
∫
iR
2piiKQ(z − u)dz = −2E˜Q − 2cQ, (4.7.68)
16This means in the deformed case f is 2pi periodic, whereas in the undeformed case it vanishes as u→ ±∞.
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where the second term in the last line is due to the branch cut along the imaginary axis
and we used information about the jump of
̂
E over the imaginary axis. The undeformed
kernel KQ actually integrates to zero over iR, such that in the undeformed case the
second factor is absent altogether. The discrepancy between the two derivations here
is due to different asymptotics of the log YQ functions in the two cases. After correctly
accounting for prefactors this term exactly cancels the extra term cQJ we picked up from
the boundary condition on log YQ, which is absent in the undeformed case.
The LM |vw terms
For rewriting the contribution of the LM |vw we can explicitly write it as
− 1
2
∮
γx
dz
∑
α
L
(α)
M |vw ? (K(t+ iMc, z) +K(t− iMc, z))KQ(z − u). (4.7.69)
This can further be simplified by contour deformation of γx for some of the terms involved,
which governs the integration over z: by moving both halves of the contour onto the
second sheet we have formed a contour that looks exactly like γx, but it runs in the other
direction and on the second sheet.17 This leads to
− 1
2
∮
γx
dz
∑
α
L
(α)
M |vw ? (K(t+ iMc, z) +K(t− iMc, z))KQ(z − u)
=
1
2pii
∮
γx
dz
∑
α
L
(α)
M |vw ?t
(
d
dt
log (x(t+ iMc)− x(z)) (x(t− iMc)− x(z))
)
KQ(z − u),
(4.7.70)
which can be simplified even further by deforming γx again using an extension of eqn.
(4.7.67): if f has poles itself, the right-hand side of eqn. (4.7.67) will also feature the
poles of f . In this case
f(z) =
d
dt
log (x(t+ iMc)− x(z)) (x(t− iMc)− x(z)) , (4.7.71)
which gives for the LM |vw contribution
1
2pii
∮
γx
dz
∑
α
L
(α)
M |vw ?t
(
d
dt
log (x(t+ iMc)− x(z)) (x(t− iMc)− x(z))
)
KQ(z − u)
=
∑
α
L
(α)
M |vw ?
1
2pii
d
dt
(
log
(
S(t+ iMc− u+ iQc)
S(t+ iMc− u− iQc)
S(t− iMc− u+ iQc)
S(t− iMc− u− iQc)
)
+ log
(
x(t+ iMc)− x(u+ iQc)
x(t+ iMc)− x(u− iQc)
x(t− iMc)− x(u+ iQc)
x(t− iMc)− x(u− iQc)
))
= −
∑
α
L
(α)
M |vw ?
(
KMQvwx (u)−
M∑
i=0
KQ−M+2i
)
, (4.7.72)
17Note the subtlety involved here: when deforming we are first left with a closed contour on the second sheet
plus two contours enclosing the branch points on the first sheet. We can take these last two contours to the
second sheet by reversing the direction of integration, leaving us with γx on the second sheet.
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where we introduced
S(u) = sinu/2, Sund(u) = u. (4.7.73)
If we now combine all the Yvw contributions on the right-hand side of the YQ TBA equation
(see also eqn. (4.7.63)) we get
M∑
l=0
LM |vw ? KQ+2l−M(u)− 1
2
∮
γx
dz
∑
α
L
(α)
M |vw ? KM(z)KQ(z − u)
=
∑
α
∞∑
M=1
L
(α)
M |vw ? K
MQ
vwx (u) (4.7.74)
which is the correct TBA contribution due to the vw functions.
The L− terms
The contributions of L− in eqn. (4.7.64) to the TBA equation can be summed up as
1
2
∮
γx
∑
α
(
L
(α)
− + L
(α)
+
)
?ˆK(z)KQ(z − u)
−
∫
Zˇ0
(∑
α
Lˇ
(α)
− (z)
)
KQ(z − u) +
∫
Z0+i
L
(α)
− (u)KQ(z − u). (4.7.75)
We can rewrite the first integral by contracting the integral contour. For this, we need
to continue the integral through the Zˆ0 cut, resulting in a residue being picked up due to
the convolution on this interval. Therefore, the first integral reads
1
2
∮
γx
∑
α
(
L
(α)
− + L
(α)
+
)
?ˆK(z)KQ(z − u)
= −
(
L
(α)
− ?ˆK
yQ
− − L(α)+ ?ˆKyQ+
)
−
∫
Z0+i
L
(α)
− (u)KQ(z − u)
+
∫
Zˇ0
(∑
α
Lˇ
(α)
− (z)
)
KQ(z − u) (4.7.76)
such that after combining them we find as the total L± contribution
Lβ ?ˆK
yQ
β . (4.7.77)
Restoring the dressing phase contribution
The dressing phase kernel in the TBA equations gets restored by the term∮
γx
ΛP ? K
Σ
P (z)KQ(z − u). (4.7.78)
We can first rewrite the product ∆Σ = ΛP ? K
Σ
P using the result (C.0.4) from appendix
C. Using the kernel K
[Q]
qΓ and the identity (C.0.2) we replace the infinite sum containing
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K kernels in eqn. (C.0.4) by the terms containing K
[N ]
qΓ . Using the TBA equation for Y−
we then obtain
∆Σ(u) = 2ΛP ?
∮
γx
dsKPy− (s)
(∮
γx
dtK
[2]
qΓ(s− t)K(t, u)−K [2]qΓ(s− u)
)
for u 6∈ Zˇ0.
(4.7.79)
We can recognise the right-hand side of this equation as the discontinuity of the function
2ΛP ?
∮
γx
dsKPy− (s)
∮
γx
dtK
[2]
qΓ(s− t)
1
2pii
d
dt
log (x(t)− x(u)) , (4.7.80)
such that we can immediately rewrite∮
γx
dz∆Σ(z)KQ(z − u) = −2ΛP ?
∮
γx
dsKPy− (s)
∮
γx
dtK
[2]
qΓ(s− t)KyQ− (t, u). (4.7.81)
Following [56] and in particular using equation (4.17) in [96] we find that indeed∮
γx
dz∆Σ(z)KQ(z − u) = −2ΛP ? KΣPQ. (4.7.82)
Together with the already present ΛP ? KPQ term this forms the dressing phase term in
the TBA equations.
Combining all partial results
Combining all the partial results in the previous subsections and plugging them into eqn.
(4.7.63) we get
log YQ(u) = −JE˜Q +
∑
α
( ∞∑
M=1
L
(α)
M |vw ? K
MQ
vwx (u) + L
α
β ?ˆK
yQ
β
)
+ ΛP ? K
PQ
sl(2), (4.7.83)
which indeed coincides with the TBA equation (2.6.21) for YQ.
4.8 Conclusions
The main result of this chapter is the analytic Y -system (4.6.1) and (4.6.2) as follows
from the TBA equations we started with. Particular solutions to the analytic Y -system
allow us to compute energies of string states of the AdS5 × S5 superstring and its η de-
formation. The analytic Y -system consists of a general set of finite-difference equations
for the Y functions already featuring in the TBA equations and has to be supplemented
with additional analyticity data. Deriving a complete yet minimal set of analyticity data
is not straightforward though.
In the second part of this chapter we have checked the completeness of the found analyt-
icity data: we showed that we can reproduce the ground-state TBA equations from the
analytic Y -system assuming only some properties which are specific to the ground-state
Y -functions: in that case the Y functions are pole-free except possibly at branch points
and vanish at ±i∞ except for the deformed YQ functions. These have non-vanishing
asymptotics reflected by the driving term in its TBA equation.
104
Chapter 5
Analytic T -system
5.1 Introduction
In the previous chapter we have reformulated the TBA equations as an analytic Y -system,
thereby turning a set of coupled integral equations into a set of coupled finite-difference
equations. This comes at the price of losing information that was built-in in the TBA
equations about the analytic properties of the solution that one has to supplement in a
different form in order to find the same solution. Therefore one could wonder whether
this reformulation is actually worthwhile.
Before explaining why we (of course) think this transition is important, let us note that
from a computational point of view the analyic Y -system does not necessarily simplify
the spectral problem. It is not easy to impose the discontinuity relations in practice
and hence in many cases one actually progresses in the other direction: a given Y sys-
tem is transformed into a set of TBA-like equations, which allow for direct numerical
computations. Moreover, addressing questions concerning the existence and uniqueness
of solutions historically has been easier for integral equations than for finite-difference
equations. The standard argument uses the Banach fixed-point theorem on the integral
operator that relates the left- and right-hand sides of the TBA equation as follows: we
can schematically write the TBA equation as
Y = L (Y) , (5.1.1)
where L is some integral operator and Y is the vector containing all the Y functions.
Under certain conditions one can prove that L has a unique fixed point, which then must
solve the TBA equations as is immediate from eqn. (5.1.1). Curiously, many of the
analytical questions concerned with such a proof were left for a long time: the recent
paper [152] treats these questions systematically for a wide range of TBA equations and
Y systems.
One of the main reasons why the Y system provides such an appealing description of the
spectral problem is its generality: its functional form is the same for all excited states
and can be written down based on general information about the model alone.1 The Y
system for certain integral models are even identical, a somewhat trivial example being
1Roughly put one only requires knowledge of the locations of the non-zero entries of the S matrix and the
shift distance.
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the Y system related to the AdS5×S5 string and mirror model. Much more interestingly
the Y -system equations for the undeformed and deformed case are also identical up to a
trivial reparametrisation of the shift parameter. The additional periodicity requirements
determine the difference between the two cases. A similar observation can be made for
many other models, such as the Y system of the Lee Yang minimal models, where the
equations look the same for all geometries and excitations [154]. We will not pursue the
question of how this uniformity arises – which is a deep question in integrability – in this
thesis, but invite the readers to look at the review [155], the PhD thesis [156] and the
classic paper [43].Am I missing animportant
reference here?
The next step to take is to reformulate the analytic Y -system as an analytic T -system.
The new T functions are introduced as a decomposition of the Y functions and hence it
is not straightforward that the T functions are “nice” in any way. However, their explicit
relation to the Y functions is also deeply rooted in integrability, as they homogenise
the Y -system equations further: we will see that the T functions satisfy the Hirota
equation, a ubiquitous equation in the study of quantum integrable models. Where the
Y -system equations still depended on the model under investigation, the Hirota equation
is universal for many integrable models. Since for us the T system is just a stop on our
way to the quantum spectral curve we will not venture into the discussion of this topic.
The references mentioned above together with [157, 54] are great reading material for the
interested reader.
In this chapter we will discuss how to perform the reformulation of the analytic Y -
system as an analytic T -system. This discussion will be almost completely about analytic
questions, since on an algebraic level the transition is straightforward. It is much more
involved to prove that the decomposition into T functions leads to a consistent set of T
functions with good analytic properties. The parametrisation of Y functions in terms
of T functions has a gauge freedom that will allow us to tune these properties to some
extent, but will make the discussion technically involved. It turns out that it seems
impossible to define a set of T functions such that all its T functions have nice analytic
properties. Instead, we will resort to two sets of T functions, each of which has a subset
of nicely-looking T s, such that for every T function there is at least one nice description
of it. These different sets are related by a gauge transformation usually called gluing
condition.
Strategy. The strategy to derive the T functions is very much inspired by the strategy
used in [57] for the undeformed case:
• we will start by introducing the parametrisation and the corresponding T hook and
discuss the gauge freedom it introduces and how it simplifies the Y system.
• We then get into the construction of different T gauges, i.e. different sets of T
functions, all of which we will give their own distinctive version of the letter T . We
first construct the T gauge from the Y system. Using the gauge freedom we can
improve this gauge into a nice gauge T for the upper band (see fig. 5.1).
• Next we introduce a construction for T gauges which are nice for the left and right
band called TL and TR. Collectively we denote these gauges with T.
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For a ≥ |s| For s ≥ a
Ta,0 ∈ Aa+1 T0,±s = 1
Ta,±1 ∈ Aa T1,±s ∈ As
Ta,±2 ∈ Aa−1 T2,±s ∈ As−1
Table 5.1: Analyticity strips of the two T gauges.
• To check that T has nice properties we introduce yet another gauge T . This gauge
can be used to prove that T has good analyticity properties and has Z4 symmetry.
• Finally we prove that T can be decomposed again using the Wronskian parametrisa-
tion, which is the last step before introducing the quantum-spectral-curve parametri-
sation.
The analyticity properties of the resulting gauges T and T are summarised in table 5.1
using the notation introduced around eqn. (4.2.3). We will consider this derivation for
both the undeformed and the deformed case simultaneously, discussing differences along
the way.
5.2 The T parametrisation
On an algebraic level the transition to the T functions works the same for both cases,
matching the underlying representation theory.2 Indeed, we have seen in the previous
section that the main difference between the analytic Y -system for the η-deformed and
the undeformed case is the periodicity of the Y functions. With the standard Hirota map
we decompose the Y functions as
Y
(±)
M |w := Y1,±(M+1) =
T1,±(M+2)T1,±M
T0,±(M+1)T2,±(M+1)
, Y
(±)
M |vw := Y
−1
(M+1),±1 =
TM+2,±1TM,±1
TM+1,0TM+1,±2
,
Y
(±)
+ := Y2,±2 = −
T2,±1T2,±3
T1,±2T3,±2
, Y
(±)
− := Y
−1
1,±1 = −
T0,±1T2,±1
T1,0T1,±2
,
YM := YM,0 =
TM,1TM,−1
TM−1,0TM+1,0
, (5.2.1)
where the T functions Ta,s live on a T hook, see fig. 5.1, and we have also introduced
another notation for the Y functions in liedx3ne with the notation used in [57, 49]. This
puts the Y functions on the Y hook, illustrated in fig. 2.5. T functions with indices that
fall outside of this hook are zero by definition. The T hook is naturally partitioned into
upper (a ≥ s), left (−s ≥ a) and right (s ≥ a) band. The T functions on the T hook
homogenise the Y -system equations (4.4.3-4.4.9) in the sense that if the T s satisfy the
Hirota equation
T+a,sT
−
a,s = Ta−1,sTa+1,s + Ta,s−1Ta,s+1, (5.2.2)
then the Y s parametrised by these T s satisfy the Y system equations (4.4.3-4.4.9). This
can be checked directly by plugging in this parametrisation into the Y -system equations.
Using the (a, s) notation for the Y functions we can compactly write (5.2.1) as
Ya,s =
Ta,s+1Ta,s−1
Ta−1,sTa+1,s
, (5.2.3)
2For contrast, when the deformation parameter q is a root of unity the TBA equations have a more intricate,
truncated, structure [136], reflecting itself in the parametrisation in terms of T functions [158].
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sa
left right
upper
TT
T
1Figure 5.1: The T hook organising all the T functions. The upper, left and right band are
separated at the red lines. The T functions live on the nodes.
which, using the Hirota equation (5.2.2), admits other representations such as
1 + Ya,s =
T+a,sT
−
a,s
Ta+1,sTa−1,s
, 1 +
1
Ya,s
=
T+a,sT
−
a,s
Ta,s+1Ta,s−1
. (5.2.4)
The real question here is whether there exists a set of T s that parametrise the Y functions
in such a way that those satisfy the additional analyticity properties we derived in the
previous chapter. To find out which solutions of the Hirota equation we are interested
in we should transfer the analyticity properties from the Y functions to the T functions.
Since more than one T function features in the parametrisation of each of the Y functions
there is a choice how to distribute the analytic properties of the Y functions over the T s.
In addition to this there is a gauge freedom present.
Gauge freedom. The parametrisation of Y s in terms of T s is left invariant under re-
defining
Ta,s → g[a+s]1 g[a−s]2 g[−a+s]3 g[−a−s]4 Ta,s, (5.2.5)
where the gi are arbitrary functions. What is more, this gauge freedom is also present in
the Hirota equation: if {Ta,s} is a solution to the Hirota equation, so is{
g
[a+s]
1 g
[a−s]
2 g
[−a+s]
3 g
[−a−s]
4 Ta,s
}
.
Therefore this gauge freedom is a genuine gauge freedom of the T system, which we can
use to improve any given set of T s. In the undeformed case we do not need to impose
any further restrictions on the gi, but we should carefully consider the deformed case:
since the gi drop out of the parametrisation of the Y s we are in principle free to consider
any gi we want, even non-periodic ones, thereby leaving us with T gauges which have
no periodicity properties. Looking at this from the perspective of the parametrisation
(5.2.1) where the T features quadratically, one would argue that we do not have to insist
on 2pi periodicity of the T functions, although 2pi (anti)-periodicity, being
Ta,s(u+ 2pi) = −Ta,s(u), (5.2.6)
does seem sensible. The gauge freedom (5.2.5) shows that we can further allow for a non-
periodic piece that can be gauged away. In the following we will only define 2pi-periodic
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T -gauges, but one should keep in mind that at this point this is motivated by naturalness
more than by mathematical necessity. We will see later, however, that to allow for proper
asymptotics it is essential that the T functions are periodic.
5.3 Constructing T gauges
We are now ready to construct explicit T -gauges. We will contruct these gauges for both
the undeformed and deformed cases simultaneously, commenting on the differences along
the way.
5.3.1 Constructing T
We start building the gauge T for the upper band, adapting the method outlined in [55].
First we set T0,0 = 1 = Ta,±2 for a ≥ 2. From eqn. (5.2.4) we find that
λa = 1 + Ya,0 =
T +a,0T
−
a,0
Ta+1,0Ta−1,0
for a > 0. (5.3.1)
We can solve this equation for Ta,0s using the chain lemma.
The chain lemma. The chain lemma, proposed in [55] only for the undeformed case,
solves equations of the form
σ+j σ
−
j
σj+1σj−1
= ξj for j ∈ N with σ0 = 1, (5.3.2)
where the unknown functions σj do not have poles or zeroes near the physical strip. Also,
ξj do not have poles and zeroes near the real axis or take negative real values and only ξ1
is allowed to have discontinuities on the real axis with bounded branch points there. In
those cases we assume that only σ1 has discontinuities on the first lines Z±1. The wanted
solution is given by
σa = Ta,0 = exp
( ∞∑
j=1
Λj ? l
j
a
)
, (5.3.3)
with
lja =
j−1∑
n=0
Ka+1−j+2n. (5.3.4)
The deformation of this lemma to the η-deformed case is done easily by interpreting the
convolution and the kernel K as the deformed versions. The proof that the deformed
lemma also holds follows by an adaptation of the undeformed proof in [55], which we will
go over soon.
Checking the assumptions. First we note that for the application of this lemma we
check that there are
• no poles and zeroes in the strip with |Im(u) < (a−1)c, and 1+Ya,0 ∈ Aa, for a ≥ 2,
where we use the notation introduced just below (4.2.3).
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• no poles and zeroes in the physical strip for 1 + Y1.
• that 1 + Ya does not attain negative real values to avoid unwanted branch cut
behaviour.
These properties can be analysed in the asymptotic large-volume solution of the Y system
and appear to be respected.3 We will assume these properties remain satisfied at finite
volume. The cut structure of all the Y s of course follows rigorously from the TBA
equations as we discussed before. In addition to the list above, we find that Y1 does not
have a Z0 cut and that all Y functions are real on the real line. This will imply that also
the T are real.
Applying the chain lemma. Assuming the above requirements are met, we can follow
the chain lemma and write down the suspected solution
σa = Ta,0 = exp
( ∞∑
j=1
Λj ? l
j
a
)
, (5.3.5)
with
lja =
j−1∑
n=0
Ka+1−j+2n, (5.3.6)
using the convention that we expand KN to non-positive integers by demanding K−N =
−KN for all N ∈ Z.4 Note that for this solution we find
log
σ+a σ
−
a
σa+1σa−1
=
∞∑
j=1
(((
Λj ? l
j
a
)+
+
(
Λj ? l
j
a
)− − Λj ? lja+1 − Λj ? lja−1))
=
∞∑
j=1
j−1∑
n=0
((
(Λj ? Ka+2n+1−j)
+ + (Λj ? Ka+2n+1−j)
−
−Λj ? Ka+2n−j − Λj ? Ka+2n+2−j)) . (5.3.7)
The crucial point now is that not in all cases
(Λj ? Ka+2n+1−j)
± = Λj ? K±a+2n+1−j. (5.3.8)
Indeed, if the two cases coincide we find that the summand of kernels vanishes:
K+M +K
−
M −KM−1 −KM+1 ∼
d
du
log
(
S[−(M−1)]
S[M+1]
S[−(M+1)]
S[M−1]
S[(M−1)]
S[−(M−1)]
S[(M+1)]
S[−(M+1)]
)
= 0,
(5.3.9)
where S was defined in eqn. (B.1.2) for the deformed case and in eqn. (B.2.2) for the
undeformed case. However, (5.3.8) does not hold if the integration contour hits a pole
during the shift. The only relevant pole is that of K1. Now, for j < a K1 is not part of
the summand, so it vanishes by the above computation. If j > a it can contain K1 , but
3We performed this check numerically for the deformed case. The authors of [55] did the same for the
undeformed case.
4We will assume convergence of the infinite sum.
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if it does it also contains K−1 = −K1 so that their contributions cancel by construction.
Only if j = a do we get a contribution from the pole of K1: in order to make use
of the identity (5.3.9) we must push the contours past the pole, leading to a Cauchy
integral. For small positive imaginary part the pole with negative residue is picked up
using a clockwise contour, whereas for small negative imaginary part exactly the opposite
happens. Therefore in both cases the contribution is exactly Λa, so we find
log
T +a,0T
−
a,0
Ta+1,0Ta−1,0
= Λa, (5.3.10)
as we wanted. This therefore defines Ta,0.
Extending the solution. The solution (5.3.5) solves eqn. (5.3.1) at least in a neigh-
bourhood of the physical strip, but we can in most cases extend this: the solution already
implies that the Ta,0 do not have a cut at Z±1. For the rest we use induction: suppose we
have shown that for all a ≤ k Ta,0 has no cuts until possibly Z±(a+1). Using the defining
relation (5.3.1) and the knowledge that Ya ∈ Aa we can now derive that Tk+1,0 has no
cuts until possibly Z±(k+2): from the defining relation for a = k we immediately see that
Tk+1,0 has no cuts until possibly Z±k. If it has a cut at Z±k, the a = k+ 1 equation tells
us that Tk+2,0 has to have a cut at Z±(k−1). Continuing up the chain of equations we find
now that there is a Tm,0 with a cut at Z±1, which we know is not possible. So Tk+1,0 has
no cut at Z±k. Completely analogously one proves that also the cuts at Z±(k+1) are not
possible.
Secondly, we look at poles. We know that 1 + Ya ∈ Apa−1. Moreover, 1 + Y1,Ta,0 ∈ Ap1.
Using the same arguments as for the cut structure we find that T1 ∈ Ap2 and Ta ∈ Apa−1
for a ≥ 2.
Now we have completely defined and analysed the central T s. We can find the remaining
T s in the upper band using the Hirota equation and the second equation in (5.2.4). First
we fill the band for a ≥ 2 solving the finite-difference equation
T +a,1T
−
a,1 = Ta,0(1 + Y
−1
a,1 ), (5.3.11)
which also follows from the T parametrisation of the Y functions. We can solve this finite-
difference equation by a variation of the solution in the next section. Moreover, from the
analyticity of the right-hand side we immediately see that Ta,1 ∈ Aa. To complete the
upper band we only need to define T1,±1, which we do using the Hirota equation. It
follows immediately that T1,±1 ∈ A1. This finishes the construction of the analytic gauge
T , satisfying the analyticity strips in table 5.1. Note that from the construction it follows
that the T gauge is real.
5.3.2 Use Y+Y− to construct T
From the T gauge we can construct a gauge with even better properties, known as the T
gauge which will be our final gauge for T functions in the upper band. In addition to the
analyticity properties listed in table 5.1 the Ts can be made to also satisfy the following
identities, which were dubbed “group-theoretical” in [57]:
T3,±2 = T2,±3, T+0,0 = T
−
0,0, T0,s = T
[+s]
0,0 . (5.3.12)
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We start from the discontinuity relation for Y
(α)
± , which on the Y hook reads
[log Y1,±1Y2±,2]2n = −
n∑
a=1
[log 1 + Ya,0]2n−a for n > 0. (5.3.13)
Notice that the right-hand side of this expression is independent of ± (α = l, r in our
TBA notation). This is due to the fact that the product Y1,±1Y2,±2 is the same on both
sides of the Y hook, so
Y1,1Y2,2 = Y1,−1Y2,−2 (5.3.14)
as follows from the TBA equations (2.6.21). Replacing the Y s by their parametrisation
in T s leads to a telescoping cancellation of terms and we are left with[
log
1
Y1,±1Y2,±2
T1,0
T −0,0
]
2n
= 0 for n > 0. (5.3.15)
Thus it follows that for a solution of the Y system the function B defined by
B =
1
Y1,±1Y2,±2
T1,0
T −0,0
(5.3.16)
is analytic in the upper half-plane.
Now we are ready to define the T gauge: to modify the T gauge we consider the gauge
transformation
Ta,s = f
[a+s]
1 f
[a−s]
2 f¯1
[−a−s]
f¯2
[−a+s]
Ta,s (5.3.17)
for two unknown functions f1, f2 such that f
−
1 , f
−
2 are analytic in the upper half-plane.
The function f¯ is the complex conjugate of the function f , not of the images it produces,
i.e. somewhat awkwardly we have f¯(u) = f (u∗). This gauge transformation is the most
general one that does not destroy the reality nor the analyticity of the Ts. On f1, f2 we
will impose that
B =
(f1f2)
−
(f1f2)
+ . (5.3.18)
If we can find f1, f2 satisfying this constraint, then the Ts satisfy the identities
T3,±2T0,±1
T2,±3T−0,0
= 1 =
T3,±2T0,±1
T2,±3T+0,0
, (5.3.19)
where the second equality is just complex conjugation of the first equality. We have more
freedom in choosing f1, f2 still. Imposing
T0,1 = T0,−1 (5.3.20)
leads to the equation
T0,−1
T0,1
=
(f1/f2)
+
(f1/f2)
−
(
f¯1/f¯2
)−(
f¯1/f¯2
)+ , (5.3.21)
where we notice that the two fractions containing the fi are complex conjugate functions.
The left hand side is real and can be decomposed5 as
T0,−1
T0,1
= HH, (5.3.22)
5The fact that this is possible is non-trivial, but we will not provide a proof here.
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with H analytic in the upper half-plane, implying we should solve
H =
(f1/f2)
+
(f1/f2)
− . (5.3.23)
To find f1, f2 we now have to solve
B =
(f1f2)
−
(f1f2)
+ , H =
(f1/f2)
+
(f1/f2)
− , (5.3.24)
which are two finite-difference equations of the exact same form. Their solution can
be found as we will discuss in the next subsection, solving the logarithmic version of
this equations. With these solutions we can find f1, f2 and define the T gauge. The
group-theoretical properties in eqn. (5.3.12) follow from eqn. (5.3.19).
Solving periodic difference equations
To find the gauge transformation in the previous section we are supposed to solve the
finite-difference equations
log B = log
(
F−
)− log (F+) ,
− log H = log (G−)− log (G+) , (5.3.25)
where F = f1f2 and G = f1/f2.
Let us consider the general finite-difference equation
Ω = ζ− − ζ+. (5.3.26)
A formal solution of this equation can be written down immediately as the infinite sum
ζ =
∞∑
n=1
Ω[2n−1], (5.3.27)
but this will in general not be convergent. We can regularise this sum by considering
a spectral representation of Ω in the upper half-plane. This spectral representation is
different for the non-periodic and periodic cases.
Non-periodic case. In the undeformed case we are looking for non-periodic solutions
of eqn. (5.3.26). If limu→∞Ω = 0 we can write the solution ζ in the form
ζ(u) = − 1
2pii
∫
Z0
dv
ρΩ(v)
u− v , (5.3.28)
for Im(u) > 0. The spectral density ρΩ is defined as
ρΩ(u) = 2 lim
→0
Re (Ω(u+ i)) . (5.3.29)
By summing the series Check thisformula
Ψ(u) :=
ψ
(− ivg
2
)
2pi
=
γ
2pi
+
∞∑
n=0
(
1
v + 2in/g
− g
2i(n+ 1)
)
, (5.3.30)
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with ψ the polygamma function and γ the Euler-Mascheroni constant, we find a finite
expression for ζ: for Im(u) > 0
ζ(u) = Ψ+ ? ρΩ(u), (5.3.31)
as directly plugging this into the finite-difference equation (5.3.26) will show.
Periodic case. We provide the proof of the periodic case here in details, by proving the
following lemma.
Lemma. Let Ω : C → C be a 2pi-periodic function regular in the upper half-plane
obeying
lim
u→i∞
Ω(u) ∈ R, (5.3.32)
and which converges uniformly to an L1 function on [−pi, pi]. Then it admits a spectral
representation
Ω(u) =
∫
Z0
K(u− v)ρΩ(v)dv for Im(u) > 0, (5.3.33)
where K(u) = − 1
2pii
cot(u) is the natural periodic version of the 1/u kernel and where for
u ∈ Z0
ρΩ(u) = 2 lim
→0
Re (Ω(u+ i)) = lim
→0
Ω(u+ i) + Ω(u− i). (5.3.34)
Proof. Consider for Im(u) > 0 the integral∫ pi
−pi
K(u− v)ρΩ(v)dv. (5.3.35)
We can immediately split this integral as
− 1
2pii
(∫
[−pi+pi]+i
Ω(v)
tan (u− v + i)dv +
∫
[−pi+pi]−i
Ω¯(v)
tan (u− v − i)dv
)
. (5.3.36)
Pushing the integration contour of the first integral through the pole at u = v to the line
Im(u)i and the second integral to −Im(u)i gives that these two integrals equal
Ω(u)− 1
2pii
(∫
[−pi+pi]+Im(u)i+i
Ω(v)
tan (u− v + i)dv + c.c.
)
. (5.3.37)
The integrals in the brackets actually do not depend on the height of the contour in the
upper half-plane and we should be able to find the same result as long as the contour is
higher up than Im(u)i. Around u→ i∞ we find∫
[−pi+pi]+Im(u)i+i
Ω(v)
tan (u− v + i)dv ∼ i
∫
[−pi+pi]+Im(u)i+i
dvΩ(v)Im (cot (u− v)) , (5.3.38)
which is purely imaginary as long as the contribution of Ω is real. Using the limit condition
on Ω we therefore find that this integral and its complex conjugate vanish and we are left
with
Ω(u) = − 1
2pii
∫ pi
−pi
dv
ρΩ(v)
tan (u− v) for Im(u) > 0, (5.3.39)
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i.e. we have found a spectral representation for Ω. 
We can now use this result: we define the kernel
ψc(u) = K(u) + 1
2pii
cot(2ic) +
∞∑
n=1
(
K[2n](u) + 1
2pii
cot(2(n+ 1)ic)
)
, (5.3.40)
where the sum gives a combination of q-polygamma functions. Make thisprecise.Now it is easy to check
that
ζ = ψ+c ? ρΩ (5.3.41)
solves the finite-difference equation (5.3.26) we started with.
Finding solutions. It is easy to check numerically in the asymptotic finite-volume so-
lution that log B and log H satisfy the requirements mentioned above in both the un-
deformed and deformed case. We assume this extends beyond the asymptotic solution,
yielding a solution of the finite-difference equation (5.3.26). In particular, we can find
the gauge transformations f1, f2 and hence define the T gauge.
5.3.3 Constructing T
Now we have constructed an upper-band gauge with good properties we can continue
building good gauges for the other two wings of the T hook. We will focus on the
construction of a good gauge TR (simply written as T to avoid heavy notation) for the
right hook, since the construction for the left and right band is completely analogous.
The specific properties we are after for T are:
• the T functions should be analytic in a region of the real axis as specified in table
5.1
• the gauge should be Z4-symmetric, which means that
Tˆa,s = (−1)aTˆa,−s, (5.3.42)
where the hat indicates that we consider the short-cutted version of the usually
long-cutted T functions, as explained in section 4.2.3.
The construction of the right gauge T will follow these steps:
1. Define the global T gauge from the T gauge,
2. Define a Z4-symmetric analytic gauge T in the right band,
3. Use the fact that T and T are related by a gauge transformation together with the
discontinuity equations for the Y functions to conclude that T must have the same
analyticity strips as T ,
4. Show that a small redefinition of the T forces Tˆ1,±1 to have only two cuts,
5. Use this fact to prove that also Z4 symmetry carries over from the T gauge to the
T gauge,
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6. Conclude that this is exactly the gauge we wanted.
Note that this construction does not follow the same steps as that of the T gauge, even
though the form of the T hook suggests we could. The reason for this is the Z4-symmetry
property that we have not considered so far: we will see that a gauge with this property
is so constrained that it can be parametrised by only two independent functions, which
is essential for the introduction of the quantum spectral curve parametrisation in terms
of P functions. Therefore we would like to ensure that our starting gauge already is
Z4-symmetric, which leads us to consider a different approach.
5.3.4 Defining T from T
We directly define the T gauge from the T gauge through the transformation
Ta,s = (−1)asTa,s
(
T
[a+s−1]
0,1
)a−2
2
. (5.3.43)
One can check directly that this gauge satisfies the Hirota equation on the T hook using
the fact that T does. However, whether it has the properties listed above is far from
obvious from this definition. In order to find out, we will show that it is related to
another gauge with these properties and that the relation is such that the T gauge must
have the same properties as well.
5.3.5 Defining T
We define a gauge T which behaves nicely in the right band from a solution of the analytic
Y system. This construction follows [57] closely:
Consider a set of T functions in the right band (s ≥ a) parametrised by resolvents G and
G¯ as follows:
T0,s = 1,
T1,s = s+G[+s] + G¯[−s],
T2,s =
(
1 +G[s+1] −G[s−1]) (1 + G¯[−s−1] − G¯[−s+1]) , (5.3.44)
The resolvents G, G¯ are parametrised by a density function ρ through the definitions
G(u) =
∫
Z0
dvK(u− v)ρ(v) for Im(u) > 0,
G¯(u) =
∫
Z0
dv K¯(u− v)ρ(v) for Im(u) < 0, (5.3.45)
such that we have ρ(u) = G(u+ i) + G¯(u− i). The function K is defined as
K(u) = − 1
2pii
cot(u), Kund(u) = − 1
2pii
1
u
. (5.3.46)
This gauge has the required analyticity properties and solves the Hirota equation on the
right band, so we only need to check the presence of Z4 symmetry. Ultimately, this follows
from the fact that
Y1,1(u+ i) = 1/Y2,2(u− i) for u ∈ Zˇ0, (5.3.47)
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which is true for both the undeformed and deformed Y -functions. Indeed, the ratio
r =
1 + 1/Y2,2
1 + Y1,1
=
T +2,2T −2,2T0,1
T +1,1T −1,1T2,3
(5.3.48)
is expressed in right-band T functions only and satisfies r(u+ i) = 1/r(u− i) for u ∈ Zˇ0
due to eqn. (5.3.47). Using our parametrisation this implies G(u+ i) = −G¯(u− i) for
u ∈ Zˇ0, which implies that the function Gˆ defined by
Gˆ(u) = K ? ρ (5.3.49)
has only one short Zˆ0 cut on the whole complex plane and coincides with G (G¯) on the
upper (lower) half-plane. This property is crucial to the further simplification of spectral
problem: the long-cutted G and G¯ generically are cut-free only on half of the complex
plane, making our analysis complicated if not impossible. Rewriting our equations using
Gˆ will make the analysis a lot more straightforward.
Short-cutted Tˆ . First of all, we can consider short-cutted versions of the T gauge.
These functions can be found by continuation and are given by
Tˆ0,s = 1,
Tˆ1,s = s+ Gˆ[+s] − Gˆ[−s],
Tˆ2,s =
(
1 + Gˆ[s+1] − Gˆ[s−1]
)(
1 + Gˆ[−s−1] − Gˆ[−s+1]
)
= Tˆ +1,1Tˆ −1,1. (5.3.50)
The Tˆ s not only coincide with the T s just above the real axis, we can extend this
identification to the whole analyticity strips of T s. A much more remarkable property is
that in this parametrisation the dependence on the index s is analytic. This allows for
the following consideration that will prove crucial for the introduction of the quantum
spectral curve. The Tˆ satisfy the Hirota equation on the right band of the T hook
s
left right
upper
TT
T
1
We can analytically continue the definitions in eqn. (5.3.50)
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sTˆ⇐
continuation in s
1
such that now s ∈ Z to obtain a set of Tˆ functions defined on an infinite horizontal band
s
Tˆ
1
By plugging in these functions into the Hirota equation one finds that the analytically
continued Tˆ (which of course coincide with the original Tˆ on the right band) satisfy the
Hirota equation everywhere on this infinite band. Moreover, from the definitions of the
Tˆ s it is straightforward to check that they satisfy
Tˆa,s = (−1)aTˆa,−s, (5.3.51)
in other words the Tˆ s are Z4-symmetric. This discovery in [57] made the further sim-
plification of the analytic T -system possible, as we will discuss in more detail in section
5.5.
T as parametrisation of the Y system. So far we have not put any restrictions on the
density function ρ. Indeed, we have only used very mild input from the TBA equations
(in eqn. (5.3.47)) to constrain the resolvents, but have not made sure that the resulting T
gauge actually parametrises a solution to the Y system. To ensure that we should require
that the second equality in eqn. (5.3.48) holds, leading to the following non-linear integral
equation for the density ρ:
1 + 1/Y2,2
1 + Y1,1
=
(
1 +K+1 /ˆ?ρ− ρ/2
)(
1 +K−1 /ˆ?ρ− ρ/2
)
(
1 +K+1 /ˆ?ρ+ ρ/2
)(
1 +K−1 /ˆ?ρ+ ρ/2
) for u ∈ Zˆ0, (5.3.52)
where
Ks(u) = K[s](u)−K[−s](u),
K/ˆ?f(u) = P.V.
∫
Zˆ0
dv K(u− v)f(v), (5.3.53)
where this last definition involves the principal value integral. In the undeformed case
this equation was numerically shown to have a solution [57]. For the deformed case this
was not pursued, as it would distract from our ultimate goal, the quantum spectral curve.
Nevertheless, we are formally required to assume that the equations (5.3.52) can be solved
so we will do so.
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Step 3: the T gauge is analytic
Having defined the T gauge we can see how it relates to the T gauge defined before, since
two gauges parametrising the same set of Y functions are related by a gauge transforma-
tion, as in eqn. (5.2.5). This will show all the wanted properties of the T gauge.
The first thing to check is that the T gauge has the right analyticity properties (see table
(5.1)). In order for both gauges to be real we have to restrict the gauge transformation
(5.2.5) to
Ta,s = f [a+s]1 f
[a−s]
2 f¯1
[−a−s]
f¯2
[−a+s]Ta,s. (5.3.54)
From T0,s = T0,s = 1 we get f1f++2 = 1. From the definition of T2,s and the analyticity
of the T gauge it follows directly that T2,s ∈ As−1 for s ≥ 2. Since also T2,s ∈ As−1 for
s ≥ 2 we find that f++1 /f−−1 is analytic in the upper half-plane. The last thing to check
is the analyticity of the T1,s functions. For this we use the discontinuity relation (4.7.25).
Parametrising it using the T and T gauge and using that Y2,2 = T2,1T1,2 and that
Y1,±1Y2,±2 =
T−0,0
T1,0
(5.3.55)
we find that
T1,2T −1,1
T−1,1T1,2
= −T1,2T
−
1,1
T−1,1T1,2
(5.3.56)
is also analytic in the upper half-plane. Plugging in our gauge transformation this implies
that f++1 f
−−
1 /f
2
1 is analytic in the upper half-plane. Together these constraints now
imply that f1/f
−−
1 is analytic in the upper half-plane. For the remaining T1,s the gauge
transformation now takes the form6
T1,s =
( f1
f−−1
)[s]
×
(
f1
f1
++
)[−s] T1,s for s ≥ 1, (5.3.57)
which shows that T1,s ∈ As, as desired. So we find that the T gauge indeed has the right
analyticity properties. In the next section we will show that T is actually Z4-symmetric.
Step 4.1: is T really Z4-symmetric?
The real difficulty is to prove that the T gauge is actually Z4-symmetric. We will go
through the following steps: first we will prove that the product Tˆ1,1Tˆ1,−1 has only two
cuts at Z±1. Second we will show that we can force each of these functions to have only
two cuts. We can then use this to put more constraints on the gauge transformation in
eqn. (5.3.57) and conclude Z4 symmetry from there.
The derivation starts with the discontinuity relation belonging to the YQ functions (see
eqn. (4.6.2)) and is a generalisation of appendix C.3 of [57] to non-symmetric states. On
6The conjugate bar on f1 does not affect the shifts. If we want to apply the conjugate bar to the shifts we
write f+.
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the Y hook it reads for N ≥ 1[[
log Y +1,0
][2N ]
0
]
0
=
∑
±
([
log
(
1 + Y
[2N ]
1,±1
)
+
N∑
m=1
log (1 + Ym+1,±1)
[2N−m]
]
0
− log Y1,±1Y2,±2
)
. (5.3.58)
Using the T gauge we can compute
[
log Y +1,0
]
0
:
Y1,0 =
T1,1T1,−1
T0,0T2,0
=
T1,1T1,−1
T2,0
(5.3.59)
and using that T2,0 ∈ A3 we find[
log Y +1,0
]
0
=
[
logT+1,1T+1,−1
]
0
= logT+1,1/T˙+1,1 logT+1,−1/T˙+1,−1, (5.3.60)
where the T˙1,±1 are defined to coincide with the T1,±1 below Z1 and have a short cut Zˆ1,
whereas all its other cuts in the upper half-plane are long. We use the analyticity of the
T and T gauges to telescope the sums in the expression above:[
log
(
T+1,1T+1,−1
T˙+1,1T˙+1,−1
T0,1T0,−1
T+1,1T
+
1,−1
)]
2N
= −2 log Y1,1Y2,2, (5.3.61)
using that Y1,1Y2,2 = Y1,−1Y2,−2. We know that T1,±1 = −T1,±1T−1/20,0 by definition, so the
argument of the log on the left-hand side becomes
T+0,0
T˙+1,1T˙+1,−1
. (5.3.62)
Now we can use the property that
[log T0,0]2N+1 = −2 log Y1,±1Y2,±2 for N ∈ Z, (5.3.63)
which follows directly from Y1,±1Y2,±2 = T1,0/T+0,0, the periodicity of T0,0 and the fact
that T1,0 ∈ A1. With the previous discontinuity relation fitting perfectly, we find that
what remains in eqn. (5.3.61) is just[
log T˙1,1T˙1,−1
]
2N+1
= 0 for |N | ≥ 1, (5.3.64)
after repeating the argument for negative N as well. Using that the potential cuts are
located at Z2N+1 with N ∈ Z we find that T˙1,1T˙1,−1 has just Z±1 cuts, finishing step one
of our derivation as this directly implies that the product Tˆ1,1Tˆ1,−1 has only two short
Z±1 cuts.
Next we want to prove that we can force each of the functions Tˆ1,1 and Tˆ1,−1 to have
only two cuts. To do this we use a gauge freedom of T that we have not used yet to
alter the T since this last gauge is based on the former. Going through the analytic and
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group-theoretical properties of T one finds that nothing changes after transforming them
as
Ta,s →
 (|s|−1)/2∏
k=−(|s|−1)/2
eiφ
[a+2k]
eiφ[−a+2k]
sgn(s) Ta,s, (5.3.65)
as long as φ is real with one long Zˇ0 cut. To change the function T1,1 we see how this
gauge transformation changes the definition of T: as a function with short cuts we find
Tˆnew1,1 = eiφˆ
+− ¯ˆφ−Tˆ1,1. (5.3.66)
To clarify, the conjugate on the second φ comes about as follows: by assumption φ is real
analytic when viewed with long cuts, therefore we can write φ−(u) = φ+(u) for u in the
physical strip. Now we should take the hatted version of this function, which is easily
done: since (φ+)
ˆ
= φˆ+ we find (
φ−
)ˆ
(u) = φˆ+(u) = φˆ
−
(u), (5.3.67)
as we used above. Now, since we want Tˆnew1,1 to have only two Z±1-cuts we should cancel
any extra cuts in Tˆ1,1 through φ:
i
[
φˆ
]
−2N
= −
[
log Tˆ1,1
]
−1−2N
, i
[
¯ˆ
φ
]
2N
=
[
log Tˆ1,1
]
1+2N
for N ∈ N. (5.3.68)
Constructing a φ that obeys these rules can be done as follows: we can firstly find a
short-cutted function ψ that obeys
i
[
ψˆ
]
−2N
= −
[
log Tˆ1,1
]
−1−2N
, i
[
ψˆ
]
2N
=
[
log Tˆ1,1
]
1+2N
for N ∈ N, (5.3.69)
and define φ as solution to the Riemann-Hilbert problem
φ(u+ i) + φ(u− i) = ψ for u ∈ Zˇ0. (5.3.70)
One can solve this equation in both the undeformed and deformed cases as we will see
in section 6.2, after multiplying the unknown function φ with a pure square root7 and
dividing ψ by the same function, turning the relative sign between the shifts of φ in eqn.
(5.3.70) into a minus. Any solution is real analytic on the mirror sheet with a long Zˇ0
cut, so we can use any to force Tˆ1,1 to have only two cuts. It follows immediately from
this and the fact that the product Tˆ1,1Tˆ1,−1 has only two cuts that now both functions
have exactly two cuts at Zˆ±1.
Step 4.2: actually proving Tˆ is Z4-symmetric
The gauge transformation (5.3.57) can be written like
T1,s = h[+s]h¯[−s]T1,s (5.3.71)
7The pure square root on in the undeformed case is just
√
4− u2, in the deformed case it takes a more
complicated form, but we can use G−1 as defined in eqn. (4.5.16).
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where h is a function analytic in the upper half-plane. Translating this equation for s = 1
to the short-cutted sheet reads
Tˆ1,1 = hˆ+
¯ˆ
h−Tˆ1,1. (5.3.72)
Knowing that the T functions on both sides of this equation have only two short cuts at
Zˆ±1 we find that hˆ has only one Zˆ0 cut. The only remaining thing to prove is that hˆ/hˆ
is a constant to conclude that the Tˆ gauge is also Z4-symmetric. Indeed, in that case we
find
Tˆ0,s = 1, Tˆ1,s ∼ hˆ[+s]hˆ[−s]Tˆ1,s, Tˆ2,s ∼ hˆ[s+1]hˆ[s−1]hˆ[−s+1]hˆ[−s−1]Tˆ2,s, (5.3.73)
which directly implies Z4 symmetry using eqn. (5.3.51).
The argument starts off with the Hirota equation for T1,1 and T2,2:
T+1,1T−1,1 = T1,0T1,2 + T0,1T2,1
T+2,2T−2,2 = T2,1T2,3 + T2,1T2,3. (5.3.74)
Now, defining F = √T0,0 we can use the properties
T0,1 = 1, T1,1,T3,2 = −F+T2,3, T1,0 = −F+Y1,1Y2,2, (5.3.75)
where the last two properties follow from the T gauge and the gauge transformation
(5.3.43). In particular we have used eqn. (5.3.55) to obtain the last equation. Consider
u ∈ Zˆ0, then we have
T2,3 = Tˆ2,3, T2,2(u± ic) = Tˆ2,2(u± ic∓ i), T1,1(u± ic) = Tˆ1,1(u± ic∓ i). (5.3.76)
Additionally we find from the gauge transformation that
Tˆ2,s =
hˆ[s−1]¯ˆh[−s+1]
hˆ[−s+1]¯ˆh[s−1]
Tˆ[+s]1,1 Tˆ
[−s]
1,1 , (5.3.77)
which for real h simplifies to Tˆ2,s = Tˆ[+s]1,1 Tˆ
[−s]
1,1 . Excluding Tˆ2,1 from eqn. (5.3.74) and
then using these properties we get successively
T+1,1T−1,1 − T1,0T1,2 =
T+2,2T−2,2 − T3,2T1,2
T2,3
, (5.3.78)
Tˆ[+1−]1,1 Tˆ
[−1+]
1,1 + (Y1,1Y2,2 − 1)F+Tˆ1,2 =
Tˆ[+1−]2,2 Tˆ
[−1+]
2,2
Tˆ2,3
(5.3.79)
Tˆ[+1−]1,1 Tˆ
[−1+]
1,1 + (Y1,1Y2,2 − 1)F+Tˆ1,2 =
hˆ[]
¯ˆ
h[−]
hˆ[−]¯ˆh[]
Tˆ[−1−]1,1 Tˆ
[−1−]
1,1 . (5.3.80)
Now we can consider this equation transformed to the T -gauge, using the parametrisation
in terms of Gˆ:
hˆ[]
¯ˆ
h[−]
(
1 + Gˆ++ − Gˆ[−]
)(
1 + Gˆ[+] − Gˆ−−
)
+ (Y1,1Y2,2 − 1)F+
(
2 + Gˆ++ − Gˆ−−
)
=
hˆ[]
¯ˆ
h[−]
hˆ[−]¯ˆh[]
hˆ[−]¯ˆh[]
(
1 + Gˆ++ − Gˆ[]
)(
1 + Gˆ− − Gˆ−−
)
. (5.3.81)
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We see that the extra hˆs conveniently cancel and using that ρ = Gˆ[] − Gˆ[−] we find on
Zˆ0 that
hˆ[]
¯ˆ
h[−] =
(1− Y1,1Y2,2)F+
ρ
. (5.3.82)
The right-hand side is analytic on a neighbourhood of the real line, which implies the left
hand side is that too, leading to
hˆ[]
¯ˆ
h[−] = hˆ[−]¯ˆh[], (5.3.83)
which in turn tells us that
¯ˆ
h/hˆ is cut free on the complex plane. Using the regularity
requirement that our Tˆs do not have any poles except possibly at the branch points we
want hˆ to be pole and zero free. For the undeformed case numerical analysis showed
in [57] that hˆ could grow at most polynomially as u → ∞, implying that ¯ˆh/hˆ must
be a constant applying the lemma we prove in appendix E. For the deformed case the
analogue is that the Fourier series of hˆ is a finite sum, from which it follows directly that
¯ˆ
h/hˆ can only be a constant, hence leading to eqn. (5.3.73) and therefore implying the Z4
symmetry of the Tˆ gauge.
So now we have proven the existence of a Z4-symmetric gauge T related to the T gauge
by eqn. (5.3.17). It has the analyticity domains in table 5.1 we hoped for and we were
able to choose Tˆ1,1 to have exactly two cuts, at Z±1. This gauge is an excellent starting
point to continue our simplification.
5.4 A step back
Let’s take a step back and see what we have achieved so far: we started out with the
analytic Y -system and constructed four gauges T , T, T and T. The first two gauges have
good analyticity properties (see table 5.1) in the upper band of the T hook 5.1, and the
T gauge has particularly nice group-theoretical properties (5.3.12). We then proceeded
to construct a good gauge T in the left and right band by parametrising it directly in
terms of the T functions from the upper band. That this gauge is nicely behaved is far
from obvious, which is why we introduced the T gauge: by construction it has broad
analyticity bands as indicated in table 5.1. In addition, this gauge has Z4 symmetry
(see eqn. (5.3.42)): from the T in the right band we can construct their short-cutted
counterparts Tˆ , which can then be analytically continued to form a solution of the Hirota
equation on an infinite horizontal band. The Z4 symmetry relates two T functions from
this Tˆ gauge. Note that we have only explicitly talked about extending the right band,
but one should perform the same operation to the gauge in the left band: the resulting
gauge need not coincide with the continuation from the right band, but both are Z4-
symmetric. We could furthermore show that the T-gauge was related to the T gauge
by a gauge transformation that is so well-behaved that the analyticity properties and Z4
symmetry carry over from Tˆ to the Tˆs, the short-cutted version of the T.
This finishes of our construction of the analytic T -system. Before delving into the details
of the quantum spectral curve we first review how the general theory of solving the Hirota
equation can be used to further simplify the parametrisation.
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5.5 Wronskian parametrisation
As anticipated in the previous section we can use further simplify the Tˆ gauge by noticing
that the analytical continuation discussed in section 5.3.5 can also be applied to the Tˆ
gauge, resulting in a solution to the Hirota equation on a horizontal infinite band of
width two. The general solution to the Hirota equation on such bands was analysed in
[57, 157, 159], which we can use here. We start by reviewing this solution:
For a band of width n consider 2n+2 functions q∅, qi and p∅, pi with i = 1, · · · , n. A quick
analysis of the structure of the Hirota equation on the band should convince the reader
that a full parametrisation requires at most 2n+ 2 functions: they saturate already two
adjacent columns on the band and using the Hirota equation this allows us to express all
other functions in terms of those initial 2n+ 2. We can keep track of these functions by
packing them into vectors using some auxiliary basis {ei}:
p = pie
i, q = qie
i. (5.5.1)
Now we can use the language of exterior forms to consider combinations of these functions.
We define
p(k) =
p[k−1] ∧ p[k−3] · · · p[1−k]
p
[k−2]
∅ p
[k−4]
∅ · · · p[2−k]∅
, p∅ = p(0) (5.5.2)
and similar definitions for q(k). In particular we set the volume form e
1 ∧ · · · en = 1. The
general Wronskian solution for a band of width n is given by
Ta,s = q
[+s]
(a) ∧ p[−s](n−a) (5.5.3)
and one can check that these T s satisfy the Hirota equations on the band and all T s
outside the band vanish. For our case, n = 2 and we obtain
T0,s = q
[+s]
∅ p
[−s]
(2) , T1,s = q
[+s] ∧ p[−s], T2,s = p[−s]∅ q[+s](2) , (5.5.4)
where
q(2) =
q+ ∧ q−
q∅
, p(2) =
p+ ∧ p−
p∅
. (5.5.5)
This parametrisation possesses a symmetry – H symmetry – rotating the p’s and q’s
using a u-dependent matrix H taking values in sl(2). However, to be consistent with the
Hirota equations H should be 2ic-periodic. Interestingly, in the deformed case the fact
that naturally H should also be 2pi-periodic ensures that a single-valued H is elliptic,
which severely limits the possibilities for H transformations. One can check that there
also exists a scalar symmetry
pi → Api, qi → A−1qi, (5.5.6)
where A has the same periodicity properties as the components of H. The more general
n-band solution has another scalar symmetry, but that is trivial for n = 2.
To find an explicit solution for our case, we will have to impose more constraints, most
importantly the Z4 symmetry
Tˆa,−s = (−1)aTˆa,s. (5.5.7)
Indeed,
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• Z4 symmetry immediately implies Tˆ1,0 = 0, which implies that pˆ = αqˆ, with α a
2pi-periodic function of u for the deformed case.
• We find that α+ = α− from Tˆ1,1 = −Tˆ1,−1, another consequence of the Z4-symmetry.
We can now use the scalar symmetry with A =
√
α to absorb α in p and q.
• Our gauge choice Tˆ0,s = 1 implies that qˆ∅ is ic-periodic and pˆ∅ = qˆ∅Tˆ1,1.
This leaves us with the parametrisation
Tˆ0,s = 1, Tˆ1,s = qˆ[+s]1 qˆ
[−s]
2 − qˆ[−s]1 qˆ[+s]2 , Tˆ2,s = Tˆ[+s]1,1 Tˆ[−s]1,1 . (5.5.8)
for two unknown functions q1, q2.
We can use the H symmetry to make this parametrisation even nicer: by solving an
appropriate Riemann-Hilbert problem we can ensure that the qi each only have one cut.
From the parametrisation we see that the qi should satisfy a system of Baxter equations
qˆ[2r−1]Tˆ1,1 = qˆ+Tˆ[r−1]1,r − qˆ−Tˆ[r]1,r−1
qˆ[−2r+1]Tˆ1,1 = qˆ−Tˆ[−r+1]1,r − qˆ+Tˆ[−r]1,r−1, (5.5.9)
which can be used to analyse the solutions: using that Tˆ1,1 is regular at 3ic we find that
Tˆ[−3]1,1 [qˆ]2r−4 = Tˆ
[r−4]
1,r [qˆ]−2 − Tˆ[r−4]1,r−1[qˆ]−4, for r > 2, (5.5.10)
from which one can derive the Riemann-Hilbert problem
[Hji ]0qˆ
[−2n]
j +H
j
i
[
qˆ
[−2n]
j
]
0
= 0 for j, n = 1, 2 (5.5.11)
for a symmetry transformation H that will regularise qˆ to have only one short cut on
the real axis. This follows from the fact that eqn. (5.5.10) relates the cuts of qˆ in the
upper half-plane to the first two cuts above the real line. Taking the conjugate of this
equation does the analogous thing in the lower half-plane. Therefore, by making sure
that qˆ is regular at those two cuts ensures that it has only one cut on the real line. This
is achieved by finding a symmetry transformation H that satisfies eqn. (5.5.11). Whether
this equation has a solution can be seen by analysing the related integral equation
Hji = P
j
i +Kc ?ˆ
(
Hki [A
n
k ]0(A
−1)jn
)
, (5.5.12)
with Ani = qˆ
[−2n]
i an invertible 2× 2 matrix (the qi are independent solutions of a Baxter
equation). In the undeformed case the P ji are branch-cut-free functions with period
i/(2g), whereas in the deformed case they are elliptic with half periods (2pi, ic). The
integration kernel K1/g for the undeformed formula is
K1/g(u) = gpi coth(gpiu), (5.5.13)
whereas the deformed Kc is an elliptic integration kernel since it should reflect the real
periodicity of Tˆs. The simplest choice for this kernel is
Kc(u) = ζ(u)− ζ(u+ 2pi) + ζ(2pi), (5.5.14)
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with ζ the quasi-elliptic Weierstraß function with quasi-halfperiods (2pi, ic). This kernel
is elliptic and has exactly two simple poles in its fundamental parallelogram with residues
1 and −1. If we take discontinuities on both sides of eqn. (5.5.12) we find for Im(u) > 0[
Hji
]
0
(u) = Hki [A
n
k ]0(A
−1)jn, (5.5.15)
showing that a solution to eqn. (5.5.12) also solves the Riemann-Hilbert problem (5.5.11).
One can view the integral equation (5.5.12) as an eigenvalue equation for the integral
operator L defined by
L(T ) = P j +Kc ?ˆ
(
T k[Ank ]0(A
−1)jn
)
. (5.5.16)
Whether an appropriate eigenfunction with unit eigenvalue exists can in principle be
determined using Fredholm theory. As it is not our main aim to have explicit solutions
of the T system, we will assume this is the case to be able to continue these properties.
Note that for the undeformed case the numerical solutions do exhibit this behaviour.
Forgetting for now the condition that det(H) = 1 we find a linear combination qˆ′i of the
old qˆi that has only one cut on the real axis. At this stage one can use the fact that
the Tˆ1,s have only 2 cuts at ±ics to conclude that detH is cut free and can be absorbed
in qˆ′i without spoiling their cut structure. This shows that H is indeed a symmetry
transformation such that the new qˆ′i have exactly one short cut, as we wanted. This
reduces the parametrisation of the Tˆ gauge to just two functions with a very simple
cut-structure.
5.6 Conclusions
In this chapter we have found basic building blocks for the TBA Y -functions in the
form of four T -gauges. In particular, the T and T gauges have good properties and
parametrise the entire T -hook in an efficient way. Moreover, after discovering that the
short-cutted version of the left and right T gauges have Z4 symmetry we could map
these gauges to solutions on infinite horizontal bands, for which the solutions have been
studied extensively and have an elegant representation. The result is that the entire
right TL gauge is parametrised by two functions, let’s call them P1 and P2, each with
only one Zˆ0 cut.
8 The left gauge, as promised, follows completely analogously and is
therefore parametrised by two functions P3 and P4 with one Zˆ0 cut. Using the global
gauge transformation (5.3.43) this allows us to find an expression for any T function on
the T hook using just these four functions and T0,1. We will analyse the consequences of
this simplicity in the next chapter.
As a final note: the analytic T -system we just derived can in principle be used to find
(part of) the spectrum of the undeformed and deformed case and in fact in [57] an
algorithm is presented that can be used to find a numerical solution for the undeformed
case. They present results for the Konishi operator. In [160] this computation was pushed
even further to yield an eight-loop result thereby including double wrapping. Knowing,
however, that much more powerful techniques are waiting at the end of the next chapter
we do not get sidetracked here and find the analogous algorithm for the deformed case,
but push for the final simplification.
8This notation will become clear in the next chapter.
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Chapter 6
Quantum spectral curve
6.1 Introduction
The efforts to simplify the spectral problem of the AdS5 × S5 string theory and its dual
gauge theory N = 4 SYM span more than a decade and involve work of dozens of people.
This has created a vast landscape of literature and a plethora of roads that lead you
through it. This thesis presents one of the shortest routes from the formulation of the
model to the simplest known form of the spectral problem, without too much branching
off along the way. So far we have
• taken the ground-state TBA-equations,
• extracted a set of Y -system equations,
• extracted a accompanying set of analyticity requirements to formulate the analytic
Y -system,
• and proved that the simplest solution of the analytic Y -system is also solution of
the ground-state TBA-equations,
• then introduced the more basic T functions that parametrise the Y functions,
• and found two particularly nice gauges of these T functions.
At first glance it might seem like we are completely done here, but a closer inspection
reveals something strange: our present parametrisation of the T hook in terms of four P
functions and T0,1 is completely unconstrained. This implies that, suppose we are given
the boundary conditions for a particular state, any solution satisfying those boundary
conditions should form a solution of the spectral problem. This can mean one of three
things: (1) either the boundary conditions are so constraining that they uniquely specify
the solution or (2) the spectral problem does not have a unique solution or (3) we have
failed to incorporate all of the analytic data available in the analytic T -system. Obviously
the second option is ludicrous and as we will see the boundary conditions do not uniquely
specify the solution, rendering option one false.
It turns out that there are still some constraints coming from the analytic properties of
the T system that we have not revisited in the P language: even though the P take into
account the branch-cut structure of the T gauge, we have not made sure they do so for
the upper-band T-functions! Doing this will introduce equations that the P functions
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should satisfy and are called Pµ system, being one incarnation of the QSC. We will do
this in the next section. Using the Pµ system we can derive the “dual” Qω system that
allows for the formulation of the QQ system. The rest of the chapter is devoted to the
properties of these systems. We reserve the presentation of the final ingredients for the
next chapter. There we will encounter that we in fact left some boundary data back in
the TBA equations that we can use to derive the boundary conditions, but let us not
skip ahead.
6.2 Deriving the Pµ system
We left the last chapter with a convenient parametrisation of the left and right band of
the T gauge:
Tˆ0,s = 1 for s ∈ Z,
Tˆ1,s = P [+s]1 P
[−s]
2 −P [−s]1 P [+s]2 for s > 0,
Tˆ1,s = P4[+s]P3[−s] −P4[−s]P3[+s] for s < 0,
Tˆ2,±s = Tˆ[+s]1,±1Tˆ
[−s]
1,±1 for |s| > 1, (6.2.1)
where the four P-functions all have one Zˆ0 cut. This result holds for both the undeformed
and deformed case, but in the last case the P functions are at least 2pi (anti-)periodic.
To find the Pµ system we need to find expressions for the upper-band T-functions in
terms of these P functions, for which we use the gauge transformation (5.3.43) that we
will repeat here for the readers convenience:
Ta,s = (−1)asTa,s
(
T
[a+s−1]
0,1
)a−2
2
. (6.2.2)
We see that the upper-band Ts will not only contain P functions, but also a function
that takes care of the dependence on T0,1. The process of finding these expressions can
be easily programmed, see appendix A of [60].
The middle nodes and µ12. Following the group-theoretical properties we see that the
middle nodes (0, s) of the T gauge are all generated from a single function T0,0, which by
itself is also 2ic-periodic, such that there are only two unique entries on the middle line of
the T hook: T0,0 = T0,2 = . . . and T0,1 = T0,3 = . . . which are related as T0,s = T
±
0,s+1.
To simplify notation later we now introduce the first µ function µ12 just as
µˇ12 = (T0,1)
1/2 , (6.2.3)
which most naturally has long cuts as accentuated here and as a long-cutted function is
2ic-periodic (see fig. 6.1).
For our construction the short-cutted version µˆ12 will be more convenient, but its
relation to the just-defined µˇ12 depends on the choice of upper- or lower-half-plane con-
ventions (see section 4.2.3), since T0,1 has a cut on the real line and therefore splits the
upper and lower half of the physical strip. In order to stay in line with the literature
we will therefore at this point in our construction switch conventions from the lower-
half-plane conventions to the upper-half-plane conventions. We will have to return to
the lower-half-plane conventions once more in the next chapter, but that should not be
problematic. Before formalising our switch, let us mention that the notation µ12 of course
suggests that there are other µab, which we will indeed introduce shortly.
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2−2
µab
µ˜ab
1(a)
−θ θ
pi
µab
µ˜ab
1(b)
Figure 6.1: The analytic structure of the µab on the undeformed plane (a) and the deformed
cylinder (b). The thick lines indicate branch cuts on the first sheet. The continuation of short-
cutted µab can be expressed on the first sheet using its 2ic periodicity. The squiggly line in (b)
indicates that for generic θ outside the physical strip the µab cannot be put on (a finite cover of)
the cylinder.
Switching conventions. We would like to switch from the lower-half-plane conventions
to the upper-half-plane conventions: this can be easily achieved by flipping the sign of u,
u→ −u. This changes only:
fˇ = fˆ in the strip 0 > Im(u) > −c =⇒ fˇ = fˆ in the strip 0 < Im(u) < c,
x(u)→∞ as u→ −i∞ =⇒ x(u)→∞ as u→ i∞,
xund(u− i)→∞ as u→∞ =⇒ xund(u+ i)→∞ as u→∞, (6.2.4)
In particular, the x functions xs and xm no longer coincide on the lower-half plane but
instead on the upper-half plane, in line with the central paper [60]. We will use these
new conventions in the remaining derivation of the quantum spectral curve.
Introducing extra P and µ functions. As mentioned before, to constrain the P func-
tions and µ12 we need to extract information from the analyticity of the upper band [60].
Using the gauge transformation (5.3.43) we find for example that
T2,1 =
(
P˜1P
[−2]
2 − P˜2P[−2]1
)(
P1P
[+2]
2 −P2P[+2]1
)
+ µ12
(
P
[−2]
1 P
[+2]
2 −P[−2]2 P[+2]1
)
.
(6.2.5)
Using that T2,1 should not have a cut on the real line, i.e. T2,1 − T˜2,1 = 0, we find an
equation on the P and µ12 which can be simplified to read
µ˜12 − µ12 = P1P˜2 −P2P˜1. (6.2.6)
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From the left band and the same analysis for T2,−1 we find
µ˜12 − µ12 = P3P˜4 −P4P˜3, (6.2.7)
already revealing a relation between the upper and lower index P functions. Continuing
up the upper band we impose the correct analyticity for all the other T functions (see
appendix B.3 in [60], which leaves the following linear system
P˜
[2n]
a
:
µ˜12
− P˜
[2n]
a
µ12
= −P4[2n] PaP
3 − P˜aP˜3
µ12µ˜12
+ P3[2n]
PaP
4 − P˜aP˜4
µ12µ˜12
, for a = 1, 2
P˜b[2n]
:
µ˜12
− P˜
b[2n]
µ12
= +P
[2n]
1
PbP2 − P˜bP˜2
µ12µ˜12
−P [2n]2
PbP1 − P˜bP˜1
µ12µ˜12
, for b = 3, 4, (6.2.8)
where n ∈ Z\{0} and the big tildes are applied after the shifts. We can reinterpret these
equations as those expressing the analyticity of four new P functions P1, P2, P3 and P4
on all the Zn for n 6= 0, defined as follows: first consider 2ic-periodic solutions µα3 and
µα4 (for a = 1, 2) of the following Riemann-Hilbert problems
µ˜a4
µ˜12
− µa4
µ12
=
P˜aP˜
3 −PaP3
µ12µ˜12
µ˜a3
µ˜12
− µa3
µ12
=
P˜aP˜
4 −PaP4
µ12µ˜12
. (6.2.9)
That these equations have a solution has to be considered separately for the undeformed
and deformed case, but let us first finish our introduction of the P functions: given µ
functions satisfying the above equations, we see that the four new P functions
P1 := − 1
µ12
P˜2 +
µ24
µ12
P4 +
µ23
µ12
P3,
P2 := +
1
µ12
P˜1 − µ14
µ12
P4 − µ13
µ12
P3,
P3 := +
1
µ12
P˜4 − µ23
µ12
P1 +
µ13
µ12
P2,
P4 := − 1
µ12
P˜3 − µ24
µ12
P1 +
µ14
µ12
P2
(6.2.10)
are all analytic apart from on Z0 provided the linear system (6.2.8) is satisfied for all
n 6= 0. Since they are defined with short cuts this shows that all the eight P functions
have only one Zˆ0 cut. This analytic structure is illustrated in fig. 6.2.
Solving the Riemann-Hilbert problem. In order for the above construction to work
we need to know that the newly introduced µ functions actually exist. For that we should
show that the Riemann-Hilbert problem (6.2.9) has a solution in both the undeformed
and the deformed case. Note that these equations are of the form
f˜ − f = g, (6.2.11)
where in the deformed case g is (anti)-periodic and indeed always has a solution in both
cases
f(u) =
1
2pii
∫
Z0
Kc(u− v)g(v)dv, (6.2.12)
modulo a regular 2ic-periodic function. Interestingly, in the deformed case this regular
function must be a constant due to its required real periodicity combined with Liouville’s
130
2−2
Pa
P˜a
1
pi
−θ θ
Pa
P˜a
1
Figure 6.2: The analytic structure of the Pa in the undeformed (a) and the deformed (b) case.
The thick line indicates the only branch cut on the first sheet. The continuation of Pa from the
first sheet to the second sheet is indicated by a solid path on the first and a (gray) dashed path
on the second sheet. The dotted line through pi in (b) indicates the possible discontinuity of the
Pa due to anti-periodicity.
theorem, which colloquially put states that regular doubly-periodic functions are con-
stants. The deformed kernel Kc was defined in eqn. (5.5.14), its undeformed counterpart
in eqn. (5.5.13). These kernels satisfy
Kc(u+ 2pi) = −Kc(u),
lim
c→0
c · gKc(gcu) = K1/g(u), (6.2.13)
i.e. Kc is anti-periodic and has the expected undeformed limit.
The solutions in the deformed case defined in this way are always anti-periodic in the
real direction with anti period 2pi and periodic in the imaginary direction with period
2ic, from which one can deduce that the newly introduced µab will be anti-periodic when
µ12 is periodic and vice versa. We see in both cases that µˇ
++
ab = µˇab for all a, b.
1
Combining the relations. So far we have introduced eight P functions Pa and P
a with
a = 1, . . . , 4 and five µ functions µ12, µ13, µ23, µ14 and µ24, which are constrained by the
equations (6.2.6), (6.2.7), (6.2.9) and (6.2.10). We can introduce one more µ function to
fill the upper triangle of a 4× 4 matrix as
µ34 =
1 + µ13µ24 − µ14µ23
µ12
(6.2.14)
1Note the check to emphasise that this is true for long cuts only.
131
and subsequently finish filling the entire matrix by demanding anti-symmetry, i.e.
µab = −µba for all a, b = 1, . . . , 4. By construction all these µab are 2ic-periodic and
satisfy
µ˜ab − µab = PaP˜b − P˜aPb. (6.2.15)
Moreover, the definition (6.2.14) is now such as to impose that the Pfaffian of the matrix
µ is equal to one:
Pf (µ) := µ12µ34 − µ13µ24 + µ14µ23 = 1. (6.2.16)
We can compactly write all these relations, as was first done in [59], in the following form:
µ˜ab − µab = PaP˜b −PbP˜a, P˜a = µabPb, PaPa = 0, Pf(µ) = 1, (6.2.17)
called the Pµ system. Note that in the construction in this section we only needed the
algebraic relations between the different functions and their second sheet evaluations and
their existence as guaranteed by the solution to the Riemann-Hilbert problem (6.2.9).
That is, we did not explicitly use the real periodicity to find the constraints in (6.2.17).
It is because of this that the Pµ system is identical for both the undeformed and the
deformed case.
By introducing the inverse of the µ matrix with upper indices as µabµ
bc = δca we also find
the upper-index form of the Pµ system
µ˜ab − µab = −PaP˜b + PbP˜a, P˜a = µabPb, PaPa = 0, Pf(µ) = 1. (6.2.18)
6.3 Deriving the Qω system
Next we construct the Qω system from the Pµ system. Define the 4× 4-matrix U as
U ba = δ
b
a + PaP
b (6.3.1)
and consider the finite-difference equation
X−a = U
b
aX
+
b (6.3.2)
for the unknown functions Xa, a = 1, · · · 4. We can construct formal solutions of this
equation which are analytic in the upper half-plane by the infinite product
Xa =
(
U [+1]U [+3] · · · )b
a
Cb (6.3.3)
with Cb an arbitrary 2ic-periodic vector. Note that Xa inherits periodicity properties
of the Pa and in the deformed case therefore is periodic by construction. Taking four
independent vectors Cb|i labelled by i we can build the matrix Mbi and thus find four
independent solutions
Qa|i =
(
U [+1]U [+3] · · · )j
a
Mji. (6.3.4)
We can now define a set of Q functions in the same way:
Qi = −PaQ+a|i for Im(u) > 0, (6.3.5)
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since we are now working in the upper-half-plane-conventions (see section 6.2). An im-
mediate consequence of these definitions is
Q+a|i −Q−a|i = PaQi. (6.3.6)
Viewed as functions with long cuts the Qs only have one Zˇ0 cut, as follows by following
the proof in [60] verbatim. These Qs obey a system of equations quite similar to the P
functions. To see this we first define the Q analogue of the µ functions, called ω:
Consider the continuation of Q through the long cut on the real axis,
Q˜i = −P˜aQ±a|i = PbµbaQ±a|i, (6.3.7)
where the shift direction in Q±a|i is irrelevant as a simple application of the orthogonality
condition PaP
a = 0 will show. Define the Q with upper indices as
Qi = Pa
(Qa|i)+ , with Qa|i = (Qa|i)−t , (6.3.8)
with M−t indicating the transpose of the inverse of M . We can find that(Qa|i)− = V ab (Qa|i)+ (6.3.9)
where V = U−1 is simply given by V ab = δ
a
b −PbPa. This shows directly that Qi also has
only one Zˇ0 cut and we can write
Pa = −QiQ±a|i. (6.3.10)
This allows us to get rid of P in eqn. (6.3.7) and find
Q˜i = −QjQ±a|jµabQ±b|j = −Qjωji, where we define ωji = Q−a|jµabQ−b|i, (6.3.11)
such that ω is an antisymmetric matrix with long cuts playing the role analogous to µ
in the Pµ system. Additionally we find that ω is 2ic-periodic when viewed as a function
with short cuts and that its discontinuity relation is
ω˜ij − ωij = QiQ˜j − Q˜iQj. (6.3.12)
The final step involves setting the Pfaffian of ω to one: det(ω) = 1, so from the defining
equation of Qa|i we find that detQ is an 2ic-periodic function. Since Q is analytic in the
upper half-plane, its 2ic periodicity implies that det(Q) does not have any cuts. So we
can rescale it without introducing new branch cuts in our construction, by rescaling Qa|i.
This gives us det(ω) = 1 and combined with antisymmetry this implies Pf(ω) = 1 up to
a sign, which we can fix by rescaling by −1 if necessary. This yields the Qω system
ω˜ij − ωij = QiQ˜j −QjQ˜i, Q˜i = ωijQj, QiQi = 0, Pf(ω) = 1, (6.3.13)
valid for both the undeformed and deformed case. Finally, we can introduce the inverse
of ω to complete the Qω system with upper indices in analogy to the Pµ system in the
previous section.
133
6.4 QQ system
From the objects defined so far we can now in fact define the entire QQ system containing
256 functions QA|I with multi-indices A and I: define the basic functions2
Qa|∅ := Pa, Q∅|i := Qi, Q∅|∅ = Q1234|1234 = 1 (6.4.1)
and generate the other Qs using the finite-difference equations known as the Plu¨cker
relations
QA|IQAab|I = Q+Aa|IQ−Ab|I −Q−Aa|IQ+Ab|I ,
QA|IQA|Iij = Q+A|IiQ−A|Ij −Q−A|IiQ+A|Ij,
QAa|IQA|Ii = Q+Aa|IiQ−A|I −Q−Aa|IiQ+A|I , (6.4.2)
which find their origin in the theory of Grassmannians [151]. The QQ system will not
play a role in this thesis, but it is important for the theoretical embedding of the QSC in
the mathematics literature as was analysed in e.g. [151].
6.5 H symmetry and reality
The QQ system derived above has a residual GL(4)×GL(4) gauge freedom dubbed H
symmetry, that can be traced back to the Wronskian parametrisation in the previous
chapter: all the equations are invariant under a transformation of the form
QA|I →
∑
|B|=|A|
|J |=|I|
(
H
[|A|−|I|]
b
)B
A
(
H
[|A|−|I|]
f
)J
I
QB|J , (6.5.1)
where MBA = M
b1
a1
M b2a2 · · ·M
b|B|
a|A| and Hb, Hf are arbitrary u-dependent GL(4)-matrices
which are 2ic-periodic and, in the the deformed case, also 2pi-(anti)-periodic. Note that
due to the strict periodicity properties regular H-matrices are constant by Liouville’s
theorem, restricting the freedom of H symmetry severely compared to the undeformed
case. However, we will see that for most applications this amount of H symmetry will
suffice.
To analyse this a bit further, let us consider the conjugation properties of our basic
functions Pa,Qi and µab: it is not clear from our construction that we can ensure nice
conjugation properties, but we do know that the energy extracted from the QSC should
be real. This suggests that complex conjugation should be a symmetry of the QSC [60].
Assuming this, we can pick up Pa and µ with nice reality properties using H symmetry:
for Pa the conjugation transformation then reads
P¯a = H
b
aPb, (6.5.2)
where H should be an invertible constant matrix to not change the analytic structure
of the Pa functions. The newly defined P
′ = H1/2P will now be real functions. By
multiplying the relevant Pa by i we can actually pick the following conjugation rule for
Pa:
P¯a = (−1)aPa, (6.5.3)
which lead to real T, consistent with our original parametrisation (6.2.1). We will never-
theless choose our P functions to be real.
2The unimodularity constraint Q1234|1234 = 1 follows from the 2ic periodicity of T1,0.
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Conjugation properties of µ. We can use the Pµ system to derive the conjugation
properties of µ: first we show that on P functions conjugation and continuation by the
tilde commute, by assuming that all P functions can be expressed as a real function times
a convergent series in the x function. To show then that conjugation and continuation
commute we show this property for the x function, which in the undeformed case is simple
since xund is real analytic:
x˜und(u) = x˜und (u) =
1
xund (u)
= x˜und (u) = x˜und (u). (6.5.4)
In the deformed case the x function is not real analytic, but we find nevertheless that
conjugation and continuation of these functions commute:
x˜(u) =
˜(x(u¯)ξ + 1
x(u¯) + ξ
)
=
(x(u¯))−1ξ + 1
(x(u¯))−1 + ξ
=
(
x(u¯)ξ + 1
x(u¯) + ξ
)−1
= (x(u))−1 = x˜(u). (6.5.5)
Now we can use the Pµ equations (6.2.17) to derive that
µab = −(−1)a+bµab. (6.5.6)
For short cuts we find that ¯ˆµab = −(−1)a+bµˆab or
µˆ+ab = −(−1)a+bµˆ+ab, (6.5.7)
which is going to be useful in the next chapter.
6.6 Conclusions
Starting from the Wronskian parametrisation of the left and right Tˆ band we have in
this chapter derived the Pµ system for the AdS5 × S5 superstring and its η deformation.
From it we could derive the dual Qω system and the QQ system. The collection of these
systems is what we call the quantum spectral curve, which was our goal all along! The
resulting equations are identical for the undeformed and deformed cases, which could
have been suspected based on the similarities we have encountered along the way. We
are not completely done yet though. At this point the only thing we know is that the
deformed P and Q functions are 2pi-periodic. In order to be able to find (deformed)
string energies belonging to a particular state we need to understand which boundary
conditions have to be imposed. This is where the undeformed and the deformed case are
going to differ most strongly, as we will see in the next chapter.
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Chapter 7
Solution-state correspondence
7.1 Introduction
In the previous chapter we finished our derivation of the Pµ system, which looks iden-
tical for both the undeformed and deformed case. This by itself could be viewed as
an improvement over the original TBA-formulation, since the equations look a lot more
manageable. In some sense these aesthetics are only superficial though, because none of
the functions in the QSC are known in advance, in sharp contrast with the TBA equation
which can immediately be solved due to our knowledge of the –arguably complicated –
TBA kernels. Of course we have always known that the QSC as presented in the previous
chapter is not the complete description of the (η-deformed) AdS5 × S5 spectral problem,
we are missing boundary conditions. These boundary conditions are meant to make sure
that for each state in our theory we find exactly one solution of the QSC such that we
find a unique value for its energy. We can label states by their quantum numbers so
we expect the boundary conditions to feature them in some way. The original TBA-
equations only gave direct access to the ground state depending on the quantum number
J and it is therefore not clear whether the QSC we have derived can be applied to find
the (deformed) string energies for other states as well. We will follow the approach laid
out in [59] to derive boundary data from the TBA equations depending on J , analysing
the undeformed case before tackling the more subtle deformed case. We then generalise
this to propose asymptotic dependence for all the P and Q functions. We see how we,
with a minimal set of assumptions, can constrain this dependence completely to yield a
full proposal capable of fully solving the spectral problem for the (η-deformed) AdS5×S5
spectral problem. Finally we check these predictions at weak coupling, following [61].
7.2 Information from TBA
Our task is to find some property of the QSC functions P, Q, µ and ω that depends on
the quantum numbers of the state we would like to compute the energy of.1 A priori, this
could be anything, from pole residues or a value at some significant point to an integral
over some significant domain. It turns out that the most natural guess is to look at the
asymptotics of the QSC functions in some domain in the complex plane. As a starting
1For good measure, let us mention here that in the undeformed case the AdS/CFT correspondence implies
that this is the same as computing the anomalous dimension of the gauge theory operator dual to the string state.
As the deformed string theory does not have a known dual we cannot make a similar claim for the deformed
theory.
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point, we will show in this section that there is a ratio of µ functions that has simple
behaviour in the limit u → ∞ for the undeformed case and u → i∞ for the deformed
case. This is based on a connection between the µ functions and the TBA-equations that
was first analysed in [57]. There are more modern approaches to finding asymptotics for
the undeformed case, but because we would like to compare with the deformed case we
opt to present this method.
7.2.1 Connecting the µ functions to the TBA equations
The ratio Y
(α)
+ /Y
(α)
− does not depend on α, as we see from the TBA equations (2.6.21):
Y
(α)
+
Y
(α)
−
= exp
(
ΛP ? K
Py
)
. (7.2.1)
In the following we will omit α and find an expression in the Pµ system that equals these
two quantities. Starting from the T system, writing Y s with short cuts we find
Y+
Y−
=
T1,0T1,2
T0,1T2,1
T2,1T2,3
T1,2T3,2
=
Tˆ1,0Tˆ2,3
Tˆ0,1Tˆ3,2
. (7.2.2)
Not all the Tˆs here are part of the right band, so we will have to use the Hirota equation
to continue the Pµ parametrisation into the center of the T hook. Importantly, the Ts
only satisfy the Hirota equation on the entire T hook when viewed with long cuts, so we
will have to be careful here. We can reparametrise three of the Tˆs using simple, gauge
specific relations:
Tˆ0,1 = 1 Tˆ2,3 = Tˆ[+3]1,1 Tˆ
[−3]
1,1 ,
T3,2 = (−1)3·2T3,2
(
µ
[2+3−1]
12
)3−2
= T3,2µ
[+4]
12 ,
T2,3 = (−1)2·3T2,3
(
µ
[3+2−1]
12
)2−2
= T3,2. (7.2.3)
Note that the gauge transformation from the Ts to the Ts is sensitive to the choice of
cuts: the functions on both sides of the transformation agree close to the real axis, but
after shifting things start to change since we have defined µ12 canonically with short cuts.
Therefore, the safest thing to do is to start from the long cutted sheet (where things are
naturally defined and we can use this equation everywhere) and translate the result into
short cuts afterwards. We see here for example that we get inequivalent results if we had
chosen the short-cutted µ12: in that case so
T3,2 = T2,3µ[+4]12 = T2,3µ12 (7.2.4)
instead of µˆ
[+4]
12 , which does not have a clear simplification on the short-cutted sheet. Now
we find
Y+
Y−
=
Tˆ1,0
µ12
(7.2.5)
138
and we only need to use the Pµ system to find Tˆ1,0. We will need to find Tˆ2,1 first:
T+2,2T−2,2 = T2,1T2,3 + T1,2T3,2 = T2,1T2,3 + T1,2T2,3µ12
T+2,2T−2,2 = T
[+3]
1,1 T
[−3]
1,1 Tˆ+1,1
˜ˆT−1,1
T2,1 =
T+2,2T−2,2 − T1,2T2,3µ12
T2,3
= Tˆ+1,1
˜ˆT−1,1 − T1,2µ12, (7.2.6)
where the most non-trivial step lies in the correct application of the hatted identity
Tˆ2,2 = Tˆ[+2]1,1 Tˆ
[−2]
1,1 . (7.2.7)
This holds for short-cutted T’s, so application in the Hirota equation requires continua-
tion. Now we can find T1,0:
T+1,1T−1,1 = T0,1T2,1 + T1,0T1,2 = T2,1 + T1,0T1,2
T1,0 =
T+1,1T−1,1 − T2,1
T1,2
=
˜ˆT+1,1T−1,1 −
(
Tˆ+1,1
˜ˆT−1,1 − T1,2µ12
)
T1,2
= µ12 +
˜ˆT+1,1T−1,1 − Tˆ+1,1 ˜ˆT−1,1
T1,2
.
(7.2.8)
However, we also have to be careful with interpreting T+1,1: the Hirota equations are valid
only for long cuts, so we see that shifting T1,1 upwards depends on the cut structure: Tˆ+1,1
is identically given by our expression in terms of Ps with the arguments shifted, but T+1,1
has to be continued appropriately. We therefore find in terms of short cuts that
Tˆ1,0 = µ12+(
P
[+2]
1 P˜2 − P˜1P[+2]2
)(
P1P
[−2]
2 −P[−2]1 P2
)
−
(
P
[+2]
1 P2 −P1P[+2]2
)(
P˜1P
[−2]
2 −P[−2]1 P˜2
)
P
[+2]
1 P
[−2]
2 −P[−2]1 P[+2]2
= µ12 + P1P˜2 − P˜1P2 = µ˜12. (7.2.9)
This results in
Y+
Y−
=
µ˜12
µ12
=
µ++12
µ12
, (7.2.10)
on the sheet with short cuts.
Sensitivity to conventions. An important aspect of this derivation is that it is sensitive
to where we say long- and short-cutted versions of functions should coincide: slightly
above or slightly below the real axis. In the derivation above we chose the upper-half-
plane convention that functions agree just above the real axis. Let us see what changes
if we take the functions to be equal just below the real axis:
T+2,2T−2,2 = T
[+3]
1,1 T
[−3]
1,1
˜ˆT+1,1Tˆ−1,1
T2,1 =
T+2,2T−2,2 − T1,2T2,3µ12
T2,3
=
˜ˆT+1,1T−1,1 − T1,2µ12, (7.2.11)
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since this time it is T−2,2 that has to be continuated. Now we find
T+1,1T−1,1 = T0,1T2,1 + T1,0T1,2 = T2,1 + T1,0T1,2
T1,0 =
T+1,1T−1,1 − T2,1
T1,2
=
T+1,1
˜ˆT−1,1 −
(
˜ˆT+1,1Tˆ−1,1 − T1,2µ12
)
T1,2
= µ12 +
T+1,1
˜ˆT−1,1 − ˜ˆT+1,1T−1,1
T1,2
, (7.2.12)
where this time it is T−1,1 that has to be treated with care in the Hirota equation. Note first
now that the equation relating µ12 to µ˜12 gets deduced from the absence of a discontinuity
for T2,1 on Z0 and this condition gets changed as a result of our choice, taking the form
µ12 − µ˜12 = P1P˜2 − P˜1P2, (7.2.13)
which has a minus sign difference on the right-hand side with respect to the upper half
plane version in eqn. (6.2.6). We see that the expression we are after gets simplified in
the same way as before:
T1,0 = µ12 −P1P˜2 + P˜1P2 = µ˜12. (7.2.14)
So we see that ultimately the first equality in eqn. (7.2.10) from which we deduce asymp-
totics of µ12 is not dependent on our choice.
Our choice of where to identify functions does influence the analytic properties of µ12
though, thereby changing the second equality: By identifying in the upper half-plane we
find on the short-cutted sheet that
µ˜12 = µ
[+2]
12 , (7.2.15)
whereas identifying in the lower half-plane results in
µ˜12 = µ
[−2]
12 , (7.2.16)
as a simple inspection shows. So, although we found that
Y+
Y−
=
µ˜12
µ12
(7.2.17)
is true in both conventions, we see that in the upper-half-plane conventions
Y+
Y−
=
µ++12
µ12
, (7.2.18)
whereas in the lower-half-plane conventions
Y+
Y−
=
µ−−12
µ12
. (7.2.19)
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7.2.2 Undeformed derivation
The previous sections have shown that
µ±±12
µ12
= exp
(
ΛP ? K
Py
)
= exp (ΛP ? (K(v + icQ, u)−K(v − icQ, u))) , (7.2.20)
with the sign depending on the chosen conventions. For now we will choose the lower-
half-plane conventions, as the kernel K was defined in that convention. We would like
to consider this expression as u→∞. Coincidentally xs →∞ as u→∞ and the entire
u-dependence of the right-hand side of (7.2.20) is through the xs function, so we can just
as well consider the expansion as xs →∞: we find that
KPy(v, u) =
1
2pii
∂v
(
−E˜Q − 2p˜Q
gxs(u)
+O (x−2s (u))) , (7.2.21)
with the undeformed mirror momentum and energy defined in eqn. (B.1.24). From the
TBA equations we know that these quantities express the total momentum and energy
(see eqn. (2.6.25)) when integrated with ΛP , which we can use to simplify the convolution
ΛP ? K
Py:
ΛP ? K
Py(u) =
∑
P
∫
Z0
dvΛP (v)
(
1
2pi
∂v
(
iE˜Q + i
2p˜Q
gxs(u)
+O (x−2s (u))))
= −iP − 2i E
gxs(u)
+O (x−2s (u))
= −2i E
gu
+O (u−2) , (7.2.22)
where we used the level-matching condition P = 0 in the last line. So far so good, but
what does this tell us about the asymptotics of µ12? Let us assume that as u → ∞ µ12
has polynomial growth. To allow us to be precise about this we introduce the symbols
' and ∼:2 we say f ' g if and only if limu→∞ f(u)/g(u) = 1 and f ∼ g if there exists a
constant C ∈ C such that f ' Cg. For µ12 we assume that µ12 ∼ uM . This implies that
log
µ−−12
µ12
= −2iM
gu
+O (u−2) (7.2.23)
and after comparison with eqn. (7.2.22) we find that M = E. So we find that µ12 ' uE.
Can we do something similar in the deformed case?
7.2.3 Now the deformed case
The deformed case is more subtle: first off, it is not clear in which direction we should
consider asymptotics, since taking the same limit u → ∞ does not make sense on a
cylinder. Really, the only two asymptotic directions available to us are up and down the
cylinder, i.e. u → ±i∞. In the lower-half-plane conventions taking the limit u → −i∞
makes a bit more sense, as it is there that xs → ∞. However, taking the limit parallel
to the imaginary axis is tricky: even in the asymptotic regime the limit path is only a
2These have a deformed and undeformed meaning as usual, we introduce the undeformed meaning here. The
deformed symbols have u→ ±i∞ depending on whether we are in the upper-(lower)-half-plane conventions.
141
finite distance away from the (short) branch cuts of µ12. This might force us to include a
prefactor in the asymptotic expression for µ12 to account for the influence of the branch
cuts, spoiling the pure asymptotics as we saw them in the undeformed case.3 We still
present the argument here to give the reader the chance to compare and see exactly where
the problem arises. It is noteworthy that we are ultimately interested in the asymptotics
of the P and Q functions, which have only one cut on the real line. Their asymptotics
in the limit u → ±i∞ therefore are well-defined and do not suffer from the problem we
rose for µ12. It would be great if we could find the correct asymptotics for the P and Q
functions without going through µ12. Possibly this can be done by approaching it from a
different direction, for example in the framework outlined in [161]. We hope to address
this question again in the future.
In the deformed case the identification of the xs function and the mirror energy and
momentum are slightly different, see eqn. (B.1.24), yielding for the expansion of KPy
KPy(v, u) =
1
2pii
∂v
(
−icp˜Q − E˜Q +O
(
x−1s (u)
))
. (7.2.24)
Following the same analysis we find
ΛP ? K
Py(u) = −iP + cE +O (x−1s (u)) = cE +O (x−1s (u)) , (7.2.25)
where E and P here are the deformed string energy and momentum respectively and we
used again the level-matching condition P = 0. So far the analysis follows the undeformed
one problem free. Our next step is to assume some asymptotic behaviour of µ12, which
as mentioned could become problematic in the deformed case: it is to be expected that
the finite distance to the branch cuts leads to some kind of contribution to the functional
form of µ12 and in particular in its asymptotics. In short, an ansatz for the asymptotics
of µ12 would be
µ12 ' m(u)eiuα, (7.2.26)
with ' meaning that
lim
u→−i∞
m(u)eiuα
µ12(u)
= 1, (7.2.27)
where the limit has to be taken avoiding branch cuts, i.e. here |Re(u)| > θ with α ∈ C
having positive real part.4 The function m is expected to go to one when u is taken
infinitely far away from the branch cuts. We can now compute
log
µ−−12
µ12
' 2αcm
−−(u)
m(u)
+ . . . , (7.2.28)
which is no longer u independent. One possible way out is to consider the case where
α is irrational, such that µ12 is no longer periodic. Assuming µ12 is not periodic we
can consider the limit u → −i∞ along the path with |Re(u)| = |Im(u)|, such that
asymptotically m goes to unity and we return to the pure asymptotics µ12 ∼ eiuα, with
f ∼ g meaning that f ' Cg for some C ∈ C. In this case, we can compare the two
expansions to obtain α = E/2, so that
µ12 ' m(u)eiuE/2. (7.2.29)
3The author thanks Vladimir Kazakov for insightful discussions concerning this point.
4Assuming α is imaginary or has a negative real part leads to a contradiction.
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We will use this result in the next section as one of the many checks that our proposal
for the asymptotic behaviour of the P and Q functions is consistent. Formally, it seems
like we can only use this result in the special diagonal limit we just introduced, but this
does not change much.
Remark. Note that this expression is very similar to its undeformed counterpart µ12 ∼
uE, although the way we obtain this expression is subtly different. In the deformed case,
we do not find energy and momentum as separate coefficients in the expansion of KPy,
but instead they come together already at the lowest order. This can be interpreted as a
mixing of the conserved charges of the deformed theory as a result of the deformation. If
we continue the expansion (7.2.25), at second order we find an expression which manifestly
gives the energy in the undeformed limit:
1
x[−Q]
− x[−Q] − 1
x[+Q]
+ x[+Q], (7.2.30)
even though in the deformed model this expression has no immediate physical interpre-
tation.
7.2.4 Comments on the periodicity of the deformed µ12
It is important to note the factor of 1/2 in the exponent in eqn. (7.2.29), as it implies
that for odd integer E the µ12 function is at most anti-periodic instead of periodic. This
is exactly a possible situation at lowest order in perturbation theory, where quantum
corrections play no role yet. Indeed, at lowest order the branch cuts of µ12 disappear –
and therefore the prefactor m goes to unity – as we send θ → 0. Using the regularity
requirement for physical states as in the undeformed case, the only possible locations for
poles are at the locations where the branch cuts disappear, at u = 2icN for integer N ,
but an analysis along the lines of [61] shows that at lowest order there are no poles at
these points. Therefore µ12 is analytic at lowest order. Actually, we know that µ
+
12 is real
analytic, as we showed in eqn. (6.5.7). As µ12 and µˇ12 coincide on the strip just below the
real axis and µˇ12 is defined as the square root of a 2pi-periodic function, see eqn. (6.2.3),
both are at least 4pi-periodic just below the real axis. This allows us to write a Fourier
expansion
µ12(u) =
∑
k∈Z
ake
iku/2 (7.2.31)
valid in the strip and using analyticity we can continue this expression anywhere in the
complex plane. Combining this expansion with the known asymptotic behaviour around
u = −i∞ and the fact that µ+12 is real we find5 that µ12 is a (complex) trigonometric
polynomial : a trigonometric polynomial is a function f of the form
f(u) =
N∑
k=0
(ak sin(ku/2) + bk cos(ku/2)) . (7.2.32)
If the coefficients are real (complex), f is a real (complex) trigonometric polynomial. The
order of f is denoted N ∈ N.
5Using the lemma in appendix E.
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The asymptotic behaviour directly enforces the periodicity properties: in the asymptotic
region µ12 is 2pi-(anti)-periodic depending on the parity of E and since µ12 is a trigono-
metric polynomial this property must hold everywhere. Interestingly, this means that for
odd E µ12 is not continuous on the cylinder. In short, we find that for θ = 0
µ12(u) = (−1)Eµ12(u+ 2pi). (7.2.33)
This property can be interpreted as the periodic version of the property of ordinary odd-
degree polynomials, having a different limit depending on whether we take u → ±∞.
Note that this property does not survive once we go to finite θ: µˇ12 retains its periodicity
from the lowest order, as it is manifestly a square root of a 2pi-periodic function. µ12,
however, will lose its periodicity outside of the physical strip in favour of obeying its
asymptotics, which for finite θ are generically no longer integer. Instead, E becomes a
measure of the jump of µ12 over the line Re(u) = pi very far in the lower half-plane. This
is illustrated in fig. 6.1.
7.3 Propagating to the rest of the QSC
7.3.1 Switching to the upper-half-plane conventions
Now that we have performed the analysis in the previous section we can switch perma-
nently to the upper-half-plane conventions. We do this as before (see section 6.2), where
now we have the additional changes
˜ˆµab = µˆ
−−
ab =⇒ ˜ˆµab = µˆ++ab ,
µ12 ' m(u)eiuE2 =⇒ µ12 ' m(u)e−iuE2 , (7.3.1)
where now ' means we consider the leading exponential term as u→ i∞ avoiding branch
cuts and the upper-half-plane m does not have to coincide with the lower-half-plane m.
7.3.2 Anticipating the result
Our actual aim in this chapter is to find whether the basic QSC functions P and Q
depend on the six quantum numbers (2.5.55): conjecturing that this is the case states
that the QSC as we have derived it can be extended to describe any state in the system,
provided we pick up the right “boundary conditions”, in the form of asymptotics of the
P and Q functions. For the undeformed case these asymptotics were proposed in [60]
and we will discuss it alongside the deformed case.
We conjecture that a state in the η-deformed model with given charges can be described
in the QSC through the exponential large iu asymptotics, similar to what we saw in the
previous section. Writing z = e−iu/2 for the deformed case and z = u for the undeformed
case we can write the asymptotics as
Pa ' Aaz−M˜a , Qi ' BizMˆi Pa ' AazM˜a , Qi ' Biz−Mˆi , (7.3.2)
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where the deformed ' was defined in the previous section. Note that the limit for both
cases takes the form z →∞. The undeformed powers are given by
M˜und =
1
2
{J1 + J2 − J3 + 2, J1 − J2 + J3,−J1 + J2 + J3 + 2,−J1 − J2 − J3} ,
Mˆund =
1
2
{∆− S1 − S2 + 2,∆ + S1 + S2,−∆− S1 + S2 + 2,−∆ + S1 − S2} . (7.3.3)
whereas the deformed ones are
M˜ =
1
2
{J1 + J2 − J3 + 2, J1 − J2 + J3,−J1 + J2 + J3,−J1 − J2 − J3 − 2} ,
Mˆ =
1
2
{∆− S1 − S2 + 2,∆ + S1 + S2,−∆− S1 + S2,−∆ + S1 − S2 − 2} , (7.3.4)
which follows the distribution of global charges of the classical spectral curve of the
AdS5 × S5 superstring. Note that the constant shifts in the powers of the asymptotics of
Qi and P
a differ in both cases.
Remark. While our present choice of z for the deformed case is the simplest function
with asymptotic behaviour e−iu/2, it is of course not unique. Moreover, it is not real,
while this would be desirable given the reality of the P and Q functions. It is in fact
natural to consider z = sinu/2. Although the undeformed limit of our asymptotics is
ambiguous as it lives near the origin, we will see that formally taking the undeformed
limit of z = sinu/2→ cu/2+O (c3) gives the correct undeformed power law asymptotics.
7.3.3 Deriving the asymptotics
We can deduce the above asymptotics from consistency of the QSC and the asymptotic
behaviour we found for µ12. For the deformed case we can also use the fact that its
asymptotics should limit to the undeformed asymptotics, whereas for the undeformed
case we can use the knowledge of the classical spectral curve. It is most convenient to
discuss these derivations separately.
Undeformed asymptotics. Starting from the fact that µ12 ∼ uE as u→∞6 we postu-
late that all the P and Q functions have interesting asymptotics in this limit:7
Pa ' Aau−M˜a , Qi ' BiuMˆi−1 Pa ' AauM˜a−1, Qi ' Biu−Mˆ i , (7.3.5)
where all the constants A,B, M˜, Mˆ are still completely unrelated. The shifts by −1 could
be viewed as purely a convenience, but we will see that they constitute a prime difference
between the undeformed and the deformed cases.
We can use the equation (6.3.6) to find the asymptotics of Qa|i: writing its asymptotics
as
Qa|i ' Ca|iuda|i (7.3.6)
6We use ∼ instead of ' to allow for an normalisation constant.
7We refrain from putting an extra label “und” on the quantities in this section, as this clutters the analysis
immensely.
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we find from the asymptotic analysis, replacing the shift ±i/g by 1+ i
g
∂u as we let u→∞,
of (6.3.6) that
Ca|i = −ig
2
AaBi
da|i
, da|i = −M˜a + Mˆi. (7.3.7)
Doing a direct power counting on the asymptotic regime of equation (6.3.5) shows that
M˜a = M˜a, whereas the coefficients yield the equation
ig
2
AaA
a
da|j
= −1 for every j. (7.3.8)
This equation can be solved for the products Aa0A
a0 where no summation is implied and
a0 = 1, . . . , 4. The solution reads
Aa0A
a0 = −ig
2
∏
j
(
M˜a0 − Mˆj
)
∏
b 6=a0
(
M˜a0 − M˜b
) , for a0 = 1, . . . , 4. (7.3.9)
Performing a similar analysis on
Pa = −QiQ±a|i (7.3.10)
we find that Mˆ i = Mˆi and a similar expression to eqn. (7.3.9) for the product Bj0B
j0 .
We can also find asymptotics for ω and µ: Since ω++ = ω we find that ω ' 1, as this
is the only 2i/g-periodic function with power-like asymptotics . Choosing the right Qi
basis we can choose it to be such that it is anti-symmetric with ω12 = 1 = ω34 and all
other elements vanishing. To derive µ asymptotics we analyse eqn. (6.3.11). Using the
definition of ωij and Qa|i = −Q−ta|i we can invert these relations to obtain
µab = (Qa|i)−(Qb|j)−ωij, (7.3.11)
which we can use directly to find the asymptotics of µ in terms of M˜a and Mˆi. This
defines the asymptotics of all the important functions in the yet unknown powers M˜ and
Mˆ . Before we continue, let us first see what happens in the deformed case.
Deformed asymptotics. This time we postulate that all the Pa and Qi have interesting
asymptotics as we send u→ i∞ outside the branch cut strip:
Pa ' Aaz−M˜a , Qi ' BizMˆi Pa ' AazM˜a , Qi ' Biz−Mˆ i , (7.3.12)
where we refrain from interpreting the powers for now and do not impose a relation
between the four sets of powers. Note that the shifts of −1 are absent. Now, again using
eqn. (6.3.6)
Q+a|i −Q−a|i = PaQi (7.3.13)
to deduce asymptotics for Qa|i, and writing the asymptotics as
Qa|i ' Ca|izda|i (7.3.14)
we find that
Ca|i
(
ecda|i/2 − e−cda|i/2) zda|i ' Aaz−M˜aBizMˆi , (7.3.15)
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which when comparing powers leads to da|i = −M˜a + Mˆi. It is in this analysis that the
shift of −1 is no longer necessary: in the undeformed case the shift compensated the
action of the derivative, but its η-deformed analogue does not require this compensation.
We also find
Ca|i =
AaBi
2 sinh c
da|i
2
. (7.3.16)
Performing the same analysis on eqn. (6.3.5) we find by comparing the powers that
M˜a = M˜a. Comparing coefficients in eqn. (6.3.5) we find
AaA
aec
da|i
2
2 sinh
(
c
da|i
2
) = −1 for every i. (7.3.17)
Note that due to eqn. (7.3.13) we could have written eqn. (6.3.5) with a minus shift and
comparing the coefficients of the asymptotics of that equation leads to a slightly different
formula:
AaA
ae−c
da|i
2
2 sinh
(
c
da|i
2
) = −1 for every i. (7.3.18)
The solutions of these equations coincide only when∑
a
M˜a =
∑
i
Mˆi. (7.3.19)
This is an interesting consequence of the deformation: in the undeformed case the effect
of the shift is not leading and therefore unseen in this analysis, requiring us to find a
different way to argue that eqn. (7.3.19) should hold (which in fact it does). Solving
these equations again we find
Aa0A
a0 = 2
∏
j sinh
(
c
M˜a0−Mˆj
2
)
∏
b6=a0 sinh
(
c
M˜a0−M˜b
2
) for a0 = 1, · · · , 4. (7.3.20)
Performing a similar analysis on
Pa = −QiQ±a|i, (7.3.21)
we find that Mˆ i = Mˆi and that
Bj0Bj0 = −2
∏
a sinh
(
c
Mˆj0−M˜a
2
)
∏
j 6=j0 sinh
(
c
Mˆj0−Mˆj
2
) for j0 = 1, · · · , 4. (7.3.22)
The rest of the analysis, finding the asymptotics of ω and µ is completely analogous to
what we described in the previous section.
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7.3.4 Dependence of M on the global charges.
Our remaining task now is to find the dependency of the M ’s on the global charges. In
order to deduce this we should consider the following set of constraints on the asymptotics:
• The µ12 asymptotics have a specified form as follows from the TBA.
• The sum of M˜a and the Mˆi should be equal, see eqn. (7.3.19).8
• We should find the appropriate Bethe equations at weak coupling, which we analyse
for the deformed case in section 7.5 for the sl2 sector.
• In the left-right symmetric sector where J2 = J3 = S2 = 0,9 we get constraints on
the powers. Namely, P4 = P1 and P
3 = P2 implies that in the deformed case
M˜1 = −M˜4, M˜2 = −M˜3, Mˆ1 = −Mˆ4, Mˆ2 = −Mˆ3, (7.3.23)
whereas in the undeformed case
M˜und1 = −M˜und4 + 1, M˜und2 = −M˜und3 + 1,
Mˆund1 = −Mˆund4 + 1, Mˆund2 = −Mˆund3 + 1, (7.3.24)
thus constraining their dependence on the other charges and on constants.
• We can use H symmetry of the QQ system to make sure that all the P and Q have
different asymptotics and we can order them such that asymptotically
|P1| < |P2| < |P3| < |P4| and |Q2| > |Q1| > |Q4| > |Q3|, (7.3.25)
implying bounds on the asymptotics.
• For the deformed case we know that in the undeformed limit we should obtain the
asymptotics from the undeformed case.
The quickest way by far to obtain the complete asymptotics for the undeformed case is to
note that the functions Pa and Qi should be related to the known classical spectral curve
of the AdS5 × S5 superstring computed in [162]. Comparing these quantities directly
yields the equations (7.3.3).
Deriving the deformed charges.
Obtaining the deformed charges is less straightforward, simply because the classical spec-
tral curve is not known for the η-deformed model. We therefore proceed by imposing the
constraints listed in the previous paragraph and additionally impose that the dependence
on the charges is linear and that the P and the Q asymptotics, depend only on the Ji,
and only on ∆ and the Si, respectively. We can then use the µ12 asymptotics to find the
dependence on J1 and ∆ (since E = ∆− J) and constrain the dependence on S1. From
the ordering of Q functions and the sum constraint we then find that also the S depen-
dence is exactly as in the undeformed case.10 At this point it seems clear that the only
8That this is true in the undeformed case follows from the comparison with the classical spectral curve [60].
9This is the sector where the left and right Y functions and associated T functions are (assumed to be) equal,
not to be confused with the left and right bands of the T hook. In this sector the non-zero charges are J and
S1 = S.
10We follow the undeformed case and use the ABA diagram, see appendix C in [60].
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way to ensure consistency with the undeformed asymptotics is to let the dependence on
the other charges be the same as in the undeformed case. This leaves only a freedom to
add constants, and at this point the asymptotics can be written using four independent
constants α, β, γ, δ:
M˜ =
1
2
{J1 + J2 − J3 + 2α, J1 − J2 + J3 − 2β,−J1 + J2 + J3 + 2β,−J1 − J2 − J3 − 2α} ,
Mˆ =
1
2
{∆− S1 − S2 + 2γ,∆ + S1 + S2 + 2δ,−∆− S1 + S2 − 2δ,−∆ + S1 − S2 − 2γ} .
(7.3.26)
The fact that at weak coupling we should find the sl2 Bethe equations forces that β = 0, as
follows from the derivation in the next section. A final constraint from the µ12 asymptotics
is that α = γ + δ.
We can fix the constants by comparison with the undeformed case. In the undeformed
limit our asymptotics for the Ps and Qs are proportional to some power of c and therefore
diverge or vanish. More precisely, for some Ni > 0
z−M˜1,2 → O (c−N1,2) , zM˜3,4 → O (cN3,4) . (7.3.27)
In the left-right symmetric sector, where A1 = A4, we find that the product of the
coefficients A1A4 goes as O (c), implying at least one of the coefficients vanishes in the
undeformed limit. From these constraints we see that, if the undeformed limit at this
level is regular, only the P1,2 asymptotics can have a finite undeformed limit, whereas
the leading P3,4 asymptotics necessarily vanish. Hence the subleading term must become
leading in the undeformed limit.11 From this reasoning we find the following comparison
of the undeformed and deformed asymptotics:
M˜1,2 = M˜
und
1,2 , M˜3,4 = M˜
und
3,4 − 1. (7.3.28)
This comparison holds precisely when α = 1, and β = 0 as found independently above.
Performing a similar analysis for the Qi (where the roles of Q1,2 and Q3,4 are reversed)
we find that
Mˆ1,2 − 1 = Mˆund1,2 − 1, Mˆ3,4 = Mˆund3,4 − 1, (7.3.29)
which holds precisely when γ = 1 and δ = 0. This completely fixes the asymptotics to
be as in eqs. (7.3.4). Note that in this interpretation the charges do not change while
taking the undeformed limit, only the auxiliary M˜ and Mˆ jump.
7.4 Putting together the results
For the readers convenience let us summarise all the results. We went through the
complete derivation of the quantum spectral curve for the AdS5 × S5 superstring and its
η deformation. The final form of the Pµ- and the Qω-system is the same for both models
and are
µ˜ab − µab = PaP˜b −PbP˜a, P˜a = µabPb, PaPa = 0, Pf(µ) = 1 (7.4.1)
11Since the P3,4 are auxiliary variables anyway, their asymptotics are fixed by consistency of the QSC, hence
uniquely in terms of the well-defined undeformed limit of the P1,2.
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and
ω˜ij − ωij = QiQ˜j −QjQ˜i, Q˜i = ωijQj, QiQi = 0, Pf(ω) = 1. (7.4.2)
The P functions have one Zˆ0 cut (see fig. 6.2), the µ functions have a ladder of short cuts
(see fig. 6.1). The Q functions on the other hand have one Zˇ0 cut and the associated ω
have a ladder of long cuts. The deformed P and Q functions are defined on a (cover of a)
cylinder with radius one, the situation for the deformed µab is more complicated: at zero
coupling θ µab is either periodic or anti-periodic, but for finite coupling this property is
generically lost, depending on whether we choose long or short cuts. When viewed as a
function with short cuts, however, µˆab generically are only (anti-)periodic on the upper
half of the physical strip, where they coincide with the long-cutted µˇab. Outside of this
region the µab lose their periodicity properties at non-zero coupling to reflect the fact that
the deformed string energy E is not integer. This can be interpreted as the trigonometric
version of the phenomenon in the undeformed case that µab develops a branch point at
infinity for non-zero coupling.
Although we started from the ground-state TBA-equations we ended up with a proposed
set of boundary conditions for the P and Q functions that can potentially be used for
any state: with z = u the undeformed asymptotics are
Pa ' Aaz−M˜a , Qi ' BizMˆi Pa ' AazM˜a , Qi ' Biz−Mˆi , (7.4.3)
whereas the deformed asymptotics, with z = e−iu/2, are
Pa ' Aaz−M˜a , Qi ' BizMˆi Pa ' AazM˜a , Qi ' Biz−Mˆi , (7.4.4)
where ' is defined as12
undeformed case: f ' g if and only if lim
u→∞
f(u)/g(u) = 1,
deformed case: f ' g if and only if lim
u→i∞
f(u)/g(u) = 1. (7.4.5)
The undeformed powers are given by
M˜und =
1
2
{J1 + J2 − J3 + 2, J1 − J2 + J3,−J1 + J2 + J3 + 2,−J1 − J2 − J3} ,
Mˆund =
1
2
{∆− S1 − S2 + 2,∆ + S1 + S2,−∆− S1 + S2 + 2,−∆ + S1 − S2} . (7.4.6)
whereas the deformed ones are
M˜ = M˜und − {0, 0, 1, 1}, Mˆ = Mˆund − {0, 0, 1, 1}. (7.4.7)
When supplemented with the regularity condition that none of the QSC functions should
have any poles these boundary conditions allow for a complete solution of the undeformed
case either perturbatively at weak coupling [61, 163] or numerically at finite coupling [62].
Further developments in the η-deformed case suggest the same holds for this case, but it
is too early to make definite statements here. Lastly, due to the presence of trigonometric
functions instead of rational functions as in the undeformed case we can rightfully call
the η-deformed QSC to be a trigonometric QSC.
12We use the upper-half-plane conventions here.
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7.5 Checking using weak coupling
We can check the derived quantum spectral curve for the η-deformed model and asymp-
totics by comparing to the Bethe-Yang equations in (2.6.8). We will zoom in on the sl2
sector of the theory, similar to the analysis done for the undeformed case in [61]. In this
sector only three of the global charges (J1 = J , S1 = S and ∆ = J + S + O (θ2)) are
non-zero. The Bethe-Yang equations in this sector are(
1
q
x+j + ξ
x−j + ξ
)J
=
S∏
k 6=j
(
x+j − x−k
x−j − x+k
)−1 1− 1
x+j x
−
k
1− 1
x−j x
+
k
(7.5.1)
and, using
S(u) = sin
u
2
(7.5.2)
as defined in eqn. (4.7.73) and Sj := S (uj) we can perform the θ → 0 limit to reduce
eqn. (7.5.1) to (
S+j
S−j
)J
=
S∏
k 6=j
S−−(uj − uk)
S++(uj − uk) , (7.5.3)
which are the sl2-xxz Bethe equations. As in the undeformed case we expect to find these
equations also from the QSC at zero coupling, by associating the roots uj with zeroes of
µ+12. These roots can then be associated to the exact Bethe roots in the TBA description
as zeroes of Y1,0 + 1, since zeroes of µ
+
12 imply zeroes of Y1,0 + 1.
13 In particular we will
see how this puts restrictions on the asymptotics defined in the previous section.
We start by expanding the Pµ system at lowest order: using H symmetry we can set
A1 = O (θ2), such that P1 vanishes at lowest order. This splits the Pµ system into two
parts as in the undeformed case [61] and using some algebra we obtain the following
TQ-like equation for Q = µ+12:
− TQ+ 1(
P−2
)2Q−− + 1(
P+2
)2Q++ = 0, (7.5.4)
where T is given by the following rational function of Pas:
T =
P−3
P−2
− P
+
3
P+2
+
1(
P−2
)2 + 1(
P+2
)2 . (7.5.5)
As long as we can make sure that T is pole free, we can use the usual philosophy to
obtain an equation on the zeroes of the function Q: at each zero uk of Q we must have(
P+2
P−2
)2
(uk) = −Q
−−
Q++
(uk). (7.5.6)
To further analyse this, we first focus on µ12: as argued in section 7.2.4, µ12 is a 4pi-
periodic analytic function at lowest order.
Taking into account the asymptotics from eqs. (7.3.1) (which in this sector read µ12 ' zS
13See the discussion in section 4.5 of [60] or [164].
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after setting m = 1) and the reality condition (6.5.7) we restrict the Fourier series on µ+12
using the lemma proven in appendix E, showing it is a real trigonometric polynomial, i.e.
of the form
Q(u) =
S∑
k=1
(ak sin(ku/2) + bk cos(ku/2)) , (7.5.7)
with real coefficients. Restricted to the complex strip with real part [0, 4pi[, Q has 2S
zeroes. Using Louiville’s theorem we can prove easily that
Q(u) ∼
2S∏
k=1
S
(
u− uk
2
)
, (7.5.8)
where the uk are the zeroes of Q. The periodicity of Q, cf. eqn. (7.2.33),
Q(u+ 2pi) = (−1)SQ(u), (7.5.9)
relates the roots in a simple way, as it is equivalent to the following statement about the
zeroes:
{uk}1≤k≤2S = {uk + 2pi mod 4pi}1≤k≤2S. (7.5.10)
This allows us to rewrite
Q(u) ∼
S∏
k=1
S(u− uk), (7.5.11)
giving us the right-hand side of eqn. (7.5.6). We can also analyse P2: at lowest order its
branch cut vanishes and leaves a possible pole at zero. After factoring out this pole by
multiplying with an appropriate power of the factor S(u), P2 is a real analytic function
with a convergent Fourier series. Using its asymptotics and reality we can use the lemma
in appendix E to restrict the series to be a trigonometric polynomial. In fact, assuming
as in the undeformed case that the pole at the origin has order J/2, the trigonometric
polynomial trivialises to a constant, leaving us with
P2(u) ∼ S(u)−J/2. (7.5.12)
This implies that T of eqn. (7.5.5) is indeed pole free, and if we combine this result with
the above we find indeed that eqn. (7.5.6) produces the sl2-xxz Bethe equations (7.5.3).
This shows that the asymptotics we proposed in the previous section are consistent with
the Bethe-Yang equations.
7.6 Intermezzo: why was the road this long?
A very tempting question to ask is why it was not possible to use the undeformed QSC
more directly to find its deformed analogue: already on the level of the TBA equations it
is clear that the analytic structure of the two cases are very similar: both have square root
branch cuts, which come in two types and both deal with functions which are otherwise
well-behaved: there are few – if any – singularities. So why was there no shortcut?
As a first naive guess one would use that, since the exponential map is entire, it is possible
to map the complex plane of the undeformed case to the cylinder without destroying any
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analytic properties of the functions involved. This map would change the location of the
branch cut from the real line to the unit circle, but that might not be the biggest issue:
more problematic is that it is clear that such a map would not result in the right asymp-
totics, meaning asymptotics that would ultimately yield the sl2-xxz Bethe equations. In
fact the match with these equations provided us with a very helpful guideline in finding
the correct description for the deformed asymptotics.
A second option would be to consider a complete uniformisation of the QSC by consider-
ing everything on the x plane instead of the u plane. This makes sense for the one-cutted
P and Q functions, which indeed can be expanded in a convergent x-series at least in a
neighbourhood of the real line (see appendix E). Whether such series are sufficient for
µ is not clear though: remember that in the deformed case the behaviour of µ12 is very
particular and for irrational energies seemingly can not be put on a finite cover of the
cylinder. Since the deformed x-function is 2pi-periodic it seems unlikely that it is possible
to describe the QSC in terms of x only.
Finally a more hand-wavy argument comes from the observation that the η-deformed
QSC is to the undeformed QSC as the xxz spin chain is to the xxx spin chain: indeed,
their weak coupling limits yield xxz and xxx Bethe equations respectively and just like
the spin chains the η-deformed string theory carries a q-deformed version of the unde-
formed symmetry algebra. Now, since we know that even these simpler models exhibit
fundamentally different behaviour14, it seems unlikely that their big string-theory broth-
ers would in some sense be the same.
Lastly, let us mention that based on the similar representation theory one could have
argued that the QSC equations should be the same in the two cases, although we lack
the knowledge to perform this argument precisely (and are not sure whether the required
theory has already been developed rigorously). Then, based on the previous paragraph,
the asymptotics could be bootstrapped from consistency with the weak coupling expan-
sion and the undeformed limit. This procedure is quite subtle though, as we have seen in
the previous section and is therefore difficult to perform without a firmer understanding
of the underlying functions. Moreover, it would not be clear that the resulting QSC
actually describes the spectrum of the η-deformed model, as there would be no direct
connection between the quantum numbers in the S-matrix description and the QSC.
7.7 Implications from mirror symmetry
As we already explored in chapter 2, the family of η-deformed strings is actually closed
under the associated double Wick rotation. Namely, taking θ → pi − θ at fixed c is
equivalent to a double Wick rotation. To explicitly match the parametrisation this should
be combined with a shift u→ u+pi. To match the labelling of states and charges as in e.g.
[37], we should moreover interchange the charges J2,3 ↔ S1,2 and a re-identify the string
circumference J = J1, in terms of the mirror length R = cJ [96]. Note that the shift of
θ and u interchanges the x functions xs and xm of eqs. (2.5.37 2.5.38) as it should.
15 As
14For example, the excitation spectrum of the xxz is only similar to the xxx spectrum for one regime of the
deformation parameter.
15To be precise, xs becomes −xm and vice versa. This relative sign is inconsequential and can be avoided by
considering θ → θ + pi instead [96] – the model is invariant under θ → −θ – but then the inequivalent models
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such, the η-deformed quantum spectral curve at θ = θ0 not only describes the spectrum
of the these models at θ0, but also their thermodynamics at pi − θ0. Interestingly, this
shift of theta actually exchanges the (analytic properties of) the Pµ and Qω systems. Of
course, to consider strict thermodynamics, in this second picture one does not want to add
“string excitations” to the mirror model, meaning we would consider all charges except
the energy ∆ and the mirror length R to be zero in the QSC asymptotics. We should also
take into account that we started by computing Witten’s index – Tr
(
(−1)F e−βH) – in the
mirror theory, and to undo this and get back to the standard free energy, we should add
ipi chemical potentials for the y particles of the TBA. In the undeformed case it is well
known that such chemical potentials introduce particular exponentially decay in the QSC
asymptotics. It is an interesting question to understand the appropriate generalisation of
these asymptotics in the deformed context. Of course, once this is understood it should
be simple to add general chemical potentials to the partition function.
In this context it is particularly interesting to consider the “undeformed” mirror limit
θ → pi,16 because there we describe the spectral problem of the mirror model which is
the light-cone gauge-fixed version of a string sigma model itself [107, 166], as well as the
thermodynamics of the undeformed AdS5× S5 string which have recently been explicitly
related to the Hagedorn temperature [140]. To concretely take this limit, we shift u →
u + pi, rescale u → 2cu, and consider the limit c → 0+ with θ = 2 arccos(2g sinh c), see
section 2.5.10. In this limit, the cut structure of the QSC is as expected: the P and µ
functions now have long cuts with branch points ±2g,17 while the Q and ω functions
have short cuts. Beyond this, the discussion of asymptotics immediately follows the one
for the regular undeformed limit as discussed in section 7.3.4, up to the above mentioned
interchange of charges.18 In other words, up to some state relabelling, the QSC for the
spectrum of the mirror model is obtained by simply flipping the branch cut structure.
This is formally equivalent to exchanging the undeformed Pµ and Qω systems. These
same QSC equations can also be used to efficiently compute the Hagedorn temperature
in the setup of [140]. The only required modification is in the prescribed asymptotics,
which should be by exponential decay of the form e−piu to account for the above-mentioned
difference between Witten’s index and the regular free energy, and a possible shift of the
energy charge due to the finite difference between the J charge and the classical scaling
dimension which are taken to infinity in the spectral problem and Hagedorn temperature
problem respectively. This question is under investigation by the authors of [140].
would be parametrised by θ ∈ [−pi/2, 0] ∪ [pi/2, pi].
16At the level of the sigma model this is in some sense a maximal deformation limit, as discussed in section
2.3.2. Algebraically speaking, it is a contraction limit [165].
17These are the branch points in the conventions of [60]; we have tacitly continued our discussion in the TBA
conventions, where the branch points are located at ±2.
18Formally, we are still considering asymptotics around u→ i∞, not crossing cuts. In the undeformed (mirror)
limit we can move around at infinity and consider u→∞ instead, since the P and Q functions have no obstructing
cuts. More concretely, the analysis of for instance the µ asymptotics from the undeformed string and mirror TBA
is unaffected by choice between i∞ and ∞.
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Chapter 8
Conclusions and future work
In this thesis we have derived the quantum spectral curve for the η-deformed superstring
in a language that allowed us to simultaneously review the construction of the QSC for
the AdS5 × S5 superstring. The resulting description of the spectral problem is arguably
much simpler than the starting point, the TBA equations. As discussed in detail in
chapter 2, the η-deformed model is not directly a string itself, and strictly speaking the
deformed QSC equations describe the spectrum of the classically light-cone gauge fixed
model, a natural one-parameter generalisation of the gauge fixed AdS5 × S5 superstring.
Although the deformation does not affect the form of the QSC equations, it shows up in
the underlying analytic structure. As such, the η-deformed QSC can be thought of as a
trigonometrisation of the rational (undeformed) QSC describing the spectrum of N = 4
super Yang-Mills theory. Indeed, rather than living on a plane with cuts, the deformed
QSC functions live on a cylinder with cuts, or an appropriate cover in some cases.
We started from the very beginning, at the definition of the undeformed AdS5×S5 super-
string. From its Poisson structure we reviewed how the η deformation can be introduced.
Its spectral problem can be approached in the same way as was done for the undeformed
superstring: we discussed how one can find the exact S-matrix for the undeformed theory
using integrability. In the language of Hopf algebras we discussed how the η deforma-
tion, which can be viewed as a quantum deformation, establishes itself on the S-matrix
level by constructing the relevant quantum group. From the representation theory of the
quantum group the S matrix followed. We reviewed how the mirror trick allowed for the
usage of the TBA program to treat the spectral problem, culminating in the ground-state
TBA equations. These formed the starting point of our work.
We rigorously derived this QSC starting from the η-deformed TBA equations via the
associated analytic Y and T systems. By an appropriate use of notation this derivation
simultaneously discusses how to derive the undeformed QSC from the undeformed TBA-
equations. The analysis showed that most of the objects admit a natural trigonometri-
sation, such as integration contours, but also trigonometric solutions to finite-difference
equations, thus allowing for a simultaneous treatment of both constructions.
To describe arbitrary excited states we proposed asymptotics for the QSC functions de-
pending on the quantum numbers of such states. We reviewed the undeformed case where
power-law asymptotics are specified for large real values of the spectral parameter. In
the deformed case this asymptotic direction is not available, and we instead considered
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exponential asymptotics for large imaginary spectral parameter. In particular we found
that this asymptotic prescription can nevertheless be smoothly linked to the power law
prescription for the undeformed model. The precise dependence of the asymptotics on
the quantum numbers follows from the classical spectral curve in the undeformed case,
in the deformed case we used that this dependence should be consistent with the struc-
ture of the QSC as well as with both the weak coupling and the undeformed limit. The
QSC equations together with these asymptotics form a system whose solutions encode
the energy of the states of the underlying string theories. This is very similar to the
usual description of energies in quantum-integrable models using Bethe equations: the
equations are well-behaved, but finding explicit solutions might not be easy.
Future directions
Now that we have derived the η-deformed QSC there is a whole host of possible further
directions of study.
Finding deformed string energies. Of course, the prime usage of the deformed QSC is
the computation of string energies for the η-deformed string theory. The spectrum of the
deformed theory should interpolate from the undeformed string spectrum to the unde-
formed mirror theory spectrum, each extreme having a string theory interpretation. The
deformation is expected to lift degeneracies in the spectrum, which could yield interesting
results. For example, the type of numbers appearing in the weak coupling expansion of
the AdS5×S5 string energies have been under investigation, see. e.g. [160], yielding only
so-called multiple zeta values. Finding whether these numbers get deformed – and if so
how– would be intriguing.
Perturbatively we can try to approach solving the QSC at weak coupling through the
algorithm proposed in [61, 163]. A particular challenge here is solving the trigonometric
Bethe equations or Q system that would kick-start the procedure. We have started to
analyse the solution for the η-deformed Konishi state: this state has non-zero quantum
numbers L = S = 2 and its Q function
Q(u) ∼ 4 cosh(c) cos(u)−
√
4 cosh(2c) + 5 + 1 (8.0.1)
is a deformation of the undeformed Q-function Q(u) = u2− 1
12
. Continuing this analysis to
find the energy of the Konishi state would be a good test case from where to generalise.
Finding solutions at strong coupling would be very exciting, but since this also has
not been achieved in the undeformed case this seems a difficult challenge. A numerical
solution such as is available for the undeformed case [62] seems more approachable, as it
is based on techniques similar to those in the perturbative solution.
η-deformed classical spectral curve. To perform a direct check of the asymptotics we
proposed for the η-deformed QSC it would be useful to construct the classical spectral
curve for the η-deformed model, and contrast it with our QSC and asymptotics, similarly
to how this was done in the undeformed case. This might also unravel more details about
the relation between the classical and quantum spectral curves, as the currently known
examples of known pairs of spectral curves are all of rational type and derive from the
AdS5 × S5 case.
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Studying thermodynamics. As mentioned in section 7.7, it would also be very inter-
esting to use the trigonometric QSC to look at the thermodynamics of our models, in
particular the undeformed string. Here it would be great to understand how to incorpo-
rate chemical potentials in the η-deformed QSC, analogous to how this was done in the
undeformed case [151] at least for purely imaginary chemical potentials corresponding
to twists. In the undeformed case, a purely imaginary chemical potential iβ = log x
introduces exponential asymptotics of the form x−iu. As power law behaviour naturally
became exponential behaviour in the deformed case, it is not immediately clear how these
twist exponentials should be modified. There are two reasons to believe these exponen-
tials might not need modification at all. First, multiplying the P functions by similar
exponentials – x−iu/2c – would precisely introduce the correct twists in the weak cou-
pling Bethe equations, cf. Section 7.5. Second, from the perspective of the light-cone
gauge-fixed string sigma model, certain twists do not translate to chemical potentials
but instead affect the level matching condition, cf. e.g. [167]. Setting P = β in the
discussion surrounding eqn. (7.2.25), would introduce exactly a term of the form x−iu/2c
in µ12. Adding such exponentials raises one immediate concern however, as the frequency
of this exponential, β/2c, is not a multiple of pi for generic β or c and it would therefore
dramatically affect the surface on which our equations are defined. It would be great to
fully develop our understanding of such chemical potentials or twists in the QSC. Once
this is understood, it would be interesting to consider the Hagedorn temperature compu-
tation of [140] in our deformed setting, and interpolate from the string to the “mirror”
Hagedorn temperature.
Other deformed QSCs. We saw that the η-deformed AdS5×S5 string “contains” many
other integrable deformations of the AdS5×S5 string, fitting into the class of homogeneous
Yang-Baxter deformations [85, 79, 83, 89, 168, 169]. Namely, by considering particular
coupled infinite boost and q → 1 limits, it is possible to extract many homogeneous Yang-
Baxter deformations of AdS5×S5 at the level of the sigma model action [87], including for
instance the gravity dual of canonical non-commutative SYM. It would be very interesting
to see whether such boosts can be implemented directly in the QSC, to thereby extract the
QSC and in particular its asymptoticity data that describe these models which often have
an interesting AdS/CFT interpretation [90, 91]. Of course it would also be interesting to
directly investigate the QSC description of homogeneous Yang-Baxter models, beyond the
basic Cartan-twisted ones. The one loop spectral problem for the simplest non-Cartan
twisted model has recently been investigated in [170], indicating non-trivial asymptotics
for the QSC. Of course, it would be great to use the general algebraic structure of twisted
models to formulate a general Yang-Baxter deformed QSC.
The root of unity case. Another interesting direction to investigate is the model defined
by the exact q-deformed S-matrix for q a root of unity, i.e. q = eipi/k, instead of real. The
representation theory of quantum algebras is quite different when q is a root of unity,
which will presumably reflect itself in the QSC – as it does in the TBA [136, 158] – from
both an algebraic as well as an analytical perspective, thereby providing a great test case
for the QSC formalism. The number of Y functions in this case is finite to begin with and
the Y -system equations take a different form. Also the T system has more complicated
interactions than the Hirota equations. Our investigations have revealed that already
at the level of the analytic Y -system difficulties arise: it is not straightforward how to
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find a set of discontinuity equations that correctly reproduce the ground-state TBA-
equations, as the naive approach yields seemingly increasingly complicated expressions,
although possible hidden symmetry of the Y -system equations might simplify this. Also,
the additional overall real periodicity that we got in our real q case becomes imaginary
periodicity in the root of unity case, and this periodicity is generically not compatible
with the periodicity we would expect for µ. However, with the explicit knowledge of
the trigonometric QSC one could try to approach the problem from two sides, by first
proposing a root-of-unity QSC and then tracing how to obtain it from an analytic Y - and
T -system.
Elliptic QSC. Finally, even more speculatively, one might wonder whether it is possible
to find an elliptic deformation of the AdS5 × S5 string, or at least its exact S-matrix.
The resulting theory should constitute the “xyz” cousin of the AdS5 × S5 (xxx) and
η-deformed (xxz) string theories, following the integrability folkore. It is at this moment
unclear what the corresponding QSC would look like, as there seem to be some major
obstructions, most importantly this one: the QSC as currently formulated makes heavy
use of large u asymptotics, which does not seem to allow for further compactification of
the spectral plane.1 It thus seems that an elliptic QSC, if it exists, will have a considerably
different structure.
1A possible way out would be to formulate the asymptotics in a different way. For example, for the undeformed
one-cutted P functions we can find their asymptotics using a suitable contour integral around the cut, thereby
no longer needing an infinite direction. This was observed by Till Bargheer in private communication.
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Appendix A
x functions
In the spectral problem for AdS5 × S5 and its deformations a central role is played by
the x functions, first introduced in section 2.5.5. They are the basic building block of
the S matrix and the TBA kernels, specify the crossing equation and its solution and
can ultimately be used to represent solutions to the QSC as convergent series in this
function (see appendix E). To aid the reader we collect all the relevant definitions of the
x functions in this appendix. We will stick to the conventions used to derive the TBA
equations, Y system and T system, i.e. to the lower-half-plane conventions as introduced
in 4.2.3.
A.1 Characterisation
The x functions are solutions to the shortening condition for the fundamental represen-
tations of the manifest symmetry algebra of the S matrix, psuq(2|2)⊗2 (with q = 1 for
the undeformed case) when viewed as a functional equation: the deformed shortening
condition is
eiu =
x(u) + 1
x(u)
+ ξ + 1
ξ
1
ξ
− ξ , (A.1.1)
where
ξ = − i
2
h (q − q−1)√
1− h2
4
(q − q−1)2
= i tan
θ
2
, (A.1.2)
such that the only free parameter in the shortening condition is θ ∈ (−pi, pi]. Due to
the left-hand side we can restrict our analysis to the cylinder with −pi ≤Re(u) < pi.
The undeformed shortening condition is much simpler and can be obtained by taking the
undeformed limit: rescaling u→ cu and then sending c→ 0 we obtain
x(u) +
1
x(u)
= u. (A.1.3)
Both these shortening conditions obviously have more than one solution: whenever x is
a solution, so is 1/x. Moreover, a solution x(u) can only have a zero when the left-hand
side diverges, which happens when Im(u)→ −∞ in the deformed case and u→∞ in the
undeformed case. It is also fairly obvious that as a function on the complex plane x has
two branch points at ±θ (±2 in the undeformed case). We will consider only long and
short branch cuts originating from those branch points. Finally, just like in our discussion
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about analytic continuation in section 2.6.5 the two solutions x(u) and 1/x(u) are related
by analytic continuation.
We can characterise the solutions of the shortening condition that we find most convenient
uniquely by the following set of properties:
• it has a short or long cut between the branch points,
• on the complement of the branch cut it is an entire function,
• it behaves as x(u− i) ' u as u→∞ in the undeformed case1 and as x(u) ' eiu as
u→ −i∞ in the deformed case.
This singles out the following solutions: the undeformed x-functions are
xunds (u) =
u
2
(
1 +
√
1− 4
u2
)
,
xundm (u) =
1
2
(
u− i
√
4− u2
)
, (A.1.4)
whereas the deformed ones are given by
xs(u) = −i csc θ
(
eiu − cos θ − (1− eiu)√cosu− cos θ
cosu− 1
)
,
xm(u) = −i csc θ
(
eiu − cos θ + (1 + eiu)√cosu− cos θ
cosu+ 1
)
. (A.1.5)
A.2 Properties
Conjugation. The undeformed x-functions are both real analytic and as such conjuga-
tion of these functions is simple: for both xs and xm we find
xund(u) = xund (u) . (A.2.1)
The deformed case is more complicated:
xs(u) =
xs (u) + ξ
xs (u) ξ + 1
, xm(u) =
xm (u) ξ + 1
xm (u) + ξ
. (A.2.2)
Continuation. By construction both sets of x functions coincide on the lower half-
plane and are inverse on the upper half-plane, following the lower-half-plane conventions.
Following the definition of the tilde continuation this implies that in both cases
x˜und(u) =
1
xund (u)
, x˜(u) =
1
x(u)
, (A.2.3)
making continuation of functions expressed through the x functions fairly easy.
1Choosing here u+ i yields the x functions in the upper-half-plane conventions.
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Commutativity of conjugation and continuation. An interesting and non-trivial prop-
erty that survives deformation is the fact that conjugation and continuation using the
tilde of the x functions commutes. In the undeformed case this is quite trivial, as
x˜und(u) = x˜und (u) =
1
xund (u)
= x˜und (u) = x˜und (u). (A.2.4)
In the deformed case the x function is not real analytic, but we find nevertheless that
conjugation and continuation of these functions commute:
x˜(u) =
˜(x(u¯)ξ + 1
x(u¯) + ξ
)
=
(x(u¯))−1ξ + 1
(x(u¯))−1 + ξ
=
(
x(u¯)ξ + 1
x(u¯) + ξ
)−1
= (x(u))−1 = x˜(u). (A.2.5)
This simplifies the analysis of the P functions.
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Appendix B
Definitions and conventions
B.1 Deformed kernels
The kernels that appear in the η-deformed TBA-equations (2.6.21) are defined as follows:
KM(u) =
1
2pii
d
du
logSM(u) =
1
2pi
sinhMc
coshMc− cosu, (B.1.1)
with
SQ(u) =
S[−Q]
S[+Q]
=
sin 1
2
(u− iQc)
sin 1
2
(u+ iQc)
, (B.1.2)
using our definition in eqn. (4.7.73). This now defines for us
KMN(u) = KM+N(u) +K|M−N |(u) + 2
min(M,N)−1∑
j=1
K|M−N |+2j(u). (B.1.3)
The other kernels are defined directly from the scattering matrices
SyQ− (u, v) = q
Q/2x(u)− x+(v)
x(u)− x−(v)
√
x+(v)
x−(v)
, (B.1.4)
SyQ+ (u, v) = q
Q/2 1/x(u)− x+(v)
1/x(u)− x−(v)
√
x+(v)
x−(v)
, (B.1.5)
SQy− (u, v) = q
Q/2x
−(u)− x(v)
x+(u)− x(v)
√
x+(u)
x−(u)
, (B.1.6)
SQy+ (u, v) = q
Q/2x
−(u)− 1/x(v)
x+(u)− 1/x(v)
√
x+(u)
x−(u)
, (B.1.7)
SQMxv (u, v) = q
Qx
−(u)− x+M(v)
x+(u)− x+M(v)
x−(u)− x−M(v)
x+(u)− x−M(v)
x+(u)
x−(u)
M−1∏
j=1
SQ+M−2j(u− v), (B.1.8)
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where x = xm, x
±(v) = x(v ± iQc), x±M(v) = x(v ± iMc). They are given by
KQMxv (u, v) =
1
2pii
d
du
logSQMxv (u, v), (B.1.9)
KMQvwx (u, v) = −
1
2pii
d
du
logSQMxv (v, u), (B.1.10)
KQyβ (u, v) =
1
2pii
d
du
logSQyβ (u, v), (B.1.11)
KyQβ (u, v) = β
1
2pii
d
du
logSQyβ (v, u), (B.1.12)
and finally the dressing phase kernel is defined as
KPQsl(2)(u, v) =
1
2pii
d
du
logSPQsl(2), (B.1.13)
where the dressing phase was defined in (2.6.16). The natural dressing factor for the
mirror model that appears in the TBA equations is
Σ12 =
1− 1
x+1 x
−
2
1− 1
x−1 x
+
2
σ12, (B.1.14)
defined by appropriate analytic continuation of the above objects. Fused to describe
bound state scattering we have [158]1
−i log ΣQM(y1, y2) = Φ(y+1 , y+2 )− Φ(y+1 , y−2 )− Φ(y−1 , y+2 ) + Φ(y−1 , y−2 ) (B.1.15)
− 1
2
(
Ψ(y+1 , y
+
2 ) + Ψ(y
−
1 , y
+
2 )−Ψ(y+1 , y−2 )−Ψ(y−1 , y−2 )
)
+
1
2
(
Ψ(y+2 , y
+
1 ) + Ψ(y
−
2 , y
+
1 )−Ψ(y+2 , y−1 )−Ψ(y−2 , y−1 )
)
− i log i
Q Γq2
(
M − i
2c
(u(y+1 )− v(y+2 ))
)
iMΓq2
(
Q+ i
2c
(u(y+1 )− v(y+2 ))
) 1− 1y+1 y−2
1− 1
y−1 y
+
2
√
y+1 + ξ
y−1 + ξ
y−2 + ξ
y+2 + ξ
+
i
2
log qQ−Me−i(Q+M−2)(u−v),
where
Ψ(x1, x2) ≡ i
∮
C
dz
2pii
1
z − x2 log
Γq2(1 +
i
2c
(u1 − u(z)))
Γq2(1− i2c(u1 − u(z)))
, (B.1.16)
where we have denoted x−1 by u, as is common in the literature. We define the associated
integration kernel as
KΣQM(u, v) =
1
2pii
d
du
log ΣQM(y1(u), y2(v))
√
y+1
y−1
y−1 +ξ
y+1 +ξ
y−2
y+2
y+2 +ξ
y−2 +ξ
. (B.1.17)
where we added a factor that reduces to one in the undeformed limit to simplify expres-
sions below. These expressions are necessary to derive the simplified expression for the
1Note that the definition of Σ in our real q case [96] is slightly different from the one of [158] for the |q| = 1 case.
The present definition is natural from the point of view of mirror duality. We effectively go back to the |q| = 1
conventions in our definition of KΣQM below, to get kernels and TBA equations analogous to the undeformed
model.
164
dressing phase contribution to the simplified TBA-equations, as discussed in appendix C.
Some important identities for the kernels are
KQy(u, v) := K
Qy
− (u, v)−KQy+ (u, v) = K(u+ iQc, v)−K(u− iQc, v) (B.1.18)
KyQ(u, v) := K
yQ
− (u, v) +K
yQ
+ (u, v) = K(u, v − iQc)−K(u, v + iQc) (B.1.19)
KQ(u− v) = KyQ− (u, v)−KyQ+ (u, v) = KQy− (u, v) +KQy+ (u, v), (B.1.20)
with the kernel
K(u, v) =
1
2pii
d
du
log
x(u)− 1/x(v)
x(u)− x(v) . (B.1.21)
We can define the similar kernel
Kˆ(u, v) = ϑ (|u| − θ) 1
2pii
d
du
log
x(u)− 1/xs(v)
x(u)− xs(v) , (B.1.22)
where ϑ is the Heaviside theta-function, and the associated
KˆM(u, v) = K¯(u+ iMc, v) + K¯(u− iMc, v). (B.1.23)
The mirror energy and momentum are defined through the mirror x-functions as follows:
p˜Q =
i
c
log
(
qQ
x+
x−
x− + ξ
x+ + ξ
)
, E˜Q = − log
(
1
qQ
x+ + ξ
x− + ξ
)
. (B.1.24)
B.2 Undeformed quantities.
After letting q → 1, taking x = xundm (defined in (A.1.4)) and replacing the shift distance
c → 1/g the kernels defined above are the undeformed TBA-kernels. In particular this
means we use Sund instead of S. The undeformed mirror energy and momentum are given
by
p˜Qund = gx
(
u− iQ
g
)
− gx
(
u+
iQ
g
)
+ iQ, E˜undQ = log
(
x (u− iQ/g)
x (u+ iQ/g)
)
. (B.2.1)
Let us nevertheless mention the undeformed version of SQ (defined in eqn. (B.1.2)) and
KM (defined in eqn. (B.1.1)) explicitly:
SundQ (u) =
u− iQ/g
u+ iQ/g
, KundQ (u) =
1
pi
gQ
Q2 + g2u2
. (B.2.2)
Finally, the undeformed dressing kernel follows from the description above: in particular
the contour C turns into the unit circle, undoing the rescaling and shifting caused by the
deformation.
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Appendix C
Dressing-phase simplification
An important role in the derivation of the analytic Y -system from the TBA equations
is played by the dressing-phase kernel KPQsl(2). Its explicit form is very convoluted, mak-
ing its analysis tricky. In order to derive the analytic Y -system we need to know the
discontinuities that arise because of the presence of the dressing phase. A particularly
simple form of the dressing phase that divulges this information was derived in [56] for
the undeformed case, based on kernel identities found in [153]. For the deformed case we
need a similar simple form, which we will derive in this appendix.
The dressing phase largely drops out of the simplified TBA-equations obtained by acting
with (K + 1)−1 as explained in section 4.3. Stripping off an extra s of the dressing-phase
term in the simplified TBA-equations (4.3.3) by acting with s−1 defined in eqn. (4.4.1),
we are interested in1
KˆΣQ(u, v) = lim
→0+
(
KΣQ1(u, v + ic− i) +KΣQ1(u, v − ic+ i)
)−KΣQ2(u, v), (C.0.1)
which vanishes for |v| < θ [158]. Here we will need more detailed properties of this kernel
for |v| > θ. We can express this kernel in terms of simpler kernels already appearing in
the TBA, similarly to how this was done in the undeformed case [153].
Let us work at the S matrix rather than kernel level, with ΣˆQ denoting the relevant S
matrix. There are no particular subtleties in taking the → 0 limit and direct evaluation
gives
−i log ΣˆQ = Φ(y−1 , x)− Φ(y−1 , 1/x)− Φ(y+1 , x) + Φ(y+1 , 1/x)
+
1
2
(
Ψ(y−1 , x)−Ψ(y−1 , 1/x) + Ψ(y+1 , x)−Ψ(y+1 , 1/x)
)
+ Ψ(x, y+1 )−Ψ(x, y−1 )
− i log iQ
Γq2
(
Q
2
− i
2c
(u−v)
)
Γq2
(
Q
2
+ i
2c
(u−v)
) 1−
1
y+1 x
1− x
y−1
√
y+1
y−1
1
x2
+
i
2
log qQe−i(Q−2)(u−v)
1Let us mention again that we have changed notation compared to the paper [1], where this derivation first
appeared: in this thesis we use a hat to denote functions with short cuts throughout, whereas in [1] the short-
cutted kernels were denoted with a check.
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where x = x(v − i) and Ψ and Φ were defined in (B.1.16) and (2.5.47).
Let us now rewrite the contour integrals in the Φ and Ψ terms as integrals over the interval
[−θ, θ]. The counter-clockwise contour C can be described by x(u) as u runs from θ to
−θ followed by 1/x(u) as it runs from −θ to θ. This means that for any function f(z)
invariant under inverting its argument,∮
C
dz
2pii
1
z − yf(z) =
∫
Zˆ0
dt
2pii
dx(t)
dt
(
1
x(t)− y +
1
x(t)2
1
1
x(t)
− y
)
f(x(t)),
with Zˆ0 defined in eqs. (2.6.19). We recognise this combination of x functions as
∂
∂t
logS(s, t), S(s, t) =
x(s)− x(t)
x(s)− 1/x(t) ,
such that, with v = u(y),∮
C
dz
2pii
1
z − yf(z) = −
∫
Zˆ0
dt
2pii
(
∂
∂t
logS(v, t)
)
f(x(t)).
With this identity, the first line above results in
∂u∆Φ ≡ ∂u
(
Φ(y−1 , x)− Φ(y−1 , 1/x)− Φ(y+1 , x) + Φ(y+1 , 1/x)
)
= 2i
∫
Zˆ0
dt1
2pii
∫
Zˆ0
dt2
2pii
∂
∂u
∂
∂t1
logSQy(u, t1)
∂
∂t2
log S¯(t2, v) logS
[2]
qΓ(t1, t2),
where2
logS
[Q]
qΓ (t1, t2) = log
Γq2(
Q
2
− i
2c
(t1 − t2))
Γq2(
Q
2
+ i
2c
(t1 − t2))
,
and we recall that SQy(u, v) = S(u+ icQ, v)/S(u− icQ, v) which naturally comes out of
the y±1 terms,
3 and note that for Im(s) < 0
∂
∂t
log
x(s)− x(t)
x(s)− 1/x(t)
1/x(s)− 1/x(t)
1/x(s)− x(t) = 2
∂
∂t
log
x(t)− x(s)
x(t)− 1/x(s) = −2
∂
∂t
log S¯(t, s),
which naturally comes out of the x terms. Integrating by parts in the t1 integral, noting
that KQy vanishes at ±θ, and taking out factors of 2pii to define kernels, we end up with
1
2pi
∂
∂u
∆Φ = 2KQy ?ˆ K
[2]
qΓ ?ˆ K¯,
where K
[Q]
qΓ (u) =
1
2pii
d
du
logS
[Q]
qΓ (u). For the first line of Ψ terms we similarly find
∆Ψ ≡ 1
2
(
Ψ(y−1 , x)−Ψ(y−1 , 1/x) + Ψ(y+1 , x)−Ψ(y+1 , 1/x)
)
= −i
∫
dt
2pii
∂
∂t
log S¯(t, v)
(
logS
[2]
qΓ(u− icQ, t) + logS[2]qΓ(u+ icQ, t)
)
.
2Note that we use the label qΓ for readability, though on the right-hand side it is really Γq2 which appears.
3Our sign conventions for kernels differ from [153] at this and other points.
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We now notice that
S
[2]
qΓ(u− icQ, t)S[2]qΓ(u+ icQ, t) =
Γq2(1 +
Q
2
− i
2c
(u− t))
Γq2(1 +
Q
2
+ i
2c
(u− t))
Γq2(1− Q2 − i2c(u− t))
Γq2(1− Q2 + i2c(u− t))
= (−1)Q−1ei(Q−1)(u−t)S[Q+2]qΓ (u, t)S[Q]qΓ (u, t),
where in the second equality we used the defining property of the q-gamma function
Q− 1 times in the second term, the resulting product of ratios of trigonometric functions
cancelling pairwise up to a phase. By the same property
S
[Q+2]
qΓ (u, t) = S
[Q]
qΓ (u, t)/(e
i(u−t)SQ(u− t))
We hence find
1
2pi
∂
∂u
∆Ψ = (2K
[Q]
qΓ −KQ) ?ˆ K¯ +
Q− 2
2pi
? K¯.
The next line gives, upon integration by parts again
1
2pi
∂
∂u
(
Ψ(x, y+1 )−Ψ(x, y−1 )
)
= KQy ?ˆ K
[2]
Γq2
.
For the second to last line, analogously to the undeformed case we directly find
1
2pii
∂
∂u
log iQ
Γq2
(
Q
2
− i
2c
(u−v)
)
Γq2
(
Q
2
+ i
2c
(u−v)
) y+1 − 1x
y−1 − x
√
y−1
y+1
x2 = K
[Q]
qΓ (u− v)−
1
2
K¯Q(u, v)− 1
2
KQ(u− v).
Finally, the last line precisely cancels the constant term in 1
2pi
∂
∂u
∆Ψ above, as
1 ? K¯ = −1
2
.
Putting everything together, we find
KˆΣQ = 2KQy ?ˆ K
[2]
Γ ?ˆ K¯ + (2K
[Q]
Γq2
−KQ) ?ˆ K¯ +KQy ?ˆ K [2]qΓ +K [Q]qΓ −
1
2
K¯Q − 1
2
KQ
To simplify this, we note that the K¯ and KQ kernel satisfy
4
KQ ?ˆ K¯ =
1
2
K¯Q − 1
2
KQ, 1 ? K¯ = −1
2
.
Similarly
K
[Q]
qΓ ?ˆ K¯ = −
1
2
K
[Q]
qΓ +
1
2
∞∑
N=0
K¯Q+2N , (C.0.2)
which we will encounter again later. Note that this expression is manifestly compatible
with the relation K
[Q+2]
qΓ = K
[Q]
qΓ −KQ − 1 encountered above. Using these identities we
can finally simplify KˆΣQ to
KˆΣQ =
∞∑
N=1
(
KQy ?ˆ K¯2N + K¯Q+2N
)
.
4To see this, extend the integration to run from −pi to pi a little above and a little below the real axis – hence
the factors of 1/2 – and then note that KQ(u− v) has poles at u = v ±Qic, and K¯(u, v) has ones at u = v ± i.
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Contribution in the TBA. The contribution of the improved mirror dressing factor to
∆ appearing in the TBA equations is given by
∆Σ(u) = 2
∑
Q
LQ ? Kˆ
Σ
Q(u). (C.0.3)
This function has a short cut on the real line. We would like to continue it from the
upper half-plane to have long cuts. Using the simplified expression for KˇΣQ discussed
in the previous section, we can simplify the result by following appendix C of [56] with
appropriately adapted integration contours, to arrive at
∆Σ(u∗) =
∑
α
log Y
(α)
− ?γx
∞∑
N=1
K¯2N(u
∗)
=
∑
α
∮
γx
log Y
(α)
− (z)
( ∞∑
N=1
K(z + 2iNc, u) +K(z − 2iNc, u)
)
.
(C.0.4)
This result is exactly the same in the undeformed case. We will use it in section 4.5.6 to
derive the discontinuity equations for ∆, which governs the behaviour of YQ functions.
We will also use it later in section 4.7.6 to rederive the YQ TBA-equation.
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Appendix D
Y -system computations
D.1 Deriving a local discontinuity equation for Y±
We are looking for a local discontinuity equation that we can impose on the Y -system
equations instead of the non-local discontinuity (4.5.10). As an example of how these
computations are carried out in practice we show it in detail here. We compute (simul-
taneously for the deformed and undeformed case)[
log
Y−
Y+
]
±2N
(u), (D.1.1)
with N ∈ N. We search for an expression for log Y−
Y+
(u+ 2Nci), by examining the integral
expression for this quantity:
log
Y−
Y+
(u) = −
∫
Z0
ΛP (v)KPy(v, u) = −
∫
Z0
ΛP (v) (K(v + iP c, u)−K(v − iP c, u)) .
(D.1.2)
This integral is only computable if the poles at the branch points ±θ are smoothed out
in the product of the Y functions with the kernels. The only remaining poles of the
integrand then sit at v ± iP c = u. Choosing Im(u) > 0, we see that when we start
shifting u exactly one of the two poles crosses the integration contour and only those
kernels for which |P | < 2N contribute. We see that
log
Y−
Y+
(u± 2Nci) = −
∫
Z0
ΛP (v)KPy(v, u± 2Nci)
+
2N∑
P=1
∮
v=u±i(2N−P )c
dvΛP (v)K(v ± iP c, u± 2Nci) (D.1.3)
such that we find
log
Y−
Y+
(u± 2Nci) = −
∫
Z0
ΛP (v)KPy(v, u± 2Nci)−
2N∑
P=1
ΛP (u± i(2N − P )c). (D.1.4)
Combined with ΛP ∈ AP this implies that the discontinuity at the lines ±2Nci is given
by [
log
Y−
Y+
]
±2N
(u) = −
2N∑
P=1
[ΛP ]±(2N−P ) (u) = −
N∑
P=1
[ΛP ]±(2N−P ) (u). (D.1.5)
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D.2 Deriving the TBA equations for Y(v)w functions from the
analytic Y -system
We present a full derivation of Y(v)w TBA-equations (see section 4.7.4 in the main text
for a summary of this derivation).
We can write the left-hand side of the TBA equation as a contour integral as
log YM |(v)w(u) =
∑
τ
∞∑
l=0
∫
Z0
dz
2pii
H(z + 2iτNc− u) [log YM |(v)w]±2M+l . (D.2.1)
We use the Y -system equations to find the necessary discontinuity equations. In particu-
lar we will derive discontinuities corresponding to the plus sign in (D.2.1), the ones with
a minus sign follow straightforwardly. Taking logs of the Y -system equations (4.6.1) for
YM |vw we find for M ≥ 2
log Y +M |vw + log Y
−
M |vw =
∞∑
N=1
AMNΛN |vw − ΛM+1, (D.2.2)
with AMN as in (4.7.17). Taking discontinuity brackets at M + 2l − 1 yields[
log YM |vw
]
M+2l
=
∞∑
N=1
AMN
[
LN |vw
]
M+2l−1 +
[
log YM−1|vw
]
M+2l−1
+
[
log YM+1|vw
]
M+2l−1 − [ΛM+1]M+2l−1 −
[
log YM |vw
]
M+2(l−1) . (D.2.3)
This is the rule that we can use repeatedly to bring the discontinuity containing log YQ|vw
with Q < M closer and closer to the real line. Applying it once yields[
log YM |vw
]
M+2l
=
=
∞∑
N=1
AMN
[
LN |vw
]
M+2l−1 +
∞∑
N=1
AM−1,N
[
LN |vw
]
M−1+2l−1 −
[
log YM |vw
]
M+2l−2
+
[
log YM−2|vw
]
M+2l−2 +
[
log YM |vw
]
M+2(l−1) +
[
log YM+1|vw
]
M+2l−1
− [log YM−1|vw]M+2l−3 − [ΛM+1]M+2l−1 − [ΛM ]M−1+2l−1 ,
(D.2.4)
so we can conclude that[
log YM |vw
]
M+2l
− [log YM+1|vw]M+2l−1 = M∑
Q=M−1
∞∑
N=1
AQN
[
LN |vw
]
Q+2l−1
+
[
log YM−2|vw
]
M+2l−2 −
[
log YM−1|vw
]
M+2l−3 −
M+1∑
Q=M
[ΛQ]Q+2l−2 . (D.2.5)
Repeated application now leads to the result[
log YM |vw
]
M+2l
− [log YM+1|vw]M+2l−1 = M∑
Q=2
∞∑
N=1
AQN
[
LN |vw
]
Q+2l−1
+
[
log Y1|vw
]
1+2l
− [log Y2|vw]2l − M+1∑
Q=3
[ΛQ]Q+2l−2 . (D.2.6)
172
Plugging in the Y-system equation for Y1|vw gives us[
log YM |vw
]
M+2l
− [log YM+1|vw]M+2l−1 =
=
M∑
Q=1
∞∑
N=1
AQN
[
LN |vw
]
Q+2l−1 −
[
log Y1|vw
]
1+2l−2 + [Λ− − Λ+]2l −
M+1∑
Q=2
[ΛQ]Q+2l−2 .
(D.2.7)
This equation is also valid for M = 1 such that we can continue to treat all the YM |vw
simultaneously. Using the line (D.2.6) with first term
[
log YM+1|vw
]
M+2l−1 (So M →
M + 1, l→ l − 1) gives
[
log YM+1|vw
]
M+2l−1 =
[
log YM+2|vw
]
M+2l−2 +
M+1∑
Q=2
∞∑
N=1
AQN
[
LN |vw
]
Q+2l−3
+
[
log Y1|vw
]
2l−1 −
[
log Y2|vw
]
2l−2 −
M+2∑
Q=3
[ΛQ]Q+2l−4 . (D.2.8)
Note the existence of a term
[
log Y1|vw
]
2l−1 in (D.2.7) and also in the last line. When
combining the statements, these terms will cancel. We can repeatedly do this to end up
with [
log YM |vw
]
M+2l
=
[
log YM+l+1|vw
]
M+l−1 −
l∑
J=1
M+J∑
Q=1+J
[ΛQ]Q+2l−2J
+
l∑
J=0
M+J∑
Q=1+J
∞∑
N=1
AQN
[
LN |vw
]
Q+2l−1−2J + [Λ− − Λ+]2l −
[
log Yl+1|vw
]
l−1 , (D.2.9)
where the first and last term vanish except when l = 0 because of the fact that the
functions in the brackets are analytic on the respective strips. The triple sum can be put
in a more suggestive form:
l∑
J=0
M+J∑
Q=1+J
∞∑
N=1
AQN
[
LN |vw
]
Q+2l−1−2J
=
l∑
J=1
M+J∑
Q=1+J
([
LQ+1|vw
]
Q+2l−1−2J +
[
LQ−1|vw
]
Q+2l−1−2J
)
+
M∑
Q=1
∞∑
N=1
AQN
[
LN |vw
]
Q+2l−1
=
l∑
J=1
M+J−1∑
Q=J+1
[
LQ|vw
]
Q+2l−2J +
l−1∑
J=0
M+1∑
Q=2
[
LQ+J |vw
]
Q+2l−J−2 +
M∑
Q=1
[
LQ+l+1|vw
]
Q+l−1
+
M−1∑
Q=1
[
LQ|vw
]
Q+2l
+
l∑
J=1
[
LJ |vw
]
2l−J
=
l∑
J=1
(
2
M−1∑
Q=1
[
LQ+J |vw
]
Q+2l−J +
[
LM+J |vw
]
M+2l−J
)
+
M−1∑
Q=1
[
LQ|vw
]
Q+2l
+
l∑
J=1
[
LJ |vw
]
2l−J . (D.2.10)
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This leads to the result (where we have now included the discontinuities below the real
axis)
[
log YM |vw
]
(M+2l)τ
= [Λ− − Λ+]2lτ − δl,0 [Λ−]0 −
l∑
J=1
M+J∑
Q=1+J
[ΛQ](Q+2l−2J)τ
+
l∑
J=1
(
2
M−1∑
Q=1
[
LQ+J |vw
]
(Q+2l−J)τ +
[
LM+J |vw
]
(M+2l−J)τ
)
+
M−1∑
Q=1
[
LQ|vw
]
(Q+2l)τ
+
l∑
J=1
[
LJ |vw
]
(2l−J)τ . (D.2.11)
We can define the discontinuities in terms of D functions as in [56], by defining them as
D
M |vw
(M+2l)τ (u) = (Λ− − Λ+) (u+ 2lcτ i) +
M−1∑
Q=1
LQ|vw(u+ i(Q+ 2l)cτ)
+
l∑
J=1
(
2
M∑
Q=1
LQ+J |vw(u+ i(Q+ 2l − J)cτ) + LM+J |vw(u+ i(M + 2l − J)cτ)
)
+
l∑
J=1
LJ |vw(u+ i(2l − J)cτ)−
l∑
J=1
M+J∑
Q=1+J
ΛQ(u+ i(Q+ 2l − 2J)cτ). (D.2.12)
We have the following identity for these functions:
D
M |vw
(M+2l)τ (u)−DM |vw(M+2l−2)τ (u+ 2τic) = Ll|vw(u+ τ lic) + LM+l|vw(u+ τ(M + l)ic)
+ 2
M−1+l∑
Q=l+1
LQ|vw(u+ τQci)−
M+l∑
Q=1+l
ΛQ(u+ τQci),
(D.2.13)
Now we can plug this into our expression for log Yvw (D.2.1) (or (4.7.31) in the main text)
=
∑
τ
∞∑
l=0
∫
Z0
[
log YM |vw
]
τ(M+2l)
(z)H(z + τ(M + 2l)− u)
=
∑
τ
∞∑
l=0
∫
Z0
([
D
M |vw
(M+2l)τ
]
0
(z)− δl,0 [Λ−]0
)
H(z + τ(M + 2l)− u)
= −
(∫
Z0+i
−
∫
Z0−i
)
(Λ−(z)H(z +Mci− u) + Λ−(z)H(z −Mci− u))
+
∑
τ
∞∑
l=0
∫ ([
D
M |vw
(M+2l)τ
]
0
(z)
)
H(z + τ(M + 2l)ci− u). (D.2.14)
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Using the recursion relation for D functions we find that∑
τ
∞∑
l=0
∫ ([
D
M |vw
(M+2l)τ
]
0
(z)
)
H(z + τ(M + 2l)ci− u)
= −
∑
τ
∞∑
l=1
τ
∫
Z0−iτ
(
D
M |vw
(M+2l)τ (z)−DM |vw(M+2l−2)τ (z + 2τci)
)
H(z + τ(M + 2l)ci− u)
−
∑
τ
τ
∫
Z0−iτ
(
(Λ− − Λ+) +
M−1∑
Q=1
LQ|vw(z + τicQ)
)
H(z + τMci− u). (D.2.15)
Combining all the terms with Λ± from (D.2.14) and (D.2.15) gives:
−
(∫
Z0+i
−
∫
Z0−i
)
(Λ−(z)H(z +Mci− u) + Λ−(z)H(z −Mci− u))
−
∑
τ
τ
∫
Z0−iτ
(Λ− − Λ+)H(z + τMci− u). (D.2.16)
Using the relation ∫
Z0±i
(r − r˜)f =
∮
γ0
rf ±
∮
γx
rf, (D.2.17)
for an analytic function f , a function r with square root branch cuts and the contours
γ0 and γx, which are defined in fig. D.1 and fig. 4.7 respectively, we can rewrite this
expression for Y−’s as
(Λ− − Λ+) ?ˆKM . (D.2.18)
Collecting all the remaining terms and plugging in the relation from (D.2.13) into the
first line leads to
M−1∑
Q=1
LQ|vw ? KM−Q −
∑
τ
∞∑
l=1
τ
∫
Z0−iτ
H(z + τ(M + 2l)ci− u) ·(
Ll|vw(z + τ lic) + LM+l|vw(z + τ(M + l)ic) + 2
M−1+l∑
Q=l+1
LQ|vw(z + τQic)
−
M+l∑
Q=1+l
ΛQ(z + τQci)
)
. (D.2.19)
These terms excluding the ΛQ terms in the last line together form the KPQ kernel:
+
M−1∑
Q=1
LQ|vw ? KM−Q −
∑
τ
∞∑
l=1
τ
∫
Z0−iτ
H(z + τ(M + 2l)ci− u) ·(
Ll|vw(z + τ lic) + LM+l|vw(z + τ(M + l)ic) + 2
M−1+l∑
Q=l+1
LQ|vw(z + τQic)
)
=
∞∑
l=1
Ll|vw ?
2 min(M,l)−1∑
Q=1
K|M−l|+2Q +K|M−l| +KM+l
 = ∞∑
l=1
Ll|vw ? KlM .(D.2.20)
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(a)
0
1
(b)
Figure D.1: The contour γ0 in the undeformed (a) and in the deformed (b) case. The dotted line
indicates that the lower half of the contour runs on the second sheet.
The ΛQ term in (D.2.19) can be simplified as well:∑
τ
∞∑
l=1
τ
∫
H(z + τ(M + 2l)ci− u)
M+l∑
Q=1+l
ΛQ(z + τQci)
=
∑
τ
∞∑
l=1
τ
∫
H(z + τ(M + 2l −Q)ci− u)
M+l∑
Q=1+l
ΛQ(z)
= −
∞∑
l=1
M+l∑
Q=1+l
ΛQ ? KM+2l−Q
= −
∞∑
Q=1
M−1∑
l=max(M−Q,0)
ΛQ+1 ? KQ+1+2l−M , (D.2.21)
after shifting l → l + Q −M . Our total right-hand side for the the TBA-equation of
YM |vw now reads
∞∑
N=1
LN |vw ? KNM + (Λ− − Λ+) ?ˆKM −
∞∑
Q=1
M−1∑
l=max(M−Q,0)
ΛQ+1 ? KQ+1+2l−M . (D.2.22)
Rewriting the Λβ’s into Lβ’s and using the TBA equation for Yβ on the resulting log Yβ-
terms yields
∞∑
N=1
LN |vw ? KNM + (L− − L+) ?ˆKM
−
∞∑
Q=1
LQ ? KQy?ˆKM −
∞∑
Q=1
M−1∑
l=max(M−Q,0)
ΛQ+1 ? KQ+1+2l−M . (D.2.23)
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Gathering all the terms depending on YQ’s gives us
−
∞∑
Q=1
LQ ?
KQy?ˆKM + (1− δQ,1) M−1∑
l=max(M−Q+1,0)
KQ+2l−M
 (D.2.24)
and using the fact that the terms in the brackets sum up to exactly KQMxv we find the
TBA-equation for Yvw:
log Y
(α)
M |vw = L
(α)
N |vw ? KNM +
(
L
(α)
− − L(α)+
)
?ˆKM − ΛQ ? KQMxv . (D.2.25)
D.3 Deriving discontinuities for YQ
For the derivation of the YQ TBA-equation in section 4.7.6 from the analytic Y -system
we need to derive discontinuities of the form
[log YM ]±(2M+l) ,
where M, l ∈ N. We will derive them from the Y -system in a spirit very similar to the
corresponding derivation in the Y(v)w case.
1
Taking logs on both sides of the Y -system equations (4.4.3) gives us
log Y +Q + log Y
−
Q = −
∑
Q′
AQQ′LQ′ +
∑
α
L
(α)
vw|Q−1 with Q ≥ 2
log Y +1 + log Y
−
1 = −
∑
Q′
AQQ′LQ′ +
∑
α
L
(α)
− , (D.3.1)
with A as defined in (4.7.17). We will leave the α-summation implicit from now on.
Taking discontinuity brackets at M + 2l − 1 for M ≥ 2 leads to
[log YM ]M+2l = −
∞∑
N=1
AMN [LN ]M+2l−1 +
[
L
(α)
vw|M−1
]
M+2l−1
− [log YM ]M+2l−2
= −
∞∑
N=1
AMN [ΛN ]M+2l−1 + [log YM−1]M+2l−1 + [log YM+1]M+2l−1
− [log YM ]M+2(l−1) +
[
L
(α)
vw|M−1
]
M+2l−1
(D.3.2)
Using the second line of (D.3.2) first yields:
[log YM ]M+2l =
= −
∞∑
N=1
AMN [ΛN ]M+2l−1 −
∞∑
N=1
AM−1,N [ΛN ]M−1+2l−1 − [log YM ]M+2l−2
+ [log YM−2]M+2l−2 + [log YM ]M+2(l−1) + [log YM+1]M+2l−1 − [log YM−1]M+2l−3
+
M∑
Q=M−1
[
L
(α)
vw|Q−1
]
Q+2l−1
, (D.3.3)
1This means in particular that we will leave the dependence on the sign ± implicit in the derivation, restoring
it in the final result.
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so we can conclude that
[log YM ]M+2l =
[
log YM+1|w
]
M+2l−1 −
M∑
Q=M−1
∞∑
N=1
AQN [ΛN ]Q+2l−1 + [log YM−2]M+2l−2
− [log YM−1]M+2l−3 +
M∑
Q=M−1
[
L
(α)
vw|Q−1
]
Q+2l−1
. (D.3.4)
Applying this step repeatedly gives
[log YM ]M+2l = [log YM+1]M+2l−1
−
M∑
Q=2
∞∑
N=1
AQN [ΛN ]Q+2l−1 + [log Y1]1+2l − [log Y2]2l +
M−1∑
Q=1
[
L
(α)
vw|Q
]
Q+2l
. (D.3.5)
Plugging in the Y-system equation for Y1 (4.4.3) gives us
[log YM ]M+2l − [log YM+1]M+2l−1 =
= −
M∑
Q=2
∞∑
N=1
AQN [ΛN ]Q+2l−1 − [log Y1]1+2l−2 − [Λ2]2l +
[
 L
(α)
−
]
2l
+
M∑
Q=2
[
L
(α)
vw|Q−1
]
Q+2l−1
= −
M∑
Q=1
∞∑
N=1
AQN [ΛN ]Q+2l−1 − [log Y1]2l−1 +
[
 L
(α)
−
]
2l
+
M−1∑
Q=1
[
L
(α)
vw|Q
]
Q+2l
(D.3.6)
Using the line (D.3.5) with first term
[
log YM+1|vw
]
M+2l−1 (So M → M + 1, l → l − 1)
gives
[log YM+1]M+2l−1 = [log YM+2]M+2l−2
−
M+1∑
Q=2
∞∑
N=1
AQN [ΛN ]Q+2l−3 + [log Y1]2l−1 − [log Y2]2l−2 +
M+1∑
Q=3
[
L
(α)
vw|Q−1
]
Q+2l−3
.(D.3.7)
Note the existence of a term [log Y1]2l−1 in (D.3.6) and also in (D.3.7). When combining
the statements, these terms will cancel. We can repeatedly do this to end up with
[log YM ]M+2l = [log YM+l+1]M+l−1 +
l+1∑
J=1
M+J−2∑
Q=J
[
L
(α)
vw|Q
]
Q+2l−2J+2
−
l∑
J=0
M+J∑
Q=1+J
∞∑
N=1
AQN [ΛN ]Q+2l−1−2J +
[
L
(α)
−
]
2l
− [log Yl+1]l−1 , (D.3.8)
where the first and last term usually vanish because of the fact that the functions in the
brackets are analytic on the respective strips (except at the very important exception
l = 0, for which the last term does contribute). Note the similarities with the derivation
of for vw-functions by comparing with (D.2.9). An interesting difference is the upper
bound on the J summation for vw functions: in the previous section (when we treated
the vw TBA-equation) we found that the last term J = l + 1 was trivial, but due to the
structure of the relevant Y -system equations (ΛQ+1 vs Lvw|Q−1) the situation is different
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here: we really do need to write the J = l + 1 term. We find that, while being careful
about the implications of changing M + 2l→ ±(M + 2L),
[log YM ]M+2l =
l+1∑
J=1
M+J−1∑
Q=1+J
[
L
(α)
vw|Q−1
]
Q+2l−2J+1
−
l∑
J=0
M+J∑
Q=1+J
∞∑
N=1
AQN [ΛN ]Q+2l−1−2J +
[
L
(α)
−
]
2l
− δl,0 [log Y1]−1
[log YM ]−(M+2l) =
l+1∑
J=1
M+J−1∑
Q=1+J
[
L
(α)
vw|Q−1
]
−(Q+2l−2J+1)
−
l∑
J=0
M+J∑
Q=1+J
∞∑
N=1
AQN [ΛN ]−(Q+2l−1−2J) +
[
L
(α)
−
]
−2l
− δl,0 [log Y1]1 .
(D.3.9)
The Y -system also provides us with a way to rewrite [log Y1]−1: taking brackets at 0 gives
us
[log Y1]1 + [log Y1]−1 =
[
L
(α)
−
]
0
. (D.3.10)
The similarity with the w- and vw-case can be exploited once more to rewrite the triple
sum term. Taking expression (D.2.10) and replacing LN |(v)w → −ΛN we find directly
that we can write the discontinuities for l ≥ 1 as
[log YM ]τ(M+2l) =
l+1∑
J=1
M+J−1∑
Q=1+J
[
L
(α)
vw|Q−1
]
τ(Q+2l−2J+1)
+
[
L
(α)
−
]
τ2l
− δl,0 [log Y1]−τ1
−
l∑
J=1
[ΛJ ]τ(2l−J) −
l∑
J=1
(
2
M−1∑
Q=1
[ΛQ+J ]τ(Q+2l−J) + [ΛM+J ]τ(M+2l−J)
)
−
M−1∑
Q=1
[ΛQ]τ(Q+2l) .
(D.3.11)
Now, defining the functions DQ±(M+2l) as follows for l ≥ 0
DQτ(Q+2l)(u) =
l+1∑
J=1
Q+J−2∑
M=J
L
(α)
vw|M(u+ τ(M + 2l − 2J + 2)ic) + L(α)− (u+ 2τ lic)
−
l∑
J=1
(
2
Q−1∑
M=1
ΛM+J(u+ τ(M + 2l − J)ic) + ΛQ+J(u+ τ(Q+ 2l − J)ic)
)
−
Q−1∑
M=1
ΛQ(u+ τ(M + 2l)ic)−
l∑
J=1
ΛJ(u+ τ(2l − J)ic) (D.3.12)
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and find that they obey the following recursion:
DQτ(M+2l)(u)−DQτ(M+2l−2)(u+ τ2ic) =
=
M+l∑
Q=2+l
L
(α)
vw|Q−1(u+ τ(Q− 1)ic)− Λl(u+ τ lic)
−
(
2
M−1∑
Q=1
ΛQ+l(u+ τ(Q+ l)ic) + ΛM+l(u+ iτ(M + l)c)
)
=
M+l−1∑
Q=l+1
L
(α)
vw|Q(u+ τQic)− Λl(u+ τ lic)− 2
M−1+l∑
Q=1+l
ΛQ(u+ τQic)− ΛM+l(u+ τ(M + l)ic).
(D.3.13)
This is similar to the corresponding expression in [56] except for the lower bound on Q
for the vw-terms. The discontinuity of YQ can now be written as follows for all l ≥ 0:
[log YM ]τ(M+2l) (u) =
[
DQτ(M+2l)
]
0
(u)− δl,0 [log Y1]−τ1 (u). (D.3.14)
This will allow us to continue the derivation of the YQ TBA-equation in section (4.7.5).
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Appendix E
Two lemmas
In this appendix we will consider a few technical lemmas that are necessary for the
correctness of the argumentation in the main text. We will show that P functions can be
expanded in terms of the x function and that periodic analytic functions with exponential
growth must be trigonometric polynomials.
E.1 P functions can be written as convergent x-series
To have a better grip on the QSC functions and for example be able to actually construct
solutions it is useful to find nice representations of the P functions. In [61] extensive use
is made of the fact that is possible to write P functions as convergent series on the x
plane. In this section we present an argument why this is so.
Undeformed case. P functions have short cuts and it seems natural to expect an ex-
pansion in the xs function, which we will denote simply by x from now on. As a function
x : C→ C it is not surjective, its image is given by
C>1 := {z ∈ C | |z| > 1} . (E.1.1)
Therefore the inverse x−1 : C>1 → C exists and admits an extension to the unit circle
|z| = 1. Now let Px : C→ C be defined as Px = P◦x−1, where P is any P function. This
function is meromorphic on C>1 by construction and has a cut on the unit circle. One can
continue this function into the unit disk, where it will have more cuts. In the u language,
the inside of the unit disk is the second sheet of P, where there is an infinite ladder of
short cuts. Since P has polynomial asymptotics we find that P must have polynomial
asymptotics in x, i.e. P(u) ' uM implies Px(x) ' xM as x → ∞. This shows that Px
is meromorphic with polynomial growth as x → ∞. If we assume P is pole-free on the
u plane, following the regularity requirement, Px is analytic on the C>1 and it follows,
using the usual polynomial version of the lemma in the next section, that
Px(x) =
∞∑
k=−M
ck
xk
. (E.1.2)
A particularly useful property of this expression is that analytic continuation of Px can be
done rather explicitly by inverting the x functions, although the resulting series usually
does not converge everywhere.
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Deformed case. In the deformed case the u domain takes the form of a cylinder. P
functions are periodic or anti-periodic, and in the latter case multiplication by an anti-
periodic prefactor such as eiu/2 makes it periodic. We will consider only this case. The
deformed x-function is surjective as a function x : iR× [−pi, pi)→ C>C, where now
C>C =
{
z ∈ C | |z|2 + (z∗ − z) ξ > 1} , (E.1.3)
i.e. the part of the complex plane outside of the contour C as introduced in (2.5.48).
As before we can invert x and extend it to the boundary of its domain C to define
Px : C>C → C in exactly the same way as in the undeformed case: Px = P ◦ x−1. Since
P has exponential asymptotics P ' e−iuM and x ' e−iu in the deformed case this yields
Px ' xM as x → ∞, as in the undeformed case. Therefore we come to the conclusion
that also in this case one can expand Px as in (E.1.2).
Note that, although this result holds for all our one-cutted functions (using the xm func-
tion for the Q), we cannot say the same about µ. Therefore, it is not possible to treat
the entire QSC on the x plane alone.
E.2 Characterising analytic periodic functions with exponential
growth
A crucial point in the analysis of the quantum spectral curve is that analytic functions
on the complex plane with polynomial growth as u→∞ are quite special: one can prove
that they should be polynomials. It seems only natural to assume that when suitably
adapted, a similar statement should also hold for periodic functions. This turns out to
indeed be true: we prove in this chapter a lemma that states that every function with
exponential growth as u → i∞ is a trigonometric polynomial. This slightly technical
lemma is useful in finding solutions of the η-deformed quantum spectral curve, but we
use it in particular for the derivation of the sl2-xxz Bethe equations in section 7.5.
Lemma. Let f : iR × [−pi, pi) → C be analytic and have infinitely many non-zero
coefficients an on the positive side (thus for positive n) of its Fourier series
f(u) =
∑
n∈Z
ane
−inu. (E.2.1)
Then f grows superexponentially, i.e.
lim
u→i∞
f(u)eiuM (E.2.2)
diverges for all M ∈ N.
Proof. For all m ≥ 0 and for all r > 0
|am| =
∣∣∣∣ 12pi
∫
Z0
dzeimzf(z)
∣∣∣∣ = ∣∣∣∣ 12pi
∫
Z0
dzeim(z+ir)f(z + ir)
∣∣∣∣
=
1
2pi
e−rm
∣∣∣∣∫
Z0
dzeimzf(z + ir)
∣∣∣∣ ≤ e−rmM(r), (E.2.3)
182
where M(r) = maxz∈S1+ir |f(z)|. If M grows exponentially there exists an n′ such that
|M(r)| ≤ ern′ for large enough r. Now take any n∗ > n′ such that an∗ 6= 0, we see from
the computation that
|an∗| ≤ er(n
′−n∗)for all r, (E.2.4)
a contradiction. So M must grow superexponentially and so does f . 
We see that by contraposition the lemma states that every function that grows exponen-
tially must have only finitely many non-zero entries on the positive side of its Fourier
series. Repeating the same lemma for the negative side then leads to the conclusion that
analytic functions f for which there exist M± such that
lim
u→±i∞
f(u)eiuM± (E.2.5)
converge must be trigonometric polynomials. For the function in section 7.5 we use the
asymptotics to constrain the Fourier series on one side and its reality to transfer this to
the other side as well. This allows for the usage of the lemma.
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