Network coding is known to be effective in overcoming packet losses and packet reordering in multihop wireless networks. Despite the benefits, network coding is hard to deploy without being compatible with TCP. To address this problem, a seminal paper proposed a network coding scheme that adopts an ACK-based sliding-widow network coding approach. In this paper we show that the previous scheme may not suffice to mitigate the effects of packets received out of order in multipath wireless networks where severe packet reordering persists. We propose a modified network coding layer where the receiver acknowledges every degree of freedom by using the sequence number of a newly seen packet instead of using that of the oldest unseen packet so that the network coding layer can be compatible with a TCP variant for severe packet reordering. To reduce the decoding matrix size and the coding buffer size, our scheme allows retransmission at the network coding layer. Simulation results show that our scheme outperforms the exiting scheme in multipath wireless networks particularly when severe packet reordering persists.
Introduction
The emergence of wireless multimedia sensor networks (WMSNs) [1] poses new research issues on protocols through several layers. In WMSNs, multimedia data such as images, video, and audio data is transferred in high data rates. Due to the characteristics of multimedia data, some issues including reliability, congestion control, and use of multiple paths become more critical than in classical wireless sensor networks. Applying standard transport protocols such as TCP will be one of the approaches to the issues. Particularly, IPbased wireless sensor networks [2] will likely facilitate TCP implementation. However, there are well-known TCP-related problems that most of multihop wireless networks including WMSNs and wireless ad hoc networks have in common. We consider a network coding approach to address these problems.
Network coding was introduced as an effective means to overcome high packet loss rates in wireless networks. Due to the broadcast nature of wireless networks, interflow network coding is effective in reducing the number of packet transmissions and packet losses. Also intraflow network coding is useful for schemes exploiting path diversity of multihop wireless networks such as opportunistic routing. Benefits of network coding in multihop wireless networks have been presented through many real systems including COPE and MORE [3, 4] .
Network coding also has been noted for the potential to address the TCP throughput problem in wireless networks. How to obtain high TCP throughput in wireless networks is one of the research topics that have long been studied. TCP was originally designed based on the assumption that packet losses are indicative of congestion. In wireless networks, however, packet losses and reordering occur also due to time varying channels and so forth. Therefore the existing TCP implementations unnecessarily reduce congestion window reacting to random losses or packet reordering. Although a lot of studies have been focused on how to make TCP differentiate congestion from random losses and packet reordering in wireless networks [5, 6] , the problem still remains difficult. Network coding can mask packet losses and reordering from TCP to some extent, because a random linear combination 2 International Journal of Distributed Sensor Networks of TCP segments rather than each TCP segment itself is sent with redundancy. Hence we can consider network coding as a means to address the TCP performance problem in wireless networks.
Benefits of network coding for TCP performance do not necessarily mean compatibility with TCP. A problem is that the encoding/decoding operation performed on a batch of packets does not lend itself to TCP, which is a sliding-window protocol. The seminal work to address this problem, [7] , introduced a new network coding layer between a transport layer and a network layer. The approach of [7] called TCP/NC has two major features. First, whenever the source is allowed to transmit, it sends a random linear combination of all packets in the congestion window. Second, instead of acknowledging the original packets, the receiver acknowledges degrees of freedom by sending the source the sequence numbers of "seen" packets. That is, TCP/NC allows an ACK-based sliding-widow network coding. If it is always possible to send a random linear combination of all packets in the congestion window, the ACK number would indicate the number of innovative coded packets received with high probability.
However, since the coding header cannot be indefinitely long in practice, the number of packets to be mixed is limited. Given this restriction, the TCP/NC network coding layer may not mask all packet reordering from TCP when severe packet reordering persists. This leads to TCP performance degradation. We argue that in order to handle severe packet reordering, it is more effective to use a TCP variant for persistent packet reordering such as TCP-PR [8] .
In this paper, we propose a new network coding layer that is compatible with a TCP variant robust to persistent packet reordering. To this end, we make two major changes on the original TCP/NC network coding layer. First, the receiver acknowledges every degree of freedom by sending the sequence number of a newly seen packet instead of that of the oldest unseen packet. By doing this, the source can figure out which packet is newly seen, even when coded packets are received out-of-order and therefore the order in which packets are seen is extremely different from the order in which they were sent from the source. Second, the source can perform retransmission when it is deemed to help reduce the coding buffer size. This can mitigate the problem of a large coding buffer required to distinguish packet loss from packet reordering when packet reordering is severe.
To evaluate the performance of our new scheme, we simulated 2-path multihop wireless networks using ns-2. We generated severe packet reordering by transmitting UDP background traffic with a high data rate through one of the two paths. Simulation results show that as packet reordering gets more severe due to higher background traffic, our new scheme increasingly outperforms the original TCP/NC scheme.
The rest of this paper is organized as follows. Section 2 discusses the related work. Section 3 presents the background and discusses a motive for proposing a new network coding layer. Section 4 describes our new network coding layer and Section 5 discusses the performance of our new scheme. In Section 6 we conclude.
Related Work
In wireless networks, TCP often suffers from performance degradation, because the existing TCP cannot differentiate congestion from random losses. When exploiting path diversity is pursued, a packet reordering problem is added on top of it. Therefore, how to enable TCP to differentiate congestion from random packet losses and packet reordering has long been studied [6, 9] . Nevertheless the problem has not been completely solved. Since network coding can mask random packet losses and packet reordering from TCP to some extent, it can help a TCP sender avoid reducing congestion window unnecessarily.
For real implementation of network coding, compatibility with TCP has been considered an important issue [4] . A network coding forwarding scheme may generate packet reordering or may not be able to sufficiently mask packet reordering from TCP when packet reordering is severe. The resulting packet reordering may degrade TCP performance. Besides, there are other issues such as effects of decoding delay.
In most approaches to network coding, the encoding/decoding operation is performed on a batch of packets. If the source generates a stream of random linear combinations of a batch of packets, the receiver can decode the batch once it receives any set of at least linear combinations. One of the important problems of a batch-based approach is that it does not lend itself to a sliding-window protocol such as TCP. Until the entire batch has been received and decoded, there is no guarantee that the receiver will be able to extract any of the original packets and pass it on to higher layers. As a consequence, packets are acknowledged only at the end of a batch. Until all the packets in a batch are decoded, the sending window cannot proceed and a long decoding delay can cause a TCP timeout. To address this problem, [7] introduced a new network coding layer called TCP/NC which sits between a transport layer and a network layer. TCP/NC that allows an ACK-based sliding-window network coding approach has two major features. First, whenever the source is allowed to transmit, it sends a random linear combination of all packets in the congestion window. Second, the receiver acknowledges degrees of freedom and not individual packets.
Thereafter many schemes have employed the approach of [7] . CoMP [10] , a network coding multipath forwarding scheme, uses multipath online network coding of [7] . CoMP estimates loss probabilities in order to adapt the rate of redundant linear combinations and allows reencoding on a hop-by-hop basis. The other feature of CoMP is that a backpressure methodology is used for congestion control and a credit-based method is used to prevent intermediate nodes from sending too many noninnovative packets. For compatibility with network coding, [11] proposed a coded transport protocol, CTCP, which uses network coding directly. CTCP acknowledges degrees of freedom as in [7] but uses a block coding approach instead of a sliding-window approach. The reason for not using a sliding-window approach is that the receiver may not be able to decode even the first packet of a file until the entire file is received. To make congestion control work well with network coding based on acknowledging International Journal of Distributed Sensor Networks 3 degrees of freedom, CTCP uses a notion of "token" that allows the CTCP sender to transmit a packet. Sending a packet means using a token, whereas receiving an ACK means generating a token. Our aim is to design a new network coding layer which is based on TCP/NC, but modified, so that it can help avoid TCP performance degradation in the presence of severe packet reordering.
To improve performance of transport protocol for multihoming devices, some schemes incorporate network coding with MPTCP (multipath TCP) [12] . The main feature of MPTCP is that the MPTCP sender opens multiple TCP subflows each of which is assigned a path. Each subflow maintains its own congestion window. An MPTCP sender stripes packets across these subflows. MPTCP has been extensively studied particularly for multihomed environments. NC-MPTCP in [13] is a mixed approach of MPTCP and network coding to address the head-of-line blocking problem that a multipath transfer scheme may suffer from. This scheme tries to avoid a receiver buffer becoming full by mixing network coded subflows and regular subflows. The weakness of this scheme is that despite the guideline, it will not be easy to decide which subflows should be network coded among all the subflows particularly when the conditions of the paths change dynamically. MPTCP/NC of [14] incorporates network coding with MPTCP to utilize multiple network technologies in heterogeneous networks for mobile devices. In MPTCP/NC, all subflows of MPTCP use network coding to aid in the subflow scheduling problem by eliminating the need to track specific packets sent over the network.
Besides these, there are other approaches to address the TCP performance problem in coded networks. Reference [15] proposes a network coded multipath scheme called CodeMP to improve TCP performance in disruptive MANETs. CodeMP uses ACK Piggy coding to mitigate selfinterference due to contention for a shared wireless channel between TCP data and its ACKs. Reference [16] examines the fairness problem between regular TCP flows and coded TCP flows in a bottleneck topology.
Although most of the above schemes consider multipath scenarios, they either do not consider severe packet reordering or employ MPTCP. Note that schemes using MPTCP can perform best in multihoming scenarios.
Background
3.1. TCP/NC. As described in Section 2, the main feature of TCP/NC [7] is that the source sends a random linear combination of all packets in the congestion window and the receiver acknowledges degrees of freedom and not individual packets. "Acknowledging degrees of freedom" means that the receiver sends an ACK for a received packet if the packet is "seen." Loosely speaking, the definition of "seeing a packet " is that the packet can be decoded if the receiver can decode all the packets following in terms of the order in which the packets are sent at the source. More formally, the authors of [7] define "seeing a packet" as follows. Let be a packet and a linear combination involving packets with indices larger than . "A node has seen a packet " means that the node has enough information to compute a linear combination of the form ( + ). The number of seen packets is always equal to the dimension of the knowledge space or the number of degrees of freedom that has been received so far. The receiver generates a new TCP ACK with the sequence number equal to that of the oldest unseen packet. Given that these sequence numbers are always obtained in an increasing order, they indicate the numbers of innovative coded packets received.
In TCP/NC, the source can transmit redundant linear combinations in order to compensate for packet losses. The redundancy factor is chosen based on the effective loss probability on the links so that the receiver can collect linear combinations at the same rate as the rate at which packets are mixed by the encoder.
Effect of Severe Packet
Reordering on TCP/NC. In theory, TCP/NC allows all the packets in the coding buffer to be encoded for transmission. However the coding header size scales with the number of the packets involved in the linear combination. Since the coding header cannot be indefinitely long in practice, the number of packets to be mixed is limited. In [7] only a constant-sized subset of the packets chosen from within the coding buffer is mixed. This subset is called the coding window. Given the maximum coding window size , the source can mix at most packets from the coding window.
The authors of [7] observed in their simulation that low TCP throughput persisted for a long time period. A possible reason for this problem they guessed is that a small field might cause received linear combinations to be noninnovative or might cause packets to be seen out of order, resulting in duplicated ACKs. They mention that the probability that such problems persist for a long time falls rapidly with the field size. However it is not clear in [7] how large the field size should be.
In [11] , the problem of the decoding delay and complexity associated with TCP/NC is pointed out. Although the slidingwindow approach of TCP/NC allows for better throughput, the receiver may not be able to decode even the first packet of the file until the entire file is received. This may lead to high decoding delay. To address this problem, our scheme allows the network coding layer to retransmit a packet which is deemed to help decoding and reduce the size of the decoding matrix.
These weaknesses can be aggravated in a multipath environment where the main side effect is packet reordering. Network coding essentially masks packet loss and reordering to some extent. However in the presence of severe packet reordering, the TCP/NC layer cannot mask all the reordering from the TCP layer. Figure 1 (a) was presented in [7] to show the notion of a seen packet in terms of basis matrix. The basis matrix is in reduced row echelon form (RREF) obtained by performing Gauss-Jordan elimination on the coefficient matrix. Figure 1(a) implies that packets are "seen" in an increasing order in terms of the sequence number. However if severe packet reordering persists, the sequence numbers of seen packets are not necessarily obtained in an increasing order. Thus the basis matrix may often look like Figure 1(b) . In this situation, the TCP/NC receiver will send duplicate ACKs because it generates a TCP ACK with the sequence number equal to that of the oldest unseen packet. Note that the TCP/NC source delivers TCP ACKs to the TCP layer. Upon receiving three duplicate ACKs, the TCP source wrongly determines the fact that the packet was lost. This leads to unnecessary congestion window reduction. This implies that, with TCP/NC, the existing standard TCP is not sufficient to handle severe packet reordering.
TCP for Persistent Packet Reordering and Our Approach.
Since it is well known that the existing TCP performs poorly when severe packet reordering persists, many schemes to address this problem have been proposed. Among them, TCP-PR, a TCP variant for persistent packet reordering, does not use DUPACKs and relies only on timers to detect packet losses [8] . To this end, TCP-PR records the timestamp for each sent packet. If a packet remains for a longer time period than a given threshold, the packet is assumed lost. The threshold is set to the timestamp of the packet plus an estimated maximum possible round-trip time, mxrtt. Whenever an ACK is received, mxrtt is updated as follows: mxrtt := × srtt, where denotes a constant greater than 1 and srtt an exponentially weighted average of past RTTs. As a new ACK arrives, srtt is continuously updated as follows:
where denotes a positive constant smaller than 1, ⌊ ⌋ the floor of the current congestion window size, and samplertt the RTT for the packet whose ACK just arrived. The parameter can be interpreted as a smoothing factor in units of RTTs.
Once a packet loss is detected, congestion window in TCP-PR can be updated in a similar way to standard TCP variants. In slow-start mode, cwnd increases exponentially each RTT. When the first loss occurs, cwnd is halved and the sender transitions to congestion-avoidance mode in which cwnd increases linearly until a packet loss occurs.
Subsequent packet losses cause further halving of cwnd, but the sender remains in congestion-avoidance mode. To prevent bursts of packet losses from causing excessive decreases of cwnd, the sender, upon detecting a packet drop, memorizes the snapshot of the packets that have not been acknowledged. In this way this memorized packet list contains only those packets that were sent before cwnd was halved but have not been acknowledged. If a packet in the memorized list is declared dropped, cwnd is not halved.
In real-world implementation, the receiver can use the SACK option which is supported by most commercial TCP implementations. With the SACK option, the TCP-PR sender can figure out the sequence numbers of received packets and open the cwnd accordingly. Note that, in TCP-PR, the receiver sends an ACK with the sequence number of a newly received packet instead of the sequence number of the oldest packet to be received. Thus, TCP-PR is not compatible with the network coding layer that sends an ACK with the sequence number of the oldest unseen packet. This is the case for all other TCP variants relying on timers instead of duplicate ACKs to determine packet losses.
Proposed Network Coding
We propose a new network coding layer that is compatible with TCP-PR described in Section 3. To this end, we make two major changes on the original TCP/NC layer proposed in [7] . First, the receiver acknowledges a degree of freedom by sending the sequence number of newly seen packet instead of that of the oldest unseen packet. In this way the sender can figure out which packet is newly seen even when coded packets are received out-of-order and the order of seen packets is extremely different from the order in which they were sent from the source. In case of TCP-PR, receiving an ACK with the sequence number of a newly seen packet, International Journal of Distributed Sensor Networks 5 the sender can increase the congestion window accordingly. Therefore the effect of severe packet reordering can be kept to a minimum.
Second, the source network coding layer can perform retransmission when it is deemed to help reduce the decoding matrix size and the coding buffer size. The original TCP/NC does not require a large decoding matrix at the receiver or a large coding buffer at the source. Since the receiver sends a TCP ACK with the sequence number of the oldest unseen packet and the TCP source, upon receiving three duplicate ACKs, retransmits, unseen packets are quickly recovered. However, if packet reordering persists severely, the original TCP/NC frequently performs spurious retransmissions and unnecessary reduction of congestion window. As mentioned before, for compatibility with TCP-PR, our scheme sends an ACK with the sequence number of a newly seen packet. At the core of TCP-PR and several other TCP variants robust to packet reordering is the idea that the TCP source needs to wait long enough to distinguish packet reordering from packet losses considering RTT variance. This implies two things: (1) the TCP-PR source needs a larger buffer than the existing standard TCP variants and (2) it takes longer time lost packets to be recovered. Since the TCP-PR receiver needs to wait longer until recovery of lost packets, the receiver network coding layer needs a large decoding matrix enough to accommodate all undecoded linear combinations. Consequently, the coding buffer at the source network coding layer should be large enough as well. One possible approach to reduce the size of the coding buffer and decoding matrix is to perform retransmission at the network coding layer.
In the original TCP/NC, the sender can transmit redundant linear combinations to compensate for packet losses. However, when packet reordering is severe, redundant transmission may not be enough to help reduce the space for coding and decoding. Our approach allows the network coding layer to retransmit linear combinations deemed necessary instead of blindly relying only on transmission of redundant linear combinations. Retransmission must be dealt with carefully. While it is desirable to reduce the coding buffer by retransmitting a packet to help decoding, the TCP source must be informed of a packet loss due to congestion as soon as possible so that the sending rate can be lowered. Masking too many losses from the TCP layer will result in excessive traffic from the TCP source. This is a serious problem particularly in multihop wireless networks where bandwidth is scarce resource.
To help the source network coding layer determine which packet to retransmit, the sequence number of the newest one among the consecutively decoded packets (i.e., the one just before the oldest undecoded packets) is contained in the coding header of the ACK packet. Retransmission is considered if the distance between the highest ACK number and the oldest undecoded sequence number becomes too far, because this means the decoding matrix also is too large. To reflect the fact that the degree of packet reordering affects the size of the decoding matrix, we measure "distance" between the highest ACK and the current ACK. Each time a new distance is measured, dist, which is an exponentially weighted average of past distances, and max distance are calculated as follows:
The rationale of this calculation is similar to that of srtt calculation for TCP-PR. If distance soars intermittently, s dist will be reduced to 90% of the previous (long) s dist value every time when 10 new distance values are measured. Clearly, the severer the reordering, the longer the s dist and max distance.
If the difference of the highest ACK and the oldest undecoded sequence number is greater than 4 * max distance, retransmission is performed when one of the following conditions is met. If the ACKs with the same oldest undecoded sequence number are received max distance times, the oldest undecoded packet is retransmitted. Otherwise, the sender retransmits one from the packets in the coding buffer whose sequence numbers are smaller than the difference between the highest acknowledgement and max distance, and have not been acknowledged nor retransmitted. In order to prevent too frequent retransmission, we empirically set max distance to s dist + 10 and the threshold triggering retransmission to 4 * max distance, though it should be dependent on network conditions. This is an interesting issue for further study. The algorithm for the source side and the receiver side is summarized as follows. What is different from the original TCP/NC is italicized.
Source side:
(1) Packet arrives from TCP sender:
(a) If packet is not already in the coding window, add it to the coding window. (b) Repeat the following:
(i) Generate a random linear combination of the packets in the coding window. (ii) Add the network coding header specifying the set of packets in the coding window and the coefficients used for the random linear combination. (iii) Deliver the packet to the IP layer.
(2) ACK arrives from receiver:
Remove the ACKed packet from the coding buffer and hand over the ACK to the TCP sender.
(a) If the difference of the highest ACK and the oldest undecoded sequence number is greater than 4 times max distance, retransmission is performed if one of the following cases holds.
(i) If ACKs with the same oldest undecoded sequence number are received max distance times, the oldest undecoded packet is retransmitted.
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International Journal of Distributed Sensor Networks (ii) Otherwise, retransmit a packet from the coding buffer whose sequence number is smaller than the difference between the highest acknowledgment and max distance and has not been acknowledged nor retransmitted.
Receiver side:
(1) ACK arrives from TCP sink:
If the ACK is a control packet for connection management, deliver it to the IP layer and return to the wait state; else, ignore the ACK.
(2) Packet arrives from source side:
(a) Remove the network coding header and retrieve the coding vector. 
Performance Evaluation

Simulation Setup.
We simulated the original TCP/NC and our new network coding scheme using ns-2. We used TCP-Reno and TCP-PR on the original TCP/NC and our new network coding layer, respectively. The coefficients for linear combinations were chosen from GF(2 8 ). To simulate persistent packet reordering in a multihop wireless network, we transmitted packets across two paths between the source node and the sink node. The physical and MAC layer protocols are standard IEEE802.11 with RTS/CTS disabled. The radio propagation model is two-ray ground reflection model. Each link has a bandwidth of 11 Mbps and a queue of 50 packets. For routing, we used AOMDV which was modified so that the sender transmits packets over multiple paths. TCP packets were distributed equally over the two paths for all the simulation runs except the ones to test the effect of traffic distribution ratio. The source alternates between the two paths every time it sends a fixed number of packets according to the distribution ratio.
The topology is shown in Figure 2 . Between the TCP source node and the TCP sink node there are a short path and a long path in terms of hop counts. TCP packets with length of 1000 bytes were emanated from the source using FTP for about 100 seconds. When we put more intermediate nodes in the long path for the purpose of making RTT difference between two paths, the resulting packet reordering was not significant. This implies that adding more hops on one of multiple paths in a multihop wireless network does not necessarily increase RTT enough to cause significant packet reordering at the TCP receiver. However, when adding a background UDP flow passing through some links along the long path, significant packet reordering was generated. The background traffic was varied from 0.5 Mbps to 1.0 Mbps. The more the background traffic, the more severe the RTT imbalance between the two paths. To illustrate the effect of background traffic, Figure 3 shows the time series of the sequence numbers of received TCP segments and the congestion window when a background flow of 1.0 Mbps passes the long path and network coding is not applied. We can see that out-of-order packets caused the congestion window to be cut down several times. Out of 8 congestion window reductions shown in the plot, only two reductions were caused by packet losses and the other reductions by outof-order packets.
The receiver window size of TCP was set to 40 packets. We set the value for TCP-PR to 1.2, 1.5, 1.7, and 2.0. As described in [8] , the for wired networks is set to a larger value, like 3. The larger the , the longer the TCP source waits before determining a packet loss. However, in wireless networks with low bandwidth, even slightly excessive traffic can have a negative impact on TCP performance. This is why we set to a conservative value.
For the network coding layer, the redundancy parameter was set to 1.0, 1.1, and 1.2. The coding window size is varied from 2 to 5. In our simulation we set the loss rates of links to 0 to focus on packet reordering. Figure 4 shows the TCP goodput versus background traffic for the redundancy factor of 1.0. Each point in the plot is averaged over 10 iterations with the session start time randomized. We varied the background traffic from 0.5 Mbps to 1.0 Mbps. As expected, the goodput for TCP-Reno without network coding is significantly reduced as background traffic increases. For TCP-Reno with the original TCP/NC, the goodput is improved, but not significantly. Although the goodput with the maximum coding window 5 is better than that with 2, the difference is not great. In contrast, for TCP-PR, with our network coding, much higher goodput is achieved. The reason why TCP-Reno with the original TCP/NC does not significantly outperform TCP-Reno without network coding is that the network coding layer of the original TCP/NC cannot mask out-of-order packets from TCP in the presence of severe packet reordering. Figure 5 shows the change of the congestion window for TCP-Reno with the original network coding. For about 5 seconds, the congestion window was cut down 9 times. In contrast, TCP-PR does not suffer congestion window reductions during the same time period. Note that even though the congestion window keeps increasing, the effective window size is bounded by the receiver's advertised window, which is set to 40 packets in our simulation. 
Simulation Results
Effect of Background Traffic.
Effect of Maximum Coding Window and Redundancy
Factor. Figure 6 shows the TCP goodput versus the coding window size for 1.0 Mbps background traffic. The minimum value of for nontrivial linear combination is 2. While a large value of makes the network coding layer more robust to packet reordering, it affects the coding header size and encoding/decoding complexity. Therefore the maximum coding window size was set to 5. Although TCP-Reno with the original TCP/NC gives higher goodput for a higher value of , the improvement was not as great as expected. In case of TCP-PR, with our NC, the goodput is not affected by because TCP-PR is robust to packet reordering and our NC can selectively retransmit. Also this plot shows that the effect of redundancy parameter is not significant for both schemes. From this we can infer that redundant random linear combinations may not help in wireless networks with limited bandwidth as much as in wired networks with high bandwidth. With set to 2, the performance gap between the two schemes widened. This is because the smaller , the harder for the original TCP/NC to mask out-of-order packets from the TCP layer. Once packet reordering is exposed to the TCP layer, TCP-PR is to outperform TCP-Reno. That is why we saw the performance gap widened.
Effect of Traffic Distribution Ratio.
We performed simulations varying the traffic portion for the short path of the two paths. The portion varies from 10% to 90%. The background UDP traffic passes through the long path. For this simulation, the background traffic is set to 1.0 Mbps and and are set to 1.0 and 2, respectively. Figure 7 shows the TCP goodput versus the traffic portion. For all range of portion, TCP-PR with our network coding outperforms TCP-Reno with TCP/NC and TCP-Reno without network coding. TCP-Reno with TCP/NC and TCP-Reno without network coding shows best goodput for the traffic portion of 90%. We can see that TCP-Reno with TCP/NC can mask packet reordering from TCP for a small number of out-of-order linear combinations. In contrast, TCP-PR with our network coding scheme is not greatly affected by the number of out-of-order linear combinations.
Conclusions
In this paper, we proposed a new network coding scheme that is more robust to packet reordering in multihop wireless networks. In a packet distribution system over multiple paths, severe packet ordering may persist if a fair amount of background traffic passes through one of multiple paths. In such a situation, the original TCP/NC approach combined with the existing standard TCP may not suffice to overcome severe packet reordering. Unlike the original TCP/NC scheme, our network coding layer acknowledges a degree of freedom with the sequence number of a newly seen packet. Also for the purpose of reducing the size of the decoding matrix and the coding buffer, retransmission at the coding layer is allowed. Simulation results show that our network coding scheme outperforms the existing TCP/NC scheme under the conditions of severe packet reordering.
As future work, we will examine other factors including loss rates and diverse topologies.
