Safety design and probabilistic optimization are fields that are widely subject to uncertainty, thus making traditional deterministic methods highly unreliable for these two fields. Popular design optimizations methods widely used for safety design and probabilistic optimization are the performance measure approach (PMA) and the performance measure approach (RIA). In a problem where the analysis is performed from an infeasible design space, a modified reliability index approach (MRIA) is employed to address some inefficiency of the traditional RIA to be able to find the optimal solutions. The PMA uses an inverse reliability analysis, which is more computationally efficient at finding the most probable design points but has been reported to have numerical instabilities on some cases. In this paper, three benchmark examples were thoroughly studied with various initial points to examine the stability and efficiency of MRIA and PMA. A hybrid reliability approach (HRA) was then presented after determining a selection factor from the optimum conditions. The proposed HRA aims to determine which of the two optimization methods would be more appropriate during the optimization processes.
Introduction
Traditional deterministic approaches for optimization of components, products, and systems have been replaced in the past decades of approaches that integrate probabilistic considerations due to the nature of the problem for safety design and probabilistic considerations. These probabilistic considerations might be allowable failure probabilities from standards [1] , reported incidences of failures or satisfactions [2] , production condition [3] , operation condition [4] , and material property deviation [5] , to mention a few. Incorporating these factors in the optimization process has been the basic concept of reliability based design optimization (RBDO) methods and a multitude of these methods have been developed in the past. Among them, the reliability index approach (RIA) [6] [7] [8] [9] [10] [11] [12] [13] and the performance measure approach (PMA) [14] [15] [16] [17] [18] have been one of the more popular methods. These methods are not perfect and continuous efforts to improve them are being made.
One improvement in the RIA due to its problems on convergence [14] has been implemented by Lin et al. [19] and was called the modified reliability index approach (MRIA). They have determined a new reliability index and the resulting MRIA can evaluate the failure probability correctly, thus solving the convergence problems sometimes encountered in RIA. PMA implements an inverse reliability analysis in determining the performance measures of a design. These obtained performance measures were then used to formulate the probabilistic constraints. PMA has been preferred over MRIA to solve RBDO problems because the inverse reliability analysis was generally more efficient compared to MRIA. Several incidences of numerical instability were encountered in using PMA and will be reported in the latter parts of this paper.
In implementing an RBDO, stability and efficiency are of key concern. In this paper, a hybrid reliability approach (HRA) [20] is presented to achieve stability and efficiency using a limited and definite number of iterations. The number of iterations was limited because some designs should be validated by destructive tests or other performance measures [21] [22] [23] [24] , which can only be done in a limited amount of times due to resource restrictions.
The HRA aims to use the most efficient method for a problem by first determining a selection factor which would determine whether PMA or MRIA would be used. The conditions on which approach would be more appropriate are presented in detail in the later parts of this paper. The approach is then tested on 3 benchmark problems obtained from different literatures [15, 16, 18, 19, [25] [26] [27] [28] [29] [30] with all approaches used to prove validity of the claim. Strengths or weaknesses of each approach are discussed in detail for each result. The HRA has been previously presented [20] and this paper is differentiated with the elaboration of the selection factor. The results of this paper have also proven an increase in the performance of the HRA. It is claimed that the said approach could be used for safety or design problems with determined constraint functions. Determination of these constraint functions, however, would not be part of the scope of this paper.
Reliability-Based Design Optimization (RBDO)
The concept of incorporating uncertainty early on in the design stages has paved way to carry out design optimization with the addition of probabilistic reliability as one of the design constraints. The objective is to minimize a cost function or maximize a goal function depending on the nature of the objective while incorporating and satisfying uncertainties or variations. Several methods and approaches have been developed to provide the optimized design in which probabilities of system failures could be reduced to an acceptable level of reliability or safety. A general RBDO can be formulated in the following manner:
where (X) is the th performance constraint function of the random variable X; (d) is the objective function of the expected design variable d of X; and , is the th allowable probability of failure. In (1), it is computationally costly to evaluate the failure probabilities using the integral of the joint probability density function (JPDF) within the entire infeasible domain, which is expressed as
where (x) is the JPDF of X. Instead of evaluating this integral, RBDO algorithms have been developed to complete this task.
Reliability Index Approach (RIA).
It was reported that the RIA has convergence problems when the design points fall within the infeasible design domains [14, 19] . The HasoferLind reliability index [31] as defined in (3) does not include evaluations for infeasible design points and thus produces incorrect evaluations of the failure probabilities for the infeasible design points. Consider
In (3), u * is the most probable failure point (MPFP) for the reliability analysis of th performance constraint and it is determined by solving the following subproblem:
Figure 1(a) is added to visually illustrate, in three dimensions, the process of finding the MPFP in the u -space. The nonlinear surface represents the function of (u ); a color gradient is used to represent function values from (u ) > 0 to (u ) < 0; the solid boundary is the limit state of (u ) = 0. The current design point is located at the origin of the uspace and the cross in Figure 1 (a) represents the projection of design point on the constraint function. The subproblem (4) is solved and the MPFP u * is found on the limit state along the direction of ∇ u i (u * ), illustrated in a separate cross-section A-A in Figure 1(b) .
Lin et al. [19] introduced a modified reliability index in (5), which is able to evaluate the failure probabilities correctly regardless of the location of the design points. Consider
The probability of failure is then evaluated using the standard normal cumulative distribution function (CDF) given by (6) . Consider
Using the inverse operation of Φ and substituting (6) into (1), (1) is reformulated as
For the th constraint, the modified reliability index is obtained from a first order Taylor expansion of (5) and is expressed as
Mathematical Problems in Engineering and thus is the modification proposed by Lin et al. [19] for the reliability index in their method. This method is capable of finding the correct optimal solutions within a range of acceptable probabilities of failure. The efficiency of solving the benchmark MPFP problem is the bottleneck of MRIA.
Performance Measure Approach (PMA).
The performance measure approach (PMA) uses an inverse reliability analysis [32] to formulate the probabilistic constraint. An evaluation of a performance measure [14] is first conducted by evaluating (9) . Consider
where ( ) denotes the probability of (X) ≤ . After the performance measure is defined, a general RBDO problem could be formulated as
The most probable target point (MPTP) u # is then used to evaluate (10) using the performance measures as the constraints. The subproblem in (11) is formulated to find the optimal solution and the MPTP is determined under the condition of > 0. Consider
The MPTP is determined from the distance of , away from the design point along the direction of ∇ u (u # ). Subproblem (11) considers the inverse reliability analysis and Figure 2 (a) illustrates the process of finding the MPTP in the standard normal space. The red , -contour represents the area of the allowable probability surrounding the current design and the blue contour is the projection of the , -contour on the surface of (u ). The B-B cross-section in Figure 2 (b) shows how the location of the MPTP is determined at the maximum function value on the , -geometry along the direction of ∇ u (u # ). The performance measure for the th constraint for problem (9) is then approximated as
Some researchers [17, 33, 34] preferred to use PMA for RBDO problems due to its efficiency for their problem by utilizing mean-value iterative methods, such as a hybrid mean value (HMV) method [17, 35] .
Instability of PMA.
The subproblem as expressed in (11) does not guarantee finding the most probable target that satisfies (u ) = 0 for all possible locations. Some researchers [18] have found ways to ensure that the locations would not fall within the improbable location but there might be some scenarios where constraints are constantly changing or are unknown thus selecting a design point falling within the improbable areas is still a possibility. The additional function calls from the optimization may be too costly in complicated engineering problems and other methods require additional function evaluations. In Figure 3 , an attempt is made to visually illustrate this phenomenon through several different probable cases. In Figures 
Limit stage g( ) = 0
Feasible region g( ) < 0 the intersection of the -contour and the limit state. In this condition, the MPTP is determined at (u # ) = 0 on thecontour.
The next two points, d 3 and d 4 , are cases in which the design points fall outside the feasible regions. The -contour for the design point d 3 crosses the limit state and the targets of zero function values can be found at the intersection of the -contour and limit state. However, the MPTP will be determined in the infeasible region instead of on the limit state using the subproblem in (11) but it is not the most probable target of (x) = 0. Lastly, for point d 4 , the MPTP is found away from the limit state on the -contour and it produces inappropriate inverse reliability analysis. These cases were encountered in solving the benchmark problems using the PMA and will be presented later in the numerical examples.
A Multifaceted Approach for RBDO

Investigations of Active Probabilistic
Constraints of MRIA and PMA. Lin et al. [20] proposed the HRA and expected to use the methods of MRIA and PMA in cases where they perform the best. MRIA is able to find the optimal solution in any design location but the PMA, on the other hand, is able to solve the RBDO problem using the inverse reliability analysis very efficiently.
MRIA and PMA optimality conditions are first presented to demonstrate that both approaches obtain the same point in the RBDO problem, given the same probabilistic constraints. This is necessary since even though each approach uses a different perspective, they are trying to obtain the same optimal solution under constraints. Thus, both approaches can be used interchangeably whenever their performance is superior. 
Limit stage g( ) = 0 The optimality conditions of both methods are first investigated to identify their similarity and differences. A selection factor is derived according to the relations between the two methods and utilized to determine whether they would be considered during the optimization processes of RBDO.
It is given that the active probabilistic constraints using both MRIA and PMA are the same. In other words, both methods should be able to generate the same approximations of probabilistic constraints. They are numerically shown in (13) and (14), respectively, when the design variables are close to the optimal solution of RBDO problem in (1) . Consider
Equations (13) and (14) were derived from the active conditions of the inequality constraints in (7) and (10), respectively. At the optimal solution,
and the following relation could be obtained by substituting this condition and subtracting (13) from (14) . Consider
Derivation of Selection Factor Using the Generalized
Formulations of RBDO Algorithms. Equation (15) can also be derived from the difference of the unified reliability formulations (URFs) [36] of MRIA and PMA. Lin [36] has found the generalized mathematical expression of the linearly approximated probabilistic constraints of various RBDO algorithms. The URFs of MRIA and PMA have been derived as (16) and (17), respectively. Consider
where x * and x # , respectively, represent the MPFP and MPTP in the original design space. When both inequality constraints are active and the gradient vectors evaluated at MPFP and MPTP are the same, the following relation is obtained:
Since (18) is rewritten as
A dot product between (19) and
The relation of (20) to the following final form:
which confirms derived Equation (15). Lin et al. [20] defined a selection factor based on the ratio of right-hand-side of (21) over the left-hand-side. As the ratio is close to or equal to one, the approximations of MRIA and PMA are very similar. Therefore, it was suggested to utilized the efficient PMA when ‖ − 1‖ < , where is a user-defined threshold parameter. Otherwise, the stable MRIA was utilized to formulate the th probabilistic constraint. However, the selection of the threshold parameter is crucial for the performance of HRA. In this paper, an improved definition of selection factor is proposed for the multifaceted selection in HRA.
Improvements in the Selection Factor for Hybrid Reliability
Approach. In this paper, a conditional selection factor is proposed to determine whether MRIA and PMA should be utilized during the optimization processes without the decision of threshold parameter . In order to enhance the numerical performance of HRA, the mean-value approximation is utilized to reformulate (15) as the following equation:
Furthermore, the mean-value approximations of MPFP and MPTP near the optimal solution are given by u
After evaluating (23), three cases can then be generalized to describe . These three cases are elaborated below and define the selection between PMA and MRIA.
(i) Case 1 is when = 0, the Cornell reliability index [37] , ≡ − (0)‖∇ u i (0)‖ −1 under mean-value firstorder second-moment (MVFOSM) [38] is the desired reliability index, , , and the failure probability from the MRIA and the PMA is approximately the same. In this case, the PMA would be chosen to perform an efficient inverse reliability analysis.
(ii) Case 2 is when < 0 and the Cornel reliability index is larger than , indicating that the beta-contour is located within the feasible region, the efficient inverse reliability analysis can find the MPTP of (u ) = 0 and PMA is the logical choice for this case. (iii) Lastly, Case 3 is when > 0, the , -contour is either crossing the limit state or entirely located outside the feasible region. To avoid the numerical instability experienced in PMA, MRIA is chosen as the approach to find the optimal conditions. These three cases could further be simplified by expressing them into a decision RBDO algorithm with the following rule:
PMA is used. for ≤ 0;
otherwise, MRIA is used.
It is novel to use a conditional algorithm to solve a problem using PMA and MRIA in cases where their strengths are used, PMA using an efficient inverse reliability and MRIA utilizing its stability. The evaluation of the selection factor, , from (23) does not generate additional functional evaluations because both (0) and ∇ u i (0) are used in performing the analysis in PMA and MRIA. It is expected that the proposed HRA will be more efficient in finding the optimal solution. Figure 4 visually represents the algorithm selection process.
In Figure 4 (a), design point d 1 is located in the region of ≤ 0. The Cornell reliability index is larger than or maybe equal to the allowable reliability index and PMA is implemented in formulating the probabilistic constraint based on (10) and (12) . Design point d 2 is a point where the corresponding , -contour contacts the limit state and it is located on the boundary of = 0 and PMA is used and the MPTP is found on the limit state. Figure 4(b) , on the other hand, shows infeasible design points d 3 and d 4 , where > 0 and , < , . In these cases, the MRIA is utilized to produce the probabilistic constraints from (7) and (8) and stable reliability analyses are expected.
The proposed procedure of HRA establishes a multifaceted approach in solving RBDO problems and could be also applied to other methods after carefully knowing the strengths and weaknesses of each method and formulating a selection factor based on the conditions in which these methods perform well. As mentioned in the RIA section of these paper, different approaches such as AMV [39] , FORM [31, 40] , and SORM [38] could be utilized in finding the MPFP. Meanwhile, other PMA methods, such as HMV [35] and HMV+ [17] , can also be utilized in obtaining the MPTP. The proposed approach is also adaptive to probabilistic constraints. It can be applied to linear or high-order expansions such as that related to safety and reliability information. Performance-based shifting [16, 41, 42] , variable-based shifting [43] , and nonlinear transformations in nonnormally distributed random variables [15] can be covered by the proposed approach.
Numerical Examples
This section makes a comparative investigation of MRIA, PMA, and HRA using a set of benchmark examples obtained from related studies [15, 16, 19, [25] [26] [27] [28] [29] . The iteration processes and optimal results performed at randomly selected starting points were investigated with the function evaluations used as efficiency indicators. Any violation in the conditions of the allowable failure probabilities was further investigated using Monte Carlo Simulations. The results of the Monte Carlo Simulations are utilized as an indicator for correctness and stability.
All problems were examined with 20 × 20 uniformly distributed starting points from the design domain and the optimization process stops when a relative difference of 10 −3 from the objective function is reached. The maximum iteration for finding the MPFP and the global iteration loop was limited to five [25] .
Application on a Nonlinear Problem I.
The first benchmark problem is a two-bar frame problem. The full statement of the problem can be found at [15] . The formulation of the optimization problem for this paper is stated as
where
,
with the probabilistic constraint of = 0.13% to follow 3 criterion. The design point X has the standard deviation of [ 1 , 2 ] = [0.3, 0.3] and is a mutually independent, normally distributed random variable. The problem and the optimal solution to the problem are graphically represented in Figure 5 .
The required function evaluations (FE) to solve the RBDO problem using 400 starting points are demonstrated in Figure 6 . The location of the bars represents the decisions of the starting points. The heights of the bars record the number of FE for the optimization process with the corresponding starting points.
The design points may fall into the infeasible regions during the optimization process to determine whether the starting points are feasible or not. At first glance, Figure 6 (a) shows that MRIA has some points with high FEs, most of which are outside the feasible region. Figure 6(b) , on the other hand, shows a more stable distribution in the FEs. It is quite noticeable that the HRA in Figure 6 (c) has lowest FE since it adopted the best solution of both approaches. The average of the FE among all possible starting points is taken as the efficiency indicator, later tabulated in Table 1 .
In evaluating the correctness of the optimal solutions, Monte Carlo Simulations (MCS) was used to study the probability of failure corresponding to each starting point. The sum of violations (SOV) of the allowable probability is calculated by ∑ =1 ( MCS, − , ) , where MCS, is used to denote the probability of failure of the th constraint based on the MCS with 10 6 sampling points. Figure 7 shows the SOVs of all three methods. Obj. func.
-circle Optimal point Figure 7 (a) demonstrates that MRIA has a very low SOV proving that it can find the correct optimal solution within the allowable probability of failure in any given starting point. This property was adopted by HRA as seen in Figure 7 (c). Figure 7(b) , on the other hand, shows the instability of PMA on points outside the feasible regions. The results of the FEs and SOVs are summarized on Table 1 .
The first glance claims are validated with the summary and it is notable that HRA has the lowest number of FEs, taking good results from the PMA and MRIA. The SOV of MRIA is almost close to zero and was adopted by the HRA. PMA on the other hand had a large number of violations and 158 stating points produce SOVs higher than 1%, meaning that in 158 points, approximations of the PMA are incorrect. The locations of the 158 incorrect points for PMA are shown in Figure 8 . The Cornell reliability index in some instances of the 158 starting points, presented above, as a value lower than that of the allowable reliability index and the MPTP in (11), cannot guarantee to get the most probable target toward the limit state. In such cases, the HRA follows (4) and uses the MRIA to solve the RBDO analysis up to such time that the design point is led into conditions that ≤ 0 and the efficient inverse reliability analysis of PMA is used. This ensures that HRA keeps the stability of MRIA and maintains the efficiency of PMA.
Application on a Nonlinear Problem II.
A second nonlinear benchmark problem [30] , which considers uncertainties in the design variables in a real safety system, is presented as follows:
[ (X) > 0] ≤ 0.13% = 1, . . . , 2
The problem and the optimal solution to the problem are graphically presented in Figure 9 . In this illustration, the descent direction arrows were used to simplify the visualization of the location of the optimal point. There were no stability incidents reported in this given problem in the utilization of all the approaches. The performances of each approach are summarized in Table 2 . When no numerical instabilities were present, the PMA, which uses the lowest function evaluations averagely, seems to be the most efficient. The HRA had higher average FEs compared to PMA. This is due to some cases in which > 0 and HRA had to use MRIA. This example shows the cost of computation using MRIA. For this example, the average FEs are around 30% compared to PMA. The HRA on the other hand suffers an increase of approximately 7% in FEs compared to PMA due to the cases in which > 0. The MRIA has stable optimization processes but the MPFP-searching processes are costly. 
The problem and the optimal solution to the problem are graphically presented in Figure 10 . It is expected that all three methods would have some instability due to the nature and formulation of the problem and the constraints. Table 3 summarizes the results for three approaches. In this problem, the PMA has the highest averaged SOV of 24.702%, which was consistent with the first problem. The number of points with SOV > 1% was reported to be 118 points and some instances reported SOVs higher than 5%. Incidence in PMA with SOVs higher than 5% is presented in Figure 11 .
Most of the instabilities come from regions with Cornell reliability indexes smaller than the allowable ones. In this case, PMA seems to perform poorly compared to the other approaches. The MRIA seems to be the most efficient given the constraints and the measure used for this paper. The HRA on the other hand performs better in terms of average FEs with the MRIA but is slightly higher on SOVs since it considers the PMA on instances where ≤ 0. The stability of HRA is somewhat at par to that of MRIA, especially when PMA suffers cases of numerical instabilities, such as these examples.
General Discussion of Presented Examples.
Through these examples, the HRA proves to be a very useful approach to solve problems more stably using a few numbers of global iterations. This is useful when the nature of the problem is unknown or is constantly changing such as that in safety systems and complex products that would normally be numerically expensive to reach convergence. The stability of the solution using a low number of iterations is highlighted in this paper as presented in the numerical examples. The first nonlinear problem shows a general case for nonlinear problems; MRIA would yield stable results with efficiency expressed in terms of the FEs relatively poorer compared to PMA but PMA suffers from some instabilities which was also prominent in the highly nonlinear problem. The proposed HRA, on the other hand, shows stability close to that of MRIA with efficiencies close to that of PMA. The second nonlinear problem presents an example that highlights the efficiency of the PMA. In this case, the proposed HRA also encountered a slight drop in efficiency compared to the PMA. The highly nonlinear problem is an extreme case in which PMA suffers greatly in terms of the SOVs with some instances with SOVs Mathematical Problems in Engineering higher than 5% as presented in Figure 11 . In this case, the MRIA remains stable with SOVs less than 2%.
All of these problems were solved with 400 different starting points, which could represent a given design or operating condition for any system or component under the design space given highly irregular or unlikely constraints. The problems were chosen in such a way that they may be able to approximate extreme real world constraints for problems in which they are applied to. The number of global iterations was also limited to 5. Keeping this constraint does not provide ample time for the methods to reach convergence but it is appropriate for problems under uncertainty or large complexity where computational time is expensive. The proposed HRA would always maintain a relatively stable result due to the nature of the MRIA formulation and efficiency is relatively faster compared to the MRIA due to the formulation of the PMA. Lastly, this approach could also be applicable to other approaches given that an appropriate selection factor for two or more approaches would be well established.
Conclusion
In summary, this paper proposes a hybrid reliability approach (HRA), which utilizes two popularly used RBDO algorithms, namely, the modified reliability index approach (MRIA) and the performance measure approach (PMA). HRA multifacetedly utilizes the stability of MRIA and the efficiency of PMA as exhibited by the presented nonlinear examples. The proposed HRA is novel in the selection factor and its formulation on the conditions on which method is going to be utilized. When the selection factor is smaller than or equal to zero, PMA is used. If the selection factor is greater than zero, the MRIA is used to formulate the probabilistic constraint until such time that the PMA becomes stable. The three methods were then compared and contrasted under fixed iterations and starting points to three benchmark problems representing safety design and a highly nonlinear problem. It was proven that the method could never be worse in performance than PMA and MRIA. It was also demonstrated that the method has acquired the stability of MRIA and the efficiency of PMA. Standard deviation of X; = ∑ =1 e e Φ:
StandardnormalCDF .
