Negative imaginary (NI) systems play an important role in the robust control of highly resonant flexible structures. In this paper, a generalized NI system framework is presented. A new NI system definition is given, which allows for flexible structure systems with colocated force actuators and position sensors, and with free body motion. This definition extends the existing definitions of NI systems. Also, necessary and sufficient conditions are provided for the stability of positive feedback control systems where the plant is NI according to the new definition and the controller is strictly negative imaginary. Furthermore, the stability conditions given are independent of the plant and controller system order. As an application of these results, a case study involving the control of a flexible robotic arm with a piezo-electric actuator and sensor is presented.
I. INTRODUCTION
F LEXIBLE structure dynamics arise in many areas such as flexible robot manipulators [1] , ground and aerospace vehicles [2] , atomic force microscopes (AFMs) [3] , [4] and other nano-positioning systems [5] - [8] . Flexible structures can be modeled as infinite dimensional distributed parameter systems [9] - [11] . However, finite dimensional models are often used for the purpose of designing controllers [9] , [11] - [13] . In designing controllers for these flexible systems, it is important to consider the effect of highly resonant modes. Such resonant modes are known to adversely affect the stability and performance of flexible structure feedback control systems [9] , [14] , [15] , and are often very sensitive to changes in environmental variables. In addition, highly resonant modes lead to vibrational effects which limit the ability of control systems to achieve Manuscript desired levels of performance in many applications such as precision instrumentation, optical systems, precision machine tools, wafer steppers, telescopes, and atomic force microscopes [9] . These issues arising from the presence of highly resonant modes in flexible structures motivate the need for tools to guarantee robust stability and performance in flexible structure control systems. Lanzon and Petersen introduced a notion of negative imaginary (NI) systems in [15] , [16] for the robust control of flexible structures with force actuators combined with position or acceleration sensors. The NI property arises in many practical systems. For example, such systems arise when considering the transfer function from a force actuator to a corresponding colocated position sensor (for instance, a piezoelectric sensor) in a lightly damped structure [3] , [14] , [15] , [17] , [18] . Another area where the underlying system dynamics are NI, in the area of nano-positioning systems; see e.g., [3] , [5] - [8, 19] , [20] - [23] .
A negative imaginary definition for transfer functions which not necessarily rational is given in [24] . Also, results for checking and enforcing the NI property are presented in [25] , [26] .
The stability robustness of interconnected NI systems has been studied in [15] , [16] . In these papers, it is shown that a necessary and sufficient condition for the internal stability of a positive-feedback control system (see Fig. 1 ) consisting of an NI plant with transfer function matrix G(s) and a strictly negative imaginary (SNI) controller with transfer function matrix G(s) is given by the dc gain condition
where the notation λ max (·) denotes the maximum eigenvalue of a matrix with only real eigenvalues. This stability result has been used in a number of practical applications [3] , [4] , [8] , [18] , [27] , [28] .
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The NI systems framework was generalized in [29] to allow for poles on the imaginary axis except the origin. Therefore, an important class of systems, that cannot be captured by the existing NI systems framework, corresponds to flexible systems with free body motion. These systems arise in areas such as rotating flexible spacecraft [30] , rotary cranes [31] , robotics and flexible link manipulators [32] - [34] , and dual-stage hard disk drives [35] - [38] . Flexible structures with free body motion lead to dynamical models including poles at the origin, which is not covered in earlier work on NI systems theory. In particular, the stability condition (1) is not well defined in the case of flexible structures with free body motion which results in poles at the origin.
Thus we are motivated to extend the NI robust stability theory developed in [15] , [16] , [29] so that it can be applied to control systems involving highly resonant flexible structures with free body motion.
In this paper, we present a new generalized definition of NI systems which allows for flexible structures with colocated force actuators and position sensors and with free body motion. This definition extends the previous definitions of NI systems presented in [15] , [16] , [29] to allow for up to two poles at the origin. We also derive new generalized stability conditions for positive-feedback control systems involving an NI plant and an SNI controller.
Preliminary conference versions of the stability results presented in this paper were presented in [39] , [40] . However, in this paper, much more general versions of these stability results are presented in Theorem 1 and Corollaries 1, 3, 4, which allow for the existence of free body motion in some but not all inputoutput channels. Also, this paper includes a case study involving the control of a flexible robotic arm, which has not been considered in the previous conference versions of the paper. An expanded archive version of this paper can be found in [41] .
This paper is further organised as follows: Section II contains the main results presented in this paper. In this section, we introduce the new generalized definition for NI systems, which allows for systems with free body dynamics. Also, we present new stability results for interconnected NI systems. Section III presents a case study, which involves a flexible robotic arm, as an application of the NI theory presented in this paper. In Appendix A, we present and prove stability results in a particular state space realization. These stability results are used to prove the results presented in Section II. All proofs of the presented theorems and corollaries are given in the Appendices A and B. Also, an extended archive version of the paper is available in [41] .
II. MAIN RESULTS
The main contribution of this paper is a generalization of the framework for NI systems presented in [29] . We introduce a new definition of NI systems that will allow for systems with free body dynamics. This generalized definition will be used in a new set of stability conditions that will allow for NI systems with free body motion to be included into the framework of NI systems theory. Henceforth, when a system is said to be NI, we will mean NI as defined below, not NI as defined in earlier papers. 2) For all ω > 0 such that jω is not a pole of G(s), Here, G(jω) is the frequency response corresponding to the transfer function G(s).
Consider the LTI systeṁ
The transfer function matrix G(s) is said to be strictly proper if G(∞) = D = 0. We will use the notation A B C D to denote the state space realization (2) . Now, consider a positive feedback interconnection between an NI system with transfer function matrix G(s) and an SNI system with transfer function matrixḠ(s) as shown in Fig. 1 . Also, suppose that the transfer function matrix G(s) has a minimal state space realization A B C D , andḠ(s) has a minimal state space realization ĀB CD . Furthermore, it is assumed that the matrix I − DD is nonsingular. Then the closed-loop system has a system matrix given by
Moreover, the positive feedback interconnection between G(s) andḠ(s) as shown in Fig. 1 is said to be internally stable if the closed-loop system matrixȂ in (3) is Hurwitz; e.g., see [42] . In order to derive a set of stability conditions that allow for NI systems with free body motion, we define the following constant matrices for a given m × m NI transfer function matrix G(s):
These matrices are the first three coefficients in the Laurent series expansion of the transfer function G(s) around the zero. These matrices carry information about properties of the free body motion of the system under consideration and will be used in stability conditions for the positive feedback interconnection of NI and SNI systems. Note that the dc gain condition (1) cannot be defined for an NI system with transfer function matrix G(s) unless G 2 = G 1 = 0, which reduces to the case where the dynamical system has no free body motion. From Condition 4) in Definition 1, the matrix G 2 is required to be Hermitian and positive semidefinite. Hence, it follows (e.g., see [43] ) that if G 2 = 0, it can be decomposed in the form
where J is a full column rank matrix. We now present conditions for the stability of a positive feedback control system involving an NI plant with free body motion. These conditions are stated using the quantities defined in (4) . First, we define the 2m × 2m Hankel matrix Γ as
Suppose that Γ = 0. Using the singular value decomposition (SVD), we can decompose the Hankel matrix Γ as
and the matrices U and V 1 each have orthogonal columns. Furthermore, we can decompose theñ ×ñ matrix U T 1 U 2 using the SVD as
whereÛ ∈ Rñ ×ñ andV ∈ Rñ ×ñ are orthogonal matrices, V 2 ∈ Rñ ×ň and S 1 > 0. We now introduce some notation which will be used throughout the paper. Given matrices X ∈ R m×m and Y ∈ R m×ň such that det(Y T XY ) = 0, then the matrix valued function
Using this notation, we define the matrix
where the m ×ň matrix F is given by
and we will assume that det(F TḠ (0)F ) = 0. We will use the following condition in the theorem which follows:
Also, for the case in which N f is positive semidefinite, we will use the condition
Moreover, for the case in which N f is negative semidefinite, we will use the condition
Here,Ñ f = (−N f ) 1/2 and matrices G 1 , G 0 , J, N f and F are defined in (4), (5), (9) , and (10) respectively. Also, (·) 1/2 denotes the square root of a positive semidefinite matrix.
The following theorem is our first main stability result for the case in which G 2 = 0. That is, the system has a double pole at the origin.
Theorem 1: Suppose that the square transfer function matrix G(s) is strictly proper and NI with G 2 = 0, and the transfer function matrixḠ(s) is SNI. Also, suppose that the matrix F TḠ (0)F is non-singular. If N f is positive semidefinite, then the closed-loop positive-feedback interconnection between G(s) andḠ(s) as shown in Fig. 1 is internally stable if and only if conditions (11) and (12) are satisfied. Furthermore, if N f is negative semidefinite, then the closed-loop positive-feedback interconnection between G(s) andḠ(s) is internally stable if and only if conditions (11) and (13) are satisfied.
The proof of this and subsequent theorems and corollaries are presented in Appendix B.
We now present a corollary to this theorem which considers the special case in which none of the free body modes of the plant have frictional force present; i.e., G 1 = 0. In order to present this corollary, we define the matrix N 2 as follows:
where we assume that the matrix J TḠ (0)J is non-singular. We will use the following condition in the next corollary, which corresponds to condition (11) in Theorem 1:
Also, for the case in which N 2 is positive semidefinite, we will use the following condition which corresponds to condition (12) in Theorem 1:
Moreover, for the case in which N 2 is negative semidefinite, we will use the following condition which corresponds to condition (13) in Theorem 1:
whereÑ 2 = (−N 2 ) 1/2 . Corollary 1: Suppose that the transfer function matrixḠ(s) is SNI and the strictly proper transfer function matrix G(s) is NI with G 1 = 0 and G 2 = 0. Also, suppose that the matrix J TḠ (0)J is non-singular. If N 2 is positive semidefinite, then the closed-loop positive-feedback interconnection between G(s) andḠ(s) is internally stable if and only if conditions (15) and (16) are satisfied. Furthermore, if N 2 is negative semidefinite, then the closed-loop positive-feedback interconnection between G(s) andḠ(s) is internally stable if and only if conditions (15) and (17) are satisfied.
The proof of this corollary is presented in Appendix B.
The following theorem imposes some extra conditions on the matrix G 2 which enables us to relax the sign definiteness condition on the matrix N 2 . This then leads to a simplified stability condition.
Theorem 2: Suppose that the transfer function matrixḠ(s) is SNI and the strictly proper transfer function matrix G(s) is NI with G 1 = 0 and G 2 = 0. Also, suppose that N (G 2 ) ⊆ N (G T 0 ), where N (·) denotes the null space of a matrix. Then the closed-loop positive-feedback interconnection between G(s) andḠ(s) is internally stable if and only if condition (15) is satisfied.
The proof of this theorem is presented in Appendix B. In Theorem 3, Theorem 4 and Corollary 2, we consider cases which correspond to free body motion with frictional force present. As in Theorem 1, these cases allow for the fact that the free body motion may not be present in all input-output channels.
In order to present Theorem 3 and Theorem 4, suppose that G 1 = 0 and G 2 = 0. This corresponds to the case when the system has a single pole at the origin. Then we consider the following SVD decomposition of the matrix G 1 defined in (4):
where S 2 > 0, and the matrices F 1 =F 1 S 2 and V 1 each have orthogonal columns. Also, we define the matrix N 1 as follows:
where the matrix F T 1Ḡ (0)F 1 is assumed to be non-singular. We will use the following condition in Theorem 3 and Corollary 2 which corresponds to condition (11) in Theorem 1:
For the case in which N 1 is positive semidefinite, we also will use the following condition which corresponds to condition (12) in Theorem 1:
Moreover, for the case in which N 1 is negative semidefinite, we will use the following condition which corresponds to condition (13) in Theorem 1: (20) and (22) are satisfied.
The proof of this theorem is presented in Appendix B. The following theorem imposes some extra conditions on the matrix G 1 which enables us to relax the sign definiteness condition on the matrix N 1 . This then leads to a simplified stability condition.
Theorem 4: Suppose that the transfer function matrixḠ(s) is SNI and the strictly proper transfer function matrix G(s) is NI with G 2 = 0 and
. Then the closed-loop positive-feedback interconnection between G(s) andḠ(s) is internally stable if and only if condition (20) is satisfied.
The proof of this theorem is presented in Appendix B.
The following corollary presents an important special case of Theorems 2 and 4.
Corollary 2: Suppose that the transfer function matrixḠ(s) is SNI and the strictly proper transfer function matrix G(s) is NI with either G 2 = 0 and G 1 invertible or G 1 = 0 and G 2 > 0. Then, the closed-loop positive-feedback interconnection between G(s) andḠ(s) is internally stable if and only ifḠ(0) < 0.
Remark 1: The case where G 2 = 0 and G 1 = 0 corresponds to the existing stability results presented in [15] , [29] , [44] . In this case, the stability condition reduces to λ max (Ḡ(0)G(0)) < 1. This condition can be obtained from (21) using the fact N 1 = G(0) in this case. Also, we require the assumptionḠ(0) > 0. Hence
Note that using a similar argument to the proof of Theorem 3, we can obtain a similar result under the assumption that G(0) < 0.
III. CASE STUDY: CONTROL OF FLEXIBLE ROBOTIC ARM
In this section, we present an application of the stability results presented in this paper to the control of a flexible robotic arm system. The robotic arm is pinned to a motor at one end. For the purposes of modeling the flexible robotic arm, we use an equivalent slewing beam model as depicted in Fig. 2 ; see [45] . The motor allows the robotic arm to traverse in the vertical plane. Two piezoelectric patches are attached to the arm on either side. Here, one piezoelectric patch acts as an actuator while the other is a sensor. The robotic arm system has two inputs and two outputs: the inputs are the voltage V a applied to the piezoelectric actuator and the torque τ applied by the motor, whereas the outputs are the voltage V s produced by the piezoelectric sensor and the motor hub angle θ.
In this case study, the parameter values for the robotic arm are taken from [46] . An infinite dimensional transfer function matrix G(s) model for the robotic arm is given in [45] :
and D(s) are given in (26)- (28) in [45] . Various methods such as the Maclaurin series expansion presented in [47] , the Rayleigh-Ritz method [48] , and the assumed modes method [48] are available in literature for the finite dimensional approximation of such an infinite dimensional model. The finite dimensional model can be written as
where, jp 0 . . . jp n are the first n jω-axis roots of D(s). Also, the coefficient matrices
are computed using a partial fraction expansion method. We consider the first resonant mode; i.e., n = 1 for the controller design. The corresponding coefficient matrices were computed and were found to be C 0 = 0.14 0 0 0 ;
2.3500 ; and k = 6.6667 × 10 −8 . Also, the poles were computed to be p 0 = 0,
. This follows because in this example, G f (jω) is real and symmetric for all ω such that jω is not a pole of G f (s). Also, the coefficient matrices C 0 , C 1 are positive semidefinite which implies that Condition 3) in Definition 1 is satisfied. Moreover,
implies that Condition 4) in Definition 1 is satisfied.
A. Controller Design
According to Theorem 1 if a plant is NI, any SNI controller which satisfies the conditions of Theorem 1 will stabilize the system. The fact that the robotic arm plant involves colocated "force" actuators and "position" sensors indicates that this plant should be NI.
We will now use a finite dimensional model of the form (23) to design a controller for the system. First, we compute the matrices G 2 , G 1 , and G 0 in (4), for the finite dimension approximate system where n = 1 in (23) to obtain
This implies that we can use Corollary 1 to guarantee the stability of the positive feedback interconnection between the plant and an SNI controller. In this case study, an integral resonant controller (IRC) is chosen to stabilize the system; e.g., see [15] . An IRC is a first order controller which takes the formḠ(s) = (sI + ΓΦ) −1 Γ − Δ. This controller is SNI if Γ > 0, Φ > 0 and Δ is a symmetric matrix [15] . Now, we chose the controller matrices Γ > 0, Φ > 0 and Δ such that the conditions of Corollary 1 are satisfied. We choose the controller matrices as follows: . Also, the matrix
which is negative semidefinite. Then we conclude det(I + N 2 G 0Ñ2 ) = det 1.000000025 0.000000003 0.000000003 5.390603 = 0, wherẽ
Thus, the conditions of Corollary 1 are satisfied.
To verify the performance of the closed loop system, we simulate the response of this system corresponding to a step change in the reference position of the robotic arm; see Fig. 3 . This step response is shown in Fig. 4 . Also, the corresponding response of the piezo sensor output V s is shown in Fig. 5 . Here, the step responses were calculated using finite dimensional plant models defined in (23) for different numbers of modes, n = 2, 3 . . . 7. To this end, we have used the proposed controller which is designed for the finite dimensional model with n = 1 when applied to the plant with finite dimensional model where n = 2, 3 . . . 7 in order to check the performance and robustness of the proposed controller. In fact, the performance of the closed loop system is found to improve by increasing the number of modes; see Fig. 4 and Fig. 5 . This is due to the fact that adding more modes to the plant in fact leads to a system which is easier to control. Hence, the controller guarantees a better response when increasing the number of modes in the model being simulated.
Note that the controller parameters in (25) were chosen by process of trial and error to obtain good closed loop performance in the case of the nominal plant model, n = 1. An alternative approach, which would be useful in the case of a more complicated SNI controller structure, would be to use an optimization procedure to obtain the controller parameters; e.g., see [49] .
IV. CONCLUSION
In this paper, new stability results for the positive-feedback interconnection of negative imaginary systems have been derived. A new NI definition is presented, which allows for systems having free body dynamics to be considered as NI systems. This work can be used in controller design to allow for a broader class of NI systems than considered in previous work. The application of the main results in this paper has been illustrated via a case study involving the control of a flexible robotic arm.
APPENDIX A
In this appendix, before we present the proofs of the results given in Section II, we present state space results (some of which are of independent interest) using a particular state space representation of the plant transfer function matrix G(s). The first stability result in this appendix is Theorem 5. We will subsequently use Theorem 5 to prove Theorem 1 given in Section II. We also present a number of corollaries which will be used to prove the remaining results presented in Section II of the paper.
We first consider an NI square transfer function matrix G(s) with a minimal state space realization of the forṁ
Remark 2: In Appendix B below, it will be shown that any NI system can be transformed to the above particular state space form.
We also consider an SNI transfer function matrixḠ(s) with a minimal state space realizatioṅ
whereĀ ∈ Rn ×n ,B ∈ Rn ×m ,C ∈ R m×n , andD ∈ R m×m . Remark 3: We allow any of the matrices in these models to have zero dimensions. In sequel, any matrix with zero dimension is regarded as being of full rank.
The corresponding transfer function matrix for the state space realization (26) , (27) is given as follows:
The following theorem provides a necessary and sufficient condition for the stability of the positive-feedback interconnection between the NI transfer function matrix G(s), with state space realization (26), (27) , and the SNI transfer function matrixḠ(s), with state space realization (29) . In order to present this theorem, we define the following matrix:
Also, the matrix
is assumed to be non-singular.
In addition, we will use the following condition in the theorem which follows:
Also, for the case in which N is positive semidefinite, we will use the condition
where
which will be shown to be symmetric and positive definite in Lemma 3. Moreover, for the case in which N is negative semidefinite, we will use the condition The proof of this theorem is given at the end of this appendix. Corollary 3: Suppose that the matrix Ξ in (32) is nonsingular and the matrix N in (31) satisfies N [C 1 C 3b ] = 0. Also suppose that the transfer function matrix G(s), with the minimal state space realization (26) , is NI and the transfer function matrixḠ(s), with the minimal state space realization (29) , is SNI. Then the closed-loop positive-feedback interconnection between G(s) andḠ(s) is internally stable if and only if condition (33) is satisfied.
The proof of this corollary is given at the end of this appendix.
The following corollary considers the case when n 2 = 0 and k = 0; i.e., the matrix A in (27) has the block diagonal form
In the case when n 2 = 0, the matrix N in (31) will be given by
where we assume that C T 3aḠ (0)C 3a is non-singular. We will use the following conditions in the next corollary which correspond to conditions (33)- (35) in Theorem 5. The first condition to be considered is
Moreover, for the case in which N is negative semidefinite, we will use the condition
Corollary 4: Suppose that the matrix C T 3aḠ (0)C 3a is nonsingular, k = 0, and n 2 = 0. Also, suppose that the transfer function matrix G(s), with the minimal state space realization (26) is NI and the transfer function matrixḠ(s), with the minimal state space realization in (29) , is SNI. If N in (36) is positive semidefinite, then the closed-loop positive-feedback interconnection between G(s) andḠ(s) is internally stable if and only if conditions (37) and (38) The proof of this corollary is given at the end of this appendix.
The next corollary considers the case when n = 0 and k = 0; i.e., the A matrix in the minimal state realization of G(s) (26), (27) has the block diagonal form A = A 1 0 0 A 2 . In this case, when n = 0 and k = 0, the matrix N in (31) will be given by
where the matrix C T 2Ḡ (0)C 2 is assumed to be non-singular. We will use the following conditions in the next corollary which corresponds to conditions (33)- (35) in Theorem 5. The first condition to be considered is
Also, for the case in which N in (40) is positive semidefinite, we will use the condition
Moreover, for the case in which N in (40) is negative semidefinite, we will use the condition
whereÑ = (−N ) 1/2 . Corollary 5: Suppose that C T 2Ḡ (0)C 2 is non-singular, n 2 = 0, and k = 0. Also, suppose that the transfer function matrix G(s), with the minimal state space realization (26) is NI and the transfer function matrixḠ(s), with the minimal state space realization in (29) , is SNI. If N in (40) The proof of this corollary is given at the end of this appendix.
In order to prove Theorem 5 and Corollaries 3-5, we will use the following lemmas. First, Lemma 1 maps the quantities G 0 , G 1 and G 2 given in (4) to expressions in terms of the state space realization (26) , (27) . These expression are employed in the proof of Theorem 5.
Lemma 1: Suppose that G(s) has a minimal state space realization (26), (27) . Then the quantities G 0 , G 1 and G 2 defined in (4) are given as follows:
Proof: This lemma follows immediately from (30) . Now, Lemmas 2, 3, 4 give some useful properties of the minimal state space realization (26) , (27) . These properties will be used in the proof of Theorem 5.
Lemma 2: Suppose that the transfer function matrix G(s) has a minimal state space realization (26), (27) . Then, the matrix [C 2 C 3a ] is of full column rank, and the matrix B 2 B 3b is of full row rank. Also m ≥ k + n 2 and the subsystem with C) is observable and the pair (A, B) is controllable. Also, the corresponding observability matrix is given by
Since the pair (A, C) is observable, it follows that the observability matrix O(A, C) is of full rank. This implies that the pair (A 1 , C 1 ) is observable. Also, since the observability matrix O(A, C) is of full rank, it follows that C 2 , C 3a and [C 2 C 3a ] are of full rank. Furthermore, it follows that m ≥ k + n 2 . Similarly, since the pair (A, B) is controllable, it follows that the corresponding controllability matrix
is of full rank. Hence, the pair (A 1 , B 1 ) is controllable and the matrices B 2 , B 3b and B 2 B 3b are of full rank. Also, since the pair (A 1 , C 1 ) is observable and the pair (A 1 , B 1 ) is controllable, it follows that
Lemma 3: Suppose that the transfer function matrix G(s), with the minimal state space realization (26), (27) , is NI. Then, there exist symmetric matrices P 1 > 0, P 2 > 0, and matrices L 1 , W such that
Furthermore
and
Proof: Consider the transfer function matrix G(s) with the minimal state space realization (26), (27) . Also, define the transfer function matrix R(s) = sG(s). Using (30) , it follows that:
This implies that R(s) has a state space realization
Using the same argument as in the proof of Lemma 2, it follows that the rank of the matrix formed from the first and last columns in O(A r , C r ) is equal to the rank of the matrix formed from the first and third columns in (56), where, A 1 is invertible. This implies that the matrix O(A r , C r ) is of full rank; i.e., the pair (A r , C r ) is observable. Similarly, the pair (A r , B r ) is controllable. This implies that the state space realization
We now show that R(s) is positive real; e.g., see page 47 in [50] for a definition of positive real transfer function matrices. Since G(s) is NI, it follows that j(G(jω) − G(jω) * ) ≥ 0, for all ω > 0 such that jω is not a pole of G(s). Then given any such ω > 0, R(jω) + R(jω) * = jω(G(jω) − G(jω) * ) ≥ 0, and (R(jω) + R(jω) * ) ≥ 0. This implies that R(−jω) + R(−jω) * ≥ 0 for all ω > 0, since R(jω) = R(−jω). Hence, R(jω) + R(jω) * ≥ 0 for all ω < 0 such that jω is not a pole of G(s). Therefore, R(jω) + R(jω) * ≥ 0 for all ω ∈ (−∞, ∞) such that jω is not a pole of G(s). Now, consider the case where jω 0 is a pole of G(s) and ω 0 = 0. In the case where C 3a B 3b = 0, the transfer func-
will have no pole at the origin. This implies that R(0) is finite. Since R(jω) + R(jω) * ≥ 0 for all ω > 0 such that jω is not a pole of G(s) and R(jω) is continuous at ω = 0, this implies that R(0) + R(0) * ≥ 0. In the case where C 3a B 3b = 0, the transfer function matrix R(s) is as given in (51) . Since G(s) is NI, then lim s−→0
If jω 0 is a pole of G(s) and ω 0 > 0, then G(s) can be factored as (1/s 2 + ω 2 0 )F (s), which according to the definition for NI systems implies that the residue matrix K 0 = (1/2ω 0 )F (jω 0 ) is positive semidefinite Hermitian. Hence, F (jω 0 ) = F (jω 0 ) * ≥ 0. Now, the residue matrix of R(s) at jω 0 with ω 0 > 0 is given by
which is positive semidefinite Hermitian. Hence, we can conclude that R(s) is positive real; see page 47 in [50] . Using the KYP lemma (e.g., see Lemma 3.1 in [50] ), it now follows that there exist matrices P r > 0, L and W such that
If we write P r = P 1 P 12 P T 12 P 2 and L = [L 1 L 2 ], it follows from (52) that
Hence L 2 = 0 and since A 1 is a nonsingular matrix, it also follows that P 12 = 0. Also, (53) implies that (45) is satisfied. From (52), it follows that: (46) and (47) . Lemma 2 implies that B 3b is of full rank and hence, (47) implies that (49) is also satisfied. From (52), it follows that (48) holds. Also, using (46), we can write B 1 as
Substituting this and (45) into (48) , it follows that:
Using (44) in Lemma 1, this implies (50) . This completes the proof.
Lemma 4: Suppose that the transfer function matrix G(s) with the minimal state space realization (26) , (27) is NI. Then, there exists an invertible matrix R d such that
, where the matrix P 2 is defined as in Lemma 3. Here, N (·) denotes as the null space of a matrix.
Proof: Suppose that x ∈ N (
). It follows that
Hence using (47) in Lemma 3, it follows that there exists a matrix P 2 > 0 such that P 2 B 3b x = 0. Therefore, x T C 2 = 0, x T C 3a = 0 and B 3b x = 0. Hence, using (44) it follows that:
Using the fact that x T G 1 x is a scalar, this implies
using (47) in Lemma 3. Therefore
is full rank using Lemma 2. Therefore
This implies that x ∈ N (B 3a + P −1 2 C T 3b ). Thus, we have established the second part of the lemma. Also since B 2 x = 0 and B 3b x = 0, it follows that
Hence, there exists an invertible matrix R d such that
This completes the proof.
The following lemma, which follows directly from the proof of a result presented in [16] , [29] , gives useful properties of the minimal realization (29) of the SNI transfer function matrixḠ(s).
Lemma 5: (See the proof of Lemma 6 in [29] ): Suppose that the transfer function matrixḠ(s), with minimal state space realization (29) , is SNĪ
The following lemma is a simple matrix theory result, which is needed in the proof of Theorem 5.
Lemma 5 (See e.g., [16] ):
Now, we are in a position to present the proof of Theorem 5.
Proof of Theorem 5:
The internal stability of the positivefeedback interconnection between G(s) andḠ(s) will be guaranteed by considering the closed loop system matrix defined in (3) which is given by
Here, A, B and C are defined as in (26) To establish this claim, we first note that sinceḠ(s) is SNI, it follows from Lemma 5 thatP satisfies (54). This implies that the condition T > 0 is equivalent to
Furthermore, using the Schur complement of the LMI in (56), it is straightforward to verify that the condition T > 0 is equivalent to the conditions
Moreover, (57) is equivalent to
where Ξ is defined in (32) . This is equivalent to condition (33) . Also, the condition (58) is equivalent to
This condition is always satisfied in the case where N is negative semidefinite. Hence using (59), we can conclude that T > 0 if and only if (33) is satisfied in the case when N is negative semidefinite. Now in the case when N is positive semidefinite, the condition (60) can be rewritten as follows
However, using the Schur complement, this is equivalent to the condition
Now using (50) in Lemma 3, we can define a matrix M as
Also using (46) in Lemma 3, we can write B 1 as
Substituting for W in terms of M into this expression for B 1 gives
Also, from the definition of N in (31) , it follows that:
Therefore, Lemma 4 implies
Hence, MN = 0. Therefore,
Substituting this into (63) implies
Substituting (66) into (61) gives the condition
This is equivalent to condition (34) . Hence, in the case when N is positive semidefinite, it follows from this and (59) that T > 0 if and only if conditions (33) and (34) are satisfied. This completes the proof of Claim 1. Now, observe that
Together with Claim 1, this implies thatȂ has all its eigenvalues in the closed left-half of the complex plane if and only if conditions (33) and (34) are satisfied in the case when N is positive semidefinite; e.g., see Lemma 3.19 in [42] . Similarly, in the case when N is negative semidefiniteȂ has all its eigenvalues in the closed left-half of the complex plane if and only if condition (33) is satisfied.
In order to complete the proof of the sufficiency part of the theorem, we must show that if conditions (33) and (34) are satisfied in the case when N is positive semidefinite, then the matrixȂ can have no eigenvalues on the jω axis. Similarly, we must show that if conditions (33) and (35) are satisfied in the case that N is negative semidefinite, then the matrixȂ can have no eigenvalues on the jω axis.
Indeed, using Lemma 6, the fact that G(s) is NI and the fact thatḠ(s) is SNI, we conclude that det(I − G(jω)Ḡ(jω)) = 0 for all ω > 0. This implies thatȂ has no eigenvalues on the imaginary axis for ω > 0. Thus, to complete the proof, we will show that in the case when N is positive semidefinite, conditions (33) and (34) imply that det(Ȃ) = 0. Similarly, in the case when N is negative semidefinite, we will show that conditions (33) and (35) imply that det(Ȃ) = 0. Indeed
This implies that det(Ȃ) = 0 if det(A + BḠ(0)C) = 0, since det(Ā) = 0 using Lemma 5 and the fact thatḠ(s) is SNI. Now, define the matrix
It follows from Lemma 4 that there exists a non-singular matrix R d such that:
Since the matrix Ξ is assumed to be invertible, this implies that the matrix Λ in (69) is invertible. Now, substituting (27) into (68), it is straightforward to verify that
In the case when N is positive semidefinite, (70) and (72) imply that
Now using (64), it follows that the columns of the matrix N 1/2 are contained in the set N (
). Hence, it follows from the second part of Lemma 4 that (B 3a + P −1 2 C T 3b )N 1/2 = 0. This implies that
Hence (73) can be written as
Since the matrices R d , A 1 ,Ā are invertible and also using (33), (34) , (68), it follows that det(Ȃ) = 0 as required. In the case when N is negative semidefinite, we consider the matrixÑ = (−N ) 1/2 . Then (72) implies that
Using (64), it follows that the columns of the matrixÑ are contained in the set N (
). Hence, it follows from the second part of Lemma 4 that (B 3a + P −1 2 C T 3b )Ñ = 0. This impliesÑ
Hence, (75) can be written as
Since the matrices R d , A 1 ,Ā are invertible and also using (33)-(35), (68), it follows that det(Ȃ) = 0 as required. This completes the proof of the sufficiency part of the theorem.
To complete the proof of the necessity part of the theorem, suppose that the positive-feedback interconnection between the NI transfer function matrix G(s) and the SNI transfer function matrixḠ(s) is internally stable. This implies that the matrix A is Hurwitz and hence has all its eigenvalues are in the open left-half of the complex plane. This together with Claim 1 and (67) implies that conditions (33) and (35) are satisfied in the case when N is negative semidefinite. Similarly, in the case when N is positive semidefinite, Claim 1 and (67) implies that conditions (33) and (34) are satisfied. This completes the proof of the theorem.
Proof of Corollary 3:
The proof of this corollary will proceeds in an almost identical fashion to the proof of Theorem 5. Indeed, we first state the following claim:
Claim 2: Assume that the matrix N in (31) satisfies N [C 1 C 3b ] = 0, then T > 0 if and only if (33) is satisfied. This claim corresponds to Claim 1 in Theorem 5 when we relax the conditions on the matrix N . The proof of this claim is similar to the proof of Claim 1 in the proof of Theorem 5 since (60) is automatically satisfied in the case when N [C 1 C 3b ] = 0.
Also, the determinant condition in (68) will be automatically satisfied using the fact N [C 1 C 3b ] = 0 in (71). The proof of the corollary then follows as in the proof of Theorem 5.
Proof of Corollary 4: Note that for the system (26) , (27) corresponding to the case of this corollary, the conditions (33)- (35) in Theorem 5 reduce to conditions (37)- (39) . Then the proof of the corollary proceeds in an identical fashion to the proof of Theorem 5 for the special case being considered, where the matrix P defined in (55) becomes a matrix of the
Proof of Corollary 5: First note that for the system (26), (27) corresponding to the case of this corollary, the conditions (33)- (35) in Theorem 5 reduce to conditions (41)- (43) . Then the proof of the corollary proceeds in an identical fashion to the proof of Theorem 5 for the special case being considered, where the matrix P defined in (55) becomes a matrix of the form P = P 1 0 0 0 .
APPENDIX B
Here, we present the proof of the main results in the paper. We first show in the following lemma that any NI system can be transformed to the block diagonal form given in (26) , (27) . This will allow us to use the results presented in Appendix A to prove the main results of the paper presented in Section II.
Lemma 7: Any NI system with transfer function matrix G(s) and minimal state space realization (26) , can be transformed to the block diagonal form given in (27) 
is minimal. Also, we can choose this transformation so that the Jordon blocks of T −1 AT are ordered according to the magnitudes of the corresponding eigenvalues of the matrix A, such that the last blocks correspond to the zero eigenvalues of A if they exist. Furthermore, this transformation can be chosen so that the Jordan blocks corresponding to the zero eigenvalues are ordered according to increasing order of the Jordan blocks. Also, a further transformation can be applied so that the matrix A 3 corresponding to the Jordan blocks of order two is of the form (28) .
Now, we claim that if G(s) is NI, then there are no Jordan blocks corresponding to zero eigenvalues of order greater than or equal to three. To prove this claim, suppose that there is a Jordon block of A corresponding to a zero eigenvalue of order greater than or equal to three. This together with the minimality of the realization implies that G 3 = lim s−→0 s 3 G(s) = 0 which contradicts the NI definition. Thus the zero eigenvalues of A will only have Jordon blocks of order one or two. From this, it now follows that the matrix T −1 AT will be of the form (27) . This completes the proof of the lemma.
The next lemma is a technical lemma, which will be used in order to prove Theorem 1.
Lemma 8: For any full rank matrices A, B, C and D which satisfy AB = CD where A ∈ R n×r , B ∈ R r×n , C ∈ R n×r , D ∈ R r×n and n ≥ r, there exists an invertible matrix R such that A = CR and B = R −1 D.
Proof: Since B is of full rank, and n ≥ r, AB = CD implies
To show that R is nonsingular, suppose that R is singular. Then there exists a non-zero n × 1 vector x such that Rx = 0. This implies that Ax = 0 which contradicts the fact that A is a full rank. Hence, that there exists a nonsingular matrix R such that A = CR. Also, since C is of full rank and n ≥ r, it follows that C has a left inverse, which implies that RB = D; i.e., B = R −1 D. This complete the proof.
Proof of Theorem 1: Lemma 7 shows that any strictly proper NI system can be represented in the block diagonal form (26), (27) . This implies that we only need to show the equivalence of the assumptions and the conditions (33)- (35) in Theorem 5 and the assumptions and the conditions (11)-(13) in this theorem.
First, it is straightforward to verify that the condition k = 0 is equivalent to the condition G 2 = 0. Also, it follows from (44) and (5) that there exists a full rank matrix J such that
Also, it follows from Lemma 2 and Lemma 8 that there exists an invertible matrix X such that C 3a = JX and B 3b = X −1 J T . We let
is of full rank. Then Lemma 3 implies that P 2 is symmetric and also we obtain
In the case when N is positive semidefinite, the definition of N implies that N [C 2 C 3a ] = 0, and hence N 1/2 [C 2 C 3a ] = 0.
Using (44) , it follows that
Substituting (44), (77), and (78) into condition (34) in Theorem 5, it follows that this condition can be rewritten as
Similarly, in the case when N is negative semidefinite, it follows thatÑ [C 2 C 3a ] = 0. This implies that
Substituting (44), (77), and (80) into condition (35) in Theorem 5, it follows that this condition can be rewritten as
Now, using Lemma 1 and substituting for G 1 and G 2 from (4) in the Hankel matrix defined in (6) , it follows that
Using this and the SVD in (7) , it follows that:
Using Lemma 2 and Lemma 8, it follows that there exists a nonsingular matrix R such that
whereĈ
This implies thatÂ 2 = R −1Ã2 R = 0 sinceÃ 2 = 0. It follows that UÂ = ĈÂ
Using this and (8), it follows that:
Also, sinceÃ = A 2 0 0 A 3 = ⎡ ⎣ 0 0 0 0 0 I 0 0 0 ⎤ ⎦ , it follows that:
Now observe that we can write the matrix [C 2 C 3a ] as
Also, observe thatÂx = 0 if and only if
Hence, N (Ã) = RN (Â). Therefore it follows from (83) and (84) that:
This implies that there exists a nonsingular matrixR such that ⎡
Substituting this into (85) and using (82) implies
where F = U 1V2 as in (10) . Substituting (86) into the matrix (31) and (32) implies that
where N f is defined as into (9) . Substituting (87) in (79) and (81) implies that conditions (34) and (35) in Theorem 5 are equivalent to conditions (12) and (13) in the theorem respectively. Also, (86) implies that
It follows that condition (33) in Theorem 5 is equivalent to condition (11) in the theorem sinceR is invertible. This completes the proof of the theorem. Proof of Corollary 1: In order to prove this corollary, we show that the stability conditions and the assumptions in Corollary 4 are equivalent to the stability conditions and the assumptions in this corollary. First, it is straightforward to verify that the conditions k = 0 and n 2 = 0 are equivalent to the conditions G 2 = 0 and G 1 = 0. Also, using (44) and the decomposition in (5), it follows that C 3a B 3b = JJ T , and hence Lemma 8 implies that there exist an invertible matrix X such that C 3a = JX. This implies that the matrix N 2 in (14) is equal to the matrix N in (36) . Also, since C 3a = JX and X is invertible, it follows that condition (15) in Corollary 1 is equivalent to condition (37) in Corollary 4. Since G 1 = 0, it follows that:
This implies that N 1/2 C 3b = 0 in the case when N is positive semidefinite. Using the fact that G 0 = −C 1 A −1 1 B 1 from Lemma 1, it follows that condition (16) in Corollary 1 is equivalent to condition (38) in Corollary 4. Also, in the case when N is negative semidefinite (88) implies thatÑC 3b = 0. Using the fact that G 0 = −C 1 A −1 1 B 1 from Lemma 1, it follows that condition (17) in Corollary 1 is equivalent to condition (39) in Corollary 4. This completes the proof of the corollary.
Proof of Theorem 2: In order to prove this theorem, we first show that N (G 2 ) ⊆ N (G T 0 ) implies the condition N [C 1 C 3b ] = 0 in Corollary 3, in the case when G 1 = 0. Indeed, suppose that N (G 2 ) ⊆ N (G T 0 ). This implies that
where R(·) denotes the range space of a matrix. Since G 2 = JJ T and J is of full rank, it follows that:
which implies that there exist a matrix Q such that G 0 = JQ. Then, we consider the matrix N defined as
which is the formula for the matrix N in Corollary 3 in the case in which G 1 = 0. This implies that NG 0 = NJQ = 0, since NJ = 0, and hence from Lemma 1, it follows that:
Using a similar calculation as in (63) in the proof of Theorem 5, this implies that
Also, since G 1 = C 3 B 3 = C 3a B 3a + C 3b B 3b = 0, it follows that:
NC 3a B 3a + NC 3b B 3b = 0, ⇒ NC 3b B 3b = 0, since NC 3a = 0, ⇒ NC 3b = 0 since B 3b is of full rank.
Using (89) and (90), it follows that N [C 1 C 3b ] = 0. This implies the assumptions in Corollary 3 are satisfied in the case when G 1 = 0. Also, as in the proof of Theorem 1, the condition (15) reduces to condition (33) in Corollary 3.
Proof of Theorem 3:
In order to prove this theorem, we show that the stability conditions and the assumptions in this theorem are equivalent to the stability conditions and the assumptions in Corollary 5. First, it is straightforward to verify that the conditions n 2 = 0 and k = 0 are equivalent to the conditions G 1 = 0 and G 2 = 0. Using Lemma 8 and the fact that G 1 = C 2 B 2 from Lemma 1, it follows that there exists an invertible matrix R such that C 2 = F 1 R, where the matrix F 1 is given in (18) . This implies that the matrix N 1 in (19) is equal to the matrix N in (40) . Also, since C 2 = F 1 R and R is invertible, it follows that condition (20) in this theorem is equivalent to condition (41) in Corollary 5. Finally, using the fact that G 0 = −C 1 A −1 1 B 1 from Lemma 1, it follows that conditions (21) and (22) in this theorem are equivalent to conditions (42) and (43) in Corollary 5 respectively. This completes the proof of the theorem.
Proof of Theorem 4: In order to prove this theorem, we first show that N (G T 1 ) ⊆ N (G T 0 ) implies the condition N [C 1 C 3b ] = 0 in Corollary 3, in the case when G 2 = 0. Indeed, suppose that N (G T 1 ) ⊆ N (G T 0 ). This implies that
Since G 1 = C 2 B 2 from Lemma 1 and B 2 is of full rank using Lemma 2, it follows that R(C 2 ) = R(G 1 ). Using (91), it follows that:
which implies that there exists a matrix Q such that G 0 = C 2 Q. Then, we consider the matrix N defined as
which is the formula for the matrix N in Corollary 3 for the case in which G 2 = 0. This implies that NG 0 = NC 2 Q = 0, since NC 2 = 0 and hence from Lemma 1 it follows that:
Using a similar calculation as in equation (63) in the proof of Theorem 5, this implies
This implies the assumptions in Corollary 3 are satisfied in the case when G 2 = 0. Also, as in the proof of Theorem 1, condition (20) reduces to condition (33) in Corollary 3.
Proof of Corollary 2:
In the case where G 1 is assumed to be invertible in this corollary, it follows that the matrix F 1 in (18) is invertible. Then, the condition (20) reduces to the condition G(0) < 0 and the corollary follows immediately from Corollary 4. In the case where G 2 is assumed to be positive definite in this corollary, it follows that the matrix J in (5) is invertible. Then, the condition (20) reduces to the conditionḠ(0) < 0 and the corollary follows immediately from Corollary 2.
