interactions are important in numerous physical, chemical, and biological systems. However, traditional density functional theory (DFT) within local or semi-local approximations can hardly treat this interaction. Among various attempts to handle vdW interactions in DFT, semiempirical correction methods are known to present the advantages of low additional computational costs and easy implementation in conventional DFT codes. In this review, we summarize the state-of-the-art semi-empirical vdW correction methods based on pairwise summations within the atoms-inmolecules scaling framework, such as the Grimme's D3 methods and variants of the Tkatchenko-Scheffler method. In addition, we compare the performance of these methods for systems ranging from molecules to solids, which have dispersive to ionic interactions: 128 molecular pairs, 23 molecular crystals, 4 noble gas crystals, 27 two-dimensional layered materials, and 9 ionic crystals.
Introduction
Van der Waals (vdW) interactions [1] are a type of universal interaction that are critical in determining the physical, chemical, and biological properties of numerous systems. However, density functional theory (DFT), in its common local or semilocal approximations, fails to correctly handle this long-range attraction. [2] Therefore, numerous methods have been suggested and are currently under development for the description of vdW interactions; these approaches include semi-empirical corrections, [3] [4] [5] [6] [7] [8] [9] non-local correlation functionals, [10] [11] [12] [13] [14] [15] double hybrid density functionals, [16] [17] [18] and the adiabatic-connection fluctuation-dissipation theorem within the random phase approximation (ACFDT-RPA). [19] [20] [21] In particular, semi-empirical methods have been widely known for their advantages of having virtually no additional computational cost and their relative ease of implementation in conventional Kohn-Sham DFT codes. In this review, we discuss the performance of various semiempirical vdW correction methods that are based on a pairwise summation, focusing on the most recently developed corrections, such as Grimme's D3 method, [7] or the various flavors of the Tkatchenko-Scheffler correction. [6, [22] [23] [24] [25] 
Semi-Empirical vdW Correction Methods in DFT
In the framework of semi-empirical methods, the Kohn-Sham energy, E KS2DFT , is corrected by the term E disp to take into account the vdW interactions:
The dispersion correction energy, E disp , is a sum of pairwise and additive 1=r n AB potentials with damping functions, f damp;n , and dispersion coefficients, C n;AB , between atoms A and B. 
Within this formalism, the C n parameters are crucial because they define the strength of the dispersion interaction, and therefore, their systematic determination based on the elements and local environments is important to obtain high accuracy and less empiricism in the results. The damping functions f damp;n are necessary to prevent the divergence of the C n =r n terms for small values of r.
Dispersion Coefficients
The semi-empirical vdW correction methods ( Fig. 1 ) have focused on improving the determination of the C 6 values by taking into account the effect of the local atomic environment. In early works, the determination of the C 6 values for all of the elements of the periodic table often relied on a least-square fitting to molecular data [3, 4] or on derivations from force-field parameters. [9] Time dependent DFT (TDDFT) calculations of atomic polarizabilities are currently commonly employed to obtain the dispersion coefficients. The Casimir-Polder formula [26] correlates the coefficient C 6;AB with the atomic polarizability at an imaginary frequency, a ix ð Þ: Based on the Casimir-Polder dispersion coefficients of free atoms, C free 6 , different scaling strategies that depend on the local atomic environment within a molecule or in condensed matter have been proposed. For example, the TkatchenkoScheffler (TS) method [6] relies on Hirshfeld partitioning, [27, 28] in which the effective volume of an atom in a molecule is calculated to adjust the free-atom C free 6 . On the contrary, Grimme's D3 method [7] considers the distance-dependent coordination number (CN) to connect the C free 6
of a free atom with the C hydride 6 of various hydrides by modeling the change in the values of C 6 between various hybridization states.
Grimme's D3 Method
The D3 method of Grimme [7] relies on the determination of the CN of each atom to adjust the C 6 coefficients to the local environment. The CN of an atom A is defined as:
where N at is the number of all atoms in a system, k 1 and k 2 are the damping parameters chosen for a reasonable estimation of the CN, R A;cov and R B;cov are the (single-bonded) covalent radii of atoms A and B, which are separated by the distance r AB in the system. Then, the CNs of the atoms are used to obtain the C 6 coefficient for the pair of atoms A and B by a twodimensional interpolation of the C 6 coefficients of reference systems (free atoms and hydrides) i and j where the CNs of A and B in the reference molecules A m H n and B k H l are CN A i and CN B j :
where N A and N B are the total numbers of reference molecules for atoms A and B to estimate a set of the reference CasimirPolder coefficients, C 
and L ij is a Gaussian weight function defined as:
where k 3 is an adequate damping parameter for the interpolation of the set of reference Casimir-Polder C 6 as a function of the CN. Note that the D3 method is further improved by including the multipole expansion of the higher-order interaction energy with the C 8;AB coefficient. The recursive relation for the higherorder dispersion coefficient, derived and estimated in a previous study, [29] was used to obtain C 8;AB :
where
In Eq. (9), hr 4 i A and hr 2 i A denote the simple multipole-like expectation values that are derived from atomic densities. The nuclear charge dependent ad hoc factor, ffiffiffiffiffi Z A p , is added to obtain consistent interaction energies for systems consisting of heavy elements. The remaining factor, s 42 , is a global scaling factor.
The Tkatchenko-Scheffler Method and Its Variants
The TS method
The method of Tkatchenko and Scheffler [6] uses the Hirshfeld partitioning [27, 28] to obtain the effective atomic polarizability a eff and dispersion coefficient C eff 6 , which depend on the environment of an atom in a molecule. According to Hirshfeld, the promolecule density can be partitioned into atomic density in the molecule:
where w A r ð Þ is the Hirshfeld atomic partitioning weight for the atom A, n free A r ð Þ is the electron density of the free atom A, and the sum in the denominator of w A r ð Þ is the promolecule density.
Using the direct proportionality of polarizability to volume, [30] the effective atomic polarizability of an atom A, a eff A , can be obtained by the ratio between the effective volume 
where j i A is the proportionality constant between volume and polarizability for the free-atom and atoms-in-molecules, and n r ð Þ is the actual molecular density and is partitioned by Hirshfeld weight, w A r ð Þ, to get the effective atomic volume in a molecule.
According to London, [1] the dispersion coefficient of an atom is proportional to the square of polarizability, which yields the effective dispersion coefficient of the atom A, C eff 6;A :
where g i A is the effective frequency for the free-atom and atoms-in-molecules, and the proportionality constant g Once the C 6 coefficient of each atom is obtained, the C 6 coefficient for a pair of atoms is obtained following the combination rule:
and then used in the formula to calculate E disp .
The TS1SCS method
For a better description of condensed matter, it is necessary to include not only the short-range electrostatic screening due to the local chemical environment but also the effect of longrange electrostatic interactions that screen the atomic dipolar fluctuations. Successive studies [22, 23] have illustrated these effects by calculating the effective atomic polarizabilities in a self-consistent way using the following equation:
where a TS r; ix ð Þ is the sum of the original TS atomic polarizabilities and s r2r 0 ð Þ is the dipole-dipole interaction tensor. Because the TS method only provides the information of point polarizabilities, the polarizability in space (14) should be reduced to a discretized form based on a collection of spherical quantum harmonic oscillators (QHOs):
In Eq. (15), the tensor of the modified dipole-dipole interactions is defined as: 
The TS/HI method Although the Hirshfeld partitioning successfully accounts for the local chemical environment and the TS1SCS method can improve this partition with the inclusion of long-range screening effects, the Hirshfeld partitioning used to obtain the volume of each atom is problematic for ionic solids. Therefore, Bučko et al. [24, 25] suggested using the iterative Hirshfeld partitioning scheme (the Hirshfeld-I algorithm) [31, 32] to allow for a better description of the charge transfer. The Hirshfeld-I algorithm defines the Hirshfeld weight function at each step i as:
Then, the number of electrons per atom is determined by using:
and the new reference charge densities are defined as:
In Eq. (20), x b c is the integer part of x and x d e is x b c11. Therefore, in the iterative Hirshfeld method, the reference atomic densities correspond to a weighted average of the neutral atom and the ionic densities.
Assessment of the Accuracy of the vdW Correction Methods
In practice, for an accurate correction method, error minimization is as (or is more) important as decreasing the empiricism inherited in semi-empirical correction methods. To assess the performance of such methods, the most difficult and important step is reserving well-balanced benchmark sets with reliable reference energies. Because the magnitude of vdW energies is only of a few k B T, either a highly accurate ab-initio method or precise experimental measurements are needed as references.
Coupled-cluster theory is regarded as the gold standard for the accurate description of vdW interactions, but its very high computational cost limits its practical application mostly to the non-periodic interactions of organic molecules. Hobza and coworkers developed many benchmark sets based on coupled-cluster theory at the complete basis-set limit, namely, the S22 set (non-covalent benchmark set), [33] the S66 set (benchmark interaction energies relevant to biomolecular structures), [34] the X40 set (non-covalent interactions of halogenated molecules), [35] and so on. These benchmark sets include the elements H, C, N, O, S, and X (X5F, Cl, Br, I) of the periodic table and non-covalent interactions between pairs of organic molecules. By calculating all of the possible two-body, three-body, and four-body interactions with appropriate cut-off distances, one can reconstruct the many-body vdW interactions of solids from a collection of non-periodic coupled cluster calculations. However, this tremendous calculation effort prohibits its routine application to many systems, except for simple clusters and crystals. [36] If one can eliminate the thermal energy and zero-point energy contributions, the experimental heat of sublimation or cohesive energy can be used for comparison with DFT results. For example, Reilly et al. [37] have developed the X23 benchmark set based on the experimental heat of sublimation; the set consists of 23 molecular crystals containing C, H, O, and N atoms. An accurate determination of the interlayer binding energies of layered materials, which is one large category of vdW materials, is hardly possible either by using coupled-cluster theory or with experiments. The ACFDT-RPA calculations are known to provide accurate binding energy between slabs, [38] and therefore it can provide a reliable reference for the interlayer binding energies of layered materials as shown for graphite. [39] So far, the interlayer binding energies from the ACFDT-RPA calculations have been determined for graphite, [39] h-BN, [40] and various transition metal dichalcogenides (TMDs). [41] In this review, we compare different atom-pairwise methods against various benchmark sets that include intermolecular vdW interactions up to condensed phase many-body interactions, which range from dispersive interactions to ionic ones.
As an exchange-correlation functional, the widely used Perdew-Burke-Ernzerhof (PBE) functional [42] was chosen, and semi-empirical corrections to the PBE energies were obtained and compared. For consistent comparison under the same calculation conditions with the same program, we performed all of the calculations using the Vienna ab-initio simulation package (VASP) [43] [44] [45] [46] and with the projector augmented wave (PAW) pseudopotentials, [47, 48] although some of the current tests have already been reported in several previous publications. [23] [24] [25] 41, [49] [50] [51] The implementation of the various methods in the VASP code is described elsewhere. [7, [23] [24] [25] Conditions for the kinetic energy cut-off (E cut ) of the plane waves and for the k-point sampling are listed in Table 1 .
Molecular Pairs
The non-periodic interactions between a pair of molecules were benchmarked using the S22 set, [33] the S66 set, [34] and the X40 set, [35] which are shown in Figures 2a-2c In detail, among the molecular pairs included in the S22 set, the maximum errors of the TS1SCS, TS/HI, and D3 methods occur for the adenine-thymine stacking interaction (233 meV, 260 meV, and 286 meV, respectively), while that of the TS method occurs for the indole-benzene stacking interaction (135 meV). Here, the negative sign implies that the vdW correction to DFT yields weaker binding energies than the reference value. For the S66 set, the maximum errors of the TS, TS1SCS, and TS/HI methods occur for the pentane-pentane interaction (163 meV, 175 meV, and 183 meV, respectively) and that of the D3 method occurs for the methanolmethylamine interaction (148 meV). For the X40 set, the maximum errors of all of the correction methods occur for the HClmethylamine interaction (198 meV, 191 meV, 193 meV, and 1109 meV for TS, TS1SCS, TS/HI, and D3, respectively).
It is interesting to note that the maximum errors for all of the correction methods usually arise in a common system, suggesting the possible existence of a systematic error. However, it should also be noted that the magnitude of the error per molecule (the above errors are that for pairs) is 50 meV, which is already close to the so-called chemical accuracy (1 kcal/mol 5 43 meV). Thus, it is concluded that the correction methods are satisfactory for predicting the vdW interactions Noble gas crystals 600 83838 2D layered materials [b] [a] In the X23 case, the k-point was sampled with a spacing of at least the assigned value including the C-point. between non-periodic organic molecular pairs; however, one should also keep in mind that the S22 set has been included in the training set when the free parameters of the above methods were fitted.
Molecular Crystals
The vdW interactions existing in molecular crystals were tested using the X23 set. [37] PBE yields the MAE of 530 meV and the MAPE of 62% per molecule, which are improved by the vdW corrections; MAE 5 130 meV and MAPE 5 16% for TS, MAE 5 90 meV and MAPE 5 11% for TS1SCS, MAE 5 130 meV and MAPE 5 17% for TS/HI, and MAE 5 50 meV and MAPE 5 6% for D3.
In comparison with the molecular pairs, the many-body effect takes a crucial role for obtaining the correct energies of crystal systems. It is shown that the magnitude of the error per molecule increases nearly 10-fold compared to the molecular pair cases, indicating the intrinsic limitation of the pairwise additive methods. As shown in Figure 3 , TS and its variant methods discussed in this work tend to overestimate the sublimation energies of molecular crystals because the many-body effect usually weakens the intermolecular interactions, and it is further of noted that such pairwise methods are known to fail in describing subtle energetic differences among polymorphs of molecular crystals. [50] The maximum errors of the TS, TS1SCS, and TS/HI methods occur in the adamantane crystal with values of 408 meV, 256 meV, and 501 meV, respectively, while that of the D3 method occurs in the cyanamide crystal with a value of 136 meV.
Noble Gas Crystals
Noble gas crystals are the systems in which the dispersion energy is the most well-defined, and they have thus been widely investigated to date. By comparing the lattice parameters and cohesive energies of noble gas crystals (Ne, Ar, Kr, and Xe) with the coupled-cluster values, [52] all of the vdW correction methods show a nearly equal performance (Fig. 4) , as characterized by the MAE of 15 meV/atom and the MAPE of 24% for TS, the MAE of 19 meV/atom and the MAPE of 25% for TS1SCS, the MAE of 16 meV/atom and the MAPE of 24% for TS/HI, and the MAE of 12 meV/atom and the MAPE of 25% for D3. The equilibrium lattice parameters calculated with the various methods are nearly the same. Particularly, the lattice parameters tend to be overestimated and the cohesive energies tend to be underestimated (except for the Ne crystal), a behavior that becomes more pronounced in the heavier systems. This trend implies that there could be a systematic error that increases when going down a column of the periodic table, which will be further discussed in the following section.
2D Layered Materials
A large family of layered materials, in which the layers are weakly bound together by vdW interactions to form 3D crystals, can be isolated into single-or few-layered nanosheets without dangling bonds at the surface through mechanical exfoliation or liquid exfoliation. The energy required for the exfoliation, i.e., the interlayer binding energy, is thus a property of great interest, but its accurate determination is experimentally and theoretically challenging. Therefore, the vdW correction methods were assessed against the ACFDT-RPA values of a variety of layered materials: graphite, h-BN, PbO 
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error of the long-range screened polarizabilities leading to unphysical results. [53] The interlayer distances obtained with the PBE functional are substantially larger than the reference values, while the inclusion of vdW corrections is effective in resolving the problem (Fig. 5a) .
For the interlayer binding energies, MAE showing a nearly equal performance of the TS/HI and D3 methods, while the TS correction shows a relatively worse performance. However, all of the DFT binding energies obtained with the vdW corrections are systematically higher than the ACFDT-RPA values by a noticeable amount. It has already been discussed that ACFDT-RPA tends to slightly underestimate the interlayer binding energies [39] (e.g., for graphite: 36 meV/Å 2 with ACFDT-RPA vs. 43 meV/Å 2 with quantum Monte Carlo, [54] which is 16% underestimation). Even when taking this behavior into account, the stronger binding energy obtained with the vdW correction methods compared to the ACFDT-RPA results might still be too large (MAPE > 50%). As a representative case, the TS method has the largest error for the TaSe 2 system (AAstacking) with the error of 47 meV/Å 2 (241%). However, this could not be attributed to the possible error in atomdependent coefficients because HfSe 2 (also consisting of Se) and TaS 2 (also consisting of Ta) only show the errors of 9.2 meV/Å 2 (54%) and 18.3 meV/Å 2 (103%), respectively. While we can attribute these overestimations to the lack of many-body effects since the many-body dispersion (MBD) method [22] resulted in improved estimations for graphite and h-BN, [55] more careful examination and tests will be required for the correct prediction of the interlayer binding energies using vdW correction methods. To confirm the possible existence of row-dependent errors, more extensive benchmark sets covering many elements in the periodic table will therefore be essential.
Ionic Crystals
The other extreme type of non-covalent interactions is the ionic interaction. [56, 57] For an accurate description of all of the non-covalent interactions, a method must therefore be able to address the whole range of interactions. Accordingly, the vdW correction methods are tested for ionic crystals of LiH, LiF, LiCl, NaF, NaCl, NaI, KCl, KI, and MgO. The TS1SCS, TS/HI, and D3 methods using the bare PBE functional show reasonable agreement with the experimental lattice parameter, while the TS correction significantly shrinks the lattice by the MAE of 0.41 Å , as shown in Figure 6a . For the cohesive energies, the PBE level is already satisfactory (MAE 5 89 meV/atom), while the TS and TS1SCS corrections yield a substantial overestimation, characterized by the MAEs of 776 meV/atom and 379 meV/atom, respectively. This is attributed to the limitation of the standard Hirshfeld partitioning in ionic solids, which fails to describe the significant charge transfer between atoms. [31] Employing the iterative Hirshfeld partitioning scheme resolves this issue, as demonstrated in the TS/HI results that show nearly the same magnitude of error as PBE (MAE 5 89 meV/atom). The D3 approach slightly overestimates the cohesive energy compared to PBE (MAE 5 129 meV/ atom), which is not as significant as for TS and TS1SCS.
Summary
In this review, we discussed the semi-empirical vdW correction methods that are based on a pairwise summation. Specifically, we focused on the methods that use the atoms-in-molecules concept, which scales the vdW interaction strength, C 6 , as the local environment of neutral, free atom changes in a molecule, such as Grimme's D3 and the TS methods. Additionally, the improved schemes based on the TS correction are also reviewed. The TS1SCS method includes long-range screening effects in a self-consistent fashion to account for the electrodynamic response of the polarizability of an atom in a given chemical system, whereas the TS/HI method uses the iterative Hirshfeld scheme to describe the polarizabilities of atoms when the electronic distribution is remarkably altered from that of the neutral atom, such as in ionic crystals.
We tested the performance of the above methods on various benchmark sets of molecular pairs, two-dimensional materials, and bulk condensed-phase materials. The overall assessment of the accuracy of the vdW correction methods is summarized in Table 2 . Although the benchmark calculations on molecular pairs showed that all of the tested methods describe the vdW energies within chemical accuracy, the errors increase nearly 10-fold when the molecules are assembled into a solid, which is because of the lack of many-body dispersion interactions. The tests on noble gas crystals and twodimensional materials imply the possible existence of systematic row-dependent errors, which should be further closely examined by studying several elements of the periodic table. For systems with strong ionic character, the TS/HI method shows the best performance.
There still exists significant demand for the development of a unified method that is highly accurate for diverse systems ranging from molecules to solids. Particularly, an effective method to include the many-body dispersion, e.g., MBD, could be essential for the transferability of the semi-empirical correction. Moreover, despite our current efforts to cover the full range of systems as much as possible, benchmark sets with reliable energetics are still limited mainly to the elements in the upper-right side of the periodic table, i.e., C, N, O, H, and some chalcogens and halogens (some transition metals are included in TMDs, but they are surrounded by chalcogens). For example, the vdW interactions of metals are regarded to be critical for molecular adsorption on the metal surface, but highly accurate benchmark sets for the quantitative assessment of the vdW interactions of metals are hardly available yet. Moreover, an important but rarely performed test is that of the deterioration of the already good performance of the original DFT framework for systems in which vdW interactions are not the dominant interactions (e.g., ionic crystals) by the vdW correction. We conclude that more extensive and unbiased tests covering the entire periodic table should be endeavored in future.
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