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BASES OF STANDARD MODULES FOR AFFINE LIE ALGEBRAS OF TYPE C
(1)
ℓ
GORAN TRUPCˇEVIC´
Abstract. Feigin-Stoyanovsky’s type subspaces for affine Lie algebras of type C
(1)
ℓ
have monomial
bases with a nice combinatorial description. We describe bases of whole standard modules in terms
of semi-infinite monomials obtained as “a limit of translations” of bases for Feigin-Stoyanovsky’s type
subspaces.
1. Introduction
Principal subspaces were introduced by B. Feigin and A. Stoyanovsky in 1994. who have recovered
Rogers-Ramanujan and Gordon identities by computing character formulas for these spaces. Furthermore,
from bases of these subspaces they have constructed bases of whole standard modules consisting of semi-
infinite monomials (see [FS]).
Let us briefly recall this construction of basis. Let gˆ = sˆl2(C) be an affine Lie algebra with basis e(n),
h(n), f(n); n ∈ Z, and a central element c, and let V = L(Λ0) be the basic module for gˆ, with a highest
weight vector v0 = vΛ0 . Consider a commutative subalgebra n¯ = 〈e(n)〉. Define the principal subspace of
V byW = W (Λ0) = U(n¯)v0. For a monomial e(nt) · · · e(n1) say that it satisfies difference condition (DC,
for short) if ns+1 ≤ ns − 2, 1 ≤ s < t. Furthermore, a monomial e(nt) · · · e(n1) satisfies initial condition
(IC, for short) if ns < 0, 1 ≤ s ≤ t. Then the set
{e(nt) · · · e(n1)v0 | satisfies DC and IC}
is a basis of W .
Set vi = Tiv0, Wi = TiW0 = U(n¯)vi, where Tn, n ∈ Z are translations from the affine Weyl group of gˆ.
Then
(1) · · · ⊂W1 ⊂W0 ⊂W−1 ⊂W−2 ⊂ . . . , V =
⋃
Wn,
and
v0 = e(1)v−1 = e(1)e(3)v−2 = e(1)e(3)e(5)v−3 = . . .
Basis of Wi consists of monomial vectors satisfying difference condition and a shifted initial condition:
ns < −2i. The sequence of inclusions (1) is described by
e(nt) · · · e(n1)v−i = e(nt) · · · e(n1)e(2i+ 1)v−i−1 = e(nt) · · · e(n1)e(2i+ 1)e(2i+ 3)v−i−2.
If we now take “the limit to ∞” we obtain
v−i = xα(2i+ 1)xα(2i+ 3)xα(2i+ 5) · · · v−∞.
We say that a semi-infinite monomial e(n1)e(n2) · · · stabilizes if from some point on, degrees of successive
factors are successive odd numbers. Then the set
{e(n1)e(n2) · · · v−∞ | satisfies DC and stabilizes}
is a basis of V .
Similar in spirit to the notion of principal subspaces, Feigin-Stoyanovsky’s type subspaces were intro-
duced by M. Primc who has found bases of these subspaces, and in a similar fashion constructed from
them bases of whole standard modules. In [P1] this was done for g˜ of type A
(1)
ℓ , for all standard modules
and a particular choice of Feigin-Stoyanovsky’s type subspaces, and was carried further in [P2] for all
classical Lie algebras and all possible choices of Feigin-Stoyanovsky’s type subspaces, but only for basic
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1
modules, and in [P3] for g˜ of type B
(1)
2 , for all standard modules. In [T1] and [T2] we have constructed
bases for g˜ of type A
(1)
ℓ , for all standard modules and all possible choices of Feigin-Stoyanovsky’s type
subspaces.
For g˜ of type C
(1)
ℓ , a nice combinatorial description of bases of Feigin-Stoyanovsky’s type subspaces
was given in [BPT]. In this paper, we use the description of bases from [BPT] to obtain bases of whole
standard modules consisting of semi-infinite monomials.
2. Affine Lie algebra C
(1)
ℓ
Let g be a complex simple Lie algebra of type Cℓ. Let h be a Cartan subalgebra of g and g = h+
∑
gα
a root decomposition of g. Let
R = {±ǫi ± ǫj | 1 ≤ i ≤ j ≤ ℓ}\{0}
be the corresponding root system realized in Rℓ with the canonical basis ǫ1, . . . , ǫℓ. Fix simple roots
α1 = ǫ1 − ǫ2, . . . , αℓ−1 = ǫℓ−1 − ǫℓ, αℓ = 2ǫℓ
and let g = n−+h+n+ be the corresponding triangular decomposition. Let θ = 2α1+· · ·+2αℓ−1+αℓ = 2ǫ1
be the maximal root and
ωr = ǫ1 + · · ·+ ǫr, r = 1, . . . , ℓ
fundamental weights (cf. [H]). Fix root vectors xα ∈ gα and denote by α
∨ ∈ h dual roots. We identify h
and h∗ via the Killing form 〈 , 〉 normalized in such a way that 〈θ, θ〉 = 2.
Denote by g˜ the affine Lie algebra of type C
(1)
ℓ associated to g,
gˆ = g⊗ C[t, t−1] + Cc, g˜ = gˆ+ Cd,
with the canonical central element c and the degree element d (cf. [K]). It has a triangular decomposition
g˜ = n˜− + h˜+ n˜+,
where n˜− = n−+ g⊗ t
−1C[t−1], h˜ = h+Cc+Cd, n˜+ = n++ g⊗ tC[t]. Denote by Λ0, . . . ,Λℓ fundamental
weights of g˜.
For x ∈ g and n ∈ Z denote by x(n) = x ⊗ tn and x(z) =
∑
n∈Z x(n)z
−n−1, where z is a formal
variable.
3. Feigin-Stoyanovsky’s type subspaces
Fix the minuscule weight ω = ωℓ = ǫ1 + · · ·+ ǫℓ ∈ h
∗; then 〈ω, α〉 ∈ {−1, 0, 1} for all α ∈ R and define
the set of colors
Γ = {α ∈ R | 〈ω, α〉 = 1} = {ǫi + ǫj | 1 ≤ i ≤ j ≤ ℓ}.
Write
(ij) = ǫi + ǫj ∈ Γ and xij = xǫi+ǫj .
The set of colors can be pictured as a triangle with rows and columns ranging from 1 to ℓ (see figure 1,
(a)); color (ij) lies in the i-th column, and the j-th row of the triangle.
This gives a Z-gradation of g˜; let g0 = h+
∑
〈ω,α〉=0 gα, then
g˜ = g˜−1 + g˜0 + g˜1,
where
g˜0 = g0 ⊗ C[t, t
−1]⊕ Cc⊕ Cd, g˜±1 =
∑
α∈±Γ
gα ⊗ C[t, t
−1].
The subalgebra g˜1 is commutative, and g0 acts on g˜1 by adjoint action.
Let L(Λ) be a standard g˜-module with the highest weight
Λ = k0Λ0 + k1Λ1 + · · ·+ kℓΛℓ,
ki ∈ Z+ for i = 0, . . . , ℓ, and fix a highest weight vector vΛ. Denote by k = Λ(c) the level of g˜-module
L(Λ), k = k0 + k1 + · · ·+ kℓ.
Feigin-Stoyanovsky’s type subspace of L(Λ) is
W (Λ) = U(g˜1)vΛ ⊂ L(Λ).
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Before giving a description of bases of W (Λ), we introduce a linear order on monomials from U(g˜1).
Define a linear order on Γ: set (i′j′) < (ij) if i′ > i or i′ = i, j′ > j. On the set of variables Γ˜ =
{xγ(n) | γ ∈ Γ, n ∈ Z} set xα(n) < xβ(n
′) if n < n′ or n = n′, α < β. Unless otherwise specified, we
assume that variables in monomials are sorted descendingly from right to left. Define the order on the
set of monomials as a lexicographic order – compare variables from right to left (from the greatest to the
lowest one).
Order < is compatible with multiplication (see [P1], [T1]):
(2) if x(π) < x(π′) then x(π)x(π1) < x(π
′)x(π1)
for monomials x(π), x(π′), x(π1) ∈ U(g˜1).
We say that a monomial x(π) = . . . xi′sj′s(−n − 1) · · ·xi′1j′1(−n − 1)xitjt(−n) · · ·xi1j1(−n) . . . satisfies
difference conditions, or shortly, that x(π) satisfies DC for W (Λr) if
(3) i1 < · · · < it, j1 < · · · < jt, i
′
1 < · · · < i
′
s, it < j
′
1 < · · · < j
′
s.
This means that colors of factors of x(π) of each degree lie on diagonal paths in Γ, and a diagonal path
of (−n − 1)-part lies below it-th row, where it is the column of the smallest color of the (−n)-part; see
figure 1, (a). Alternatively; below the triangle Γ we can glue a transposed copy of Γ, with rows and
columns interchanged, and represent the (−n)-part in the upper triangle and (−n− 1)-part in the lower,
transposed triangle. In this case, if a monomial satisfies difference conditions, then its (−n− 1)-path lies
on the right (and below) of the (-n) path, in the copy of Γτ (see figure 1, (b))). If we continue this gluing
and transposing procedure, we can represent a monomial satisfying difference conditions by a diagonal
path in a diagonal strip of copies of Γ and Γτ (see figure 2).
Figure 1. Difference conditions
(a)
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2
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A monomial x(π) satisfies initial conditions for W (Λr) if it does not contain xij(−1), i ≤ j ≤ r, as a
factor. This means that the (−1)-path of x(π) lies bellow the r-th row (see figure 2).
Note that initial conditions can be interpreted in terms of difference conditions: x(π) satisfies differ-
ence and initial conditions for W (Λr) if and only if a monomial x(π
′) = x(π)x1r(0) satisfies difference
conditions.
In the level k > 1 case, for Λ = Λr1 + · · ·+Λrk we embed L(Λ) in a tensor product of standard modules
of level 1
L(Λ) ⊂ L(Λr1)⊗ · · · ⊗ L(Λrk),
with highest weight vector
vΛ = vΛr1 ⊗ · · · ⊗ vΛrk .
In this case, a monomial x(π) satisfies difference and initial conditions for W (Λ) if there exists a factor-
ization x(π) = x(π(1)) · · ·x(π(k)) such that x(π(t)) satisfies difference and initial conditions for W (Λrt).
3
Theorem 1 ([BPT]). The set
{x(π)vΛ |x(π) satisfies DC and IC for W (Λ)}
is a basis of W (Λ).
Figure 2. Basis of W (Λr) consists of monomials satisfying difference and initial conditions
r
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4. Bases of standard modules
For a root α ∈ R, let xα, x−α be chosen such that [xα, x−α] = −α
∨. Define a “Weyl group translation”
operator (cf. [K], [FK])
sα = expxα(0) expx−α(0) expxα(0),
sδ−α = expx−α(1) expxα(−1) expx−α(1),
eα = sδ−αsα.
on L(Λ). The following commutation relations hold
eαde
−1
α = d+ α
∨ −
1
2
〈α∨, α∨〉,(4)
eαhe
−1
α = h− 〈α
∨, h〉c,(5)
eαh(n)e
−1
α = h(n) for j 6= 0,(6)
eαxβ(j)e
−1
α = (−1)
β(α∨)xβ(n− β(α
∨)),(7)
for h ∈ h, β ∈ R, n ∈ Z. Set
e =
∏
α∈Γ
eα.
The following proposition was proven by Primc in the case of Aℓ (cf. [P1], Theorem 8.2; [P2], Proposi-
tion 5.2) and in the case of B2([P3], Proposition 8.2), and it carries over into this case without significant
changes:
Proposition 2 ([P1],[P2],[P3]). L(Λ) = 〈e〉U(g˜1)vΛ.
The main element of the proof is a generalization of Frenkel-Kac vertex operator formula (cf. [FK],
[F], [LP], [P1],[P2],[P3]) for sˆl2(α) generated by xα(n), x−α(n), α
∨(n); n ∈ Z, and a canonical central
element cα = 2c/〈α, α〉,
exp(zxα(z)) = E
−(−α, z) exp(−zx−α(z))E
+(−α, z)eαz
cα+α
∨
.
Note that for a standard module L(Λ) of level k, the restriction to sˆl2(α) is of level 2k for α a short root,
and of level k for α a long root.
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Basic module L(Λ0) is a vertex operator algebra, and L(Λ1), . . . , L(Λℓ) are modules for this algebra
(cf. [LL]). In that setting, operator e can be described in terms of simple current operators. Let
L(Λr)
[ω]
−−→ L(Λℓ−r)
[ω]
−−→ L(Λi)
be simple current operators on level 1 standard modules, such that the commutation relation
(8) xα(n)[ω] = [ω]xα(n+ α(ω)), α ∈ R, n ∈ Z,
holds (cf. [DLM] and [Ga], also see Remark 5.1 in [P3]).
Then
xγ(−n− 1)[ω] = [ω]xγ(−n)
for γ ∈ Γ. Denote by x(π±) a monomial obtained by raising/decreasing degrees in x(π) by 1. By x(π±m)
denote a monomial obtained by raising/decreasing degrees in x(π) by m. Then
x(µ)[ω] = [ω]x(µ+)
for a monomial x(µ) ∈ U(g˜1).
In the level k > 1 case, L(Λ) ⊂ L(Λ0)
k0 ⊗L(Λ1)
k1 ⊗· · ·⊗L(Λℓ)
kℓ , use tensor products of level 1 simple
current operators
[ω] = [ω]⊗ · · · ⊗ [ω].
Like in [P3],
Lemma 3. e = C[ω]2ℓ, for some C 6= 0.
Proof: Note that ∑
γ∈Γ
γ∨ =
∑
1≤i≤j≤ℓ
(ǫi + ǫj)
∨
=
∑
1≤i<j≤ℓ
2(ǫi + ǫj) +
ℓ∑
i=1
2ǫi
= 2ℓ(ǫ1 + · · ·+ ǫℓ)
= 2ℓω.
Relations (4)–(7) and (8) give ex±γ(j)e
−1 = x±γ(j ± 2ℓ) and [ω]
2ℓx±γ(j)[ω]
−2ℓ = x±γ(j ± 2ℓ) for all
γ ∈ Γ. Consequently, since e[ω]−2ℓ commutes with the action of g˜ on L(Λ), it must be equal to a scalar.

Corollary 4. L(Λ) = 〈[ω]2〉U(g˜1)vΛ.
Following [FS], define extremal vectors
(9) · · ·
[ω]−2
−−−→ vΛ
[ω]−2
−−−→ v
(−2)
Λ
[ω]−2
−−−→ v
(−4)
Λ
[ω]−2
−−−→ v
(−6)
Λ
[ω]−2
−−−→ · · ·
v
(−2m)
Λ = [ω]
−2mvΛ, m ∈ Z
and the corresponding shifted Feigin-Stoyanovsky’s type subspaces
W−2m = U(g˜1)v
(−2m)
Λ .
By Corollary 4,
L(Λ) =
⋃
m∈Z
W−2m.
Since
[ω]−2mx(π)vΛ = x(π
+2m)v
(−2m)
Λ ,
basis ofW−2m can be obtained by taking bases ofW and shifting degrees of monomials. We say that x(π)
satisfies initial conditions IC2m for W (Λ) if x(π
+2m) satisfies initial conditions, and that is if and only if
it doesn’t contain elements of degree greater than 2m and elements of degree 2m− 1 satisfy additional
conditions corresponding to initial conditions for elements of degree −1 in x(π).
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Proposition 5. The set
B−2m = {x(π)v
(−2m)
Λ |x(π) satisfies DC and IC2m for W (Λ)},
is a basis for W−2m.
We now describe the sequence of embeddings (9) of shifted Feigin-Stoyanovsky’s type subspacesW−2m.
For a level 1 standard module L(Λr) define
x(νr) = xℓ−r,ℓ(−1) · · ·x2,r+2(−1)x1,r+1(−1).
Define also x(µr) = x(ν
−
ℓ−r)x(νr) (see figure 3).
Figure 3. Periodic path x(µr) = x(ν
−
ℓ−r)x(νr).
1
2
ℓ
1 2 ℓ
(−1)r
(−2)
1
2
ℓ
In order to describe the action of x(νr) and x(µr) on the highest weight vector vΛr , we recall a few
technical facts from [BPT]. Let Vr = U(g0)vΛr ⊂ L(Λr) be a g0-submodule “at the top” of L(Λr). Then
Vr =
∧r
Cℓ, for r = 0, . . . , ℓ, where Cℓ is the vector representation for g0 (cf. [H]). If e1, . . . , eℓ is a basis
for Cℓ, then a basis for Vr consists of vectors vp1...pr = ep1 ∧· · ·∧ epr for 1 ≤ p1 < · · · < pi ≤ ℓ. Moreover,
(10) vΛr = v12...r.
For I = {p1, . . . , pr}, 1 ≤ p1 < · · · < pr ≤ ℓ, denote by vI = vp1...pr .
The following result is from [BPT] (cf. Lemmas 8, 9 and 12, Proposition 14 and Remark 3 in [BPT])
Proposition 6 ([BPT]). Let x(π) = ximjm(−1) · · ·xi2j2(−1)xi1j1(−1) be such that j1 ≤ · · · ≤ jm.
(i) If jt−1 = jt and I ⊂ {1, . . . , ℓ} such that {1, . . . , jt−1} \ {j1, . . . , jt−1} ⊂ I, then x(π)vI = 0.
(ii) If there is an index occuring more than twice in the sequence i1, . . . , im, j1, . . . , jm, s1, . . . , sℓ−m,
then ximjm(−1) · · ·xi1j1(−1)vs1...sℓ−m = 0.
(iii) Set I = {1, . . . , ℓ} \ {j1, . . . , jm}, I
′ = {i1, . . . , im}. Then x(π)vI = C[ω]vI′ , C 6= 0.
Proposition 7. (i) x(νr) is the maximal monomial consisting of factors of degree greater than −1
that acts nontrivially on vΛr and
x(νr)vΛr = C[ω]vΛℓ−r , C 6= 0.
(ii) x(µr) is the maximal monomial with factors of degree greater than −2 that acts nontrivially on
vΛr and
x(µr)vΛr = C[ω]
2vΛr , C 6= 0.
(iii) A monomial x(π) satisfies difference and initial conditions for W (Λr) if and only if x(π)x(µ
+2
r )
satisfies DC.
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Proof: For (i), first note that proposition 6, (iii), and (??) immediately give
x(νr)vΛr = C[ω]vΛℓ−r , C 6= 0.
Assume x(π) = xinjn(−1) · · ·xi1j1(−1) is greater than x(νr). Then there exists 1 ≤ t ≤ n such that
is = s, js = r+ s, for s < t, and either t = ℓ− r+1, or it = t− 1, or it = t, r < jt < r+ t. In the first case
x(π)vΛr = xinjn(−1) · · ·xitjt(−1)C[ω]vΛℓ−r = C[ω]xinjn(0) · · ·xitjt(0)vΛℓ−r = 0.
In the second case x(π)vΛr = 0 by Proposition 6, (ii). In the third case x(π)vΛr = 0 by Proposition 6,
(i). Claim (ii) is a direct consequence of (i). For claim (iii), note that x(µ+2r ) = xr1(0) · · · ; the claim
follows from a remark given below the definition of initial conditions. 
For a higher level module L(Λ), Λ = Λr1 + · · ·+ Λrk , with highest weight vΛr1 ⊗ · · · ⊗ vΛrk set
x(µΛ) = x(µr1) · · ·x(µrk).
Then Proposition 7 and (2) give
x(µΛ)vΛ = x(µr1)vΛr1 ⊗ · · · ⊗ x(µrk)vΛrk
= C1[ω]
2vΛr1 ⊗ · · · ⊗ Cℓ[ω]
2vΛrk
= C[ω]2vΛ,
where C,C1, . . . , Cℓ 6= 0.
Note that, up to a scalar,
x(π)vΛ = x(π)[ω]
−2[ω]2vΛ = x(π)x(µ
+2
Λ )v
(−2)
Λ .
Hence the basis of W can be embedded into the basis of W−2,
B0 ⊂ B−2.
Figure 4. Inclusion B0 ⊂ B−2: the two monomials acting on vΛr and v
(−2)
Λr
, resp., are equal.
r (1)
(0)
(−1)
(−2)
(−3)
r (−1)
(−2)
(−3)
We proceed inductively and obtain a chain of inclusions
(11) B0 ⊂ B−2 ⊂ B−4 ⊂ · · · ⊂ B−2m ⊂ · · · .
Now take “the limit m → ∞”, i.e. take inductive limit of the sequence (11), to obtain a basis of the
whole L(Λ). Formally, set
v
(−2m)
Λ = x(µ
+2m+2
Λ )x(µ
+2m+4
Λ ) · · · v
(−∞)
Λ .
We say that a semi-infinite monomial x(π) has a periodic tail, or that it stabilizes, if from some point on
it consists of successive shifts of x(µΛ),
x(π) = x(π′)x(µ+2m+2Λ )x(µ
+2m+4
Λ ) · · · ,
for some m ∈ Z.
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Figure 5. Inclusion of B0 ⊂ B−2 ⊂ B−4.
(3)
(2)
(1)
(0)
(−1)
(−2)
(−3)
r (3)
(2)
(1)
(0)
(−1)
(−2)
(−3)
r (3)
(2)
(1)
(0)
(−1)
(−2)
(−3)
r
Theorem 8. The set
B = {x(π)v
(−∞)
Λ |x(π) stabilizes and satisfies DC}
is a basis for L(Λ).
Figure 6. Basis of standard modules consisting of semi-infinite monomials that stabilize
and satisfy DC
(5)
(4)
(3)
(2)
(1)
(0)
(−1)
(−2)
(−3)
(5)
(4)
(3)
(2)
(1)
(0)
(−1)
(−2)
(−3)
References
[BPT] I. Baranovic´, M. Primc, G. Trupcˇevic´, Bases of FeiginStoyanovskys type subspaces for C
(1)
ℓ
, Ramanujan J (2016).
doi:10.1007/s11139-016-9840-y 1007-1051
[DLM] C. Dong, H. Li and G. Mason, Simple currents and extensions of vertex operator algebras, Commun. Math. Physics
180 (1996), 671–707
[FS] A. V. Stoyanovsky and B. L. Feigin, Functional models of the representations of current algebras, and semi-infinite
Schubert cells, (Russian) Funktsional. Anal. i Prilozhen. 28 (1994), 68–90; translation in Funct. Anal. Appl. 28
(1994), 55-72; preprint B. Feigin and A. Stoyanovsky, Quasi-particles models for the representations of Lie algebras
and geometry of flag manifold, hep-th/9308079, RIMS 942.
8
[F] I. B. Frenkel, Two constructions of affine Lie algebra representations and boson-fermion correspondence in quantum
field theory, J. Funct. Anal. 44 (1981), 259–327.
[FK] I. B. Frenkel, V. Kac, Basic representations of affine Lie algebras and dual resonance models, Invent. Math. 62
(1980), 23–66.
[Ga] T. Gannon, The automorhisms of affine fusion rings, Adv. Math, 165 (2002), 165-193.
[H] J. Humphreys Introduction to Lie Algebras and Representation Theory, Springer, New-York, 1994.
[K] V. G. Kac, Infinite-dimensional Lie algebras, 3rd ed. Cambridge University Press, Cambridge, 1990.
[LL] J. Lepowsky, H.-S. Li, Introduction to Vertex Operator Algebras and Their Representations, Progress in Math.
227, Birkha¨user, Boston, 2004
[LP] J. Lepowsky and M. Primc, Structure of the standard modules for the affine Lie algebra A
(1)
1 , Contemporary Math.
46, (1985), 1–84
[P1] M. Primc, Vertex operator construction of standard modules for A
(1)
n , Pacific J. Math 162 (1994), 143–187
[P2] M. Primc, Basic Representations for classical affine Lie algebras, J. Algebra 228 (2000), 1–50
[P3] M. Primc, Combinatorial bases of modules for affine Lie algebra B
(1)
2 , Cent. Eur. J. Math. 11 (2013), 197-225.
[T1] G. Trupcˇevic´, Combinatorial bases of Feigin-Stoyanovsky’s type subspaces of level 1 standard s˜l(ℓ+ 1,C)-modules,
Comm. Algebra 38 (2010), 3913–3940.
[T2] G. Trupcˇevic´, Combinatorial bases of Feigin-Stoyanovsky’s type subspaces of higher-level standard s˜l(ℓ + 1,C)-
modules, J. Algebra 322 (2009), 3744–3774.
University of Zagreb, Faculty of Teacher Education, Zagreb, Croatia
E-mail address: goran.trupcevic@ufzg.hr
9
