Summary. We study a tagged particle process for a model dynamical system in which identical particles move deterministically with discrete velocities, initially starting from a random configuration. We pass to the Boltzmann-Grad limit so that the tagged particle process converges to a nontrivial process (for short times). We can show that recollisions are vanishing in this limit, and this fact may have one expect that the limiting process would be Markovian. Nevertheless it is not Markovian, for which claim we give intuitive reasoning as well as a mathematical proof.
O. Introduction
The model dynamical system we shall examine in this article is a modification of that studied in the previous paper [2] . The original dynamical system consists of "hard" squares in R 2 whose diagonals are of length e and parallel (or orthogonal) to the coordinate axes. The particle (i. e., the square) moves in one of the four directions pointed by its corners with the unit modulus of speed. The collisions are defined in a trivial way (not to violate the above constraints); there are two distinct types of collisions, one called "head-on" and the other "side-to-side". In the present paper we call this dynamical system Model I. Now let us modify it as follows: keep the head-on collision unchanged; but suppress the effect of the side-to-side collision by interchanging the label of two colliding particles after a collision (see Fig. 1 ). This modified dynamical system, which we call Model I I, is though very much unphysical still interesting from a mathematical viewpoint because of the fact mentioned below.
As in [2] we discuss the Grad limit (or Boltzmann-Grad limit) : set e = 1/n and consider the n-particle system whose phase is randomly distributed by a symmetric density function, fn say, which is chaotic with the limiting one-particle density f, so that the m-particle-marginal density at time t, denoted by u, lm(t), converges to a limiting probability density (for short times). It should be noted that our modification of the dynamics does not change the marginal densities (because of the symmetry of f,). Our interest here is in the behavior of a tagged particle; more specifically the Markovian nature of its limiting process. The crucial difference between the two dynamics is the difference for the probability of recollisions: though persistent in the Model I it is negligible in the Model II. Accordingly, while the limiting process must be non-Markovian for the former, one may expect that it would be Markovian for the latter. On the contrary, it is non-Markovian even for the Model H (in any short time intervals) unless f corresponds to the local equilibrium state, which claim to prove is our main purpose of this paper. (t, q, w)u(t, q, -iv) -u(t, q, v)u(t, q, -v 
(see the first part of Sect. 1 for the notations used here), formally appears in the Grad limit but does not in the actual limit, i.e., the limit ofu, i 1 (t), which agress with the density of the tagged particle distribution (for both dynamics), does not solve the seemingly associated Boltzmann equation (0.1). The present conclusion mentioned above must be connected with this fact. Indeed the former implies the latter (cf. [1, 3] ), while the converse implication would not so definitely be proclaimed. Anyway it is the series expansion, of u,i ~ (t) obtained from the BBGKY hierarchy -the same machinery that brought the latter to the surface -that we employ to prove the former. The series expansion may be described by means of a sort of perturbed system in which extra particles are added (or born) in a random fashion by the sides of existing particles alongside the action of the flow subject to our dynamics backward in time. In this perturbed system recollisions persist in the Grad limit for the Model II as well as Model I which fact essentially proves both claims. So as it might be, this persistence of recollisions does not so convincingly or directly account for the present claim as for the other one. The reasoning of why the limiting process is not Markovian is somewhat different between the Models 1 and II : it is much subtler for the latter than for the
