Recently we have witnessed a growing interest in the development of the subband/wavelet coding (SBC) technology, partly due to the superior scalability of SBC. Scalable coding provides great synergy with the universal media access applications, where media content is delivered to client devices of diverse types through heterogeneous channels. In this respect, SBC system provides flexibility in realizing different ways of media scaling, including scaling dimensions of SNR, spatial, and temporal. However, the selection of specific scalability operations given the bit rate constraint has always been ad hoc -a systematic methodology is missing. In this paper, we address this open issue by applying our content-based optimal scalability selection framework and adopting subjective quality evaluation. For this purpose we firstly explore the behavior of SNR-Spatial-Temporal scalability using Motion Compensated (MC) SBC systems. Based on the system behavior, we propose an efficient method for the optimal selection of scalability operator through contentbased prediction. Our experiment results demonstrate that the proposed method can efficiently predict the optimal scalability operation with an excellent accuracy.
INTRODUCTION
Recently we have witnessed the rapid development of the subband/wavelet image/video coding technology. The success of subband coding has been shown in static image coding such as JPEG2000 21 . The extension of subband coding to motion pictures relies on the efficient processing of motion compensation along the temporal dimension. Approaches based on MC-3D subband coding have been proposed to address this issue. One early important progress in 3D subband coding of video is the work by Ohm 1 , where a non-recursive MC-3DSBC scheme is proposed. Choi and Woods 2 extended Ohm's work by proposing a 3DSB-FSSQ coding system for video. Both techniques employ unidirectional motion compensation. Chen and Woods 3 further advanced the work by using bidirectional motion compensation temporal filtering (MCTF). The promising performance of the subband coding system also comes from the usage of embedded coding architecture. Since the nature of subband filtering provides a layered hierarchical representation, it can efficiently organize the transform coefficients based on their energy distribution and correlations in different layers. The embedded coding explores two basic properties of subband coding coefficients: First, coefficients in the same spatial position from different subbands share similar energy behaviors; second, the coefficient magnitude of a higher level subband is statistically smaller than the magnitude of the ones at the same spatial location from a lower level subband. From EZW 18 to 3D-EZBC 9 , embedded coding systems have made significant progress. Interested readers are directed to references 3, 5, 6, 7, 8, 9, 18 for the details.
Scalable coding mentioned above like MC-3DSBC presents great synergy with emerging applications in universal media access, where the media content is delivered through various channels to diverse client devices. Due to such heterogeneity, various constraints in resource and preference are imposed. To meet such diverse constraints, MC-3DSBC can be used to facilitate multiple degrees of freedom in adapting a video stream. Based on the spatio-temporal decomposition and layered embedded coding structure, MC-3DSBC provides efficient methods allowing dropping some of the bit planes of wavelet coefficients (thus lowering the SNR), dropping some of the spatial subbands (thus reducing the spatial size), or skipping some of the temporal subbands (thus reducing the frame rate). Such flexibility in multidimensional scalability is very useful for meeting the diverse conditions in UMA applications 22 . In contrast, conventional coding techniques such as MPEG-2, -4 or H.26x do not provide equivalent flexibility in so many dimensions at the same time.
One critical issue arises when we need to compare and select various options provided by multi-dimensional scalable coding like MC-3DSBC to meet specific resource constraints. For example, given a target bit rate, how do we select and combine scalable operations from SNR, spatial, and temporal dimensions to meet the rate constraint and achieve the highest video quality? There is no systematic solution that exists today.
In this paper, we address this open issue by applying our content-based optimal scalability selection framework 13 and conducting subjective evaluation to compare perceptual quality of different spatio-temporal scalability combinations. We first explore the behavior of SNR-Spatial-Temporal scalability in MC-3DSBC systems. Specifically, for the SNR scalability, we investigate the optimal rate allocation among multiple spatio-temporal subbands by comparing uniform bit plane truncation, Gaussian shaping truncation, and Lagrange-based optimal truncation. Afterwards, we propose an efficient method for optimal scalability operator selection using content-based prediction. The optimality is measured based on the perceptual quality measurements obtained through subjective evaluation of adapted video streams. The basic idea is to predict the scaling operation achieving the optimal perceptual video quality based on the content features that are computable from the encoded streams. This idea originates from our previous work on utility function based MPEG-4 optimal transcoding 13 , where the content features are used to predict the MPEG-4 transcoding operation achieving the optimal quality. Different from our prior work, the video quality measurement is based on subjective evaluation, which is essential for comparing video streams encoded with different spatio-temporal resolutions. Moreover, we use principle component analysis (PCA) and mutual information (MI) to systematically select the dominant content features.
Our experiment results demonstrate three points. First, for rate control of SNR scalability, the uniform truncation scheme, though extremely simple, can achieve close to optimal performance. Second, for optimal multi-dimensional operation selection, our proposed content-based framework can predict the optimal scalability operation efficiently with very high accuracy. Last, for automatic feature selection, our PCA-MI combined method is able to find salient subsets of features that are required for developing accurate predictor mentioned above.
The rest of this paper is organized as follows. In Section 2, the MC-3DSBC coding systems is briefly reviewed; Section 3 illustrates the scalability options supported by MC-3DSBC; Section 4 presents the content-based prediction framework of optimal scaling operation; the experiment result is presented in both Section 3 and section 4; Section 5 concludes the paper and discusses future work.
MC-3DSBC CODING SYSTEMS
MC-3DSBC coding systems are based on the 3D spatio-temporal decomposition of motion compensated video signals. The source video frames firstly undergo temporal decomposition. Figure 1 (a) illustrates this procedure 9 where the GOP size is 16 and 4-level temporal decomposition is applied. The temporal filtering is applied along the motion trajectory. A pair of temporal low-and high-subband layers is generated for each two successive input frames, denoted as temporal layers. In the meantime one set of motion vectors is associated with these two frames and coded as the overhead. The temporal decomposition continues in an octave way until reaching a specified level, which is decided by the GOP size. For each temporal layer located in different hierarchical levels, spatial octave decomposition is utilized afterwards and the generated subbands are denoted as spatial subbands, which is similar with conventional wavelet decomposition employed in image coding systems, as indicated in Figure 1 (b). Due to temporal filtering, each spatial subband contains interleaved spatio-temporal signals.
After the decomposition, the transform coefficients will be further coded by the bitplane-based schema. There are several ways to construct the bitplane. Some typical examples in the literature include EZW 4 , SPIHT 5 and SPECK 7 . These methods take advantage of the nature of energy clustering of subband coefficients in space. A hierarchical set partitioning process is applied to split off significant coefficients (with respect to the threshold in the current bitplane coding pass), while maintaining areas of insignificant coefficients in the zero symbols. In this way, a large region of insignificant pixels can be coded into one symbol, thus providing efficient coding.
Each spatial subband undergoes the bitplane coding and the output bits are combined together to generate an embedded bit stream. According to the requirement of scalability, the organization of coefficients from different spatial subbands in the bit stream might vary, depending on the scanning order of the subbands. One possible implementation is that the coefficients from both spatial subbands and temporal layers are fully interleaved together. In each temporal layer, the scanning order is as track A in Figure 2 (a). Before the process moves to next spatial subband, all of the coefficients in previous spatial subband from all temporal layers will be scanned first, shown as the track B in Figure 2 (a). This will generate a fully interleaved bit stream of subband coefficients. The advantage of this method is its simple implementation, and spatial scalability is as easy as truncating and throwing away the tail of the bit streams based on the bit rate limitation. The drawback of this method is also obvious: Since the bits belonging to the same temporal layer are scattered at different locations in the stream, it is not convenient to realize the temporal scalability. Considering the shaded bit blocks in Figure 2 (b), removing any of them need realign the whole bit stream, which is very tedious. An alternative way of coefficient organization is shown in Figure 3 . Firstly each temporal layer is clustered into several subgroups according to their temporal decomposition level. For each temporal subgroup, spatial subbands are further clustered in a similar way according to their spatial decomposition level. The coefficients located in a same spatial and temporal subgroup are coded into a fully interleaved substream. All of the substreams are aligned as shown in Figure 3 . Note the temporal subgroup boundaries are determined after the spatial scalability operation is chosen, thus avoiding the scattering problem in Figure 2 . This implementation is complex compared to the previous one. However, the advantage gained is its considerable freedom in terms of temporal scalability coding.
Before MC-3DSBC, there existed some scalable coding techniques based on traditional DCT-quantization based video coding techniques adopted by MPEG and H.26x, such as requantization, coefficient dropping and frame dropping. Among them, the MPEG-4 FGS 24 provides the capability to distribute bit rates over layered streams with high scalability flexibility by using bitplane truncation, which is similar to the method employed in MC-3DSBC. Compared with these methods, MC-3DSBC coding systems have great advantages in terms of scalability performance. Prior experiments 3 indicated that MC-3DSBC appeared to achieve excellent performance close to the optimal rate-distortion performance of H.26L 3 , which is impossible for DCT-based reshaping methods 23, 13 . Moreover, MC-3DSBC provides more convenient ways to realize scalability in multiple dimensions.
SNR-SPATIO-TEMPORAL SCALABILITY
MC-3DSBC provides multi-dimensional freedom to realize several different ways of scalability. In this section we provide detailed descriptions of these scalability options.
SNR scalability
For MC-3DSBC, SNR scalability is used to generate a degraded version of bit stream from the original one, while keeping the spatial and temporal resolution unchanged. This is realized by truncating the bitplane based on a target bit rate. The consequence for SNR scalability is the increased distortion measured in MSE or PSNR. By SNR scalability, for a given bit rate, several different bit steams can be generated with various distortions if different bitplane truncation methods are adopted. One goal for SNR scalability is to find an optimal bit stream that causes the least distortion; i.e., minimum PSNR loss.
There might be concern about the relationship between the SNR and perceptual quality. It is widely acknowledged that SNR may not be an adequate measurement of image perceptual quality 25 . However, if we consider the scenario without additional noise sources (such as white Gaussian noise) and artificial processing (such as shifting image by certain pixels), given a video codec, SNR can be acceptable to subjective evaluation. In a recent study 26 by the Video Quality Experts Group (VQEG), PSNR was shown to be a well approximation to DMOS, as well as several other objective models. Therefore, by achieving optimal SNR scalability, we can reasonably expect an ensured perceptual quality.
For better explanation, we illustrate the bitplane truncation with an example in Figure 4 , where only one temporal subgroup is considered. Within the temporal subgroup, as introduced in Section 2, the coefficients are coded into different substreams. During the SNR-scalability, all substreams are aligned based on their most significant bitplane (MSB). The truncation begins from the least significant bitplane (LSB). Theoretically, each substream has its own bitplane truncation boundary denoted as the bitplane index, say K ij , where i is the temporal subgroup index and j is the spatial subgroup index. The bit rate associated with
Obviously, there might be a set of different vectors V={ K v } reaching the same bit rate, SNR scalability operation is responsible for selecting the right vector op K v that yields minimum quality loss.
In the remaining part of this subsection, we will explore several possible ways of truncation.
Uniform Bitplane Truncation (UBT)
As implied by its name, in UBT all of the substreams will have the same truncation boundary uniform K , which is a function of target bit rate:
. This is illustrated in Figure 5 (a). The term "uniform" is in the sense of the number of bitplanes, instead of bit amount. The reason for this is non-trivial. In MC-3DSBC systems, the bitplane index is a natural indicator about the importance of the coefficients in terms of the perceptual quality. On the other hand, due to the spatio-temporal decomposition structure, each subband layer has a different size, as is indicated in Figure 4 . Therefore, cutting the same number of bits from each layer may not produce an adequate perceptual quality. As shown later in experiments, the UBT method, though simple, can be used to achieve excellent video quality. 
Gaussian Shaped Truncation (GST)
The motivation of performing GST originates from the conjecture that the quality could be improved if a relatively bigger bit budget could be assigned to the low frequency subbands. This conjecture is based on the characteristic that human vision is less sensitive to the higher spatial frequency than the lower one 19 . GST is shown in Figure 5 (b). Instead of a uniform value, we select the truncation boundary based on a 2-D Gaussian based contour. In fact, the curve we used is the amplitude adjusted Gaussian, which is given by the following equation: represents the ratio of total bit planes to be kept. The Gaussian curve is shrunk until the amount of bits under the curve is no greater than the bit budget. Given an overall bit budget, we first perform such bit allocation along the temporal dimension. Once the amount of bits allocated to each temporal subgroup is determined, we then perform the same bit allocation procedure along the spatial dimension for each of the temporal subgroup. In implementation, the shrinking Gaussian function is fully specified by a parameter known as the shaping angle θ , which is defined as below: exceeds 1, and therefore the ratio of total bit plane is given by min {f(x),1}. Figure 6 shows some examples of the shrinking Gaussian curves for different θ . As we can see from them, the shrinking curves of 80 degree are very close to horizontal lines. Thus, we can emulate UBT by the shrinking curves with 80 degrees (or higher). 
, the problem of optimal operation selection can be modeled as constrained optimization:
This problem can be solved by using classic Lagrange Optimization method. The key issue is to properly find the mapping function D(K ij ) and R(K ij ). Conceptually, the distortion can be modeled as:
where ij S is the substream defined by i, j, and
denote the original and the reconstructed coefficient respectively. Some existing embedded coding such as EBCOT 15 employs this model to select the optimal truncation point. One potential drawback is it needs the computation of square values for each coefficient and is not convenient for bitplane-based embedded coding system. Thus we try to find an approximate solution. For this purpose, we instantiate the analysis based on the Embedded Zeroblock Coding (EZBC) 11 coding implementation.
EZBC is one of the latest MC-3DSBC systems. It constructs the bit streams using the methods illustrated in Figure 3 and 4. Within each substream, the coefficients are coded by using bitplane-based scanning. During each scanning, compared with a decaying threshold n, the coefficients are assigned into three lists: list of insignificant pixels (LIP), list of insignificant sets (LIS) and list of significant pixels (LSP) according to their magnitudes; and then some corresponding bits are output. The purpose of the coefficient scanning is to locate the significant coefficients while processing areas of insignificant coefficients into zero symbol. It provides an efficient method to compactly represent a group of leading zeros of subband coefficients 9, 10 . For each given threshold n, the coefficients will undergo several rounds of scanning, each generating a sub bitplane with some corresponding output bits. The scanning in LIP and LIS might add some pixels into LSP, while the scanning in LSP refines the magnitude of the pixels in LSP. is defined as the number of pixels, which are affected by the refinement step and generate nonzero bits. s w is a weight scalar related to the sub bitplane and defined by Islam, et al. 7 534 SPIE-IS&T/ Vol. 5308
Given r i,j,b,s and d i,j,b,s , the optimization problem is modeled as: 
Performance Analysis
In order to evaluate the performance of different rate controls methods for SNR scalability, we perform an experiment on 4 typical sequences of about 1 second long that (i.e., 2 GOP): Foreman, Mobile, Stefan and Akiyo. All of them are in the format of CIF resolution and 30 frames per second. We adopt the coding implementation in MC-EZBC 3 , whose specification is summarized in Table 1 . Table 1 : MC-EZBC system specification For GST, we quantize the shaping angle θ in both spatial and temporal dimensions into four bins starting from 20 degrees with an incremental of 20 degrees. Table 2 shows the average PSNR for all the sequences shaped to a rate 200kbps except for Stefan sequence where 400kbps is used. From the table, we can observe that the rate shaping results are always the best or among the best when both the temporal and spatial shaping angles are 80 degrees. As mentioned earlier, a shrinking curve of 80 degrees is very close to uniform shaping. Actually, we observe that results from either method indeed are very close in terms of subjective quality and average PSNR. This is an interesting result, implying that uniform bitplane truncation will yield close to optimal quality. Another observation from Table 2 is that the change of the quality (average PSNR) is more drastic for the spatial dimension for different shaping angles than the temporal dimension. In the extreme case of Mobile sequence, the average PSNR is unchanged for different temporal shaping angles. Figure 8 shows the comparison between UBT and LST. The curves show the ratio of bit allocation (i.e., the percentage of bits kept) for each substream. The rate operation is run for a target rate of 200kbps on Foreman sequence with a format of QCIF, 1 second and 30fps. The PSNR of the target bit streams are 34.42dB and 34.23dB for UBT and LST respectively. We can see that the ratios of bit allocation for both approaches are very similar. For the Foreman sequence, there are 5 temporal subgroups, each having 5 spatial substreams. There are 25 substreams in total. In Figure 8 order to get an optimal quality, (no matter spatial or temporal) low frequency components need be assigned more proportions of bits. Besides, the observation in Figure 8 enhances the conclusion drawn from the result of GTS: LST achieves a close to optimal performance not only in the subspace defined by Gaussian shaping, but also in the larger space searched by the Lagrange optimization. The slightly degradation of LST compared with UBT in terms of PSNR is because of two reasons: Firstly, the assumption of uniform quality contribution from different subbands might be invalid; secondly, the bit rate adjustment of LST can only be achieved at the boundary of the sub bitplane, which will miss some truncation operations at a finer level.. In contrast, UBT can access these finer points and realize a more precise reshaping 11 . It is interesting to observe that UBT, though extremely simple, can achieve excellent results. This observation is reasonable when we consider two factors of MC-EZBC: the embedded zeroblock coding method can effectively compress the coefficients based on their magnitude correlations and thus reduce the distortion dramaticly; the context modeling can efficiently reduce the entropy of the bit stream and thus further improve the coding efficiency. In our remaining experiments, we will simply apply UBT. 1 2 3 4 5 6 7 8 9 1 0 1 1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4 2 
Spatial scalability
Spatial scalability provides us another freedom in shaping the bit stream. It reshapes the original bit stream by spatial resolution reduction. This is implemented by removing the whole substreams exceeding some specified spatial decomposition levels. Each spatial level dropping leads to a reduction of the image size by half in both width and height. Spatial scalability is useful when the bandwidth is very low and SNR scalability degrades the video quality excessively. By removing some high frequency spatial subbands, more bits can be assigned to the low frequency components, instead of spreading bit budget among all subbands.
Spatial scalability can be considered as a special case of SNR scalability where the truncation boundaries for the dropped spatial subbands are zeroes. In the meatime, the performance of spatial scalability may be poor due to impact of spatially reduced reference frames on motion compensation -issues of changed references in motion prediction and error drifting. This problem degrades the applicability of spatial scalability. However, recent work represented by Andreopoulos, etc. 17 proposes so call In-Band MCTF (IBMCTF) that utilizes the motion compensation within each subband and reported some promising perceptual quality improvement for spatial scalability. This is beyond the discussion scope of this paper. On the other hand, our experiment result indicates that at the bandwidth range where the spatial scalability is superior to SNR scalability in terms of perceptual quality, the temporal scalability usually turns out to be the best option. Based on the facts above, we therefore did not include the spatial scalability in the our subsequent study of optimal operation selection. Note in some specific scenario such as delivering videos to the devices with limited display resolution, spatial scalability should be a viable option and be considered separately.
Temporal scalability
Similar to the spatial scalability, temporal scalability reshapes the bit stream by temporal resolution reduction; i.e., the temporal subgroups beyond some specified decomposition level are truncated. The consequence of temporal scalability is a reduced frame rate. Temporal scalability is a fairly course way to realize rate reshape, which saves the bit budget by dropping some temporal layers and enhances the quality of the remaining layers. For some types of video, it can also achieve acceptable perceptual video quality.
The incorporation of temporal scalability into the scalability framework makes the selection of optimal quality measurement non-trivial. How to evaluate the perceptual quality of two video clips with different frame rates is still not well addressed in the literature. In human vision modeling research, the mechanism how temporally accumulated distortion affects an instantaneously perceived distortion is still unknown 12 . Recognizing this difficult issue, we adopt a subjective quality evaluation method as the criterion to compare the performance of our content-based optimal scalability selection algorithm.
CONTENT BASED OPTIMAL SCALABILITY PREDICTION
So far we have discussed three types of scalability: SNR, spatial and temporal scalability. The combination of these three scalability operations yield quite different bit streams with various perceptual quality. If we ignore the spatial scalability as mentioned in Section 3.2, we can define arbitrary scalability operation as ) , (
, where
represent SNR and temporal scalability respectively. For SNR scalability, itself has ability of generating various bit streams, we select the uniform bitplane truncation method as discussed in Section 3.
Usually there are a set of s O satisfying a given target bit rate R, while giving different perceptual quality. Finding the optimal scalability operation is an interesting while challenging task. The general rule 20 is that when the SNR quality of the video is beyond certain tolerance threshold, the users will prefer higher frame rate for more temporal details. Otherwise a lower frame rate is desired so that more bits are used to imporve the SNR quality. However, this tolerance threshold is dependent on the type of content. In our experiment, for videos with different content characteristic, user preference varies considerably. This observation motivates our content based solution: we try to address this issue by using a statistical pattern recognition model. The basic idea is to automatically discover distinctive classes of video -the preferred tempral resolution is consistent among videos in the same class but vary for videos across classes. A pattern classification model can be developed based on the content features computed from the video in the compressed domain. For an incoming video, its optimal operation can thus be predicted based on its content features. Specifically, the purpose of this method is to find a model C such that
, where l c is the labeled class from a set ,...} , 2 c c { 1 , whose values are taken from a set of pre-generated classes, and F v is the content feature vector extracted from the video. For each class of videos l c , there is a corresponding optimal operation recommendation ) ( l s c O shared within this class, which is denoted by a suggested temporal scalability operation and the SNR scalability can be deduced afterwards by considering the target bit rate constraint. Figure 9 includes an illustrative diagram of our proposed system. The upper part is the overall structure. For each video stream, the content features are extracted and the optimal operator prediction is applied. The adaptation engine, which is located in either the server or a standalone third part proxy, reshapes the stream according to the predicted optimal operator. The lower part provides more details of the scalability operator prediction model. It can be roughly categorized to an offline training route and an online processing route, while the former is in charge of the class definiation and classifier learning, and the later undergoes online classification decision. For the class definition part, firstly we build a media pool using training video clips. The perceptual quality data and content features of each clip in the pool are collected in advance. Then the videos are clustered based on their perceptual quality behavior. Given the labeled instances in the pool, the classifier can be trained using the content features. For the online processing routing, the content features of the incoming video will be used by the classification function. According to the classification result, corresponding optimal operator will then be activated during the bit rate adaptation process. 
Optimal Scalability Operation Based On Subjective Experiment
The first step of our statistical model is the classification of the optimal operations for a video set with different content types. We collect some typical video sequences and pre-generate a set of bit streams using different operations for several representative bit rates. We then setup a subjective experiment and ask the users to estimate the perceptual quality of some video clips in the same bit rate and select the optimal one based on their preference. The subjective evaluation results are collected and further averaged over different users. At last, the video clips are manually classified into several classes based on their optimal operation. Note the distinctive classes are formed based on the required temporal resolution of the video instead of the content features.
Content Feature Selection
Content feature selection is an important step in classification application. The relevant content feature set depends on the implementation of the systems. Empirically we found for MC-3DSBC systems, the optimal operation selection is highly related to the complexity of texture and motion. In our experiments, we use MC-EZBC 3 codec and include the following features: texture energy (the summation of the squared coefficient magnitude) for each temporal layer; motion magnitude for each temporal layer; histogram of the variable block size during motion compensation. 20 features are totally extracted from each video. These content features are extracted during the coding process and detailed in Section 5. In general these features reflect the texture energy and motion magnitude information of the video. These raw features need further analysis and careful selection in order to simplify the classification. Basically we adopt the mutual information feature selection (MIFS) algorithm 14 to help us pick a smaller set of salient content features. MIFS select out the salient feature one by one from the pool by evaluating the mutual information between the class label and each feature. In order to determinate the number of selected features, we analyze the eigenvalues by using principle component analysis (PCA) and choose the minimum number of features when a specified energy ratio is reached.
Prediction Model Training
We employ the multiple layer perceptron (MLP) as our classification method, or classificatin decision function. MLP is known as a neural network that can present arbitrary logical expression 16 . Other classification models may also be used. Our goal is simply to discover the relationship between the low level content feature and the optimal scalability operation. 
Experiment Validation
To validate the proposed optimal operation prediction framework, we adopt the MC-EZBC system as the scalable coding platform. We select 10 video clips with 288 frames each. These videos are Akiyo, Stefan, Mobile, Coastguard, Container, Foreman and four other clips taken from commercial movies. These four clips are described in Table 3 . The format of the video is CIF resolution with 30fps. During the subjective expeirment, each video is coded into several typical bandwidth ranging from 50kbps to 600kbps. For bit rates higher than this, user perferences have little variation since the SNR quality is good enough and the higher frame rate is always preferred. For each bit rate, three versions of bit streams are generated with different temporal scalability: full frame rate (no temporal scalability), one half frame rate (one-level down temporal scalability) and one fourth frame rate (two-level down temporal scalability). Users are asked to select the preferred frame rate and their opinions are averaged. 10 Ph.D. students participate in the test and the subjective evaluation results are shown in Figure10, where each curve corresponds to one video clip. The average frame rate preference indicates the suggested frame rate (temporal scalability operation) on a given bit rate. Based on the clustering of the temporal rate preferences over different bit rates, we manually divide these videos into 5 classes: 1) Container; 2) Akiyo, Mary3; 3) Coastguard, Mary9, Foreman, Laurance4; 4) Stefan, Laurance6; 5) Mobile. For a larger video corpse, we can apply unsupervised clustering to automatically discover these classes. Within each class, we can abstract an averaged curve among all video clips as the representative one (not drawn in Figure 10 for clarity). Once an incoming video is classified into one of these classes, it can use the representative curve to select the optimal scalability operation. The mutual information among these three sets of features is shown in Figure 11 (a). We can see that the motion magnitude and the block size histogram have the maximum correlation. Feature selection is carried out based on MIFS algorithm. MIFS itself can not automatically decide the amount of target features. To address this problem, we apply PCA on our feature set. The PCA result in Figure 11 (b) indicates the energy representative from all 20 eigenvalues. We select six features for MIFS because above 95% energy of original space can be reached by 6 dominant eigenvalues. The selected features by MIFS comprise one from texture energy, two from block size histogram and three from motion magnitude. This result indicates that these three sets of features all have their contribution in some degree. We will verify their representativeness during the classification procedure.
Clip Name Content

Mary3
A couple are talking during an interview with no camera motion Mary9
A woman and a man are eating in a restaurant with camera undergoing translation Laurence 4
Two men are riding slowly Laurence 6
Two men are talking in a car with people marching in the background During the optimal operation prediction step, the video clips are decomposed into units with a length of 16 frames (one GOP) and the content features for each GOP are extracted. Each GOP is considered as a data observation in the pool. Thus, we generate (288/16*10=)180 samples in total. These samples undergo the cross-validation testing and the accuracy of classification is shown in Figure 12 . The accuracy is calculated by averaging the result over 10 runs. In the figure, the "full feature set" result is based on the whole feature space; the "MIFS selected 6 features" result is based on the selected 6 features by MIFS. As a comparison, four other results are also listed: three cases using only motion magnitude, block size histogram and texture energy respectively; and one case using arbitrary selected 6 features. It is clear that our proposed content-based optimal operation prediction can yield satisfactory accuracy. Also the content feature selection by PCA and MIFS can successfully find a compact subset of salient features which can be used to achieve performance comparable to that using the full set. 
CONCLUSION AND FUTURE WORK
In this paper, we analyze the behavior of SNR-Spatial-Temporal scalability of MC-3DSBC systems. Especially for the SNR scalability, we explore several different rate control methods and find that uniform bitplane truncation, though simple, can yield close to optimal video quality. In order to choose the optimal scalability operation in the multiple scalability dimentions of MC-3DSBC, we propose a content based prediction framework in which computable features are extracted from video streams and used as input to the prediction function. Also we run PCA-MIFS combined method to guide the feature selection. The experiment yields very promising results: (1) the proposed content-based prediction framework yields very good (up to 90%) accuracy and (2) the content feature selection by PCA and MIFS can well represent the energy of original feature space.
Many open issues still exist. Firstly, we currently simplify the problem by ignoring spatial scalability in our analysis and only predict the SNR-temporal scalability operation. The full SNR-spatial-temporal scalability optimal selection requires further research. Secondly, in SNR scalability, theoretical verification is needed to analyze UBT's superior performance. Lastly, due to the workload of subjective evaluation, the amount of the samples in our video pool is small. We are now expanding our video corpus . In the meantime, development of a spatial-temporal objective quality model that can be used to approximate the subjective quality is also an interesting open issue.
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