Abstract The topic of facial landmark detection has been widely covered for pictures of human faces, but it is still a challenge for drawings. Indeed, the proportions and symmetry of standard human faces are not always used for comics or mangas. The personal style of the author, the limitation of colors, etc. makes the landmark detection on faces in drawings a difficult task. Detecting the landmarks on manga images will be useful to provide new services for easily editing the character faces, estimating the character emotions, or generating automatically some animations such as lip or eye movements. This paper contains two main contributions: 1) a new landmark annotation model for manga faces, and 2) a deep learning approach to detect these landmarks. We use the "Deep Alignment Network", a multi stage architecture where the first stage makes an initial estimation which gets refined in further stages. The first results show that the proposed method succeed to accurately find the landmarks in more than 80% of the cases.
In a similar way, mangas (Japanese comics) have a large variety of styles, content, and genres such as comedy, historical drama, science fiction, fantasy, etc. Detecting the characters in manga images is not a trivial problem because the protagonists of the stories are quite various, such as: humans, animals, monsters, etc. And even when the characters are humans, their face can have large deformations [5] .
The manga market in Japan is very large. In 2016, The All Japan Magazine and Book Publisher's and Editor's Association (AJPEA) reported 1 that the sales of the manga in Japan reached approximately 3.9 billion USD. In this report we can also see that the the digital market almost doubled between 2014 and 2016.
The analysis of comics and mangas images recently sparked the computer vision and document analysis communities interest [2] . The digital version of manga can be used by the researchers to propose new algorithms to provide services such as dynamic visualization of manga [3] , adding colors [12] , generating animations [8] , creating new kinds of recommender systems [7] , etc.
In this paper we will start by giving a brief overview of the current state of the art in landmark detection and the work which has been done in the field of manga faces in Section 2. Section 3 will be dedicated to the introduction of our new landmark annotation model for manga faces, and the dataset we created. Following this, Section 4 will give a brief overview about the Deep Alignment Network [13] which we have used for detecting facial landmarks on manga images. Section 5 details all the experiments and how we evaluate our experiments. The results are described in Section 6. We will end our paper with a conclusion in Section 7.
State of the art

Landmark detection
Facial landmarks detection, or face alignment consists in localizing several parts of the face in an image such as the eyebrows, eyes, mouth, nose, chin, etc. This task has been heavily investigated for human faces, and is still a very active research domain as it can be seen in recent publications [13, 4, 15, 22] . There are different approaches for detecting facial landmarks. Before the success of deep learning, researchers used shape indexed features [23, 18] . This approach focused on extracting image local features. The latest publications are focusing on deep learning approaches, using mostly CNNs (Convolutional Neural Networks). The emergence of large databases, which are crucial for deep learning approaches, plays an important role in face alignment [19, 21] . Instead of using local patches, the Deep Alignment Network method proposed by Kowalski et al. [13] is based on the entire image, and consists of multiple stages. Each stage takes the output of the earlier stage as an input, and tries to refine it. Another approach proposed by Lv et al. [15] is improving the initial estimation of landmarks using a deep regression architecture.
A problem in face alignment is facial occlusions, which has being tackled by Wu et al. [22] . They combined landmark detection, pose, and deformation estimation in one approach in order to make the landmark detection robust to occlusions. Aside from the many approaches for human faces, Rashid et al. [17] proposed a method for animal faces. In this method the animal face is being warped to resemble to a human face, so that normal human face detectors may work on it.
Landmark models
Several different models to label the facial landmarks have been proposed. One of the simplest models utilizes only five landmarks [26] : two in the center of the eyes, one for the nose and two for the corners of the mouth. One of the most complex models is based on 194 control points [11, 14] corresponding to the face, nose, eyes, eyebrows, and mouth outlines.
However the iBUG [19] model based on 68 landmarks is being used by the 300W [19] and Menpo [25] challenges seems to be the current state of the art. This model is also used by other libraries such as OpenFace [1] .
Manga image analysis
For the manga and comics image analysis, some related research has been done for generic object recognition in drawing [9] and more specifically the character face detection [5, 10] .
The landmark detection for cartoon images has been introduced by Jha et al. [10] . The dataset consists of caricature images with different painting style and is available online. The landmark annotations of 750 face images have been made available by the authors. The authors defined 15 landmarks for one face: six for the eyes, four for the eyebrows, one for the nose and four for the mouth. Surprisingly, the authors achieved better performance for the landmark detection by using only real face images in the training set. Using only caricature images or mixing caricature images and real face images degraded the performances of their system.
New landmark model
As drawn faces have more variations than real human faces, we propose to use 60 landmarks, including landmarks for the chin contour. In this section we will describe our dataset and our landmark model.
Data Sources
Availability of manga images which can be used for research and shared publicly are scarce because of copyright issues. However Matsui et al. [16] released "Manga109", a dataset of 109 manga volumes for research purposes.
Chu et al. [5] used this dataset to train a CNN for detecting the face bounding boxes on manga images. To achieve this, they manually labeled the faces in 66 volumes. They have used 50 pages per title and published a subset of this dataset, which can be freely downloaded [6] . This subset contains face bounding boxes from 24 different volumes. We have used these face bounding box information in order to extract the faces from the manga pages.
Image Selection
From Chu et al. dataset we could extract 5505 face images. However we decided to remove some of these images. First of all, a face may appear in different poses. A major difference exists between a frontal face which shows all facial features and a profile view of the face which only shows half of the features. Therefore, in the current state of the art (iBUG model [25] ), two different annotation models exist to describe frontal faces and profile faces. We decided to focus on frontal faces and therefore removed manga faces with a profile view.
After that, we removed all images whose resolution was too small to correctly annotate the landmarks. In an image, the facial features should be clearly distinguishable by a human. If the width or height of an image is smaller than 80 pixels, the image has been removed.
In contrast to human faces which follow regularities, the creativity of a manga authors knows no bounds and therefore faces may have inhuman features and can look like something we would not consider human. The face image need to have exactly two eyes, one nose, one mouth and one chin visible, otherwise it was discarded.
Lastly we removed faces where not both eyes were visible due to glasses or their hair. Our dataset is finally consisting of 1446 images of faces.
Landmarks Model
We decided to employ a similar model as the iBUG model [20] with 68 landmarks. Unfortunately a one to one transition is not possible, since not all features that can be found on a human face can be found on a manga face so we adapted the iBUG model for the manga face images by removing some landmarks and adding some other ones. Figure 1 highlights some typical landmarks that usually appear in a human picture but not in a manga drawing. In manga, the nose of characters is usually simplified in a line (so it is difficult to define an outer part and inner part). The same goes for the mouth, where In the iBUG model, the landmarks for the eyes are spread equidistantly on both eyelids starting from the intersection of the eyelids. On manga faces, this intersection is rarely drawn. Since many characters have round shaped eyes, we applied 10 landmarks on each eye which are spread equidistantly. This results in an accurate representation of the contour of the eyes, as it can be seen in Fig. 2 . We decided to add one landmark to define the pupil of each eye of the character.
We applied the same technique for the mouth and eyebrow of a character. Since they mostly consist of one line in manga images, we just use 10 landmarks to define the line of the lip and 5 for each eyebrow.
Noses in manga faces are mostly simplified compared to human features. The nostrils are not drawn and the nose dorsum line is sometimes only implied. Therefore, we also decided to simplify our landmarks for the nose compared to the iBUG model and use only one landmark to define the tip of the nose, as it can be seen in Fig. 2 .
Lastly we followed the landmarks positioning proposed by the iBUG model for the chin contour. To sum up, our landmark model consists of the following 60 landmarks: Each of the 1446 images of our dataset has been labeled by at least one participant. To control the quality of the labeling, 656 images were labeled twice. If the distance between two landmarks was greater than 2 pixels, then these landmarks were manually corrected and compared again. With this procedure, wrong landmarks could be found and corrected. Then the two labels are merged by computing the spatial average for each landmark.
The participants were asked not to put labels if they were visually not present. If the chin contour, the mouth contour and two eyes are labeled, the missing parts have been added automatically: (1) the nose is calculated as the mass center of the two eyes and the mouth, (2) the pupil is computed as being the mass center of two landmarks of the eye. (3) If one eyebrow is missing, then a mapping matrix is computed between the eye landmarks, which describes how to map the landmarks from one eye to the other. After that the existing eyebrow is used with the mapping matrix to calculate the missing eyebrow. (4) If both eyebrows are missing, the landmarks which define the upper eyelid are copied, scaled and translated above the eyes.
Proposed method
For the landmark detection we use an adapted version of the Deep Alignment Network [13] (DAN). The DAN was published in 2017 and achieves state of the art results for human face alignment in pictures. We adapted the DAN to change the amount of landmarks. As described in section 3.3 we use a landmark model with 60 landmarks instead of the 68 iBUG model for which the DAN was initially build. We are now going to briefly summarize the network.
The DAN is a multi-stage network and uses an approach similar to Cascade Shape Regression (CSR) [24] . It initializes a first face shape S 0 which gets improved in the next stages of the network. In this model, each stage performs feature extraction and regression. A difference between DAN and most CSR methods is, that CSR methods perform feature extraction on patches around the landmarks. DAN uses a landmark heat map as an input in order to extract features from the whole image.
The input of the first stage is the input image. This stage calculates a landmark heatmap H t and a feature image F t . After that H t , F t and the input image are the input for the second stage. This stage also calculates H t and F t which is then forwarded to the next stage. This procedure is repeated for the number of stages.
Each stage calculates the landmark locations and the input for the next stage. The landmark location is handled by a feed-forward neural network, while connection layers are responsible for the input for the next stage.
During the training process, DAN starts training the first stage until the validation errors stops improving. After that, the next stage is included into training until the validation error stops improving again and so forth.
Experiment
With the DAN and the above described dataset we performed multiple experiments. Since the DAN can be trained for multiple stages we have trained it for one and for two stages. All experiments have been trained for 150 epochs.
Split
The dataset is divided into training, test, and validation set by a random split. With a random split, the faces are distributed randomly into training-/testand validation-set. Therefore each set will likely contain faces from every title. We divided the images into 80% training set, 10% validation set and 10% test set.
Augmentation
In order to avoid overfitting and to increase the accuracy of the model, we applied data augmentation and increased our training set size by a factor of five. An image got randomly augmented by translation, rotation and scaling. The number by how much an operation was applied is a random number, which follows a Gaussian probability density with different standard deviations as described in equation 1, where µ is the mean and σ is the standard deviation. We applied five random transformations for each image.
For the different transformations we have used following µ's and σ's:
-rotation angle in degrees: µ = 0 and σ = 20 -scaling factor: µ = 1 and σ = 0.1 -translation factors t x and t y : µ = 0 and σ = 0.1
Furthermore the translation factors t x and t y are multiplied by the width and height of the scaled mean shape. The mean shape is calculated by averaging over all landmarks in the training set. Scaling it into a sub-rectangle of the image defined by certain margins results in the scaled mean shape.
Therefore our translations are within rotations of −20
• and 20
• , the scaling is within 90% and 110% and the translations are independent from the image size. To sum it up, we have run a total of 4 experiments. The combinations are shown in table 1. 
Evaluation
The evaluation is done by calculating the distance between a ground truth landmark and the corresponding predicted landmark normalized by a certain value v. For human faces, the normalization factor v is often chosen to be the distance between the two eye mass centers. However we decided to introduce a new distance for manga faces. We decided to use the chin normalized distance instead of the distance between the two eye mass centers. The distance between the two eye mass centers is used, because due to genetic reasons human eyes mostly follow the same face proportions. However this is not true for manga faces. Manga eyes proportions and sizes vary a lot, so that the reader can easily distinguish different characters. In order to avoid such cases, which might influence the performance, we decided to use the distance between the first and the last landmark of the chin contour "chin normalized distance" as a normalization factor. This distance is also used as a loss function for training. The chin normalized distance can be seen in Fig. 3 .
For one image, if the average distance (or in other words mean error) over all landmarks is greater than a threshold, then these predicted landmarks are In detail we calculate the average distance between ground truth landmarks and predictions on a single face with:
where N defines the total number of landmarks,ŷ n is the prediction coordinate, y is the ground truth coordinate and d(x, y) the Euclidean distance. The chin normalized distance D chin is the euclidean distance between the first chin landmark and the last chin landmark as it can be seen in Fig. 3 . Therefore the normalized average distance S per face is:
Lastly we consider an image a failure if the S is bigger than the threshold of 0.0333. During the manual labeling phase, we have labeled some images twice. The largest distance between two sets of landmarks for one image that we have encountered was 0.0333. Therefore humans still consider this distance as the same point. This means, that if our automatic prediction is within this range we can say that this was a success, or at least within human capabilities. The failure rate defines the percentage of images which are considered a failure. First of all we will investigate the training loss curves. For that see figure 4 for a one stage network and figure 5 for a two stage network. As we can see the overall loss on the two stage DAN is lower compared to the one stage DAN. But in both stages the validation loss is significantly higher than the training loss. This means that the network does not generalize well and performs worse on unseen samples. The figures also show that this gap gets smaller if data augmentation is applied. Therefore we assume that our network can still perform better if it has access to more data. Table 2 shows the mean error, the A 0.0333 and the failure rate for all experiments we have run. As it can be seen, the model trained for two stages with data augmentation and random split is the best performing model. In our case data augmentation and two stages also improved the performance. Lastly we also experimented with a three stage model, however it did not improve the performance anymore. Figure 6 is showing the best success and failure cases for the two-stage DAN using augmented data. As we can see, our method performs well for cases where the face is in a normal frontal pose. However it is difficult to find the landmarks on drawings where the facial expressions are exaggerated such as a large and open mouth or closed eyes. This paper presents three contributions to the facial landmark detection for manga images: (1) we created a landmark annotation model inspired by iBUG for manga faces, (2) we created a manga faces landmark dataset and opened it to the public to encourage further research on this topic, and (3) we implemented one of the first landmark detection model for manga faces and show encouraging results. Our results can be used to further improve a landmark detection system for manga faces. Furthermore such landmark information can be used for many different applications, for example in improving the accuracy of character recognition systems as it has been shown in [10] or as further information to improve other applications such as emotion recognition. The landmarks can also be used for animating the face of the character or to transfer the emotion or style of one character to another one. 
