In assessments of child sexual abuse (CSA) allegations, informative background information 23 is often overlooked or not used properly. We therefore created and tested an instrument that 24 uses accessible background information to calculate the probability of a child being a CSA 25 victim that can be used as a starting point in the following investigation. Studying 903 26 demographic and socio-economic variables from over 11,000 Finnish children, we identified 27 42 features related to CSA. Using Bayesian logic to calculate the probability of abuse, our decision making (Kochenderfer, 2015) . Uncertainty about whether an event has occurred or 90 not should be represented in terms of probabilities, and these probabilities should be adjusted 91 based on new information (Baron, 1994; Dammeyer, 1998; Kuehnle, 1998) . For example, 92
information retrieved during the assessment should update the baseline probability of abuse. 93
But the baseline probability should also consider the particular features of the child under 94 investigation, and this probability could be used as the best possible starting point for further 95 investigation. Statistical models based on Bayes' Theorem are particularly well suited for this 96 (Herman, 2005; Wood, 1996) . Bayes' Theorem assumes the baseline probability of an event 97
is updated as new information becomes available. For example, let us assume the probability 98 that a randomly picked 12-year-old Finnish girl has been sexually abused. According to the 99 most recent population-based victimization (used in the present study), the baseline likelihood 100 of her having been abused, when nothing else is known, is approximately .03. This is then the 101 starting probability that has to be updated for each new piece of information that becomes 102 available. Let us further imagine that the girl exhibits symptoms of anxiety. If we know that 103 anxiety is exhibited by 60% of abused children and by 30% of non-abused children being 104 assessed, how likely is it that she has been abused in light of her anxiety symptoms? To 105 understand how the probability that she has been abused is updated given this new 106 information, we can consider a pool of 1000 girls of her age. Of these girls, 30 (3.0%) would 107 have been abused and, of these girls, 18 (60%) would show symptoms of anxiety. Of the 1000 108 girls, 970 (97%) would not have been abused and, of these girls, 291 (30%) would show 109 anxiety. Hence, 309 (18 + 291) girls show anxiety but only 18 (5.8%) have been abused. This 110 means that, compared to the baseline probability (.03), the observation of anxiety almostdoubles the probability of the girl having been abused. With H meaning hypothesis (the girl 112 has been abused), and E meaning evidence (the girl shows anxiety symptoms), the reasoning 113 can be expressed as follows 114 Neil, 2011). Multi-modal assessments, that is, assessments using multiple sources of 126 information, necessitate a meticulous overview and integration information from available 127 (and missing) evidence. To deal with the problems described and improve the reliability in 128 assessments of CSA allegations, we aimed to develop a computerized statistical-model that 129
calculates the starting probability of a suspicion of CSA being true (i.e., that the child in 130 question actually has been abused). To do this we used available victimization data from a 131 large representative sample in Finland. Data retrieved from these victimization data were 132 analyzed using Bayesian statistics. From the original dataset, we excluded 566 respondents because they had not provided 159 answers for key questions related to sexual abuse, 33 respondents because they did not answerrespondents because the participant either (i) declared to have been abused but they reported 162 to be older at the time of abuse than they were at the time of the survey, or (ii) declared to 163 have been abused, but the age difference between them and the offender was below 5 years, 164 although this minimum age difference was explicitly formulated in the question. Thus, our 165 final dataset consisted of reports from 10,665 children. Of the participants, 51.3% (n = 5451) 166 were girls and 48.7% (n = 5184) were boys (30 children did not report their gender). 167
Measures and Definitions 168
We defined child sexual abuse as the occurrence of one or more experiences of the 169 events listed in Table 1 Subsequently, the final decision was to avoid false negatives (i.e., not to define a real CSA 176 event as such) at the risk of false positives (i.e., define the event as CSA when it is not). We 177 also want to point out that this decision does not invalidate the logic of the subsequent 178 analyses. All subsequent analyses could be conducted with different operational definitions of 179 abuse, depending on the legal context in which they are intended to be used. 180
181
[Insert Table 1 In our procedure we considered a probabilistic classifier, which assigns the class label 194 to the category with the highest conditional probability given the values of the feature 195
variables. In addition to specifying the most probable class, the updated class distribution also 196 provides valuable information regarding the uncertainty of the proposed class label. Using 197
Bayes' theorem, the classification criterion of assigning = given the feature values 198
can be inferred from a generative model and formulated as 199
where is the set of class categories. Without additional assumptions, a practical limitation 200
of (1) In addition to being highly scalable, the naïve Bayes model is very efficient in terms 218 of handling missing data. In fact, summing out a non-observed feature variable is equivalent 219 to simply omitting the corresponding conditional distribution from (2). This particular 220
property is very useful in terms of updating the class distribution and performing feature 221 selection, especially in our case where the training data has been collected through 222 questionnaires containing many non-answered questions. 223
Rather than using a single naïve Bayes classifier, we propose using a collection of 224 profile-specific classifiers. In this approach, there is a different model for each context 225 specified by a profile variable. This enables modeling situations where the feature 226 distributions are expected to differ between the profiles. When taking a profile variable into 227 account, the classification criterion can be formulated as 228
Note that the features are still conditionally independent given the class and profile variables. 230
In Figure 1 it is useful for discriminating between the class categories. In addition to being marginally 235
informative, a good feature should also be non-redundant in the sense that it should remain 236 informative given the other features. In particular, the joint effect of several strongly 237 correlated features is easily over-emphasized in a naïve Bayes classifier, since the joint effect 238 is approximated as the sum of the individual effects. In this work, we take inspiration from the 239 structure learning field of Bayesian networks and propose a feature selection technique that is 240 designed to select features that are both informative and non-redundant. class label we obtain different points in ROC space. The complete curve can be obtained by 275 letting the threshold value incrementally increase in small steps from 0 to 1, since the 276 considered classifier returns a probability. To quantify the ROC curve in a single numerical 277 measure we also calculated the Area Under the Curve (AUC). Since the AUC is a proportionshould have an AUC lower than 0.5, which corresponds to random guessing. The AUC can be 280 interpreted as the probability that a random positive instance is ranked higher than a random 281 negative instance (assuming that positives rank higher than negatives). For a more robust 282 assessment of the out-of-sample performance of the classifier, we used cross-validation where 283 the data were randomly split into a training set and a test set of equal size. The classifier 284 parameters were learned using the training data and the classifier was then evaluated on the 285 holdout test data. To reduce variability, the cross-validation procedure was repeated 100 286 times, that is, the final results are averages over 100 ROC curves and corresponding AUCs. the baseline probability of .03. In panel B, this probability is updated given that the girl 300 replied Yes to the question "Have you ever tried drugs (e.g., hashish or ecstasy)?". Here, the 301 probability of having tried drugs is 0.194 if the child has been abused and 0.019 if the child 302
has not been abused. In panel C, the probability is updated given that the child has dinner with 303 the adults she lives with at least twice a week, and that she has not been victim of anyphysical attack in the last 12 months. After considering the use of drugs, the frequency of 305 dinner with the family, and the absence of any recent physical attack, the probability of sexual 306 abuse is approximately .15. 307
After having selected the profile variable and the corresponding sets of feature 308 variables, we built a classifier in form of a Bayesian network in AgenaRisk. The network, 309 which follows the structure illustrated in Figure 1(b) , is composed of the following variables, 310 which are known as nodes in a graphical model: a profile node, a set of feature nodes, and a 311 result (or class) node. The result node gives the probability that the assessed child has been 312 sexually abused. This node is linked to the profile node and to all the features in the classifier. 313
After specifying the profile, only nodes that are included in the feature set for that specific 314 profile can influence the distribution of the result node, while nodes outside the feature set 315 will have no influence. In practice, this is achieved by imposing regularities within the feature 316 distributions according to the concept of context-specific independence. 317
If the information is available, all nodes linked to a profile can be defined as True or 318
False or by choosing among the possible answers for the given classifier. For example, the 319 question "How often do you eat dinner with one or both of your parents (or those adults who 320 you live with)?" has two possible answers: "Several times a week or more" and "Once a week 321 or less)". When information is lacking a node can be left undefined. When new evidence is 322 inserted into the classifier, by assigning a value to a node, the classifier automatically updates 323 the probability of sexual abuse by performing inference in the model. 324
325

Results
326
We first calculated the CSA prevalence in Finland, dividing the sample into girls and 327 boys. The analyses indicate that the CSA base rate for boys (age 0-16) was .007 and 0.03 forand 13-16) but the analyses showed that using gender was sufficient (i.e., the age information 330 did not increase the accuracy of the classifier). 331
After this, we conducted the feature selection. In total we identified 42 significant 332 features that could be used to assess the probability that an assessed child has been sexually 333 abused. We identified 28 girl-specific features, 17 boy-specific features, and 3 general 334 features valid for both girls and boys. See Appendix for each feature, the name used in the 335 classifier, the full question asked in the survey, and the Bayes factor, which is a measure of 336 the marginal dependence between the feature and the class variable. The order of the features 337 in the table is the same as the order in which they were selected by the feature selection 338 method. The order a rough estimate of the importance of a feature in the presence of the other 339
features. 340
As a final evaluation step, we calculated the ROC curves. These were calculated for 341 To further clarify how the FICSA works, we decided to create two different fictive 362 scenarios. Both scenarios describe a CSA allegation regarding 11-years old girls. Here, we 363 use the features in FICSA to arrive at a probability that the girl has been abused. Case 1 describes a girl who is severely bullied by schoolmates, both in person and 370 through social networks. She is shy and has never reported her problems to anyone but her 371 parents. She once kissed a boy from her class and is, since then, object of her female 372
classmates' jealousy. They bully her both in person and by phone messages and have 373 threatened to hurt her physically. During the last month she has been bullied online by people 374 both known and unknown to her. We know that her family eats dinner together every day and 375 that she has never been victim of physical or psychological violence. The parents are 376 considering to send her to another school, because the situation is affecting the girl's 377
wellbeing. She has difficulties sleeping and cannot focus on her studies. She never smoked or 378 used drugs, but her parents let her have a glass of sparkling wine on special occasions.
Case 2 describes a girl who lives only with her father. He often leaves her alone 380 during evenings and nights. When the father is not home, she usually hangs out with a group 381 of slightly older boys who gather in the main square or in the park close to her home. The 382 father frequently complains that she is not doing her household chores, and that her mother 383 would be as disappointed in her as he is. Sometimes he calls her names too. She smokes, and 384 she drinks almost weekly. She does not use the Internet. Finally, it has become known that 385 she has satisfied some of her classmates sexual requests, and that she was victim of violent 386 aggression 3 months ago. 387
In both cases the baseline probability of sexual abuse is .03, but the FICSA gives two 388 different probabilities for abuse after updating the prior using case-specific features. In Case 1 389 the probability is .27. This is considerably higher than the baseline probability, but, 390 conversely, the probability of no abuse is .73. In Case 2 the probability of abuse is .84 and the 391 probability of no abuse is .16. 392
393
Discussion 394
The aim of this study was to develop and test a method using Bayesian logic that uses 395 accessible background information to assist clinical decision making in CSA allegations. To 396 do this we used demographical information from a large, representative population-based 397 victimization study. Our final model included 42 features in total and showed excellent 398 diagnostic utility. There are, however, some concerns that currently restrict its feasibility. 399
Some of these concerns pertain to the model assumptions, while other concerns pertain to the 400 validity and use of the estimated abuse probability. 401
Model Assumptions 402
Although the FICSA is based on sound logic, the outcome is also dependent on the 403 validity of the premises, that is, the validity and reliability of the data entered into theclassifier. Here, a first concern is the time interval between the experienced CSA and 405 participation in the questionnaire. If participation took place immediately after the event, we 406 could be sure that all of a child's answers described the situation before the abuse. In such a 407 case, variables related to CSA, would be actual predictors. In the current study, instead, some 408 of the variables that were included in the FICSA could also describe the situation after the 409 event. For example, the feature "Drugs", that refers to the question "Have you ever tried drugs 410 (e.g. hashish or ecstasy)?" can also be a consequence of abuse (Hornor, 2010) . This might 411 appear to undermine the validity of the current method. We argue, however, that the 412 chronological order of events has no impact in the decision making in assessments of CSA 413
suspicions. If at the time of the assessment, a variable is known and this variable is reliably 414 associated with experiencing abuse in the past (or future) it will contribute valid information. 415
An example that clarifies this is the presence memories of the abuse, which, invariably would 416 appear after the event and which are useful evidence in the investigation. 417
Another concern pertains to the operational definition of CSA, which in the current 418 study includes a minimum age difference between victim and offender. To reflect Finnish 419 legal practice, this age difference was set at 5 years in the victimization study. This definition 420 excludes all sexual relations, in which the age difference is lower, and involves, for example, 421 sexual relations between a 12-year old and a 14-year old. In such cases the law itself is less 422 precise, and courts have to evaluate the nature of the event, the type of relationship between 423 the individuals and so on. Similarly, all sexual relations involving a minor, where the age 424 difference between the two parts is over 5 years are considered CSA, even if the parties 425 themselves might view them as consensual. We also considered using the question: "Did you 426 see the situation as sexual abuse?" as a criterion. In this way it would have been possible to 427 exclude sexual acts perceived to be consensual and get a stricter definition of CSA. Becausedifficulties or being victims of manipulation, we refrained from using this criterion. 430
Furthermore, an allegedly consensual relation could relatively easily be demonstrated during 431 the investigation and the possible trial, and therefore it poses few practical problems. 432
The Validity and Use of the Estimated Abuse Probability 433
The FICSA gives a value ranging between 0 (abuse very unlikely) and 100 (abuse 434 very likely) that expresses the probability that the CSA has actually taken place and the case 435 can be substantiated. Because it is improbable that the result will be either 0 or 100, and in 436 most cases the model will give a value somewhere in between these extremes, it is important 437 to consider the interpretation of the value in attempting to reach a final decision. For this 438 purpose, the ROC curves in Figure 3 
