We characterize the robustness of subsampling procedures by deriving a general formula for the breakdown point of subsampling quantiles. This breakdown point can be very low for moderate subsampling block sizes, which implies the fragility of subsampling procedures, even if they are applied to robust statistics. This instability arises also for data driven block size selection procedures minimizing the minimum confidence interval volatility index, but can be mitigated if a more robust calibration method is applied instead. To overcome these robustness problems, we propose a robust subsampling method for linear models, which is consistent under standard conditions. Monte Carlo simulations and sensitivity analysis show that the robust subsampling with calibrated block size selection outperforms the classical subsampling, the classical bootstrap and the robust bootstrap, in terms of accuracy and robustness.
Introduction
Resampling methods are powerful tools in modern statistics and econometrics; bootstrap procedures (see, e.g., Hall 1992, Efron and Tibshirani 1993, and Hall and Horowitz, 1996) and subsampling procedures Romano, 1992, 1994 ) have widespread applicability, and are useful for a wide variety of inference problems in many fields. The bootstrap has been the object of a huge research in statistics and econometrics, since its introduction by Efron (1979) . Subsampling procedures are more recent, but have gained rapidly considerable attention. Their simpler consistency conditions and the wider applicability in some cases (see, e.g., Andrews, 2000 , for some famous examples), make subsampling a very useful and valid alternative to the bootstrap. Some examples of recent applications of subsampling procedures include: Chernozhukov and Fernandez-Val (2005) , who analyze subsampling inference of quantile regression processes; Gonzalo and Wolf (2005) , who study subsampling inference in threshold autoregressive models; Linton, Maasoumi and Whang (2005) , who develop a subsampling testing procedure for stochastic dominance; Hong and Scaillet (2006) , who propose a fast subsampling method for nonlinear models; Lee and Pun (2006) , who investigate subsampling in nonstandard M-Estimation with nuisance parameters.
As emphasized, for instance, by Bickel et al. (1997) , a key issue in the application of subsampling methods is the selection of an adequate subsampling block size m among the n data points, because subsampling accuracy can highly depend on this parameter. Hall and Yao (2003) highlight this problem for GARCH settings with asymmetric heavy-tailed errors. Cowell and Flachaire (2007) and Davidson and Flachaire (2007) observe a similar problem when resampling inequality and poverty measures. Andrews and Guggenberger (2007a, b, c) emphasize that standard subsampling methods imply a distorted asymptotic size when applied to statistics with a discontinuous asymptotic distribution in some model parameter. Intuitively, this feature is due to the higher variability of the subsample statistic, which makes its behaviour at a continuity point of the asymptotic distribution more difficult to distinguish from the one at a discontinuity point. Andrews and Guggenberger (2007b) propose a general hybrid subsampling methods with correct asymptotic size to overcome this problem.
This paper studies from a general perspective the robustness of subsampling methods in relation to the choice of the subsampling block size. We focus on global subsampling instability and derive a general formula for the breakdown point of subsampling quantiles. This breakdown point is increasing in the subsampling block size and the breakdown point of the statistic used. Concrete computations show that moderate block sizes typically chosen in applications can imply very unstable subsampling quantiles also when using robust statistics. This instability is larger than the one observed for standard bootstrap quantiles; see, e.g., Singh (1998) and Salibian-Barrera and Zamar (2002) . It arises also for data driven block size selection procedures based on the minimum confidence interval volatility (MCIV) index, but can be mitigated by a more robust calibration approach (Romano and Wolf, 2001 ). To overcome these robustness problems, we develop a robust subsampling method for linear models, which is consistent under standard conditions. Moreover, we show that the better robustness properties of this subsampling method are inherited by data driven block size selection procedures derived from it. Monte Carlo simulations and sensitivity analysis show that the robust subsampling with calibrated block size selection outperforms the standard subsampling, the bootstrap and the robust bootstrap of Salibian-Barrera and Zamar (2002), both in terms of the robustness and the accuracy of the resulting inference.
In Section 2, we first derive a general formula for the breakdown point of subsampling quantiles and the breakdown point of data driven block size selection procedures. In a second step, we introduce a robust subsampling method for linear models, compute its breakdown point, and prove its consistency. Monte Carlo simulations and sensitivity analysis are presented in Section 3, where we compare the robustness and the accuracy of the robust subsampling with the one of the subsampling, the bootstrap, and the robust bootstrap.
Subsampling Breakdown Point and Robust Subsampling
Let (X 1 , . . . , X n ) be an iid random sample and T n := T (X 1 , . . . , X n ) a statistic with upper breakdown point 0 < b ≤ 0.5. That is, nb is the smallest number of observations that need to go to ±∞ in order to force T n to go to ∞. 1 The breakdown point b is an intrinsic characteristic of the chosen statistic. It is explicitly known in some cases, and can be gauged most of the time, for instance by means of simulation or sensitivity analysis. Many nonrobust statistics have a breakdown point b = 1/n. Given a subsampling block size m < n, a random subsample (X *
where, by definition, inf(∅) = ∞. 
Definition 1 The subsampling upper t-quantile breakdown point b t of statistic T n is defined by
where p is the fraction of observations X i1 , ..,
By definition, b t is the smallest fraction of outliers in original sample (X 1 , .., X n ) such that the (lower) t−quantile of T * n,m diverges to infinity. 3 Intuitively, b t is a measure of the stability of quantile estimates provided by subsamping procedures, with respect to data contaminations of the original sample.
Explicit Breakdown Point Formula for Subsampling Quantiles
The general formula for the breakdown point of subsampling quantiles is given in the next theorem.
Theorem 2 The subsampling upper t−quantile breakdown point is
where X(n, m, p) is a hypergeometrically distributed random variable with parameters n, np and m.
From formula (2), b t depends on the quantile probability t, the breakdown point b of T n , and the block size m. It is decreasing in t and increasing in b and m for mb ∈ N. Moreover, b t = b for m = n. The formula for the subsampling lower t−quantile breakdown point is analogous. The main implication of Theorem 2 is that it pays to start with a robust statistic T n having nontrivial breakdown point, to stay away from extreme quantiles, and to avoid small block sizes. Table 1 emphasizes this point by computing the subsampling quantile breakdown points when n = 40, 80, 100, 120, and for b = 0.1.
Insert Table 1 about here When n = 40, the subsampling breakdown point ranges from 0.025 for m = 5 to 0.1 for m ≥ 31. The upper breakdown point of the standard bootstrap procedure can be computed using Singh (1998) results, and amounts to 0.05, 0.05 and 0.025 for the 0.9, 0.95 and 0.99 quantiles, respectively. When n = 120 the subsampling breakdown point can be as low as about 0.008 for m = 10 and t = 0.99, and is much lower than the breakdown point of bootstrap quantiles, which ranges between 0.05 and 0.067.
Theorem 2 implies that we can always obtain a target upper quantile breakdown pointb t ∈ (1/n, b] by selecting a suitable block sizem t = m(b t ). The formula for the smallest block size ensuring a given upper breakdown point of subsampling quantiles is given below. Corollary 3 implies that forb t = b it is possible to obtain a breakdown point b t as large as the one of the statistic T n . As highlighted by Table 1 , in order to achieve this goal it is not in general necessary to select a trivial bock size m = n.
According to Theorem 2, the block size m has to be sufficiently high, in order to avoid undesired subsampling breakdown properties. As n, m → ∞, however, some consistency condition like m/n → 0 should hold (see, for instance, Politis, Romano and Wolf, 1999). The asymptotic subsampling breakdown behavior is characterized as follows.
Corollary 4 Let subsampling block size
for n large enough, where z t is the t−quantile of the standard normal distribution.
From Corollary 4, the breakdown point b t converges to the breakdown point of statistic T as n, m → ∞. However, for block sizes relevant in many applications, the approximation (3) is too crude to be useful for practical purposes.
Breakdown Point and Data Driven Choice of the Block Size
A main issue in the application of subsampling procedures is the choice of block size m, because the subsampling accuracy heavily depends on this parameter. In this section, we study the robustness of data driven block size selection procedures and derive the breakdown behavior of procedures based on either a minimization of the confidence interval volatility index or the calibration method; see Romano and Wolf (2001 
The confidence interval volatility (CIV) index is defined for
where, by definition, arg inf(∅) := ∞. 
Definition 6 The breakdown point of m v is defined as
where p is the fraction of observations
Using Theorem 2, the formula for the breakdown point of m v follows easily from Definition 6. 
Since m v is a crucial parameter for the accuracy of the resulting subsampling inference, it is convenient to quantify b v t for realistic applications. To this end, we can use Corollary 7. For instance, for a sample size n = 100 and for t = 0.99, we obtain m min = 8 and m max = 25, using the average recommended choice in Romano and Wolf (2001) 
Calibration Method
Another consistent method for a data driven choice of the block size m can be based on a calibration procedure in the spirit of Loh (1987) . As above, we present this method for the case of a one-sided confidence interval only. The modifications for two-sided intervals are obvious.
Definition 8 Fix t ∈ (0, 1) and let
(X * 1 , . . . , X * n ) be a bootstrap sample from (X 1 , . . . , X n ). For each bootstrap sample, denote by Q * * t (
m) the (lower) t−subsampling quantile according to block size m.

The data driven block size according to the calibration method is defined by
where, by definition, arg inf(∅) := ∞.
By definition, m c is the block size for which the bootstrap probability of the event {T n ≤ Q * * t (m)} is as near as possible to the nominal level t of the confidence interval, but which at the same time ensures that the subsampling quantile breakdown probability of the calibration method is less than t. The last condition is necessary to ensure that the calibrated block size m c does not imply a degenerate subsampling quantile Q * * t (m c ) with a too large probability.
Definition 9 The breakdown point of m c is defined as
By definition, the breakdown point of m c is the smallest fraction of outliers such that equation (7) is degenerate, similar to the MCIV index method. The formula for the breakdown point of m c is given next.
Corollary 10 Let t ∈ (0, 1). The breakdown point of m c is given by
where b t (m) is for given m ∈ M the quantile subsampling breakdown point in Theorem 2 and BIN (n, p) is a binomial random variable with parameters n and p. Table 2 compares the breakdown point of m v and m c for some concrete parameter choices, given a statistic with breakdown point b = 0.1.
Insert Table 2 about here
For a sample size n = 40, the breakdown point of m c is maximal in all cases, but the one of m v can be as low as 0.025, depending on the choice of the set M of admissible block sizes. For a sample size n = 120, the breakdown point of the calibration method is slightly smaller than the maximal one in some cases, but it can be as low as 0.0167 for the MCIV method. These theoretical results corroborated by our Monte Carlo results indicate a higher robustness of the calibration method relative to the MCIV index method; the former (if implementable) should be favored over the latter in that respect.
Robust Subsampling
To overcome the problem of the low breakdown point of subsampling quantiles, it is necessary first to apply subsampling methods to robust statistics, in order to avoid a trivial breakdown point from the beginning, and, second, to robustify the subsampling procedure itself. In this section, we show how this goal can be achieved in the linear regression setting, by modifying the arguments for the robust bootstrap in Salibian-Barrera and Zamar (2002) to our subsampling setting. 4 Consider an iid regression model:
where Y i is a scalar and
Several robust estimators of β and σ are available in the literature; see, e.g., Hampel et al. (1986) for a review. For illustration purposes, we focus on a high-breakdown MM-estimator of β (Yohai, 1987) . Let {(y i , x i ) : i = 1, .., n}, be a sample of observations of model (9) . The MM-estimate β n of β is defined by the implicit equation:
In (10), ρ 1 is the derivative of a continuously differentiable, bounded and symmetric function ρ 1 , satisfying the conditions in Assumption 13 below. 5 The estimate σ n is a scale S−estimate that minimizes with respect to β the M−estimate σ n (β), defined by the implicit equation:
where function ρ 0 satisfies the same assumptions as ρ 1 and B is a positive constant. We denote bỹ β n the S−regression estimate, i.e., σ n = σ n (β n ). The choice of B determines the breakdown point of the estimators, which is maximal for B = 0.5 (see, e.g., Huber, 1981) . Before defining the robust subsampling procedure in detail, we introduce some necessary preliminary notation.
Notation 11 (i) For i = 1, .., n, define the residuals: r i = y i − x i β n andr i = y i − x iβ n , and compute the weights:
β n , and compute the weights:
With these weights, define:
In ( 
, σ * m ) using a first-order linear correction that depends only on β n ,β n and σ n . In this way, the large breakdown point of these estimators will be inherited by the implied subsampling quantiles.
Definition 12
Let β be the true parameter in the regression model (9) and J n (H) be the sampling distribution of 
The following assumptions are needed to prove the consistency of the robust subsampling approximation in Definition 12.
Assumption 13 (i) The sampling distribution J n (H) converges weakly to a limit distribution J(H) as n → ∞. (ii)
The following limits in probability hold as n → ∞:
where parameters β ,β and σ are the unique solution of the set of moment conditions:
(iii) For j = 0, 1, the function ρ j is three times continuously differentiable and such that: (R1)
The following expectations exist:
In addition, the first and the third matrices in (15) and in (16) 
Consistency of the robust subsampling in Definition 12 in proved in the next theorem. 
If J(·, H)
is continuous, then the following limit in probability holds as n, m → ∞ and m/n → 0: sup H) is continuous at c(1 − α, H) , then the following limit holds as n, m → ∞ and m/n → 0: 
.,n are linearly independent, and fix t ∈ (0, 1).
The breakdown point b
R t of the t−quantile of the robust subsampling in Definition 12 is given by
where X(n, m, p) is a hypergeometrically distributed random variable with parameters n, np and m, and b is the breakdown point of the robust M M −regression estimator β n . The assumption on the general position of √ ω 1 x 1 , .., √ ω n x n is also used in Salibian-Barrera and Zamar (2002), and is needed here to ensure that the approximation β * n,m of the subsampling estimate β * m is well-defined in every subsampling block. By comparing (17) with the breakdown formula (2) of the standard subsampling in Theorem 2, we note that for reasonable parameter choices
Let b
The numerical difference between the two breakdown points can be very large. Table  3 computes the robust subsampling breakdown point for a setting with d = 3 and for sample sizes n = 40, 80, 100, 120, in dependence of the breakdown point b of the M M −regression estimator β n .
Insert Table 3 about here
For b = 0.225 and n = 40, the robust subsampling breakdown point is b R t = 0.225 for all m ≥ 6. For t = 0.9, the maximal breakdown point is obtained already for m = 8. For t = 0.95 and t = 0.99, it is obtained for m = 10 and m = 12, respectively. In general, the maximal breakdown point is obtained for all samples sizes and confidence levels in Table 3 , independently of b, for m = 14. When b < 0.5, the value of m ensuring the maximal breakdown point is even lower. These are large differences with respect to the subsampling breakdown points in Table 1 . For example, when n = 120 and b = 0.1, the robust subsampling attains a maximal breakdown point already for some m ≤ 8, but the classical subsampling implies for m = 10 a breakdown point between 0.0167 and 0.0083, depending on the relevant confidence level t.
These results have implications also for the breakdown point of m v in Corollary 7. For instance, with a sample size n = 100, the average recommended choice in Romano and Wolf (2001) yields m min = 7 and m max = 25 (using c 1 = 0.75 and c 2 = 2.5). For b = 0.1 and k = 3, the breakdown point of m v when using the robust subsampling is maximal for all confidence levels, but the one when using the standard subsampling is b v t = 0.03 for t = 0.99. On the other side, the breakdown point of m c is much higher, as in our previous numerical illustrations.
Monte Carlo Simulations and Sensitivity Analysis
We study by Monte Carlo simulation the robustness and the accuracy of the subsampling and the robust subsampling, in the iid linear regression model (9) with d = 3. For comparison, we compute also results obtained with the bootstrap and the robust bootstrap of Salibian-Barrera and Zamar (2002). In all simulations based on 1000 replications, the true parameter vector is β = (0, 0, 0) and the sample size is n = 40. For the subsampling and the robust subsampling, we use a data driven block size, obtained either by minimizing the CIV index with k = 2 or by applying the calibration method. For our sample size, the average recommended choice in Romano and Wolf (2001) implies m min = 4 for c 1 = 0.75, and m max = 16, for c 2 = 2.5, respectively. However, values of c 1 lower than 6 were not applicable in our simulations, because they caused often convergence problems for the subsampling, when applied to the robust M M −regression estimator. Therefore, we fixed m min = 6. In our simulations, this choice tends to disadvantage slightly the subsampling and the robust subsampling in terms of coverage accuracy. However, we observe a better coverage of the robust subsampling with data driven block size selection using the calibration method, relative to the bootstrap and the robust bootstrap.
We make use of functions ρ 0 and ρ 1 in Tukey's family. The constant for the M M −regression estimator in our simulations is B = 0.5. For this choice, we obtain a breakdown point of β n satisfying b ≥ 0.47; see Yohai (1987 We first study the accuracy and the robustness of the finite sample coverage implied by the different resampling methods. To this end, we test the null hypothesis H 0 : β = 0 under a contaminated normal distribution for U :
where η = 0 (no contamination) and η = 0.1 (10% of contaminated data), as in Salibian-Barrera and Zamar (2002). Table 4 summarizes the empirical frequencies of non rejection of null hypothesis H 0 , using the resulting subsampling and bootstrap confidence intervals, for degrees of contamination η = 0 and η = 0.1, and for confidence levels 0.95 and 0.99.
Insert Table 4 about here
For the subsampling, the data driven choice of m using the MCIV index performs worst, with a too low coverage, both for t = 0.95 and t = 0.99. The calibration method produces better results and corrects to some extent the low coverage of the MCIV index method in the right direction. Interestingly, the coverage of the subsampling using the calibration method is better also than the one of the bootstrap. The robust subsampling using the calibration method has clearly the best overall performance, both without and with contamination (η = 0 and η = 0.1), with respect to subsampling, bootstrap and robust bootstrap procedures. Moreover, for all subsampling and bootstrap methods used, the robustification step always improves upon classical methods. The weaker performance of the subsampling when the block size is selected automatically with the MCIV index or the calibration method is due, to some extent, to a tendency of overestimating the "true" block size, which is highlighted by the box plots in Figure 1 .
Insert Figure 1 about here
In the case of no contamination (η = 0), MCIV index-based data driven block size selection procedures for the subsampling imply a block size m = 15 (m = 14) or higher for more than 25% of the simulated samples, when applied to classical linear regression estimators (M M −robust regression estimators). In the case of a contaminating probability η = 0.1, the block sizes selected when applying the subsampling to linear regression estimators attain the upper bound m max = 16 in 25% of the cases, and have a high median optimal block size m ν = 14. The robust subsampling implies a median selected block size m ν = 12. In 75% of the cases, this median block size is lower than the selected block size of the subsampling applied to classical linear regression estimators. In the simulations with the calibration method a tendency of the subsampling to overestimate the optimal block size arises also, but in a less pronounced way. The robust subsampling produces optimal block sizes that are on average clearly lower than those of the other methods. Moreover, they are remarkably stable when comparing the simulation results with and without contamination.
To study the sensitivity of the inferences in Table 2 with respect to single point contaminations, we fix a random sample (y 1 , x 1 ) , .., (y 40 , x 40 ) from the Monte Carlo simulation, and modify the observation y 14 = 1.1 in a grid within the interval [1.1, 2.5]. We can then study the sensitivity of the resulting empirical p−values for the null hypothesis H 0 : β = 0, with respect to variations of one single observation in the sample. Figure 2 plots the results.
Insert Figure 2 about here
As expected, the most unstable p−values arise for the subsampling based on the MCIV index calibration method (top panel), with p−values that can move in a spread of approximately ±0.15 when modifying a single observation in the sample. Compared, e.g., to a nominal size α 0 = 0.05 of the test, this feature implies a large p−value variation of more than 300% of the test nominal size. The sensitivity of the subsampling based on the calibration method is already far less pronounced, confirming the expected higher theoretical robustness of this method for a data-driven choice of the block size. The sensitivity arising for the robust subsampling based on the calibration method (middle panel) is even more limited, with p−value variations contained in a spread of approximately ±0.025. The sensitivity patterns arising for the robust bootstrap (bottom panel) are similar to those of the robust subsampling using the calibration method, with maximal p−value variations in a range of approximately ±0.025. As expected, the sensitivity of the standard bootstrap is also very pronounced, with p−value variations of approximately ±0. 15 .
Finally, we can also study empirically the breakdown point of the empirical p−values produced by the different robust subsampling and robust bootstrap methods in our simulation. Given a fixed random sample (y 1 , x 1 ), .., (y 40 , x 40 ) , we replace randomly 100η% of the observations by outliers of size ξ = 5, and study the behaviour of the empirical p−values for η ∈ [0, 0.25]. Figure 3 summarizes the results.
Insert Figure 3 about here
The robust subsampling and the robust bootstrap achieve a maximal breakdown point b t ≥ 0.45 for m ≥ 8 in this setting. This is reflected by the very flat empirical p−value profiles obtained as a function of η, highlighting no apparent breakdown for contaminations of probability η ≤ 0.25 in the bottom panel of Figure 3 . These findings are consistent with the theoretical breakdown point results computed from the formula in Theorem 15. The upper panel of Figure 3 , instead, highlights the tiny breakdown point of the subsampling and the bootstrap, with large p−value variations already for contamination probabilities η below 0.05.
To summarize, our Monte Carlo simulations and sensitivity analysis show that the robust subsampling with calibrated block size selection outperforms the classical subsampling, the classical bootstrap and the robust bootstrap, in terms of accuracy and robustness.
where
More compactly, the system (19) can be written as τ n = F n (τ n ) for an appropriate function F n :
A first order expansion of (19) gives
where τ = (β , σ ,β ) . The explicit computation of ∂F n /∂τ shows thatβ n does not enter (20) in the approximation of the first d + 1 components of √ n(τ n − τ ), i.e., the approximation of √ n( β n − β ) and (13) 
where M n, and τ n, are the same matrix and the same vector as in (13) and (14), respectively, but evaluated at τ instead of τ n . Therefore, we have to show that the limit distribution of ξ n (τ ) is the same as the limit distribution of
To this end, it is sufficient to prove that the limit distribution of ζ *
. In order to obtain this, we only need
to the limit cumulative distribution of ζ n (τ ), evaluated at any continuity point x. This implication follows, however, with standard arguments; see, e.g., the proof of Theorem 2.2.1 in Politis, Romano and Wolf (1999) . The proportion p of outliers in the original sample that is needed to drive the t−th subsampling quantile estimate above any bound should then satisfy:
This proves statement (i) of Theorem 15, after taking complements of the event in (21) . Statement (ii) now follows with the same arguments used to prove Corollary 3. Val ues Column Number Figure 1 : Data driven choice of the subsampling block size. Box plots of data driven block size selections according to the MICV index (first two panels) and the calibration (last two panels) method, for the subsampling applied to the classical linear regression estimator (Column 1), the subsampling applied to the robust M M − regression estimator (Column 2), and the robust subsampling (Column 3). The first and third panels are for a contaminating probability η = 0. The second and fourth panels are for a contaminating probability η = 0.1. The size of the simulation is 1000. x 1 ), .., (y 40 , x 40 ). The random sample is generated under H 0 . The top panel is for the subsampling using the MCIV index and the calibration method (dashed and dash-dotted line, respectively). The middle panel is for the robust subsampling using the MCIV index and the calibration method (dashed and dash-dotted line, respectively). The bottom panel is for the bootstrap and the robust bootstrap (dashed and dash-dotted line, respectively). For the subsampling and the robust subsampling, we use data driven block size selections based on the MCIV index and the calibration method (straight and dashed line, respectively) with m min = 6 and m max = 16. Table 4 : Empirical coverage of the subsampling and the bootstrap (classical and robust). Simulated empirical coverage in the linear regression testing setting, for confidence levels t = 0.95, 0.99, subsampling block size m = 10, 20, sample size n = 40, and contamination probabilities η = 0, 0.1. The bootstrap is a standard iid bootstrap. Subsampling and bootstrap procedures are applied to statistics based on an ordinary least squares estimator (rows "Bootstrap" and "Subsampling"). Robust bootstrap and robust subsampling results are in the rows "R. Bootstrap" and "R. Subsampling", respectively. Data driven block size selection procedures based on the MCIV index and the calibration method are additionally denoted by "MCIV" and "CM", respectively. The size of the simulation is 1000.
