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recovered molecular positions (purple diamonds) after applying adaptive constrained maximum likelihood. Ground-truth molecular positions are denoted
by gold circles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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Structural bias of two crossing microtubules (MTs) recovered by RoSE (purple) and
FALCON (green). (a) 2D histogram of (top) the simulated ground-truth structure
and (bottom) recovered structural obtained by RoSE for a blinking density of 1.3 ×
10−5 molecules/nm2 . Scale bar: 50 nm. Color bar: number of localizations per
5 × 5 nm2 . (b) Projection of the localizations within the orange box in (a) and the
corresponding double Gaussian fits. The arrows labeled by d∗ and d denote the
distance between the centers of the two MTs, and the distance between the peaks
of the fitted double Gaussian, respectively. (c,d) Mean distance between centers
of the MTs along the length of the structure for mean emission intensities of (c)
3000 photons and (d) 800 photons. (e,f) Localization errors along the +x direction
(Ex ) for molecules within the white box in (a) at various distances from the center
crossing yc : (left) 81.9 nm , (middle) 304 nm, (right) 438 nm. The noted bias
values represent the difference between the true center of the MT and the mean of
matched localizations; the arrows indicate a [10, −10] nm interval centered at the
true position of the MT. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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Structural bias in the sizes and shapes of vesicles recovered by RoSE-C and
FALCON. (a) Simulated ground-truth structure of 4 circular vesicles. The
mean emission intensity and mean uniform background were set to 800 photons and 40 photons per pixel, respectively. (b) Structure recovered from
low-density frames using ThunderSTORM. (c) Structure recovered by FALCON. (d) Structure recovered by RoSE-C. Color bars: number of localizations
per 19.5×19.5 nm2 . (e,f) Estimated clusters, their confidence ellipses, and the
RMSE of all localizations corresponding to the (e) left and (f) right boxes in
(a) for low-density imaging (grey), FALCON (green), and RoSE-C (orange),
respectively. Scale bars: 100 nm. . . . . . . . . . . . . . . . . . . . . . . . .

71

xi

3.4

3.5

4.1

4.2

Structural bias in recovering a dense network of microtubules from experimental SMLM images using FALCON, SRRF and RoSE-C. (a) Diffraction-limited
sum of the SMLM image stack. (b) An example SMLM image exhibiting high
blinking density. (c) Histogram of localizations obtained using FALCON. (d)
Recovered map using SRRF-TRAC2. (e) Histogram of localizations obtained
using RoSE-C. (f) Correlated GradMap recovered using RoSE-C. The white
arrow indicates regions with low confidence. (g-i) Magnified views of the boxed
region in (e) for (g) FALCON, (h) SRRF, and (i) RoSE-C. The white arrow
in (h) indicates a bias in the recovered branching structure. Scale bars: (a,e,f)
1 µm and (g) 200 nm. Color bars: (b) number of photons per 100 × 100 nm2
and (c,e,g,i) number of localizations per 25 × 25 nm2 . . . . . . . . . . . . .
3D recovery of densely-packed NPCs using the double-helix and tetrapod
PSFs. (a) xy and (b) yz views of the simulated ground-truth arrangement
of 3 NPCs centered at (0, 0, 0), (300, 0, 50), and (200, 200, 130) nm, each consisting of 8 labeling sites equidistantly distributed on a circle with diameter
of 120 nm. The brightest pixel corresponds to the peak of a Gaussian distribution (standard deviation = 3.5 nm) multiplied by the number of blinking
events. (c,d) Representative images of overlapping molecules corresponding
to the (c) DH and (d) tetrapod PSFs. (e,f) xy projections of the NPCs recovered by RoSE using the (e) DH and (f) tetrapod PSFs. The white arrow in
(f) indicates mislocalizations at higher axial coordinates. (g,h) xy projections
of the NPCs recovered by RoSE-C using the (g) DH and (h) tetrapod PSFs.
Scale bars: 100 nm. Color bars: (a,b) number of blinking events/nm2 ; (c,d)
number of photons per 58.5 × 58.5 nm2 ; and (e-h) number of localizations per
12 × 12 nm2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Optimized 3D orientation-sensitive PSF produces larger and dimer molecular images. (a) Two-closely located molecule modeled as dipole with distinct mean orientations and rotational constraints. Images of molecules in
(a) for (b) a microscope augmented with the Tri-Spot PSF [178] to produce
orientation-sensitive images and (c) a standard microscope. White dashed
lines separate x- and y-polarized channels. Color bar: photons/58.52 nm2 ;
scale bar: 1 µm. (© 2019 IEEE) . . . . . . . . . . . . . . . . . . . . . . . .
Modeling asymmetric rotation of single molecules. µ0 represents the mean
orientation of a molecule wobbling in an asymmetric cone. By rotating this
cone to be parallel to z axis, we can describe the rotated angular distribution
by a planar, asymmetric cone with a vertical radius λ1 and a horizontal radius
λ2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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4.3

4.4

4.5

4.6

Robust molecule detection using spatial pooling. (a) False localization of
a standard, grid-based sparse recovery method in the presence of a channel
mismatch of one camera pixel (the PSF in y-channel is misaligned by 58.5 nm
along y axis w.r.t. x-channel’s PSF). (b) Recovered GradMaps for the first
three bases and the result of pooling these maps. Note that the molecule’s
orientation is such that its energy is most strongly projected onto x-channel.
Accurate detection of single molecules is re-stored by identifying the local
maxima of the pooled map. Color bars: (a) photons/58.52 nm2 , (b) brightnessscaled grad flux per 58.52 nm2 . (© 2019 IEEE) . . . . . . . . . . . . . . . . 92
Robustness of proposed spatial pooling in the presence of polarization channel misalignment. (a) 2D histogram of the ground-truth, first-order angular
parameters used to simulate images. For each sampled θ and γ, we sampled
ten φ angles randomly within [0, π] and for each (φ, θ, γ) we generated 200
independent noisy images using the Tri-Spot PSF. The mean brightness was
set to 2000 photons and the uniform background was set to 5 photons per
pixel. The channel misalignment was set to one camera pixel (58.5 nm) along
the y axis. (b) 2D histogram of the parameters of the true positive molecules
corresponding to the ground-truth molecules in (a). 2D histograms of the (c)
false negative molecules and (d) false positive molecules. The overall Jaccard
index ia 0.96. Color bars: count per 0.1 × 10 degree. . . . . . . . . . . . . . 99
Bias and precision in estimating an isolated molecule averaged over various
molecular orientations. (a) Proposed algorithm provides unbiased 2D position estimates of a molecule within object grid with a grid distance of 58.5
nm. For each true position (black rectangle), we sampled 200 different orientation parameters (using a symmetric cone model) and generated corresponding
noisy images. The mean brightness was set at 2000 photons and the uniform
background was set at 5 photons per pixel. The ellipses represent the estimated localizations. (b) Estimated localization precision for the x coordinate
of a molecule located at (30 nm, 30 nm) versus the corresponding Cramér-Rao
bounds (CRB). For each (θ, γ), 200 in-plane angles, i.e., φ, were sampled and
corresponding noisy images were generated using a symmetric cone model. . 100
Bias and precision (σ) of the proposed method in resolving two closely-located
molecules. Molecules were separated along x axis by 400 nm with orientation
parameters of {φ = 45◦ , θ = 80◦ , γ = 0.5} and {φ = 0◦ , θ = 70◦ , γ = 0.8}.
For each molecule, its brightness was set to 2000 photons and a uniform background of 5 photons per pixel was used. Note that the Cramér-Rao bounds
(CRB) are calculated for isolated molecules with the angular parameters corresponding to each of two molecules. . . . . . . . . . . . . . . . . . . . . . . 101
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4.7

Performance of our proposed method in estimating angular parameters of an
isolated molecule. (a) Estimated mean squared-angular (MSAE) error for
repeated measurements of noisy images (dashed lines) versus corresponding
theoretical values (solid lines). For each angular parameter (θ, γ), 200 in-plane
angles φ were sampled and corresponding images were generated according to
our symmetrical cone model. We set the mean brightness to 2000 photons
and used a uniform background of 5 photons per pixel. (b) Precision and
bias in estimating rotational constraint γ for data points in (a). Rotational
constraint error was calculated as the difference between average estimated γ
and its ground truth. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.8 Bias and precision (σ) of the proposed method in estimating angular parameters of two closely-located molecules. Angular estimates are obtained for the
data set in Fig. 4.6. Note that the Cramér-Rao bounds (CRB) are calculated
for isolated molecules with the angular parameters corresponding to each of
two molecules. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.9 Effect of PSF calibration in the reconstructed image of an Atto 647N molecule
embedded in PMMA. (a) Measured image of an Atto 467N molecule using
the Tri-Spot PSF. (b) Reconstructed image (with shot noise) obtained by estimating angular parameters (φ̂ = −45◦ , θ̂ = 70◦ , γ̂ = 0.75) via the calibrated
PSF using Eq. (4.31). (c) Reconstructed image (with shot noise) obtained
by estimating angular parameters (φ̂ = −45◦ , θ̂ = 75◦ , γ̂ = 0.43) without
PSF calibration. Dotted circles show that the calibrated PSF model better
matches the measurements. Color bars: photons/58.52 nm2 ; scale bar: 1 µm.
4.10 Estimating rotational constraint of Atto 647N molecules embedded in PMMA.
(a) Estimates of half-cone angle α obtained for a symmetric cone model (αm
indicates median value). (b) Corresponding rotational constraint estimates γ
for data points in (a) (γm indicates median value). Molecules with estimated
mean brightness below 1100 photons were filtered out. . . . . . . . . . . . . .
4.11 Elucidating the conformation of lambda DNA via orientation super-resolution imag-

102
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108

ing with YOYO-1 molecules. (a) Super-resolved images of strands of λ-DNA obtained by localizing YOYO-1 molecules over 6000 imaging frames. Inset cartoon
depicts a YOYO-1 molecule inserting into base-pairs of DNA with its dipole orientation perpendicular to the long axis of DNA. For the four regions highlighted
with colored boxes, we approximated the local DNA axis with a line (white dotted
lines) and plotted recovered YOYO-1 molecules along their mean orientations. (b)
Histogram of relative 2D (∆φ2D ) and 3D (∆φ3D ) angles (med ± std. dev.) between
YOYO-1 molecules and the local axes od DNA in (i-iv) using Eq. (4.33). YOYO-1
molecules with estimated mean brightness less than 2000 photons were excluded
from analysis in (a) and (b). Color bar: number of localizations/302 nm2 . Scale
bars: (a) 1µm and (a-iv) 100 nm. . . . . . . . . . . . . . . . . . . . . . . . . . 111
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4.12 Quantifying rotational constraint of YOYO-1 and DiI molecules obtained using symmetric and asymmetric cone models. (a) Histogram of half-cone angles for YOYO-1 molecules in Fig. 4.11b assuming a symmetric cone model
with a median half-cone angle of 48◦ . (b) Similar to (a), but assuming
an asymmetric cone model. The median half-cone angles estimated to be
α1m = 55◦ and α2m = 33◦ . (c) Histogram of half-cone angles for DiI molecules
(C59 H97 CIN2 O4 ) obtained using an asymmetric cone model. Similar distribution of half-cone angles α1 and α2 agrees with the the homogeneous rotation
of floppy DiI molecules with their short tail only inserting into lipid bilayer.
5.1

5.1

5.2

112

Quantifying confidence in SMLM. (a) Left: Simulated image of a single molecule
(SM, position denoted by red triangle) with isotropic emission. Right: Localization
(orange circle) refers to a position r̂1 and brightness ŝ1 estimate returned by an
SMLM algorithm. (b) Proposed confidence quantification framework. Localizations
are represented as positions and brightnesses . . . . . . . . . . . . . . . . . . . 122
referenced to a grid without loss of generality (pale blue squares, Methods). Left: A
perturbation divides the photons of each estimated source molecule equally across
8 neighboring grid points with brightnesses ŝ[1,j] at positions r̂[1,j] . Middle: The
perturbed source molecules are fed to a regularized transport optimization algorithm that minimizes a regularized negative log likelihood using its own PSF model,
resulting in transport trajectories ∆r̃[1,j] . Wasserstein-induced flux (WIF) measures the normalized amount of inward photon flux from the neighboring perturbed
source molecules, taking values from -1 (least confidence) to 1 (highest confidence).
(c) Examples of localizing and quantifying confidence. (i) 100 simulated images
of an isotropic, in-focus SM analyzed by ThunderSTORM (TS). Scatter plot: localizations (black dots) and true positions of the molecules (red triangles). Grey
histogram: fitted widths of the PSF (σ̂) estimated by TS. Magenta histogram: estimated WIF confidences using the proposed method. (ii) Similar to (i) but for
two molecules separated by 70 nm. (iii) Similar to (i) but for a dipole-like molecule
defocused by 200 nm. (iv) Similar to (i) but for a dim isotropic molecule in focus.
Colorbars: (a, c-i,ii) and (c-iii,iv) photons per 58.5 × 58.5 nm2 . Scalebars: (a) and
(c) left: 500 nm, (c) right: 50 nm. . . . . . . . . . . . . . . . . . . . . . . . . . 123

Landscape of expected, negative Poisson log likelihood in localizing two closelyspaced molecules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
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Quantifying the stability of a localization in estimating the true minimum
point ω ∗ of a function f . (a) An inaccurate localization exhibits poor stability
upon a perturbation. For a localization estimate ω̂ (black circle), we consider
two perturbed points, one to the its right and another one to its left (blue
circles). After applying a gradient-descent step, we obtain new points ω1 (red
circles). Note the opposite displacements of perturbed points: the one to the
right moves toward ω̂, while the one to the left moves away from ω̂, which
results in a net flux or confidence near zero. (b) An accurate localization
exhibits high stability w.r.t. various perturbations. Note the overall high net
flux as both perturbations move toward ω̂. . . . . . . . . . . . . . . . . . . . 127
2D localization confidence of a molecule with various defocus and dipoleinduced mismatches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
2D localization confidence of a bright molecule with various defocus and
dipole-induced mismatches . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
3D localization confidence and axial localization error of a molecule in a
medium of mismatched refractive index . . . . . . . . . . . . . . . . . . . . . 134
Effect of SNR on the performance of WIF in quantifying position inaccuracy 138
Effect of regularizer strength on WIF for accurate and inaccurate localizations 139
Stability of WIF over a range of regularizer strengths for accurate and inaccurate localizations as a function of SNR . . . . . . . . . . . . . . . . . . . . 140
Using median and standard deviation of WIFs calculated over a range of
regularizer strengths significantly improves detection of localization inaccuracies141
Wasserstein-induced flux (WIFavg ) quantifies localization accuracy without
ground truth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
WIF confidence map reveals artifacts in recovering a tubulin network from
high-density SMLM data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
Comparison of 2D SMLM algorithms on experimental images of Alexa Fluor
647-labeled microtubules. (a) Left: isolated images of Alexa Fluor 647 molecules.
Right: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
localization confidences for 600 isolated molecules using RoSE (red) and TS
(green). (b) SMLM image of microtubules recovered by RoSE. (c,d) Enlarged
top-left region in (b) for RoSE and TS, respectively. (e) Histogram of confidences corresponding to localizations in (c) and (d) for RoSE (red) and TS
(green), respectively. (f,g) Similar to (c,d) but for the middle-right region in
(b). (h) Similar to (e) but for localizations in (f) and (g). Colorbars: (a) photons detected per 160 × 160 nm2 , (b) number of localizations per 40 × 40 nm2 .
Scalebars: (a) 500 nm, (b) 1 µm, and (g) 500 nm. . . . . . . . . . . . . . . 146
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5.14 Comparison of 3D SMLM algorithms on experimental images of Alexa Fluor
647-labeled microtubules. (a) Representative imaging frame of blinking SMs
using the DH-PSF. (b) Histogram of confidences of the Easy-DHPSF algorithm (green) and RoSE (red) corresponding to 500 randomly-chosen frames
from the 10718-frame dataset. (c) 3D SMLM image of Easy-DHPSF localizations with apparent brightness greater than 1300 photons, color-coded as
a function of z position. (d) Similar to (c), but for RoSE localizations. (e)
Transverse (xz) images and WIF distributions of localizations along the dotted line (1) in (c) (window width=492 nm) corresponding to Easy-DHPSF
(green) and RoSE (red). (f) Similar to (e), but for the dotted line (2) in
(c) (window width=726 nm) and a standard deviation of 20 nm. Colorbars:
(a) photons detected per 160 × 160 nm2 , (c,d) depth (nm), (e) localization
density per 15 × 15 nm2 , (f) localization density per 20 × 20 nm2 . Scalebars:
(a,d) 1 µm, (e) 100 nm, (f) 200 nm. . . . . . . . . . . . . . . . . . . . . . . .
5.15 Quantifying algorithmic robustness and enhancing reconstruction accuracy in
SMLM of amyloid fibrils. Super-resolution image of twisted fibrils recovered
by (a) TS weighted least-squares (WLS), (b) TS maximum-liklihood estimation (MLE), and (c) RoSE. (d-f) Histogram of localizations projected onto the
gold line in (c, top inset) from (d) WLS, (e) MLE, and (f) RoSE. WIFs for
(g) all WLS localizations in (a), (h) all MLE localizations in (b), and (i) all
RoSE localizations in (c). Green regions denote localizations with confidence
greater than 0.5. (j-l) Histograms of localizations with confidence greater than
0.5 projected onto the golden line in (c, top inset) and corresponding filtered
inset images for (j) WLS, (k) MLE, and (l) RoSE. Colorbar: number of localizations per 20 × 20 nm2 . Scalebars: (c) 500 nm, (c inset) 150 nm, (l inset)
150 nm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
5.16 Filtering unreliable localizations using PSF width versus WIF for enhancing
reconstruction accuracy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
5.17 Filtering unreliable localizations using localization precision versus WIF for
enhancing reconstruction accuracy . . . . . . . . . . . . . . . . . . . . . . . .
5.18 Heterogeneity in Nile red interactions with amyloid fibrils. (a, b) WIFs of
bright localizations (>400 detected photons) detected by RoSE on two fibrils.
(c, d) WIFs of localizations within corresponding boxed regions in (a, upper
magenta and lower black) and (b, upper orange and lower blue), respectively.
Green regions indicate localizations with WIF > 0.8, corresponding to (a,
magenta) 63%, (a, black) 54%, (b, orange) 62%, and (b, blue) 45% of the
localizations. Colorbar: confidence. Scalebar: 500 nm. . . . . . . . . . . . . .
5.19 Examples of heterogeneity in Nile red interactions with amyloid fibrils . . . .
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A.1 Detection performance (2D imaging) of RoSE in recovering a molecule located
at various distances from the nearest grid point for a range of SBRs. (a)
Jacard. (b) Recall. (c) Precision. Normalized distance represents the ratio
between the distance of a molecule from a grid point and the distance of
that grid point to middle of the grid. The mean background was set to 40
photons/pixel. For each case, 500 independent frames were analyzed. . . . . 192
A.2 Detection and bias of RoSE in recovering two closely-spaced molecules as a
function of separation distance and SBR. (a) Mean recall in detecting two
molecules separated along y axis for various brightnesses. (b) Same as (a)
but the two molecules are separated along x = y. (c) Precision in detecting
two molecules separated along y axis for various brightnesses. (d) Same as
(c) but the two molecules are separated along x = y. (e) Bias in (x1 − x2 )
in localizing two molecules separated along y axis for various brightnesses.
(f) Same as (e) but the two molecules are separated along x = y. (g) Bias
in (y1 − y2 ) in localizing two molecules separated along y axis for various
brightnesses. (h) Same as (g) but the two molecules are separated along x = y.
(i) Brightness bias in recovering two molecules separated along y with mean
emission intensities of 500 photons. (j) Same as (i) but two molecules have
mean emission intensities of 1,000 photons. (k) Same as (i) but two molecules
have mean emission intensities of 3,000 photons. (l) Same as (i) but two
molecules are separated along x = y. (n) Same as (j) but two molecules are
separated along x = y. (m) Same as (k) but two molecules are separated
along x = y. In (a-m) a mean background of 40 photons/pixel was used. . . 193

xviii

A.3 Lateral and axial localization bias and precision of RoSE in recovering two
closely-spaced molecules using the tetrapod PSF. (a) Precision and (b) bias
along y in localizing two closely-spaced molecules located at (x1 , y1 ) = (0, 0)
nm and (x2 , y2 ) = (0, 142) nm at an SBR of 3 corresponding to 3, 100 photons
detected from each molecule with a mean background of 40 photons/pixel. Triangles (dotted curve) represent the precision and bias of localizing molecule
1, while squares (dashed curve) represent the precision and bias of localizing
molecule 2. The ideal limits of localization precision and bias are plotted
in black. A positive bias for molecule 1 indicates a bias toward the second
molecule, while a negative bias for molecule 2 indicates a bias toward the first
molecule. (c) Precision and (d) bias along z in localizing the two closely-spaced
molecules in (a,b). (e) Precision and (f) bias along y in localizing two closelyspaced molecules located at (x1 , y1 ) = (0, 0) nm and (x2 , y2 ) = (100, 100) nm
at an SBR of 3 corresponding to 3, 100 photons detected from each molecule
with a mean background of 40 photons/pixel. Triangles (dotted curve) represent the precision and bias of localizing molecule 1, while squares (dashed
curve) represent the precision and bias of localizing molecule 2. The ideal
limits of localization precision and bias are plotted in black. A positive bias
for molecule 1 indicates a bias toward the second molecule, while a negative
bias for molecule 2 indicates a bias toward the first molecule. (g) Precision
and (h) bias along z in localizing the two closely-spaced molecules in (e,f). . 194
A.4 Two states Markov chain with exponential transitions. Each state is characterized by a parameter k = 1l , where l is the mean life-time of that state
and that k is the mean rate at which the transition to the other state occurs.
Here, koff denotes the transition rate from the bright state to the dark state,
whereas kon represents the transition rate from the dark state to the bright
koff
. . . . . . . . . . . . . 197
state. The mean switching rate is given by : (kkonon+k
off )
A.5 Bias and precision analysis (2D imaging) of RoSE in localizing a molecule
located at various distances from a grid point for a range of SBRs . (a) Bias
along x and (b) y in localizing a molecule. (c) Brightness bias in localizing a
molecule. Localization precision of RoSE compared to CRB in recovering a
molecule for a normalized distance of (d) d= 0, (e) d=0.33, (f) d= 0.66, and
(g) d= 1, respectively. The mean background was set to 40 photons/pixel.
For each case, 500 independent frames were analyzed. . . . . . . . . . . . . . 203
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A.6 Bias and localization precision of RoSE in recovering a molecule using the
tetrapod PSF. (a) Localization precision of RoSE compared to CRB in recovering a molecule located across a depth range spanning [−1, 1] µm. The
precision at each photon count was obtained by analyzing 200 measurements.
(b) Localization bias of RoSE along x (black triangles), y (cyan squares), and
z (grey diamonds) corresponding to measurements in (a). (c) Brightness bias
of RoSE corresponding to measurements in (a). (d) Localization bias of RoSE
as a function of molecule’s distance from the nearest grid point. Molecules
were placed at z = {0 (orange), 300 (red), 600 (green), 800 (purple)} nm. (e)
Localization precision of RoSE along x (triangles) and z (squares) compared
to CRB (dashed curve) as a function of molecule’s distance from the nearest
grid point. For each case in (a-e), 200 independent frames were analyzed and
a mean background of 40 photons/pixel was considered. . . . . . . . . . . . . 204
A.7 Structural bias of two crossing microtubules recovered by RoSE (purple) and
FALCON (green). The low, high, and ultra-high densities correspond to blinking densities of 4.9 × 10−6 , 1.3 × 10−5 , and 1.9 × 10−5 molecules/nm2 , respectively. (a) Simulated ground-truth structure. Color bar: number of molecules
per 5 × 5 nm2 . (b) Recovered structure by RoSE at low-blinking density and
mean emission intensity of 3, 000 photons. Color bar: number of localizations
per 5 × 5 nm2 . Inset: Magnified projection of the boxed region onto the axis
transverse to microtubule for RoSE (purple) and FALCON (green). The insets
were obtained by blurring the localizations with a Gaussian distribution with
a 2.3 nm standard deviation. (c) A representative simulated camera frame
for high-blinking density and mean emission intensity of 800 photons. Color
bar: number of photons per 58.5 × 58.5 nm2 . (d) Recovered molecules corresponding to (c) using RoSE and FALCON. The arrows show the direction of
localization errors for FALCON with corresponding magnitudes. (e,f) Mean
separation bias (d-d∗ ) between crossing MTs at various true separations (d∗ )
for low-blinking density, and mean emission intensities of 3,000 and 800 photons, respectively. (g,h) Mean separation bias (d-d∗ ) between crossing MTs
at various true separations (d∗ ) for high-blinking density, and mean emission
intensities of 3,000 and 800 photons, respectively. (i,j) Mean separation bias
(d-d∗ ) between crossing MTs at various true separations (d∗ ) for ultra-high,
blinking density, and mean emission intensities of 3,000 and 800 photons, respectively. (k) Projected histogram corresponding to insets in (b). Dashed
lines represent the positions of the MTs walls. RoSE resolves the MTs walls
with better visibility than FALCON (57% larger) . Scale bar: 300 nm. . . . 205
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A.8 Eliminating false localizations in recovering simulated packed vesicles using
estimated confidence levels. (a-c) Auto-correlated GradMaps for blinking densities of (a) 2.8 × 10−5 (low-blinking density), (b) 7.1 × 10−5 (high-blinking
density), and (c) 10 × 10−5 (ultra-high blinking density), respectively. The
auto-correlation order was set to 3 (Eq. (A.44) ). The mean emission intensity
was set to 800 photons; the mean uniform background was set to 40 photons
per pixel; and a total of 80 frames were used for reconstruction. (d) Groundtruth structure recovered by ThunderSTORM for the high-blinking dataset
in (b) using frames with isolated blinking events. (e) Recovered structure by
RoSE for the high-blinking dataset in (b). (f) Recovered structure by RoSE-C
for the high-blinking dataset in (b). The threshold level in RoSE-C was set
to 0.1. (g-l) Same as (a-f), but the mean emission intensity was set to 3,000
photons and the auto-correlation order was set to 2. Scale bars: 100 nm. . . 206
A.9 Bias in measuring vesicle separation and labeling density. (a) Simulated
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Single-molecule localization microscopy (SMLM) techniques have become advanced bioanalytical tools by quantifying the positions and orientations of molecules in space and time
at the nanoscale. With the noisy and heterogeneous nature of SMLM datasets in mind, we
discuss leveraging particle-gradient flow 1) for quantifying the accuracy of localization algorithms with and without ground truth and 2) as a basis for novel, model-driven localization
algorithms with empirically robust performance. Using experimental data, we demonstrate
that overlapping images of molecules, a typical consequence of densely packed biological
structures, cause biases in position estimates and reconstruction artifacts. To minimize such
biases, we develop a novel sparse deconvolution algorithm by relaxing a particle-gradient flow
algorithm (called relaxed-gradient flow or RGF). In contrast to previous methods based on
sequential source matching or grid-based strategies, RGF detects source molecules based on
the estimated “gradient flux.” RGF reconstructs experimental images of microtubules with
much greater accuracy in terms of separation and diameter. We further extend RGF to the
xxx

problem of joint estimation of molecular position and orientation. By lifting the optimization from first-order to second-order orientational moments, we derive an efficient version of
RGF, which exhibits robustness to instrumental mismatches. Finally, we discuss the fundamental problem of quantifying the accuracy of a localization estimate without ground
truth. We show that by computing measurement stability under a well-chosen perturbation
with accurate knowledge of the imaging system, we can robustly quantify the confidence
of individual localizations without ground-truth knowledge of the sample. To demonstrate
the broad applicability of our method, termed Wasserstein-induced flux, we measure the
accuracy of various reconstruction algorithms directly on experimental data.
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Chapter 1
Introduction
Life, the singular stage for our artistry,
comes to an end with each of us singing our own melody;
The stage, the audience are here to stay;
Cheers to those that will be engraved in memory.
Zhaleh Esfahani (translated from Persian)

1.1

Quantitative localization microscopy

Since its invention, fluorescence imaging has been an indispensable analytical tool for biological studies of cells, tissues, and organisms because of its ability to visualize specific
molecules of interest against a dark background in a relatively noninvasive manner. Tagging a biological molecule with a small organic fluorophore or fluorescent protein enables
a fluorescence microscope to produce pictures of structures and movies of interactions between molecules within living cells. The optical detection of individual fluorescent molecules
in condensed matter [112] is the basis for an entire family of super-resolved fluorescence
microscopy techniques including photoactivation localization microscopy (PALM) [19, 83],
stochastic optical reconstruction microscopy (STORM) [137], and point accumulation for
1
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Figure 1.1 : Basic principles of single-molecule super-resolution microscopy. (a) Conventional fluorescence microcopy utilizes fluorophores (green starts) to target a structure of
interest. Upon excitation with a laser tuned at specific wavelength, these fluorophores simultaneously emit light. Due to the Abbé diffraction limit (∼ 250 times larger than the size
of a fluorophore), the point-spread functions of these fluorophores are blurred and thus the
details of the structure are completely lost. (b) Single-molecule super-resolution microcopy
circumvents the resolution limit of conventional microscopy by 1) stochastically controlling
the activation of individual fluorophores and 2) utilizing a computational imaging model and
a localization algorithm to estimate the positions (red crosses) of fluorophores from noisy
images over time. Since the position of fluorophores can be estimated reliably, aggregating
a sufficient number of localizations reveals the details of the structure (red circles).
imaging in nanoscale topography (PAINT) [145], and most recently minimal photon fluxes
(MINFLUX) [13]. These methods rely upon the blinking of fluorescent molecules in time
to reduce the concentration of active emitters and resolve each molecule in a microscope
image [18, 79, 113]. Repeated cycles of molecular blinking and measurement of molecular
positions from their point spread functions (PSFs) by an image analysis algorithm result in
2

reconstructed images of a biological structure with resolution beyond the Abbé diffraction
limit (∼ λ/2NA ≈ 250 nm for visible light, where NA is the numerical aperture of the fluorescence microscope) (see Fig. 1.1). Here, we refer to these techniques collectively as singlemolecule localization microscopy (SMLM). Notably, these demonstrations led to recognition
of the pioneers of these techniques with the Nobel Prize in Chemistry in 2014 [18, 79, 113].
We note that the so-called target readout techniques such as STED and RESOLFT do not
involve computational reconstruction and thus we focus on SMLM here [80].
Reconstructed images in SMLM are a collection of points in space, time, and other domains,
e.g., orientation. This multi-dimensional, point-list nature allows for studying fundamental
biological questions with greater refinement. The key to this refinement is not only a greater
spatial resolution, but also the ability to control and quantify the precision and accuracy of
our estimates at the single-molecule level.
Over the past two decades, the versatility as well as nanoscale resolution offered by SMLM
techniques have revealed interesting phenomena in a “quantitative” fashion, including stepping motion of myosin V along actin filaments [175], diffusional domains of the membrane [51], protein structures [172], architecture of the nuclear pore complex [158], periodicity of actin structures [173], virus assembly [75], among others (see Fig. 1.2 for various
examples). Understandably, the vast enhancement in image resolution (from 250 nm down
to few nm) makes for the effective application of SMLM in these experiments. However,
as we increase the complexity of our questions, it necessitates imaging with complex PSFs
sensitive to multi-dimensional parameters, e.g., molecule orientation, maintaining dense sampling with minimum artifacts, detecting dim fluorophores within living cells, and pushing
for higher spatial and temporal resolution. These in turn render the computational aspect
of SMLM critical.
3

Figure 1.2 : Examples of single-molecule-based super-resolution imaging in biological applications. (a) The nucleoid-associated protein HU imaged at different stages in the cell cycle
of asymmetrically dividing C. crescentus bacterial cells, by light-induced blinking of enhanced yellow fluorescent protein fusions. (b) A spindle-like apparatus of ParA is part of the
asymmetric division machinery in C. crescentus bacterial cells. (c) Nuclear pore complexes
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(continued): (gp210 proteins) with eight-fold symmetrical subunits in isolated Xenopus laevis
oocyte nuclear envelopes. (d) Cytosolic nanoscale fibrillar aggregates of mutant huntingtin
exon 1 proteins inside intact neuronal model cells (PC12m). IB: inclusion body. Nu: nucleus
(e) tdEos-tagged focal adhesion molecules (paxillin) imaged in 2D at 55-s time resolution
in a live CHO cell. (f) Endoplasmic reticulum (ER) dynamics in live BS-C-1 cells. (left)
A time-series of 10-sec STORM snapshots. Blue arrowheads: Tips of extending tubules.
(middle) A composite image containing all these snapshots with each localization colored
by its time of appearance according to the shown color map. (right) Distribution of the
widths of ER tubules. Green bars: Newly extended tubules. Red bars: Old tubules that had
already existed for at least 2 min. (g) Voltage-gated ion channels recognized by fluorescentlylabeled saxitoxin ligands, imaged at 6 s/reconstruction. Spines are constantly extending and
retracting from the extended neuritic process in the neuronal model cell PC12. Scale bars
as noted and 1000 nm (b, c left), 500 nm (e, f), 250 nm (c top right), 150 nm (c bottom
right(C–E)). Reprinted from [140], Copyright (2013), with permission from Elsevier.

In this work, we are mainly interested in 1) quantifying the performance of an arbitrary
localization algorithm, that is, an algorithm that utilizes a computational model to estimate
the number and positions of molecules, and 2) designing principled detection, deconvolution,
and parameter estimation algorithms with empirically robust performance across various
SMLM datasets.

1.2

Mathematical notions

In this section, we set the mathematical theme of this work by introducing a set of ideas
based on which we build our algorithms.
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1.2.1

From Euclidean vectors to discrete measures

Detecting molecules against background photons, estimating the number and parameters of
molecules, and quantifying the confidence of these estimates are instances of inverse problems. In all these problems, we are given a set of measurements, e.g., noisy camera images
of molecules blinking against background photons, and are required to infer some quantities
about underlying molecules, which are often mathematically ill-posed.
Unlike many image processing tasks wherein the underlying signals are modelled via ndimensional vectors in a Euclidean space (see Fig. 1.3a and Chapter 2 in [90]), denoted by
Rn , some inverse problems aim at estimating a few weighted sources in some underlying
space (see Fig. 1.3b and Chapter 2 in [22]). In the context of this work, estimating sparsely
located molecules from their images is an instance of such inverse problems with the sources
representing molecules, their weights amounting to molecules’ brightnesses, and the underlying space representing molecular parameters, e.g., position and orientation. Conveniently,
we can model an unknown number of points or molecules with mathematical objects called
discrete measures. Formally, let us denote γ = {(s1 , θ1 ), . . . , (sN , θN )} as a collection of
N point sources, e.g., molecules, where si ∈ R and θ ∈ Rd ⊂ Θ denote the “weight” and
underlying parameters of the ith source in γ, respectively.
A discrete measure corresponding to a weighted collection of sources γ is denoted by µ :

µ=

N
X
i=1

si δ(θ − θi ),

(1.1)

where δ(·) represents the Dirac delta function defined by the relation:
Z

Rd

δ(θ − θi )f (θ) = f (θi ),
6

(1.2)

a

b

ν ∈ Rn

ν ∈ Rn

y

x
µ=

P2

i=1 si δ(x

− xi , y − yi ) ∈ M(R2 )

Figure 1.3 : Examples of practical signals in imaging applications and their corresponding
mathematical representations. (a) Natural images (left [1]) or images obtained from magnetic
resonance scans (right [125]), are represented via Euclidean vectors with n indicating the
number of pixels. (b) Simulated image of two closely-located molecules captured by an optical
microscope using the Gaussian PSF (left) and the underlying molecules (right) represented
as a discrete measure consisting of two molecules, where si and (xi , yi ) denote brightness
and position of the ith molecule. Note that unlike pixels of vectors in (a), the molecules in
µ can locally move in various directions.
for any continuous function f defined on Rd . In particular, for any set A ∈ Rd , we have
P
µ(A) = N
i=1 si δθi (A), where δθ (·) denotes the Dirac measure defined as:
δθ (A) =




0, θ ∈
/ A,


1, θ ∈ A.
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(1.3)

When the number of point sources in µ, i.e., N , is much smaller than the ambient dimension,
e.g., the number of camera pixels, we refer to µ as a sparse measure.
As it will turn out in the following chapters, and elegantly pointed out in [22], thinking about
inverse problems by considering measures as variables, exposes the features of the underlying
parameter space, such as particle flow (see Sec. 1.2.2). These features in turn enable us to
create competitive and often elegant solutions for various inverse problems. Although we
draw on properties of measures, which naturally belong to an infinite-dimensional space, we
show useful “tricks” to create practical and principled algorithms.
We would like to point out that we may model the blinking of molecules as a point process,
that is to say a collection of discrete measures each with a random number of molecules
over time [150]. This point process is then described by a spatial function Λ—referred to as
the intensity of the process—that essentially quantifies the expected number of molecular
blinks arising in any region of the object space. Under this generating model, the inverse
problem of interest amounts to find Λ from a number of imaging frames containing the
images of molecules attached to the target structure and blinking over time. While mathematically sound, in practice obtaining a probability distribution for the point process, which
is parametrized by Λ (e.g., Poisson process), requires strong assumptions on the stochastic
emission of molecules that may not be satisfied in the context of SMLM. In addition, since
Λ is defined over continuum, e.g., R2 , its estimation requires solving an infinite dimensional
optimization problem, which may not be feasible. In this dissertation, we thus focus on the
object model specified by Eq. (1.1), which avoids modeling temporal statistics in molecular
blinks, and leads to practical optimization problems and solutions.
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1.2.2

Particle-gradient flow

Gradient flows or steepest descent curves, naturally come up in evolution equations (see [141]
for an overview). Consider minimizing a functional f defined on R. Ideally, we would to find
a point or points that satisfy ∇L(θ) = 0, i.e., points with zero gradient, or, equivalently, are
extrema of the functional f . One way to look for such points is to start from an arbitrary
point θ0 ∈ R and find a curve that follows in opposite direction of the gradient at the
current point, hence the name steepest descent curves. Formally, these curves are solutions
to ∂t θ(t) = −∇f (θ(t)), where ∇ denotes the gradient operator. A prominent example
of a gradient flow is the classic heat equation, i.e., the Laplacian equation ∆u = 0, for
R
which the functional f corresponds to the Dirichlet energy f (u) = 21 |∆u|2 (∆ denotes the
Laplace operator of a scalar field.). Therefore, we can think about static equations such
as minimizing a functional, which appear in inverse problems, as evolution equations and
exploit properties of gradient flows otherwise missing in Euclidean signal models. Luckily,
gradient flows elegantly generalize to space of measures with a metric derived from the theory
of optimal transport [166]. This extension, called particle-gradient flow, is important for our
problems as we deal with measures, that is, a collection of molecules or particles and not
Euclidean vectors (see Fig. 1.4).

1.2.3

Convex optimization and relaxations

Although gradient flows in measure spaces provide important qualitative insights that allow
us to design effective algorithms, their infinite-dimensional nature limits their usefulness in
practical applications. To circumvent this difficulty, we use a common trick of discretizing
the underlying parameter space with the important addition of allowing the molecules to
9

trajectory of an initial source
true source

trajectory
grid point
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Figure 1.4 : An example of particle-gradient flow in localizing source molecules. Localizing
molecules from their PSFs can be thought of as minimizing a functional whose extrema
include the locations of the true molecules (red circles). Starting from a set of initial particles,
gradient flows are obtained by moving the particles along the steepest descent curves (dotted
curves). Note the inward flux surrounding the source molecules.
move locally. This “relaxation” allows us to design efficient convex optimization programs,
amenable to accelerated gradient descent algorithms [16, 122], for various inverse problems.

1.3

Why particle-gradient flows?

In this section, we first provide a brief history of inverse problems with measures as the
signals of interest. We then point out novel ideas put forth in this dissertation, which utilize
measures as the core signal model and particle-gradient flow as the main technique to solve
inverse problems.
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1.3.1

A brief history of inverse problems with sparse measures

Perhaps the work of Taylor et al. is one of the earlier works that studied the problem of
recovering measures form noisy signals [161]. Specifically, the authors considered estimating a spike train (e.g., a reflectivity series) from noisy and blurred seismic measurements.
Their main insight was that using the so-called `1 norm of the unknown spike trains as a
regularizer—which equals to the sum of absolute values of spikes—resulted in trains with
fewer spikes. The author noted that this behavior was in stark contrast to the Euclidean
norm, which tended to smear the spikes. Following the work of Taylor et al., Chapman et al.
considered minimizing the `1 norm of th error between the measurements and the model—
using linear programming—while making sure that the number of spikes was bounded by
some integer [38]. Interestingly, one of the issues that these methods raised was an inherent uncertainty in the number of estimated spikes, which was affected by the choice of
hyper-parameters.
It was not until late 1990s—thanks to the powerful numerical solvers—that regularized
inverse problems with `1 norm gained attention from the statistics and harmonic analysis
communities. In particular, basis pursuit (BP)—a convex optimization program similar to
that of Taylor et al.— was proposed to find an “optimal”, sparse representation of a signal
given a redundant dictionary [39]. Further, the celebrated least-absolute shrinkage algorithm
(Lasso) as a convex optimization with bounded `1 norm in its constraint was introduced
[162]. Soon after these developments, theoretical and analytical results of inverse problems
involving signals with sparsity regularization were presented in 2000s [35, 60]. Although
these methods can be applied to practical inverse problems over measures by discretizing
the parameter space, they exhibit notable sensitivity to model errors, producing signals
supported on many points [41].
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Recovery over continuum is the natural extension of sparse recovery techniques to atomic
measures—that is, signals composed of atoms from a possibly infinite-dimensional set of vectors, e.g., spike trains—by replacing the `1 norm with the so-called total variation norm [34].
Unfortunately, solving inverse problems utilizing the total variation norm has limited practical applicability to problems wherein the signals are a weighted sum of complex exponentials [20, 34, 40, 159]. More seriously, they suffer from sensitivity to noise due to their root
finding algorithms.
A recent line of algorithms exploit the local properties (e.g., differentiability) of measures
into their optimization routines. In these methods, classical optimization techniques, such
as iterative-shrinkage thresholding [52] or conditional-gradient descent [68] are augmented
with local refinements of the locations of point sources in the estimated measures [24, 28,
55, 107]. We emphasize that the local-refinement viewpoint stands in contrast to previous
methods wherein only some form of sparsity is utilized. Closely related to our work is a recent
proposal by Chizat, which takes a particle-gradient flow viewpoint to sparse optimization
problems by building an over-parametrized discrete measure and performing gradient-descent
updates simultaneously on positions and weights of point sources [42].

1.3.2

Novel ideas

One main practical concern of existing methods for solving inverse problems over measures,
such as sparse deconvolution, is lack of robustness to diverse measurement noise levels and
model mismatches, which are inherent to SMLM datasets. As we show in this work, the main
problem with existing methods is the use of scalar thresholding of the estimated weights to
detect point sources, which neglects other local properties of a point source. One of the
12

innovations presented in this dissertation is to show that we can exploit the differential
structure present in measures beyond local refinements. In particular, we demonstrate that
inward flux induced by solving the particle-gradient flow problem can be used as a natural
prior knowledge of point sources for “regularizing” the detection and deconvolution (see Fig.
1.4).
Quantifying the quality of a reconstructed image is one of the outstanding problems in
SMLM. Existing methods either are based self-correlation or correlating with secondary
image modalities, which neglect the mathematical nature of these images, that is, a collection
of point estimates obtained by localizing many molecules. In this work, we show that we
can reliably quantify the accuracy of a localization algorithm even without ground-truth
knowledge of the sample. The key to achieving this result is to treat molecules as measures
and exploit their local properties such as the induced flux.

1.4

Contributions and organization of this work

Chapter 2 establishes a general algorithmic framework for solving sparse, differentiable deconvolution problems based on particle-gradient flows. We present a convex relaxation to
solve the particle-gradient flow problem, which we call relaxed-gradient flow (RGF). This
relaxation alleviates the sensitivity of the particle-gradient flow to the number of initial particles and their initial positions, which stems from the non-convexity of the problem [107].
In addition, we derive a novel accelerated gradient descent algorithm to solve the resulting
optimization problem efficiently. Importantly, we show that by computing the normalized
gradient flux for every point in the object space, we can robustly detect and deconvolve source
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molecules even at extremely low signal-to-noise ratios and experimental model mismatches
with greater success than other techniques1 .
In Chapter 3, we quantify the accuracy of various localization algorithms when the SMLM
images contain a high-density (HD) of blinking molecules. Traditionally, HD algorithms are
evaluated using scalar metrics, such as root-mean-square error, that fail to quantify the
structure of errors caused by the structure of the sample. We develop a variant of RGF,
called Robust Statistical Estimation algorithm (RoSE), to minimize structural biases for
arbitrary structures and PSFs2 .
Chapter 4 extends the RGF algorithm to the problem of joint estimation of molecular orientation and position. To estimate angular parameters, we consider first estimating jointly
the second-order orientational moments and positions of molecules. In this process, we show
by pooling gradient fluxes evaluated across second-order moments, we can improve the robustness of our source detection w.r.t. misalignment of measurement channels in our model.
We verify the robustness of our algorithm on synthetic and experimental data3 .
1

A part of Chapter 2 is based on: Hesam Mazidi, Arye Nehorai, and Matthew D. Lew. Sparse differentiable deconvolution: a gradient-flow perspective. in preparation
2
The material in Chapter 3 is from our paper: Hesam Mazidi, Jin Lu, Arye Nehorai, and Matthew D
Lew. Minimizing structural bias in single-molecule super-resolution microscopy. Scientific Reports, 8(1):1–10,
2018.
3
Part of this Chapter is based on: H. Mazidi, E. S. King, O. Zhang, A. Nehorai, and M. D. Lew.
Dense Super-Resolution Imaging of Molecular Orientation via Joint Sparse Basis Deconvolution and Spatial
Pooling. 2019 IEEE 16th International Symposium on Biomedical Imaging (ISBI 2019), 325 (2019).
We mention that two important applications in the context of single-molecule orientation microscopy have
benefited from our algorithm.:
• Lu, J., Mazidi, H., Ding, T., Zhang, O. and Lew, M..D. (2020), Single-molecule 3D orientation
imaging reveals nanoscale compositional heterogeneity in lipid membranes. Angew. Chem. Int. Ed..
Accepted Author Manuscript. doi:10.1002/anie.202006207
• T. Ding, T. Wu, H. Mazidi, O. Zhang, and M. D. Lew. Single-molecule orientation localization
microscopy for resolving structural heterogeneities between amyloid fibrils. Optica 7, 602 (2020).
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In Chapter 5, we present the problem of quantifying the accuracy of a localization estimate
given a computational imaging model. We show that by quantifying the stability of a
localization estimate w.r.t. a well-chosen perturbation, we can obtain an excellent measure
of accuracy. To measure localization stability, we use ideas from gradient flows in a measure
space endowed with a Wasserstein metric. As an application of our method, we quantify the
performance of various localization algorithms directly on experimental SMLM data4 .

4

This Chapter is adapted from: Mazidi, H., Ding, T., Nehorai, A. and Lew, M.D., 2020. Quantifying accuracy and heterogeneity in single-molecule super-resolution microscopy. bioRxiv, p.721837. (minor revision
at Nature Communications).
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Chapter 2
Convex relaxations for differentiable
sparse deconvolution: a gradient-flow
perspective
The essence of mathematics lies in its freedom.
Georg Cantor

2.1

Introduction

The problem of localizing molecules from a noisy and dense image falls into the general
category of sparse inverse prevalent in signal processing and machine learning. In such
problems, one typically searches for an element in some well-defined space that best explains
the measurement. Generally, such an element is formed by a weighted, linear combination of
a few elements, e.g., source molecules, in some underlying space. Here, we are interested in
an instance of such problems in which the measurements consist of shifted and scaled images
of the source molecules. Such a problem is known as sparse deconvolution. In this Chapter,

16

we focus on developing a novel sparse deconvolution algorithm to address the challenges
faced in single-molecule localization microscopy (SMLM).

2.1.1

Algorithmic challenges in single-molecule localization microscopy

Dense molecular blinking

One of the critical aspect of SMLM is the ability to control molecular blinking rate using
various photo-chemical techniques [19,83,99,137,145]. Such methods allow the experimenter
to substantially reduce the expected blinking rate down to only few molecules per imaging
frame, thereby enabling single molecules to be detected [58]. However, in practical SMLM
experiments, the density of molecules is dictated by the structure of interest [67]. That
is, while the blinking rate of individual molecules can be controlled, the observed blinking
density in an SMLM dataset follows a time-varying distribution over the period of the experiment (Fig. 2.1), where denser regions of the sample lead to higher apparent blinking
densities. Therefore, a typical SMLM dataset inevitably contains a substantial number of
frames with overlapping images of molecules. This overlapping problem causes difficulty
for many standard SMLM softwares that rely on detection and segmentation of only one
molecule [138, 139].

Measurement heterogeneity

In SMLM and single-molecule tracking applications, measured molecular images vary over
time as well as the field of view (FOV) due to stochastic intensity fluctuations, blurring
17

frame # = 100
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frame # = 2100

Figure 2.1 : A typical SMLM super-resolution imaging dataset exhibiting time-varying
molecular blinking density as well as measurement heterogeneity [109]. Due to photobleaching of fluorophore molecules, the blinking rate decreases over time. Scale bar: 1µm.
caused by diffusion, and optical aberrations. Such heterogeneities necessitate a deconvolution algorithm that minimizes the number of false detections due to model mismatch while
maximizing the detection of true blinking events even for dim molecules.
In SMLM and signal processing literature various “deconvolution” algorithms have been proposed to tackle image overlapping problem [138,139]. However, almost all of these algorithms
do not provide a methodological approach to provide robustness against measurement heterogeneity. In fact, previous techniques are susceptible to these heterogeneities, exhibiting
sub-optimal performances [139]. In particular, these algorithms require certain calibration
and tuning for each dataset, which may not provide optimal performance across relevant
experimental conditions, e.g., signal-to-noise ratios (SNRs). In addition, it is not obvious
how we can calibrate these algorithms when the true generative model is partially unknown.
In fact, adaptive selection of regularization parameters is the subject of current research [27].
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We note that the generalized likelihood ratio test (GLRT) has been utilized for detecting
molecules at a certain false positive rate based on a pre-specified model [149]. In essence, this
method tests whether each camera pixel contains signal from a single molecule. Based on
the results of these individual tests, ROIs containing single molecules are identified based on
connected regions of pixels. Unfortunately, the classical GLRT cannot be applied to imaging
datasets with overlapping images. Further, GLRT may be sensitive to model mismatch
causing the set false positive rate to be overly optimistic.

2.1.2

Contributions

We first introduce the idea of differentiable, sparse deconvolution in which we assume that
the image of a molecule can be mathematically described by a differentiable function (see
Sec. 2.2). Next, we revisit various solution techniques and briefly discuss their shortcomings.
In particular, we focus on a recently introduced algorithm based on “particle gradient flow”
(PGF). Being a non-convex optimization, PGF requires initializing critical hyper-parameters
such as initial distribution of particles (see Secs. 2.2.3, 2.2.4). One interesting aspect of PGF
is the trajectories of initial particles. In particular, under some conditions, initial particles either vanish or they converge toward true particles (see Fig. 2.3). Critically, as far as localizing
particles is concerned, we only need to know the trajectories of particles in a neighborhood
of true ones. We exploit this observation to obtain a convex relaxation of PGF by considering “local” perturbations to particles. To achieve this, we construct a set of regular grid
points and initialize particles on those points but allow them to move only within a local
neighborhood (see Sec. 2.2.4 and Fig. 2.3). We next derive an accelerated proximal gradient
algorithm to efficiently solve the resulting relaxed gradient flow optimization problem (see
Sec. 2.2.4).
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Motivated by the idea of converging particles, for each grid point, we construct a quantity,
named gradient flux, which measures how well neighboring particles converge toward the
said grid point (see Sec. 2.2.5). We show that gradient flux can be interpreted as a measure
of “goodness-of-fit” (see Fig. 2.5). Remarkably, we find that detecting molecules based on
gradient flux allows us to detect surprisingly dim molecules with only a few false positives.
We further show that our proposed algorithm exhibits robustness to measurement heterogeneity as well as image overlap, significantly improving previous algorithms. The idea of
deconvolving and detecting molecules based on the notion of gradient flow is one of the
critical innovation of this Chapter, which separates itself from existing methods that rely on
intensity/scalar comparisons. Finally, we show that gradient flux can be used to calibrate a
deconvolution algorithm without exact knowledge of true sources.

2.2

Differentiable sparse deconvolution

In sparse deconvolution problems, we wish to recover a mixture of atoms/spikes/point sources
(without loss of generality, we refer to them as “molecules”) defined over some parameter
space from their noisy and blurred measurements. Oftentimes, the blurring is the result
of limited “bandwidth” of the physical system from which measurements are taken. Conveniently, this phenomenon can be mathematically expressed through a function going by
the names impulse response/impulse filter/point-spread function in various disciplines. An
interesting type of impulse response arises when it exhibits translation-invariance property,
which is often manifested in many physical systems through which signal propagates according to linear, homogeneous differential equations. In this case, the noiseless measurement
can be characterized through convolution of a mixture of molecules and the impulse response
20
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Figure 2.2 : Examples of sparse, differentiable deconvolution problems. Scale bar: 100 nm.
(Fig. 2.2). When the impulse response or the PSF is differentiable w.r.t. the underlying parameters, we refer to the deconvolution problem as differentiable sparse deconvolution. As
it will become clear, exploiting differentiability can significantly improve the performance of
various deconvolution algorithms.

2.2.1

Notations

We represent scalar quantities with lower-case letters or script letters; vectors with lowercase, bold letters; and matrices with upper-case, bold letters. Mathematical operators and
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measure spaces are represented with script, bold letters. A vector with m components all
equal to one is represented as 1m . The Euclidean space equipped with the `2 norm (i.e.,
k·k2 ) is represented by Rd . We define kvk∞ , maxi vi , i.e., maximum norm. Finally, the
cardinality of a set S is denoted by |S|.

2.2.2

Mathematical description

Consider a continuous parameter space Θ such as a d-dimensional manifold, where M(Θ)
indicates the set of all discrete measures defined over Θ. In this chapter, we consider Θ to be
the familiar Euclidean space Rd , which corresponds to physical parameters of interest such
as the positions of molecules. An element of µ ∈ M(Θ) can be represented as:
µ=

N
X
i=1

si δ(θ − θi ), θi ∈ Rd ,

(2.1)

where si ≥ 0 represents the “strength” of the ith molecule out of N total molecules, and δ(·)
is the dirac delta function.
In order to obtain an expression for the convolved signal, we introduce a set of smooth
functions {φj (θ) : u −→ qj (u − θ)} through translation of {qj }, that is, a collection of
impulse responses or the point spread functions. A physical interpretation of {φj } is that
each j th impulse response corresponds to a distinct “channel”. By integrating {φj } against
the measure µ, the convolved signal f , which lives in a Hilbert space I (signals of interest
have finite “energy”) takes the following form:

f=

XZ
j

ηj (θ)φj (θ)dµ =

Θ

N
XX
j
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i=1

si ηj (θi )φj (θi ),

(2.2)

where ηj (θ) ∈ R represents the “gain” of j th channel whose value, in most interesting settings,
depends on the molecule and thus is unknown. In the present Chapter, we assume ηj (θ) are
known a priori.
A natural way to recover µ, that is, “deconvolve” the molecules from their convolved signal, is through constructing a discriminating “metric” and searching for the measure that
minimizes the discrepancies between the measurement and the convolved signal f . Usually,
the choice of the metric is motivated by the statistical property of the measurements (e.g.,
Kullback–Leibler divergence due to Poisson shot noise [93]) or the computational complexity
of the search (e.g., L2 , i.e., the Euclidean norm, for its simplicity). Conveniently, metrics of
interest induce a convex loss function L : I −→ R, e.g., negative log likelihood and leastsquares, through which we can formulate the deconvolution problem as an optimization over
the space of discrete measures:
µ∗ = arg min L(f ).

(2.3)

µ∈M(Rd )

We can account for “sparsity” of signals by augmenting the optimization in Eq. (2.3) with
P
a “penalty” term µ(Θ), which represents µ’s total mass |µ|(Θ) = N
i=1 si :
µ∗ = arg min L(f ) + λ|µ|(Θ),

(2.4)

µ∈M(Rd )

for some λ > 0. The optimization problem in Eq. (2.4) is a convex program albeit in an
infinite dimension due to continuous nature of the underlying parameter space. Below, we
briefly discuss modern approaches to solve this optimization problem.
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2.2.3

Solution techniques

Discrete support recovery

A common approach to solve the infinite-dimensional problem in Eq. (2.3) involves gridding
the parameter space Θ = Rd and solving the resulting finite-dimensional problem—also
known as least-absolute shrinkage and selection operator (LASSO) [162]—using standard
convex programming algorithms such as iterative shrinkage thresholding algorithm (ISTA)
[52], or its fast variant FISTA [16], and alternating direction of multipliers (ADMM) [25].
Unfortunately, the solution obtained by these techniques is supported on a large, discrete
set, which requires heuristic post-processing including finding local maxima over a window or
least-squares pruning. In practice, the main problem with these heuristics is the instability
of recovered support set across various noise levels. This instability is exacerbated in the
presence of model mismatch, which is mainly due to the greedy nature of such algorithms as
they do not consider any other priors on the solution set beyond sparsity. We note that there
has been a growing literature on controlling the false discovery rate of these estimators [89].

Conditional gradient with non-convex local updates

By exploiting the differentiability of the parameter set Θ, recent works have studied principled algorithms to solve Eq. (2.3). The alternating descent conditional gradient (ADCG)
method [24], which builds on the classical conditional method (CGM) [88], also known as the
Frank-Wolfe algorithm [68], locally refines continuous parameters via non-convex updates.
ADCG sequentially adds molecules to the solution set and refines their parameters at each
iteration until no further molecule can be added. However, in general, it is not obvious how
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to add a new molecule to the solution set, especially when the effective PSF depends on
the underlying parameters. Intuitively, ADCG is more susceptible to model mismatch as its
stopping criteria only depends on intensity comparison, which may not be sufficient to reject
false positives.

Particle-gradient descent and gradient flow optimization

Motivated by differentiability of φ w.r.t. θ, an attractive approach to solve Eq. (2.3) considers
P
an over-parameterization of the sparse measure µ, that is, µ = K
i=1 si δ(θ−θi ) with K  N ,

and minimizes the objective function in Eq. (2.3) via classical gradient-descent algorithms

(or gradient flow when lifted to the Wasserstein space, see Fig. 2.3) [42]. While the resulting
optimization is finite dimensional, it is typically non-convex. However, remarkably, a global
optimality for gradient-descent algorithms exists under the conditions that the functional L
is convex and K is much larger than N , i.e., it is over-parameterized [42]. Unfortunately,
such a method requires specifying some critical hyper parameters such as initial particles,
which may hinder its applicability to practical datasets.

2.2.4

Convex relaxation by exploiting differentiability

Analyzing particle trajectories, which are induced by gradient descent iterations, is a stimulating aspect of particle-gradient descent. Intuitively, we expect that the initial particles
converge toward the “position” of true sources. Put differently, true sources act as “sinks”,
attracting particles toward themselves (Fig. 2.3). As mentioned earlier, one drawback of
particle-gradient descent algorithm is its non-convexity and sensitivity to properties of the
initial particles [42].
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Figure 2.3 : Particle-gradient flow and its convex relaxation. (left) Through a series of
gradient descent iterations, initial particles are pushed toward true sources (red circles).
(right) By restricting initial sources to move locally near grid points (gray circles), we can
obtain a convex relaxation to the particle-gradient flow. Note that in this case most of the
initial particles vanish, denoted by the absence of a trajectory arrow, at the end of the set
of iterations.
One may wonder whether there exists a way to circumvent the non-convexity of particlegradient descent. Our key insight arises from the observation that in order to find sinks to
which particles eventually converge, it suffices to estimate the flow of particles around each
true particle so long as they lie within the true particle’s neighborhood. Assuming that true
particles are sufficiently far apart, this idea suggests that we may analyze the behavior of
φ at the vicinity of a set of regular grid points, thereby relaxing the non-convexity of the
problem.
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Gradient flow-based sparse deconvolution

We start with an over-parameterized discrete measure µ =

PK

i=1

si δ(θ − θi ) for some K ∈ N.

With µ in hand, one can attempt to solve the following finite dimensional problem

arg min L

{si ,...,sk }
{θi ,...,θK }

K
X



si φ(θi ) + λ

i=1

K
X

si .

(2.5)

i=1

Unfortunately, this optimization problem is non-convex in (s1 , θ1 ), . . . , (sK , θK ).

From over-parameterized measures to joint signal

Motivated by the idea of analyzing local particle trajectories, we consider µ to be a structured
measure, one that is defined on a regular grid with a separation 2ρ. Conveniently, we
introduce the variable s ∈ RN to represent the weights of the said measure. Note that N
denotes the number of grid points over which the molecules in µ are located. Fortunately, the
differentiability of φ allows us to decompose (approximately) its behavior in the neighborhood
of a grid point i into φ(θi ) and its derivative φ0 (θi ):
φ(θ) = q(u − θ) ≈ q(u − θi ) − ∇T q(u)|u=θi ∆θi = φ(θi ) − φ0 (θi )∆θi ,

(2.6)

where θ = θi + ∆θi , k∆θi k∞ < ρ for some i ∈ {1, . . . , N }. Here, ∆θi denotes the displacement (or offset) of a measure located at ith grid point. With some algebra, we can show that
the loss function can be (approximately) expressed as

L

N
X
i=1

!

si φ(θi )

≈L

N
X

!

(si φ(θi ) + si φ0 (θi )∆θi ) .

i=1
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(2.7)

One difficulty, however, with the loss function in Eq. (2.7) is its non-convexity due to nonlinear mixing of si and θi . One way to get around this non-linearity is to introduce a new set
of variables defined as ζi , si ∆θi [160]. Interestingly, φ0 acts as an impulse response when
considering ζi ∈ Rd as brightnesses of d distinct measures (not necessarily non-negative,
however). Remarkably, we can see that the problem still remains to find a set of measures
or molecules from their convolution with distinct impulse responses (φ and φ0 ). Importantly, these measures with brightnesses {si , ζi , . . . , sN , ζN } are supported on fixed points,
P
0
i.e., {θ1 , . . . , θN }. In this case, since L is convex and its argument N
i=1 (si φ(θi ) + φ (θi )ζi )

in Eq. (2.7) is linear with respect to variables (si , ζi , . . . , sN , ζN ), it follows that L is a convex
function of (si , ζi , . . . , sN , ζN ).

From total mass to joint sparsity

Examining Eq. (2.7), we can see that each grid point i ∈ {1, . . . , N } now contains or is
associated with d + 1 measures, i.e., a molecule’s brightness si and its brightness-weighted
gradients ζi . We therefore exploit this “joint” structure of measures to generalize total mass
P
to a joint (group) sparsity norm [8]. Since we want the total mass, that is, N
i=1 si , be small,
we can enforce this condition as follows:

N q

 X
s2i + kζi k,
R (s1 , ζ1 , . . . , sN , ζN ) =
i=1

where R represents a group or joint sparsity promoting norm.
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(2.8)

Relaxed-gradient flow

Our objective is then to solve the following convex optimization problem (called RGF for
relaxed gradient flow) using a gradient descent algorithm:

RGF :

arg min
{s1 ,ζ1 ,...,sN ,ζN }
si ≥0, kζi k∞ <si ρ

L

N
X

0

!

(si φ(θi ) + φ (θi )ζi )

i



+ λR (s1 , ζ1 , . . . , sN , ζN ) .

(2.9)

Let us for a moment denote our source parameters by γ = [s1 , . . . , sN , ζ1 , . . . , ζN ] ∈ RN (d+1)
and rewrite the RGF problem above in a more abstract form as:

arg min L (γ) + λR(γ),

(2.10)

arg min L (γ) + λR(γ) + IC (γ),
|
{z
}

(2.11)

γ∈C

or equivalently
γ∈RN (d+1)

non-smooth

where C represents the constraint set, that is, the of feasible points of the problem, and IC (·)
denotes the indicator function of C (see Tab. 2.1).

Proximal smoothing and fast, approximate projection via second-order cones

A seemingly annoying property of the objective function in Eq. (2.11) is the presence of
non-smooth functions (R and IC ), which poses a dilemma for gradient-descent algorithms.
Proximal algorithms have become powerful tools for dealing with non-smooth terms for optimization problems with smooth plus non-smooth objectives. Two main classes of these
algorithms, that is, iterative shrinkage-thresholding algorithms (ISTA)—and its accelerated
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Algorithm 2.2.1 Fast iterative shrinkage algorithm (FISTA)
1:

Input: initial step size β0 , initial γ0 , number of iterations K

2:

Step 0. take v1 = γ0 , t1 = 1,

3:

Step k. (1 ≤ k ≤ K)

4:

update βk ,

γk = proxIC +λR (vk − βk ∇L(vk )),
√
1+ 1+4t2k
−1
6: tk+1 =
(γk − γk−1 )
, vk+1 = γk + ttkk+1
2

5:

version fast iterative shrinkage-thresholding algorithm (FISTA)—and the alternating direction method of multipliers (ADMM), rely on the proximal operator [128] of the non-smooth
terms, collectively denoted by λg(·),
proxλg (γ) , arg min

z∈RN (d+1)




1
2
kγ − zk2 + λg(z) .
2

(2.12)

FISTA and the role of the proximal operator is summarized in Algorithm 2.2.1. Remarkably,
the algorithm incorporates the non-smooth terms through the proximal operator which can
be interpreted as a denoising algorithm for γ. Therefore, the overall efficiency of FISTA
hinges on how fast we can compute the proximal operator. Ideally, it is desirable to obtain
a closed-form expression for proxλg (·). Unfortunately, it is not easy in general to obtain
a closed-form solution. Therefore, it is natural to ask whether we can approximate the
non-smooth functions by a smooth counterpart while ensuring near optimal accuracy.
A general technique for handling non-smooth objective functions attempts to “smooth” some
of non-differentiable terms in the objective function. The reason for not smoothing all the
non-differentiable terms is that some of those terms capture the key structure of variables. In
our case, the constraint set C carries important properties of the variables (e.g., positivity)
and thus it is better to keep its indicator function IC untouched. A popular method for
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generating an approximate, differentiable function is through Moreau proximal smoothing
that results in a family of smooth approximations {gτpx }τ >0 [17]:
gτpx (z)



1
2
= inf g(u) +
ku − zk2
2τ
u∈RN

(2.13)

The smoothed functions gτpx exhibit several properties, which are very useful for imple
menting FISTA. For example, their gradients ∇gτpx (z) = τ1 z − proxτ g (z) are Lipschitz
continuous with constant 1/τ [17], which is handy in finding a good step size in FISTA.

More importantly, the FISTA update rule only requires ∇gτpx (z), which may be obtained in
closed form.
Returning to our problem in Eq. (2.11), we take g = λR to obtain a new optimization
problem
arg min L (γ) + λRτ (γ) +IC (γ),
|
{z
}

γ∈RN (d+1)

(2.14)

smooth

where Rτ is obtained via Moreau proximal smoothing (Eq. (2.13)).
Smoothing enables us to reduce the non-smooth terms to only IC , for which we need to compute its proximal operator (Eq. (2.12)) efficiently. Unfortunately, a closed-from expression
for its proximal operator, or its projection, is elusive due to presence of the `∞ norm in C
(Eq. (2.9)):
C = {(s1 , ζ1 , . . . , sN , ζN ) : si ≥ 0, kζi k∞ < si ρ}.

(2.15)

In essence, C restricts the possible solutions to a square region whose side length is set by ρ
(Fig. 2.4). Our idea is then to approximate this square with an inscribed circle, which leads
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ζi

si ρ

Figure 2.4 : Approximating the constraint set by second-order cones.
to a collection of second-order cones [110]:
C approx = {(s1 , ζ1 , . . . , sN , ζN ) : si ≥ 0, kζi k2 < si ρ}.

(2.16)

Remarkably, we can express the proximal operator of IC approx or the projection operator of
C approx in closed form [26, 110] (see Tab. (2.1)). Our final optimization problem reads as:
γ̂ = arg min L (γ) + λRτ (γ) + IC approx (γ).
γ∈RN (d+1)
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(2.17)

Indicator function:

Operations
(
0
γ ∈ C approx ,
IC approx (γ) =
∞, γ ∈
/ C approx



if kζi k2 ≤ −si /ρ

0,
Projection operator: PC approx (γi ) = (si , ζi ), 
 if kζi k2 ≤ si ρ

kζ
k
ρ(s
+ρkζ
k
)

i
i
i
2
2

, ζi , if kζi k2 > si ρ
(1+ρ2 )kζi k
ρ
2

Proximal operator:

proxτ R (γi ) =

γi
kγi k2

max{0, kγi k2 − τ }

Table 2.1 : Mathematical operations for implementing RGF via FISTA.

2.2.5

Robust molecule detection via gradient flux

Let θ ∗ ∈ Rd be a true parameter, for example, θ ∗ = (0, 0) could denote the ground-truth
(lateral xy) position of a molecule. As discussed earlier, we expect that the dynamics induced
by solving Eq. (2.17) to transport molecules in the vicinity of (0, 0) toward it. Therefore,
we can identify true source molecules by locating points in the object space that behave
like a sink. To precisely quantify this behavior, we construct a map in which the value of
each point exposes the degree with which neighboring molecules converge toward it, thus
quantifying the inward flux of molecules. Interestingly, Eq. (2.7) reveals that the gradient
0

of the PSF, i.e., φ , enables continuous displacement of each molecule to be captured in our
model. Therefore, we elect to refer to the said flux as gradient flux. Next, we show below
how to obtain such a quantitative map.

Pruning molecules

Solving Eq. (2.17) results in a joint signal γ̂ that represents the estimated brightnesses of
sources. Unfortunately, the majority of these sources have a very small (non-zero) estimated
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brightness, which is caused by non-ideal behavior of the regularizer. However, the brightnesses of these sources should be zero. Therefore, we prune these sources by setting the
brightnesses less than a threshold to zero. This threshold is chosen to be a small fraction of
the maximum brightness in γ̂ as we expect to have a small dynamic range of brightnesses
(e.g., < 100) in a wide variety of experimental conditions [54].

Computing gradient-flux map

Recall that γ̂ consists of actual brightness estimates of each source molecule, that is, ŝi , and
c i . For each grid point with
their corresponding offsets or displacement vectors, that is, ∆θ
index i ∈ {1, . . . , N }, we define its neighbors Nh(i) as the set of points that enclose the ith

grid point. For example, if our underlying object space is R2 , then Nh(i) consists of 8 points
surrounding it. For each i ∈ {1, . . . , N }, we define two notions of flux. A straightforward
way to quantify the gradient flux associated with the ith grid point, denoted by G(i), reads
as:
G(i) =

P

c T (θi − θj )
ŝ
∆θ
j
j
j∈Nh(i)
P
.
j∈Nh(i) ŝj

(2.18)

Therefore, we obtain a map in which G(i), i ∈ {1, . . . , N } is a normalized quantity, that
is, G(i) ∈ [−1, 1]. We refer to this map as GradMap. Intuitively, if the ground-truth
parameters of a molecule are close to θi for some i ∈ {1, . . . , N }, we expect that the estimated
c j converge toward θi , thereby resulting in a high G(i), ideally close
displacements θj + ∆θ
to 1. Therefore, we can detect potential source molecules by extracting local maxima of the
GradMap. We denote the estimated measure as µ̂.
We can further increase certainty that a point θi corresponds to a source molecule by requiring that every neighboring point j ∈ Nh(i) should have a converging displacement toward θi .
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In particular, it may happen that some of the neighboring points have zero brightnesses, thus
contributing zero to the flux. Intuitively, this scenario is an indication of model mismatch or
over-fitting to the noise. Note that in Eq. (2.18) zero brightness has a neutral contribution
to the flux, which is not desireable as it promotes G(i) closer to 1. To reduce this skewness
of G(i), we consider a re-normalization of Eq. (2.18):

G(i) =

P

T

c (θi − θj )
ŝj ∆θ
j
P
j∈Nh(i) ŝj

j∈Nh(i)

P

j∈Nh(i)

1R+ (sj )

|Nh(i)|

!

.

(2.19)

The intuition behind Eq. (2.19) can be understood if we assume a particular case in which one
neighboring point satisfies ŝj = 0. In the ideal case in which every other neighboring point
c T (θi −
contributes equally to the flux, G(i) = 7/8. This flux is equivalent to the case where ∆θ
j
θj ) = 0, which indicates uncertainty in the solution of RGF. We refer to the resulting map

from Eq. (2.19) as FluxMap. An observant reader may question the assumption of existence
of estimated source molecules near a true parameter. This phenomenon has been empirically
and theoretically studied in sparse optimization literature wherein it has been shown that
if the distance between two grid points is such that their corresponding PSFs considerably
overlap, then the existence of such source molecules is guaranteed [62].
A natural question is then what is a good flux threshold for a source molecule? In R2 , if
we assume that every neighboring point has a similar brightness, then it is easy to see that
zero flux corresponds to the case where half of the neighboring points diverge from the central grid point while the other half converge toward it. With the same logic, flux values of
0.25, 0.5, 0.75, and1 indicate that the number of neighboring points with converging displacement vectors is greater with margins of one, two, three, and four, accordingly. Evidently, a
threshold of 0.25 is a less restrictive choice, which is suitable for low SNR and reducing false
negatives, allowing dimmer molecules to be detected. On the other hand, when the PSF or
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noise models are not well calibrated, a more conservative choice of the threshold, e.g., 0.5
should be preferred.
The interpretation of flux is simpler in R1 ; a flux threshold of 0.5 indicates a solution for which
only one neighboring molecule converges and all other contributions cancel one another.
Similar analysis can be applied to higher dimensions as well.

2.2.6

Debiasing for accurate and precise recovery

The discrete-continuous nature of RGF as well as approximation of the PSF (Eq. (2.9)) may
introduce some biases in the estimated parameters, especially since the joint sparsity norm
in Eq. (2.8) encourages solutions that are closer to the underlying discrete grid. Therefore,
we may wish to algorithmically minimize such biases particularly in applications that precise
and accurate estimates are required.
We may debias µ̂ by solving an exact gradient-flow problem in which the initial measure
is set to µ̂: we jointly or in a coordinate-wise fashion minimize the objective function over
weights/brightnesses and parameters of the molecules. Note that in this case, we may use a
more sophisticated PSF model so long as we can efficiently compute its derivative with respect
to µ. More importantly, the minimization can be achieved using a standard optimization
toolbox, thus simplifying the implementation.
Alternatively we can achieve debiasing by restricting the molecules within µ to remain in
the vicinity of initial molecules, thus resulting in a convex optimization. To be precise, we
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solve the following optimization problem:

arg min L (γ) ,

(2.20)

γ∈C(µ̂)

where C(µ̂) = {(s1 , ζ1 , . . . , sN , ζN ) : si ∈ Supp(µ̂), kζi k ≤ si ρ0 }. Here, ρ0 is usually selected
to be larger than ρ, i.e., the distance between two adjacent grid points. An advantage of the
convex relaxation in Eq. (2.20) is that we can use proximal algorithms with a fixed number
of iterations, thereby allowing for batch processing. However, it may happen that the true
parameters lie outside of the constraint set, thereby introducing errors in the recovered
measure.

2.2.7

Computational complexity, interface, and implementations

Complexity of RGF solver

From a high level, solving an instance of RGF requires a subroutine for efficiently computing
the gradient of the objective function, e.g., the negative log-likelihood. We note that the
negative Poisson log-likelihood can be expressed in terms of matrix-vector products:
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!
N
X
L
(si φ(θi ) + si φ0 (θi )∆θi ) = L(Φs + Φ0 ζ) = L(Qγ),

(2.21)

i

with
Φ = [vec(φ(θ1 ))T , · · · , vec(φ(θN ))T ]T ∈ Rm×N ,
0

0

Φ0 = [vec(φ (θ1 ))T , · · · , vec(φ (θN ))T ]T ∈ Rm×dN ,
0

Q = [ΦT , Φ T ]T ,
γ = [sT , ζ T ]T ,

(2.22)

where vec (φ(θi )) defines the pixelated or sampled and vectorized form of φ(θi ), m represents
the dimensionality of the measurement, e.g., number of pixels on a camera, N is the number
of grid points, and d is the dimension of the parameter space.
Understandably, even for low-dimensional applications where θ ∈ Rd and d is a small integer,
e.g. 2, N can be a very large number, which causes an impractical computational load on
computing these matrix-vector products, requiring roughly O(mdN ) arithmetic operations.
Luckily, we can dramatically reduce this cost to O(dN log(N )) by performing these matrixvector products in the Fourier domain via fast Fourier transform (FFT) [64].

Complexity of gradient-flux subroutine

Constructing the gradient-flux map requires access to the underlying grid points, which are
determined by ρ, the distance between two adjacent grid points, and m, the dimensionality
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of the measurements. Practically, we need to examine individual grid points to identify
molecules and calculating their flux, thus requiring at least O(N ) operations.

Specifying the point spread function, kernel, or impulse response

RGF requires access to φ, that is, the PSF, kernel, or the impulse response, as well as
its derivatives w.r.t. the underlying parameters. Usually, φ can be expressed analytically,
e.g., a Gaussian function, which is the most convenient way for interface with the RGF
solver. However, the RGF solver does not require an analytical PSF; it is enough to only
know the PSF evaluated at the origin due to the convolutional nature of φ. In addition, the
partial derivatives of φ w.r.t. θi , i ∈ {1, . . . , d} can be computed with high accuracy using
interpolation.

Specifying grid distance

Motivated by theoretical results in the sparse optimization literature [62], we want to choose
a grid distance such that the PSFs corresponding to two adjacent grid points sufficiently
overlap. In our experiments, a grid distance equal to half of the camera pixel size (58.5 nm
pixel size, Gaussian PSF FWHM = 220 nm) is sufficient.
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2.3

Results

In this section, we quantitatively analyze the performance of RGF in the context of singlemolecule localization microscopy (SMLM). In SMLM, measurements can be accurately described using our model, i.e., the convolution of a PSF with molecules or point sources.
Importantly, SMLM offers a pallette of practical datasets from low SNR measurements to
densely-convolved measurements for which various classes of deconvolution algorithms have
been developed. We implement RGF for SMLM by considering an appropriate loss function
(negative Poisson log-likelihood), initialization, and backtracking line search.

2.3.1

Customizing RGF for single-molecule localization microscopy

To adapt RGF for SMLM, the first step is to precisely model the measurement process. In
SMLM, measurements are typically characterized by independent Poisson random variables
whose mean values represent the number of detected photons at each camera pixel.

Negative Poisson log-likelihood as the loss function
Let g ∈ Rm
+ denote the pixelated and vectorized measurements across m camera pixels. The
expected value of the Poisson random variable at the j th pixel is modeled as

E[gj ] =

Z

Cj

{

N
X

si φ(θi )}dudv + bj

(2.23)

i=1

where Cj is the area of the j th pixel in the image space—whose coordinates are denoted by
(u, v)—and bj is the expected number of photons at j th pixel due to background flux. Recall
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from Sec. 2.2.7, we can simplify Eq. (2.23) to a matrix-vector product


gj ∼ Pois (Qγ)j + bj ,

(2.24)

where Q is the forward imaging operator (Eq. (2.22)) and γ is the over-parameterized sparse
signal. Given the statistical distribution of the measurements, the loss function can be described in terms of the negative log-likelihood

L(γ) =

m
X
j=1

{(Qγ)j + bj } −

m
X
j=1




gj log (Qγ)j + bj ,

(2.25)

or more compactly,
L(γ) = 1Tm {Qγ + b} − g T log(Qγ + b).

(2.26)

Finally, the gradient of L w.r.t. γ simply reads as:
T

T

∇L(γ) = Q 1m − Q diag



1
Qγ + b



g.

(2.27)

Initializations for the accelerated gradient descent

We initialize γ with a simplified “least-squares” solution. Recall that the forward imaging
operator Q consists of concatenating the forward operator for the grid points Φ and its
spatial gradients at those points Φ0 (see Sec. 2.2.7). Similarly, the joint signal γ is formed
by stacking brightnesses at grid pints (s1 , . . . , sN ) and the spatial displacement vectors at
those points ζ1 , . . . , ζN , that is, we have
Q = [Φ; Φ0 ],

γ = [s1 , . . . , sN , ζ1 , . . . , ζN ].
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(2.28)

Next, we set ζ1 , . . . , ζN to be zero and consider following problem
arg min kg − b − Φsk22 ,

(2.29)

s∈RN

which we simply solve using the least-squares solution
s0 = Φ−1 (g − b)↑

(2.30)

where (g − b)↑ denotes upsampling g − b to match the size of s. Note that the above matrix
operation can be efficiently implemented in the Fourier domain.
Recalling the idea of particle gradient descent, we notice that s0 provides a set of overparametrized particles located on the grid points whose brightnesses are specified by s0 .

Lipschitz constant and backtracking line search

Gradient-descent algorithms are iterative, greedy class of algorithms that at each iteration
choose a solution that locally minimizes the objective function [105]. In particular, the size of
the local neighborhood is determined by a scalar value referred to as the step size (β in Alg.
2.2.1). Intuitively, for gradient descent to converge, the objective function should exhibit a
local regularity, which ensures that a first-order approximation of the objective function is
representative of its landscape. This condition in turn implies that the iterates generated
by the algorithm monotonically decrease the objective function. Fortunately, the Lipschitz
constant L of a function precisely quantifies its local behavior at any point in its domain.
More precisely, if we choose the step size smaller than 1/L, then the iterates converge to a
locally optimal solution [105].
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For general, convex loss functions, however, an explicit formula for the Lipschtiz constant
is elusive, which holds for the negative Poisson log-likelihood. While unfortunate, if we can
efficiently obtain a good upper bound on L, call it Lu , we can simply set the step size to 1/Lu .
One efficient way to compute Lu is through backtracking line search: examine progressively
larger estimates of Lu to satisfy a necessary and sufficient condition guaranteeing Lu to be
the smallest constant that bounds the Lipschtiz constant: we use an upper bound derived
in [78].
To simplify implementing RGF, we recall that for a function equal to the sum of two convex
functions, its Liptchitz constant is bounded from above by the sum of the individual Liptchitz
constants (using the triangle inequality). Noting that our actual loss function is composed
of two convex functions, that is, L and λRτ , this observation allows us to only find a bound
for L since we precisely know the Liptschitz constant for λRτ .

2.3.2

Experiment setup

We simulate a 2D SMLM experiment where the PSF is the so-called Airy disk [73]. We note
that, in general, the PSF of a microscope can be realistically simulated by considering the
basic optics of the imaging system as well as the integral behavior of molecules. Here, we
consider a simple but practical simulator that incorporates basic imaging optics, such as the
numerical aperture of the microscope (NA) and the expected emission wavelength (Λ) of the
fluorescent molecules [10]. Further, we assume that in any given imaging frame, a molecule
is static, that is, it is both rotationally and translationally fixed. This setup allows us to
focus on algorithmic performance of sparse deconvolution.
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PSF model

Although we generate our PSFs using a vectorial wave model [10], practically, we can accurately approximate the 2D PSF using a 2D Gaussian function [4, 148, 154, 176]:
(u − x)2 + (v − y)2 
q(u, v; x, y, σ) = √
,
exp −
2σ 2
2πσ 2


1

(2.31)

where (x, y) ∈ R2 indicates the position of a molecule, (u, v) represents the coordinates defined over the camera, and σ is the width of the PSF. The above Guassian PSF allows us, for
performance comparisons, to interface with other algorithms that utilize a 2D Gaussian PSF
model. In particular, we only need to provide σ as an input to these algorithms, which is
Λ
related to simulation parameters, i.e., NA and Λ as σ = 0.21 NA
. Further, given a certain

pixel size, we integrate the PSF over each pixel area to obtain a pixelated PSF q ∈ Rm ,
where m is the number of pixels in the FOV.

Measurement noise model

For simplicity, we assume that shot noise is the dominant source of measurement noise
adn that read-out noise is negligible. Further, we assume the background b ∈ Rm to be
uniformly distributed across the FOV. Each pixel in the realized image g ∈ Rm , therefore,
is independently sampled from a Poisson random variable, i.e.,

gi ∼ Pois(sqi + bi ), i ∈ {1, . . . , m},
where s denotes the expected brightness of a molecule.
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(2.32)

2.3.3

Robustness of RGF

Here, we analyze the performance of RGF in detecting molecules across diverse SNRs (as
low as just 100 photons corresponding to in vivo RNA imaging [149]) and quantify the
behavior of flux threshold on the detection rate. Further, we show the inherent instability of
sparse deconvolution algorithms whose underlying molecule detection mechanisms are based
on “intensity” comparison rather than gradient flow.

Effect of the flux threshold on the detection performance of RGF

In this section, we are interested in understanding the behavior of the flux threshold on
the detection performance of RGF. Recall that a lower flux threshold allows detection of
molecules with less net gradient flow, which may be caused by overfitting to noise or model
mismatch. To this end, we first consider an imaging dataset consisting of 200 statistically
independent measurements of a molecule with various brightnesses and two levels of uniform
background. We evaluate the performance of RGF by checking whether we can identify an
estimated molecule within a 100 nm radius of each true molecule. These estimated molecules
are called true positives (TPs). Accordingly, we can compute false negatives (FNs), i.e.,
true molecules with no assigned estimated molecules, and false positives (FPs), i.e., those
estimated molecules with no assigned true molecule. Based on TPs, FPs, and FNs, we define
two metrics that jointly quantify the performance of any deconvolution algorithm [138]:

recall =

TP
,
TP + FN

precision =
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TP
.
TP + FP

(2.33)

Higher recall values essentially mean that the algorithm recovers actual molecules with
higher success, while higher precision means that the algorithm tends to detect fewer unreal
molecules.
As illustrated in Fig. 2.5, we can see that for low brightnesses (e.g., 100 photons) there
exists a trade off between recall and precision as a function of the flux threshold. Lower flux
thresholds result in higher recall values while decreasing the precision. Remarkably, RGF
maintains high precision scores across diverse brightnesses and backgrounds while achieving
recall rates above 70% even for the most noisy measurements. This level of performance
is desirable for low photon experiments, especially in single-molecule tracking applications
where both high recall and precision are necessary [106, 175].

Effect of the flux threshold on the detection perfroamnce of RGF in the presence
of measument mismatch

Next, we quantify the performance of RGF conditioned on various flux thresholds assuming
that the measurement process is not perfectly modeled. To this end, we assume that the
measurements are generated by summing two independent stochastic variables: a Poisson
one and a Gaussian one. The Gaussian variable models the camera read-out noise with zero
mean and a standard deviation σr [85]. Mathematically,

gi ∼ Pois(sqi + bi ) + Gauss(0, σr ), i ∈ {1, . . . , m}.

(2.34)

Note that in localizing molecules via RGF, we assume that the measurement noise model
is dominated by shot noise (Eq. (2.32)), which is an approximate model of Eq. (2.34). We
consider σr ∈ {0.3, 1} and generate images with a low SNR (brightness of 200 photons
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Figure 2.5 : Effect of flux threshold on the detection performance of RGF across various
SNRs. (a) Top row displays noisy realizations of emitters of brightness “br” photons. For
each brightness, flux thresholds were set at 0.25, 0.3, 0.35, 0.4, 0.45, 0.5 and recall and precision rates were computed at those flux thresholds. Note that the uniform background was set
to be 10 photons per pixel. (b) Similar to (a), but for a uniform background of 20 photons
per pixel. Scale bars: 500 nm; color bars: photons/58.52 nm2 .
and background of 10 photons per pixel) and high SNR (brightness of 2000 photons and
background of 10 photons per pixel). As shown in Fig. 2.6, measurement noise mismatch
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Figure 2.6 : Effect of flux threshold on the detection performance of RGF in presence of
measurement noise mismatch. (a) Standard deviation of the read-out noise was set to 0.3
photons per pixel. Flux thresholds were set at 0.25, 0.3, 0.35, 0.4, 0.45, 0.5 and recall and
precision rates were computed at those flux thresholds. Note that the uniform background
was set to be 10 photons per pixel and brightness was set to (left) 200 photons and (right)
800 photons. (b) Similar to (a), but for a read-out with a standard deviation of 1 photon
per pixel.
causes RGF to detect false molecules with low gradient flux, thereby reducing the precision
at lower flux thresholds. These results are consistent with our intuitive interpretation of flux
threshold as a measure of the accuracy of a localization.
The apparent suboptimal performance of RGF in the presence of a small Gaussian readout
noise may be attributed to insufficient iterations of RGF or a weak regularization. We note
that in all the experiments so far, we held the number of iterations and the regularizer
strength of RGF fixed. It is therefore natural to ask if by increasing the number of iterations
or the regularizer strength we can reduce the number of false localizations. An even more
important question is how to check if RGF iterations are sufficient for convergence. Our
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σr
0.3
1

K = 350, λ = 0.1
recall
precision Gavg
100%
55%
0.67%
100%
52%
0.65%

K = 500, λ = 0.1
recall
precision Gavg
100%
84%
0.8
100%
77%
0.76

K = 350, λ = 0.15
recall
precision Gavg
100%
98%
0.91
100%
94%
0.89

Table 2.2 : Recall, precision, and average flux versus number of iterations and regularizer
strength in RGF. Reported values correspond to the dataset with brightness of 800 photons
in Fig. 2.6 at a flux threshold of 0.25.
results in Fig. 2.5 and Fig. 2.6 indicate that we may be able to quantitatively assess the
convergence of RGF by quantifying average flux per molecule: a high value (above 0.5)
of average flux indicates proper convergence whereas a low average flux signals premature
termination of the algorithm. Let n, (Ĝ1 , . . . , Ĝn ) represent the number of localized molecules
and their corresponding flux values, respectively. The average flux is then defined as

Gavg = 1/n

n
X

Ĝi .

(2.35)

i=1

We analyzed the dataset in Fig. 2.6 (brightness of 800 photons) with distinct number of
iterations (350 and 500) as well as two regularizer strengths (0.1 and 0.15), separately. We
find that by increasing the number iterations (K) or the regularizer strength (λ), the number
of false positives also decreases (Tab. 2.2). Interestingly, we see that the higher the precision
(obtained with a larger regularizer strength), the higher the average flux. These results
demonstrate that the flux quantity not only can be used to robustly detect molecules, but
also it can be used as a metric for calibrating or tuning RGF to adapt to a specific dataset.
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Connection between posterior probability in Bayesian inference and gradient
flux

An astute reader familiar with Bayesian inference may wonder if a high gradient flux is
somehow related to a prior belief about a true localization. In Bayesian inference, one typically places a prior distribution on the parameters of interest. The prior distribution is
then updated according to the measurements, leading to the so-called posterior distribution.
The posterior distribution then can be used for inference, e.g., in our problem, detecting
molecules. Indeed, in the context of 2D SMLM, we may attribute to each molecule a parameter that describes the width of the Gaussian PSF. Ideally, each molecules’ width parameter
is sampled from a narrow distribution as dictated by the physics of the imaging instrument.
For instance, we expect that the width of the Gaussian PSF takes on values close to the
Λ
. Given such a prior belief about the width parameter, a true
expected value of σ = 0.21 NA

localization must exhibit a high posterior probability. Roughly speaking, a high posterior
probability is achieved if the fitted width parameter overlaps with the prior distribution.
To better illustrate the idea above, we consider a concrete example form a benchmark 2D
dataset [138]. If we run a standard localization algorithm on this image, e.g., ThunderSTORM [127], we obtain two localizations (see Fig. 2.7), one corresponding to a true localization (Fig. 2.7, green box) and the other one corresponding to a false localization (Fig. 2.7,
red box). However, the estimated width parameter of the false localization is only 45 nm,
which is far from the expected value of σ = 166 nm. This large difference implies a low
posterior probability, which means that the corresponding source molecule may not be real.
Remarkably, examining the gradient map obtained from RGF reveals that the same false
localization has a flux value of 0.22, most likely a false source molecule. This simple example,
therefore, suggests that a low flux corresponds to a low posterior probability. The attractive
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Figure 2.7 : Relation between posterior probability for PSF width and flux value. A representative SMLM image frame containing one molecule (green box). False localization (red
box) exhibits a small width estimate (45 nm), which is far from its expected value of 166
nm. Note that its corresponding flux value is only 0.22, which indicates a poor localization.
On the other hand, the correctly detected molecule corresponding to the green box has a
flux of 0.79, which indicates a good localization. Scale bar: 1 µm.
aspect of gradient flux is that we do not need to assume a prior distribution on a specific
parameter such as the width of the PSF.

2.3.4

Quantitative comparison of deconvolution algorithms across
various SNR levels

Deconvolution algorithms

TVSTORM is designed based on ADCG algorithmic framework [87]. In brief, at each step,
it adds a new molecule to its set of molecules and refines their parameters by minimizing the
negative Poisson log-likelihood. Importantly, it terminates when the brightness or intensity
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of a candidate molecule is below a threshold. Note that the algorithm adds a new molecule
to the solution set by finding a point in the (discrete) parameter space that maximizes the
correlation with the residual image. Therefore, TVSTORM ultimately detects molecules
based on scalar comparisons and by following one particular trajectory through its loss
function space, sequentially adding molecules in a specific order without testing neighboring
trajectories (Fig. 2.3), which renders it to be sensitive to the choice of the intensity threshold,
especially in low SNR datasets.
FALCON deconvolves sources via a two-step algorithm [111]. The first step is based on
the LASSO framework for which a sparsity regularizer controls the sparsity of the discrete
support set. The next step performs a “debiasing” procedure wherein the support set is
further pruned via constrained least-squares fitting.

Localizing a single molecule

We first consider a dataset consisting of 200 independent realizations of a molecule located
at the origin with various brightnesses (similar to Fig. 2.5). For both TVSTORM and
FALCON, we vary their parameters to test their robustness (Fig. 2.8). The results indicate
that TVSTORM is sensitive to its brightness threshold parameter: if we choose a threshold
of 60 photons, the algorithm exhibits a high degree of imprecision while achieving high recall
rates. On the other hand, if we choose a higher threshold of 150 photons, the algorithm
completely fails to detect dim molecules. FALCON’s results illustrate the instability of the
algorithm at low photon regimes with very poor precision, which may be attributed to its
discrete support formulation. In addition, the sparsity regularizer does not always behave
as expected. For example, for a brightness of 300 photons and a background of 10 photons,
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the algorithm exhibits poorer precision at sparsity value of 3 compared to a sparsity value
of 2. In contrast, RGF clearly demonstrates superior robustness across all SNRs.

Localizing a single molecule with aberration

Here, we consider an experimental setting where the PSF is mis-specified. We consider
a defocus mismatch, which is a highly realistic aberration in SMLM since both biological
structures and molecular diffusion dynamics are 3D in nature. In terms of the Gaussian
PSF, the defocus aberration can be encoded into the width σ of the PSF as a function of z
position of a molecule. Essentially, as |z| increases so does σ [71].
We simulated images of a molecule with a brightness of 2000 photons and axial or defocus
positions of 0 and 140 nm. As depicted in Fig. 2.9, defocus aberration significantly decreases
the precision of TVSTORM and FALCON. Lower precision implies the presence of false
positives caused by PSF mismatch, which encourages these greedy algorithms to add additional molecules to their solution set. RGF, however, detects molecules based on the net
flux, which is certainly lower for these false molecules. This simple geometrical property of
the solution set allows RGF to achieve perfect recall and precision despite PSF mismatch.

Resolving two closely-located molecules

Next, we evaluate the performance of deconvolution algorithms in separating two closelylocated molecules across various SNRs. To this end, we consider two equally bright molecules
with a separation distance of 150 nm (1.56 × σ, separated by less than the PSF’s FWHM)
(Fig. 2.10). The calculation of true and false positives is based on a matching procedure that
minimizes the total distance between matched localizations and the ground truth positions
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Figure 2.8 : Performance comparison of TVSTORM, FALCON, and RGF in detecting a
molecule across various SNRs. (a) Noisy realizations of emitters of brightness “br” photons.
(b,c,d) Recall and precision for TVSTORM, FALCON, and RGF calculated at each brightness with 200 independent, noisy realizations, respectively. We used a uniform background
of 10 photons per pixel. Scale bar: 500 nm; color bar: photons/58.52 nm2 .
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for TVSTORM, FALCON, and RGF calculated at each brightness and defocus with 200
independent, noisy realizations, respectively. We used a uniform background of 10 photons
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[138]. Similar to the single molecule case (Fig. 2.8), we find that TVSTORM requires
selecting a brightness threshold of greater than 150 photons to achieve high precision (
> 90%). Unfortunately, this comes with a loss in recall, especially at low SNRs. FALCON
exhibits excellent precision across all SNRs but inferior recalls at low SNRs. Similar to the
previous experiments, RGF stands out in terms of both recall and precision across all SNRs.
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Figure 2.10 : Performance comparison of TVSTORM, FALCON, and RGF in detecting two
closely-located molecule, with a separation distance of 150 nm (1.56×σ), across various SNRs.
(a) Noisy realizations of emitters of brightness “br” photons. (b,c,d) Recall and precision for
TVSTORM, FALCON, and RGF calculated at each brightness with 200 independent, noisy
realizations, respectively. We used a uniform background of 10 photons per pixel. Scale bar:
500 nm; color bar: photons/58.52 nm2 .
In particular, even with a brightness of 200 photons at a flux threshold of 0.25, it displays a
precision around 90% and a recall around 70%.
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2.4

Discussion

Previous deconvolution algorithms detect molecules based on intensity thresholds across a
set of pixels (Sec. 2.3.4). The effectiveness of such detection schemes critically depends on
choosing appropriate algorithmic parameters such as minimum brightness and sparsity regularizer (Figs. 2.8, 2.10). We find that a brightness threshold comparable to dim molecules
results in a notable number of false positives while a larger brightness threshold significantly
reduces the detection of dim molecules. Furthermore, these deconvolution algorithms are
susceptible to model mismatches, e.g., defocus aberration, and produce spurious detections
under these conditions (Fig. 2.9). Unfortunately, in real applications such as SMLM, measurement heterogeneity is inevitable (Sec. 2.1.1).
Inspired by a recently introduced particle gradient descent/flow algorithm [42], we propose a convex relaxation formulation to solve a generic sparse, differentiable deconvolution
problem (Sec. 2.2.4). Our proposed method, termed relaxed-gradient flow (RGF), exploits
the differentiability of the PSF to allow molecules, which are located on a set of discrete
points, to locally move within a neighborhood. Such signal modeling allowed us to exploit
an intuitive property of particle gradient flow: the trajectories of over-parameterized, initial
particles converge to true source molecules. In particular, we constructed a quantity called
gradient flux, which measures how well neighboring molecules converge to each grid point
(Sec. 2.2.5). Importantly, we demonstrated the benefits of using gradient flux to robustly
detect molecules across diverse SNRs (Figs. 2.5, 2.8, 2.10, 2.9) as well as calibrating our deconvolution algorithm for optimal performance on a specific dataset without exact knowledge
of true molecules (Tab. 2.2).
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The robust performance of RGF in context of SMLM, particularly at low brightness, high
background , and high blinking density regimes, can potentially permit low excitation light
intensities and shorter imaging times, thereby enhancing the compatibility of SMLM for live
samples [94, 163, 169]. In addition, our method may facilitate the use of dye molecules with
broad blinking rates and binding mechanisms. Equally important, gradient flux values may
be used to evaluate the optimality of the PSF model, measurement noise, and algorithm
parameters.

2.4.1

Extending to shift-variant PSFs

Throughout this Chapter, we assumed that the PSF is shift-invariant. However, in real
applications the PSF may exhibit variations, e.g., due to sample itself. We note that we can
readily extend RGF to account for shift-variant PSFs. Recall that assuming we can model
a shift-variant PSF using J shift-invariant PSFs {φj }Jj=1 , the convolved signal f then reads
as:
f=

J Z
X
j=1

ηj (θ)φj (θ)dµ =

Θ

J X
N
X

si ηj (θi ) φj (θi ),

(2.36)

j=1 i=1

where ηj (θi ) indicates the gain of the j th PSF basis φj . By considering si ηj as a new
parameter, our problem then is to search for a set of J jointly sparse measures with weights
{si ηj }N
i=1 .
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Chapter 3
Minimizing structural bias in
single-molecule super-resolution
microscopy
Sometimes people think you’re smart
if you question the status quo, if nothing else
Craig Ferguson

3.1

Introduction

Although the experimenter often chooses imaging conditions to minimize the probability
of image overlap between two molecules, the stochasticity of molecular blinking often leads
to some overlap in SMLM datasets, especially for complex biological structures with high
fluorophore labeling density [32]. One may even purposefully increase the density of active
fluorescent probes in any given camera acquisition, such that images of neighboring molecules
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frequently or regularly overlap, in order to improve the temporal resolution of SMLM. Consequently, fewer imaging frames are needed to reconstruct a target structure, thereby leading
to decreased phototoxicity as well as a reduction in motion-blur artifacts [57, 169].
From a statistical perspective, super-resolution imaging in the presence of significant image overlap poses two major problems: (i) identifying the underlying molecules, and (ii)
estimating their positions and brightnesses. Strategies for resolving overlapping molecules
are primarily based on two aspects of prior knowledge: molecules are sparsely distributed
in space, and they repeatedly and independently blink over time [7]. The first strategy
recasts the estimation of molecular positions as a sparse recovery optimization problem,
where a sparsity prior regulates the solution [111,181]. The second approach exploits molecular emission characteristics (e.g., uncorrelated and repeated blinking events from various
molecules) by applying higher-order statistics [56,76] or Bayesian analysis [47] on the images
of blinking molecules.
Extracting quantities from SMLM images, such as distances between structures or the size
and shape of nanodomains, require molecular estimates with high precision, i.e., having
a minimal spread around the mean, as well as high accuracy, i.e., having a mean with
minimal deviation from the true value [57, 123]. In low-density (LD) SMLM, analyzing
repeated and isolated images of molecules guarantees statistically-unbiased estimates [126].
In particular, localization errors, i.e., the vectors obtained by taking the difference between
true and estimated positions, are randomly distributed primarily due to Poisson shot noise.
Consequently, the super-resolved images from a sufficiently large number of localizations
are faithful representations of the ground truth, as long as systematic inaccuracies due to
model PSF mismatch [3,57,155], aberration [167], and insufficient labeling [165] are properly
removed. These statistical results, however, no longer apply when analyzing high-density
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(HD) images. For example, standard LD algorithms, although capable of resolving two
closely-spaced molecules, underestimate their separation distance [67], suggesting that the
localization errors are skewed toward neighboring molecules. This systematic bias gradually
decreases as the separation distance becomes larger, achieving a minimum value beyond an
algorithm-dependent distance [67]. In fact, the cumulative error between a super-resolution
image reconstructed by a recovery algorithm and its ground truth scales exponentially with
the regularity of molecular positions [117] or how many molecules actively emit light within
a diffraction-limited region at any point in time.
Because the structure of interest dictates the regularity in the position of labeling molecules,
these theoretical results imply that the extent and characteristics of reconstruction errors
fundamentally depend on the said structure. Put differently, accuracy is no longer a scalar
quantity but a vectorial one. We refer to systematic inaccuracies caused by the structure
of the sample as structural bias (see Appendix section A.1 for a precise definition). Metrics
used to evaluate SMLM algorithms, such as root-mean-square error (RMSE), detection rate
[138], and Pearson’s correlation [76], collapse the reconstruction errors into a single number;
moreover, visibility analysis only quantifies measurement precision, not accuracy [76]. These
metrics, however, fail to fully characterize the vectorial nature of errors and ensuing biases.
Errors caused by overlapping images become more severe in 3D SMLM, where 3D PSFs are
larger than their 2D counterparts and are used to localize molecules over a larger domain
[168].
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3.1.1

Contributions

In the present Chapter, we extend and further augment our algorithmic framework, developed in Chapter 2, for improved super-resolution imaging. Herein, we refer to this extension
as Robust Statistical Estimation algorithm, termed RoSE, which is designed for HD superresolution imaging with arbitrary PSFs. In contrast to prior HD algorithms, RoSE jointly
recovers molecular position and brightness, allowing for estimating the likelihood that photons in the SMLM dataset arise from true molecular blinking events. By leveraging (i) the
spatial sparsity in molecular positions to identify closely-spaced molecules; and (ii) the temporal statistics of molecular blinking events to eliminate false localizations, RoSE achieves
robust recovery against arbitrary image overlap due to sample structure and PSF.
We apply RoSE to recover realistic, bio-inspired structures in 2D (microtubules and denselypacked vesicles [165]) in silico. Our analysis reveals a sample-dependent bias for HD imaging
and shows that RoSE reduces these structural biases compared to state-of-the-art algorithms.
Notably, our analysis shows that scalar metrics such as RMSE and visibility are insufficient
in quantifying the sample-dependent errors present in super-resolution images. We also find
that RoSE reduces these structural errors in the presence of experimental noise, by analyzing
a SMLM reference dataset [138]. Finally, we show how the structure of both the sample and
the 3D PSF itself fundamentally affect the systematic inaccuracies in reconstructing dense
arrangements of nuclear pore complexes in silico and demonstrate the robustness of RoSE
in adapting to various 3D PSFs, namely the double-helix [131] and tetrapod [146,147] PSFs.
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3.2

Results

3.2.1

Theory

A joint signal model

Localizing single molecules with overlapping images is in general a continuous recovery problem: molecular positions lie within a continuous range rather than a discrete set of points.
Beyond localization, estimating the brightness of fluorescence bursts plays a critical role for
measuring molecular orientation [11].
In this section, we briefly review the underlying algorithmic framework of Chapter 2 and discuss novel variations to specifically address the aforementioned problems in super-resolution
imaging. We consider a joint signal model in which a single molecule is modeled as an
isotropic point source. Further, we assume that within each frame, no two molecules emit
within a certain neighborhood. (This model can be easily extended to include the emission
anisotropy of dipole emitters by including molecular orientation [10].) Thus, each molecule
within an image can be mapped to a unique nearest discrete grid point, each associated
with a brightness and a set of position gradients (Fig. 3.1(a)). This signal model allows
us to explicitly decouple the number of photons that a molecule emits from its continuous
position, thus providing a robust estimator of these quantities with sub-pixel accuracy. In
addition, these estimates can be exploited for temporal analysis, which is discarded by other
signal models [111, 181]. We describe the main steps of RoSE below.
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Figure 3.1 : Joint recovery of molecular position and brightness by RoSE. (a) Left: Mapping
of a continuous molecular position to a discrete grid in 2D (rx = ry = r). Right: Molecular
parameters O = [s, ∆x, ∆y, ∆z] in 3D. (b) Left: Simulated image of two overlapping
molecules, located at (0, 0, 0) and (120, 120, 180) nm using the tetrapod PSF. Middle: Slices
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of recovered parameters Ô = [ŝ, ∆x,
of brightness and position gradients of Ô reveals two molecules unambiguously separated in
3D space (gold points). (c) Slices of estimated GradMap at z = 0 and z = 200 nm for the
recovered signal in (b). Scale bars: 500 nm. (d) Initial position estimates (black triangles)
obtained via the GradMap in (c), and the recovered molecular positions (purple diamonds)
after applying adaptive constrained maximum likelihood. Ground-truth molecular positions
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Identifying single molecules via structured deconvolution

When images of closely-spaced molecules overlap, the number of underlying molecules becomes an unknown parameter. The theory of sparse recovery provides algorithmic tools to
identify single molecules from their overlapping images. Our approach leverages sparsity
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1/1

knowing that only a small number of molecules are active in each frame as compared to the
number of grid points. This prior knowledge can be included in a deconvolution problem
through a so-called regularizer such as `1 norm while maintaining consistency with the measured data. Here, we propose a structured deconvolution method in which the regularizer
enforces joint sparsity in molecular brightness and position, that is, if the brightness of a
molecule associated with a grid point is zero (i.e., there is no molecule at that grid point),
then the corresponding position gradients should be zero.
Fig. 3.1(b) illustrates a 3D example of two closely-spaced molecules with significantlyoverlapping images. The recovered molecular parameters from the structured deconvolution
d ∆y,
d ∆z]
d cannot resolve the brightnesses and positions of
program denoted by Ô = [ŝ, ∆x,
the two molecules. However, examining the joint structure of Ô reveals that the brightness-

weighted position gradients converge to the 3D positions of each molecule (Fig. 3.1(b), right).
To make this mapping precise, we define a tensor G, called GradMap, in which each pixel
takes on a value in [−1, 1], termed the source coefficient, that signifies the local degree of
convergence to that pixel. In other words, the GradMap represents the likelihood that photons localized to particular positions in the map truly originate from the structure. Notably,
GradMap leverages the convergent symmetry of the position gradients, thus sidestepping the
need for PSF symmetry [76, 130]. Consequently, the number of molecules and their initial
parameters are estimated from the local maxima of GradMap (Fig. 3.1(c)).

Accurate and precise recovery via adaptive maximum likelihood

After identifying the correct number of molecules, we further minimize the errors due to
the sparsity constraint [111] as well as the sample’s structure. Importantly, the errors from
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conventional sparse deconvolution programs, which may be larger than a few grid points, depends on the underlying molecular positions [117]. For accurate and precise estimates, RoSE
adaptively updates the grid point closest to the current estimate of the molecule’s position
(Fig. 3.1(d)) by maximizing adaptively a constrained maximum likelihood (see Appendix
section A.3.3 ). This strategy enhances the accuracy of both molecular position and brightness estimates and attains the limits of precision indicated by Cramér-Rao bound (CRB)
(Figs. A.1-A.3).

Exploiting temporal blinking statistics via GradMap

Since molecular blinking events occur stochastically, misidentified localizations resulting from
overlapping images exhibit significantly less autocorrelation over time compared to molecules
that are accurately identified. Thus, the autocorrelated GradMap represents the confidence
that molecules represent the true structure and not a false localization (see Appendix section
A.3.4). Noting that GradMap localizes these blinking events with sub-pixel accuracy, we
apply a threshold on the pixel-wise temporal autocorrelation of GradMap to eliminate false
localizations. We refer to this scheme as RoSE-C.

3.2.2

Beyond Scalar Metrics

Traditional performance metrics for evaluating HD recovery algorithms, such as recall rate
(i.e., the number of molecules that are recovered correctly with a certain distance criteria)
and the RMSE between correctly recovered molecules and their matched ground truths
[138], disregard the role of underlying structure; the magnitude and direction of errors vary
across the super-resolved image. In the following sections, we examine and characterize the
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structural biases of various recovery algorithms. Our analysis includes simulated realistic,
HD SMLM image stacks of several bio-inspired structures as well as experimental SMLM
images of microtubules.

Accurate frame-by-frame analysis: imaging crossing microtubules using RoSE

To quantitatively characterize the effects of sample structure and blinking density on the
size and structure of localization errors, we construct and examine two crossing microtubules
(MTs) in silico. MTs are tubular intracellular assemblies of the protein tubulin that form a
dynamic, three-dimensional network [82]. MTs act as “robotic arms” and are responsible for
key functions such as cell division, shaping the cell membrane, and intracellular transport
[82]. The MTs are simulated as cylinders aligned perpendicular to the optical axis with radii
of 12.5 nm and are displaced symmetrically about the focal plane with an axial separation
of 25 nm. We develop a stochastic model to generate SMLM images (see Appendix section
A.4). To measure the mean separation between MTs, we consider a sliding rectangular
area containing both MTs with a constant 58.5-nm height (Fig. 3.2(a) orange box). The
rectangle is sufficiently large such that labeling noise is insignificant but small enough to
resolve algorithm performance as a function of true separation d∗ . The localizations within
the rectangular area are then projected onto the x-axis transverse to the MTs, collapsing
the localization data into histograms.
We tested RoSE and FALCON [111], of which the latter has a high accuracy score (low
RMSE) and a competitive Jaccard index [138], on image data generated at various blinking
densities, namely 4.9×10−6 , 1.3×10−5 , and 1.9×10−5 molecules/nm2 , representing low, high,
and ultra-high densities, respectively (Figs. A.7). At high blinking density, the measured
mean separation distance exhibits a negative bias for both algorithms, meaning errors are
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Figure 3.2 : Structural bias of two crossing microtubules (MTs) recovered by RoSE (purple) and
FALCON (green). (a) 2D histogram of (top) the simulated ground-truth structure and (bottom)
recovered structural obtained by RoSE for a blinking density of 1.3 × 10−5 molecules/nm2 . Scale
bar: 50 nm. Color bar: number of localizations per 5 × 5 nm2 . (b) Projection of the localizations
within the orange box in (a) and the corresponding double Gaussian fits. The arrows labeled by d∗
and d denote the distance between the centers of the two MTs, and the distance between the peaks
of the fitted double Gaussian, respectively. (c,d) Mean distance between centers of the MTs along
the length of the structure for mean emission intensities of (c) 3000 photons and (d) 800 photons.
(e,f) Localization errors along the +x direction (Ex ) for molecules within the white box in (a) at
various distances from the center crossing yc : (left) 81.9 nm , (middle) 304 nm, (right) 438 nm.
The noted bias values represent the difference between the true center of the MT and the mean of
matched localizations; the arrows indicate a [10, −10] nm interval centered at the true position of
the MT.
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structured toward the center of the MTs (Fig. 3.2(b)). Compared to FALCON, RoSE reduces
the bias in measuring d∗ across the entire length of the structure, and the measured errors
drop to being CRB-limited more quickly for RoSE than FALCON for both low (800 photons)
and high (3000 photons) molecular brightnesses (Fig. 3.2(c),(d)). In particular, for true
mean separations from 70.2 nm to 128.7 nm (Fig. 3.2(c)), RoSE incurs an average bias of
−4.7 nm compared to −10.5 nm for FALCON. This difference in average bias becomes more
pronounced for dimmer molecules (Fig. 3.2(d)), where RoSE exhibits a small bias of −5.7 nm,
which is well within the FWHM of the theoretical limit of precision (≈ 2.3×σCRB = 13.8 nm).
In contrast, FALCON incurs an average bias of −15.2 nm. For large d∗ , the error distance is
non-zero due to non-uniform sampling and stochastic localization precision. Examining the
left-most MT at various distances yc from the crossing point reveals the vectorial nature of
these errors (Fig. 3.2(e,f)). We calculated the localization error Ex along the x dimension by
matching correctly-identified localizations to the ground-truth dataset [138] (see Appendix
section A.5). Interestingly when yc = 81.9 nm, the errors are skewed toward the +x direction
(Fig. 3.2(e)), in accord with the systematic underestimates of MT separation (Fig. 3.2(c,d)).
As yc increases, the errors converge to a Gaussian distribution centered at zero whose width
is determined by the CRB, as expected.
RMSE analysis cannot reveal such a structural bias, i.e., the systematic deviation of localized
molecules away from the true center of the MT. Surprisingly, the RMSE for FALCON is
slightly smaller than RoSE for yc = 81.9 nm (Fig. 3.2(e,f) left); however, the percentage
of localized molecules for RoSE that are within [−10, 10] nm is 70% compared to 55% for
FALCON; this increased localization accuracy results in more accurate measurements of
the MT separation distance (Fig. 3.2(b)). Indeed, the Jaccard index calculated over the
entire structure for RoSE (54%) is higher than FALCON (49%). These results suggest that
decomposing the reconstruction errors into scalar detection and localization error metrics
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cannot quantify the variation in magnitudes as well as vectorial nature of these significant
biases. Therefore, a structure-based analysis of errors beyond scalar metrics is critical for
quantitative evaluation and insight into the performance of recovery algorithms.
Additionally, RoSE maintains its robust performance and consistently outperforms FALCON
at both low and higher blinking densities. Even at low blinking density, RoSE resolves the
walls of MTs with much better visibility than FALCON (57% larger), especially close to the
crossing point (Fig. A.7).

Leveraging blinking statistics across frames: accurate imaging of vesicles via
RoSE-C

SMLM techniques have revealed the morphology of protein clusters within bacteria [96] and
during the assembly of HIV viruses [75]. In particular, clustering algorithms have been
utilized to infer clusters and their spatial distributions from SMLM datasets [123]. The
accuracy of such analyses, however, critically relies upon the accuracy of positions output
from the SMLM algorithm.
We examine the structural errors in characterizing clusters from simulated SMLM data of
a dense arrangement of fluorescently-labeled vesicles. These four vesicles are modeled as
circles with a 30 nm radius, each uniformly labeled with 100 molecules. These molecules
blink within a total of 80 frames (a mean blinking density of 4.7 × 10−5 molecules/nm2 ),
resulting in highly-overlapped images and a short acquisition time. To separate Poisson
shot noise and sampling artifacts, we compared reconstructions from this HD dataset to
equivalent LD imaging (i.e., one burst per frame with the same brightness as in HD data) in
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Figure 3.3 : Structural bias in the sizes and shapes of vesicles recovered by RoSE-C and
FALCON. (a) Simulated ground-truth structure of 4 circular vesicles. The mean emission
intensity and mean uniform background were set to 800 photons and 40 photons per pixel,
respectively. (b) Structure recovered from low-density frames using ThunderSTORM. (c)
Structure recovered by FALCON. (d) Structure recovered by RoSE-C. Color bars: number
of localizations per 19.5 × 19.5 nm2 . (e,f) Estimated clusters, their confidence ellipses, and
the RMSE of all localizations corresponding to the (e) left and (f) right boxes in (a) for lowdensity imaging (grey), FALCON (green), and RoSE-C (orange), respectively. Scale bars:
100 nm.
which no image overlaps. ThunderSTORM was chosen to provide a super-resolved structure
from LD frames [127].
We tested the performance of RoSE-C in eliminating false localizations that mostly occur
between vesicles due to significant image overlap. Remarkably, RoSE-C perfectly restores
the discrete structure of packed vesicles for various signal-to-background levels as well as
blinking densities (Figs. A.8). Computing the confidence level of obtaining true localizations,
quantified by the auto-correlated GradMap, critically enables RoSE-C to filter out false
localizations otherwise recovered by RoSE.
ThunderSTORM, FALCON, and RoSE-C are all able to resolve 4 clusters (Figs. 3.3(ad)). The sizes and shapes of these vesicles were analyzed using a density-based clustering
algorithm, which takes into account vesicle size and localization precision and is robust
against false localizations [63] (see Appendix section A.5). The two left-most clusters for
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ThunderSTORM (Figs. 3.3(b,e)) exhibit a small average ellipticity of 1.2, defined by the ratio
of the major axis and the minor axis, and similarly the two right-most clusters (Figs. 3.3(b,f))
have an average ellipticity of 1.12. These small ellipticity values could be caused by Poisson
shot noise and finite-sampling artifacts. Interestingly, the clusters for both RoSE-C and
FALCON (Figs. 3.3(c-f)) are skewed toward neighboring vesicles, and exhibit larger ellipticity
values. The two left-most clusters recovered by RoSE-C (Figs. 3.3(d,e)) exhibit an average
ellipticity of 1.38, while for FALCON (Figs. 3.3(c,e)), the average ellipticity is 1.84. For
the two right-most clusters, RoSE-C (Fig. 3.3(d,f)) has a slightly smaller average ellipticity
of 1.42 compared to FALCON’s (Fig. 3.3(c,f)) 1.44. Overall RoSE-C minimizes the average
ellipticity bias by 24%. This analysis reveals vectorial inaccuracies (i.e., structured ellipticity)
present in the super-resolved images that cannot be fully quantified by scalar RMSE values.
Recently, a class of algorithms termed super-resolution radial fluctuations (SRRF) [76] was
introduced based on super-resolution optical fluctuation imaging (SOFI) [56]. SRRF relies
on radial symmetry (spatial information) to reduce the apparent FWHM of the Gaussian
PSF. Moreover, by applying higher-order statistics to images of blinking molecules over
time, SRRF resolves molecules at smaller separations with better visibility. Analysis of
simulated SMLM datasets using SRRF and RoSE-C reveals that SRRF images contain a
vesicle separation bias of 27%, while RoSE-C reduces this bias to −3% (see Appendix section
A.7, Figs. A.9-A.11). Visibility metrics fail to capture this bias.

3.2.3

Structured errors in experimental SMLM images

Quantifying the structured bias present in SMLM images can be difficult without knowledge
of the ground truth (see Chapter 5 for an in-depth discussion). However, microtubules
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Figure 3.4 : Structural bias in recovering a dense network of microtubules from experimental SMLM images using FALCON, SRRF and RoSE-C. (a) Diffraction-limited sum of the
SMLM image stack. (b) An example SMLM image exhibiting high blinking density. (c) Histogram of localizations obtained using FALCON. (d) Recovered map using SRRF-TRAC2.
(e) Histogram of localizations obtained using RoSE-C. (f) Correlated GradMap recovered
using RoSE-C. The white arrow indicates regions with low confidence. (g-i) Magnified views
of the boxed region in (e) for (g) FALCON, (h) SRRF, and (i) RoSE-C. The white arrow
in (h) indicates a bias in the recovered branching structure. Scale bars: (a,e,f) 1 µm and
(g) 200 nm. Color bars: (b) number of photons per 100 × 100 nm2 and (c,e,g,i) number of
localizations per 25 × 25 nm2 .
have often been used in demonstrations of SMLM because of their smoothness and wellcharacterized branching behavior. We compare the performance of FALCON, SRRF, and
RoSE on experimental SMLM images of MTs [138] in regions where MT bundles are dense
and the fluorescence background is relatively uniform. We observe that the cumulative errors
in molecule position exponentially increase with molecular density in crowded regions (white
rectangular region in Figs. 3.4(g-i)). The nature of these errors depends on the recovery
algorithm. The localizations obtained using FALCON generally broaden and occlude details
of the branching structure (Figs. 3.4(g)). In contrast, the structure recovered by SRRF
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exhibits distortion of the middle MT such that it appears to extend towards the upper-right
branch (Figs. 3.4(h)). RoSE-C appears to recover the structure of the MT network with
both greater accuracy and precision (Figs. 3.4(i)). We note that the correlated GradMap
exhibits low confidence for regions that do not belong to the MT network (Figs. 3.4(f)),
which is consistent with the results of recovering densely-packed vesicles (Figs. 3.3).
We further consider another region in the dataset exhibiting non-uniform molecular blinking
(Figs. A.13(a)). For each algorithm, we observe structured bias in the SMLM reconstructions
that are similar to the aforementioned simulation studies (Figs. 3.2): the separation distances
between MTs measured using localizations recovered by FALCON are smaller than those
obtained by RoSE-C (Figs. A.13(e,f)). In addition, separation distances across the length
of MTs for RoSE-C exhibit smooth curvature that is consistent with our expectation of MT
network structure. On the other hand, separation distances obtained by FALCON exhibit
significant biases where parallel MTs are closer together (Figs. A.14(a,b,c)). As the MTs
become far apart, the separation distances measured by each algorithm converge to similar
values (Figs. A.14(d)). Examining the recovered images by SRRF algorithms reveals the
structured biases, wherein parallel MTs are frequently unresolved and visibility is difficult
to quantify (Figs. A.15).
The GradMap provides an insightful map of confidence levels, in which it displays low confidence for regions that are subject to localization errors due to either low sampling or
dense molecular blinking (Figs. A.13(d)). This confidence metric cannot be inferred from
the SMLM reconstructions themselves produced by FALCON, SRRF, and RoSE-C. We note
that in analyzing experimental SMLM images using RoSE-C, we chose the confidence threshold adaptively (see Appendix, section A.3.4), but all other parameters remained the same
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from the aforementioned in silico studies. We could not recover structures with similar quality as RoSE-C by tuning the sparsity parameter of FALCON or related parameters of SRRF
(Figs. A.16).

Robust 3D recovery using diverse PSFs
PSF engineering has become a popular strategy for 3D super-resolution imaging. A variety
of PSFs, including the astigmatic PSF [84], the double-helix PSF (DH-PSF) [131], and
the tetrapod PSF [146, 147] can be implemented with fixed phase masks or programmable
hardware. These PSFs have tunable axial ranges (spanning 2 − 20 µm [168]) and exhibit
diverse and complex features over their measurement domains. Importantly, they occupy
more space on the camera compared to the standard PSF. Therefore, addressing the problem
of image overlap for an arbitrary 3D PSF becomes critical.
We test the robustness of RoSE-C in recovering dense arrangements of nuclear pore complexes (NPCs) in 3D using the DH and tetrapod PSFs. An NPC is a ring-like protein
complex composed of eight subunits with an approximate diameter of 90-120 nm, well below
the diffraction limit [158]. The complex and dense 3D arrangements of NPCs necessitate
the use of 3D super-resolution techniques for measuring their diameters and resolving their
subunits [86]. We simulated each NPC using 8 subunits equidistantly distributed on a circle
with a diameter of 120 nm. The NPCs are placed in 3D with centers at (0, 0, 0), (300, 0, 50),
and (200, 200, 130) nm with various orientations (Fig. 3.5(a,b)). Each subunit is labeled with
a single fluorophore that blinks stochastically with a mean brightness of 3100 photons per
blinking event. On average, one molecule per NPC emits during any specific frame, causing
a high probability of PSF overlap on the camera (Figs. 3.5(c,d)).
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Figure 3.5 : 3D recovery of densely-packed NPCs using the double-helix and tetrapod PSFs.
(a) xy and (b) yz views of the simulated ground-truth arrangement of 3 NPCs centered at
(0, 0, 0), (300, 0, 50), and (200, 200, 130) nm, each consisting of 8 labeling sites equidistantly
distributed on a circle with diameter of 120 nm. The brightest pixel corresponds to the
peak of a Gaussian distribution (standard deviation = 3.5 nm) multiplied by the number
of blinking events. (c,d) Representative images of overlapping molecules corresponding to
the (c) DH and (d) tetrapod PSFs. (e,f) xy projections of the NPCs recovered by RoSE
using the (e) DH and (f) tetrapod PSFs. The white arrow in (f) indicates mislocalizations at
higher axial coordinates. (g,h) xy projections of the NPCs recovered by RoSE-C using the
(g) DH and (h) tetrapod PSFs. Scale bars: 100 nm. Color bars: (a,b) number of blinking
events/nm2 ; (c,d) number of photons per 58.5 × 58.5 nm2 ; and (e-h) number of localizations
per 12 × 12 nm2 .
In the projected 2D images of the NPCs recovered by RoSE, the NPC subunits are more
blurry when using the DH-PSF (Figs. 3.5(e)) compared to the tetrapod (Figs. 3.5(f)). This
difference is consistent with the superior precision of the tetrapod PSF [146], which allows for
counting subunits using the clustering algorithm with 25% better accuracy (see Figs. A.17
for the performance of the DH and tetrapod PSFs in resolving two closely-spaced molecules).
Intriguingly, however, the structure resolved by RoSE using the tetrapod PSF exhibits a set of
mislocalizations at higher axial coordinates that resemble an NPC (Figs. 3.5(f)). In contrast,
there are fewer mislocalizations in the reconstruction using the DH-PSF, and interestingly,
they do not resemble an NPC (Figs. 3.5(e)).
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RoSE-C remarkably minimizes the structured mislocalizations when using the tetrapod PSF
(Figs. 3.5(h)). This improved accuracy is enabled by GradMap, in which pixels that correspond to false localizations exhibit smaller autocorrelation over time than those that correspond to true localizations (Figs. A.18). For the DH-PSF, the mislocalizations between the
two right-most NPCs cannot be eliminated with RoSE-C. One possible reason is that the
pixel size of the GradMap (58.5 nm) is larger than the half of the separation between the
two right-most NPCs along the y dimension (120 nm). Thus, in this particular simulation,
GradMap has insufficient spatial sampling to resolve false localizations from true ones using
temporal autocorrelation.
To gather insight into the structured mislocalizations in the recovered NPCs using the tetrapod PSF, we examined a different arrangement with NPCs located at (0, 0, 0), (300, 0, 50),
and (200, 200, −130) nm using the tetrapod PSF. Surprisingly, the number of mislocalizations in the super-resolved structure by RoSE is significantly reduced (Figs. A.18). This
reduction likely results from the distinct depth encoding of negative z values compared to
positive ones for the tetrapod PSF. Thus, the tetrapod can resolve NPCs accurately when
they are alternate sides of the focal plane rather than all above the focal plane. These results
reveal the role of both structure and the degeneracy of PSF in causing biases (see Appendix
section A.8).

3.3

Discussion

The vectorial nature of localization errors in SMLM is often ignored. Our simulations show
that when recovering bio-inspired structures under HD imaging conditions, reconstruction
errors exhibit magnitudes and directions that depend on the structure of the sample and
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cannot be revealed by conventional error metrics. Our analysis of HD experimental data of
dense microtubules corroborates these results. Furthermore, in 3D SMLM, the inaccuracies
are affected both by the structure of the sample and the structure of the PSF. In particular,
PSF degeneracy causes structured mislocalizations that may pose difficulty for downstream
quantitative analysis [123].
Current methods for minimizing nanoscale inaccuracies, including classifying localizations
based on spot size, brightness [67], and similarity-based techniques [49], lack robustness
against sample structure and become unreliable for 3D imaging. Further, point-wise precision for individual localizations, which is used for filtering localizations with large uncertainty, becomes inaccurate in the case of overlapping PSFs due to biased brightness estimates
(Figs. A.2). Taken together, these observations necessitate estimation of a fundamentally
different quantity for individual localizations.
RoSE addresses these challenges by directly estimating the likelihood of fluorescence emission for individual blinking events, which enables molecules with overlapping images to be
localized in the continuous domain and increases localization and photon-counting accuracy.
Further by assuming that the sample is static over the imaging interval, RoSE-C simply
autocorrelates these likelihoods to obtain point-wise confidence levels without knowing the
sample structure a priori. The confidence level of a localization signifies its uncertainty in
representing the ground truth, which is exploited to eliminate false localizations at higher
blinking densities (Figs. A.8). More importantly, the estimated confidence levels do not rely
on point-wise precision, brightness, or how molecules’ images overlap and can be applied to
any arbitrary PSF. Access to such a confidence metric is a key to automating challenging
quantitative analyses in SMLM, such as elucidating protein organization in 3D.
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We emphasize that although RoSE-C eliminates localizations with small confidence levels,
which may degrade the overall apparent labeling density, these localizations would otherwise lead to structural biases if they are not eliminated. This degradation in HD SMLM
is fundamentally different from low-density SMLM for which even localizations with large
uncertainty provide unbiased information regarding the underlying structure. Besides thresholding, the confidence levels can systematically be used as additional input to increase the
accuracy of various quantitative analyses such as Bayesian clustering [136]. Nonetheless,
RoSE-C exhibits robustness in measuring the apparent labeling density w.r.t. the number
of blinking events per molecule, whereas image-based HD algorithms utilizing higher-order
statistics incur significant errors (Figs. A.9). Finally, we note that, at ultra-high molecular
blinking densities, the pixel-wise autocorrelation produces confidence levels for false localizations that rise above our chosen threshold (Figs. A.8). A more effective approach in this
situation may be to exploit the spatial correlation in the GradMap stack. Investigating an
optimal strategy for leveraging correlations between multiple blinking events remains the
subject of future studies.
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Chapter 4
Dense super-resolution imaging of
molecular orientation via joint sparse
basis deconvolution and spatial
pooling
Some people gain their understanding of the world by symbols and mathematics.
Others gain their understanding by pure geometry and space. It’s the combination of them that give us our best access to truth.
James Clerk Maxwell

4.1

Introduction

Most fluorescent molecules interact with the surrounding electromagnetic filed effectively
through their transition dipole moment, rendering them as miniature antennas. This fact
implies a delicate sensitivity of a molecule’s orientation to its ambient environment. Indeed,
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tracking molecular orientation and more recently super-resolution imaging of molecular orientation has 1) elucidated the stepping motion of biological molecular motors [151], 2) enabled single copies of single- and double-stranded DNA to be resolved from one another
while diffusing in solution [174], 3) facilitated deciphering structural order within filamentlike biological samples [9, 48, 59], 4) allowed portraying the remodelling of lipid membrane
phases [104], among others. An integral part of the success of these techniques is estimating
orientational parameters from noisy images of molecules, which is the subject of study in
this Chapter.

4.1.1

Motivations and contributions

Although it is possible to measure the 3D orientation and rotational dynamics (or wobbling)
of single molecules (SMs) using multiple excitation polarizations and polarized detection
channels [66], the instrumental complexity of such techniques has spurred creating new
imaging methods offering the relative intrinsic simplicity of SMLM techniques, albeit requiring advanced image processing methods. Of particular interest are the methods based
on “fitting” to unmodified [118, 180] or augmented [10, 50, 178] photon distributions emitted
from SMs. In particular, methods that modulate the emission pattern of SMs electric field
at the back focal plane of a microscope, result in PSFs with optimized performance and
minimal angular degeneracy.
Estimating multi-dimensional parameters such as molecular position, orientation, and brightness from noisy camera images is a more challenging computational problem than standard
SMLM. To begin with, most optimized PSFs for orientation measurements have larger footprint than the standard PSF (Fig. 4.1a), thereby causing frequent image overlaps and lower
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pixel-wise signal-to-noise ratios (SNRs). Further, splitting light into distinct polarization
channels, which is ideal for orientation measurements, may introduce detection errors without rigorous instrument calibration.
A few works in SMLM literature have considered joint estimation of position and molecular
orientation including maximum-likelihood estimation [118], artificial neural network with
simulated training [179,180], and 3D steerable filters [5]. Unfortunately, these methods have
been only demonstrated to be applicable to isolated molecules with high SNRs, which is
optimistic in SMLM. Fundamentally, joint estimation of position and molecular orientation
is an instance of an optimization problem in space of measures, where the underlying parameters of molecules lie in a multi-dimensional space. Although we may directly use sparse
optimization techniques developed in Chapter 2, however, it comes with a prohibitive computational cost due to the rather large dimension of the variables, which is exponential in the
number of molecular parameters including position, mean orientation, and wobbling area.
Here, we show that we are able to formulate the joint estimation problem as a sparse deconvolution problem in space of measurers with position of molecules being their sole underlying
parameters. The key to achieve this dimensionality reduction is to lift the optimization problem from first-order orientational moments to second-order moments. Thanks to the physics
of photon-counting detection [10], a molecule’s image on the camera can be expressed as a
super-position of six basis images with weights proportional to the second-order moments.
This formulation, thus, makes the sparse deconvolution tractable for large-scale imaging in
SMLM. We further extend our relaxed-gradient flow algorithm (RGF) to solve the resulting deconvolution problem. In particular, we demonstrate the benefits of gradient flux in
minimizing detection errors due to polarization channel mismatches.
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Figure 4.1 : Optimized 3D orientation-sensitive PSF produces larger and dimer molecular images. (a) Two-closely located molecule modeled as dipole with distinct mean orientations and
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Tri-Spot PSF [178] to produce orientation-sensitive images and (c) a standard microscope.
White dashed lines separate x- and y-polarized channels. Color bar: photons/58.52 nm2 ;
scale bar: 1 µm. (© 2019 IEEE)
Our proposed algorithm can be applied to general semi-blind deconvolution problems wherein
the effective PSF is expressed as sum of few basis PSFs. Beyond SMLM, such a problem
arises in other imaging applications such as magnetic resonance force microscopy [129].

4.2
4.2.1

Problem formulation
Sparse deconvolution of position and mean molecular orientation

A faithful model of the radiated electric field of a single fluorescent molecule can be described
via an oscillating dipole. We denote the mean orientation of a dipole located at r = [x, y]T
using a moment vector µ(φ, θ), where φ is the azimuthal angle and θ denotes the polar angle
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in spherical coordinates:
µ(φ, θ) = [µx , µy , µz ]T = [sin(θ) cos(φ), sin(θ) sin(φ), cos(θ)]T .

(4.1)

In this case, the underlying parameter space is simply R5 and we represent an element of
such a space by ψ = [x, y, θ, φ]T . We can represent a collection of N molecules via a measure
π ∈ M(R5 ) as :
π=

N
X
i=1

si δ(ψ − ψi ),

(4.2)

where si is the brightness of the ith molecule.
Let us denote the PSF of the imaging system by q. We assume that q varies only with
respect to ψ. Joint sparse deconvolution for localizing molecules from their dense, noisy
images then can be cast as the following problem

π = arg min L(f ) + λ
π∈M(R5 )

N
X

si ,

(4.3)

i=1

for some λ > 0. Here, L is a data-fidelity functional, e.g., negative log-likelihood, and f is
a noiseless, convolved image formed on the camera

f=

N
X

si q(u, v; ψi ),

(4.4)

i=1

where (u, v) denotes the coordinates of the camera. The use of relaxed-gradient flow (RGF)
to solve Eq. (4.3) is hampered by the high-dimensionality of ψ. For example, for a region of interest with size 10 µm × 10 µm, one iteration of RGF algorithm requires about
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O(1020 log(1020 )) arithmetic operations, twelve orders of magnitude larger than standard
SMLM corresponding to ψ = [x, y]T .

4.3

From first-order moments to second-order moments

Consider a dipole with an instantaneous moment µ rotating around a certain mean moment
vector µ(θ, φ) over time. Here, we assume that the characteristic rotation of a dipole occurs
much faster than the integration time of a camera frame. This assumption is valid for relevant
dye molecules exhibiting much smaller fluorescent lifetimes or rotational correlation times
(typ. 1-10 ns). This means that a dipole’s image on the camera is obtained by averaging
over a sample path of a temporal process. The Ergodic hypothesis [115] then implies that
we can equivalently compute the image formed on camera by averaging over a statistical
ensemble of a dipole orientations [77, 97]. This ensemble can be expressed via a probability
distribution over angular space as P (θ, φ). Therefore, orientational, second-order moments
are obtained via

hµi µj i =

Z

2π

0

Z

π/2

µi (θ, φ) µj (θ, φ) P (θ, φ) sin(θ) dθ dφ,

(4.5)

0

where i, j denote one of x, y, z.
We can assemble these second-order moments into a matrix M :



hµx µy i hµx µz i




2
M ,
hµ
µ
i
hµ
i
hµ
µ
i
y z 
 y z
y


hµz µx i hµz µy i hµ2z i.
hµ2x i
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(4.6)

For a molecule aligned with the z−axis of a reference Cartesian coordinate system, i.e.,
θ = 0, and rotating in a cone with its axes parallel to z = 0 plane, M simplifies to


0
λ1 0




M =
0
 0 λ2



0 0 1 − λ1 − λ2 ,

(4.7)

where λ1 = hµ2x i and λ2 = hµ2y i specify the radii of the cone along x- and y axis, respectively.
If we assume that the rotation is symmetric around the average orientation µ, or equivalently
P is symmetric, then λ = λ1 = λ2 . We note that for a rotating molecule with a mean
orientation µ0 , a similar expression for its second-order moments matrix can be obtained.
To see this, note that a moment vector µ0 with an arbitrary orientation can be obtained by
appropriately rotating a moment vector µ, which is oriented along z−axis. Mathematically,
we have µ0 = R|µ0 µ for a rotation matrix R|µ0 . It then follows that


0
λ1 0


 T
R .
M = R
0
 0 λ2



0 0 1 − λ1 − λ2 ,

(4.8)

Under the above modeling assumptions, remarkably, the image of a dipole, rotating in a
symmetrical cone, can be conveniently represented in terms of an orientational, second-order
moment vector
M = [hµ2x i, hµ2y i, hµ2z i, hµx µy i, hµx µz i, hµy µz i]T
= γ [(µx )2 +

(1 − γ)
(1 − γ)
(1 − γ)
, (µy )2 +
, (µz )2 +
, µx µy , µx µz , µy µz ]T ,
3γ
3γ
3γ
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(4.9)

Figure 4.2 : Modeling asymmetric rotation of single molecules. µ0 represents the mean
orientation of a molecule wobbling in an asymmetric cone. By rotating this cone to be
parallel to z axis, we can describe the rotated angular distribution by a planar, asymmetric
cone with a vertical radius λ1 and a horizontal radius λ2 .
where h·i represents the temporal average over a camera frame or equivalently an ensemble
average over the orientation domain (Eq. (4.5)). Moreover, γ , 1 − 3λ, called rotational
constraint, quantifies, on average, the degree of rotational freedom of the dipole. For instance,
γ = 0 describes a freely rotating dipole, whereas γ = 1 corresponds to a fixed one. We can
alternatively quantify the rotational constraint of a molecule via its associated half-cone
p

9/4 − 6λ − 1/2 (Fig. 4.1a).
angle α , arccos
Specifically, the dipole’s image can be expressed as

f=

6
X

sMj B j (r),

(4.10)

j=1

where f denotes the dipole’s image, s is the total number of photons emitted by the dipole,
which is normalized by the total measured photons of a fixed dipole with (φ = 0, θ = 90◦ ),
and the B j ’s represent the so-called basis images corresponding to a dipole exhibiting each
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orientational second-order moment component Mj [10]. We note that each basis image B j
corresponds to two orthogonally-polarized images (i.e., x and y), concatenated together (see
Fig. 4.1). The imaging model in Eq. (4.10) describes various forms of expressing the image
of a rotationally-diffusive molecule: B j ’s may correspond to contribution of each generalized
Stokes parameter [50] or spherical harmonics [37].

4.3.1

Joint sparse basis deconvolution

In this section, we formulate joint recovery of position and orientations of a collection of
molecules as a sparse deconvolution problem in a measure space. For N molecules each with
a orientational, second-order moments vector Mi , the corresponding measure π reads as
π=

6 X
N
X
j=1 i=1

si Mji δ(r − ri ).

(4.11)

Thanks to the linear imaging model of a dipole (Eq. (4.10)), π lies in Rd with d being 2
or 3, depending on the imaging sample. Importantly, we can see that π is composed of
6 × N effective molecules each with a weight equal to si Mji for some i ∈ {1, . . . , N } and
j ∈ {1, . . . , 6}. If we define ηij = si Mji , then π simplifies to
π=

6 X
N
X
j=1 i=1

ηij δ(r − ri ).

(4.12)

An implication of the form of π in Eq. (4.12) is that we can formulate a typical sparse
deconvolution as
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π = arg min L(f ) + λ|π|,

(4.13)

π∈M(R3 )

where |π| denotes some sparsity-encouraging regularizer and λ > 0 is the regularization
strength. We refer to Eq. (4.13) as joint basis sparse deconvolution. It is natural to invoke
the RGF algorithm to jointly recover orientational, second-order moments and positions.
Importantly, the computational cost of each iteration of RGF is only six times larger than
that of standard SMLM, which remains within one order of magnitude.

4.4

Extending RGF to joint sparse basis deconvolution

In this section, we consider a fine discretization of π via a set of regular grid pints. In
other words, we over-parameterize π. To this end, consider a set of N grid points D =
{di ∈ R2 | i ∈ {1, . . . , N }} such that the distance between any two adjacent points is 2ρ.
Let us assume that molecules are separated by at least ρ. In this case, we can show that
the position of any molecule can be expressed as di + ∆ri for some i ∈ {1, . . . , N }, where
∆ri = [∆xi , ∆yi ]T denotes grid-offsets or position displacements along the x- and y axis,
respectively. Using the first-order approximation of the basis functions around grid points,
we can approximate Eq. (4.10) as

f=

N X
6 
X
i=1 j=1


j
j
B j (di ) ηij − Bx0 (di ) ηij ∆xi − By0 (di ) ηij ∆yi ,

(4.14)

where Bx0 j , By0 j represent derivatives of B j along the x- and y axis, respectively. In practice,
the image, f , formed on camera is integrated over 2m pixels, i.e., f ∈ R2m
+ (we use 2m pixels
since we concatenate the images in two polarized channels). To simplify our notation, we
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represent B(di )j after the camera pixelation by a vector Bij ∈ R2m
+ . Henceforth, we assume
that all basis images are pixelated and vectorized, accordingly.
Next, we use a similar change of variables, as was done in Chapter 2, to obtain a linear
imaging model. Specifically, for each basis index j ∈ {1, . . . , 6}, we define
ηij , si · Mji ,

j T
η j = [ηij , . . . , ηN
] ,

j
ζx,i
, ηij · ∆xi ,

j
j
, . . . , ζx,N
]T ,
ζxj = [ζx,i

j
ζy,i
, ηij · ∆yi ,

j
j
ζyj = [ζy,i
, . . . , ζy,N
]T ,
T

j
j T
νij , [ηij , ζx,i
, ζy,i
] ∈ R3 ,

T

T

ν j = [η j , ζxj , ζyj ]T ,

j
j
j
j
j
Bj , [B1j , · · · , BN
, Bx,1
, · · · , Bx,N
, By,1
, · · · , By,N
]T .

(4.15)

Putting all together, we have
ν , [ν 1T , . . . , ν 6T ]T ,
B , [B1 , . . . , B6 ].

(4.16)

It then follows that f = Bν.
Recall within our joint signal model we can effectively associate a molecule with a grid point.
However, as the expected number of molecules is much smaller than N , we need to encourage
sparse solutions of the deconvolution in Eq. (4.13). Intuitively, if no molecule is near some
grid points, we set all parameters associated with nearby grid points to be zero. We can
accomplish this by examining the cascading structure of ν j = [η j , ζxj , ζyj ]T in each basis, that
is, η j = sMj , ζxj = sMj ∆xj , and ζyj = sMj ∆y j . In particular, all the parameters across
the six basis images are scaled by brightness s. Similar to standard RGF, we propose to use
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a group sparsity norm that jointly penalizes parameters across the basis images:
v
N uX
X
u 6
t
R(ν) =
kν j k2 .
i

i=1

2

(4.17)

j=1

We define the RGF version of joint sparse basis deconvolution (Eq. (4.13)) as

ν̂ = arg min L(ν) + λR(ν),

(4.18)

ν∈C

where C denotes the constraint set defined by
Cj ={ν j | η j ≥ 0, −ρη j ≤ ζxj ≤ ρη j , −ρη j ≤ ζyj ≤ ρη j } j ∈ {1, 2, 3},
Cj ={ν j | ζxj ≤ ρ|η j |, ζyj ≤ ρ|η j |} j ∈ {4, 5, 6}.
C=

6
\

Cj .

(4.19)

j=1

Unfortunately, due to the fact that η j can take negative values, the constraint set Cj is not
convex. However, since the sets Cj , j ∈ {1, 2, 3} are convex, we may relax C by only keeping
the constraints corresponding to these three moments. This approximation is physically
justified since the energy radiated by a dipole is mostly contained in the first three basis
T
images. Henceforth, we drop ζxj and ζyj for j ∈ {4, 5, 6}, and set C = 3j=1 Cj implying that
C is convex.

The resulting convex optimization problem can be efficiently solved using the proximal algorithm developed in Chapter 2.
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Figure 4.3 : Robust molecule detection using spatial pooling. (a) False localization of a
standard, grid-based sparse recovery method in the presence of a channel mismatch of one
camera pixel (the PSF in y-channel is misaligned by 58.5 nm along y axis w.r.t. x-channel’s
PSF). (b) Recovered GradMaps for the first three bases and the result of pooling these
maps. Note that the molecule’s orientation is such that its energy is most strongly projected
onto x-channel. Accurate detection of single molecules is re-stored by identifying the local
maxima of the pooled map. Color bars: (a) photons/58.52 nm2 , (b) brightness-scaled grad
flux per 58.52 nm2 . (© 2019 IEEE)

4.4.1

Detecting molecules via spatial pooling

An important challenge in sparse recovery is that of model mismatch, which has been shown
to degrade the performance of grid-based recovery algorithms [41]. However, for the problem
of localization, a model mismatch can cause false localizations, thereby introducing bias in
the measurements. In our imaging system, the misalignment of two polarization channels
leads to a model mismatch (see Fig. 4.3a for an example).
As shown in Chapter two, the recovered joint signal ν̂ exhibits a specific structure in which
position displacements converge to the true location of each molecule. To exploit this structure, we compute GradMaps for the first three deconvolved basis images to obtain Gj for
ν̂ j = [η̂ jT , ζ̂xjT , ζ̂yjT ]T and j = {1, 2, 3}. Since dipoles with distinct mean orientations and
rotational constraints may radiate energy differently in each basis, each Gj may contain
distinct information regarding the location of molecules (see Fig. 4.3b for an example). For
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example, the misalignment of polarization channels is most problematic when radiated energy
is distributed in both channels. In particular, the third basis corresponds to the out-of-plane
component of a molecule’s orientation, which causes photons to hit both channels. However,
due to limits on a microscope’s light collection efficiency, the energy corresponding to the
out-of-plane orientation is much smaller than the first and second bases. This observation encouraged us to compute brightness-scaled GradMaps, and to pool these GradMaps together
to obtain an effective GradMap G =

G1 +G2 +G3
,
3

which appropriately fuses the grad fluxes

across these bases (see Fig. 4.3b). We next identify molecules based on the local maxima of
G
Gm

in which Gm is the maximum value of G. Note that it is possible to adopt the idea of

gradient flux in Chapter 2, which requires to normalize each pixel Gi by the average brightnesses of neighboring points across three bases. Alternatively, we can calculate flux map for
each basis and only consider points with high flux for the pooling stage. Finally, the initial
parameters of each identified molecule, namely, brightness, second moments, and position
are computed based on local averaging. Below, we present these ideas in more detail.
Recall that the solution obtained via RGF, ν̂, is composed of six joint signals. Specifically,
for a basis index j ∈ {1, 2, 3}:
ν̂ j = [η̂ jT , ζ̂xjT , ζ̂yjT ]T ∈ R3N ,
η̂ j = ŝ
ζ̂xj = ŝ
ζ̂yj = ŝ

c j , ∈ RN ,
M

cj
M

cj
M

dj ∈ RN ,
∆x

c j ∈ RN ,
∆y

(4.20)

where we have stacked the parameters of N grid points. Fix a basis index j ∈ {1, 2, 3} and
a grid-point index i ∈ {1, . . . , N }. Denote the immediate neighbors of the point di ∈ R2 by
Nh(di ). Next, we compute the convergence of position displacements in Nh(di ) toward di
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scaled by their brightnesses:

G (i) ,
j

|Nh(di )|

X
l=1

ŝl =

η̂l1

+

η̂l2

+

c jl , ∆y
c jl ]T (dl − di )
ŝl [∆x

η̂l3 ,

c jl =
∆x

j
ζ̂l,x

η̂lj

c jl =
, ∆y

j
ζ̂l,y

η̂lj

,

(4.21)

where we have used the fact that si = ηi1 + ηi2 + ηi3 .

Debiasing

Similar to standard RGF, we debias the estimated parameters of molecules detected in the
previous step. Let Supp(ν̂) be the support set of estimated molecules’ positions obtained
via spatial pooling. Localization is achieved via solving a constrained maximum-likelihood
problem with an initial point obtained in the previous step:

ν̂ = arg min L(ν),

(4.22)

ν∈C∩Supp(ν̂)

which is a convex program and we solve it via the proximal algorithm used in RGF.

4.4.2

Mapping second moments to angular space

In this section, we present methods to find (first-order) angular parameters of a molecule
from estimated second moments. Recall that for a freely rotating dipole, the orientational,
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second-order moments vector M is given by
M =γ [(µx )2 +

(1 − γ)
(1 − γ)
(1 − γ)
, (µy )2 +
, (µz )2 +
, µx µy , µx µz , µy µz ]T ,
3γ
3γ
3γ

µ =[µx , µy , µz ]T = [sin(θ) cos(θ), sin(θ) sin(φ), cos(θ)]T ,

(4.23)
(4.24)

c how can we recover the true angular paramGiven the estimated second-moment vector M,
eters (φ, θ, γ) or equivalently (µx , µy , γ)?

c equivalently in the form of a symmetric matrix
Consider the estimated second moments M
M with its eigenvalue decomposition:



hµx µy i hµx µz i



β2 − β3
1 − γ
T

2
(ω2 ω2T − ω3 ω3T ), (4.25)
M =
I+
hµ
µ
i
hµ
i
hµ
µ
i
y z  = γω1 ω1 +
 y z
y
3
2


hµz µx i hµz µy i hµ2z i
hµ2x i

where ω1 , ω2 , ω3 denote the eigenvectors of M . Further β1 ,β2 , and β3 represent the eigenvalues of M in decreasing order, and γ =

3β1 −1
.
2

Interestingly, this particular decomposition

(Eq. (4.25)) reveals that we can equivalently express a rotating molecule as a weighted superposition of a fixed molecule along ω1 , an isotropic emitter (e.g., a freely rotating molecule),
and a term which depends on the asymmetry of the molecule’s rotation. We note if β1 = β2 ,
e.g., when the molecule rotation is symmetric, then we can recover µx , µy , and γ based on the
largest eigenvalue and the corresponding eigenvector. In practice, however, both stochastic
c as well as model errors due to asymmetric rotation
errors due to shot noise in measuring M
of molecules violate this assumption.
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Alternatively, we may formulate the following least-squares problem
c 2,
(µ̂x , µ̂y , γ̂) = arg min kM − Mk
2
(µx ,µy ,γ)∈Σ

Σ = {(µx , µy , γ) |

3
X
j=1

Mj = 1, |µx | ≤ 1, |µy | ≤ 1, 0 ≤ γ ≤ 1},

(4.26)

where the initial point is set according to the largest eigenvalue-eigenvector pair (Eq. (4.25)).
Statistically, the objective function in (Eq. 4.26) is equivalent to maximizing the likelihood of
c drawn from a Gaussian distribution with mean M and an isotropic covariance
observing M
matrix. This formulation is accurate, for example, if the precision with which we can measure
each second moment is relatively uniform. Indeed, in the large sample regime, we can assume
c has approximately a Gaussian distribution,
that the estimated second-moment vector M

c ∼ gauss(M, FIM−1 ). Here, FIM represents the Fisher information matrix of the
that is, M

c (see Appendix Sec. B.1.1). In particular, the
second-order moments vector evaluated at M

diagonal elements of FIM−1 correspond to the Cramér-Rao bounds that set lower bounds
on the variance of second-order moment estimates obtained using an unbiased estimator.
Accordingly, we can write a general formulation of (4.26) as
c T FIM (M − M)k
c 2
(µ̂x , µ̂y , γ̂) = arg min k(M − M)
2

(4.27)

(µx ,µy ,γ)∈Σ

4.5

Results

We validate our proposed algorithm via both simulation and controlled experimental samples.
To this end, we first define an error metric with which we can compactly quantify the quality
our orientation estimates.
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4.5.1

Mean-Square Angular Error (MSAE)

In practice, we are interested in determining the error in estimating the direction of a dipole’s
mean orientation µ irrespective of its parameterization. To achieve this, we consider the
mean-square angular error (MSAE) as our performance metric [121]:
MSAE , E2 ,

(4.28)

where  is the angle between µ and µ̂. Further, E denotes the expectation over measurements.
A convenient feature of MSAE is that we can express an asymptotic lower bound on it based
on the Cramér-Rao bounds (CRBs) of θ and φ parameters:
MSAE ≥ cos2 (π/2 − θ) CRB(φ) + CRB(θ).

(4.29)

Importantly, when a molecule is nearly parallel to the z axis, i.e., θ ≈ π/2, the estimation
of φ becomes extremely unstable, which is reflected in high CRB(φ). Of course this is an
artifact of the spherical coordinates system as the estimation of the moment vector µ is no
different than any other angles. Remarkably, MSAE correctly balances the contribution of
CRB(φ) in overall angular error, making it a suitable metric for performance analysis.
We used the Tri-Spot PSF (Fig. 4.1) in all our simulation as it has a very good performance
in terms of minimizing angular degeneracy and exhibits approximately uniform sensitivity
across all second moments [178].
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4.5.2

Detection performance in presence of channel misalignment

Due to various optical components, light hitting on different polarization channels may
experience distinct optical aberrations. This means that, for example, the centers of PSFs
with respect to a common reference in these channels can be slightly misaligned [48]. Since
optical aberration is inevitable, a model-based deconvolution algorithm should be robust
against modest levels of misalignment. To assess the detection performance of our algorithm
in the presence of channel misalignment, we simulated image of a molecule using Tri-Spot
PSF following a vectorial imaging model [10]. Let qx , qy represent the Tri-Spot PSFs in x
and y polarization channels, respectively. In our simulations, we shifted qy downward by
one pixel relative to qx . The detection results are illustrated in Fig. 4.4. As can be seen,
our algorithm performs close to optimal in terms of detection precision, achieving a Jaccard
index of 0.96. Note that, as expected, most false localizations occur when the molecule has
an out-of-plane mean orientation or it has high degree of rotational freedom.

4.5.3

Precision and accuracy of position estimates

We next quantify the performance our proposed algorithm, in terms of bias and precision, in
estimating the continuos 2D position of a molecule. To this end, we systematically vary the
position of a molecule within our grid points. Note that we set the grid distance between
each adjacent point to be equal to the camera pixel size. Our position estimates indicate that
the algorithm provides unbiased position estimates even when the molecule is in the middle
of the grid (30 nm) (Fig. 4.5a). Expectedly, due to our first-order PSF approximation, the
localization deteriorates as the molecules move away from the grid point (0, 0). We therefore
quantified the precision of position estimates in the worst case, where the molecule is located
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Figure 4.4 : Robustness of proposed spatial pooling in the presence of polarization channel
misalignment. (a) 2D histogram of the ground-truth, first-order angular parameters used
to simulate images. For each sampled θ and γ, we sampled ten φ angles randomly within
[0, π] and for each (φ, θ, γ) we generated 200 independent noisy images using the Tri-Spot
PSF. The mean brightness was set to 2000 photons and the uniform background was set to
5 photons per pixel. The channel misalignment was set to one camera pixel (58.5 nm) along
the y axis. (b) 2D histogram of the parameters of the true positive molecules corresponding
to the ground-truth molecules in (a). 2D histograms of the (c) false negative molecules and
(d) false positive molecules. The overall Jaccard index ia 0.96. Color bars: count per 0.1 × 10
degree.
at (30 nm, 30 nm) (Fig. 4.5b). For various angular parameters, the estimated precisions for
the x coordinate (based on 200 realizations) are within 2 nm (worst case) of the theoretical,
Cramér-Rao bounds (Fig. 4.5b).
We further tested the accuracy and precision of the method in resolving two closely-located
molecules with a fixed orientation. Specifically, two molecules were separated along x axis
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Figure 4.5 : Bias and precision in estimating an isolated molecule averaged over various
molecular orientations. (a) Proposed algorithm provides unbiased 2D position estimates of
a molecule within object grid with a grid distance of 58.5 nm. For each true position (black
rectangle), we sampled 200 different orientation parameters (using a symmetric cone model)
and generated corresponding noisy images. The mean brightness was set at 2000 photons and
the uniform background was set at 5 photons per pixel. The ellipses represent the estimated
localizations. (b) Estimated localization precision for the x coordinate of a molecule located
at (30 nm, 30 nm) versus the corresponding Cramér-Rao bounds (CRB). For each (θ, γ), 200
in-plane angles, i.e., φ, were sampled and corresponding noisy images were generated using
a symmetric cone model.
by 400 nm. As illustrated in Fig. 4.6, the position estimates are unbiased for both molecules
and the precisions for x and y coordinates are within 3 nm of the corresponding Cramér-Rao
bounds, which are calculated for isolated molecules with the same orientation parameters.

4.5.4

Precision and accuracy of angular estimates

We carried out similar analyses for angular parameters. First, we considered an isolated
molecule with various out-of-plane angles θ and exhibiting various rotational constraint γ
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Figure 4.6 : Bias and precision (σ) of the proposed method in resolving two closely-located
molecules. Molecules were separated along x axis by 400 nm with orientation parameters of
{φ = 45◦ , θ = 80◦ , γ = 0.5} and {φ = 0◦ , θ = 70◦ , γ = 0.8}. For each molecule, its brightness
was set to 2000 photons and a uniform background of 5 photons per pixel was used. Note
that the Cramér-Rao bounds (CRB) are calculated for isolated molecules with the angular
parameters corresponding to each of two molecules.
sampled within [0, 1]. For each case, we sampled 200 in-plane angles φ and generated images
according to our symmetric cone model. We used MSAE to quantify the overall performance
of our algorithm in estimating mean 3D orientation. Our results show the excellent performance of our method across the considered range, especially for well constrained molecules
(γ ≥ 0.5). We note that the deviation of our precision estimates (in terms of MSAE) at
the parameter boundaries (θ = 0◦ and θ = 90◦ ) could be due to edge effects. In addition,
for highly rotationally-diffusive molecules (γ = 0.2), the estimated rotational constraints
γ exhibit a noticeable bias, where the molecule appears to be more constrained. This estimation bias arises from shot-noise induced uncertainty in photon estimation as reported
recently [177].
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Figure 4.7 : Performance of our proposed method in estimating angular parameters of an
isolated molecule. (a) Estimated mean squared-angular (MSAE) error for repeated measurements of noisy images (dashed lines) versus corresponding theoretical values (solid lines). For
each angular parameter (θ, γ), 200 in-plane angles φ were sampled and corresponding images
were generated according to our symmetrical cone model. We set the mean brightness to
2000 photons and used a uniform background of 5 photons per pixel. (b) Precision and bias
in estimating rotational constraint γ for data points in (a). Rotational constraint error was
calculated as the difference between average estimated γ and its ground truth.
Finally, we considered quantifying performance of angular estimates in resolving two closelylocated molecules.

Overall, we see that the algorithm provides unbiased estimates for

both mean orientation as well as rotational constraint with precision close to corresponding
Cramér-Rao bounds (Fig. 4.8).
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Figure 4.8 : Bias and precision (σ) of the proposed method in estimating angular parameters
of two closely-located molecules. Angular estimates are obtained for the data set in Fig. 4.6.
Note that the Cramér-Rao bounds (CRB) are calculated for isolated molecules with the
angular parameters corresponding to each of two molecules.
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4.5.5

Channel registration for experimental data

Since the Tri-Spot PSF distributes photons in two polarization channels (namely, x an dy
channels), we need to align both channels’ PSFs. To this end, we first obtain a geometric
transformation that maps every pixel in the x channel to an aligned pixel in the y channel.
Next, for any ROI that we want to analyze, we calculate its center pixel in the x channel and
find the corresponding pixel in y channel. Finally, we crop an ROI in the y channel with its
center specified by the transformation. The concatenated ROIs form our raw SMLM images.
We used a registration procedure described in Ref. [152]. Briefly, a global 2D polynomial,
geometric transformation between two polarization channels was derived by localizing bright
beads in both channels (using ThunderSTORM [127]) as calibration points. The registration
map was further refined using precise position estimates of isolated images of molecules in
the raw SMLM data.

4.5.6

PSF Model calibration

In this section, we describe a method to calibrate the Tri-Spot PSF. Let us denote the back
focal plane of a microscope by F (υ, ξ), where (υ, ξ) are the Cartesian coordinates at the
back focal plane. Further, let us denote E(υ, ξ) as the electric filed at the back focal plane,
and P (η, ζ) as the Tri-Spot phase mask, which is placed at the back focal plane. A simple
physics-based model of the Tri-Spot PSF in both x and y channels can then be obtained
as [73]:
qj = |F{exp

√


−1 T (υ, ξ) }|2 ,
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(4.30)

where j = x, y, T , E

P is the pupil function obtained by element-wise multiplication of

E and P , F indicates the Fourier transform, and | · | represents element-wise absolute value
of a complex field. Unfortunately, various optical aberrations cause the measured PSFs to
deviate from those predicted by Eq. (4.30). Fortunately, we can augment the above physicsbased model to account for perturbations in the PSFs quite accurately. In particular, we
assume that the measured PSF is a weighted sum of a standard PSF, which accounts for
the zeroth-order leakage at the center of the Tri-Spot PSF, and a modified physics-based
PSF, which is generated by augmenting the pupil function T (υ, ξ) with a set of Zernike
polynomials [21]:
√


qj = τ F exp −1 F (υ, ξ)

2

+(1−τ ) F{exp

√

2

K
X
√

−1 T (υ, ξ) exp( −1
ci Zi (υ, ξ))} ,
i=1

(4.31)

where τ ∈ [0, 1] and (Zi , ci ) indicate the ith mode (using Noll indexing) of the Zernike
polynomials and its coefficient, respectively.
To estimate {(Zi , ci ), . . . , (ZK , cK )} and τ , we used sufficiently large (100 nm) fluorescent
beads for which we can compute the pupil function accurately. This assumption is justified
since large beads behave like isotropic molecules [178] whose orientational, second-order
moments are given by M = [1/3, 1/3, 1/3, 0, 0, 0], thereby allowing us to compute E(υ, ξ)
a priori. Finally, we mention that we also convolved the resulting PSFs qx , qy (Eq. (4.31))
with a Gaussian kernel with a small width parameter (58.5 nm) commensurate with 100 nm
beads. Below, we describe the procedure in detail.
We used a sufficiently large laser power (20 mW at the laser head) with a long enough
exposure time of 100 ms to excite beads. These settings are elected such the beads appear as
isotropic emitters. A bead (with 10 imaging frames) was localized using the RGF algorithm.
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a

b

c

Figure 4.9 : Effect of PSF calibration in the reconstructed image of an Atto 647N molecule
embedded in PMMA. (a) Measured image of an Atto 467N molecule using the Tri-Spot PSF.
(b) Reconstructed image (with shot noise) obtained by estimating angular parameters (φ̂ =
−45◦ , θ̂ = 70◦ , γ̂ = 0.75) via the calibrated PSF using Eq. (4.31). (c) Reconstructed image
(with shot noise) obtained by estimating angular parameters (φ̂ = −45◦ , θ̂ = 75◦ , γ̂ = 0.43)
without PSF calibration. Dotted circles show that the calibrated PSF model better matches
the measurements. Color bars: photons/58.52 nm2 ; scale bar: 1 µm.
Next, for each channel (x and y) we separately estimated (τ, {(Zi , ci ), . . . , (ZK , cK )}) using
maximum likelihood estimation with a Poisson noise model. We used a uniform background
model, which was estimated by local averaging. Examples of estimated Zernike coefficients
for two wavelengths are illustrated in Fig. B.1. Finally, a qualitative comparison between
reconstructed images obtained using a calibrated PSF and an uncalibrated PSF is illustrated
in Fig. 4.9.
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4.5.7

Measuring the rotational constraint of Atto 647N molecules
embedded in PMMA

To test the accuracy of our method in quantifying rotational constraint of single molecules,
we focused the microscope onto Atto 647N molecules embedded in a thin layer of polymethyl
methacrylate (PMMA) on a glass coverslip using the Tri-spot PSF (oil was added on top
of cover-glass). We expect that embedded Atto 647N molecules rotate in a relatively small,
symmetric 3D cone due to large modulus of elasticity of the PMMA, thereby exhibiting large
rotational constraint. However, due to the presence of free volume within the PMMA layer,
Atto molecules may display some degree of rotational motion [70].
We used RGF to estimate the second-order moments of many Atto molecules. Assuming
a symmetric cone model, we estimated angular parameters using in Eq. (4.27). As shown
in Fig. 4.10, the majority of molecules display high rotational constraints or small half-cone
angles with median values 0.9 and 18◦ , respectively. Estimates with high α or low γ could
arise from sample-induced PSF mismatches (see Fig. 4.9 for an example) or mis-estimation
of background (see Sec. 4.7.2 for a discussion).

4.5.8

Elucidating the conformation of lambda DNA

Next, we imaged λ-DNA (Thermo Scientific) with the fluorescent stain YOYO-1 (Invitrogen),
which is a DNA bis-intercalator, a homodimer of oxazole yellow, known to bind perpendicular
to the long axis of the B form of DNA under relaxed conditions and at sufficiently low dye
density [36, 48, 65]. In solution, YOYO-1 fluorescence is quenched by internal rotation of
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Figure 4.10 : Estimating rotational constraint of Atto 647N molecules embedded in PMMA.
(a) Estimates of half-cone angle α obtained for a symmetric cone model (αm indicates median value). (b) Corresponding rotational constraint estimates γ for data points in (a) (γm
indicates median value). Molecules with estimated mean brightness below 1100 photons were
filtered out.
its chromophores. However, when bound to DNA, YOYO-1 exhibits a dramatic increase in
quantum yield, making it a valuable DNA imaging probe [36].
Super-resolved images of two λ-DNA strands are illustrated in Fig. (4.11a). Overall, we
observe YOYO-1 molecules are oriented perpendicular to the DNA strands (Fig. 4.11a,
insets). To quantify their alignment, we first fitted lines to localizations in selected regions
within boxed areas in Fig. (4.11a) and obtained local DNA axes (dashed lines). Next, we
computed the relative, in-plane angles (∆φ2D ) and 3D angles (∆φ3D ) between the local DNA
axes and YOYO-1 molecular orientations (Fig. (4.11)b). The distribution of relative angles
for both 2D (median 92◦ ) and 3D (median 93◦ ) agrees well with the intercalating mechanism
of YOYO-1 molecules in which they insert between adjacent base-pairs.
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We note that due to the flexibility of the backbone linking the chromophores, YOYO1 molecules may exhibit various out-of-plane orientations. A statistical implication of a
molecule displaying a large out-of-plane angle is that the measurements of its projected inplane angle becomes less precise. To see this, we can perform a simple perturbation analysis
of relative 2D and 3D angles. If we denote the unit vector along the long axis of the DNA
by a = [ax , ay ]T , then we have

∆φ2D = acos



aT [µx , µy ]T
k[µx , µy ]T k2



and

(4.32)


∆φ3D = acos [aT , 0][µx , µy , µz ]T .
For small µx and µy , a simple analysis reveals that

∂∆φ2D
∂µx

∝ √

(4.33)

1
,
µ2x +µ2y

implying even a small

error in estimating µx incurs a large error in ∆φ2D . This observation in fact explains the
higher precision of measured relative 3D angles (std of 25◦ ) versus that of 2D angles (std of
34◦ ) (Fig. (4.11)b).
Finally, we note the rather large standard deviation of relative angles (25◦ ), which is larger
than the expected precision obtained from our simulations (Fig. 4.7). This heterogeneity
may arise from local curvature of DNA axis, which cannot be reproduced by our fitting
method, as well as secondary binding modes of YOYO-1 molecules, especially where the
density of dye molecules is large. As an example, we can see within regions of DNA strand
with sparse localizations (Fig. (4.11)a,ii), dye molecules appear to be perfectly perpendicular
to the axis, whereas in discontinuous (Fig. (4.11)a,iii) and dense regions (Fig. (4.11)a,iv), we
see relatively more dyes with relative angles much smaller than 90 degree.
We also estimated the rotational constraint of YOYO-1 molecules using a symmetric cone
model. Our measurements indicate that YOYO-1 molecules wobble within a 3D cone with
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a median half angle α = 48◦ , which is larger than previously reported SMLM measurements
[48]. We believe that this mismatch stems from asymmetric wobbling of YOYO-1 molecules
as they can freely rotate in the plane perpendicular to long DNA axis while being confined
within DNA base-pairs. Therefore, we augmented our model to account for asymmetric
rotation of dye molecules and estimated the half-cone angles, α1 and α2 . Interestingly, our
results suggest that the wobbling of YOYO-1 molecules in 3D is relatively asymmetric with
median cone half angles of α1 = 55◦ and α2 = 33◦ . Particularly, we observe a notable number
of YOYO-1 molecules displaying almost no in-plane rotation, which could be due to bias in
our mapping.
To verify that our asymmetric cone model is consistent, we quantified the rotational constraint of DiI molecules within supported lipid bilayer (SLB). While embedding into the
nonpolar core of the SLB, DiI molecules exhibit rotational diffusion within a 3D cone whose
half angle depends on the length of DiI hydrocarbon chains. To obtain symmetrical diffusion,
we imaged DiI molecules with short tails (C59 H97 CIN2 O4 ) and estimated the corresponding
cone half angles. The distribution of both half angles remarkably match each other with
median half angles α1 = 40◦ and α2 = 46◦ , indicating a homogeneous rotational diffusion.

4.6

Discussion

In this Chapter, we presented a computational imaging method enabling joint estimation
of molecular position, 3D orientation, and wobbling area from dense SMLM data. We
systematically validated our method on both synthetic data and various control experimental
data sets. Our methodology should advance the richness of information obtained from superresolution imaging experiments.
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Figure 4.11 : Elucidating the conformation of lambda DNA via orientation super-resolution imaging with YOYO-1 molecules. (a) Super-resolved images of strands of λ-DNA obtained by localizing
YOYO-1 molecules over 6000 imaging frames. Inset cartoon depicts a YOYO-1 molecule inserting
into base-pairs of DNA with its dipole orientation perpendicular to the long axis of DNA. For
the four regions highlighted with colored boxes, we approximated the local DNA axis with a line
(white dotted lines) and plotted recovered YOYO-1 molecules along their mean orientations. (b)
Histogram of relative 2D (∆φ2D ) and 3D (∆φ3D ) angles (med ± std. dev.) between YOYO-1
molecules and the local axes od DNA in (i-iv) using Eq. (4.33). YOYO-1 molecules with estimated
mean brightness less than 2000 photons were excluded from analysis in (a) and (b). Color bar:
number of localizations/302 nm2 . Scale bars: (a) 1µm and (a-iv) 100 nm.
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Figure 4.12 : Quantifying rotational constraint of YOYO-1 and DiI molecules obtained
using symmetric and asymmetric cone models. (a) Histogram of half-cone angles for YOYO1 molecules in Fig. 4.11b assuming a symmetric cone model with a median half-cone angle
of 48◦ . (b) Similar to (a), but assuming an asymmetric cone model. The median half-cone
angles estimated to be α1m = 55◦ and α2m = 33◦ . (c) Histogram of half-cone angles for DiI
molecules (C59 H97 CIN2 O4 ) obtained using an asymmetric cone model. Similar distribution of
half-cone angles α1 and α2 agrees with the the homogeneous rotation of floppy DiI molecules
with their short tail only inserting into lipid bilayer.

112

We formulated the joint estimation of molecular position and 3D angular parameters as an
instance of sparse deconvolution in the space of measures. Unfortunately, naively solving
the resulting problem is prohibitively expensive due to the rather large dimension of the
optimization variable, which is exponential in the number of molecular parameters. Realizing
that most relevant dye molecules exhibit much smaller rotational correlation time than the
measurement integration time, we lifted the problem from the orientational first-order to
second-order moments. This lifting is motivated by the linearity of the image formation
in the second-order moments, which drastically reduces the dimensionality of the problem,
making it amenable to large-scale imaging. We further extended our relaxed-gradient flow
algorithm to solve the resulting joint sparse deconvolution problem. We demonstrated the
usefulness of pooling gradient flux estimates across different orientational bases to minimize
false detections arising from model mismatch.
More broadly, our proposed method applies to deconvolution problems wherein the underlying PSF can be expressed in terms of a weighted superposition of PSFs. This type of
modeling arises in applications where the mis-match in the PSF can be extracted in a datadriven manner.
Our method can benefit from several refinements. First, in challenging SMLM experiments,
the observed PSF may deviate fom those computed from a physics-based model or otherwise
calibrated from images of fluorescent beads. In principle, this problem can be addressed
following a Bayesian paradigm. Besides that, we may be able to directly estimate the model
perturbations from the data and augment our PSF model accordingly. Second, we may
also want to jointly estimate background together with other molecular parameters in a
coordinate-wise fashion, considering some prior structure on it. Finally, when estimating
mean 3D orientation and wobbling area from estimated orientational second-order moments,
113

it is critical to analyze the limitations of such a mapping versus signal-to-noise-ratio as it
may introduce systematic biases in our measurements.
Modern imaging applications require analyzing a large field of view, which necessitates fast
image processing methods, especially for real-time applications. Our proposed method belongs to the modern iterative optimization algorithms, requiring and often costly evaluations
of the gradient of a loss function, which, computationally, is more demanding for 3D SMLM.
Despite this limitation, we believe that our method can be integrated with modern learning
paradigms, enabling fast processing of large FOVs while enjoying benefits of a model based
approach. In fact, recent works suggest the possibility of training a deep neural network,
which learns to solve an iterative optimization problem [6, 14, 74, 91, 100].

4.7
4.7.1

Experimental methods
Pre-processing

Raw SMLM images are first offset subtracted. The offset map is obtained by capturing and
averaging 100 to 200 camera images with its shutter closed. The offset-subtracted images in
digital units are then converted to photon counts by a calibrated gain factor of 0.49.

4.7.2

Background estimation

For the experimental data sets, we first obtained an initial estimate of background smoothing
raw images over time and space. For our samples considered here, the background resembles
a large Gaussian spot. Therefore, we used wavelets to capture the spatial features at a scale
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comparable to this Gaussian background. To this end, we first used a line-by-line Gaussian
fitting to obtain an initial estimate of background per image frame. Next, we averaged the
images over a time window of 10 (Atto 647N data) and 50 (YOYO-1 data) frames. We
further spatially filtered these averaged images by using the db6 family of wavelets with
scale parameter 7. We used an iterative implementation of wavelet filtering in which we
terminated the filtering step after 3 iterations [69].

Background estimate refinement

Accurate estimation of background is critical for estimating rotational constraint as the latter
effectively determines the “blurriness” of a orientation-sensitive PSF. Since our estimation
method described above may exhibit over-estimation or under-estimation compared to the
true expected background map, we further refined background estimates by estimating a
uniform background every T iterations (e.g, T = 50 iterations). Assuming that the error
in the expected background is approximately constant in ROI, we refine this offset in the
debiasing step of our method (Eq. (4.22)).

4.7.3

Region of interest selection and alignment

In our implementations, the user first selects a pair of coordinates (in pixel units) in one
of the polarization channels, which represents the center of region of interest (ROI) in the
channel. The user also provides a length parameter in pixels, indicating the size of ROI in
one of the channels. Next, using a geometrical transform obtained from beads calibration
data and refined based on isolated images of molecules, a corresponding region in the other
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channel, which is approximately co-aligned, is selected. Similar ROI selection and alignment
is carried out for background data.

4.7.4

Temporal grouping of molecules

In a SMLM data set, molecules may continuously emit photons over multiple consecutive
frames. Therefore, it is natural to group these blinking events and assign them to one
molecule. Generally, it is extremely difficult to determine wether two consecutive events
belong to a single molecule without any prior assumption. However, for our data sets, we
make this assumption that consecutive localizations whose position estimates are within a
small neighborhood (e.g., full width at half maximum (FWHM) of the localization precision),
belong to one molecule. For lambda DNA imaging data set, we considered a neighborhood
with a radius of 30 nm, which is comparable to FHWM of our localization precision.
Specifically, we first identify localizations in the first frame. We assign each localization
to a certain group index and iteratively consider refining each group as follows. We check
if there exist another localization within the current neighborhood in the next frame. If
such a localization does not exist or there is more than one molecule within the current
neighborhood, we stop grouping and return the current group. Otherwise, we update the
current group neighborhood by averaging the positions of the localizations within the group.
This process is repeated until all the frames are analyzed. Similar grouping method was
done for Atto 647N and DiI molecules. Finally, given localizations within a certain group, we
average their position, brightnesses, and orientational second-moments estimates to obtain a
single localization. We note, however, other averaging schemes such as a precision-weighted
averaging may produce more precise estimates [103].
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4.7.5

Drift correction

Ideally, SMLM methods can achieve resolution of a few nanometers. However, as majority
of these techniques rely on localizing molecules over time, which typically lasts for a few
minuets, systematic drift of the sample, even for tens of nanometers, becomes a critical
issue [44]. As we acquired 6000 frames (with a frame duration of 30 ms) in our lambda DNA
experiment, we needed to correct for sample drift. Assuming the drift is constant over the
ROI, we used cross correlation to estimate vertical and horizontal shifts between consecutive
windows of 100 frames [171]. We note that the choice of number of frames within a window
depends on the sampling density and the temporal signature of the drift in the imaging
system.
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Chapter 5
Quantifying accuracy and
heterogeneity in localization
microscopy
Everything should be made as simple as possible, but not simpler.
Albert Einstein

5.1

Introduction

A key question left unresolved by existing SMLM methodologies is: How well do the SMLM
data, i.e., the images of blinking single molecules (SMs), support the super-resolved image
produced by an algorithm? That is, what is our statistical confidence in each localization?
Intuitively, one’s interpretation of an SMLM reconstruction could dramatically change by
knowing how trustworthy each localization is.
Existing metrics for assessing SMLM image quality can be categorized broadly into two
classes: those that require knowledge of the ground-truth positions of fluorophores (e.g.,
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Jaccard index and imaging DNA calibration “rulers”) [45, 110, 138, 139], and those that operate directly on SMLM reconstructions alone, possibly incorporating information from other
measurements (e.g., diffraction-limited imaging) [49, 67, 124]. While these methods are able
to provide summary or aggregate measures of performance, none of them directly measure
the accuracy of individual localizations in an arbitrary SMLM dataset. Such knowledge is
critical for harnessing fully the power of SMLM for scientific discovery [123].

5.1.1

Motivations and contributions

Here, we leverage two fundamental insights of the SMLM measurement process: 1) we possess
highly-accurate mathematical models of the imaging system, and 2) we know the precise
statistics of the noise within each image. Our proposed computational method, termed
Wasserstein-induced flux (WIF), uses this knowledge to assess quantitatively the confidence
of each individual localization within an SMLM dataset without knowledge of the ground
truth. Localizations with high confidences indicate that their positions and brightnesses
are accurate and precise and thus lead to improved image resolution, while those with low
confidences exhibit inaccuracies, poor precision, or both and lead to poor resolution and
image artifacts. With these confidences in hand, the experimenter may filter unreliable
localizations from SMLM images without removing accurate ones necessary to resolve fine
features. These confidences may also be used to detect mismatches in the mathematical
imaging model that create image artifacts [57], such as misfocusing of the microscope, dipoleinduced localization errors [12], and the presence of optical aberrations [33, 167].
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This Chapter is organized as follows: we begin with the intuition behind WIF as a measure
of accuracy in terms of gradient flows (Sec. 5.2). We then qualitatively derive WIF by utilizing the mathematics of gradient flows in Wasserstein space and discuss a strategy for solving
the infinite-dimensional gradient flow (Sec. 5.2.2). In section 5.3, we quantify the performance of WIF w.r.t. various, experimentally relevant, perturbations to the computational
imaging model and show that WIF is able to detect inaccurate models and localizations
more consistently than a relevant image metric, e.g., PSF width (Figs. 5.4, 5.5). We further
demonstrate that WIF can be used to excellently approximate a classical accuracy metric, namely the Jaccard index, without knowing the ground-truth localizations (Fig. 5.11).
Next, we validate WIF directly on experimental images of microtubules in 2D and 3D by
comparing the perceived quality of super-resolved images reconstructed using various algorithms (Sec. 5.3.1). In section 5.3.2, we show that by filtering unreliable localizations with
low WIFs, we significantly improve image accuracy in resolving amyloid fibrils. Finally, we
demonstrate an application of WIF to quantify subtle PSF heterogeneities across amyloid
fibrils (Fig. 5.19). We end this Chapter with a discussion on the advantages, limitations,
and further applications of WIF in future studies (Sec. 5.4).

5.2
5.2.1

Quantifying localization accuracy
Measuring localization confidence via Wasserstein-induced
flux

In contrast to Poisson shot noise, which degrades the achievable measurement precision,
modeling errors arising from the sample, microscope, and SMLM software (e.g., isotropic
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vs. dipole-like emission, dense SM blinking, optical aberrations, and sub-optimal software
parameters) can cause inaccuracies per localization beyond intrinsic errors from shot noise,
thereby degrading image resolution and introducing imaging artifacts. As these confounding effects are often hidden or difficult to detect, we must somehow estimate the degree of
uncertainty or confidence of each localization. Our key observation is that unreliable localizations, i.e., a set of SM position and brightness estimates, are unstable upon a well-chosen
computational perturbation [53]. To leverage this mathematical principle, we develop a
computational imaging algorithm consisting of two stages. In the first stage, we perturb
each localization (Fig. 5.1a) by dividing its photons amongst 8 adjacent positions with equal
brightnesses (Fig. 5.1b, Methods). Next, we solve a “regularized transport” problem, which
basically computes how the perturbed sources move while minimizing the regularized negative log likelihood (Fig. 5.1b, Methods). In order to estimate the stability of a localization,
we measure the degree of photon flux that returns toward the original localization from the
perturbed positions (Fig. 5.1, Methods). Normalized from −1 (least confidence) to 1 (highest
confidence), we call this quantity Wasserstein-induced flux, as it has an elegant connection to
Wasserstein gradient flows (Appendix Sec. 5.2.2) [141]. Consider when half of the perturbed
sources exhibit transport trajectories that equally converge and diverge from the original estimate, and thus contribute a net zero to the flux, while the remaining converge toward the
original localization: in this case, WIF approaches 0.5, and our confidence in the localization
is half as certain. Thus, we interpret WIF = 0.5 as a threshold for detecting “inaccurate”
localizations (Fig. C.1), but others may be chosen depending on a specific imaging task.
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Figure 5.1 : Quantifying confidence in SMLM. (a) Left: Simulated image of a single molecule
(SM, position denoted by red triangle) with isotropic emission. Right: Localization (orange circle)
refers to a position r̂1 and brightness ŝ1 estimate returned by an SMLM algorithm. (b) Proposed
confidence quantification framework. Localizations are represented as positions and brightnesses
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(continued): referenced to a grid without loss of generality (pale blue squares, Methods). Left: A
perturbation divides the photons of each estimated source molecule equally across 8 neighboring
grid points with brightnesses ŝ[1,j] at positions r̂[1,j] . Middle: The perturbed source molecules
are fed to a regularized transport optimization algorithm that minimizes a regularized negative log
likelihood using its own PSF model, resulting in transport trajectories ∆r̃[1,j] . Wasserstein-induced
flux (WIF) measures the normalized amount of inward photon flux from the neighboring perturbed
source molecules, taking values from -1 (least confidence) to 1 (highest confidence). (c) Examples
of localizing and quantifying confidence. (i) 100 simulated images of an isotropic, in-focus SM
analyzed by ThunderSTORM (TS). Scatter plot: localizations (black dots) and true positions of
the molecules (red triangles). Grey histogram: fitted widths of the PSF (σ̂) estimated by TS.
Magenta histogram: estimated WIF confidences using the proposed method. (ii) Similar to (i) but
for two molecules separated by 70 nm. (iii) Similar to (i) but for a dipole-like molecule defocused
by 200 nm. (iv) Similar to (i) but for a dim isotropic molecule in focus. Colorbars: (a, c-i,ii) and
(c-iii,iv) photons per 58.5 × 58.5 nm2 . Scalebars: (a) and (c) left: 500 nm, (c) right: 50 nm.
Quantifying subtle model mismatches in SMLM is a challenging problem. For 2D SMLM,
the fitted width σ̂ of the standard point-spread function (PSF) is commonly used; if σ̂ is
significantly smaller or larger than the expected width of the fitted PSF, then the corresponding localization is deemed to have low confidence. To test this metric, we analyzed
images of an SM and two closely-spaced (70 nm separation) molecules whose images overlap.
In both scenarios, SMLM algorithms always detect only one molecule, such that in the latter, the estimated positions exhibit a significant deviation from the true ones (Fig. 5.1c-i,ii).
However, the distributions of σ̂ in both cases are virtually identical, suggesting that simple
perturbations to the PSF, e.g., a change in σ̂, are insufficient for detecting errors due to
overlapping molecules.
More fundamentally, mismatches in SMLM between model and measurement generally cannot be quantified via simple image-based features such as PSF width. For example, when
localizing a dipole emitter (e.g., a fluorescent SM) defocused by 200 nm, its anisotropic
emission pattern induces a significant bias in the estimated positions. The distribution of
fitted widths is noisy due to photon -shot noise and broadening of the PSF (Fig. 5.1c-iii).
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Interestingly, these fitted widths are comparable to those of a dim molecule with an isotropic
emission pattern, whose localizations have no systematic bias (Fig. 5.1c-iv). In contrast, we
see that when the estimated localizations are close to the ground-truth positions, their estimated confidences or WIFs are concentrated close to 1 (Fig. 5.1c-i,iv). On the other hand, for
inaccurate estimates, localization confidences become significantly smaller, indicating their
unreliability (Fig. 5.1c-ii,iii). Note that knowledge of the ground-truth molecule location is
not needed to compute these confidence values.

5.2.2

Deriving WIF based on Wasserstein gradient flows

To gain insight into the origin of the localization uncertainty, let us formulate the localization task as minimizing the negative log-likelihood of observing an unknown number of
molecules, N , each with a photon count si and a position ri . If we know N and assuming
an imaging model with no mismatch, then the localization task reduces to simultaneously
fitting {s1 , r1 , . . . , sN , rN } parameterizing our model to the observed data. The difficulty
stems from not knowing N a priori, which may cause localizations being practically trapped
in a saddle point of the the landscape of the negative log-likelihood, while correct localizations correspond to global minima of this landscape. In our example of localizing two
closely-spaced molecules (Fig. 5.2c,ii), almost all position estimates lie near (0, 35 nm), which
exactly matches the centroid of the two true molecules. At the same time, the photon count
estimates are twice as large as the ground-truth photons, and this point represents a saddle
point of the negative log-likelihood (Fig. 5.2a). Similarly, model mismatches in the PSF may
cause localizations to converge far from the global minima of the true negative log-likelihood.
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Figure 5.2 : Landscape of expected, negative Poisson log likelihood in localizing two closelyspaced molecules. (s) Expected, negative Poisson log likelihood for a model parameterized by
two equally bright molecules, which are located at (rx , ry ) and (−rx , −ry ). (b) Similar to (a),
but for a model parameterized by one molecule, which is located at (rx , ry ). Ground-truth
molecules are located at (0, −35) and (0, 35) nm with equal brightnesses of 2000 photons.
Noisy images were generated according to a symmetric Gaussian PSF with σ = 0.21λ/NA =
100 nm. Background was set to 20 photons per pixel.
A pivotal observation here is that these saddle points are unstable (in the sense of being a
minimizer of the negative log-likelihood) upon a well-chosen perturbation (Appendix Supplementary Note 2). Put differently, for an accurate localization, the negative log-likelihood
surface has a convex curvature as a function of the estimated position of a molecule. Therefore, if we locally perturb the position as well as photon count of a particular estimated
molecule, relaxing this perturbation along the likelihood surface will most likely result in
a localization very “close” to the unperturbed one. On the other hand, for an unreliable
localization, we expect that the negative log-likelihood landscape changes arbitrarily in a
local neighborhood (Fig. 5.2b). As a result, re-localizing most likely will alter the original
localization. The stability in the position of a molecule upon a careful perturbation is precisely what we denote as the quantitative confidence of an SMLM localization. Motivated by
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this observation, we devise a robust method to measure the stability and therefore statistical
confidence of each localization within an SMLM dataset.

Localization stability for measuring confidence

Intuitively, stability is a measure of discrepancy between a source point and a perturbed
instance of this point after following a certain trajectory. To clarify, consider a strongly
convex, differentiable function f over some open set Ω ∈ R taking its minimum at ω ∗ ∈ Ω.
Since we are mostly interested in minimizers of some functional, as they are in a sense the
best “fit” to the ground truth, we think of the confidence of a point estimate ω̂ as a measure
of its distance to ω ∗ . Since ω ∗ is unknown, we seek to measure the confidence of ω̂ without
knowing ω ∗ . To this end, we construct a simple single-step gradient-descent update and find
a representation of stability to quantify the said confidence.
Consider the following gradient descent update given by the gradient-descent step with a
small step size  > 0:
ω1 = ω0 − ∇f (ω0 ),

ω0 = P(ω̂),

(5.1)

where ω0 is a local perturbation of ω̂ according to the operator P(ω̂) = ω̂ + (1 − 2e)∆ω̂ with
e ∼ Bern(0.5) and perturbation distance ∆ω̂ = |ω̂ − ω0 |. Eq. (5.1) describes the movement
of ω0 in the gradient vector field, ∇f , transporting ω0 in the direction of decreasing f . If the
estimate ω̂ is stable, we have |ω1 − ω̂| < |ω0 − ω̂| as a result of our gradient-descent update,
while for an unstable estimate, we can find a perturbation that results in |ω1 − ω̂| > |ω0 − ω̂|.
Since ω ∗ is the minimizer of f , we have |ω1 − ω ∗ | < |ω0 − ω ∗ | for any local perturbation of
ω ∗ . In other words, the gradient vector field pushes the perturbed point ω0 toward ω ∗ .

126

a

b
f

f

ω0

ω1
ω̂

ω1

ω0
ω

ω∗

ω∗

ω

Figure 5.3 : Quantifying the stability of a localization in estimating the true minimum point
ω ∗ of a function f . (a) An inaccurate localization exhibits poor stability upon a perturbation.
For a localization estimate ω̂ (black circle), we consider two perturbed points, one to the
its right and another one to its left (blue circles). After applying a gradient-descent step,
we obtain new points ω1 (red circles). Note the opposite displacements of perturbed points:
the one to the right moves toward ω̂, while the one to the left moves away from ω̂, which
results in a net flux or confidence near zero. (b) An accurate localization exhibits high
stability w.r.t. various perturbations. Note the overall high net flux as both perturbations
move toward ω̂.
This observation tells us that we may quantify the confidence of ω̂ by measuring the average
convergence of ω0 toward ω̂. We may define the confidence of a point ω̂ simply as

c=

E {sgn [(ω̂ − ω0 ) · (ω1 − ω0 )] · |∇f (ω0 )|}
,
E [|∇f (ω0 )|]

(5.2)

where E denotes expectation over random perturbations and sgn(x) takes the sign of a real
number x. We call c in Eq. (5.2) the normalized gradient flux, for reasons that become
apparent later. A stable point has the maximum inward gradient flux, i.e., c = 1, while an
unstable point has some degree of outward gradient flux, i.e., c < 1. Thus, c represents a
confidence score for any point in Ω without knowing ω ∗ . As an example, for f (ω) = ω 2 thus
implying ω ∗ = 0, we find c =

2∆ω̂
.
|ω̂−∆ω̂|+|ω̂+∆ω̂|

Obviously, ω̂ = ω ∗ = 0 is the most stable point

with highest confidence, and the further away ω̂ is from 0, the worse the confidence.
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We can gain more insight if we consider the recursive variational form of Eq. (5.1) as

ωk = arg min
ω∈Ω

n1
2

o
kω − ωk−1 k22 + k f (ω) ,

k > 0.

(5.3)

Informally, Eq. 5.3 defines a discrete trajectory {ωk } by minimizing f while preserving a
“local Euclidean distance” constraint. In the limit of k → 0, i.e., considering continuous
dω(t)
trajectories, we recover the Cauchy Problem, that is,
= −∇f (ω(t)), which defines the
dt
evolution of ω ∈ Ω from an initial point ω0 . The resulting curve {ω(t)}t≥0 is called a gradient
flow.

5.2.3

Wasserstein-induced flux

Molecular brightnesses si > 0 and positions ri ∈ R2 in a single SMLM frame are expressed as
P
M= N
i=1 si δ(r − ri ), which is a multi-parameter distribution in the space of non-negative
finite measures M(R2 ). To extend our discussion to SMLM, we must define the distance

between two candidate “guesses” S and Q ∈ M(R2 ) for molecular parameters. We utilize
the elegant theory of optimal transport, where roughly speaking, the optimal transport
distance between any two measures is the minimum cost of transporting mass from one to
the other as measured via some ground metric [166]. The Wasserstein distance is particularly
suitable, because its ground metric is simply Euclidean distance. The type-2 Wasserstein
distance between two measures S, Q ∈ M(R2 ) is defined as
W2 (S, Q) =

min

π∈Π(S,Q)

sZ

R2 ×R2
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kr − r 0 k22 dπ(r, r 0 ),

(5.4)

where Π(S, Q) is the set of all couplings or transportation plans between S and Q satisfying
a mass-conservation constraint [166]. Equipped with Wasserstein distance, let us re-write
the recursive dynamics of Eq. (5.3) as

Sk = arg min
S∈M(R2 )

n1
2

o
W22 (S, Sk−1 ) + k L(S) ,

k > 0,

(5.5)

where L : M(R2 ) → R is the negative Poisson log-likelihood, which is a convex functional.
We recall that our goal is to obtain a useful representation of point stability in the space of
measures. Since stability is coupled with evolution of the measures, we analyze the properties
of Wasserstein gradient flows, i.e., {S}t≥0 . A set of intriguing results from the theory of
Wasserstein gradient flow assert that if S has a smooth density, 1) there exists a unique
R
transport map, Tk : M(R2 ) → M(R2 ), such that W22 (S, Sk−1 ) = Ω |Tk (r) − r|2 dSk−1 (r);

that is, the mass-weighted displacement distance for the transport plan is given by the type2 Wasserstein distance; and 2) the backward velocity field v(r), i.e., the ratio between the
displacement T (r) − r and the time step k , obtained in the transport of Sk to Sk−1 is given

by ∇ δL
(S)
(r) (in the limit of k → 0) [141]. The functional δL
(S) is the so-called first
δS
δS

variation of L. In fact, the gradient flows satisfy the continuity equation [141]:


∂S
δL
− ∇ · S∇
(S) = 0.
∂t
δS

(5.6)

We now invoke the divergence theorem and define the Wasserstein-induced flux (WIF) corresponding to the perturbation volume around a molecule V as:
!

δL
WIF ,
∇ · S∇
dV
(S)
δS
V
Z 
 
δL
=
S∇
(S) · n dS,
δS
S
Z



129

(5.7)

where S and n represent the closed surface on the boundary of V and its normal vector,
respectively. We posit that WIF serves as a mathematically-grounded representation for
stability that accounts for local interactions of point sources on the likelihood surface. We
note source molecules have various brightnesses; photons are the conserved mass under our
perturbation. We therefore normalize WIF w.r.t. the flux associated with an isolated source
in V. Henceforth, we denote WIF as its normalized quantity, which means that it takes on
values within [−1, 1] with 1 representing the maximum statistical confidence.
As stated previously, we can write the gradient field ∇



δL
(S)
δS

(r) = v(r) ≈ [T1 (r) − r] / in

transporting S1 to S0 . This equivalence effectively gives us a strategy to approximate WIF
by finding an estimate of T1 , that is, the transport map. Unfortunately, it is computationally expensive to solve for the infinite-dimensional measure S1 . In addition, molecules are in
actuality point sources, which means that our object space M(R2 ) consists of discrete measures and not smooth densities. Even though the uniqueness condition of the transport map
requires measures with smooth densities, we show that even with these approximations, our
WIF dynamics mirror those predicted by Eq. (5.6). We designed an efficient, iterative algorithm to approximately compute T1 , which ultimately allows us to compute WIF (Appendix
Supplementary Note 3, Fig. C.1) using Eq. (5.7) raw SMLM images of blinking molecules
and 2) a computational model of the imaging system.

5.3

Results

WIF computes the consistency of a set of localizations with respect to the raw SMLM data
and a given PSF model, which can be estimated directly from experimental images of SMs
or from a calibration dataset (Methods). To assess the performance of WIF for detecting
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model mismatch, and thus localization errors, we simulate images of fluorescent molecules,
generated using a vectorial image formation model [10], with perturbations to various hidden
sample parameters such as defocus, molecular rotational diffusion, and sample refractive
index (Appendix Sec. C.5 and Methods). To compute WIF, we set the 2D PSF model to
that of an isotropic emitter at zero defocus. We observe that WIF provides a consistent and
reliable measure of localization confidence in the presence of experimental mismatches for a
broad range of molecular brightness (Appendix Sec. C.5).
Notably, confounding factors (e.g., a defocused dipole-like emitter) may cause estimates
of PSF width to appear unbiased, while our WIF metric consistently detects these image
distortions, yielding small confidence values (Figs. 5.4, 5.5) and producing a quantitative,
interpretable measure of image trustworthiness.
Moreover, in the case of 3D SMLM, we have found that WIF reliably detects errors in axial
localization caused by refractive-index induced PSF mismatch (Fig. 5.6).
Next, we characterize the impact of signal-to-noise ratio (SNR) on WIF’s sensitivity to detect
and quantify position errors. Intuitively, we expect that as SNR decreases, the likelihood
landscape becomes increasingly “rough” and uninformative; severe noise will cause the “regularized transport” process to prefer sparser solutions whose transport trajectories return
toward the position of the original estimate. In particular, position errors that are comparable to the achievable localization precision, especially at low SNRs, may not be detected
by WIF (Fig. 5.7a). However, when the position error is beyond three times the achievable
localization precision (error > 3× the square root of the Cramér-Rao bound), WIF is able
to detect inaccurate localizations with accuracy greater than 80% (Fig. 5.7b,c).
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Figure 5.4 : 2D localization confidence of a molecule with various defocus and dipole-induced
mismatches. (a) Distributions of confidence. Black circles represent medians, while the filled
boxes (blue: uniform orientational diffusion within a cone of half-angle α = 90◦ , magenta:
α = 30◦ , and black: α = 15◦ ) indicate the range of 25th to 75th percentiles. (b) Similar
to (a), but for normalized PSF width estimates (σ̂/σ). (c) Examples of images analyzed in
(a,b) for α = 30◦ and a defocus of 0 (left), 100 nm (middle), and 200 nm (right). For each
defocus value, 200 independent images of a dipole, each with a brightness of 1000 photons
and rotating uniformly with an polar angle of 45◦ and an azimuthal (in-plane) angle of
0, were localized using RoSE and then analyzed. Colorbar: (c) photons/58.5 × 58.5 nm2 .
Scalebar: (c) 500 nm.
We also measured how well WIF detects errors in expected brightness due to aberrations in
the PSF; WIF confidences fall significantly below 0.5 as the brightness error becomes much
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Figure 5.5 : 2D localization confidence of a bright molecule with various defocus and dipoleinduced mismatches. (a) Distributions of confidence. Black circles represent medians, while
the filled boxes (blue: uniform orientational diffusion within a cone of half-angle α = 90◦ ,
magenta: α = 30◦ , and black: α = 15◦ ) indicate the range of 25th to 75th percentiles.
(b) Similar to (a), but for normalized PSF width estimates (σ̂/σ). (c) Examples of images
analyzed in (a,b) for α = 30◦ and a defocus of 0 (left), 100 nm (middle), and 200 nm (right).
For each defocus value, 200 independent images of a dipole, each with a brightness of 2000
photons and rotating uniformly with an polar angle of 45◦ and an azimuthal (in-plane) angle
of 0, were localized using RoSE and then analyzed. Colorbar: (c) photons/58.5 × 58.5 nm2 .
Scalebar: (c) 500 nm.
larger than the achievable brightness precision (Fig. C.6). We also observe that WIF is more
sensitive to brightness errors due to astigmatism versus defocus (Fig. C.6a,c). This effect may
133

20
1.1

10
0

0.9
-10

Confidence

0.8
0.7

-20

0.6

-30

0.5

-40

0.4
-50

Axial localization error (nm)

1

0.3
-60

0.2
0.1

-70
1.3

1.34

1.38

1.43

1.47

1.51

Refractive index
matched model
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axial localization error, magenta: 3D localization confidence) indicate the range of 25th to
75th percentiles. For each value of the sample’s refractive index, 300 independent images
of an isotropic molecule with a brightness of 4000 photons and a random z-position chosen
within [−400, 400] nm were localized using RoSE and then analyzed. Background was set to
20 photons per pixel. The confidence analysis algorithm used an ideal model of the DH-PSF
for an isotropic emitter within a matched refractive index.
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arise from the higher effective SNR of the astigmatic images and the asymmetric distortion
of the astigmatic PSF (Fig. C.6g,h), both of which contribute to transport trajectories that
significantly deviate from the original localization (Fig. C.6e,f). We stress that WIF detects
these errors without prior assumptions on the source of the error or statistical averaging over
many localizations.
Since WIF depends on the log likelihood function, the statistical distribution of our confidence estimates (e.g., those shown in Fig. 5.1) depends on SNR and the degree of model
mismatch or error in the original localization. That is, both shot noise and localization
errors will affect individual WIF estimates, as well as their mean and standard deviation
over many measurements (Fig. 5.1c). Interestingly, we see that when the SNR is low, the
width of the WIF distribution is wider for inaccurate localizations than that for accurate
ones (Fig. 5.1c(iii) vs. Fig. 5.1c(iv)). Therefore, we can use estimates of WIF’s stability
or precision, especially at low SNRs, to further improve WIF’s error-detection capability.
Intuitively, if a localization is unreliable under low SNR, its likelihood landscape should be
locally “rough” and thus exhibit various local minima. Thus, if we allow perturbed sources
to explore various regions around the estimated source (by testing a variety of optimization
constraints), then we expect heterogeneous WIF estimates for inaccurate localizations under
low SNR. In contrast, we expect WIF to be less sensitive to changes in the constraint for
both accurate and inaccurate localizations under high SNR (Figs. 5.8, 5.9).
We estimate WIFs for a range of constraints (or equivalently regularizer strengths ν) and
compute the median and median absolute deviation (MAD) statistics (Appendix Sec. C.2.5),
which are more robust to outliers than mean and standard deviation. A confidence interval
then can be constructed for the estimated WIF by approximating the WIF variance as 1.48×
MAD. For the largely inaccurate localizations of a fixed, defocused dipole (Fig. 5.1c(iii)),
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remarkably, we find that using thresholds on both the median and (MAD) standard deviation
of WIF (median threshold of 0.5 and std. threshold of 0.1) can detect inaccurate localizations
with an accuracy of 84% (Fig. 5.10).
We note that although using the standard deviation of WIF improves detecting inaccurate
localizations at low SNRs, it comes with a cost of computing multiple WIFs, which could be
computationally expensive. In addition, at typical SMLM SNRs, WIFs computed based on
a single constraint adequately quantify localization inaccuracies.
Next, we consider the behavior of WIF for two closely-located molecules at various separation
distances. When their separation distance is small (70 nm), the localizations’ WIF values
are significantly smaller than one (Fig. C.7a). These low values directly arise from diverging
transport trajectories of the perturbed sources (Fig. C.7h), signaling that the original localizations have large biases. On the other hand, when the molecules are well separated (280
nm), the trajectories return toward the original localizations, and thus we observe high WIF
confidences (Fig. C.7i,j).
To consider more complex scenarios, we analyze a typical SMLM dataset of stochasticallyblinking molecules simulated using an ideal imaging model, i.e, with no mismatch (Appendix
Sec. C.7 and Methods). We propose average confidence WIFavg as a novel metric for quantiP
fying the collective accuracy of localizations returned by an algorithm: WIFavg , N1 N
i=1 ci ,
where N and ci denote the number of localizations and the confidence of the ith localiza-

tion, respectively. As a demonstration at various blinking densities (number of molecules
per µm2 , see Methods), we compare the performance of three algorithms, RoSE [110], a
sparsity-promoting maximum likelihood estimator (MLE), FALCON [111], another sparse
deconvolution algorithm with a different formulation, and ThunderSTORM [127], which uses
local peak detection followed by MLE (Fig. 5.11a,b). For all RoSE, FALCON, and TS, we
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observe excellent agreement between WIFavg and the Jaccard index (Methods), which identifies accurate localizations using the ground-truth molecule positions, for densities as high
as 5 mol./µm2 (Fig. 5.11c). In addition, by removing localizations with poor confidence, we
gain a significant increase in detection precision as high as 180% for TS and 23% for RoSE
(density= 9 mol./µm2 , Fig. 5.11d). Remarkably, these improvements come with a negligible
loss in detection performance (13% drop in recall in the worst case) across all densities for
all algorithms (Fig. 5.11e). These observations consistently hold for 3D datasets as well
(Fig. C.8).
We further used WIF to construct a confidence map of localizations for a synthetic benchmark high-density (HD) SMLM dataset [138]. In contrast to other error metrics, the WIF
confidence map enables us to discriminate specific SM localizations that are trustworthy,
while also assigning low confidence values to those that are not, thereby maximizing the
utility of SMLM datasets without throwing away useful localizations (Fig. 5.12).
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Figure 5.7 : Effect of SNR on the performance of WIF in quantifying position inaccuracy. (a)
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Using median and standard deviation of WIFs calculated over a range of
regularizer strengths significantly improves detection of localization inaccuracies. (a) Median
vs. standard deviation of WIF for accurate localizations (200 realizations) of an isolated
molecule (magenta) and inaccurate localizations of two-closely located molecules (black) (similar to Fig. 1c(i,ii)). The regularizer strengths used to calculate median and standard deviation
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false negatives) for all localizations (solid) and localizations with confidence greater than 0.5
(dotted) using RoSE (red) and TS (green). Colorbars: (a) photons per 58.5 × 58.5 nm2 ; (b)
confidence. Scalebar: 500 nm.
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Figure 5.12 : WIF confidence map reveals artifacts in recovering a tubulin network from
high-density SMLM data. (a) Recovered structure (red) using FALCON overlaid with the
ground truth (green). (b) Error map recovered by SQUIRREL (brighter colors correspond to
larger errors). (c) WIF confidence map (brighter colors indicate higher confidence) obtained
by averaging localization confidences in each pixel. Colorbars: (a) number of localizations,
(b) error, and (c) confidence per 20 × 20 nm2 . Scalebars: (c) 1 µm, insets: 200 nm

5.3.1

Calibrating and validating WIF using SMLM of microtubules

A super-resolution dataset often contains well-isolated images of molecules, e.g., after a significant portion of them are bleached. These images can therefore serve as a useful internal
control, taken under realistic conditions, to assess the performance of a PSF model as well as
SMLM algorithms themselves on a particular dataset. As a practical example, we examine
an SMLM dataset of blinking AlexaFluor 647-labeled microtubules (Methods). We randomly
selected 600 images of bright molecules sampled over the entire field of view (Fig. 5.13a). We
used an ideal PSF model to localize these molecules using RoSE, but found that the mean
confidence of these localizations is notably small (WIFavg = −0.36), implying the presence
of significant aberrations and PSF model mismatch (Fig. C.9). We therefore calibrated our
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physics-based PSF model in both the localization and confidence measurement steps and
re-analyzed the data (Methods). After calibration, the estimated confidences of RoSE’s localizations show a notable average increase of 0.79 (WIFavg = 0.43). We also observe a rather
broad distribution of confidences, suggesting that optical aberrations, such as defocus, vary
throughout the structure (Fig. C.9). We further observe that RoSE’s use of this calibrated
PSF produces localizations with higher confidence values (WIFavg = 0.43) compared to TS’s
use of an elliptical Gaussian PSF (WIFavg = 0.15) (Fig. 5.13a). The higher average confidence score for RoSE suggests that it should recover the underlying structure with greater
accuracy compared to TS.
We confirm the reliability of our WIF confidence metric, in the absence of the ground truth,
through its correlation with the perceived quality of the super-resolution reconstructions
(Fig. 5.13b). We expect more confident localizations to result in an image with greater
resolution, whereas localizations with poor confidence should fail to resolve fine details and
could potentially distort the structure. Within a region containing a few parallel and well
separated microtubules, we see similar confidences for both algorithms (Fig. 5.13h) resulting in images of similar quality (Fig. 5.13f,g). Conversely, for a region with intersecting
microtubules, we observe marked qualitative and quantitative differences between the two
reconstructions (Fig. 5.13c,d). RoSE is able to resolve structural details near the intersections, while the TS image contains missing and blurred localizations near the crossing points.
Moreover, RoSE recovers the curved microtubule faithfully, whereas TS fails to reconstruct
its central part (lower red arrow in Fig. 5.13c,d). Quantitatively, RoSE exhibits significantly
greater confidence in its localizations compared to TS, which shows negative confidences for
an appreciable number of localizations (Fig. 5.13e). This confidence gap is likely caused by
hidden or unmodeled parameters within the data, such as high blinking density.
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Figure 5.13 : Comparison of 2D SMLM algorithms on experimental images of Alexa Fluor
647-labeled microtubules. (a) Left: isolated images of Alexa Fluor 647 molecules. Right:
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(continued): localization confidences for 600 isolated molecules using RoSE (red) and TS
(green). (b) SMLM image of microtubules recovered by RoSE. (c,d) Enlarged top-left region in (b) for RoSE and TS, respectively. (e) Histogram of confidences corresponding to
localizations in (c) and (d) for RoSE (red) and TS (green), respectively. (f,g) Similar to
(c,d) but for the middle-right region in (b). (h) Similar to (e) but for localizations in (f)
and (g). Colorbars: (a) photons detected per 160 × 160 nm2 , (b) number of localizations per
40 × 40 nm2 . Scalebars: (a) 500 nm, (b) 1 µm, and (g) 500 nm.
Three-dimensional SMLM datasets, especially those obtained using engineered PSFs, pose
several challenges for localization algorithms, including mismatches between ideal and experimental PSFs, frequently overlapping SM images arising from dense 3D structures, and
spatially and temporally varying background (Fig. 5.14a). Here, we further validate the usefulness of WIF in quantifying the accuracy of 3D PSF models and algorithms. We first built a
3D PSF model from a z-stack of bright fluorescent beads imaged with the Double-Helix PSF
(DH-PSF) [131], using optimal-transport (OT) based interpolation to align multiple beads
in a field-of-view (Methods). We found that OT interpolation substantially improves WIFs
compared to pupil-based phase retrieval (Appendix Sec. C.8) and that WIF is correlated
with the accuracy of the beads’ estimated positions (Fig. C.11). Our experimentally-derived
PSF also accurately modeled isolated images of AlexaFluor 647 molecules attached to microtubules (mean confidence=0.71, Fig. C.12b,c).
Next, we analyzed 3D SMLM images of a complex microtubule network spanning a 1-micron
axial range (Fig. 5.14a) using two algorithms, RoSE and Easy-DHPSF [98]. Interestingly,
WIF revealed a degradation in RoSE’s performance when DH-PSF images overlapped frequently (mean and median WIFs of 0.42 and 0.52 respectively, Fig. C.12f). We inferred
that model mismatch induced fitting instability within RoSE, and we optimized its iterative
fitting scheme to significantly increase WIF performance (mean and median WIFs of 0.69
and 0.8 respectively, Fig. C.12g, Appendix Sec. C.3.1).
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Figure 5.14 : Comparison of 3D SMLM algorithms on experimental images of Alexa Fluor
647-labeled microtubules. (a) Representative imaging frame of blinking SMs using the DHPSF. (b) Histogram of confidences of the Easy-DHPSF algorithm (green) and RoSE (red)
corresponding to 500 randomly-chosen frames from the 10718-frame dataset. (c) 3D SMLM
image of Easy-DHPSF localizations with apparent brightness greater than 1300 photons,
color-coded as a function of z position. (d) Similar to (c), but for RoSE localizations. (e)
Transverse (xz) images and WIF distributions of localizations along the dotted line (1) in (c)
(window width=492 nm) corresponding to Easy-DHPSF (green) and RoSE (red). (f) Similar
to (e), but for the dotted line (2) in (c) (window width=726 nm) and a standard deviation of
20 nm. Colorbars: (a) photons detected per 160×160 nm2 , (c,d) depth (nm), (e) localization
density per 15 × 15 nm2 , (f) localization density per 20 × 20 nm2 . Scalebars: (a,d) 1 µm,
(e) 100 nm, (f) 200 nm.
We compared the performance of RoSE and Easy-DHPSF by randomly selecting 500 raw
SMLM frames (corresponding to 2425 of the 48445 localizations plotted in Fig. 5.14c,d) and
computing the corresponding WIFs. Notably, we see that RoSE has appreciably higher WIFs
(mean and median of 0.66 and 0.78) compared to Easy-DHPSF (mean and median of 0.45
and 0.61) (Fig. 5.14b). Indeed, these higher WIFs are consistent with the superior perceived
quality of RoSE’s reconstruction (Fig. 5.14d) compared to that of Easy-DHPSF (Fig. 5.14c).
In particular, in a region with an isolated microtubule (region 1), both algorithms reveal
the circular cross section of the microtubule (Fig. 5.14e); however, RoSE’s localizations
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exhibit slightly higher precision along the z axis (Fig. C.13). Moreover, in a dense region
(region 2), multiple crossing microtubules are clearly resolved in RoSE’s localizations (Fig
5.14f). In terms of WIF, we see that RoSE’s WIFs in region 1 (mean 0.71 and median 0.87)
slightly outperform those of Easy-DHPSF (mean 0.7 and median 0.76), while in region 2,
RoSE’s WIF distribution (mean 0.62 and median 0.74) has dramatically better confidence
than that of Easy-DHPSF (mean 0.38 and median 0.43). Further, we observe that regions
with high WIF scores consistently show better image quality (Fig. C.14); for example, the
reconstructed microtubule in region 1 appears to be narrower than those in region 2, which
is reflected in the superior WIFs for both algorithms (Fig. 5.14).
Overall, these data indicate that WIF detects sub-optimal PSF models and algorithms directly from experimental SMLM data, obviating the need to know the ground-truth structure.
Unlike correlation-based resolution metrics, relatively few imaging frames are required (e.g.,
only a few hundred) to meaningfully quantify the performance of localization algorithms on
individual localizations and subregions within SMLM reconstructions.

5.3.2

Quantifying algorithmic robustness and molecular heterogeneity

Next, we used WIF to characterize algorithmic performance for Transient Amyloid Binding
(TAB) [152] imaging of amyloid fibrils (Methods). Here, the relatively large shot noise in
images of Nile red (<1000 photons per frame) tests the robustness of three distinct algorithms: TS with weighted-least squares (WLS) using a weighted Gaussian noise model; TS
with maximum likelihood estimation (MLE) using a Poisson noise model; and RoSE, which
uses a Poisson noise model but also is robust to image overlap.
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Qualitative and quantitative differences are readily noticeable between reconstructed images,
particularly where the fibrillar bundle unwinds (Fig. 5.15a-c, insets). We attribute the poor
localization of WLS, exemplified by broadening of the fibrils (40 nm full-width at halfmaximum [FWHM] of the well-resolved region within the dashed white box, Fig. 5.15a), to
its lack of robustness to shot noise. By using instead a Poisson noise model, MLE recovers
marginally thinner (39 nm FWHM) and better resolved fibrils, but struggles to resolve fibrils
at the top end of the structure (Fig. 5.15b,e). This inefficiency is probably due to algorithmic
failure on images containing overlapping molecules. In contrast, RoSE localizations have
greater precision and accuracy (27 nm FWHM), thereby enabling the parallel unbundled
filaments to be resolved (Fig. 5.15c,f). These perceived image qualities are reliably quantified
via WIF. Indeed, RoSE localizations show the greatest confidence of the three algorithms
with WIFavg = 0.78 while WLS shows a low WIFavg of 0.18, attesting to their excellent and
poor recovery, respectively (Fig. 5.15g-i). Interestingly, we found that, in terms of FRC [124],
RoSE has only 3% better resolution compared to MLE.
To further confirm that WIF is a reliable measure of accuracy at the single-molecule level,
we filtered out all localizations with confidence smaller than 0.5. Remarkably, filtered reconstructions from all three algorithms appear to resolve unbundled fibrils (Figs. 5.15j-l,
5.16c, 5.17c). In contrast, filtering based on estimated PSF width produces sub-optimal results. Notably, retaining MLE localizations within a strict width range W1 ∈ [90, 110 nm]
improves filament resolvability at the cost of compromising sampling continuity (Fig. 5.16a).
For a slightly larger range, W2 ∈ [70, 130 nm], the filtering is ineffective and the fibrils are
not well resolved (Fig. 5.16b).
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Figure 5.15 : Quantifying algorithmic robustness and enhancing reconstruction accuracy
in SMLM of amyloid fibrils. Super-resolution image of twisted fibrils recovered by (a) TS
weighted least-squares (WLS), (b) TS maximum-liklihood estimation (MLE), and (c) RoSE.
(d-f) Histogram of localizations projected onto the gold line in (c, top inset) from (d) WLS,
(e) MLE, and (f) RoSE. WIFs for (g) all WLS localizations in (a), (h) all MLE localizations in
(b), and (i) all RoSE localizations in (c). Green regions denote localizations with confidence
greater than 0.5. (j-l) Histograms of localizations with confidence greater than 0.5 projected
onto the golden line in (c, top inset) and corresponding filtered inset images for (j) WLS,
(k) MLE, and (l) RoSE. Colorbar: number of localizations per 20 × 20 nm2 . Scalebars: (c)
500 nm, (c inset) 150 nm, (l inset) 150 nm.
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Figure 5.16 : Filtering unreliable localizations via PSF width versus WIF for enhancing
reconstruction accuracy. Super-resolution images obtained by TS MLE (Fig. 4b), filtering
out localizations (a) with PSF width estimates outside of [90, 110 nm], (b) with PSF width
estimates outside of [70, 130 nm], and (c) with WIF ≤ 0.5. Insets: Histograms of localizations
within the dashed rectangles, projected onto the axis transverse to the fibril, using each
filtering strategy (a-c). Colorbar: (a-c) number of localizations per 20 × 20 nm2 . Scalebar:
(a-c) 500 nm, inset 150 nm.
Similarly, using estimated localization precision [135] as a filter, which is largely equivalent
to using the estimated SM brightness, removes many useful localizations while also retaining
“bridging” artifacts between individual fibers (Figs. 5.17a,b).
A powerful feature of WIF is its ability to quantify an arbitrary discrepancy between a
computational imaging model and SMLM measurements. This property is particularly useful
since hidden physical parameters, which may be difficult to model accurately, can induce
perturbations in the observed PSF. Therefore, we can use WIF to interrogate variations in
the interactions of Nile red with amyloid fibrils that are encoded as subtle features within
SMLM images. To demonstrate this capability, we analyzed TAB datasets using RoSE and
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Figure 5.17 : Filtering unreliable localizations using localization precision versus WIF for
enhancing reconstruction accuracy. Super-resolution images obtained by TS MLE (Fig. 4b).
The images were enhanced by removing localizations (a) with localization precision estimates worse than 6.2 nm (corresponding to brightness of 300 photons and background of
2.5 per pixel), (b) with localization precision estimates worse than 7.5 nm (corresponding
to brightness of 400 photons and background of 2.5 per pixel), and (c) with WIF ≤ 0.5.
Insets: Histograms of localizations within the dashed rectangles, projected onto the axis
transverse to the fibril, using each filtering strategy (a-c). Red arrows indicate regions where
bridge artifacts are not filtered by localization precision, but are filtered by WIF. For each
molecule, the corresponding localization precision was estimated using Eq. (C.34). Colorbar:
(a-c) number of localizations per 20 × 20 nm2 . Scalebar: (a-c) 500 nm, inset 150 nm.
calculated the WIFs of localizations with greater than 400 detected photons (Fig. 5.18).
Interestingly, WIF density plots reveal heterogeneous regions along both fibrils. Specifically,
for segments of fibrils that are oriented away from the vertical axis, we see a larger fraction of
localizations that have low confidence (<0.5) compared to regions that are vertically oriented
(Fig. 5.18a,b). Quantitatively, the upper regions of two fibrils have 17% (Fig. 5.18c) and
37% (Fig. 5.18d) more localizations with confidence greater than 0.8 compared to the bottom
regions.
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Figure 5.18 : Heterogeneity in Nile red interactions with amyloid fibrils. (a, b) WIFs of
bright localizations (>400 detected photons) detected by RoSE on two fibrils. (c, d) WIFs
of localizations within corresponding boxed regions in (a, upper magenta and lower black)
and (b, upper orange and lower blue), respectively. Green regions indicate localizations with
WIF > 0.8, corresponding to (a, magenta) 63%, (a, black) 54%, (b, orange) 62%, and (b,
blue) 45% of the localizations. Colorbar: confidence. Scalebar: 500 nm.
To examine the origin of this heterogeneity, we directly compare observed PSFs from highand low-confidence regions. Curiously, PSFs in the bottom regions are slightly elongated
along an axis parallel to the fibril itself, whereas PSFs from the top regions better match
our model (Fig. 5.19). These features may be attributed to specific binding orientations of
Nile red molecules to amyloid fibrils [61, 144, 164] in TAB imaging.

5.4

Discussion

WIF is a computational tool that utilizes mathematical models of the imaging system and
measurement noise to quantify the statistical confidence of each localization within an SMLM
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Figure 5.19 : Examples of heterogeneity in Nile red interactions with amyloid fibrils. (a)
Density plot of WIFs (with higher-confidence localizations painted last) for bright localizations (¿400 photons) on the fibrils. Insets represent example images of Nile red from the
colored, boxed regions in (a). Numbers next to insets indicate PSF width estimates (red,
nm) and WIF or confidence (black). (b) Similar to (a) but for another fibril. Colorbars:
(a,b) confidence, insets: photons/58.5 × 58.5 nm2 . Scalebars: (a,b) 500 nm, inset: 500 nm.
image. We used WIF to benchmark the accuracy of SMLM algorithms on a variety of simulated and experimental datasets. We also demonstrated WIF for analyzing how sample nonidealities affect reconstruction accuracy. Intuitively, low signal to noise ratios make the detection of minor model mismatches, such as defocus, comparatively difficult (Fig. C.5). While
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WIF has excellent sensitivity for detecting overlapping molecules (Fig. 5.1c-ii), dipole-like
emission patterns (Figs. 5.1c-iii, 5.4, 5.5), and sub-optimal localization algorithms (Fig. 5.14,
C.7), WIF cannot explain the source of low confidence values that cause localization inaccuracies or heterogeneities; rather, it detects and quantifies these effects without needing
knowledge of a specific mismatch to search for. Nonetheless, the geometry of the transport
trajectories themselves can provide insight into the specific mismatch observed in the data
(Fig. C.6).
WIF exhibits several advantages over existing methods for quantifying reconstruction accuracy in experimental SMLM. First, WIF does not require labeled training data to judge the
trustworthiness of predetermined image features; a model of the imaging system PSF and
statistical noise suffices (see Fig. C.16 and Appendix Sec. C.2.2 for an example of how mismatch in the noise model leads to inconsistent WIF scores), which can be obtained through
calibration techniques [46,132,156,167]. Second, it does not need ground-truth knowledge of
SM positions, which would be prohibitive in most SMLM applications. Third, it obviates the
need to align SMLM images to a secondary imaging modality for comparison and is therefore
more robust than such approaches. More fundamentally, WIF exploits a unique property of
SMLM compared to other non-SM super-resolution optical methodologies (e.g., structured
illumination, RESOLFT, and STED); imaging the entirety (peak and spatial decay) of each
SM PSF synergistically creates well-behaved gradient flows along the likelihood surface that
are used in computing WIF.
Finally, computing mismatches in image space (e.g., PSF width in Fig. 5.1c) is insensitive to
molecular overlap, defocus, and dipole emission artifacts without assuming strong statistical
priors on the spatial distribution of molecules or a simplified PSF [103].
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WIF can be used for online tuning of parameters (e.g., activation density and imaging
buffer conditions) during an experiment to maximize imaging accuracy and resolution. It
also offers a reliable means to detect otherwise hidden properties of the sample of interest,
such as molecular orientation shown here, allowing for the discovery of new biophysical
and biochemical phenomena at the nanoscale. While a majority of neural network training
methods in SMLM utilize simulated data [81] or experimental data assuming a perfectly
matched model [92], the discriminative power of WIF may enable these networks to be
trained robustly on experimental data in the presence of mismatches stemming from hidden
parameters [153].
WIF represents an advance in statistical quantification in image science [15], where the reliability of each quantitative feature within a scientific image can now be evaluated. The
benefits of integrating WIF into downstream analysis [123] (e.g., SM clustering, counting,
and co-localization) and even in other imaging modalities (e.g., spectroscopy, astronomical
imaging, positron emission tomography, and computed tomography) are exciting opportunities yet to be explored.

5.5
5.5.1

Methods
Definitions and notations

In this section we define terms used in deriving and computing WIF.
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Notations

We represent vectorial quantities in bold. For a vector v, we denote its Euclidean norm by
kvk. We use δ(v) to represent the Dirac delta function, which is zero everywhere except
at v = 0. The inner product of two vectors v1 and v2 is denoted by v1 · v2 . Further, we
denote [N ] as the set of integers {1, . . . , N }. Finally, we use x̂ to represent an estimate of a
deterministic quantity x.
subsubsectionA set of localizations We represent a set of localizations or a set of source
molecules as
M̂ =

N̂
X
i=1

ŝi δ(r − r̂i ).

(5.8)

where ŝi ≥ 0 and r̂i ∈ R2 denote the ith molecules’ estimated brightness (in photons) and
position, respectively. Note that, throughout this paper, what we mean by brightness is the
expected number of photons emitted by a molecule during a camera frame (see Ref. [126] for
background). We denote the mass of M̂, i.e., the sum of the brightnesses of all molecules in
M̂, by Ŝ. Further, N̂ represents the number of molecules in M̂. We represent the collection
of all valid M̂ by M.

Negative Poisson log likelihood

Consider a set of N̂ molecules given by M̂. The resulting intensity µj , that is, the expected
number of photons detected on a camera, for each pixel j ∈ {1, . . . , m} can be written as
µj =

N̂
X
i=1

{ŝi qj (r̂i )} + bj ,

qj (r̂i ) =

Z

Cj
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q(u − r̂i )du,

(5.9)

where qj (r̂i ) represents the integrated value of the PSF q (for the ith molecule) over the j th
pixel area (Cj ); bj denotes the expected number of background photons at the j th pixel.
If we denote g ∈ Rm as m pixels of photon counts captured by a camera, the negative Poisson
log likelihood L is then given by
m
X
L(M̂) =
{µj − gj log(µj )},

(5.10)

j=1

where we have discarded terms that do not depend on M̂. If q is the true PSF, we call L
the true negative log likelihood, while conversely, if an estimated or candidate model PSF q
is used, then, we refer to L as the negative log likelihood of the model. We note that the
Poisson noise model considered here can be extended to account for pixel-dependent readout
(Gaussian) noise [85].

Grid points in object space

We consider a set of N Cartesian grid points represented by G = {rGi }i=1:N for which
the distance between any two adjacent grid points is given by 2ρ. In this way, a set of
localizations can be uniquely represented via a discrete grid G:
M̂ =

N̂
X
i=1

ŝ[i] δ(r − r̂[i] ),

(5.11)

where [i] represents a grid point index in [N ], r̂[i] = r̂G[i] + ∆r̂[i] , r̂G[i] is the closest grid point
to the ith molecule, and ∆r̂ [i] denotes a position offset (Appendix Sec. C.2).
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Local perturbation

We perturb a set of localizations M̂ by introducing a small distortion in the positions and
brightnesses of the molecules in M̂ to produce another set of localizations M0 :

M0 =
where

P8

j=1

N̂ X
8
X
i=1 j=1

ŝ[i,j] δ(r − r̂[i,j] ),

(5.12)

ŝ[i,j] = ŝ[i] and r̂[i,j] is one of the 8 neighboring grid points of r̂G[i] (Figure 5.1b).

We denote ∆û[i,j] , (r̂[i] − r̂[i,j] )/ r̂[i] − r̂[i,j] as a unit perturbation vector (Figure 5.1b).

Wasserstein distance
We define the Wasserstein distance W2 between two sets of localizations [134, 166], M1 ∈ M
and M2 ∈ M, with equal masses as the minimum cost of transporting one to the other
among all valid transportation plans Π:
v


u
N̂1 X
N̂2
u
X
u
kr̂i − r̂j k22 π(r̂i , r̂j ),
W2 (M1 , M2 ) = tmin 
π∈Π

(5.13)

i=1 j=1

where π(r̂i , r̂j ) is the portion of photons from the molecule at position r̂i in M1 that is
transported to the position r̂j in M2 .

5.5.2

Derivation of WIF

WIF is derived based on the mathematical notion that accurate localizations are global minima of the true negative log likelihood. Therefore, any small, arbitrary perturbation of the
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true localizations will absolutely increase the true negative log likelihood (Eq. (5.10)). In
contrast, for inaccurate localizations, we can find a local perturbation such that by transporting the localizations along some perturbation trajectory, the true negative log likelihood
decreases (Eq. (5.10)). In the following subsections, we make these observations precise.
Given a set of input localizations, M̂, we aim to find a local perturbation that minimizes
the negative log likelihood of our model L:
M1 =

arg min
M∈M: W22 (M̂,M)≤ζ 0

L(M),

(5.14)

where ζ 0 signifies the degree of uncertainty in M̂ expressed as the square of the radius of the
Wasserstein ball around M̂. For example, when ζ 0 = 0, signifying absolute certainty in the
input localizations, then we get M1 = M̂.
Alternatively, and perhaps more revealing, we can express Eq. (5.14) by shifting the center
of the uncertainty ball to M0 (Eq. (5.12)):
M1 =

arg min
M∈M: W22 (M0 ,M)≤0

L(M),

(5.15)

where 0 is related to ζ 0 in Eq. (5.14). The solution to Eq. (5.15) can be expressed as

M1 =

N̂ X
8
X
i=1 j=1

ŝ[i,j] δ(r − r̃[i,j] ).

(5.16)

M1 characterizes a set of transport trajectories ∆r̃[i,j] , r̃[i,j] − r̂[i,j] for each source molecule
in M̂ (Fig. 5.1b), where r̂[i,j] are the set of perturbed molecule positions (Eq. (5.12)) and
r̃[i,j] are the molecule positions in M1 . These trajectories allow us to measure the stability
in the position r̂i of a molecule in M̂ (Fig. 5.1b): if r̂i is perfectly stable, then ∆r̃[i,j] should
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point toward r̂i for all j ∈ {1, . . . , 8}. Therefore, we define WIF of a source molecule as
the portion of photon flux that returns toward it after a local perturbation (Eq. (5.12)) and
regularized transport (Eq. (5.15)):
WIF ,

P8

j=1 ŝ[i,j] ∆r̃[i,j] · ∆û[i,j]
.
P8
j=1 ŝ[i,j] ∆r̃[i,j]

(5.17)

WIF takes values in [−1, 1] where 1 represents a source molecule with the highest confidence.
We justify rigorously the definition of WIF presented in Eq. (5.17) using the theory of
Wasserstein gradient flows (Appendix Sec. 5.2.2) [141].

5.5.3

Computing WIF

Solving for M1 in Eq. (5.15) is challenging, which involves an inner optimization of the
Wasserstein distance. To obtain an efficient algorithm to compute WIF, we first consider an
equivalent form of Eq. 5.15 using Lagrangian relaxation as:

M1 = arg min W22 (M0 , M) + L(M) ,

(5.18)

M∈M

where  is related to 0 in Eq. (5.15). Next, by approximating the continuous position of
source molecules using a set of grid points and position offsets, we can find a tractable upper
bound for Eq. (5.15) that can be solved efficiently via accelerated proximal-gradient methods
(Appendix Sec. C.2). In particular, we compute M1 according to the following regularized,
negative log likelihood minimization:

M1 = arg min {νR(M) + L(M)} ,
M∈C∩M
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(5.19)

where ν > 0 is inversely related to , R(M) =

PN p 2
si + s2i k∆ri k is a group-sparsity
i=1

norm, and C is a constraint set that limits ∆ri to be within its neighboring grid points (see
Appendix Sec. C.2 and Tab. C.2 for details).

5.5.4

Extension to 3D SMLM

A natural extension of WIF to 3D imaging involves locally perturbing an estimated molecule
within a small volume. Such a strategy complicates the computation of WIF as it requires
a distinct PSF model for each molecule in the imaging volume. With this complexity in
mind, we consider a variant of WIF in 3D that lends itself to an efficient algorithm, which
is identical to that of WIF in 2D. Specifically, we capitalize on the observation that an
accurate localization in 3D should not only be stable w.r.t. a volumetric perturbation but
also w.r.t. an in-plane (xy) perturbation. Therefore, for any estimated molecule, we consider
a 2D perturbation similar to Eq. (5.12) in which each perturbed source molecule maintains
the same axial position of the original estimated molecule (Appendix Sec. C.2.1).

5.5.5

Processing experimental data

Prior to analyzing experimental data, we first estimated a pixel amplitude-offset map by
averaging 100 camera frames with the shutter closed. The offset map was subtracted from
the raw camera images (pixels with values smaller or equal than zero were set to 10−3 ).
Next, we converted the offset-subtracted images to photon counts based on the conversion
gain of each camera (assuming uniformity across the field-of-view, see below). These images
were then used for SM localization, WIF calculation, and estimating fluorescence background
(Appendix Sec. C.4).
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5.5.6

Super-resolution imaging of labeled microtubules

The microtubules of BSC-1 cells were immunolabeled with Alexa Fluor 647 (Invitrogen)
and imaged under blinking conditions [54] with glucose oxidase/catalase and mM concentrations of mercaptoethylamine (MEA) as in [95]. The sample was imaged using an Olympus IX71 epifluorescence microscope equipped with a 100× 1.4 NA oil-immersion objective
lens (Olympus UPlan-SApo 100×/1.40). Fluorophores were excited using a 641-nm laser
source (Coherent Cube, peak intensity ˜10 kW/cm2 ). Fluorescence from the microscope was
filtered using a dichroic beamsplitter (Semrock, Di01-R635) and bandpass filter (Omega,
3RD650-710) and separated into two orthogonally-polarized detection channels. Both polarized channels reflect off of a phase-only spatial light modulator (Boulder Nonlinear Systems,
SLM) placed in the Fourier plane before being imaged onto a camera; a flat phase pattern
was used for the 2D SMLM experiments (Fig. 5.13), while the double-helix phase mask was
used for the 3D data as in [95] (Fig. 5.14). Fluorescence photons were captured using an
electron-multiplying (EM) CCD camera (Andor iXon+ DU897-E) at an EM gain setting
of 300 with a pixel size of 160 × 160 nm2 in object space and a conversion gain of 0.13
ADU/photon. Only one polarization channel was analyzed in this work. For the 284k localizations shown in Fig. 5.13b, 2287 photons were detected on average with a background
of 76 photons per pixel. For the 48445 localizations shown in Fig. 5.14d, 2238 photons were
detected on average with a background of 89 photons per pixel. SMLM images in Fig. 5.14
were rendered by plotting each localization as a symmetric 2D Gaussian function with a
standard deviation of (e) 15 nm and (f) 20 nm.
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5.5.7

Transient Amyloid Binding imaging

The 42 amino-acid residue amyloid-beta peptide (Aβ42) was synthesized and purified by
Dr. James I. Elliott (ERI Amyloid Laboratory, Oxford, CT) and dissolved in hexafluoro-2propanol (HFIP) and sonicated at room temperature for one hour. After flash freezing in
liquid nitrogen, HFIP was removed by lyophilization and stored at -20 ◦ C. To further purify
the protein, the lyophilized Aβ42 was dissolved in 10 mM NaOH, sonicated for 25 min in a
cold water bath and filtered first through a 0.22 µm and then through a 30 kD centrifugal
membrane filter (Millipore Sigma, UFC30GV and UFC5030) as described previously [152].
To prepare fibrils, we incubated 10 µM monomeric Aβ42 in phosphate-buffered saline (PBS,
150 mM NaCl, 50 mM Na3 PO4 , pH 7.4) at 37 ◦ C with 200 rpm shaking for 20-42 hours.
The aggregated structures were adsorbed to an ozone-cleaned cell culture chamber (Lab Tek,
No. 1.5H, 170 ± 5 µm thickness) for 1 hour followed by a rinse using PBS. A PBS solution
(200 µL) containing 50 nM Nile red (Fisher Scientific, AC415711000) was placed into the
amyloid-adsorbed chambers for transient amyloid binding.
Blinking Nile red molecules on fibrils were imaged using a home-built epifluorescence microscope equipped with a 100× 1.4 NA oil-immersion objective lens (Olympus, UPlan-SApo
100×/1.40). The samples were excited using a 561-nm laser source (Coherent Sapphire,
peak intensity ˜0.88 kW/cm2 ). Fluorescence was filtered by a dichroic beamsplitter (Semrock, Di03-R488/561) and a bandpass filter (Semrock, FF01-523/610) and separated into
two orthogonally-polarized detection channels by a polarizing beamsplitter cube (Meadowlark Optics). Both channels were captured by a scientific CMOS camera (Hamamatsu,
C11440-22CU) with a pixel size of 58.5 × 58.5 nm2 in object space and a conversion gain
of 0.49 ADU/photon. Only one of the channels was analyzed in this work. For the 12k
localizations shown in Fig. 5.15c, 390 photons were detected on average with a background
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of 5 photons per pixel. For the 931 localizations shown in Fig. 5.18b, 785 photons were
detected on average with a background of 2.4 photons per pixel.

5.5.8

Synthetic data

We generated images of molecules via a vectorial image-formation model [10], assuming
unpolarized ideal PSFs. Briefly, a molecule is modeled as a dipole rotating uniformly within
a cone with a half-angle α. A rotationally fixed dipole corresponds to α = 0, while α = 90◦
represents an isotropic molecule. Molecular blinking trajectories were simulated using a two
state Markov chain [110]. We used a wavelength of 637 nm, NA = 1.4, and spatially uniform
background. We simulated a camera with 58.5 × 58.5 nm2 square pixels in object space.

5.5.9

Jaccard index

Following [139], given a set of ground-truth positions and corresponding localizations, we
first match these points by solving a bipartite graph-matching problem of minimizing the
sum of distances between the two elements of a pair. We say that a pairing is successful if the
distance between the corresponding two elements is smaller than twice the full width at half
maximum (FWHM) of the localization precision σ, which is calculated using the theoretical
Cramér-Rao bound (σ = 3.4 nm with 2000 photons detected). The elements that are paired
with a ground-truth position are counted as true positive (TP) and those without a pair
are counted as false positive (FP). Finally, the ground-truth molecules without a match are
counted as false negative (FN). The Jaccard index is calculated as TP/(TP + FP + FN).

165

5.5.10

PSF modeling for computing Wasserstein-induced flux

For simulation studies, we used an ideal, unpolarized standard PSF resulting from an
isotropic emitter (Figs. 5.1, C.2, C.2, C.5,5.4,5.5, 5.7,C.6,5.8,5.9,5.10,C.7,5.11, 5.12, C.16),
while for experimental data (Figs. 5.13, 5.15, 5.18, C.9, 5.16, 5.17, 5.19), we used a linearlypolarized PSF, also resulting from an isotropic emitter (see Tab. C.2 for details).
In addition to the ideal PSFs modeled above, we needed to calibrate the aberrations present
in the PSF used for microtubule imaging (Fig. 5.15). We modeled the microscope pupil
function P as

l
X
P (u, v) = exp j
{ai Zi (u, v)}
i=3

!

· P0 (u, v),

(5.20)

where (u, v) are microscope’s pupil coordinates; Zi and ai represent the ith Zernike basis function and its corresponding coefficient; and P0 denotes the pupil function of the uncalibrated
model. We used 33 Zernike modes corresponding to l = 35.
Using RoSE, we localized well-isolated molecules over a large FOV corresponding to Fig. 5.13.
Next, for each localization, we extracted a raw image of size 11 × 11 pixels with the localized
molecule at its center. We excluded molecules with brightnesses less than 3000 photons or
with positions away from the origin by more than one pixel. Next, we randomly selected 600
of these images to estimate the Zernike coefficients, i.e., {a1 , . . . , al }, as described previously
[133]. The calibrated PSF (Fig. C.9) is then computed based on recovered P .
Previous works on 3D PSF modeling applied robust averaging of finely-sampled axial scans
of many beads by aligning them using polynomial interpolation [101]. Here, we further
robustify these methods by employing tools from optimal transport (OT) [134]. Specifically,
we use displacement interpolation to obtain PSFs with a z spacing of 10 nm from a reference
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bead scan taken at 40-nm axial intervals. We next use additional beads to augment this
model from the reference bead. We first estimate the z-position of a bead at top of the
stack. Next, we use OT to obtain PSFs at model z-planes. Next, we register the two sets
of PSF scans laterally using cubic interpolation. We repeat this same process for other nonreference beads. Finally, we use B-splines to smooth the 3D PSF and obtain PSF gradients
in 3D (Fig. C.10).
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Chapter 6
Conclusions and Outlook
This book came to an end, but the story still goes on.
Saadi Shirazi, translated from Persian

We present a set of computational algorithms for various inverse problems involving weighted
point sources, e.g., detection, deconvolution, and filtering, in the context of single-molecule
localization microscopy (SMLM). A recurring motif in these algorithms is to represent a
collection of molecules as discrete measures whose underlying parameters are amenable to
gradient flows. As evidenced by this dissertation, there are clear empirical advantages of
directly modeling sources as measures and integrating them into modern optimization algorithms for practical applications.
While several solution techniques exist for sparse deconvolution (e.g., alternating descent
conditional gradient (ADCG) and grid-based lasso), we showed that these algorithms are
susceptible to diverse measurement noise levels as well as experimentally-feasible heterogeneities in SMLM datasets. In particular, our systematic simulations indicate a trade-off
between false discovery rate (i.e., improved detection precision) versus positive detection
rate (i.e., improved recall). Further, a modest perturbation to the observed PSF caused
these algorithms to localize false molecules. Our main insight is that these false localizations
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exhibit a low gradient flux —a scalar quantity, which is defined as the normalized, inward
flow of molecules or particles from neighboring points—that otherwise cannot be quantified
by solely the brightness of the source estimates. Given that both these algorithms identify sources based on intensity thresholds, gradient flow provides a rationale to explain the
observed false localizations.
We therefore discussed the particle-gradient flow (PGF) algorithm, which directly considers
discrete measures as its unknown variable. PGF selects a number of initial sources, which
must be larger than the true number of particles, and simultaneously updates their positions
and weights using gradient descent. If chosen appropriately, these particles converge toward
the true sources [42]. Unfortunately, the non-convexity of PGF renders the algorithm sensitive
to the choice of the initial particles, whose optimal locations could be dependent on the true
sources. We observed that we could detect sources based on gradient flow while measuring
local movements of particles in the vicinity of true ones. This observation allowed us to
construct a convex relaxation of the PGF algorithm, which we termed relaxed-gradient flow
(RGF, Chapter 2). We then developed a novel accelerated proximal gradient algorithm to
efficiently solve RGF. Our simulations demonstrate the superior robustness of RGF across
various noise levels and PSF perturbations. Although we discussed RGF in 2D SMLM, its
extension to 3D is straightforward (see Chapter 3).
We further extended RGF to deconvolution problems in which the model PSF is a weighted
sum of a few PSFs. This extension was primarily motivated by the need to jointly estimate the
position and orientation of molecules for dense super-resolution imaging. We demonstrated
the robustness of the proposed algorithm on synthetic data as well as various experimental datasets. We note that many practical problems could benefit from this extension. For
example, in Chapter 5 we quantified notable heterogeneities in the observed PSFs across
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microtubules. Therefore, instead of an averaged PSF, we may project the PSFs from all isolated molecules to a few basis PSFs that capture the variations in the measurements. Using
this data-driven PSF, which effectively is shift variant, may minimize the number of false
localizations and improve the overall image resolution much better than the averaged PSF
used in Chapter 5.
Our results presented in Chapter 2 suggest a number of future research avenues. First,
it would be interesting to theoretically prove that a high gradient flux is a property of
true sources and derive its statistical distribution under various noise and model mismatch
conditions. Further, it would be useful to theoretically understand the relation between
gradient flux distribution and the regularizer strength in the RGF optimization. For large
fields of view, the computational cost of RGF becomes prohibitive (each iteration in RGF

scales as O N log2 (N ) with N being the number of grid points, e.g., 404 ). This limitation
may be removed by adapting an end-to-end training methodology. Specifically, we could

consider few convolutional layers—more powerful than the simple layers of the current RGF
algorithm 2.2.1—or its variations and optimize their parameters to match desired outputs
for simulated input data, a technique commonly known as unrolling [74, 114, 157]. Another
exciting approach could be to exploit the strength of both conditional gradient descent and
RGF. We may quickly estimate (potentially false) source molecules using ADCG, which we
may perturb to obtain an initial (over-parametrized) input for RGF. In this case, we can
significantly reduce RGF’s memory requirements and enjoy faster convergence with much
fewer iterations.
Another important aspect of this dissertation is concerned with analyzing and quantifying
localization errors. While current benchmarks for high-density localization algorithms use
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scalar error metrics such as root-mean-square error (RMSE) or Jaccard index [?,139], Chapter 3 demonstrates the insufficiency of these metrics in quantifying biases that could distort
the structures under study (e.g., widths and separation between microtubules and cluster
morphology). To minimize these biases, we built a variation of RGF, which exploits the
temporal correlation in blinking events and adds an adaptive optimization step to “debias”
estimated source molecules. These steps improved the accuracy of reconstructed structures
both in simulations and real experiments. Notably, these results strongly suggested the need
for quantifying localization accuracy without the knowledge of the ground-truth structure,
which leads us to the climax of this dissertation in Chapter 5.
We present Wasserstein-induced flux (WIF) for quantifying the confidence of a localization. The basic idea behind WIF is that inaccurate localizations are “unstable” upon an
arbitrary perturbation. We note that similar ideas have been used in financial mathematics
for measuring the risk of a model [29] as well as in deep learning for detecting out-of-sample
inputs [102]. We utilize the theory of Wasserstein-gradient flow to formulate an optimization
problem whose solution are used to measure the stability of a localization. By approximating
the Wasserstein distance between two discrete measures by a group-sparsity norm, we are
able to apply RGF to solve the optimization problem. Our extensive results on synthetic
and experimental datasets verified that WIF was an excellent surrogate for localization accuracy without knowing the ground-truth structure. WIF can potentially be used to improve
the accuracy of reconstructed features, to enhance the overall image resolution, and to reveal heterogeneities caused by the sample. These capabilities make WIF more useful than
summary metrics such as Fourier ring coefficient [124] or image-based metrics such as error
maps [49]. More fundamentally, WIF provides a consistent metric for evaluating localization
algorithms and imaging models directly on experimental data, which leads to a discussion
on future directions.
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Following the unprecedented success of deep neural networks, a series of papers have attempted to train networks capable of localizing molecules for various PSFs [23, 81, 119, 120,
153, 179]. One critical component of training such a network is the choice of the training
loss, which quantifies the deviation of the true signal from the output of the network. The
generative model for the training data is another important element of such data-driven
methods. Here, we list important shortcomings of the existing methods:

• Existing loss functions are based on the `2 distance or the KL-divergence, which neglect
the local properties of point sources explored in this thesis.
• Training datasets are often generated from calibration data, which ignore the variations
caused by the sample in real SMLM datasets.

The astute reader may notice that the methodology put forth in Chapter 5 is highly relevant
to these issues. To be clear, recall that the optimization in the WIF computation can be
expressed as follows:
arg min L(M) + λW22 (M0 , M),

(6.1)

M

where M, M0 represent the source molecules and an initial perturbation, respectively, L
indicates the negative log-likelihood, W2 is the Wasserstein distance, and λ > 0 is the
regularizer strength. The first term in Eq. (6.1) captures the statistical discrepancy between
the measurements and the imaging model (including the noise and PSF) predicted by the
network while the second term captures the stability of the current source estimates, i.e., M,
w.r.t. a local perturbation M0 . We believe that such a loss function allows jointly learning
the true generating process as well as an inverse mapping from the measurements to the point
sources. Does training based on the loss function in Eq. (6.1) enable a reliable unsupervised
training directly on real data?
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In closing, we point out several interesting problems that could very well be the subject of
future research.

• Data-driven image simulator: as shown in Chapter 5, a typical SMLM dataset may
contain heterogeneities in observed PSFs due to the sample itself. Quantifying and elucidating the nature of these variations not only is important for scientific discovery but
also can be advantageous for optimizing the computational imaging model for a specific target sample. Therefore, it is important to construct a simulator that learns an
accurate generating model directly from a specific SMLM dataset. One intriguing tool
to obtain a realistic, data-driven simulator is through generative adversarial networks
(GANs) [72]. Given enough data, sampled from a target distribution, GANs learn
to generate new data with approximately the same statistics as the target distribution. Beyond sample heterogeneities, we may also exploit the versatility of GANs to
learn the precise measurement noise statistics, which is mostly ignored in SMLM data
analysis.
• Point-list analysis: a SMLM dataset typically contains thousands of localizations
that lie in a multi-dimensional space whose axes encode several parameters such as
position, time, orientation, wavelength, etc. The point-list nature of these localizations
requires algorithms that operate on multi-dimensional points rather than a pixelated
image. It is therefore vital to develop efficient computational tools capable of extracting
coarse and fine patterns from these point-list datasets. As an example, we may use
optimal transport to quantify the growth rate and direction of amyloid fibrils over
time [59, 142].
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Appendix A
Minimizing structural bias in
single-molecule super-resolution
microscopy: supplementary
information

A.1

Structural accuracy and structural bias

Let T denote the structure of interest that is sufficiently and uniformly labeled by fluorophores. For simplicity, we assume a 1D imaging scenario. Mathematically, we can represent T as a scalar field defined over a support set Ω ∈ R. In particular, we define T : R → R,
that is, for each point ω ∈ Ω, T (ω) represents the labeling density, i.e., the concentration of
fluorophores that are activated during the imaging at that point.
Let T̂ represent the structure recovered by any algorithm from a single-molecule localization
microscopy dataset (SMLM) D. To statistically quantify the error in recovering T , we define
a structural error metric denoted by R as follows:
R(T̂ , T ) = ED
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l(T − T̂ ) ,

(A.1)

where ED (·) denotes expectation over many SMLM datasets or equivalently a large number
of localizations and l(·) represents a loss function. For simplicity, we discretize Ω to obtain
a finite set of N object pixels such that Ωd = {ω1 , . . . , ωN }. Therefore, we can define T (T̂ )
over Ωd such that Td = [T1 , . . . , TN ]T (T̂d = [T̂1 , . . . , T̂N ]T ). We also consider l(·) to be a
point-wise square loss, that is, l(e) = [e21 , . . . , e2N ]T for e ∈ RN . Therefore, we may re-write
Eq. (A.1) as follows:






ˆ
ˆ
ˆ
ˆ
R(Td , Td ) = ED l(Td − T̂d ) = ED l(Td − ED (Td )) + l (Td − ED (Td )) .

(A.2)

Note that Eq. (A.2) measures the variation of error over the structure. More importantly,


ˆ
l (Td − ED (Td )) captures the structure of errors, i.e., the vectorial nature of errors and it


ˆ
measures the statistical inaccuracy in recovering the structure. We refer to l (Td − ED (Td ))

as structural bias. This performance characterization differs from conventional analyses in
two aspects: (i) the loss function in conventional analyses is defined to be `2 norm, which
collapses (Td − T̂d ) into a scalar value and (ii) the decoupling of errors as in Eq. (A.2) is
neglected. We emphasize that in the case of low-density imaging in SMLM in which isolated
images of single molecules are analyzed, the structural accuracy is guaranteed (statistically),


ˆ
e.g., using maximum likelihood estimation. In other words, l (Td − ED (Td )) = 0.

A.2
A.2.1

Derivation of the joint model
Definitions

Single molecule: in the simplest model, two physical quantities characterize a single
molecule (SM): position x ∈ R3 and brightness s measured as the number of detected
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photons. Mathematically, it is equivalent to an impulse located at x ∈ R3 with magnitude
of s: sδ(x).
Object space: any physical distribution of molecules may be described by a scalar function
f : R3 7→ R. For example, the distribution of three single molecules located at x1 , x2 , and
P
x3 with brightnesses s1 , s2 , and s3 , respectively, is described by f (x) = 3i=1 si δ(x − xi ).

The set of all functions describing the distribution of single molecules is called the object
space Ξ.
Image space: the set of all functions g : R2 7→ R describing the output images of the
imaging system is called the image space I.

Point spread function and imaging operator: a linear shift-invariant imaging system
is characterized by the so-called point spread function (PSF) h : R2 7→ R, which completely
describes a continuous convolution operator mapping the object space into the image space.
The PSF of the imaging system captures the propagation and modulation of the light from a
single molecule to the camera. We call this continuous convolution operator associated with
h as the imaging operator Qhθ : Ξ 7→ I (θ designates a set of parameters such as depth):
g(u) = Qhθ (f ) =

Z

+∞

−∞

hθ (u − x)f (x) dx,

We consider a finite collection of molecules, f (x) =
reduces to

g(u) = Qhθ (f ) =

N
X
i=1

si hθ (u − xi ),
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u ∈ R2 , f ∈ Ξ, g ∈ I.

PN

i=1

(A.3)

si δ(x − xi ), so that Eq. (A.3)

u ∈ R2 , g ∈ I.

(A.4)

Our goal is to rigorously define the approximations we make to obtain the joint model discussed in the main text. Without loss of generality, we focus on 1D imaging scenario.

A.2.2

First-order approximation

Let D ⊂ R = {di = i × 2r | i ∈ {−N , −N + 1, . . . , 0, . . . , N },

r > 0} be a set of discrete

points in R called the grid points. For all positions x ∈ [−N 2r, N 2r] we can uniquely define
x = d + δ for some appropriate choice of δ ∈ [−r, r) and d ∈ D. Therefore, we can define the
object space restricted to x ∈ [−N 2r, N 2r] in terms of D and δ ∈ [−r, r). In particular for
PN
P
f (x) = N
i=1 si δ(x − di − δi ), where it is understood
i=1 si δ(x − xi ), we have that f (x) =
that xi = di + δi for some di ∈ D and i ∈ {1, . . . , N }.

With this new representation of the object space at hand, we may re-write Eq. (A.4) as
follows:

g(u) = Qhθ (f ) =

N
X
i=1

si hθ (u − di − δi ),

u ∈ R, f ∈ Ξ, g ∈ I.

(A.5)

For a fixed i ∈ {1, · · · , N } we use the Taylor expansion of hθ (·) as follows:
hθ (u − di − δi ) = hθ (u − di ) − h0θ (u − di )δi + k(u − di ; δi ),
where h0θ (·) is the derivative of hθ (·) and k(·; ·) denotes the remainder term in the Taylor
expansion of hθ (·). We keep the first-order term and neglect the remainder term to obtain
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the first-order approximation of hθ (·) denoted by ĥθ (·):
ĥθ (u − di − δi ) = hθ (u − di ) − h0θ (u − di )δi .

(A.6)

Using Eq. (A.6), we obtain an approximation of g(·):
N


X
g(u) = Qĥθ (f ) =
si hθ (u − di ) − h0θ (u − di )δi
i=1

=

N
X
i=1

si hθ (u − di ) −

N
X
i=1

(A.7)

si h0θ (u − di )δi ,

where u ∈ R, f ∈ Ξ, and g ∈ I. By letting pi = −δi si and q(·) = h0θ (·), we have:
g(u) = Qhθ (fd,s ) + Qq (fd,p ),

where fd,s (x) =

PN

i=1

si δ(x − di ), fd,p (x) =

PN

i=1

(A.8)

pi δ(x − di ), d = [d1 , . . . , dN ]T , s =

[s1 , . . . , sN ]T , and p = [p1 , . . . , pN ]T . We note that −si r ≤ pi < si r for i ∈ {1, . . . , N }.
It is apparent from Eq. (A.8) that ĝ(u) is sum of two functions that are obtained through a
continuous convolution operator with different PSFs.
We define a first-order approximation operator Q̂ : I 7→ I as follows:


g(u) = Q̂(g) = Q̂ Qhθ (f ) = Qhθ (fd,s ) + Qq (fd,p ),

(A.9)

where u ∈ R, f ∈ Ξ, g ∈ I. The key observation here is that the first-order approximation
operator along with the imaging operator define two imaging operators with different PSFs
and input functions. This observation becomes very useful in implementing the algorithm
efficiently using unique properties of convolution (Sec. A.3.1).
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A.2.3

Camera integration as a linear operator

Let I : I 7→ Im denote an integration operator where Im is the space of vectors of length m.
Concretely, let Ci be the integration interval of the ith pixel of the camera. We then have
the following characterization for I:

g(u) du, · · · ,

Z

g(u) du]T .

α1 g1 (u) + α2 g2 (u) du, · · · ,

Z

α1 g1 (u) + α2 g2 (u) du]T

g = I(g) = [

Z

C1

(A.10)

Cm

Clearly, I is a linear operator:
I(α1 g1 + α2 g2 ) = [

Z

C1

Cm

(A.11)

= α1 I(g1 ) + α2 I(g2 ).
We can now describe our joint imaging model through three operators, namely imaging
operator Qhθ , the first- order approximation operator Q̂, and the integration operator I:

 
g = I Q̂ Qhθ (f ) .

A.2.4

(A.12)

Putting it all together

For a finite collection of molecules we can conveniently write Eq. (A.12) equivalently in a
matrix-vector notation. Plugging Eq. (A.8) into Eq. (A.10) we have that:

gj =

N
X
i=1

si

Z

Cj

h(u − di ) du +

N
X
i=1

pi

Z

Cj

q(u − di ) du, j =∈ {1, . . . , m}.
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(A.13)

Define Φi,j =

R

Cj

h(u − di ) du and Gi,j =

R

Cj

q(u − di ) du for i ∈ {1, . . . , N }, j ∈ {1, . . . , m}.

Further, let γ = [s1 , . . . , sN , p1 , . . . , pN ]T . Then we have

g = Aγ,
where A = [Φ G] and C = {si ≥ 0,

(A.14)

γ ∈ C,

−si r ≤ pi < si r,

i ∈ {1, . . . , N }}. This completes

the derivation of the joint model in 1D within the first-order approximation. The extension
to 3D follows immediately:
A = [Φ, Gx Gy , Gz ],
γ = [sT , sT
= [s

T

∆xT , sT

∆y T , sT

∆z T ]T

(A.15)

, pTx , pTy , pTz ],

C = {si ≥ 0,

−si rj ≤ pj,i < si rj ,

i ∈ {1, . . . , N }, j ∈ {x, y, z}}

We would like to stress that our derivation of joint model applies to an arbitrary PSF.
In many imaging problems, including fluorescence microscopy, Poisson-distributed shot noise
dominates the photon-measurement process. The measured image at ith pixel, gi , on the
camera follows a Poisson distribution as follows:




gi ∼ P (Aγ)i + bi ,

(A.16)

where P denotes the Poisson distribution and bi represents a positive background at pixel
i ∈ {1, . . . , m}. Assuming that image pixels are statistically independent, we may write the
statistical image model for the measured image g as a Poissonian probability density:
m
Y
[(Aγ + b)i ]gi e−(Aγ+b)i
.
p(g|Aγ + b) =
gi !
i=1
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(A.17)

The negative Poisson log-likelihood for the model in Eq. (A.17) (neglecting constant terms)
is given by:
T

L(γ; g, A, b) = 1 (Aγ + b) −

m
X
i=1



log (Aγ + b)i gi .

(A.18)

Throughout our analysis we assume that an estimate of the background is given.

A.3
A.3.1

Mathematical description of RoSE
identifying single molecules via structured deconvolution

The structured deconvolution can be cast as follows:

min L(γ; g, A, b) + λkγk1,2 ,
γ∈C

(A.19)

where k · k1,2 denotes the mixed `1,2 norm to enforce joint sparsity in γ and λ is a penalty
parameter. In particular, the mixed `1,2 is defined as:

kγk1,2

N q
X
s2i + p2x,i + p2y,i + p2z,i .
=

(A.20)

i=1

In order to show that Eq. (A.19) is a convex program, it remains to show that the Poisson
log-likelihood is convex over its domain (which is convex): {γ ∈ RN , b ∈ Rm |Aγ + b > 0},
where we assume that bi > 0 for i ∈ {1, ldots, m}.
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In the following section we prove the joint convexity of the L with respect to γ and b. First,
we notice the following:
∇γ L = −(1T A)T − AT diag

1 
g,
Aγ + b

(A.21)

where 1 = [1 . . . 1]T ∈ Rm . Therefore,
∇2γ L = AT diag g


1
A.
(Aγ + b)2

(A.22)

Similarly, we have

∇b L = 1 − diag
∇bγ L = diag g
Let D , diag g

1
(Aγ+b)2

1 
g,
Aγ + b

1
A.
(Aγ + b)2


∇2b L = diag g


1
,
(Aγ + b)2

(A.23)
(A.24)

. Then we can write the Hessian of L as follows:








T
T
2
 ∇γ L ∇bγ L A DA A D 
∇2 L = 
=

2
∇bγ L ∇b L
DA
D

(A.25)

We note that D > 0 since Aγ + b > 0. Then clearly D > 0 and we only need to show the
following [26]:
AT DA − AT DD −1 DA  0,

(A.26)

which is trivially satisfied. It follows that ∇2 L ≥ 0 and thus L is convex over {γ ∈ RN , b ∈
RM |Aγ + b > 0}.
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To solve Eq. (A.19) we proceed by transforming Eq. (A.19) into an unconstrained optimization:
min L(γ; g, A, b) + λkγk1,2 + IC (γ),
γ

(A.27)

where IC (·) is the indicator function of C:

IC (γ) =




0



+∞

γ∈C

(A.28)

γ 6∈ C.

Solving Eq. (A.27) using accelerated gradient algorithms requires the proximal operator of
λkγk1,2 + IC (γ), which does not admit a closed-form solution [160]. To tackle this, we utilize
the smoothing technique to approximate w(γ) = λkγk1,2 with a differentiable function, e.g.,
its Moreau envelope [116], and proceed to compute the proximal operator of IC (γ). The
Moreau envelope of w(·) is continuously differentiable, and its gradient is given by:

∇wµ (γ) =

1
(γ − proxµw (γ)),
µ

(A.29)

where proxµw (·) denotes the proximal operator of µw(·). Note that µ is the smoothing
parameter, which controls the accuracy of approximation. Importantly, the Moreau envelope
has a Lipschitz constant of 1/µ.
The proximal operator of IC (·) is given by:
proxIC (γ) = PC (γ),

(A.30)

where PC (·) is the projection operator onto the set C. Noting that C is the intersection of sets
T
C = N
−si rj ≤ pj,i < si rj , j ∈ {x, y, z}}, we can compute Eq. (A.30)
i=1 Ci = {si ≥ 0,
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element-wise as:
proxIC (γi = [si , px,i , py,i , pz,i ]T ) = PCi (γi ).

(A.31)

Note that for r = 1, Ci = {γi | k[px,i , py,i , pz,i ]T k∞ ≤ si }, which is the norm cone associated
with k · k∞ . Unfortunately, the element-wise projection operator in Eq. (A.31) does not have
a closed-form expression. Interestingly, we can approximate the set Ci with a second order
cone Cbi :

Cbi = {γi | k[px,i , py,i , pz,i ]T k2 ≤ rsi },

(A.32)

where we assume for simplicity rx = ry = rz = r. This approximation allows us to obtain a
closed-form expression for the element-wise projection operator:

PCbi (γi ) =

where p = (px,i , py,i , pz,i ).





0





kpi k2 ≤ −si /r

(si , p)






2 si +rkpk2
( si +rkpk
, 1+r2 ·
1+r2

kpi k2 ≤ si r
r
p)
kpk2

(A.33)

kpi k2 > si r,

Although selecting the step size as the inverse of Lipschitz constant of the objective function
guarantees convergence of an accelerated gradient algorithm [16], the speed with which it
converges hinges upon the careful choice of this step size. Moreover, the Lipschitz constant
of the Poisson negative log-likelihood L(γ; g, A, b) is unknown, which poses a challenge for
robust implementation of the algorithm. To tackle this, we employ an adaptive strategy to
ensure robustness of the algorithm and its fast convergence. In particular, we first estimate
an initial step size by computing an upper bound on the Lipschitz constant of the Poisson
negative log-likelihood (Lu ) [78]. We then utilize the backtracking technique to ensure the
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convergence of the algorithm. The resulting structured deconvolution program is summarized
in algorithm A.3.1.
Algorithm A.3.1 Structured deconvolution program
1:

Input: {g, γ0 , b, µ, λ, Lu }

2:

Step 0. Take v1 = γ0 , t1 = 1, and η > 1. Set L0 = Lu /Lt .

. Lt denotes a constant

chosen to initialize the inverse of the step size.
3:

Step k. (k ≥ 1) Find the smallest integer ik > 0 such that with L = η ik Lk−1 :

4:

L(v Lk ) ≤ L(vk ) + [∇v L(vk ) + ∇wµ (vk )]T [v Lk − vk ] + Lkvk − v Lk k22

.

v Lk = PCb(vk − L1 [∇v L(vk ) + ∇wµ (vk )])
5:

Set Lk = η ik Lk−1 and Compute:


6:

∇v L(vk ) = −(1T A)T − AT diag

7:

∇wµ (vk ) = µ1 (vk − proxµw (vk )),

8:

γk = PCb(vk − L1k [∇v L(vk ) + ∇wµ (vk )]),
√
1+ 1+4t2k
,
tk =
2

9:
10:

vk+1 = γk +

tk −1
(γk
tk+1

1
Avk +b

g,

− γk−1 ).

In order to efficiently compute the update steps in algorithm A.3.1 we describe how to leverage the properties of convolution operator. From Eq. (A.7), which represents the imaging
model in 1D, we have:

g(u) =

N
X
i=1

si hθ (u − di ) −

N
X
i=1

si h0θ (u − di )δi ,

(A.34)

which consists of two distinct discrete convolution operations. By assuming periodic end
conditions for s and p, one can show that Eq. (A.34) becomes sum of two N -point circulant
convolutions. Assuming same pixelation on the camera as the object space, i.e., m = N , we
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can re-write these convolution operations in a matrix-vector form according to Eq. (A.14):

g = Φs + Gp,

(A.35)

where Φ ∈ RN ×N and G ∈ RN ×N are now circulant matrices. Without loss of generality, we
focus on computing terms involving Φ. It turns out that Φ =

1
QH ΛQ
N

in which Q is the

N × N discrete Fourier transform (DFT) matrix, QH is the Hermitian transpose of Q, and Λ
is a diagonal matrix with elements equal to the DFT of the sampled PSF, i.e., [hθ (−N/2 −
1), . . . , hθ (N/2)]T . The computation of gradient of the Poisson negative log-likelihood in
algorithm A.3.1 involves two major matrix-vector multiplications, i.e., Av and AT g̃. First,
notice that Av = Φs + Gp. From above discussion, we have Φs =

1
QH ΛQs
N

which can be

efficiently computed by noting that Qs is essentially the DFT of s followed by an elementwise multiplication with Λ in frequency domain and performing an inverse DFT, resulting
in a computational complexity of O(N log(N )). Similarly, AT g̃ = [(ΦT g̃)T ; (GT g̃)T ]T and
that ΦT g̃ = ( N1 QH ΛQ)H g =

1
QH ΛH Qg,
N

which has the same computational complexity of

O(N log(N )).
Similar arguments hold for computing matrix-vector products involving G. In fact, this
extends to 2D and 3D models involving matrices Gx , Gy and Gz , which significantly reduces
the complexity of the algorithm in terms of both memory and computation, especially over
a large field of view.
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A.3.2

Construction of GradMap

In order to demix precise position estimates from brightness estimates we leverage the joint
recovery of molecular parameters by algorithm A.3.1. In particular, recovered position gradients converge to precise positions of molecular blinking events. This observation allows us
to compute a tensor, called GradMap G, in which G(i) represents the degree of convergence
to ith grid point. To construct G at each grid point i from output of algorithm A.3.1 denoted
c i , ∆y
c i , ∆z
c i)
by γf = [sf , pf ]T , we first obtain initial estimates of molecular parameters (ŝi , ∆x

as follows:

ŝi =sf,i · Isf,i ≥s0 (sf,i ),

c i = px,f,i · Is ≥s0 (sf,i ),
∆x
f,i
sf,i
c i = py,f,i · Is ≥s0 (sf,i ),
∆y
f,i
sf,i
c i = pz,f,i · Is ≥s0 (sf,i ),
∆z
f,i
sf,i

(A.36)
(A.37)
(A.38)
i ∈ {1, . . . , N },

(A.39)

where s0 is a small value relative to maximum value of the recovered brightnesses.
Let Ni be a set of grid points surrounding the grid-point i (e.g., in 2D, Ni contains 8 points).
Define the source coefficient, G(i), associated with ith grid point located at [xg,i , yg,i , zg,i ]T as
follows:
c j , ∆y
c j , ∆z
c j ]T
[xg,i − xg,j , yg,i − yg,j , zg,i − zg,j ] [∆x
,
c j , ∆y
c j , ∆z
c j ]T k 2
k[xg,i − xg,j , yg,i − yg,j , zg,i − zg,j ]T k2 k[∆x
P
j∈N ŝj αji
G(i) = P i
.
j∈Ni ŝi
αji =

187

j ∈ Ni ,

(A.40)
(A.41)

Note that αji describes convergence of the position gradients from j th grid point to ith grid
point and G(i) ∈ [−1, 1] measures the local degree of convergence corresponding to ith grid
point. Consequently, the number of activated molecules is obtained from the local maxima
of the GradMap and their initial parameters are calculated by averaging the molecular
parameters in the corresponding neighborhoods.

A.3.3

Adaptive constrained maximum likelihood

Let’s denote the initial estimates by γinit . We define the support of γ as

Supp(γ) = {i | si > 0, i ∈ {1, . . . , N }}.

(A.42)

For accurate and precise recovery, it is crucial to design a robust debiasing algorithm to
minimize |γinit − γtrue |, especially when Supp(γinit ) differs from the true support by more
than a few grid points. To tackle this task, we consider a constrained maximum likelihood
for which at each iteration Supp(γ) is updated such that molecules are matched to their
closest grid points. This adaptive maximum likelihood is summarized in algorithm A.3.2.

A.3.4

Exploiting temporal blinking statistics via GradMap

Let’s denote the GradMap estimated at tth frame by Gt and assume we have T frames in total.
We may think of Gt (i), i ∈ {1, . . . , N }, as the probability of a molecule being activated in a
small neighborhood of ith grid point. In general, molecules that sample the structure within
such a small neighborhood may be activated multiple times during T frames. Therefore,
the spatial information regarding the structure, encoded into G, is correlated over time.
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Algorithm A.3.2 Adaptive maximum likelihood
1:

Input: {g, γinit , b, Linit } . Linit is the estimate of the Lipschitz constant obtained from
algorithm A.3.1

2:

Step 0. Take v1 = γinit , t1 = 1, and η > 1. Set L0 = Linit /Lt .

3:

Step k. (k ≥ 1) Find the smallest integer ik > 0 such that with L = η ik Lk−1 :

4:

L(v Lk ) ≤ L(vk ) + [∇v L(vk )]T [v Lk − vk ] + Lkvk − v Lk k22 . v Lk = PSupp(γk )∩Cb(vk − L1 [∇v L(vk )])

5:

Set Lk = η ik Lk−1 and compute:

6:

∇v L(vk ) = −(1T A)T − AT diag

γk = PSupp(γk )∩Cb(vk −
√
1+ 1+4t2k
8: tk =
,
2
7:

9:
10:

vk+1 = γk +

tk −1
(γk
tk+1

1
Avk +b

1
∇ L(vk )),
Lk v



g,

− γk−1 ).

if DistSupp(γk ) 6= Supp(γk ) then . DistSupp computes the support of γk based on a
minimum distance to the grid points

11:

UpdateSupp(γk )

. UpdateSupp updates the support of γk so that every molecule

matches it closest grid point
12:

end if

Equivalently, if the structure is labeled with enough molecular density such that within a
small neighborhood multiple molecules stochastically fluoresce even once, the same structural
information captured by G is correlated over time.
To leverage this correlated structural information, we apply a pixel-wise temporal autocorrelation [76] on the stack of GradMap to obtain a correlated GradMap Gc :
Gc =
Gc =

T X
T
X

t1 t2 =t1

Gc
max(Gc )
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Gt1

Gt2

(A.43)
(A.44)

Interestingly, we may think of Gc as the probability that ith pixel represents the structure. Put
it differently, Gc assigns a confidence level to each localization that signifies its uncertainty in
representing the ground-truth structure. Based on this observation, RoSE-C eliminates the
localizations such that the corresponding values in Gc are smaller than a threshold, which
represents our tolerance regarding the structural confidence level.
We note that the optimal order of temporal correlation is affected by the underling localization precision. In particular, for low SBR levels such that the FWHM of localization precision
is comparable to grid size we apply a third-order temporal autocorrelation to minimize the
effect of Poisson shot noise.
Given a uniform labeling density and sampling rate, we can set the threshold to be a small
constant value. However, in a real experiment, factors such as non-uniform labeling density
and sampling rate complicate the choice of threshold value. To tackle these challenges, we
utilize simple statistics such as median and average of the correlated GradMap to obtain
robustness. First, we normalize the correlated GradMap by only considering typical pixels.
To this end, we define the median absolute deviation (MAD) of the correlated GradMap Gc
as follows:

MAD = median(|Gc (i) − median(Gc )|),

(A.45)

where i ∈ {1, . . . , N }. We define typical pixels of Gc as follows:
TGc = {i ∈ {1, . . . , N }|Gc (i) < 50 MAD}.
Accordingly, we normalize Gc such that Gc =

Gc
.
max(Gc (TGc ))

(A.46)

Finally, we set the confidence level

of pixel i with Gc (i) ≥ 50 MAD exhibiting much larger auto-correlation to 1. Next, we
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compute the threshold of RoSE-C based on the average confidence levels of all pixels with
confidence greater than 0.1:

thres = 0.1 mean(Gc > 0.1).

A.3.5

(A.47)

Computing the regularizer

To obtain a robust strategy for computing λ in algorithm A.3.1 we first consider Eq. A.19 :

min L(γ; g, A, b) + λkγk1,2
γ∈C

(A.48)

It turns out that for a given {g, A, b} one can obtain an analytical expression for λ? so
that the solution to above problem is γ = 0 [8]. Therefore, λ? serves as an initial value for
computing the optimal λ. Further, a unique aspect of single-molecule localization microscopy
concerns its simple signal model consisting of images of blinking molecules. This simplicity
allows to obtain an iterative strategy to compute an optimal value for λ. For 2D imaging we
first focus on tuning λ for recovering an isolated molecule. Note that in principle we should
specify a reasonable signal-to-background (SBR) level so that λ? can be calculated. Our
results show that SBR= 1 exhibits robustness against false positives (FP) and false negatives
(FN) (see Fig. A.1). The iterative strategy essentially involves decreasing λ starting from λ?
and computing mean FP and FN rates until a satisfactory performance is reached.
To further ensure robustness against PSF overlap, we generate images of two overlapping
molecules and further tune λ around the optimal λ for the isolated case. This simple tuning
strategy ensures robustness against both SBR and various PSF overlaps with a minimal bias
at a separation distance of 0.82 FWHM of the Gaussian PSF (see Fig. A.2).
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Figure A.1 : Detection performance (2D imaging) of RoSE in recovering a molecule located at
various distances from the nearest grid point for a range of SBRs. (a) Jacard. (b) Recall. (c)
Precision. Normalized distance represents the ratio between the distance of a molecule from
a grid point and the distance of that grid point to middle of the grid. The mean background
was set to 40 photons/pixel. For each case, 500 independent frames were analyzed.
We extend the above iterative strategy for 3D imaging with diverse PSFs. To be concrete,
we consider K sampled z planes. We can compute λ? for each plane by restricting the
optimization over individual axial planes to obtain {λ?1 , . . . , λ?K }. Similar to 2D imaging, we
consider isolated image of molecules at various z planes at SBR= 1 to tune λ with respect
to mean FP and FN rates. To ensure robustness against PSF overlaps we further tune λ by
adding a constant term to it. This strategy exhibits robustness against various SBRs and
3D PSF overlaps for the tetrapod PSF (see Fig. A.3 ).
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Figure A.2 : Detection and bias of RoSE in recovering two closely-spaced molecules as a
function of separation distance and SBR. (a) Mean recall in detecting two molecules separated along y axis for various brightnesses. (b) Same as (a) but the two molecules are
separated along x = y. (c) Precision in detecting two molecules separated along y axis for
various brightnesses. (d) Same as (c) but the two molecules are separated along x = y. (e)
Bias in (x1 − x2 ) in localizing two molecules separated along y axis for various brightnesses.
(f) Same as (e) but the two molecules are separated along x = y. (g) Bias in (y1 − y2 ) in
localizing two molecules separated along y axis for various brightnesses. (h) Same as (g)
but the two molecules are separated along x = y. (i) Brightness bias in recovering two
molecules separated along y with mean emission intensities of 500 photons. (j) Same as (i)
but two molecules have mean emission intensities of 1,000 photons. (k) Same as (i) but two
molecules have mean emission intensities of 3,000 photons. (l) Same as (i) but two molecules
are separated along x = y. (n) Same as (j) but two molecules are separated along x = y.
(m) Same as (k) but two molecules are separated along x = y. In (a-m) a mean background
of 40 photons/pixel was used.
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Figure A.3 : Lateral and axial localization bias and precision of RoSE in recovering two
closely-spaced molecules using the tetrapod PSF. (a) Precision and (b) bias along y in
localizing two closely-spaced molecules located at (x1 , y1 ) = (0, 0) nm and (x2 , y2 ) = (0, 142)
nm at an SBR of 3 corresponding to 3, 100 photons detected from each molecule with a
mean background of 40 photons/pixel. Triangles (dotted curve) represent the precision and
bias of localizing molecule 1, while squares (dashed curve) represent the precision and bias
of localizing molecule 2. The ideal limits of localization precision and bias are plotted in
black. A positive bias for molecule 1 indicates a bias toward the second molecule, while a
negative bias for molecule 2 indicates a bias toward the first molecule. (c) Precision and (d)
bias along z in localizing the two closely-spaced molecules in (a,b). (e) Precision and (f)
bias along y in localizing two closely-spaced molecules located at (x1 , y1 ) = (0, 0) nm and
(x2 , y2 ) = (100, 100) nm at an SBR of 3 corresponding to 3, 100 photons detected from each
molecule with a mean background of 40 photons/pixel. Triangles (dotted curve) represent
the precision and bias of localizing molecule 1, while squares (dashed curve) represent the
precision and bias of localizing molecule 2. The ideal limits of localization precision and
bias are plotted in black. A positive bias for molecule 1 indicates a bias toward the second
molecule, while a negative bias for molecule 2 indicates a bias toward the first molecule. (g)
Precision and (h) bias along z in localizing the two closely-spaced molecules in (e,f).
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A.4

Description of image formation model

We consider a uniform labeling density of 0.04 molecules/nm2 on the surface of the cylinders
representing microtubulues. A continuous temporal emission model accounts for stochastic
nature of molecular emission (see Sec. A.4.1). The labeling density together with the temporal emission characteristics, e.g., on rate and mean switching time, impose a mean blinking
density, which represents the average number of active molecules per the area occupied by
the sample. For each molecule, we generated photon counts per burst according to a Poisson
distribution whose mean is proportional to a chosen emission brightness. We model photon
emission without photobleaching in order to directly test algorithmic performance and avoid
image artifacts from insufficient sampling of the biological structure [165]. Additionally, the
number of frames is selected such that each molecule blinks on average once, which ensures
an asymptotic statistical performance analysis.

A.4.1

Temporal emission model for a molecule

Motivated by experimental measurements, we model the temporal emission of a SM as a
continuous-time Markov process Et . We define two states for the process, bright and dark
states, representing a molecule that emits fluorescence in response to an excitation laser,
and a molecule that does not respond to an excitation laser, respectively. We can compactly
describe the process by successive states visited by Et , {X0 , X1 , X2 , · · · }, and the time of
each transition {T0 , T1 , T2 , · · · }. Interestingly, it turns out that {Xn , n ∈ N} forms a Markov
chain and that Ln = Tn+1 − Tn , called the lifetime of Xn , follows an exponential distribution
with parameters depending on Xn [43] (Fig. A.4). We assume an exponential distribution
for number of photons emitted during the bright state. In general, a realized lifetime of the
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bright state may extend more than a single frame. In this case, for each frame that is entirely
or partially covered by the realized lifetime, an exponential random variable is obtained
with a mean equal to the time the corresponding frame contributes to the realized lifetime
multiplied by the emission rate. The emission “intensity” represents the mean emission rate
multiplied by mean lifetime. Consequently, the number of photons for each frame is drawn
from the corresponding exponential distribution.

Relation between mean molecular blinking density and transition rates

Let’s denote the life-time of bright and dark states by lb and ld , respectively. We define
the transition rate from bright state to dark state (dark state to bright state) by koff =
1/lb (kon = 1/ld ). It turns out that the mean switching cycle rate of a SM is given by
kon koff
(kon +koff )

[43]. Therefore, the mean number of molecular blinking events per each frame is

given by:
kon koff
· Tf · TotNum,
(kon + koff )

(A.49)

where Tf is the camera exposure time and TotNum is the total number of molecules labeling
the structure. Finally, the mean molecular blinking density represents the mean number
of molecular blinking events per frame divided by the rectangular area that the sample
structure occupies in the object space.

A.4.2

Simulated images and PSF model

A 3D Gaussian PSF was used [138] to model the imaging system for generating 2D SMLM
datasets. We elected following parameters: (wavelenght) Λ = 550 nm; (numerical aperture)
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Bright
Figure A.4 : Two states Markov chain with exponential transitions.
Each state is characterized by a parameter k = 1l , where l is the mean
koff
kon life-time of that state and that k is the mean rate at which the transition
to the other state occurs. Here, koff denotes the transition rate from the
bright state to the dark state, whereas kon represents the transition rate
Dark
from the dark state to the bright state. The mean switching rate is
koff
given by : (kkonon+k
.
off )
NA = 1.4; (refractive index of immersion oil) n = 1.53; and (defocus) zd = 400 nm. For
each molecule with axial position z, the standard deviation of the corresponding Gaussian
PSF was set to σz =

0.21Λ
.
NA exp(log(2)|z/zd |)

To obtain 3D PSFs, we used a scalar propagation

field derived from the Fresnel approximation [73]. The pixel size of the CCD camera was
set to 58.5 nm. The images were obtained by computing the PSF at a high-resolution grid
of size 5.85 nm and integrating over a pixel size of 58.5 nm. A uniform background of 40
photons/pixel was added to each pixel prior to applying Poisson distributed photon shot
noise.

A.5
A.5.1

Performance metrics
Recall, precision, Jacard, and root-mean-square error

Given a set of localizations and corresponding ground truths for each frame, we first match
each localization to a specific ground truth using Hungarian matching algorithm [31]. Specifically, a matching is acceptable if the distance between the localized molecule and its matched
ground truth is smaller than 6 σCRLB . The detection performance metrics, i.e., the recall,
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precision, and Jacard as well as root-mean-square error (RMSE) are computed based on the
matched pairs. Let TP, FP, and FN denote the number of true positives, false positives, and
false negatives, respectively. We then have [138]

recall =

TP
,
TP + FN

precision =

TP
,
TP + FP

Jacard =

TP
.
TP + FN + FP

(A.50)

The root-mean-square error (RMSE) is calculated across all the matched pairs as follows
[138]:
v
u n 

u1 X
(xi − x̂i )2 + (yi − ŷi )2 ,
RMSE = t
n i=1

(A.51)

where (xi , yi ) and (x̂i , ŷi ) represent 2D coordinates of the ith ground-truth point and its
matched estimate, respectively.

A.5.2

Clustering

To obtain clusters from a SMLM dataset we set the minimum number of localizations per
cluster to 5 [63]. Further, to account for localization precision (σCRLB ) and vesicle size (rv )
we set the search radius to rv + σCRLB . Once clusters are inferred, cluster size is computed
using principal-component analysis (PCA). The axes’ lengths of the clusters correspond to
the square root of the principal components (eigenvalues) multiplied by 2.14, equivalent to
a 97% confidence ellipse.
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A.6
A.6.1

Recovery algorithms
FALCON

Reconstruction using FALCON [111] was performed on MATLAB with FALCON-CPU-rel2
and default parameters (sparsity para= 2.5 and normal speed option) unless otherwise specified. The effectiveness of these parameters were corroborated by analyzing isolated images
of molecules as well as images of two closely-spaced molecules in simulations.

A.6.2

Super-resolution radial fluctuations (SRRF)

Analyses by SRRF [76] were performed using the corresponding ImageJ plug-in. The parameters for SRRF-TRPPM, SRRF-TRAC2, SRRF-TRAC3, and SRRF-TRAC4 were selected
as default values, except for the magnification factor. The dataset presented in Figs. A.9,A.10
were analyzed with a magnification factor of 3, for the datasets in Figs. A.11,A.12 a magnification factor of 6 was used, and for the experimental datasets in Figs. A.15,A.16 magnification factor of 4 was used.
Table A.1 provides detailed comparison of FALCON, SRRF, and RoSE-C in terms of number
of localizations and running time.
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A.6.3

ThunderSTORM

ThunderSTORM’s ImageJ plug-in [127] was used to perform low-density reconstructions
using the integrated Gaussian PSF and maximum likelihood estimation with a fitting radius
of 3 pixels.

A.7

Quantifying structural bias in measuring the separation and apparent labeling density of vesicles
using SRRF and RoSE-C

In this section, we quantify the separation and relative density of recovered vesicles (i.e.,
the number of blinking events or brightness of each vesicle) from simulated SMLM datasets.
A low-density (LD) dataset containing 4 vesicles uniformly-labeled with blinking molecules
(Fig. A.9(a)) was analyzed by ThunderSTORM (Fig. A.9(b)), while RoSE-C (Fig. A.9(c))
and SRRF (Fig. A.9(d)) analyzed a HD dataset with the same total number of blinking
events. To measure the separation between two vesicles, the localizations within the region

dataset

number
frames

Fig. 3.4 500
Fig. A.13 500

of

Running time of various algorithms
field of view number of localizations
running time (s)
(µm2 )
FALCON
RoSE-C
FALCON
SRRF
RoSE-C
3.3 × 3.3
6,853
4,769
135
2.1
229
3.3 × 3.3
12,326
9,778
178
2.5
241

Table A.1 : Running time of FALCON, SRRF-TRAC2, and RoSE-C. Each algorithm was
run on a machine with 20 GB RAM and an Intel® Core™ i7-6700 CPU (3.40 GHz clock).
Both FALCON and RoSE-C are implemented in Matlab.
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of interest (see box in Fig. A.9(b)) were projected onto the x axis and normalized relative
to the total number of localizations.
The projected profiles of the two vesicles (Fig. A.9(e)) remarkably show the robustness of
RoSE-C in accurately resolving the distance between vesicles (−5 nm bias or −3%) and their
relative densities with a normalized visibility of 1 compared to LD imaging (separation bias
= 0.5 nm (0.3%) and normalized visibility = 1). SRRF-TRPPM, which applies pixel-wise
autocorrelation on radiality maps, has a poor visibility of 0.64. Importantly, it exhibits a bias
of −20 nm (−13%) in measuring the separation distance. SRRF-TRAC4, which applies a
fourth-order autocumulant, increases the normalized visibility to 1. However, it incurs a bias
of +40 nm (27%) in measuring the separation between vesicles and exhibits a significant bias
in estimated labeling density. Interestingly, the arrangement of vesicles affects the accuracy
of each SRRF algorithm differently due to non-zero cross-correlation terms in the cumulant
analysis [76] (Fig. A.10). This analysis reveals that the apparent visibility between structures,
which is unity for SRRF-TRAC2, TRAC3, and TRAC4, ignores the structural biases present
in both estimated position and labeling density.
Because the accuracy of cumulant analysis and pixel-wise-correlation improves with an increasing number of uncorrelated frames [170], we have performed simulations to separate the
structural errors from those that are due to an insufficient number of blinking events. Surprisingly, even when each activated molecule blinks, on average, 4.8 times over 480 frames,
the central vesicles appear to shift +20 nm toward the right-most vesicle for SRRF-TRAC4
(Fig. A.11). This shift is minimal for both LD imaging (−8 nm) and RoSE-C (−9 nm).
Additionally, SRRF-TRAC4 overestimates the average labeling density of the two left-most
vesicles by 20%, while it underestimates the labeling density of the right-most ones by 18%
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(Fig. A.12). These observations show that localization errors and biases in measuring labeling density affect one another.

A.8

Role of PSF degeneracy in causing structural biases

To gather insight into the structured mislocalizations in the recovered NPCs using the
tetrapod PSF, we consider overlapping images of molecules located within a small volume [−60, 290] × [14, 219] × [70, 470] nm3 . The image (Fig. A.19) generated by a set
of molecules with various brightnesses and positions can be closely approximated by another
set of molecules of distinct brightnesses and positions. This example illustrates a high degree
of linear dependency [30] of tetrapod PSF sampled within a relatively small region; that is,
multiple arrangements of molecules can generate very similar images on the camera.
This degeneracy fundamentally limits the performance of any sparse recovery algorithm [30]:
it is easier to recover the true signal if there is a small degree of linear dependence between
the columns of the PSF matrix A. If there is a large degree of linear dependence, then
accurate recovery is not guaranteed. However, these theoretical results do not reveal the role
of the structure itself influencing the bias (Fig. A.18).
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Figure A.5 : Bias and precision analysis (2D imaging) of RoSE in localizing a molecule
located at various distances from a grid point for a range of SBRs . (a) Bias along x and (b)
y in localizing a molecule. (c) Brightness bias in localizing a molecule. Localization precision
of RoSE compared to CRB in recovering a molecule for a normalized distance of (d) d= 0,
(e) d=0.33, (f) d= 0.66, and (g) d= 1, respectively. The mean background was set to 40
photons/pixel. For each case, 500 independent frames were analyzed.
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Figure A.6 : Bias and localization precision of RoSE in recovering a molecule using the
tetrapod PSF. (a) Localization precision of RoSE compared to CRB in recovering a molecule
located across a depth range spanning [−1, 1] µm. The precision at each photon count was
obtained by analyzing 200 measurements. (b) Localization bias of RoSE along x (black
triangles), y (cyan squares), and z (grey diamonds) corresponding to measurements in (a).
(c) Brightness bias of RoSE corresponding to measurements in (a). (d) Localization bias of
RoSE as a function of molecule’s distance from the nearest grid point. Molecules were placed
at z = {0 (orange), 300 (red), 600 (green), 800 (purple)} nm. (e) Localization precision of
RoSE along x (triangles) and z (squares) compared to CRB (dashed curve) as a function
of molecule’s distance from the nearest grid point. For each case in (a-e), 200 independent
frames were analyzed and a mean background of 40 photons/pixel was considered.
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Figure A.7 : Structural bias of two crossing microtubules recovered by RoSE (purple) and
FALCON (green). The low, high, and ultra-high densities correspond to blinking densities of
4.9×10−6 , 1.3×10−5 , and 1.9×10−5 molecules/nm2 , respectively. (a) Simulated ground-truth
structure. Color bar: number of molecules per 5 × 5 nm2 . (b) Recovered structure by RoSE
at low-blinking density and mean emission intensity of 3, 000 photons. Color bar: number
of localizations per 5 × 5 nm2 . Inset: Magnified projection of the boxed region onto the axis
transverse to microtubule for RoSE (purple) and FALCON (green). The insets were obtained
by blurring the localizations with a Gaussian distribution with a 2.3 nm standard deviation.
(c) A representative simulated camera frame for high-blinking density and mean emission
intensity of 800 photons. Color bar: number of photons per 58.5 × 58.5 nm2 . (d) Recovered
molecules corresponding to (c) using RoSE and FALCON. The arrows show the direction
of localization errors for FALCON with corresponding magnitudes. (e,f) Mean separation
bias (d-d∗ ) between crossing MTs at various true separations (d∗ ) for low-blinking density,
and mean emission intensities of 3,000 and 800 photons, respectively. (g,h) Mean separation
bias (d-d∗ ) between crossing MTs at various true separations (d∗ ) for high-blinking density,
and mean emission intensities of 3,000 and 800 photons, respectively. (i,j) Mean separation
bias (d-d∗ ) between crossing MTs at various true separations (d∗ ) for ultra-high, blinking
density, and mean emission intensities of 3,000 and 800 photons, respectively. (k) Projected
histogram corresponding to insets in (b). Dashed lines represent the positions of the MTs
walls. RoSE resolves the MTs walls with better visibility than FALCON (57% larger) . Scale
bar: 300 nm.
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Figure A.8 : Eliminating false localizations in recovering simulated packed vesicles using estimated confidence levels. (a-c) Auto-correlated GradMaps for blinking densities
of (a) 2.8 × 10−5 (low-blinking density), (b) 7.1 × 10−5 (high-blinking density), and (c)
10 × 10−5 (ultra-high blinking density), respectively. The auto-correlation order was set to
3 (Eq. (A.44) ). The mean emission intensity was set to 800 photons; the mean uniform
background was set to 40 photons per pixel; and a total of 80 frames were used for reconstruction. (d) Ground-truth structure recovered by ThunderSTORM for the high-blinking
dataset in (b) using frames with isolated blinking events. (e) Recovered structure by RoSE
for the high-blinking dataset in (b). (f) Recovered structure by RoSE-C for the high-blinking
dataset in (b). The threshold level in RoSE-C was set to 0.1. (g-l) Same as (a-f), but the
mean emission intensity was set to 3,000 photons and the auto-correlation order was set to
2. Scale bars: 100 nm.
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Figure A.9 : Bias in measuring vesicle separation and labeling density. (a) Simulated groundtruth structure of four uniformly-labeled vesicles. The mean emission intensity and mean
uniform background were set to 3000 photons and 40 photons per pixel, respectively. Scale
bar: 100 nm. (b) Structure recovered from low-density (LD) frames using ThunderSTORM.
(c) Density map recovered by SRRF-TRPPM. (d) Structure recovered by RoSE-C. Color
bars: (a,b,d) number of localizations per 19.5 × 19.5 nm2 , (c) normalized labeling density.
(e) 1D profile of the two middle vesicles (box in (b)) projected onto the x axis for LD, SRRF
(TRPPM and TRAC4), and RoSE-C. Dotted lines denote the true centers of the two vesicles.
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Figure A.10 : Bias in measuring vesicle separation. (a) Correlated GradMap with pixel size
of 29 nm representing 2 times upsampling of the camera pixel. The GradMap was obtained
via temporal autocorrelation of order 2 and a thresholding value of 0.1. (b) Localization
histograms of RoSE and (c) RoSE-C. (d) Density map obtained using SRRF-TRAC, (e)
SRRF-TRAC3, and (f) SRRF-TRAC2. Color bars: (a) normalized blinking density per
29 × 29 nm2 , (b,c) number of localizations per 29 × 29 nm2 , (d-f) normalized blinking density
per 19.5 × 19.5 nm2 . Scale bar: 100 nm. In (d-f) the magnification factor of SRRF was set
to 3. (g) 1D profile of the two middle vesicles (box in (f)) projected onto the x axis for low
density, SRRF ( TRAC4, TRAC3, TRAC2, TRPPM), and RoSE-C. Dotted lines denote the
true centers of the two vesicles.
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Figure A.11 : Effect of number of frames (or mean number of blinks per activated molecule)
on errors in measuring vesicle separation. (a) Recovered maps by low density, SRRF
(TRPPM and TRAC4), and RoSE-C for a mean number of 1.2 blinks per activated molecules
over 40 simulated frames. Scale bar: 100 nm. (b) 1D profile of the two middle vesicles (box
in (a)) projected onto the x axis for low density (LD), SRRF (TRPPM and TRAC4), and
RoSE-C. Dotted lines denote the true centers of the two vesicles. (c,d) Same as (a,b) but for
a mean number of 1.4 blinks per activated molecules over 80 simulated frames. (e,f) Same as
(a,b) but for a mean number of 2.7 blinks per activated molecules over 240 simulated frames.
(g,h) Same as (a,b) but for a mean number of 4.8 blinks per activated molecules over 480
simulated frames. In (a-h) the magnification factor of SRRF was set to 6 for better accuracy; the mean molecular labeling density, mean blinking density, mean emission intensity,
and mean background were set to 0.035 molecules/nm2 , 4.7 × 10−5 molecules/nm2 , 3,000
photons, and 40 photons/pixel, respectively.
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Figure A.12 : Effect of number of frames (or mean number of blinks per activated molecule)
on errors in measuring normalized labeling density of vesicles. (a) Normalized labeling
density of vesicles numbered 1 to 4 recovered by low density (LD), RoSE-C, and SRRF
(TRPPM and TRAC4) for a mean number of 1.2 blinks per activated molecules over 40
frames. For computing normalized labeling densities, a box centered at each vesicle was
fixed and pixels within that box were integrated. (b) Same as (a) but for a mean number of
1.4 blinks per activated molecules over 80 frames. (c) Same as (a) but for a mean number of
2.7 blinks per activated molecules over 240 frames. (d) Same as (a) but for a mean number
of 4.8 blinks per activated molecules over 480 frames. In (a-d) the magnification factor of
SRRF was set to 6 for better accuracy; the mean molecular labeling density, mean blinking
density, mean emission intensity, and mean background were set to 0.035 molecules/nm2 ,
4.7 × 10−5 molecules/nm2 , 3,000 photons, and 40 photons/pixel, respectively.
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Figure A.13 : Structural bias of microtubules from dense, experimental SMLM images using
FALCON and RoSE-C. (a) Diffraction-limited sum of the SMLM image stack. (b,c) Histograms of localizations obtained using (b) FALCON and (c) RoSE-C. Color bar: number of
localizations per 25 × 25 nm2 . (d) Correlated GradMap obtained by RoSE-C. White arrow
denotes a region containing localizations with low confidence. Color bar: confidence level.
(e) Magnified view of the boxed region in (b) for both FALCON (green) and RoSE-C (orange) and projected line plots along the corresponding dotted white lines. (f) Similar to (e),
but for the boxed region in (c). The green and orange dotted lines in (e) and (f) denote the
double Gaussian fit centers for FALCON and RoSE-C, respectively. The noted separation
distance d between the structures is calculated from the double Gaussian fits. The pixel size
in (e) and (f) is 25 × 25 nm2 . Scale bars: 1 µm.
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Figure A.14 : Structural bias in measuring the separation of microtubules from experimental
SMLM images using FALCON and RoSE-C. (a,b) Histograms of localizations obtained using
(a) FALCON and (b) RoSE-C. Color bar: number of localizations per 25 × 25 nm2 . The
yellow box indicates a sliding window centered at yc of height 120 nm used to obtain double
Gaussian fits. The green and orange curves represent the the measured microtubule structure
computed from the centers of double Gaussian fits. (c) Projection of localizations within the
orange box in (b) onto x axis for FALCON (green) and RoSE-C (orange). The green and
orange dotted lines in (c) denote the double Gaussian fit centers for FALCON and RoSEC, respectively. (d) Distance separating the two microtubules, as measured by FALCON
(green) and RoSE-C (orange) from the green and orange curves in (a,b). Scale bar: 100 nm.
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Figure A.15 : Images of microtubules recovered from HD experimental blinking data using
SRRF algorithms (same data as Fig. S13). Recovered images using (a) SRRF-TRPPM,
(b) SRRF-TRAC2, (c) SRRF-TRAC3, and (d) SRRF-TRAC4. (e,f) Magnified views of the
boxed region in (b) and (d) for SRRF-TRAC2 (magenta) and SRRF-TRAC4 (red). Scale
bar: 1 µm.
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Figure A.16 : Images of a dense network of microtubules recovered from HD experimental
blinking data using FALCON, SRRF and RoSE-C with various parameters (same data as
Fig. 4). Recovered structures using FALCON with a sparsity level of (a) 2, (b) 3, and (c)
4. Recovered structures using SRRF-TRAC2 with a ring radius of (d) 0.35, (e) 0.5, and (f)
1. Recovered structures using RoSE-C with a confidence threshold of (g) 0, (h) 0.1, and (i)
0.15. Scale bar: 100 nm.
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Figure A.17 : Detection performance of RoSE in localizing two closely-spaced molecules using
the double-helix (DH) and tetrapod (TP) PSFs. (a) Recall and (b) precision in localizing two
molecules located at (x1 , y1 ) = (0, 0) and (x2 , y2 ) = (142, 0) nm, receptively. A mean emission
intensity of 3100 photons for both molecules and a mean background of 40 photons/pixel were
used. (c,d) Same as (a,b) but for molecules located at (x1 , y1 ) = (0, 0) and (x2 , y2 ) = (0, 142)
nm, receptively. The tetrapod PSF demonstrates a superior performance compared to DHPSF in resolving two closely-spaced molecules along the y axis.
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Figure A.18 : Effect of sample structure (densely-packed NPCs) on recovery performance of
Tetrapod PSF and the ability of RoSE-C in minimizing structural biases. (a) xy and (b) yz
views of the simulated ground-truth arrangement of 3 NPCs centered at (0, 0, 0), (300, 0,
50), and (200, 200, 130) nm, each consisting of 8 labeling sites equidistantly distributed on
a circle with diameter of 120 nm. The brightest pixel corresponds to the peak of a Gaussian
distribution (standard deviation = 3.5 nm) multiplied by the number of blinking events.
(c) A representative overlapped image, (d) corresponding ground-truth molecules (black
diamonds), and recovered molecules (purple triangles) by RoSE. Color bar: (c) number of
photons per 58.5 × 58.5 nm2 . Scale bars: (a,b) 100 nm, (c) 500 nm, and (d) 100 nm.
(e) Time-trace of GradMap pixels corresponding to the (red box) ground truth and (black
box) falsely-localized molecules in (d). GradMap pixel corresponding to the (red) groundtruth molecule shows larger correlation over 200 frames compared to the (black) flase one.
(f) Recovered structures by RoSE and RoSE-C. For RoSE-C the autocorrelation order and
threshold were set to 2 and 0.1, respectively. Color bar: (f) number of localizations per
12 × 12 nm2 . (g-l) Same as (a-f) but with 3 NPCs centered at (0, 0, 0), (300, 0, 50), and
(200, 200, -130) nm and with different orientations. Interestingly, in (l) RoSE demonstrates
a significantly-increased accuracy compared to (f). Scale bar: (l) 100 nm. In (a-l) a mean
emission intensity of 3, 100 photons and a mean background of 40 photons/pixel were used.
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Figure A.19 : An example of the tetrapod PSF degeneracy. (a(i-iii)) Simulated noiseless
images of individual molecules with various positions and brightnesses and a(iv) their overlapped image. Brightnesses: i) 3, 950, ii) 2, 250, and iii) 5, 200 photons. (b(i-iv)) Simulated
noiseless images of individual molecules with various positions and brightnesses and b((v))
their overlapped image. Brightnesses: i) 1, 100, ii) 3, 900, iii) 4, 800, and iv) 1, 800 photons.
Color bars: number of photons per 58.5 × 58.5 nm2 . Scale bar: 300 nm.
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Appendix B
Dense super-resolution imaging of
molecular orientation via joint sparse
basis deconvolution and spatial
pooling: Supplementary Information

B.1
B.1.1

Supplementary notes
Computing the Fisher information matrix of orientational
second-order moments

Recall that the image of a dipole can be expressed in terms of the second-order moments
vector M ∈ R6 as follows:
f=

6
X
j=1

sB j Mj ,
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(B.1)

where we assume each basis image B j ∈ R2m is pixelated. The recorded image g ∈ R2m is
modeled as a set of 2m independent Poisson random variables with means given by
E[gi ] = (f + b)i ,

i ∈ {1, . . . , 2m},

(B.2)

where b ∈ R2m denotes the background map. We assume both s and b are known or they
are estimated from measurements.
For a set of 2m independent Poisson random variables parameterized by M ∈ R6 , the Fisher
information matrix associated with M is given by:

FIM(M)jk =
=
=

m
X

 ∂f  ∂f 
1
i
l
j
(f + b)i ∂M
∂Mk

i=1
2m
X

s2 Bij Bik
,
(f + b)i

i=1
2m
X

i=1




1
j
k
sBi sBi
(f + b)i

j, k ∈ {1, . . . , 6},

(B.3)

where FIM(M)jk represents the entry in j th row and k th column of FIM matrix. In particular, we can cache the basis images B j and Hadamard products B j
computation of FIM in (B.3).
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B k for efficient

Symbol
r
φ
θ
µ
µx
µy
µz
φ
π
M(Rd )
δ(·)
s
b
q
L
λ
f
(u, v)
P
M
R
λ1
λ2
γ
α
M
B
η
N
ρ
d
∆r
Bx0
By0
m
ν
B
R
C
G
Gm
Nh(·)
Supp(·)
ω, β
I
FIM
F
τ
Z
a

Definition
Position of a molecule in 2D
In-plane angle of a dipole
Out-of plane angle of a dipole
Orientational first moment vector of a dipole
First-moment component along x-axis in Cartesian coordinates
First-moment component along y-axis in Cartesian coordinates
First-moment component along z-axis in Cartesian coordinates
Parameters of a molecule
A discrete measure
Space of discrete measures defined over Rd
Dirac-delta function
Brightness of a molecule
Background
Point-spread function
Loss function
Regularization strength or radius of a cone
Convolved image formed on camera
Cartesian coordinates defined on camera
Probability density describing rotation of a molecule
Orientational second-oder moments matrix
Rotation matrix in 3D
radius of a cone along x-axis
radius of a cone along y-axis
Rotational constraint
Half-cone angle
Orientation second-order moments vector
Basis image corresponding to orientational second-order moments
Brightness scaled second-order moments vector
number of grid points
Half-distance between two adjacent grid points
A grid point
position displacement of a molecule from a grid point
Derivative of B along x coordinate
Derivative of B along y coordinate
Number of pixels in one polarization channel on camera
Stacked joint signal across all bases and grid points
Stacked basis images and their derivatives along x and y
Group sparsity norm
Constraint set
Pooled (scaled) GradMap
Maximum value of scaled GradMap
Denotes all immediate grid points
Defines grid points with a positive brightness
An eigenvector, eigenvalue pair of M
Identity matrix
Fisher Information matrix for M
Fourier transform
Zeroth order leakage strength
A Zernike polynomial
Long axis of DNA

Table B.1 : Mathematical notations
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Figure B.1 : Recovered Zernike modes in calibrating the Tri-Spot PSF using nano-beads. (a)
Recovered (top) weighted sum of Zernike modes at the pupil plane for x- and y-polarization
channels and (bottom) the individual coefficients. The coefficients are estimated based on
Eq. (4.31) and 3 red beads (wavelength of 637 nm) were used as the calibration data. (b)
Similar to (a), but for cyan beads (wavelength of 520 nm). Note that we set the first two
Zernike modes (using Noll indexing) corresponding to lateral shifts to zero.
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Appendix C
Quantifying accuracy and
heterogeneity in localization
microscopy: Supplementary
Information

C.1

Supplementary Note 2: Landscape of the negative
expected log likelihood near a saddle point

In this section, we show how the landscape of the negative log likelihood changes around a
saddle point, which represents a sub-optimal point. For clarity of the discussion, consider
the problem of localizing two closely-spaced molecules. Without loss of generality, let us
assume that they are located at (0, ry∗ ) and (0, −ry∗ ) with equal photon counts. Assuming a
Gaussian PSF model, a noisy realization of their image g ∈ Rm is formed according to the
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Poisson distribution:
 (ui )2 + (vi + r∗ )2 o
n
 (ui )2 + (vi − r∗ )2 
y
y
+
s
exp
−
+ bi ,
µ∗i , A s exp −
2
2
2σ
2σ
gi ∼ Pois(µ∗i ),

i ∈ {1, . . . , m},

(C.1)
(C.2)

where (ui , vi ) are image-space coordinates sampled by the pixels of the camera, A is a known
normalizing constant, σ is the PSF width, b ∈ Rm denotes background, m is the number of
pixels, and Pois represents the Poisson probability distribution.
We further assume that σ, b, and s are known a priori. Therefore, we can write down
the negative Poisson log-likelihood model L, parameterized by an algorithm’s estimated
molecular positions (rx , ry ), and its expectation E over many realizations as follows:





(ui − rx )2 + (vi − ry )2
(ui + rx )2 + (vi + ry )2
µi , A s exp −
+ s exp −
+ bi ,
2σ 2
2σ 2
(C.3)
where i ranges {1, . . . , m}.
L(rx , ry ; g) =

E(rx , ry ) , EL =

m
X
i=1

m
X
i=1

{µi − gi log(µi )}.

µi − E (gi log(µi )) =
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m
X
i=1

µi − µ∗i log(µi ).

(C.4)

(C.5)

By taking the derivative of E with respect to ry we obtain
m

X ∂µi µ∗ ∂µi
∂E
=
− i
and
∂ry
∂r
µi ∂ry
y
i=1
 (u − r )2 + (v − r )2 
∂µi
As(ui − ry )
i
x
i
y
=
−
exp
−
2
2
∂ry
σ
2σ
 (u + r )2 + (v + r )2 
As(ui + ry )
i
x
i
y
.
exp
−
σ2
2σ 2

(C.6)

(C.7)

A similar expression can be obtained for derivative of E w.r.t. rx . It follows that (rx = 0, ry =
0) is an equilibrium point of E and is located at center of (0, ry∗ ) and (0, −ry∗ ). In Fig. 5.2a,
we plot the surface of E for various (rx , ry ) when ry∗ = 35 nm and rx∗ = 0. Interestingly, we
observe that (0, 0) is a saddle point.
As we discussed earlier, when localizing two closely-spaced molecules, image-analysis algorithms often recover a single molecule whose position coincides with the saddle point of the
negative log likelihood (Fig. 1c,ii). This phenomenon can be understood by noting that the
algorithm does not know the number of underlying molecules, in this case two. This lack of
knowledge can fool the algorithm to be trapped into a saddle point. To see this, we plot the
surface of E parameterized only by one molecule (Fig. 5.2b). In this case, interestingly, (0, 0)
is an optimal point and the surface has an upward curvature around it. As can be seen from
Fig. 5.2a, when we perturb the model by adding one more molecule, the seemingly optimal
point (0, 0) now corresponds to a saddle point, signaling its sub-optimality.
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C.2

Supplementary Note 3: Computing WIF

Recall that our main goal is to compute an estimate of T1 , which characterizes the transport
of mass (photons in our case) between the perturbed measure S0 and the solution to the
following problem:

S1 = arg min
S∈M(R2 )

n1
2

W22 (S, S0 )

o
+ L(S) ,

Given such an estimate, we then are able to compute the vector field S∇
WIF according to

WIF =

Z 
S

 
δL
(S) · n dS,
S∇
δS

(C.8)


δL
(S)
δS

and, thus,

(C.9)

where S represents the closed surface on the boundary of a chosen perturbation volume V
and n is the vector normal to S. As stated in Chapter 5, we consider discrete measures,
i.e., point sources, to obtain a discrete version of WIF in Eq. (5.7). As a first task, we start
by showing how to perturb a set of localizations or point sources.
To proceed, we discretize the underlying object space, R2 , into a square grid of N points
separated by 2ρ (Fig. C.1, Tab. C.2). We denote G and {rGi }1:N as the grid and its points,
respectively. Assuming that any two point sources are separated by at least ρ, we then apply
P
a reparameterization trick such that any discrete measure M = N
i=1 si δ(r − ri ), that is, a

collection of N point sources located at {r1 , . . . , rN } with brightness {s1 , . . . , sN } , can be
written as

M=

N
X
i=1



s[i] δ r − (rG[i] + ∆r[i] ) ,
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(C.10)

with grid point index [i] ∈ {1, . . . , N } and the distance from the point source to the nearest
grid point ∆r[i]

2

≤ ρ (Fig. C.1).

Perturbing a set of localizations

Let M̂ =

PN̂

i=1

ŝi δ(r − r̂i ) be the localization estimates corresponding to N̂ molecules fed

to the confidence mapping algorithm. We can equivalently represent these estimates using


P
P
our constructed grid as M̂ = N̂
ŝ
δ
r
−
(r̂
+
∆r̂
)
. We assume that ŝ = N̂
G
[i]
[i]
i=1
i=1 ŝ[i]
[i]

equals the total mass of (i.e., photons detected from) the ground-truth sources. The perturbed measure M0 is defined as
P(M̂) = M0 ,

N̂  X
8
X
i=1

j=1


ŝ[i,j] δ(r − r̂G[i,j] ) ,

(C.11)

where ŝ[i,j] = ŝ[i] /8. Eq. (C.11) states that for each point source in M̂, we redistribute
its photons to 8 point sources located at the closest neighboring grid points represented as
{r̂G[i,1] , . . . , r̂G[i,8] } (Fig. C.1). For convenience, we index these points as Nh([i]) = {[i, 1], . . . , [i, 8]}.
This perturbation M0 thus has symmetric distributions around the original point sources
M̂.
As mentioned, we are interested in a unique map that describes the transport of mass between
two measures. One way to achieve this is to directly regularize mass transportation. To this
end, we consider a local constraint on M as
C = {(si , ∆ri ) | k∆ri k2 ≤ ρ, i ∈ Supp(M0 )},
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(C.12)


S
where the support Supp(M0 ) is defined as j ∈ {1, · · · , N } | j ∈ N̂
i=1 Nh([i]) . Effectively,

this constraint forces each point to be transported along a unique trajectory in a local
neighborhood of the unperturbed source. We propose to solve the following regularized
one-step dynamical process:

M1 = arg min

M∈M(R2 )∩C

n1
2

o
W22 (M, M0 ) + L(M) .

(C.13)

In order to solve for Eq. (C.13) efficiently, we propose to bound W22 (M, M0 ) from above
with a group-sparsity norm. We will show that such a relaxation allows us to derive a convex
program for approximating M1 .

Bounding the square of Wasserstein distance
Our goal is to show that ∀M ∈ M(R2 ) ∩ C we can bound W22 (M, M0 ) from above with
N̂ X
8 q
X
2
s2[i,j] + s2[i,j] ∆r[i,j] 2 ,

(C.14)

i=1 j=1

so long as ∆r[i,j]

2
2

≤

q
2
1 + ∆r[i,j] 2 . We note that this assumption can be easily sat-

isfied by appropriately scaling 2ρ, the separation between grid points, in the object model
(Fig. C.1).

First, we notice that using our reparameterization trick in Eq. (C.10), any measure M ∈


P  P8
M(R2 ) ∩ C can be represented as M = N̂
s
δ
r
−
(r
+
∆r
)
such that
G[i,j]
[i,j]
i=1
j=1 [i,j]
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PN̂ P8
i=1

j=1

s[i,j] = ŝ, that is, detected photons are preserved. Therefore,

W22 (M, M0 )

≤
≤

N̂ X
8
X

s[i,j] ∆r[i,j]

2
2

(C.15)

i=1 j=1

N̂ X
8
X
i=1 j=1

q
s[i,j] 1 + ∆r[i,j]

2
2

N̂ X
8 q
X
2
=
s2[i,j] + s2[i,j] ∆r[i,j] 2 ,

(C.16)

(C.17)

i=1 j=1

where the first inequality in Eq. (C.15) follows from the definition of Wasserstein distance
and the second inequality in Eq. (C.16) is the consequence of our assumption. Notice that
Eq. (C.17) may be recast as a group-sparsity norm:
N̂ X
8 q
X
s2[i,j] + s2[i,j] ∆r[i,j]
i=1 j=1

2
2

N q
X
s2i + s2i k∆ri k22 , R(M),
=

(C.18)

i=1

where it is assumed that si = 0 for grid index i that do not contain perturbed sources, i.e.,
{si = 0 | i ∈
/ Supp(M0 )}.

Confidence quantification via convex programming

We re-write the objective objective function in Eq. (C.13), bounding E(M) from above:
1
E(M) = W22 (M, M0 ) + L(M) + IC (M)
2
1
≤ R(M) + L(M) + IC (M),
2
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(C.19)
(C.20)

where IC represents the indicator function of the constraint set C:

IC (M) =




0,

if M ∈ C



∞, otherwise

.

(C.21)

Based on this observation, we consider the following regularized one-step dynamical process:

M1 = arg min

M∈M(R2 )

n1
2

o
R(M) + L(M) + IC (M) .

(C.22)

Fortunately, Eq. (C.22) is a convex program that can be efficiently solved using optimization
techniques developed in Ref. [110] and detailed in Ref. [108].
We observe that we can write M1 =

M1 =

PN̂  P8
i=1

N̂  X
8
X
i=1

j=1 s̃[i,j] δ r − r[i,j]

j=1



by our construction as:



s̃[i,j] δ r − (r̂G[i,j] + ∆r̃[i,j] ) .

(C.23)

Comparing the expressions of M1 and M0 we deduce that, assuming ŝ[i,j] = s̃[i,j] , the displacement T1[i,j] − r[i,j] in transporting M1 to M0 is simply given by −∆r̃[i,j] , the backward
displacement vector at each grid point. Recall in calculating WIF as in Eq. (5.7), we may

δL
replace ∇ δM
(M) (r) with v(r) ≈ [T1 (r) − r] /. Consequently, we can compute an approximate WIF, i.e., localization confidence, for the ith molecule as follows:
Z 

 
δL
(S) · n dS,
δS
PS8
j=1 ŝ[i,j] ∆r̃[i,j] 2 · cos(ζ[i,j] )
≈
,
P8
ŝ
∆r̃
[i,j]
[i,j]
j=1
2

WIFi = ci =

S∇
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(C.24)
(C.25)

where

cos(ζ[i,j] ) =

T
(r̂[i] − r̂G[i,j] )
∆r̃[i,j]

∆r̃[i,j]

2

r̂[i] − r̂G[i,j]

,

(C.26)

2

r̂[i] is the original estimated position of ith molecule, i ∈ {1, . . . , N̂ }, and T denotes the
transpose operator of a matrix. We call ζ[i,j] the transport angle as it represents the angle
between the estimated source molecule and displacement from r̂G[i,j] (Fig. C.1).

C.2.1

Extending WIF to 3D SMLM

A natural extension of WIF to 3D imaging involves locally perturbing an estimated molecule
within a small volume. Since the optical PSF is not shift-invariant along z as it is along x and
y, such a strategy requires the PSF model to be computed individually for each molecule
in the imaging volume, thereby complicating the computation. With this complexity in
mind, we consider a variant of WIF in 3D that lends itself to an efficient algorithm, which is
identical to that of WIF in 2D. Specifically, we capitalize on the observation that an accurate
localization in 3D should not only be stable w.r.t. a volumetric perturbation but should also
be stable w.r.t. perturbation within the xy plane. Therefore, for any 3D localization, WIF
performs a 2D (in-plane) perturbation similar to Eq. C.11, in which each perturbed source
molecule maintains the same axial position of the original estimated molecule.

Local perturbation in 3D

Similar to the 2D case, we perturb a set of localizations M̂ by introducing a small distortion
in the positions and brightnesses of the molecules in M̂ to produce another set of localizations
230

M0 :
M0 =
where

P8

j=1

N̂ X
8
X
i=1 j=1

ŝ[i,j] δ(r − r̂[i,j] ),

(C.27)

ŝ[i,j] = ŝ[i] and r̂[i,j] is one of the 8 neighboring grid points of r̂G[i] (Figure C.1)

such that r̂[i,j] |z = r̂i |z , that is, each perturbed molecule located at r̂[i,j] and the original
molecule located at r̂i have the same axial position. We next solve a regularized transport
problem (Eq. C.22) assuming that the PSF in the negative log likelihood (L) is evaluated at
z = r̂i |z .

C.2.2

Accounting for pixel-dependent readout noise for sCMOS
cameras

In contrast to EMCCD cameras, in which the readout noise can be effectively neglected
due to large amplification gain, the readout noise in sCMOS cameras can be significant,
especially in cases where the background is only a few photons per pixel [?]. The probability
distribution of photon counts in each pixel may be modeled as a convolution of Poisson shot
noise with a Gaussian distribution due to readout noise. Therefore, a simplified Poisson noise
model, which ignores the readout noise, may produce sub-optimal localizations. Fortunately,
we can still approximate the convolved distribution using a shifted Poisson distribution as
described below.
Recall that the expected number of photons detected at pixel i is denoted by µi . We further
denote the variance of the readout noise at pixel i by vari . Then one can show that the
following (approximately) holds:

µi + vari ∼ Pois(µi + vari ),
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(C.28)

where Pois(·) denotes the Poisson distribution [85]. We stress that WIF quantifies the accuracy of a localization algorithm and a computational model, which includes noise statistics.
In particular, if in some applications the readout noise is significant, we may use an augmented formulation of WIF according to Eq. (C.28), which uses the Poisson negative log
likelihood in its objective function.
An interesting and useful application of WIF could be to compare the accuracy of two
localization algorithms that use different noise models. Specifically, we consider an imaging experiment where there exists a pixel-dependent readout noise, which models a typical
sCMOS camera. We consider a camera whose pixels exhibit a Gaussian-distributed readout
noise with a standard deviation of 1 photon, except for one pixel located near the center
of the field-of-view that has a standard deviation of 20 photons (Fig. C.16b). We generate
200 images of a SM (Fig. C.16a) in which each realization is obtained by summing two images, one that is sampled from a Poisson distribution whose expected number of photons is
given by the ideal microscope PSF and the other one sampled from a Gaussian distribution
matching the camera’s readout noise map. In each noisy image, we set all pixels with values
smaller than or equal to 0 to 0.0001. We then use RoSE to localize the SM with the Poisson
noise model (simplified), which ignores readout noise, as well as the sCMOS noise model in
Eq. (C.28). As shown in Fig. C.16, the localization precision and accuracy obtained using the
sCMOS noise model is significantly better than those obtained via the Poisson noise model.
We next compute the corresponding WIF scores using the sCMOS noise model, revealing
that the simplified noise model produces localizations with an average WIF of only 0.65,
while the sCMOS noise model has a WIF average of 0.75. These results demonstrate that
WIF is able to quantify the superiority of a noise model.
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However, if WIF algorithm uses the same noise model as the localization algorithm, albeit
simplified one, the WIF algorithm may overfit and produces higher values for simplified
noise model despite having worse precision and accuracy. To quantify this behavior, we
use the simplified noise model in WIF algorithm to analyze the localizations in Fig. C.16b.
As shown in Fig. C.16e, we see that the distribution of confidences for the simplified case
is better (mean confidence 0.63 versus 0.51) but still worse than the distribution obtained
using the sCMOS noise model.

C.2.3

Choosing parameters

In computing WIF, we specify a grid G in object space that defines our perturbation M0
of the molecule parameters M̂ obtained from an SMLM algorithm, as described above
(Fig. C.1). We intuitively choose the grid spacing 2ρ to be comparable to the localization precision, as we are interested in quantifying some parameters related to the variations
in the likelihood landscape. Additionally, since we are interested in detecting errors in highdensity SM localization, we note that ρ needs to be selected such that the perturbed sources
associated with two closely-located molecules are separated. Fortunately, since practically
it is not possible to localize two closely-located sources below 100 nm for typical SMLM
SNRs, our choice of ρ (tens of nanometers) does not present a bottleneck. Finally, due to
our implementation of WIF, we choose a small ρ comparable to localization precision to
avoid errors caused by PSF approximation (see Supplementary Note C.2.4 and Fig. C.2).
We elect 2ρ = (image pixel size)/k for some integer k > 0 (Tab. C.2).
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Another consideration is the choice of  in Eq. (C.22). Note that we can rewrite Eq. (C.22)
as:
n
o
M1 = arg min νR(M) + L(M) + IC (M) ,

(C.29)

M∈M(R2 )

where we have defined ν = 1/(2). In essence, ν relates to our degree of uncertainty in
M0 , i.e., the perturbed localizations. For large ν, we have little uncertainty in M0 and the
solution to Eq. (C.29) is simply M0 . On the other hand, if we expect that M0 is uncertain,
or equivalently, the unperturbed localizations M̂ are uncertain, we may choose a small value
for ν. Our simulation results show that when localizations are accurate, WIF is not so
sensitive with respect to the choice of ν (Fig. 5.8a). However, for inaccurate localizations
WIF can be sensitive to ν (Fig. 5.8b). As mentioned in Chapter 5, such a property can be
exploited to obtain a degree of stability for WIF, which improves the detection performance
of WIF. In particular, we can compute WIFs at various regularizer strengths and compute
median absolute deviation (MAD) and median statistics. The drawback of this methods
is that it may not be computationally efficient. Therefore, we may tune ν based on some
training data.
In this paper, we use isolated images of molecules generated from a vectorial image-formation
model or obtained via control experiments (Methods) as training data. We used a simple
tuning method as depicted in Fig. C.17 for optimizing the regularizer strength. Concretely,
we generate 500 images of an isolated molecule with expected brightness and background
according to the experimental conditions. Next, we localize these molecules using RoSE.
Next, we add position errors, which are randomly selected within [33, 66] nm, to localizations
obtained by RoSE. We denote these corrupted localizations as inaccurate ones while call those
obtained by RoSE as accurate ones. Next, we feed both types of localizations, accurate and
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inaccurate, to the WIF algorithm using various regularizer strengths. Using a WIF threshold
of 0.5, we classify the localizations with WIF greater than 0.5 as accurate and those with
WIF less than 0.5 as inaccurate. Based on these classified localizations, we compute the
Jaccard indices for each regularizer strength. Finally, we select the regularizer strength with
the maximum Jaccard index as the optimal one. Note that we have found that 0.1 for ν
generally works well for various experimental conditions. We list all the parameters used for
computing WIF in Tab. (C.2).

C.2.4

PSF model

In order to efficiently solve the optimization problem in Eq. (C.29), we use a first-order
approximation of the exact PSF, as in Ref. [110]. Recall that for any M ∈ M(R2 ) we have:
M=
where ∆r[i]

2

N
X
i=1



s[i] δ r − (rG[i] + ∆r[i] ) ,

(C.30)

≤ ρ. Given these molecular parameters M ∈ M(R2 ) and the integrated PSF

qc,j (r) of a molecule located at position r (see Methods), the resulting intensity µj , that is,
the expected number of photons detected in camera pixel j ∈ {1, . . . , m}, can be written as
µj =
=

N
X

i=1
N
X
i=1



s[i] qc,j rG[i] + ∆r[i] + bj




s[i] qc,j rG[i] +

0
s[i] qc,j



(C.31)



2
rG[i] ∆r[i] + s[i] O ∆r[i]
+ bj ,

(C.32)



0
where qc,j
rG[i] denotes the derivative of qc,j with the respect to position evaluated at


2
rG[i] and O ∆r[i]
represents the residual error in the Taylor expansion of qc,j . In our
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implementation, we drop the residual term in Eq. (C.32) and only consider terms up to first
order:
µj =

N
X
i=1





0
s[i] qc,j rG[i] + s[i] qc,j
rG[i] ∆r[i] + bj .

(C.33)

Due to this model approximation, for molecules whose positions are within the grid, their
confidences are slightly reduced, but still remain above 0.8 (Fig. C.2). Note that Eq. (C.33)
can be readily extended to 3D.

C.2.5

Quantifying the stability of WIF

We propose to quantify the stability/variance of a WIF estimate by computing WIF values
at various regularizer strengths. Let ci (νj ) be the estimated WIF at the regularizer strength
of νj (see Eq. C.29). We consider a range of regularizer strengths [0.06, 0.12] and compute
WIFs for a set of νj (typically 10-13 values for ν). We next compute the mean absolute
deviations (MAD) of the estimated WIFs and obtain an estimate for the standard deviation
of WIF as 1.48 × MAD.

C.2.6

Implementation and computational complexity

The main computational task in computing WIF is solving Eq. (C.29). As detailed in Ref.
[110], we can efficiently solve this convex optimization problem using accelerated proximal
gradient algorithms, which are iterative methods. Therefore, the main computational cost
is computing the gradients of L in Eq. (C.29). Assuming a square input image with size
√
√
m × m pixels, it can be shown that such gradients can be computed with O (m log2 (m))
cost using the fast Fourier transform.
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Here, we use a simple implementation of our algorithm from Ref. [110] in Matlab (R2018a)
on a desktop computer with 20 GB RAM and an Intel® Core™ i7-6700 CPU (3.40 GHz
clock). We plot the execution time of computing WIF for various densities and two image
sizes in Fig. (C.15). In the future, our implementation can be accelerated exploiting massive
parallelism (e.g., segmenting a large field of view into smaller images and analyzing multiple
frames simultaneously via graphical processing units).
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C.3

Supplementary Note 4: Localization softwares

ThunderSTORM [127]. For analyzing all datasets via the ThunderSTORM plugin in ImageJ [143], we used Wavelet filter (B-Spline) (scale= 2, order= 3), local maximum selection
with a threshold of 1.2× std(Wave.F1), nmax = 3 (maximum number of molecules within
the fitting area), and an integrated Gaussian PSF. We used fitradius= 4 (Figs. 5.1, 5.15, 5.18,
C.5, 5.4, 5.5) and fitradius= 3 (Figs. 5.13, C.9). For Fig. 5.11, we enabled multi-emitter
analysis with a p-value of 10−6 .
RoSE [110]. The regularizer parameter was empirically set to 0.19 (Figs. 5.1, C.2, C.3, C.5,
5.4, 5.5, 5.7-5.11), 0.3 (Figs. 5.13, C.9), 0.08 (Figs. 5.14, C.12g), 0.21 (Figs. 5.15, 5.18, 5.12,
C.9), and 0.15 (Figs. C.4, 5.6, C.8), 0.3 (Fig. C.10), and 0.18 (Fig. C.12b,c,f).
FALCON [111]. We used the default settings of FALCON software (Figs. 5.11, 5.12).
SQUIRREL [49]. We used default settings of the SQUIRREL plugin in ImageJ. The resolution scaling function (RSF), equivalent to the PSF, was estimated by SQUIRREL directly
on the low-density blinking data (Fig. 5.12).

C.3.1

Optimizing fitting routines within RoSE

Here, we provide a description of fitting routines within RoSE. In particular, we focus on second stage of this algorithm in which an adaptive, constrained maximum likelihood problem
is solved. Let us define some notations for ease of discussion (Tab. C.2).
When localizing molecules within noisy images, an initial estimate γinit may happen to be
far from the true parameter, e.g., the position of a molecule. In these scenarios, an algorithm
that constructs a local PSF model around current estimate should adaptively update this
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Table C.1 : Mathematical notations used in RoSE
Notation

Definition

N
s ∈ RN
∆x ∈ RN
∆y ∈ RN
∆z ∈ RN
γ = [s, ∆x, ∆y, ∆z] ∈ R4N
γinit
L(γ)
∇Lγ (v)
Supp(γ)
DistSupp(γ)

number of grid points
brightnesses at grid points
position offsets along x at grid points
position offsets along y at grid points
position offsets along z at grid points
all parameters at grid points
an initial estimate
the negative log likelihood evaluated at γ,
the derivative of the negative log likelihood w.r.t. γ,
the set of grid points that contain one molecule
computes the set of nearest neighbor grid points
(i.e., have minimum distance) to each localized molecule
updates the support of γ so that every molecule is assigned
its closest grid point
step size
iteration number
backtracking parameter

UpdateSupp(γ)
to
β ∈ R+
t
η>1

model (i.e., the object support), thereby enabling precise and accurate localization. In
particular, RoSE builds local PSF models around grid points that contain a molecule and
minimizes L(·) in the neighborhood of each of those points. Therefore, an adaptive step is
introduced in RoSE to adjust the current support Supp(γ) to match the closest grid points.
Concretely, the fitting routines of RoSE can be described in Alg. C.3.1.

239

Algorithm C.3.1 Solving an adaptive, constrained maximum likelihood problem within
RoSE
1: Input: {γinit , βinit }
2:

Step 0. Take v1 = γinit , t1 = 1, and η > 1. Set β0 = βinit .

3:

Step k. (k ≥ 1) Find the smallest integer ik > 0 such that with β = η −ik βk−1 :

4:

L(v βk ) ≤ L(vk ) + [∇v β(vk )]T [v βk − vk ] + βkvk − v βk k22

. v βk is a test parameter.

Set βk = η −ik βk−1 and compute: ∇v L(vk ),
√
1+ 1+4t2k
6: tk =
,
2

5:

tk −1
(γk
tk+1

− γk−1 ).

7:

vk+1 = γk +

8:

if DistSupp(γk ) 6= Supp(γk ) then

9:
10:

UpdateSupp(γk )
end if

In principle, this procedure should work when RoSE’s PSF model matches the physical
imaging system. However, by introducing such an adaptive step, the program in Alg. C.3.1
is no longer convex and thus may not converge in a given iteration budget, especially in
the face of model mismatch. To avoid possible instabilities, we can simply allocate half
of our iteration budget to adjusting the support of the parameters and run the remaining
iterations without updating the support, thereby making sure the program is convex and
convergence is guaranteed. In Chapter 5 and this Appendix, we refer to the (older) version
with support update during all iterations [110] (Chapter 3) as non-optimized RoSE and
the aforementioned hybrid version simply as RoSE. For a comparison of the two algorithms
on experimental 3D SMLM data of microtubules, please refer to Fig. C.12.
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C.4

Supplementary Note 5: Background estimation

For the synthetic and experimental microtubule SMLM datasets (Figs. 5.13, 5.14), we used
an iterative estimation algorithm based on the Wavelet transform with a wavelet level of 6
and the db6 basis family [69]. For the TAB datasets (Figs. 5.15, 5.18, 5.16-5.19), we averaged
(spatially and temporally) the detected photons across all frames in a 20 × 20 pixel2 region
near the fibril but away from any Nile red blinking events. Assuming spatial uniformity, we
used this average photon flux as our estimate of the background for localizing SMs (RoSE)
and for computing WIF.
For the 3D microtubule dataset (Fig. 5.14), we first localize the Gaussian-like lobes of the
DH-PSF images by using ThunderSTORM (2D Gaussian fitting with an initial σ of 256 nm
and a fitting radius of 640 nm). Next, we remove the detected signal photons from each SM
by setting all pixels to NaN (not a number) within a square window (5-pixel side length)
centered at each localization. Next, we fit each row and column of the image independently to
a 1D Gaussian function, ignoring the NaN entries from the previous step, to obtain a nonsmooth background estimate. Finally, we smooth the background using Wavelet filtering
with a wavelet level of 4 and the db6 basis family.
Finally, in the special cases of images of isolated molecules (Fig. C.12a-c) or beads (Fig. C.11),
we average nearby pixels (chosen by hand corresponding to background) in order to estimate
the photon flux and background.
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C.5

Supplementary Note 6: Localization confidence of
an isolated molecule

We assess the performance of WIF by analyzing images of fluorescent molecules, generated
using a vectorial image formation model [10], having various hidden physical parameters such
as defocus and rotational mobility. As a baseline, we fix the PSF model in our confidence
analysis to that of an isotropic molecule with zero defocus. To determine our confidence
metric’s robustness to shot noise, we use RoSE [110] to localize an isotropic emitter from 200
noisy, independent realizations of its image for a wide range of detected photons. Computing
WIF for these localizations, we observe that the confidences are mostly close to 1 for all
photon counts, taking values in [0.95, 1] (Fig. C.3). There is a slight reduction in estimated
confidences for large photon counts, most likely due to the first-order approximation in our
PSF model (Supplementary Note C.2.4, Fig. C.2). Furthermore, we conduct similar analysis
for WIF3D using the DH-PSF [131]. To this end, we use RoSE to analyze 300 noisy images
of an isotropic emitter whose z-position is randomly chosen within [−400, 400], which is
fixed for all SNRs (Fig. C.4). We observe that for all considered brightnesses, the median of
confidences attain values above 0.8. In addition, as the brighntess increases, the standard
deviations of the confidences decrease, which is expected. We note that the discrepancies
between WIF2D and WIF3D may be due to our formulation of WIF3D.
Next, we quantify how hidden variables that are not accounted for within the model affect the
confidences. For a dim molecule (800 photons and 20 background photons/pixel) at modest
defocus values (z ∈ [0, 200 nm]), we observe that the confidences mostly remain above 0.9
(Fig. C.5a,b). As defocus increases beyond 200 nm, approximately 50% of localizations
exhibit confidence lower than 0.9. In particular, for z = 300 nm, the median confidence
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decreases to 0.62, a reduction of approximately 40% from z = 0 (Fig. C.5a). Our confidence
metric is remarkably more sensitive to defocus compared to estimates of normalized PSF
width (w.r.t. the PSF width at focus), which fluctuate mostly within 10% of their nominal
values. For z = 300 nm, the median width reduces somewhat counter-intuitively by 13%
from its nominal value (Fig. C.5a), most likely because of the low SNR.
To explore how shot noise affects WIF and width estimates, we consider a bright molecule
(2000 photons) (Fig. C.5d). Interestingly, as soon as the defocus increases beyond 140 nm,
the confidences sharply drop below 0.9 such that at z = 200 nm the median confidence
approaches 0.3. In contrast, normalized width estimates remain mostly within 5% of their
nominal values with their medians consistently close to 1 (Fig. C.5c). Therefore, WIF even
detects subtle defocus-induced model mismatches for brighter molecules with sufficient SNRs.
Next, we study how well WIF can quantify dipole-induced imaging errors, further exacerbated by defocus. We consider a molecule inclined at 45◦ with respect to the optical axis
and with various degrees of rotational motion: effectively unconstrained or isotropic (uniform
rotation within a cone of half angle α = 90◦ ), moderate confinement (α = 30◦ ), and strong
constraint (α = 15◦ ) (Fig. 5.4c). For a photon count of 1000, notably, we observe consistent
decreases in median confidences (below 0.85) for both α = 30◦ and α = 15◦ across all z, while
for the isotropic molecule, the median confidence drops below 0.9 only for z greater than 160
nm. In addition, confidences for α = 15◦ are smaller than those of α = 30◦ , which shows
our confidence metric’s consistency, trending smaller as the degree of mismatch increases
(Fig. 5.4a). On the other hand, normalized width estimates are practically indistinguishable
for all α and z values (Fig. 5.4b).
We next consider a brighter molecule (2000 photons) (Fig. 5.5c), and observe that confidences
for both α = 30◦ and α = 15◦ significantly decrease below 0.5 for almost all z positions
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(Fig. 5.5a). Surprisingly, the normalized width estimates for α = 30◦ and α = 15◦ converge
to their nominal (in focus) value as z approaches 200 nm (Fig. 5.5b).
Lastly, we validate WIF in 3D using the Double-Helix 3D PSF (DH-PSF) [131] and quantify
3D confidences in the presence of refractive index mismatch between the imaging medium
and the sample (Tab. C.2, Fig. 5.6). Concretely, we compute the DH-PSF model assuming
a perfect match between the refractive indices of the medium and the sample (refractive
index=1.51) and use this PSF model for 3D localizations using RoSE as well as for computing
the WIFs or confidences. Next, we generate DH-PSF images with the sample refractive
indices chosen within the range [1.3, 1.51]. Specifically, for each elected sample refractive
index, we simulate 300 isolated images of a molecule (brightness 4000 photons) with its zposition randomly chosen within [−400, 400] nm. We set the background to 20 photons per
pixel and it is assumed to be known a priori in computing WIF.
When the refractive index of the medium is matched to that of the sample, we observe
high confidences for RoSE’s localizations (median 0.91, Fig. 5.6). As the sample refractive
index decreases to 1.3, the median of the confidences also drops to 0.64, signaling inaccurate
localizations. Indeed, examining the axial errors between the estimated z-positions and the
ground-truth ones, we see a high correlation between the axial localization errors and the
corresponding confidences (a Pearson correlation of 0.97).
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C.6

Supplementary Note 7: Effect of SNR on the performance of WIF in detecting position and brightness inaccuracies

To study the limitations of WIF versus SNR, we first generate images of a SM at various
SNRs (each 200 realizations) and localize them using RoSE. Next, we add an offset position error of 11.7 nm to the x position of localized molecules and feed them to the WIF
algorithm. Intuitively, we expect that below certain SNR, the likelihood landscape becomes
uninformative and thus causes the “regularized transport” to prefer sparser solutions whose
transport trajectories are mostly aligned with the position of the original source. In particular, position errors that are comparable to the achievable localization precision, especially at
low SNRs, cannot be detected by WIF (Fig. 5.7). In addition, as the SNR increases, WIFs
converge to small asymptotic values slightly below 0 (Fig. 5.7). Note that 0 is expected as
approximately half of the transport trajectories converge toward the unperturbed estimate.
We next vary the level of the offset error according to the achievable precision at each SNR.
We find that when the offset (position) error is beyond three times the achievable localization
precision, WIF is able to detect inaccurate localizations with a classification/detection accuracy greater than 80% using a WIF threshold of 0.5. The achievable localization precision
is computed according to a formula in Ref. [135]. In particular, the best lateral localization
precision can be approximated as the square root of
∆x2 =
τ=

2

2

σ + a /12
s

1 + 4τ +

2πb(σ 2 + a2 /12)
,
sa2
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r

2τ
1 + 4τ

!

, where

(C.34)

a is the camera pixel size in object space, s is the brightness of a molecule, b is the background
photons per pixel, and σ is the width of the Gaussian spot. A similar expression for the best
precision of brightness, i.e., s, can be derived [135]:
2



∆s = s 1 + 4τ +

r

τ
14(1 + 2τ )



.

(C.35)

Next, we study the limitations of WIF versus SNR to quantify errors in estimating the
expected brightness of a molecule. Such a scenario can happen due to various aberrations in
the PSF. We consider two types of aberrations: defocus and astigmatism. To model defocus,
we generated 200 images of a molecule located at (0,0,180 nm) with various brightnesses and
a background of 20 photons per pixel (Fig. C.6d). We used RoSE with a PSF computed
at focus to localize molecules. As the brightness increases, the error in estimating the
brightness also increases as the greater number of photons diffuse around the molecule. The
results indicate WIF values significantly decrease below 0.5 as soon as the brightness error
increases beyond 477 photons. Note that for high SNR, e.g., brightness of 7000 photons,
WIF approaches -1. This is expected because all of the transport trajectories tend to diverge
from the original localization, which is at the center of grid (Fig. C.6c).
For astigmatism aberration, we generated images of molecule located at (0,0,50) nm with
a small oblique astigmatism (Fig. C.6h). We observe overall similar behavior for WIF as
in the case of defocus aberration. However, there are some differences in the behaviour of
WIF. First, for approximately same level of brightness error (e.g., 250 and 220 photons),
WIFs are smaller for the astigmatism. This behaviour could be explained by observing
that with defocus the effective SNR of the image is lower compared to images aberrated
by astigmatism (Fig. C.6d,h). Therefore, the transport trajectories are more informative
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in the case of astigmatism and thus produce more accurate WIFs. On the other hand,
when a molecule is defocused and many of its photons have diffused away from its true
location, its image essentially looks identical to that of a dim molecule. Unfortunately, these
diffused photons are comparable to the background fluctuations surrounding the molecule.
Therefore, for this particular scenario, a higher brightness, or SNR, is required for WIF to
reliably detect these errors. Note that in the limit of high SNR, WIF approaches zero for
astigmatism. This effect is expected as roughly half of the transport trajectories diverge
from the original localization (Fig. C.6g).
Interestingly, the regularized transport trajectories can serve as useful diagnostic tools to
decipher the cause of low WIFs. For example, in the case of defocus aberration, all trajectories diverge (Fig. C.6c), while for oblique astigmatism only those perturbed sources that
lie parallel to the elongated PSF axis diverge (Fig. C.6g).
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C.7

Supplementary Note 8: Quantifying localization
accuracy via WIFavg

We simulate SMLM datasets of stochastically-blinking molecules using an ideal imaging
model, i.e, with no mismatch ( Tab. C.2, Fig. 5.11a). For each frame we generate images
with a certain blinking density (defined as the number of active molecules per µm2 ) by
randomly selecting the positions of molecules in the field-of-view. As proposed in Chapter 5,
for a set of N localizations returned by an algorithm with confidences {c1 , . . . , cN }, we use
P
WIFavg , N1 N
i=1 ci to quantity the collective accuracy of the said algorithm. We can gain

insight into WIFavg by examining its correspondence to the well-known Jaccard index (JAC),

which determines the credibility of a localization based on its distance to the ground-truth
SM. In particular, we may define JAC = TP/(TP+FN+FP), where TP, FN, and FP denote
number of true positives, false negatives, and false positives, respectively. An undetected
molecule, that is, a false negative, would increase the denominator of JAC, thereby reducing
its value. We posit that this same undetected molecule adversely affects the confidence of
a nearby localized molecule, thereby reducing WIFavg . This intuitive connection between
JAC and WIFavg suggests that the average confidence may serve as a good surrogate for
localization accuracy.
Using WIFavg , we quantify the performance of three algorithms, RoSE [110] (Chapter 3),
FALCON [111], and ThunderSTORM (TS) [127], for localizing emitters at various blinking
densities (Fig. 5.11a,b). Examining the localizations returned by the algorithms, we calculate
the Jaccard index using ground-truth information from an oracle and WIFavg using only the
simulated images of SM blinking. For all RoSE, FALCON, and TS, we observe excellent
agreement between WIFavg and Jaccard index for densities as high as 5 mol./µm2 . For
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higher densities, WIFavg monotonically decreases at a rate differing from that of Jaccard
index. For instance, at high densities JAC for TS saturates to 0.1, whereas WIFavg further
decreases due to high FN and low TP (Fig. 5.11c), thus penalizing its poor performance.
A natural application of our confidence metric is to remove localizations with poor accuracy. We filter localizations with confidence smaller than 0.5, corresponding to half of the
perturbed photons “returning” toward a particular localization, and calculate the resulting
precision = TP/(TP + FP) and recall = TP/(TP + FN). If the filtered localizations truly
represent false positives, we expect to see an increase in precision and a relatively unchanged
recall after filtering. Our results show a precision enhancement as high as 180% for TS and a
desirable increase of 23% for RoSE (density= 9 mol./µm2 ) (Fig. 5.11d). Remarkably, these
improvements come with a negligible loss in recall (13% in the worst case) across all densities
for both algorithms (Fig. 5.11e).
We applied similar analyses for the 3D DH-PSF. We used RoSE to localize molecules at
various blinking densities (Fig. C.8). Here, we define the density as the number of molecules
per volume (5 µm3 , 2.5 × 2.5 × 0.8 µm). Upon removing localizations with WIF < 0.5, we
note that the performance loss in Recall in Fig. C.8 is higher compared to that of 2D case
(Fig. 5.11). This loss may be due to limitations imposed by the DH-PSF, a small value of ν
in computing WIFs (Supplementary Note C.2C), or a large distance tolerance for assigning
false positives (here it is set to 44 nm).

249

C.8

Supplementary Note 9: Pupil fitting

Recall that, in principle, we can use Fourier optics to model the microscope PSF q as the
Fourier transform of a generalized pupil function [73]. In particular, for a specific axial
position z, we can compute the corresponding PSF q(z) as:
q(z) = |F{P (z)}|2 ,

(C.36)

where F represents the Fourier transform, P (z) represents the microscope pupil evaluated
at z, and | · | denotes the element-wise absolute value operator. We may further simplify
Eq. (C.36) by assuming a global pupil P0 , which is modulated by a defocus term: P (z) =
P0 · defocus(z).
For a given set of K images of a bead sampled at specific axial positions, we may formulate an
optimization problem in which we aim to fit P0 . Here, we consider the following optimization
Pˆ0 = arg min

K
X

P0 ∈RN ×N i=1

L(gi ; P0 ),

(C.37)

where N denotes the size of the microscope pupil (in pixels), gi ∈ Rm×m represents the ith
image of a bead at an axial position zi , and L is the Poisson negative log likelihood. We
used an automatic differentiation package (autograd Version 1.3 [2]) in Python to estimate
P0 . The resulting PSF model is computed by plugging P̂0 into Eq. (C.36).
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Figure C.1 : Computing Wasserstein-induced flux (WIF). (a) (left) Input localization (orange
circle) located at r̂[1] is mapped to its closest grid point r̂G[1] and a position offset vector ∆r̂ [1] , i.e.,
r̂[1] = r̂G[1] +∆r̂ [1] . Note that 2ρ indicates the distance between any two points on the grid. (middle
left) A perturbation redistributes a molecule’s photons to its 8 closest grid points {r̂G[1,1] , . . . , r̂G[1,8] }.
(middle right) Solving Eq. (C.29) amounts to finding a set of transport trajectories or displacements
denoted by {∆r̃[1,1] , . . . , ∆r̃[1,8] }. The transport angle ζ[1,j] is defined as the angle between the
displacement ∆r̃[1,j] and (r̂[1] − r̂G[1,j] ). (right) WIF is computed according to the recipe described
in Eq. (C.25). Note that since the estimated localization (orange circle) is close to the true position
(red triangle), we expect WIF to be close to 1, indicating a high degree of confidence. (b) Similar
to (a), but for an inaccurate input localization (orange circle). Note that the computed WIF is
much smaller than 1, thereby signaling a high degree of uncertainty.
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Figure C.2 : Robustness of WIF versus PSF approximation as a function of the molecule’s
position relative to the computational grid. Box-plot of confidences/WIFs of a molecule at
various distances from a grid point located at (0,0). Black circles represent the medians
of confidence distributions, while filled boxes (magenta) indicate the range of 25th to 75th
percentiles. Here, the normalized distance of 1 means that the location of the molecule is
(58.5/2, 58.5/2) nm, which is a neighbouring grid point. Note that 58.5 nm is the camera
pixel size or twice the grid distance. The brightness of the molecule is set at 3000 photons
with a background of 20 photons per pixel and 200 realizations were used at each distance.
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Figure C.3 : 2D localization confidence of a molecule with various brightnesses. Black circles
represent the medians of confidence distributions, while filled boxes (magenta) indicate the
range of 25th to 75th percentiles. For each brightness, 200 independent images of an isotropic
molecule were localized using RoSE and then analyzed. Background was set to 20 photons
per pixel.
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Figure C.4 : 3D localization confidence of a molecule with various brightnesses. Black circles
represent the medians of confidence distributions, while filled boxes (magenta) indicate the
range of 25th to 75th percentiles. For each brightness, 300 independent images of an isotropic
molecule using the DH-PSF with a fixed but randomly-chosen z-position were localized
using RoSE and then analyzed. Background was set to 20 photons per pixel. The confidence
analysis algorithm used an ideal model of the DH-PSF for an isotropic emitter.
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Figure C.5 : 2D localization confidence of a molecule with various defocus mismatches.
(a) Distributions of confidence (magenta) and normalized PSF width (black, σ̂/σ0 ). Black
circles represent medians while filled boxes indicate the range of 25th to 75th percentiles.
(b) Examples of images analyzed in (a) for a defocus of 0 (left), 100 nm (middle), and 200
nm (right). (c) Similar to (a), but for a molecule with a brightness of 2000 photons. (d)
Similar to (b), but for images analyzed in (c). For each defocus value, 200 independent
images of an isotropic molecule with a brightness of 800 photons were localized using RoSE
and then analyzed. Background was set to 20 photons per pixel. The confidence analysis
algorithm used an ideal PSF model for an isotropic emitter with zero defocus. Colorbars:
(b,d) photons/58.5 × 58.5 nm2 . Scalebars: (b,d) 200 nm.
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Figure C.6 : Effect of SNR on performance of WIF in quantifying brightness errors due to
aberrated PSFs. (a) Box-plot of confidences/WIFs for molecules (200 at each SNR) with
defocus-aberrated PSFs that cause various brightness errors during localization. Note that
the PSF model used to calculate WIF is obtained at focus. Black circles represent medians,
while the filled boxes indicate the range of 25th to 75th percentiles. (b) Brightness errors in (a)
plotted against their corresponding true brightnesses. The error bars represent the achievable
brightness precision at each SNR. (c) Transport trajectories of all 200 realizations for defocus
aberration in (a). (d) Representative images of a defocus aberration at a brightness of 3000
photons and 20 background photons per pixel. (e-h) Similar to (a-d), but obtained for
oblique astigmatism aberration. Colorbar: photons/58.5 × 58.5 nm2 . Scale bars: (c,g) 10
nm; (h) 200 nm.
256

Figure C.7 : WIF confidences for two closely-located molecules at various separation distances. Black circles indicate localizations obtained for 200 realizations of two molecules
separated along y-axis by (a) 70 nm, (b) 150 nm, (c) 210 nm, and (d) 280 nm. The red triangles indicate the ground-truth position of the molecules. The brightness used in generating
images is 2000 photons with 20 photons per pixel for background. (d,e,f,g) Corresponding
WIFs for localizations in (a,b,c), and (d). (h) Transport trajectories for all 200 realizations
in (a). (i) Similar to (h), but for localizations in (d). (j) Magnified version of the lower
region in (i). Scalebars: (a) 20 nm, (h) 10 nm.
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Figure C.8 : Wasserstein-induced flux (WIFavg ) quantifies 3D localization accuracy without
ground truth. (a) From left to right: DH-PSF images of molecules for blinking densities
of 0.6, 1.2, 1.6, 2 mol./µm3 , respectively (2.5 × 2.5 × 0.8 µm3 is depth of localization volume). (b) RoSE localizations (colored dots represent calculated confidence) corresponding
to images in (a). Open red circles represent ground-truth positions. (c) Jaccard index for
RoSE (solid, red) at various blinking densities. The dashed lines represent WIFavg for RoSE
(red). For each blinking density, 300 independent realizations were used. (d) Precision
(detection precision and not localization precision) for all localizations (solid) and localizations with confidence greater than 0.5 (dotted) using RoSE. (e) Recall for all localizations
(solid) and localizations with confidence greater than 0.5 (dotted) using RoSE. Colorbars:
(a) photons per 100 × 100 nm2 ; (b) confidence. Scalebar: 1 µm.
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Figure C.9 : Localization confidences using uncalibrated and calibrated models for the 2D
microtubule dataset (Fig. 5.13). (a) Histograms of WIFs for 600 isolated images of Alexa
Fluor 647 molecules using the uncalibrated ideal PSF model (gray) and the calibrated model
(magenta, Materials and Methods). (b,c) PSFs of the uncalibrated and the calibrated model,
respectively. Scalebar: (b,c) 500 nm.
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Figure C.10 : 3D model of the experimental Double-Helix PSF at various axial positions
(See Methods in Chapter 5 for details).
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Figure C.11 : WIF quantifies the accuracy of various 3D PSF models. (a) Palette of fluorescent
beads (200 nm diameter) imaged via the DH-PSF with a z-stage step size of 40 nm within an
axial range of [−620, 620] nm. The reference bead (green) is chosen such that it has the best fit
(obtained using double-Gaussian fitting) to the apparent z positions when moving the microscope
stage. Green: reference bead, magenta: bead 2, blue: bead 3, white: test bead. (b) Estimated
z positions of beads using RoSE with the PSF model obtained via pupil fitting (the pupil was
fitted to the reference bead only). (c) Corresponding WIFs for localizations in (b), computed with
same PSF model in (b). (d) Axial error of various beads corresponding to localizations in (b). For
each bead, the axial error is equal to the standard deviation of estimated z positions taken at each
z-step averaged across all z-steps. (e,f,g) Similar to (b,c,d) but for the PSF model obtained using
optimal transport (OT) based interpolation and alignment (See Methods in Chapter 5). (h,i,j)
Similar to (e,f,g) but for test bead 1 in (a) (enclosed in a white box). Note that test bead 1 is not
used when building the PSF model using OT interpolation. Colorbars: (a) detected photons per
160 × 160 nm2 . Scalebars: (a, left) 5 µm, (a, right) 1 µm.
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Figure C.12 : WIF reveals sub-optimal fitting algorithms directly from experimental 3D
SMLM data. WIF can be used to quantify the accuracy of RoSE’s fitting methods on
images of isolated molecules and stochastically activated molecules. (a) Representative DHPSF image of an isolated SM. (b) Estimated WIFs from 220 isolated SM images (brightness
> 1431 photons) for non-optimized RoSE (Supplementary Note C.3.1). The PSF model for
SMs was generated by deconvolving a 2D Gaussian kernel of width σ from the PSF model
obtained from z-stacks of fluorescent beads (200 nm diameter). Black triangles indicate mean
WIF and solid, and the error bars indicate plus/minus one standard deviation. (c) Similar
to (b), but for RoSE. (d) Representative image of stochastically activated SMs of a dense
microtubule network (dataset corresponds to Fig. 5.14). (e) Histograms of confidences or
WIFs for non-optimized RoSE (blue) and RoSE (red) corresponding to 10718 imaging frames
across the field of view (FOV) in (d). (f) WIF-density plot of non-optimized RoSE’s 36194
localizations (brightness > 1000 photons) corresponding to 10718 imaging frames across the
FOV in (d). Note the gridding artifact present in the localizations. (g) Similar to (f), but for
RoSE’s 34148 localizations (brightness > 1000 photons). Colorbars: (a,d) detected photons
per 160 × 160 nm2 , (f,g) WIF. Scalebars: (a,d,g) 1 µm.
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Figure C.13 : Histograms of the dotted line profile 1 (Fig. 3) along z for Easy-DHPSF (green)
and RoSE (red). 95% confidence intervals for the standard deviations of the fitted Gaussian
curves were estimated to be [67, 85] nm (Easy-DHPSF) and [67, 78] nm (RoSE).
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Figure C.14 : Validation of WIF on 3D experimental images of Alexa Fluor 647-labeled
microtubules (dataset corresponds to Fig. 5.14). (a) 3D SMLM image of Easy-DHPSF
localizations with apparent brightness greater than 1300 photons. (b) Similar to (a), but
for RoSE’s localizations. (c) Transverse (xz) images and WIF distributions of localizations
along the dotted line (1) in (a) corresponding to Easy-DHPSF (green) and RoSE (red).
Transverse images are obtained by rendering each localization with a 2D, isotropic Gaussian
function with a standard deviation of 20 nm. Mean/median confidence or WIF: 0.36/0.45
(Easy-DHPSF), 0.62/0.72 (RoSE). Note the appreciable differences between Easy-DHPSF’s
reconstruction (green) and that of the RoSE’s (red). (d) Similar to (c), but along the
dotted line (2) in (a). Mean/median confidence or WIF: 0.68/0.86 (Easy-DHPSF), 0.73/0.89
(RoSE). Notice that the high value of WIFs for both algorithms match the higher quality
of the reconstructed cross sections. (e) Similar to (d), but along the dotted line (3) in (a).
Mean/median confidence or WIF: 0.36/0.49 (Easy-DHPSF), 0.72/0.85 (RoSE). The smaller
WIFs for Easy-DHPSF are consistent with the observed distortion in the reconstructed
cross section. Window widths of the line profiles: (a 1) 716 nm, (a 2) 438 nm, (a 3) 500 nm.
Colorbars: (a,b) depth (nm), (c-e) localization density per 20 × 20 nm2 . Scalebars: (a) 1
µm, (c-e) 100 nm.
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Figure C.15 : Execution time of computing WIF for various densities and two image sizes.
For each density, 200 independent images of isotropic molecules were analyzed and the
background was set to 20 photons per pixel. Execution time is calculated by averaging the
the total time of analyzing 200 frames. Colorbar: (c,d) photons/58.5 × 58.5 nm2 . Scalebar:
(c,d) 500 nm.
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Figure C.16 : Effect of different measurement noise models on the accuracy of WIF. (a)
Representative simulated image of a molecule with a pixel-dependent readout noise modeling
the measurement process in sCMOS cameras. (b) Readout noise map (each pixel value
represents the standard deviation of the readout Gaussian noise). The readout noise at
each pixel was modeled as a Gaussian random variable with mean 0 and standard deviation
of 1 photon except for the pixel above the center whose standard deviation was set to
20. The brightness of SM was set to 200 photons with 2 photons per background and
a total of 200 realizations were used. (c) Localizations obtained (blue) using a Poisson
(simplified) noise model, which ignores the pixel-dependent readout noise, and (magenta)
using a shifted Poisson noise model (named sCMOS), which approximates the convolved
Poisson and Gaussian distribution with a Poisson one. (d) WIF distributions for localizations
in (c) with WIFavg = (blue) 0.65 and (magenta) 0.75. Note that the the noise model in WIF
algorithm was set to sCMOS for both cases. (e) WIF distributions for localizations in (c)
with WIFavg = (blue) 0.63 and (magenta) 0.51. Note that the the noise model in the WIF
algorithm was set to simplified for both cases. Colorbar: photons per 58.5 × 58.5 nm2 .
Scalebars: (b) 500 m; (c) 20 nm.
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model and basic parameters of the experiment such as expected brightness and background. Next, the method generates
images of molecules with various densities. These images are fed into an optimal localization algorithm which outputs accurate
localizations. At the same time, these accurate localizations are corrupted by some position errors which can be randomly
selected within a certain range. Both accurate and corrupted locaizations are fed into the WIF algorithm for various regularizer
strengths. Next, based on a chosen WIF threshold, a classifier assigns a label, accurate or inaccurate, to each localizations.
Finally, given the labels, we compute the Jaccard index to quantify the performance of WIF at each regularizer strength and
the optimal value of the regularizer is selected as the one which maximizes the Jaccard index.

Figure C.17 : Tuning regularizer strength for optimal performance of WIF. The proposed tuning method accepts a PSF
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Table C.2 : Conditions and parameters used in computing WIF.
Dataset (PSF model)

Image pixel size

Figs. 5.1, C.2, C.3,
C.7, 5.11, C.16, C.5,
5.4, 5.5, 5.7, C.6 (ideal standard PSF
of isotropic emitter)
Figs. 5.8-5.10 (ideal standard PSF of
isotropic emitter)
Fig. 5.12 (ideal standard PSF of
isotropic emitter)
Figs. 5.13, C.9 (calibrated linearlypolarized PSF of isotropic emitter)
Figs. 5.15, 5.18, 5.16-5.19 (linearlypolarized PSF of isotropic emitter)
Figs. 5.14, C.11, C.12 (experimentallyderived PSF)
Figs. C.4, 5.6, C.8 (DH-PSF of
isotropic emitter)
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Fernando D Stefani, Johan Elf, and Stefan W Hell. Nanometer resolution imaging and
tracking of fluorescent molecules with minimal photon fluxes. Science, 355(6325):606–
612, 2017.
[14] Sebastian Banert, Axel Ringh, Jonas Adler, Johan Karlsson, and Ozan Oktem. Datadriven nonsmooth optimization. SIAM Journal on Optimization, 30(1):102–131, 2020.
[15] Harrison H Barrett and Kyle J Myers. Foundations of image science. John Wiley &
Sons, 2013.
[16] Amir Beck and Marc Teboulle. A fast iterative shrinkage-thresholding algorithm for
linear inverse problems. SIAM journal on imaging sciences, 2(1):183–202, 2009.
[17] Amir Beck and Marc Teboulle. Smoothing and first order methods: A unified framework. SIAM Journal on Optimization, 22(2):557–580, 2012.
[18] Eric Betzig. Single molecules, cells, and super-resolution optics (Nobel Lecture). Angewandte Chemie International Edition, 54(28):8034–8053, jul 2015.
[19] Eric Betzig, George H Patterson, Rachid Sougrat, O Wolf Lindwasser, Scott Olenych,
Juan S Bonifacino, Michael W Davidson, Jennifer Lippincott-Schwartz, and Harald F
Hess. Imaging intracellular fluorescent proteins at nanometer resolution. Science,
313(5793):1642–1645, 2006.
[20] Badri Narayan Bhaskar, Gongguo Tang, and Benjamin Recht. Atomic norm denoising
with applications to line spectral estimation. IEEE Transactions on Signal Processing,
61(23):5987–5999, 2013.
[21] Max Born and Emil Wolf. Principles of optics: electromagnetic theory of propagation,
interference and diffraction of light. Elsevier, 2013.
[22] Nicholas Boyd. Sets as Measures: Optimization and Machine Learning. PhD thesis,
UC Berkeley, 2018.
[23] Nicholas Boyd, Eric Jonas, Hazen Babcock, and Benjamin Recht. Deeploco: Fast 3d
localization microscopy using neural networks. BioRxiv, page 267096, 2018.
270

[24] Nicholas Boyd, Geoffrey Schiebinger, and Benjamin Recht. The alternating descent
conditional gradient method for sparse inverse problems. SIAM Journal on Optimization, 27(2):616–639, 2017.
[25] Stephen Boyd, Neal Parikh, Eric Chu, Borja Peleato, and Jonathan Eckstein. Distributed optimization and statistical learning via the alternating direction method of
multipliers. Foundations and Trends® in Machine learning, 3(1):1–122, 2011.
[26] Stephen Boyd and Lieven Vandenberghe. Convex optimization. Cambridge university
press, 2004.
[27] Claire Boyer, Yohann De Castro, and Joseph Salmon. Adapting to unknown noise
level in sparse deconvolution. Information and Inference: A Journal of the IMA,
6(3):310–348, 2017.
[28] Kristian Bredies and Hanna Katriina Pikkarainen. Inverse problems in spaces of measures. ESAIM: Control, Optimisation and Calculus of Variations, 19(1):190–218, 2013.
[29] Thomas Breuer and Imre Csiszár. Measuring distribution model risk. Mathematical
Finance, 26(2):395–411, 2016.
[30] Alfred M Bruckstein, David L Donoho, and Michael Elad. From sparse solutions of
systems of equations to sparse modeling of signals and images. SIAM Review, 51(1):34–
81, 2009.
[31] Markus Buehren. Functions for the rectangular assignment problem. MATLAB Central
File Exchange, 2014.
[32] Anne Burgert, Sebastian Letschert, Sören Doose, and Markus Sauer. Artifacts in
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[55] Quentin Denoyelle, Vincent Duval, Gabriel Peyré, and Emmanuel Soubies. The sliding frank–wolfe algorithm and its application to super-resolution microscopy. Inverse
Problems, 36(1):014001, 2019.
[56] T Dertinger, R Colyer, G Iyer, S Weiss, and J Enderlein. Fast, background-free,
3D super-resolution optical fluctuation imaging (SOFI). Proceedings of the National
Academy of Sciences USA, 106:22287–22292, 2009.
[57] Hendrik Deschout, Francesca Cella Zanacchi, Michael Mlodzianoski, Alberto Diaspro,
Joerg Bewersdorf, Samuel T Hess, and Kevin Braeckmans. Precisely and accurately
localizing single emitters in fluorescence microscopy. Nature Methods, 11(3):253–266,
2014.
273

[58] Robert M Dickson, Andrew B Cubitt, Roger Y Tsien, and William E Moerner. On/off
blinking and switching behaviour of single molecules of green fluorescent protein. Nature, 388(6640):355–358, 1997.
[59] Tianben Ding, Tingting Wu, Hesam Mazidi, Oumeng Zhang, and Matthew D Lew.
Single-molecule orientation localization microscopy for resolving structural heterogeneities between amyloid fibrils. Optica, 7(6):602–607, 2020.
[60] David L Donoho, Michael Elad, and Vladimir N Temlyakov. Stable recovery of sparse
overcomplete representations in the presence of noise. IEEE Transactions on information theory, 52(1):6–18, 2005.
[61] Julien Duboisset, Patrick Ferrand, Wei He, Xiao Wang, Hervé Rigneault, and Sophie
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[70] Marı́a F Garcı́a-Parajó, Joost-A Veerman, Rudo Bouwhuis, Renaud Vallée, and
Niek F van Hulst. Optical probing of single fluorescent molecules and proteins.
ChemPhysChem, 2(6):347–360, 2001.
[71] Sarah Frisken Gibson and Frederick Lanni. Experimental test of an analytical model
of aberration in an oil-immersion objective lens used in three-dimensional light microscopy. JOSA A, 8(10):1601–1613, 1991.
[72] Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David Warde-Farley,
Sherjil Ozair, Aaron Courville, and Yoshua Bengio. Generative adversarial nets. In
Advances in neural information processing systems, pages 2672–2680, 2014.
[73] Joseph W Goodman. Introduction to Fourier optics. Roberts and Company Publishers,
2005.
[74] Karol Gregor and Yann LeCun. Learning fast approximations of sparse coding. In Proceedings of the 27th international conference on international conference on machine
learning, pages 399–406, 2010.
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