Abstract-In this paper, four Joint Processing (JP) schemes have been discussed and evaluated for Dynamic Point Selection (DPS) as well as Joint Transmission (JT) over a cluster of evolved Node B (eNBs) using WINNER II channel model developed for LTE-A. The purpose of this study is developing a cooperative LTE scenario in a fixed cluster of 3 eNBs in order to evaluate and compare the performance of these schemes for both centralized and partial cooperation. It would give us a good insight about choosing the optimum scheme which provides desired performance while putting reasonable amount of burden on the backhaul of the system. Moreover, the location dependency of JP is proved over the cluster area. As a final goal, in real-world networks, exploiting a dynamic joint processing scheme selection strategy would lead to the best performance taking care of backhaul limits. It has been proved through Simulations that, centralized joint processing has better performance for both joint transmission and dynamic point selection in comparison with the partial joint processing. Also, Dynamic point selection schemes follow the performance trend of joint transmission with less performance and lower backhaul load.
I. INTRODUCTION
Coordinated Multipoint Transmission and Reception (COMP) is one of the game changing solutions to the InterCell Interference (ICI) in recent generation of communication networks. The idea of providing the global Channel State Information (CSI) of the users in the precoder by setting cooperation among eNBs in order to remove the probability of interference. Joint Processing (JP) COMP is the most sophisticated COMP scheme enabling the transmission from multiple points to each User Equipment (UE). It requires sharing user data as well as CSI of users among cooperating set of eNBs and constructing kind of distributed antenna system. Despite the fact that JP has been proved as the most efficient COMP scheme. It also comes with the cost of extra signaling between UE to eNB and data sharing among eNBs [1] .
Joint Processing schemes can be seen in two different categories regarding the employed transmission strategy. Weather simultaneous transmission from multiple eNBs is allowed to a particular UE or a single transmission point serves each UE at a time.
• Joint Transmission (JT).
In this scheme, data is transmitted from more than one point at the same time coherently or non-coherently to the end user. It has got higher performance among other schemes with the cost of overusing the resources and more complexity [2] .
• Dynamic Point Selection (DPS). It refers to another sub scheme of joint processing when data and channel state information feedback is shared. But, transmission is just from one point in each transmission time interval (TTI). In fact, selection of transmission point is done every TTI based on the channel quality reported by user [3] .
The first step in reducing the overhead burden on the back bone of such a cooperative system is limiting the Cooperation Areas (CA) in less number of cells to make it more manageable. This clustering task can be done statistically or dynamically in a user-specific or network-centric manner [4] .
As it is mentioned in [5] , backhaul limitations of real world networks and high required backhaul of COMP will put a question mark on the feasibility of Joint Processing. The other proposal on reducing the amount of overhead in a cluster of cooperating eNBs is Partial Joint Processing (PJP) which refers to limiting the number of cooperating eNBs for each UE in a subset of cells. This approach is offered and applied for JT in [6] . The selection of active set for each UE is based on an active set threshold defined by the network. By setting different thresholds we can hold different levels of cooperation within the cluster. The signaling overhead dwindles by decreasing the threshold value with cost of performance degradation. Joint Processing based on its level of cooperation, can be further divided into two categories:
• Centralized Joint Processing (CJP).
In CJP approach, each UE feeds back the CSI from all eNBs. Hence, the complete channel knowledge is available in the precoder and it can remove the interference efficiently.
• Partial Joint Processing (PJP).
In PJP approach, each UE just feeds back the CSI from selected best links according to the active set threshold. So, sparse channel knowledge is available in the precoder.
Joint Processing schemes can be divided into four categories regarding their transmission strategy and level of cooperation:
• Centralized Joint Transmission (CJT)
In this paper, considering a static cluster of eNBs we will characterize and evaluate all four possible combinations of aforementioned schemes for Joint Processing. Each of the schemes would require different amount of signaling and data sharing while attaining different performance gains. Assessing the performance of each JP strategy will be a starting point of designing a dynamic cooperating system in which optimal cooperation strategy is chosen based on the system load and available resources to provide end users with the best achievable performance independent from their location. In section 2, Centralized schemes are characterized. Section 3, is dedicated to partial schemes. Section 4, includes the definition of system layout and simulation setup along with discussion on the results based on an average sum-rate per cell metric.
II. SYSTEM MODEL
In a cluster of K eNBs, with N t number of transmit antennas each, M single-antenna UEs are being served. Joint processing is conducted in the sense of jointly designing the linear precoding vector and power allocation. So, the scenario consists of K·N t coordinated transmit antennas. This way, the vector of received signals of size [M × 1] can be seen as:
In this equation, matrix H of size [M × KN t ], represents the channel coefficients of the system:
In which, h m ∈ C 1×KNt stands for the channel from m th UE to all K eNBs. Joint processing is translated into choosing W and √ P taking the global channel knowledge into account. In this paper zero forcing beamformer is used. whereby, W of size [KN t × M ] is the precoding matrix for all UEs:
In this expression, W m ∈ C KNt×1 is the designed precoder for m th UE. Whereas the (ZF ) beamformer is applied, in Eq.1 HW = I , which is the identity matrix of size [M × M ]. As long as K × N t ≥ M , W can be defined as the pseudo-inverse of the channel matrix:
Assuming an equal user power allocation for simplicity, the diagonal power allocation matrix √ P is as in [7] :
This power allocation is suboptimal because just one of the eNBs reach the maximum transmitted power P max . After all, X of size [M × 1] is the precoded data symbols to be transmitted. uncorrelated white Receiver noise appears as n with variance σ 2 . The main evaluation metric which will be used is average sum-rate per cell. Assuming coherent reception for (JT ) schemes it can be expressed as:
While, Signal to Interference plus Noise Ratio (SINR) for user m can be attained from:
And P m = ( P (m,m) ) 
III. CENTRALIZED JOINT PROCESSING (CJP)
What we refer to as a Centralized Joint Processing scheme is full cooperation among the cluster cells in the sense that each UE feeds back the Channel State Information (CSI) from all eNBs in the cluster. It means that full channel knowledge is available in the precoder entity to design precoding vectors properly and efficiently remove the interference inside the cluster. Because a Central Unit (CU) is required to collect the global CSI of users and perform precoding and power allocation tasks uniformly, this scheme is referred to as Centralized Joint Processing. The Central Unit can be assumed whether as an additional unit connected to all Cooperating points or located in each of the transmission points. h m consisting channel from all eNBs to m th user is fed back to its best link (eNB with highest channel gain) and afterwards inter eNB exchange of user data and CSI will be done. The expected high performance gain of CJP schemes comes with more complexity and required infrastructure, signaling and backhaul. There have been some works concentrating on reducing the infrastructure requirements of centralized joint processing [8] .
A. Centralized Joint Transmission (CJT)
In this scheme all of the eNBs cooperate to accommodate each UE and full channel matrix is available. Assuming coherence in the receiver side when all eNBs transmit to all 
In Eq.8, expression(a) is the usef ul signal for m th UE sent from all K eNBs. 8(b) however represents the Interference from all transmitters serving other users in the cluster. As long as full cooperation is applied, this interference part will be suppressed by the precoder efficiently.
B. Centralized Dynamic Point Selection (CDPS)
This scheme differs from the aforementioned joint transmission just in number of transmission points to each UE. Here, a single point, namely selected (S) is chosen per each TTI to transmit to a particular user. Perceived signal in m th UE is:
In Eq.9, expression (a) is the Signal to User m from its selected transmission point named S. Part (b) refers to the Interference caused by the transmitter S while accommodating other UEs assigned to it in the cluster (M s ). And finally, part (c) of this equation is the Interference from the rest of cooperating points rather than the selected eNB for user m.Ŝ is the compliment of S and refers to other eNBs rather than S in the cluster and M j is the set of UEs being served by J th eNB. Since cooperation is centralized, both parts of multi-user interence will be removed by the precoder.
IV. PARTIAL JOINT PROCESSING (PJP)
The idea of Partial Joint Processing comes from the fact that backhaul in every communication system is limited and less amount of signaling is preferred as well. Also, the amount of data sharing among eNBs is much higher than the amount of signaling required for user feedback. Partiality is a solution to reduce the high backhaul and signaling requirements of Joint Processing. In this paper we assume that the thresholding algorithm used in [9] converges and each UE just feeds back its best links regarding an active set threshold value defined by network. Logically, gain degradation of Joint Processing is expected because partial channel knowledge will be available in the precoder. The other issue coming up from partial joint processing based on such user-centric thresholding approach is the problem of multi-base scheduling and fairness as some of users possibly wont assign to any of eNBs [10] .
A. Partial Joint Transmission (PJT)
An active set of cooperating points is defined for each UE based on the predefined threshold value. Links from these eNBs are fed back and will be available in the precoder. Then, transmission to the user is done from all of the points in the active set simultaneously. Number of points who do data sharing and transmission to each user will decrease. Aggregated received signal in User m is:
In this expression, eNB m is the active set for user m, M K is the set of users being served by K th eNB and eNB m is the compliment of eNB m . Received Signal is summation of signal from its active set which is reflected as eNB m . In this case, multi-user Interference is divided into two parts. Part (b) is the portion of it which will be relieved by cooperation. However, Part (c) will remain in the system because of partiality.
B. Partial Dynamic Point Selection (PDPS)
After defining an active set for each user to cooperate, Just one of them will be selected S as the best link to transmit to the user. Received signal at the receiver side would consist of four parts: 
A. Simulation Setup
In this study, we consider a scenario of a fixed cluster of 3 eNBs in a downlink LTE system According to Figure 1 where M = 3, 6, 9, 12 users are dropped uniformly in an area ([x ± x, y ± y]| x ≤ R/16, y ≤ h/32) around all 54 points over the grid introduced in [11] . Monte Carlo type simulations have been done over the cluster considering two Non-Line of Sight (NLOS) scenarios urban micro-cell B1 and suburban macro-cell C1 of the WINNER II channel model. Centralized and Partial JP algorithms have been applied for different active set thresholding values from 5 dB to 40 dB. Some of the simulation parameters are listed in table I. , shows the effect of thresholding algorithm on the size of active set. By increasing the threshold value, the size of active set will increase as well as the level of cooperation. This graph has been drown for 6 UEs in the cluster area considering scenarios B1 and C1 of channel model. A threshold value of 0 dB means that just best link to the UE is always selected and one eNB will serve a UE with no cooperation which is referred to as 1 eNB. On the other hand, an active set threshold of 40 dB, covers all 3 eNBs from the cluster as the active set. In other words 40 dB threshold will cause full cooperation. Another interesting thing about this graph is a dip for C1 scenario • around 20 dB to 30 dB which is because of the existence of a LOS in C1 that affects the path loss.
B. Simulation Results and Discussion
In Figure 3 , performance of different JP schemes for different number of users in the system is illustrated. As we mentioned before the total number of transmit antennas in the system is K · N t = 9 and we used linear precoder so the expectations came true and we have a performance degradation for all JP schemes by increasing the number of users toward the number of transmit antennas in the cluster. The other noticeable point is occurring the performance peak of all scenarios for 6 users in the system which is the optimum number of users can be served by 9 antennas using linear precoder. As an extension of previous work [11] for joint transmission we redid the simulations for dynamic point selection as well as joint transmission and from this graph It is obviously perceived that JT has better performance gains in compare with DPS schemes for almost all levels of cooperation.
The other curve that shows the location dependency of joint processing schemes is depicted in Figure 4 . Moving from eNB 1 towards the dashed line in Figure 1 , the maximum performance of all JP schemes happens at the cluster center. It may happen because of the dipole antenna elements used and antenna arrays directed toward the cell center. Besides, more eNBs are likely to fall into cooperation at the cell center. JT schemes have better performance in compare with DPS schemes for different thresholds respectively. The other interesting fact about this graph is that lower thresholds of PJP are more location dependent and their performance gain dramatically drops moving from the cluster center to the borders. It is also perceptible that for low active set thresholds and locations near to the eNBs there are some missing points in this graph. It is because of the rank deficiency of channel coefficients matrix. 40 dB partial joint processing has the same performance with centralized schemes for both joint transmission and dynamic point selection which shows that a 40 dB active set threshold results in full cooperation.
VI. CONCLUSION
In this paper, four Joint Processing strategies have been defined, characterized and evaluated over the cluster area using an Average sum-rate per cell metric. It has been proved trough simulations that these schemes are location dependent. Although joint transmission schemes seem to outperform dynamic point selection strategies, they require higher amount of signaling, backhaul load and complexity which is not desired in implementation of joint processing. However, the next step toward designing an optimum network utilizing joint processing is to address rank deficiency and propose a mechanism for selecting the proper scheme in which different factors like: location, number of active users and their traffic type are taken into account.
