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Введение
В настоящее время человеческая цивилизация накопила огромный
объем данных в самых различных сферах и это приводит к тому, что
можно эффективно применять машинное обучение для множества за-
дач. В некоторых задачах объекты имеют очень высокую размерность,
что негативно сказывается на времени обучения. Так же, многие из при-
знаков, описыващие объект на самом деле не являются сколько бы то
ни было важными, на самом деле можно их исключить и это с высокой
вероятностью положительно скажется на результате.
Итак, первый плюс извлечения признаков – ускорение сходимости
алгоритмов машинного обучения, что делает их применимыми на прак-
тике.
Многие из методов не просто позволяют отобрать признаки по какому-
то порогу, а отранжировать их. Определить какой вклад вносит тот или
иной признак для решения задачи. Это позволяют лучше понимать по-
нимать предметную область.
Пример: задача предсказания пола(возраста), наличия какого-либо
заболевания по генной экспрессии. В подобных задачах очень много
признаков(порядка 15000), в подобных задачах можно отобрать на
порядок меньше признаков, на которых модели машинного обучения
будут давать такое же значения по метрикам или выше, чем на ориги-
нальном наборе и обучаться быстрее. Ученые, хорошо знающие пред-
метную область могут посмотреть на топ признаков и понять на какие
именно гены нужно изучить с биологической точки зрения).
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1. Описание данные
1.1. Реальные данные
Данные были взяты с [11]. Они представляют с собой таблицу с
генной экспрессией по платформе GEO для предсказания пола.
Размерность признакового описания объектов – 12000.
Количество объектов – 40000(выборка сбалансирована)
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2. Постановка задачи
2.1. Формальная постановка задачи
F – множество признаков.
Цель: выбрать наименьшее подмножество F , т.к что значение основ-
ных метрик для решаемой задачи машинного обучения будет не ниже
чем на полном наборе.
2.2. Методика постановки эксперимента
Мы будем действовать в три этапа
1. Строим модель(модели) машинного обучения на полном простран-
стве признаков и оцениваем метрики.
2. Строим ранжирующий список, с помощью одного(или несколь-
них) из методов
3. Строим модели машинного обучения на извлеченном подпростран-
стве и оцениваем метрики.
Рис. 1: Схема постановки эксперимента
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2.3. Используемые метрики
Для задач классификации используют:
• Accuracy – можно использовать в случае целиком сбалансирован-
ной выборки
• F1-score – используется в большинстве работ, подходит для задач
многоклассовой классификации и несбалансированных выборок.
• ROC-AUC – подходит для задач бинарной классификации и да-
ет для них наиболее интерпретируемый результат(например для
константного предсказания roc-auc будет = 0.5)
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3. Описание методов извлечения признаков
3.1. Переборные методы
Первое, что приходит в голову – это просто перебрать все возмож-
ные наборы признаков. К сожалению, на данном уровне развития вы-
числительной техники это вычислительно невозможно как мощность
перебираемого множества составит 2n, где n – количество признаков.
Второе – посчитать метрики на каждом признаке отдельно, а за-
тем жадно их сливать. Мощность перебираемого множества составит
n logn.) На практике такой алгоритм применяется довольно часто, но
он не позволяет судить о априорной важности каждого признака и тоже
вычислительно сложен.
3.2. Генетический алгоритм для извлечения призна-
ков
1. Иницируем популяции случайным набором признаков и обучаем
на каждой из них модель машинного обучения
2. Скрещиваем и мутируем популяции.
3. Оставляем top N популяции.
4. Повторяем до тех пор, пока не будет получен удовлетворяющий
нас результат.
Опять таки данный подход не позволяет создать ранжированный
список признаков и сходимость может занимать много времени.
8
Рис. 2: Общая схема генетичекого алгоритма
3.3. Основанные на похожести признаков.
• ReliefF [7] – алгоритм выбора признаков, используемый в бинар-
ной классификации (обобщаемый для полиномиальной классифи-
кации путем декомпозиции на ряд двоичных задач), предложен-
ный Кирой и Ренделлом в 1992 году Его сильные стороны за-
ключаются в том, что он не зависит от эвристики, работает в по-
линомиальном времени низкого порядка и является устойчивым
к помехам и устойчивым к взаимодействию признаков, а также
применим для двоичных или непрерывных данных; Однако, он не
делает различий между избыточными функциями, а небольшое
количество учебных экземпляров обманывает алгоритм.
• Fisher-Score [6] – является одним из наиболее широко используе-
мых методов отбора признанных специалистов. Однако он выби-
рает каждую функцию независимо в соответствии с их оценками в
соответствии с критерием Фишера, что приводит к субоптималь-
ному подмножеству признаков
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3.4. Как извлекать ранжирующие списки из моде-
лей машинного обучения
• Random Forest – сортируем признаки по относительной частоте
встречаемости в узловых условиях. [4]
• Логистическая регрессия – смотрим на коэффициенты в постро-
енной модели. [12]
• Градиентный бустинг на решающих деревьях – аналогично Random
Forest. [5]
3.5. DFS – deep feature selection
Метод [8] предлагает новую архитектуру нейронных сетей, основан-
ную и модифицирующую многослойный перцептрон, введением допол-
нительного слоя между входами и первым полносвязным слоем. Для
построения ранжирующего списка нужно
• Обучить нейронную сеть с помощью алгоритма обратного распро-
странения ошибки [3]
• Отсортировать веса нового слоя и использовать их как список от-
носительной важности признаков.
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3.6. HVS
Впервые описан в [11].
Заключается в том, что мы считаем относительную важность i-го
признака, нормируя веса следующим образом:
3.7. Методы с производными
Описаны в данной статье [10].
Является наследником и расширением предыдущего метода метода.
xl – i-й вход сети.
xi – j-й выход(ответ) – следует обратить внимание, что выход может
быть из Rn, то есть методы годятся в случае мультиклассовой класси-
фикации и тд.
N – количество сэмплов.
M – количество выходов нейронной сети.
Si – относительная важности i-го признака.
Данные методы также эвритические и эвристика заключается в том,
что хорошо учитывать производные сети по данным, где меняется силь-
нее – те важнее.
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3.8. Комбинация DFS и производных по входам
Данные методы даже по отдельности очень хорошо показывают себя
на практике(если нейронную сеть возможно обучить).
Так как DFS – ни что иное, как просто новая архитектура, обучае-
мая обратным растранением ошибки, мы можем комбинировать выше-
изложенные методы. Например, обучить DFS, потом получить ранжи-
рующий список с помощью одного из методов с произодными. В разделе
эксперименты будет описано, как данный подход улучшает результат.
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4. Эксперименты и результаты
Все эксперименты проводились на языке программирования python
с использованием пакетов sklearn[9], skfeature, xgboost[1], keras [2].
Для реализации метода DFS – был написан свой слой для библио-
теки keras.
HVS и методы, испольующие производные по входам так же были
написаны с использованием этой библиотеки.
4.1. Построение базовых моделей для задачи пред-
сказания пола
Оцениваем по метрике roc auc, так как данная метрика хорошо ин-
терпретируема и позволяет понять легко понять, что одна модель луч-
ше другой. Кроме того для сбалансированных выборок эти метрики
очень сильно кореллируют между собой, поэтому по большему счету
нет большой разницы какую из них использовать.
Для того, чтобы бороться с эффектом переобучения, часто возни-
кающим на практике – используем 5-тифолдовуя кроссвалидацию.
Получаем следующий результат
• Random Forest – 0.67
• Logistic Regression – 0.59
• Gradient Boosting Machine – 0.72
• Двухслойная нейросеть – 0.84
• Трехслойная нейросеть – 0.82
Как видно, на наших данные нейронные сети оказались лучше дру-
гих моделей и это достаточно ожидаемо, так как на таких данных, где
все признаки имеют одинаковый числовой характер модели, основан-
ные на деревьях всегда показывают не лучший результат, а логистиче-
ская регрессия по построению не улавливает слишком сложных зави-
симостей.
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4.2. Сравнительный анализ различных методов
Проводим эксперименты согласно методике, описанной в соответ-
ствующем разделе.
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Видим, что придуманный метод, комбинирующий Deep Feature Selection
и методы, основанные на производных получает результат, превосходя-
щий остальные.
Лучший ROC AUC – 0.96.
Также удалось добиться результата, который сильно превосходит
лучшую модель, построенную на полном пространстве, сжав простран-
ство признаков в 6 раз.
Кроме того. если проанализировать ранжированный список призна-
ков:
То видно, что выделилось n признаков, которые явно имеют боль-
шой вес для получения результат. В будущем возможна работа по оцен-
ке их биологической значимости.
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4.3. Улучшение с помощью генетического алгорит-
ма
В результате экспементов мы сохранили списки важных генов для
каждого из метода. Оказалось, что можно улучить значение метри-
ки, использовав генетический алгоритм(описанный в соответствующем
разделе), инициировав популяции самыми 1000-чью самыми важными
их признаками и проведя 10 итераций алгоритма. В результате полу-
чили roc auc 0.97, улучшив предыдущий лучший результат на 0.01.
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5. Заключение
В работе были описаны различные методы Feature Selection, каждый
из них был применен на реальных данных. Был придуман и протестиро-
ван новый метод извлечения признаков, полученный комбинираванием
DFS и методов, основанных на производных. Показана модификация
генетического алгоритма для извлечения признаков.
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6. Дополнительные материалы
6.1. Гиперпараметры алгоритмов машинного обуче-
ния
Оптимальные параметры подбирались с помощью метода перебора
по сетке и оценивания метрики roc-auc на 5-ти фолдовой кроссвалида-
ции.
• Random Forest
– n_estimators: 500
– criterion: entropy
– min_samples_leaf : 2
– min_samples_split: 3
• Logistic Regression
– penalty: l2
– C: 0.01
• XGBoost
– eta: 0.2
– alpha: 0.1
– lambda: 0.9
• Двухслойная нейронная сеть
– optimizer: Adam, lr: 0.001
– dropout: 0.2
– Activation: Relu
– На первом скрытом слое – 1000 нейронов, на втором – 500
• Треслойная нейронная сеть
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– optimizer: Adadelta, lr: 0.001
– dropout: 0.2
– Activation: Relu
– На первом скрытом слое – 1000 нейронов, на втором – 300, на
третьем – 500(используется техника бутылочного горлышка)
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