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The exploration of the underground space is essential to the exploitation of energy re-
sources, the foundation and design of structures and, more importantly, to the sustained
development of cities both in terms of transportation and access to utilities. The urban-
ization and densification of the population around the globe has caused a reduction of the
above-ground space, and an increased demand for urban transportation and utility systems.
Such increased demand and low availability of above-ground space has highlighted the so-
cial and environmental benefits that underground construction offers, and the need for new
and more efficient subsurface design methods.
Nature has created and perfected exceptional, sustainable and cost-efficient strategies
to build underground cavities (e.g., worms and ants), and transportation networks (e.g.,
roots, leaves and fungal networks). Underground networks are global, interconnected sys-
tems, subjected to complex environmental constrains that vary in space and time. Taking
inspiration from natural systems, we analyze the mechanical performance of underground
structures at the scale of the cavity, and we optimize cost and resiliency of the scale of the
entire network.
In the first part of the thesis, we take inspiration from biology to optimize networks that
connect resources spread over a finite domain and we apply biological network models to
the design of engineered systems. We first study the morphogenesis of slime mold, and
we describe its behavior with transport indirect graphs. We apply slime mold underlying
network deployment strategies to the optimization of fracture patterns in rock. Then, we use
a leaf venation inspired algorithm to model roads and public transportation, benchmarking
its performance against theoretical bounds and applying it to the design of transportation
networks in the city of Atlanta.
In the second part of the thesis, we focus on the mechanical behavior of underground
cavities embedded in granular soil at shallow depth, which is relevant to in-situ testing,
xxvii
tunneling, anchoring and arching. We focus on the mechanical behavior and failure pat-
terns of such cavities, and we examine common assumptions used in practice to model
cavity expansion. We first present the results of a comprehensive experimental study on
pressurized vessels under geo-static stress. We analyze the influence of the length of the
cavity, the density of the soil and the vertical surcharge load on failure mechanisms and
strain patterns. We then use the finite element method (FEM) and machine learning (ML)
algorithms to quantify the influence of various cavity and soil parameters and understand
their influence on the behavior of the cavity. Lastly, we show an application to real design
problems, using an ant colony optimization algorithm to automate and accelerate the design




The exploration of the underground space is essential to the exploitation of energy re-
sources, foundation and design of structures and infrastructure and, more importantly, to
the sustained development of cities both in terms of transportation and access to utilities.
The urbanization and densification of the population around the globe has caused a reduc-
tion of the above-ground space, in addition to an increased demand for urban transportation
and utility systems, including but not limited to: train, water, sewage, power, data and gas.
Such increased demand and low availability of above-ground space highlights the key so-
cial and environmental benefits that underground construction offers, and the need for new
subsurface design methods [1].
As urban settlements and population become larger, systems must accommodate not
only to an increasing and varying demand (and thus capacity), but also to a suitable dis-
tribution of resources. Transport of such resources have to guarantee an adequate level
of service, and are thus becoming more interconnected and complex. Civil infrastructure
is traditionally designed to optimize objective functions such as traffic flow and power
grid service under static constraints, such as land use regulations and geometrical com-
patibility with existing infrastructure. Nonetheless, the dynamic nature of urban networks
has brought to light the need for design methods that can adapt to volatile and uncertain
constraints and demand over space and time. Moreover, the interconnected nature of in-
frastructure networks with the environment, and global threats such as pandemics, climate
change and terrorism, also call for resilient systems that can sustain damage and adapt to
disruptions, maintaining an adequate level of service [2].
In order to overcome the current limitations in the field, a change of paradigm has
to take place in the way underground networks, and transportation systems in general,
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are conceived. Two significant obstacles are that: (i) underground construction is usually
seen as a last resource, once above-ground options have been exhausted [3], disregarding
indirect, non-financial benefits; and (ii) projects are conceived incrementally, despite the
fact that they belong to an interconnected network where local changes result in global
effects. If underground networks are conceived as global systems, subject to complexities
that span over space and time, new, more comprehensive methods will be possible.
Recent awareness in the value of the externalities associated with urban underground
space (UUS) has improved the understanding of the trade-offs, long term benefits and
threats of underground networks. For instance, a methodology was proposed [4] to quantify
the value of underground space, to better guide design decisions and inform public policy;
similarly, an approach [5] to value the UUS using Geographic Information System (GIS)
and mathematical concepts was developed to better drive regulatory planning and master
plans in urban regions.
A common way to spark new ideas to pursue the highly needed new methods and tools,
is the creation of similes between the sought-after function and comparable strategies vali-
dated in other fields or with other purposes. Since the beginning of humanity, as the species
began settling, our ancestors initially copied strategies used by nature to create tools, pro-
tect themselves and acquire resources [6]. Then, humans started to mimic strategies from
nature instead of copying them, creating new tools that were used to solve the same prob-
lems with different methods [7]. For instance, humans initially used untreated fur and pelts
from animals, then started to treat them and eventually created substitutes like textiles, that
mimic the functionality of fur, using different, more accessible methods.
This process of using phenomena from nature to stimulate the development of non-
biological science and technology is known as bio-inspiration or biomimicry [8], and will
be the focus of the present thesis. A related field, named bio-mediation, aims to apply
bio-chemical processes to achieve a desired non-biological function, for example, using
microbially mediated calcite precipitation to heal cracks in cementicious materials [9].
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Bio-inspired design usually follows three steps. First, the observation of a strategy
or function displayed by an organism in nature inspires the application, by abstraction
to a ’human’ need. Then, the fundamental processes behind the biological strategy are
modeled. Lastly, the given strategy is mapped and transferred to the ’human’ application,
by using the technology that is adequate or available [10]. Therefore, the implemented bio-
inspired solution does not necessarily replicate or precisely clones the same fundamental
mechanisms of the biological system (nor does it intend to).Bio-inspired design sometimes
follows a reverse process, in which designers turn to nature to identify problems that are
simimar to the ones that they are facing in engineering. Once a suitable biological candidate
is found, the solution is adapted, as explained above. There is no shortage of examples of
bio-inspired technologies, all the way from claws and knives, to the movement of the moon
and stars that inspired the formulation of the gravitation law, to the flight of birds that
inspired the creation of airplanes [6, 11].
Even though these principles of bio-inspiration have been present through the history
of humankind and the development of science [7], the concept was not formalized until the
early 1950s, when Otto Schmitt coined the term as ’the biological approach to engineering’
[12]. Then, the term ’bionics’ was introduced by Jack Steel of the US Air force, defining it
as ’copying and taking ideas from nature’, and it became popular thanks to the book: Bion-
ics: The Science of Living Machines [13]. Nonetheless, it was not until the early 1990’s
that a significant amount of scientific literature addressing bio-inspiration started to sur-
face, sparking at the same time the curiosity of academia, and the need to create dedicated
journals and conferences for these studies that are by definition interdisciplinary, and there-
fore somehow difficult to fit into journals or professional societies [14]. More recently, in
the early 2000’s, an increased number of dedicated issues in journals [8], journals entirely
dedicated to bio-inspiration [15], and in general an increased awareness and acceptance of
the field [14], resulted in a significant amount of studies [12].
The field of geotechnics, which deals with geo-materials, their mechanical improve-
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ment, and the structures that interact with them (foundations, tunnels,...), has explored
bio-inspired and bio-mediated mechanisms over the last 15 years, with promising results
and methods to improve the state-of-the-art [16]. Such developments are divided into: a)
bio-inspiration (or biomimicry): taking inspiration from nature to develop geotechnical
engineering solutions that do not necessarily follow the same physical principles, for in-
stance, creating metal or concrete piles that loosely follow the geometry of root systems to
maximize anchoring capacity [17]; and b) bio-mediation: applying bio-chemical processes
to achieve a desired geotechnical function, for example, using microbially mediated calcite
precipitation to improve the shear strength of soils [10]. Among these two, bio-mediated
geotechnics has been the main branch of research over the last decade, with widespread
industry implementation, the most popular use being MICP (microbially induced calcite
precipitation) [18].
On the other hand, bio-inspired geotechnics, in which this thesis falls in, has focused
mainly in three main fields of study: foundations, frictional interfaces and burrowing/excavation.
Bio-inspired foundations typically assimilate the anchoring mechanisms of root systems in
order to apply them to engineered foundation systems, maximizing their anchoring perfor-
mance [19, 17]. Studies on frictional interfaces have focused on the effect of anisotropy,
which is crucial for the soil-structure interaction of buried elements such as retaining walls,
piles and footings, and has been inspired by the principles of locomotion of sharks and
snakes, favoring a specific direction of movement and increasing resistance in the opposite
direction [20, 21]. Lastly, subsurface exploration has motivated the study of excavation
mechanisms, for instance, taking inspiration from the efficient excavation mechanisms fol-
lowed by ants [22], and studying the burrowing processes of animals, such as worms and
razor clams, in order to develop self-burrowing probes for soil exploration and characteri-
zation [23, 24].
Transportation networks are no exception to the applicability of bio-inspiration and
bio-mimicry. Deploying an efficient and mechanically stable network in a constrained
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environment, with a finite amount of resources, is a common objective to both biological
and human-made systems [25]. Thus, every organism in nature, even the most seemingly
simple ones, have developed intricate strategies to adapt to their environment, sometimes
in a strikingly similar way to human algorithms and design techniques. This fact has not
only improved our understanding of the strategies of nature, but more importantly, has
inspired humanity to develop new methods and tools, inspired by nature, exploiting the
underlying similarities in the objective functions and constraints to which both biological
and human-made transport systems are subjected [25, 26].
Regardless of scale, ranging from from ecosystems and communities such as ant colonies,
to simple organisms and organs such as neural arbors and vascular systems, it has been ob-
served that network deployment strategies consist in maximizing travel efficiency and/or re-
dundancy (and therefore resiliency) while minimizing cost. Different trade-offs are achieved
between these characteristics depending on the type of network and its functionality. This
fact is oftentimes forgotten in engineering practice; and even though the concept of com-
plex systems has been addressed widely, it becomes clear that many of our structures lack
the ability to perform well beyond their primary function, in part because many engineering
structures are designed as stand-alone elements that are in reality part of complex intercon-
nected networks.
The present thesis focuses on the bio-inspired design of engineering infrastructure net-
works, with emphasis on underground cavities, and is presented in two parts: (i) Bio-
inspired optimization of transport networks, treating the optimal topology of the system as
a whole, and (ii) The mechanics of underground cavities in granular soil, focusing on the
mechanical behavior and stability of such underground cavities. These two complementary
parts provide functional requirements necessary to ensure that the underground networks
provide an adequate level of service and performance.
Figure 1.1 shows a graphical representation of the different topics presented in this the-
sis, where each one of the parts starts with developments in the fundamental knowledge
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plane of infrastructure networks (part 1) and underground cavities (part 2). Then, follow-
ing chapters on each part continue exploring enabling technologies and system integration
techniques that test applications and implications of the fundamental knowledge, and at
the same time span from the global (network) scale of analysis, to the intermediate (cavity
alignment) and local (cross-section) scales of underground networks.
Figure 1.1: Thesis outline. Scheme showing the different scales (network to cross-section)
and planes of research (fundamental knowledge to system integration) that the present the-
sis spans.
In the first part, we take inspiration from natural systems which exhibit outstanding abil-
ities to connect and reach resources spread through a given domain. Biological networks
either forage and explore an unknown domain or optimize flow and connectivity within a
constrained domain of relatively known characteristics. Among the foraging organisms,
we find plant roots, mycelial networks, ant colonies and slime molds. Some constrained
networks include leaf venations, vascular systems and neural arbors. We study both types
of network in this thesis. First, we present our work on slime mold, its morphogenesis
in chapter 2, published in [27], and its behavior as transport indirect graphs in chapter 3,
published in [28]). We then apply underlying network deployment strategies to the opti-
mization of fracture patterns in rock in chapter 4, as previously published in [29]. Then, we
focus on the application of leaf venation (LV) algorithm to human-made transportation net-
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works, namely, roads and public transportation, with a study initially published in [26] in
chapter 5. In this study, we benchmark the performance of LV networks against theoretical
bounds and apply sit to the design of transportation networks in the city of Atlanta.
The second part of this thesis focuses on the mechanical behavior of underground cav-
ities embedded in granular soil at shallow depth. This problem and specific loading con-
ditions are relevant to a large number of applications, including but not limited to: in-situ
testing [30, 31] including pressuremeter testing (PMT) [32], the cone penetration test (CPT)
[33, 34] and the dilatometer test (DMT) [35]; tunneling, including micro-tunneling and hor-
izontal directional drilling (HDD) [36, 37, 38]; and anchoring and arching [39, 40, 41]. The
goal of this section is to deepen the understanding of the mechanical behavior and failure
patterns of such cavities, validate common assumptions used in practice and propose new
methods for optimization and design of such cavities. First, we present the results of a
comprehensive experimental study on pressurized vessels under biaxial stress published in
[42] and presented here in chapter 6. We focus on the failure mechanism and strain patterns
and we study the influence of the length of the cavity, the density of the soil and vertical
surcharge load on the response of the soil mass. chapter 7 extends such findings using the
finite element method (FEM) and machine learning (ML) algorithms to quantify the influ-
ence of various cavity and soil parameters, and understand their influence on the behavior
of the cavity. The first part of this chapter focuses on the pressure-controlled expansion of
the cavities, published on [43], while the second part shows the initial findings on the study
of displacement-controlled expansion. Lastly, and application to real design problems is
shown in chapter 8, where an ant colony optimization (ACO) algorithm is used to auto-
mate and accelerate the design of the geometric alignment of shallow tunnels, specifically,
horizontal directional drills, this study has been published in [44].
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CHAPTER 2
INFLUENCE OF SUBSTRATE ON SLIME MOLD MORPHOGENESIS
2.1 Aim and summary
In this chapter, we study the behavior of slime mold (Physarum polycephalum), a unicellu-
lar organism that develops by forming networks. We use slime mold as a model organism to
study network resiliency and adaptation in nature. Specifically, this chapter focuses on the
influence of the nutritive vs. adverse nature of the substrate on slime mold growth patterns,
called morphogenesis. The present study has been published in [27].
Slime mold is a giant single-celled organism that can grow to cover several square me-
ters, forming search fronts that are connected to a system of intersecting veins. An original
experimental protocol allowed tracking the shape of slime mold placed in homogeneous
substrates containing an attractant nutrient (glucose) or a repellent (salt), or in homoge-
neous substrates that contained an attractive spot (glucose), an eccentric slime mold and a
repulsive spot (salt) in between.
For the first time, the rate of exploration of unexplored areas (primary growth) and the
rate of extension in previously explored areas (secondary growth) were rigorously mea-
sured, by means of a sophisticated image analysis program. Results show that the chemical
composition of the substrate has more influence on the morphology and growth dynamics
of slime mold than that of concentrated spots of chemicals. It was also found that on a
repulsive substrate, slime mold exhibits a bias towards secondary growth, which suggests




Large-scale spatial patterns in biology are common and knowing how these patterns evolve
and what their functional role is, can shed light on the evolution of biocomplexity (see e.g.
[45, 46, 47, 48]. Morphogenesis has been studied in length at the cell level (see e.g [49,
50, 51, 52]; cells are highly sensitive to geometrical and mechanical constraints from their
microenvironment and respond to these conditions by changing shape (see e.g. [53, 54]);
these transformations impact cell migration and growth (see e.g. [50, 55, 56, 57]. Cellular
migration is a fundamental property of every cell and it is crucial for the development
and morphogenesis of animal body plans and organ systems (see e.g. [58, 59, 60]. Cell
migration is either in a random direction or directed towards localized cues [61, 62, 63, 64].
Mechanisms of cellular movement have been mostly studied in chemotactic cells, such as
neutrophils [61], bacteria [65], Ciliata [66], fungi [67] and cellular slime molds [63].
Due to its extremely fast migration rate and highly irregular shape, the acellular slime
mold Physarum Polycephalum represents a prime example of differentiated growth and
thus offers an attractive model for the analysis of morphogenesis dynamics underlying cel-
lular migration and exploration [68, 69, 70, 71, 72]. P polycephalum is a giant single-celled
organism that can grow to cover several square meters. Its morphology includes search
fronts that are connected to a system of intersecting veins, in which oscillatory flows of
the protoplasm, called “shuttle streaming,” take place. This vein network allows 1) an ef-
ficient distribution of chemical signals, oxygen, nutrients over large distances and 2) cell
migration at a speed of few centimeters per hour [73, 74]. The driving force for this proto-
plasm streaming is a periodic, peristaltic contraction and relaxation of the veins due to the
actin-myosin interaction, which is regulated by oscillations of intracellular chemicals such
as calcium [75, 76, 77]. As it explores its environment, the slime mold extends temporary
arm-like projections named pseudopods. It also secretes continuously a thick extracellular
slime [78]. The glycoprotein nature of the extracellular slime coat endows P polycephalum
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with unique protective and structural properties that favor survival of the migrating, naked
slime mold [79]. As the slime mold is foraging, it avoids areas covered with this mucus,
which marks previously explored areas [80, 81].
In the presence of chemical substances in the environment, P. Polycephalum shows
directional movements towards or away from the stimuli (i.e. chemotaxis). Physarum
morphology, evolution and behaviors are strongly affected by the availability, location and
concentration of nutrients. When the slime mold senses attractants (e.g. food cues) using
specific receptors located on the membrane, the oscillation frequency in the pseudopod
closest to the attractant increases, causing cytoplasm to flow towards the attractant [82]. On
the contrary, when repellents such as salts are sensed, the oscillation frequency decreases
and the slime mold moves away from the repellent [82]. Although slime molds lack the
complex hardware of animals with brains, they live in environments that are as complex
and they face the same decision-making challenges [83]. Hence, acellular slime molds
have been the subject of a wide range of studies showing that they can solve complex
biological and computational problems without any specialized nervous tissue [84, 85, 86,
87, 88, 80, 89, 81, 90, 25].
In this chapter, the objectives are to characterize the morphology and dynamics of
Physarum exploring various environments. First, we investigate how movement is affected
by homogeneous environmental conditions: adverse environment (using salt as a repellent
[91]; and nutritive environments (using glucose as a chemo-attractant [92, 76] with 2 differ-
ent concentrations) and a neutral environment (using plain agar). Second, we analyze the
geometrical evolution of slime molds placed at a distance from a nutritive spot (glucose),
with and without a repelling spot (salt) in between. We characterize slime molds’ move-
ment both temporally and spatially, to capture the full dynamics. To this aim, we develop
a program that automatically analyzes sequences of images to track the areas covered and
explored by the slime mold, the slime mold shape, the refinement and secondary growth




Physarum Polycephalum, also known as the true slime mold, belongs to the Amoebozoa,
the sister group to fungi and animals [93]. Slime molds are found on organic substrates
where they feed on microorganisms such as bacteria or fungi [93]. The vegetative form of
P. polycephalum, the plasmodium, is a vast multinucleate cell that can grow to cover up
to a few square meters and crawl at speeds from 0.1 to few centimeters per hour [73, 74].
When hygrometry and food availability decrease, the plasmodium turns into an encysted
resting stage made of desiccated spherules called sclerotium [73].
2.3.2 Rearing conditions
Experiments were initiated with a total of 10 sclerotia per strain (Southern Biological,
Victoria, Australia). We cultivated slime molds on a 1% agar medium with rolled oat
flakes, slime molds were fed every day and the medium was replaced daily. Slime molds
were 2 weeks old when the experiment started. All experiments were carried out in the
dark at 25 ◦ C temperature and 70% humidity, and ran for 35 h. Pictures were taken with a
Canon 70D digital camera.
2.3.3 Experimental setup
Initially we monitored the exploration movement evoked in slime molds in a homogeneous
environment. Each slime mold was placed in the center of a circular arena (14.5cm in di-
ameter) with a layer of agar (1% in water) mixed with non-nutritive cellulose (5%). Adding
cellulose to the agar mix proved to be useful to obtain a homogeneous pigmentation and
to enhance the color contrast between the substrate and slime mold, therefore improving
the identification process. A circular hole (2.5cm in diameter) was punched and replaced
with a circular slime mold of the same size sitting on oat. In the first and second treatments
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(nutritive environments) we added glucose (100mM or 200mM) to the medium. In the
third treatment (adverse environment), we added a known repellent (NaCl 100mM [94])
to the medium. Lastly, in the fourth treatment, the medium remained unchanged (neutral
environment i.e. control treatment).
Subsequently, to investigate how chemotaxis modified the exploration behavior, we
introduced discrete spots of attractants/repellents within a neutral substrate made of plain
agar. In these so-called “spot experiments”, we followed a procedure similar to that for
the homogeneous environments. The arena consisted of a 14.5 cm diameter petri dish
filled with plain 1% agar mixed with non-nutritive cellulose (5%). Once the agar had set,
we punched two or three holes in a line configuration (diameter of each hole 2.5 cm). A
circular slime mold (2.5 cm in diameter) was placed diametrically opposite to a glucose
(attractant) spot of same size, placed 4.5cm away. In some of the treatments, a salt (NaCl
200mM, repellent) spot was added between the slime mold and the attractant spot. A
total of 4 different treatments were tested: the first and the second with a single spot of
glucose at concentrations of 100mM and 200mM respectively, the third and fourth keeping
the glucose spots with the same concentrations and adding a NaCl 200mM spot. Previous
experiments show no disruption of slime mold behavior due top punching alone [95].
All slime molds were fed just before the experiment so we assumed that they were
in the same physiological state. The experiment consisted of a total of 8 different treat-
ments. We replicated the experiment 20 times for each treatment and monitored each arena
for 35 hours taking time-lapse photographs every 5 minutes. Figure 2.1 shows the exper-
imental set-up for homogeneous environments (left) and discrete distributions of attrac-
tants/repellents (right).
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Figure 2.1: Experimental set-ups for homogenous environment and spot experiment.
2.3.4 Image Processing
Time-lapse images were taken every 5 minutes for a total of 420 pictures for each replicate.
First, the outside of the petri dish was masked by manually identifying the circular contour;
then, the images were converted into the ab* color space (which is the CLAB space without
the L* lighting component) since this color space yielded better segmentation results. Then,
the clustering algorithm k-means [96, 97] was used to classify every pixel into one of
two categories or clusters: slime mold or not-slime mold. This last category was further
refined based on pixel history, becoming either unexplored surface or mucus. Mucus is
the substance left by slime after refinement, which acts as an external memory on explored
areas [80].
The change of class from unexplored substrate to slime mold, defined as primary growth,
means that slime mold reached a point it had never explored. Similarly, secondary growth
is the change from mucus to slime mold, meaning that the cell is revisiting a location.
Lastly, if the slime mold recedes, e.g. a pixel goes from slime mold to non-slime mold, it
becomes mucus, and is defined as refinement. Note that once a pixel is identified as mucus,
it can never be classified as unexplored substrate in the following time frames.
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2.3.5 Image Analysis in Space and Time
We computed indexes to characterize slime mold geometry dynamics and averaged them
over the 20 replicates to obtain statistically representative measures. In order to quantify
the differences on distinct substrates, we first calculated the fraction of the petri dish area
covered by slime mold, mucus and unexplored substrate over time. The total area, the
lighting conditions and the test duration were the same for all treatments, both in the ho-
mogeneous and spot experiments. Note that glucose only provides energy to slime mold,
which is not gaining significant mass during the experiments [95]. In other words, slime
mold is changing its area by mostly by stretching and contracting, therefore changing its
area density.
We then computed the cumulative area of primary growth, refinement, and secondary
growth over the full period of the experiments comparing two consecutive images at the
time. The cumulative area covered by primary growth is indicative of the total area of ex-
ploration, therefore it is always smaller or equal to the total area of the dish. The cumulative
area covered by secondary growth indicates whether slime mold expansion is monotonic
(dominated by primary growth) which results in a smaller magnitude, or cyclic (secondary
growth dominated, with pulsatile movements) which results in a larger magnitude. The cu-
mulative area covered by refinement indicates slime mold density changes. Within a given
time interval, if the area covered by primary plus secondary growth equals that covered by
refinement, then slime mold keeps the same density, whereas if it is superior, the slime mold
stretches (e.g. density decreases). If secondary growth is negligible and if the area covered
by primary growth equals the area covered by refinement, then slime mold displaces mass.
We calculated the extent of growth for each pair of consecutive images as the distance
from each pixel where growth occurred (both primary and secondary) to the closest pixel
classified as slime mold in the previous image. We calculated the migration rate as the ratio
between the maximum extent of growth and the time interval between images (5 min). Then
we delineated the region explored by slime mold within the interval as the contour of the
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slime mold with an offset distance corresponding to the migration rate (see supplementary
material in [27] for more details).
We estimated the fraction of secondary growth relative to the total number of pixels in
the region of expansion. We then calculated the fraction of “expected secondary growth”,
which would have occurred if secondary growth had happened randomly. If the measured
secondary growth fraction is higher (respectively, lower) than the expected one, this means
that slime mold has a bias towards mucus (respectively, unexplored substrate).
Additionally, we computed four shape parameters indicative of the contour of slime






Where P and A are the perimeter and area of the shape of slime mold at a given time.
Eccentricity (E) is calculated as the ratio between the distance between the foci and the




In which a and b are the lengths of the major and minor axes, respectively. Solidity
(S) is the ratio between the area of the slime mold contour and the area of its convex hull.
Lastly, we measured the number of clusters by performing an erosion operation along the
contour of slime mold, after which, only the clusters of high concentration of slime mold
remained, which provided the number of pseudopodia or clusters of slime mold.
For the spot experiments, we also determined the distance from the slime mold to the
glucose spot at every time, as the minimum distance between the contour of slime mold
and the glucose spot. The evolution of the distance to glucose over time was analyzed in a
way similar to a survival analysis.
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2.3.6 Statistics
The full description of the statistics is provided in the supplementary material published
in [27], which includes the statistical procedure and results and an R markdown allowing
analysis reproduction. When dependent variables lasted until the occurrence of certain
event, we conducted survival analyses using the R package coxme [98]. For the remaining
dependent variables, we did linear analyses using the R packages lme4 [99] and lmerTest
[100]. We tested as fixed factors the four treatments in the homogeneous experiment and
both the attracting and the repelling spots and their interaction. The date of the experiment
was considered as a random factor. Finally, we performed a nested model comparison using
the R package MuMIn [101] by ordering models according to their Akaike criterion and
represented the selected model by plotting each estimator, their 95%CI and p-values.
2.4 Results
2.4.1 Homogeneous environment
In order to study the influence of the environment on slime mold expansion rate, we an-
alyzed the areas covered by slime mold, unexplored substrate and mucus over time, as
shown in Figure 2.2.
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Figure 2.2: Fraction of area covered by slime mold, mucus and unexplored substrate –
Homogeneous environment. The solid lines correspond to the average index calculated
over the 20 replicates, while the shaded areas correspond to the first and third quartiles of
the data, the dashed line correspond to the ratio between the average mucus area over the
average slime mold area over time.
In a neutral (control) and slightly nutritive environment (glucose at 100 mM), the slime
molds started to spread from the very beginning of the experiment (Figure 2.2; P > 0.05).
By contrast, in a highly nutritive environment (200 mM glucose), slime molds started to
explore later (P < 0.001 when compared to the control). Slime molds placed in an adverse
environment (100 mM NaCl) were lagging the most and only started exploring after 3 hours
(P < 0.001 when compared to the control). Once the slime molds started to explore, they
all grew at the same rate (Figure 2.2; P > 0.05 when compared to the control) except the
ones placed in a highly nutritive environment which were slowed down (P < 0.001 when
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compared to the control). At the end of the experiment (after 35 hours), the slime molds
reached a similar surface area in a control environment and in an adverse environment (P >
0.05 when compared to the control). Interestingly, after reaching a plateau at 18 hours,
the area covered by the slime molds in an adverse environment oscillated with seemingly
cyclic fluctuations (Figure 2.2). In both a slightly and a highly nutritive environment, the
slime molds reached a higher final surface area than the slime molds placed in a control
environment (P < 0.001 in both comparisons) and covered approximately 30% of arena at
the end experiment. It is worth noting that in a highly nutritive environment, the area of the
surface covered by the slime molds never reached a plateau after 35 hours, suggesting that
the slime molds did not reach its maximum surface area (Figure 2.2).
Refinement i.e. appearance of mucus, was observed after 5 hours in the control environ-
ment. In all other environments, mucus appeared later ( P < 0.001 for all treatments when
compared to the control). In a highly nutritive environment, mucus was only observed after
10 hours, which marked the strongest delay in the refinement process. Once the mucus
started to be apparent, its surface area grew quicker in the control environment than in the
other three treatments (P < 0.001 for all treatments when compared to the control). Thus
the area of the surface covered by mucus at the end of the experiment was the largest in
the control environment where it reached 75% of the arena against 55%, 40% and 35%
for the slightly nutritive, the adverse and the highly nutritive environments respectively
(P < 0.001 for all treatments when compared to the control).
Hence, slime molds placed in a control environment explored almost all the arena leav-
ing only 5% of the arena unexplored while in the other treatments the area of the surface
unexplored were significant: 15%, 35% and 38% for the slightly nutritive, the highly nu-
tritive and the adverse environments respectively. Interestingly, although the growth rate
dynamics differed between highly nutritive and adverse environments, the final unexplored
surface areas were similar. In a highly nutritive environment the slime molds grew slowly
and steadily while in an adverse environment slime molds grew rather quickly but after a
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long delay.
Next, we analyzed the evolution of the cumulative areas covered by primary growth,
refinement and secondary growth (Figure 2.3). The cumulative area covered by secondary
growth, which reveals the cyclic nature of the exploration process, was the highest in the
adverse environment (480% coverage) followed by the control environment (380%), the
slightly nutritive environment (250%) and the highly nutritive environment (180%). All
comparisons lead to significant differences P < 0.05, except control vs. adverse envi-
ronment. This observation confirms that exploration was slowed down by the presence of
nutrients, and that the pulsatile behavior (i.e the exploration of previously explored area)
was stimulated by repellents.
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Figure 2.3: Cumulative areas covered by primary growth, refinement and secondary growth
– Homogeneous experiments. The solid line corresponds to the average index calculated
over the 20 replicates, while the shaded areas correspond to the first and third quartiles of
the data.
In accordance with the previous results, Figure 2.4 (average migration rate for the treat-
ments) shows a higher migration rate for the control treatment than for the other treat-
ments (P < 0.001 for each pairwise comparison). While slime molds exploring the highly
nutritive environment were slower than slime molds exploring the slightly nutritive or
the adverse environment (P < 0.001 each), these two showed no significant differences
(P > 0.05).
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Figure 2.4: Migration rate over time for the four different treatments, defined as the max-
imum distance between the contours of the slime mold between two consecutive images
divided by their time interval (5 minutes apart), measured in millimeters per minute. The
solid line corresponds to the average calculated over 20 replicates per treatment, while the
shaded areas correspond to the first and third quartiles of the data.
The slime molds exploring the adverse environment showed the highest probability to
explore a previously explored substrate than the other treatments as shown in Figure 2.5
(P < 0.001 for each pairwise comparison). When exploring a highly nutritive environ-
ment, slime molds also displayed a significant positive tendency for secondary growth
(P < 0.001 for each pairwise comparison) but significantly less strong than on the adverse
environment (P < 0.001). For the other treatments, the measured proportion of secondary
growth was not different from the expected proportion of secondary growth, indicating that
slime molds did not avoid previously explored substrate and explored randomly. The peaks
observed within the first 5 hours of the experiment correspond to an isotropic extension im-
mediately followed by a refinement process that occurred before the slime mold started to
explore continuously its environment. This behavior is often observed when a slime mold
is introduced in a new environment and is referred as “contemplative” [102] i.e. the slime
mold migrates, retracts and moves again. The peak was larger in an adverse environment.
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Figure 2.5: Ratio of secondary growth: observed and expected proportion of secondary
growth. The solid line corresponds to the average calculated over 20 replicates per treat-
ment, while the shaded areas correspond to the first and third quartiles of the data.
We then analyzed the evolution of the shape of the slime molds contour. Note that the
experimental set ups in which slime molds were placed exhibited radial symmetry. Hence,
no preferential expansion direction was expected. We thus focused on contour shape, not
orientation. As expected, circularity was initially one in all tests (circular slime mold spot),
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and increased over time as the contour shape departed from a circle. In the control and
nutritive environments, circularity remained between 1.05 and 1.10, whereas it fluctuated
between 1.05 and 1.30 in the adverse environment. This observation suggests that, in an
adverse environment, slime molds explored the petri dish by spreading and thinning over
larger areas than in the other environments, which led to shape changes and a decrease
of slime mold circularity. However fluctuations among the 20 replicates were too high to
identify any trend in the evolution of slime mold circularity.
The eccentricity index was initially close to zero (circular cell) and increased up to
almost 0.8 over time, with important fluctuations in all the treatments. Eccentricity is an
indicator of the number of pseudopodia. But a non-eccentric convex hull can enclose non-
circular contours of slime mold, since pseudopodia can develop in a symmetric fashion.
That is why no major difference was noted between the treatments. This result highlights
the absence of preferred expansion direction in symmetric, homogeneous environments.
Solidity decreased with the emergence of pseudopodia, since slime mold branching dis-
rupted the initially convex shape of the slime mold (Figure 2.5). In the control environ-
ment, in which the exploration rate was the highest, the decrease of solidity of the slime
mold area was the highest (and the fastest) decreasing from 1 to 0.3 and then becoming
relatively stable, with fluctuations of +/- 0.05 (P < 0.01 for all paired comparisons ex-
cept adverse environment vs. slightly nutritive environment, where P > 0.05). Slower
exploration resulted in a slower and steadier loss of solidity as observed in the nutritive and
adverse environments. The highly nutritive environment yielded the highest solidity at the
end of the experiment (0.6), which confirmed that the presence of glucose slowed down
exploration.
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Figure 2.6: Solidity - Homogeneous experiments. The solid line corresponds to the average
index calculated over the 20 replicates, while the shaded areas correspond to the first and
third quartiles of the data.
We next focused on the number of clusters, corresponding to the number of pseudopo-
dia (Figure 2.7). Initially the slime molds stretched as a single cluster. Once mucus started
to be apparent, slime molds usually divided up into several clusters, and started the active
exploration phase. In highly nutritive and adverse environments, the number of clusters
over time was lower than in the other two treatments (P < 0.01 for all paired comparisons
except for adverse environment vs. highly nutritive environment). This observation con-
firmed that the presence of concentrated nutrients slowed down the exploration, and that the
presence of repellents triggered a highly pulsatile behavior with small exploration fronts,
which were sometimes not detected as separate clusters.
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Figure 2.7: Number of clusters - Homogeneous experiments. The solid line corresponds to
the average index calculated over the 20 replicates, while the shaded areas correspond to
the first and third quartiles of the data. Pictures show examples of clusters for the Control
environment (left) and 200mM Glucose environment (right).
2.4.2 Spot experiments
In the spot experiments, we studied the influence of discrete distributions of nutrients and
repellents on exploration dynamics. When looking at the evolution of slime mold, mucus
and unexplored substrate over time (Figure 2.8), we only observed marginal difference
among the treatments, which all exhibited similar patterns of exploration, e.g. similar
percentage of non-explored area and similar mucus accumulation. The presence of an
adverse spot only delayed the appearance of the first pseudopod (P < 0.05) but not the
first appearance of mucus. The only noticeable differences lie in the surface area reached
at the end of the experiment: slime molds that were offered a highly nutritive spot grew
larger (P < 0.01). By contrast, the area of the surface covered by mucus was lower (mucus
final surface:P < 0.01) than slime molds that were offered a slightly nutritive spot. In
comparison with the experiments conducted in homogeneous environments, we did not
observe any expansion/refinement cycles in the spot experiments, meaning that slime mold
spread steadily towards the food source despite the presence of an obstacle on the way.
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Figure 2.8: Fraction of area covered by each entity (slime mold, mucus, unexplored sub-
strate) – Spot experiments. The solid line corresponds to the average index calculated over
the 20 replicates, while the shaded areas correspond to the first and third quartiles of the
data.
The exploration behavior in the spot experiments was similar to that observed in the
control environment in homogeneous experiments as observed in Figure 2.9, which in-
cludes the average percentage of unexplored area for the homogeneous and spot experi-
ments shown in Figure 2.2 and Figure 2.8 respectively. This suggests that the spatial explo-
ration of slime mold depended mostly on the substrate and not on the geometric distribution
of the nutritive and adverse stimuli.
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Figure 2.9: Exploration behavior: homogeneous experiments (left) vs. spot experiments
(right). Percentage of unexplored area over time. Mean values of over 20 replicates for
each different treatment.
The cumulative areas covered by secondary growth for the spot experiments (Fig-
ure 2.10) were also similar for all treatments (P > 0.05), suggesting again, that isolated
spots with nutritive or adverse stimuli did not alter the overall exploration of slime molds
when growing on the same, control, substrate.
27
Figure 2.10: Cumulative areas covered by primary growth, refinement and secondary
growth – Spot experiments. The solid line corresponds to the average index calculated
over the 20 replicates, while the shaded areas correspond to the first and third quartiles of
the data.
The trends of migration rate, as shown in Figure 2.11, show that slime molds were not
affected by the difference between treatments, showing only a slight effect of the concen-
tration of the food spot (P < 0.05). This effect showed that the migration rate was slightly
superior when slime molds were offered a higher than a lower nutritive spot.
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Figure 2.11: Migration rate over time for the four different treatments, defined as the max-
imum distance between the contours of the slime mold between two consecutive images,
divided by their time interval (5 minutes apart), measured in millimeters per minute. The
solid line corresponds to the average calculated over 20 replicates per treatment, while the
shaded areas correspond to the first and third quartiles of the data.
Similarly, looking at the predilection of slime molds to grow towards mucus (secondary
growth), as shown in Figure 2.12, no significant differences were observed between treat-
ments, which suggests that the growth type is not influenced by the existence or concentra-
tion of discrete attracting/repelling spots.
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Figure 2.12: Probability of secondary growth: observed and expected proportion of sec-
ondary growth. The solid line corresponds to the average calculated over 20 replicates per
treatment, while the shaded areas correspond to the first and third quartiles of the data.
The four different shape indexes for the spot experiments support the hypothesis that
discrete spots of nutrients or repellents did not affect the overall expansion dynamics and
exploration cycles. This interpretation is confirmed by the average number of pseudopods,
which was found to be correlated to the formation of mucus during the exploration phase:
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in all the spot experiments, the number of clusters increases from 1 to 2.5 within around 12
hours, to reach a plateau afterwards. In other words, less exploration cycles were observed
in non-homogenous environments, yielding less pseudopodia.
The evolution of the shortest distance from the slime mold cell to the glucose spot is
shown in Figure 2.13, which can be viewed as a “survival” plot, displaying the propor-
tion of the replicate (P) in which slime mold has not reached the nutritive spot at a given
time. Both increasing the concentration of nutrient in the spot (from slightly nutritive to
highly nutritive) and adding an adverse spot increased the time to reach the food patch by
decreasing the probability to reach it (time to food patch: nutritive: P < 0.01; adverse:
P < 0.05).
Figure 2.13: Survival plot: glucose concentration effect. For each treatment, on the vertical
axis, the value P corresponds to the fraction of replicates that have not reached the glucose
spot at a given time. For a representative number of replicates, P is the probability that
glucose has not been reached by slime mold at a given time, for a specific treatment. On
the horizontal axis, each value of time corresponds to the average time it takes for a certain
fraction of slime mold (P) to reach the glucose spot.
2.5 Discussion
Exploration in slime molds involves two different processes: area extension and movement
[72]. Slime molds locomotion and morphogenesis depend on the response of the organism
31
to the environmental conditions such as light, hygrometry, pH, or the presence of chemicals
[73, 103]. In the present paper, we show that distributions of nutritive and adverse cues
affected drastically the exploration pattern of slime molds.
The typical exploration behavior of a slime mold (in control conditions) started by a
stretching period where the slime molds grew uniformly in all directions for 10 hours.
Then, the contour of slime mold lost circularity when the first pseudopodia appeared, which
also corresponds to the first occurrence of mucus. This phenomenon is typical of the di-
rected digitated growth, or branching phase, described by numerous authors [104, 105, 88,
94, 72]. Slime molds developed multiple pseudopodia and did not exhibit any preferential
exploration orientation. At the end of the experiment, almost all the arena was explored
by the slime mold. Thus the exploration was characterized by three phases: (i) Primary
growth only, in the quasi-absence of mucus (5-10 hours); (ii) Combination of primary and
secondary growth; (iii) Secondary growth only, when the slime mold stops exploring new
substrate areas.
Regarding the result obtained for the homogeneous distribution of nutritive cues, we
noted first, an environment containing a uniform distribution of nutrients slowed down the
exploration of slime mold, mainly by delaying secondary growth and increasing the pe-
riod of the pulsatile exploration/refinement movements. The area not explored by the slime
molds was 3 times larger (respectively 7 times larger) than in the environment deprived of
nutrient (control case) for a slightly nutritive (respectively highly nutritive) environment.
The exploration rate was almost linear for highly nutritive environments, while for other
treatments, the area covered by the slime molds reached a plateau after a period of stretch-
ing, which indicates secondary growth and slime mold displacement. This means that slime
molds that explored nutritive environments never exhibited a Phase (iii) in their exploration
pattern.
Second, on substrates with higher nutrient concentrations, the slime molds grew in a
more compact fashion, i.e. slime molds presented the highest solidity index and the lowest
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number of pseudopodia (clusters). Additionally, the appearance of mucus, which indicates
that the slime mold was withdrawing, occurred much later in nutritive environments. As
glucose is only adverse when above 300mM, our results suggest that nutritive media de-
pressed migration due to feeding behavior. This allows the organism to remain at a site
until nutrients are exhausted [106, 95, 107]. In previous studies, it was shown that the sur-
face area of substrate covered increases when slime mold responds to nutrient dilution [95,
108]. Here, we confirmed these observations and noted that slime mold tended to migrate
and grow faster on substrates with the lowest concentration of nutrients, thus maximizing
nutrient intake and optimizing its trade-off with foraging.
Similarly, for a homogeneous distribution of adverse cues we noted the aversion of
slime mold to salt manifested itself through longer contemplative behavior, delayed pri-
mary growth and a higher probability to crawl on previously explored surface. In addition,
the slime molds grew more compactly and with less pseudopods. This suggests that slime
molds were actively avoiding contact with the adverse surface [109, 85, 102]. In the ab-
sence of cell walls, slime mold has no other protection from the environment than mucus.
Indeed, in bacteria for instance, mucus is used as protective barrier for the cells against
harsh external conditions [110]. In slime molds, the extracellular mucus excreted by the
slime molds can have different roles: hydrophilic shield to prevent water loss [111], a lubri-
cating surface over which the slime molds can easily crawl [112], a defensive coat to pro-
tect against invasion by foreign materials and organisms [113, 111], an aid to phagocytosis
[114], a surface that promotes ion-exchange [111] and has externalized spatial memory that
helps navigation in unknown environments [115, 81, 70]. Here, we can add a new function
for the mucus i.e. a buffer to move in adverse environment. In other words we demon-
strate for the first time that the mucus may be used as a safe haven to avoid prolonged and
repeated contacts with hazardous substances encountered in the environment.
Lastly, for non-homogeneous distribution of adverse and non-adverse cues, e.g. spot
experiments, pulsatile movements were limited and slime molds responded in the same way
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regardless of the concentration of glucose used as attractant and regardless of the presence
of a salt spot on the way to the glucose spot. Slime molds grew in a more compact fashion,
i.e. slime molds presented the highest solidity index and the lowest number of pseudopodia
(clusters). Additionally, the evolution of the areas covered by slime mold and mucus over
time indicates that the response of slime molds to heterogeneous environments was similar
to that in the control case. This result suggests that in the spot experiments, the exploration
behavior of slime mold is mostly controlled by the substrate. Our observation confirms that
salt reception can be affected by the presence of sugars [91]. The authors in [91] showed
that the “apparent” enthalpy change accompanying salt perception decreases with increase
of sugar concentration.
The proposed image analysis program allows extracting information on expansion rates,
geometric changes and probability of occupancy. Ongoing developments aim to acquire
high quality images of slime mold exploration tests and to expand the code’s capabili-
ties for extracting topological information on the networks formed by slime molds. Slime
molds have been shown to be capable of distributed sensing, parallel information process-
ing, and decentralized optimization [116, 103, 83]. It is also viewed by some researchers
as an inspiration for bio-computing devices [117, 118, 119, 120, 121]. Our image analysis
methods will help such research avenues by improving data collection.
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CHAPTER 3
INFLUENCE OF SUBSTRATE IN CELL FUSION AND NETWORK DYNAMICS
OF SLIME MOLD
3.1 Aim and summary
The present chapter follows up on the study of the behavior of slime mold (Physarum poly-
cephalum), specifically focusing on networks dynamics. Slime mold cells are remodelled
constantly in response to mass gain/loss, environmental conditions and fusion between
adjacent cells. Understanding how slime molds networks are built and fuse to allow for
efficient exploration and adaptation to environmental conditions, is currently an open area
of investigation. Here, we characterize the network organization of slime molds exploring
homogeneous neutral, nutritive and adverse environments. The contents of this chapter has
been submitted for publication and is under review at the time when this thesis is written
[28].
We developed a fully automated image analysis method to extract the network topology
and we followed the slime molds before and after fusion. Our results show that: (1) slime
molds build sparse networks with thin veins in a neutral environment and more compact
networks with thicker veins in a nutritive or adverse environment; (2) slime molds con-
struct long, efficient and resilient networks in neutral and adverse environments, whereas
in nutritive environments, they build shorter and more centralized networks; and (3) slime
molds fuse rapidly and establish multiple connections with their clone-mates in a neu-
tral environment, whereas they display a late fusion with fewer connections in an adverse
environment. Our study demonstrates that slime mold networks evolve continuously via
pruning and reinforcement, adapting to different environmental conditions.
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3.2 Introduction
Transportation networks where fluids are transported from one point of the network to
another are ubiquitous in nature. Vascular networks in animals, plants, fungi and slime
molds are commonly cited examples of such natural transportation networks. These net-
works are often studied as static architectures, although most of them have the ability to
alter their morphology in space and time in response to environmental conditions [122].
Morphological alterations often include short term changes in the vein diameter and long-
term structural adaptation such as addition or loss of veins [122, 123]. The slime mold
Physarum polycephalum is a unicellular organism that is often used to study problem-
solving in single-celled organisms [74, 124, 125, 89, 126, 127] and constitutes an ideal
model system to study short and long term alterations in network morphology, in response
to environmental conditions.
The motion and behaviour of Physarum polycephalum rely on a complex internal ar-
chitecture which consists of a complex network of interconnected veins. The main function
of this vein network is to transport oxygen and nutrients to maintain homeostasis in cells
that range from 10 square micrometres to 10 square meters [128]. These veins contract and
relax periodically, causing the cytoplasm to flow back and forth – a phenomenon called
“shuttle streaming”. These contractions produce a pressure gradient that pushes the cy-
toplasm towards the cell periphery where the veins vanish, forming fan-like pseudopods.
The slime mold membrane extends and retracts in synchrony with the shuttle streaming,
allowing cell migration at a speed up to few centimeters per hour [129]. In a homoge-
neous environment, the exploration process of slime mold alternates between refinement
and generation of pseudopods that explore the domain [27].
The frequency and the amplitude of the vein contractions depend on external cues [130].
For instance, when Physarum polycephalum perceives a localized chemical attractant such
as glucose in the environment, the veins contract at a high rate and the membrane migrates
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toward the attractant [107, 131, 132], whereas when it senses a localized chemical repel-
lent such as Sodium Chloride (NaCl), the veins contract at a lower rate and the membrane
retracts, moving away from the repellent [76]. It has been shown that slime molds growing
in an environment where NaCl is homogeneously distributed slow down the exploration
process to allow production of mucus protection, whereas slime molds that grow in an en-
vironment where glucose is homogeneously distributed slow down the exploration process
to allow metabolization [27]. Hence, Physarum polycephalum can adjust its behaviour,
shape, size and migration speed based on environmental conditions. Interestingly, as the
slime mold moves and expands, its networks of veins are also evolving and growing [133].
A question that arises is how external cues affect network morphology.
Physarum polycephalum cells have been modeled as undirected graphs by a number of
authors, which even resulted in the creation of a public repository of slime mold extracted
graphs [134], and different codes for network extraction from raw images [135, 136], which
describe different segmentation networks based on the characteristics of the acquired im-
ages. Different studies on the network dynamics of slime molds suggest that the networks
are hierarchical, with the distribution of veins widths and lengths following exponential,
gamma or log-normal distributions, with the majority of the veins being short and thin,
with a few long and thick veins [137, 138, 139]. As is the case in biological networks, the
mean node degree is close to three in Physarum polycephalum networks, with little varia-
tions due to the existence of end branches. Thicker and longer veins have higher centrality
than their adjacent veins [140, 136]. Smaller, less central veins allow adaptability and re-
dundancy of the network as it constantly evolves and coarsens as a result of exploration
[139, 136]. Even though the majority of studies on the network dynamics of Physarum
polycephalum have focused on neutral environments, a recent study [141] revealed that
changes in vein diameters can be induced by localized chemical attractants. However, the
impact of these changes on the complete network morphology was not investigated. Ito et.
al. [138] studied the effect of attractive and mildly repulsive environments on the network
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formed by Physarum polycephalum, showing that nutritive environments usually yield net-
works with thinner veins but longer overall networks than adverse environments, which
promote thicker veins but shorter networks.
Another interesting feature of Physarum polycephalum is that it can be severed into vi-
able and structurally similar yet smaller cells. Upon contact, these cells can fuse with each
other. Slime mold fusion constitutes a defining feature of the lifestyle of slime molds and
allows them to share information [94]. When two different networks merge, remodeling
might involve changes in vein diameter as well as pruning of supernumerary veins as seen
in animal vascular systems [142]. But to our knowledge, the reorganization of Physarum
polycephalum networks after fusion has never been studied.
Hence, due to its extremely original behaviour, fast migration rate and outstanding net-
work topology, the acellular slime mold Physarum polycephalum offers an attractive model
for the analysis of morphogenesis dynamics underlying cellular migration, exploration and
fusion. In this chpater, we grow two slime mold cells of the same strain in adverse, nutritive
and neutral environments in order to characterize the morphology, network and dynamics
of Physarum polycephalum before and after fusion. First, we investigate whether and how
the topology of slime mold networks is affected by different environmental conditions, by
comparing an adverse environment (using sodium chloride NaCl as a repellent), a nutritive
environment (using glucose as a chemo-attractant) and a neutral environment (using plain
agar). Second, we analyze the evolution of slime mold networks within the three hours after
fusion. We develop a program that automatically analyzes sequences of images to track the
area and shape of the surface covered and explored by the slime mold, transforms images
of slime mold into undirected graphs, and calculates network cost, efficiency and resiliency
indexes. Contrary to tools proposed in previous studies [138, 135, 136], our program is
flexible on the image quality requirements, which allowed us to run multiple experiments




The slime mold Physarum polycephalum is a unicellular organism that belongs to the
Amoebozoa group. Its vegetative state, the plasmodium, is a giant mobile cell that con-
sists of a syncytium of nuclei and an intracellular cytoskeleton, which forms a complex
cytoplasmic network of veins. Its cytoplasm consists of a viscous phase (ectoplasm) and
a liquid phase (endoplasm) characterized by different concentrations of fibrous proteins.
The ectoplasm, which contains actin and myosin, forms the contractile walls of the veins.
Within these veins flows the endoplasm, which contains organelles such as nuclei and mito-
chondria. Ecto- and endo-plasms are convertible into one another. A starving plasmodium
can enter a dormant stage, called sclerotium, and turn back to a plasmodium after being
transferred to a fresh food medium. In this paper, we used the Australian strain provided
by Southern Biological, Victoria, Australia. We revived a total of 12 sclerotia to conduct
the whole study.
3.3.2 Rearing Conditions
The slime molds were reared on a 1% agar medium with rolled oat flakes. They were fed
every day and their agar medium was replaced daily. Slime molds were 2 weeks old when
the experiment started. All experiments were carried out in the dark, at a temperature of
25 degrees Celsius, a humidity of 80%, for 48 h. Pictures were taken with a Canon 70D
digital camera.
3.3.3 Experimental Setup
To investigate how the substrate affects the vein network evolution before and after fu-
sion, we observed the behaviour of two slime molds that explore a medium that is neutral,
slightly nutritive or adverse. Two circular slime molds (13 mm diameter) were placed di-
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rectly on two opposite sides of a circular arena that consisted of a 90 mm diameter petri
dish filled with either a plain 1% agar (neutral environment, i.e. control treatment), a plain
1% agar mixed with glucose (100 mM, nutritive environment), or a plain 1% agar mixed
with salt (100 mM, adverse environment). All slime molds were fed just before the exper-
iment, so we assumed that they were in the same physiological state. We replicated the
experiment at least 40 times for each substrate. We tested and monitored each arena for
48 hours taking time-lapse photographs every minute. An LED panel underneath the petri
dishes was turned on for 3 seconds when photographs were taken using a self programmed
Arduino connected to the camera.
3.3.4 Image Segmentation
The image analysis algorithm was implemented in Matlab [143]. First, we masked manu-
ally the area outside of the contour of the petri dish. Then, a Laplacian filter was applied to
enhance the contrast of the images. A traditional segmentation using the RGB space did not
yield good results because the color region of slime mold (light yellow) was too similar to
the color values of the background (white). Therefore, we proposed a segmentation method
based on the LAB color space. Specifically, we used the components L (light) and B (blue
to green), since the component A proved to be non-informative to the segmentation. The
segmentation method in the LB space can be enhanced by adding a third dimension that
is equal to the norm of the pixel-wise subtraction between the current image and the first
image of the experiment (D). Then, the proposed LBD space could be segmented using any
common algorithm, such as the k-means algorithm. Nonetheless, for the present study, we
found that similar segmentation results could be found using a simpler approach: using the
LB space, and reducing the image to an intensity array by computing L-B and normaliz-
ing the result to the interval [0,1]. Advantages were that the run-time of the algorithm was
faster, and that there was no need to broadcast the initial image of the test (to compute D) to
every processor when using parallel computing. After the segmentation stage, the intensity
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image was binarized using the adaptive method for dark foregrounds proposed by Bradley
and collaborators [144].
Nonetheless, fading thin veins could not be captured by the binarization process. This
limitation did not affect considerably the overall area calculation of the slime mold cell, but
it impaired the calculation of connectivity parameters. Therefore, we coupled the binariza-
tion process with an edge detection subroutine that blurred the image by using a Gaussian
filter (σ = 2) and then performed ridge detection on the resulting array using a water-
shed procedure [145]. This subroutine yields an image that better identified thin veins but
not large slime mold regions. The union of the segmentation and ridge-detection arrays
gave a binary image that combined the benefits of both methods, and was then used in the
subsequent steps. A sample segmented image is shown in Figure 3.1.
Figure 3.1: Segmentation Process. a) Raw Image, masked at the boundary of the petri
dish and enhanced used a Laplacian filter. b) Segmented image overlay on original image,
with highlighted pseudopods and cell skeleton. c) Resulting undirected graph: dots and
segments correspond to nodes and edges respectively. Approximate location of clusters
shown as colored polygons.
3.3.5 Morphological and graph network indexes - Before fusion
In the present study, we analyzed the influence of different substrates on the evolution of the
slime mold network, initially focusing on each individual slime mold and later studying the
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network dynamics at the location where the slime molds fuse. In both studies, morphologi-
cal an topological indexes were computed in order to quantify the observations. Moreover,
in order to reduce the run-time of the algorithm, we initialized the fusion time manually,
by visual inspection. And then, the algorithm refined the fusion time by finding the earliest
image in which the two slime molds became connected to form a single object.
Morphological indexes
The pre-fusion analysis was performed by comparing networks extracted after the slime
mold cell had covered a certain area (Covered Area CA) relative to the initial slime mold
area (circle of 13mm in diameter). In total, we compared networks for seven normalized
areas, from 1 to 4 times the initial area of slime mold, at 0.5 intervals. The time at which
the slime molds reached a given normalized area was found by using linear interpolation
between known time-area pairs. Initially, the only known areas were the initial area (t = 0)
and the area at the fusion time, which was identified manually. In the fusion analysis, we
compared networks from the time of fusion, up to three hours afterwards.
Besides the slime mold cell area (CA), measured from the binary image, the so-called
print area (PA) was calculated as the total area enclosed by the cell contour, e.g. including
the empty regions inside it. The number of empty regions inside the slime mold cell was
computed as well, together with the total area covered by these regions (PA - CA), which
corresponds to the empty space inside the slime mold cell. The ratio of empty space to
slime mold area (CA) has a value of 0 for a slime mold cell with no empty regions or
”holes”, and increases with the empty space area. The mean size of the empty regions was
calculated as the ratio between the total empty area and the number of such regions.
The total length of the network was found from the topological skeleton of the seg-
mented image, also known as medial axis, following Matlab’s implementation of the algo-
rithm proposed by Lee and collaborators [146], as highlighted in red in Figure 3.1, panel
b. The average vein width was then approximated as the ratio between the slime mold
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area and the total length of the network. In addition, the algorithm proposed by Maurer
[147] allowed us to calculate the Euclidean distance transform along the skeleton, which
is the distance from the skeleton (medial axis) to the closest edge of the slime mold cell,
and therefore corresponds to half the vein width. The pseudopodia of the slime mold cell
were identified by sequentially eroding and dilating the image with a structuring element
of 1mm in radius. The remaining regions after such an operation were then labeled as
pseudopods (shown in green in Figure 3.1. The proportion of pseudopods in the networks
is defined as the ratio between the area of the pseudopods regions and the total slime mold
area.
Undirected graph indexes
From the binary image, we obtained the skeleton and the distance transform along that
skeleton. From those, we constructed undirected graphs to represent the slime mold net-
works. In these graphs, the nodes correspond to the branch points and the end points of the
skeleton, while the segments between them correspond to the edges. Each edge is associ-
ated to its parent nodes. The edge width is equal to the average value of the vein widths
along it, which was calculated as two times the distance transform value. We also calcu-
lated the length of each edge, the Euclidean distance between the parent nodes, and the
drag of the edge. The drag can be thought of as the resistance to flow: it was calculated as
the ratio between the edge length and the fourth power of the edge width.
We stored the coordinates of each node and we assigned a type to each node, depending
on whether the node fell inside a pseudopod, the initial cell, or the veins. After construct-
ing the graph, a subroutine calculated the connectivity of each node, and simplified the
graph in order to avoid self-loops and repeated edges between nodes. A sample undi-
rected graph constructed from a raw image is shown in Figure 3.1, panel c. Four different
categories of graph indexes were computed: connectivity, cost, transport efficiency and
resiliency/hierarchy, as explained below. The indexes are illustrated in the simple sample
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graph shown in Figure 3.2.
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Figure 3.2: Sample graph. U: sample undirected graph connecting 12 nodes, all the edges
in the graph have a uniform edge width. G: sample graph with the same topology as graph
U, but an increased edge width between nodes 5 and 9. MST: Minimum spanning tree for
U and G, some edges disappear from the graphs to form a simply connected network with
minimum length. DT: Delaunay triangulation of graphs U and G, the triangulation is a
maximum connected graph between the nodes, irrespective of the edge or node weights of
the graph. The edge color is proportional to the edge betwenness in the graph.
Connectivity
The node degree corresponds to the number of edges connected to a given node. It is a
common metric used to quantify the ”connectedness” of a network. Nevertheless, biologi-
cal networks tend to form degree 3 networks with little variations, and therefore the mean
node degree did not provide much information on network connectivity. The alpha index
[148] is a measure of the density of cycles in the graph (also named loops), ranging from
0 for simply connected networks (no loops) to 1 for maximum planar networks, which are
networks in which no extra edges can be added without crossing existing ones (e.g. Delau-




We quantified the network cost in terms of the weighted wiring cost under different scenar-
ios. The formal definition of the wiring cost is the sum of the upper (or lower) triangular
weighted adjacency matrix of the graph. If the edge weight corresponds to the length of the
edges, the wiring cost corresponds to the total length of the network. Instead, if the weight
metric is the Euclidean distance between connected nodes, the wiring cost corresponds to
the total length of a network with the same topology, but with strictly straight segments be-
tween nodes. Then, we defined the tortuosity of the network as the ratio between the total
network length (wiring cost by length) and the length of the equivalent graph with straight
edges (wiring cost by Euclidean distance).
Furthermore, we normalized the total network length by comparing it to its upper and
lower bounds. The minimum spanning tree (MST) is the subset of edges of the original
graph that connects all the nodes with minimum total edge weight, and therefore is a lower
bound for network cost. For instance, the MST in terms of length is the third graph in
Figure 3.2. In this example, the MST of U in terms of length or drag is not unique, given
that the graph has double symmetry and that there is more than one solution that gives the
minimum network length/drag. For instance, choosing either edge from 4-8 or 5-9 will
yield the same (minimum) network length/drag. On the contrary, the MST in terms of drag
for graph G strictly selects edge 5-9 over edge 4-8.
The upper bound for network cost is the Delaunay triangulation (DT), which is the max-
imally connected graph for the set of nodes in the graph, irrespective of weight measures. A
maximally connected graph is such that there is no way to add an extra edge to the network
without crossing any other existing edge. Given that the DT of a graph depends only on
the geometric distribution of its nodes, not the weight of the edges, the triangulation (DT)
shown in Figure 3.2 is the same for graphs U and G. Once we found the comparison graphs
for each network, we mapped the network cost to the interval [0, 1] where zero and one
correspond to the lower and upper bounds, respectively.
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Transport efficiency
Transport efficiency was quantified based on the travel distance (shortest path) and the drag
between source and sinks. Similar to the network cost, we compared the transport effi-
ciency between pairs of nodes in the network against a lower bound. We computed the
shortest path between every pair of nodes along the network (using Matlab’s implementa-
tion of Dijkstra’s algorithm) in terms of edge length, and its lower bound, the Euclidean
distance between node coordinates. Then, we calculated the length efficiency index (LE)










Where lij and eij are the path length and the Euclidean distance between nodes i and j,
respectively.
Referring to the sample graphs in Figure 3.2, one can see the differences in transport
efficiency, for instance between nodes 2 and 7 of the graphs. It becomes evident that the
DT offers the best efficiency, since the path from node 2 to 7 passes only through nodes
2, 4 and 7, with a total path length that is similar to a straight line between nodes 2 and 7.
Conversely, the same path along graph U passes through nodes 2, 1, 4, 8 and 7 (it is not
unique), with a path length that is clearly longer than a straight line, and therefore, with
lower efficiency. Moreover, the same path along the MST passes through nodes 2, 1, 4, 5, 9
and 8, yielding an even longer path length and lower efficiency, showing that network cost
and path efficiency are oftentimes inversely correlated.
In addition to the general efficiency index (LE), we also studied the distribution of path
efficiency, by computing eij/lij for each pair of nodes i, j and by calculating the mean
value and the coefficient of variation (COV, standard deviation divided by the mean) of the
set of individual path efficiencies.
Similarly, we computed the pairwise shortest paths in the graph, this time in terms of
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minimum drag between nodes dij . In this case, the lower bound is a path with minimum
possible drag between nodes, which corresponds to the shortest path (straight line) through
an infinitely wide vein, which equals zero. For comparison, our lower bound cij was the
drag between nodes i, j through a vein with a diameter of 0.5 mm and shortest possible
length (euclidean distance). Setting an arbitrary vein width (in this case 0.5 mm) can shift
and stretch the values of drag efficiency, but it does not modify its distribution, and there-
fore, it does not alter the relative values among graphs. We thus computed the mean and
COV of the drag efficiencies dij/cij for every graph, and we compared the values relative
to one another instead of discussing the significance of their magnitudes.
Edge hierarchy and network resiliency
In order to quantify the relative importance of edges in the graph, we calculated the edge
betweenness centrality, defined as the percentage of all the shortest paths between nodes
that pass through each edge. Similar to the shortest path efficiency, we calculated the edge
betweenness in terms of length and drag. An example of the edge betwenness distribution
is shown in Figure 3.2 in the form of edge colors. From the DT, it is evident that each edge
is used by approximately 8% of the shortest paths between nodes, with a very homogeneous
distribution. On the contrary, more centralized networks such as the MST, show the depen-
dency of the network on some edges, such as edge 5-6 which is used in about 65% of the
shortest paths, since it is the only node connecting the upper and lower regions of the graph.
A comparison between the drag betweenness of graphs U and G shows the influence of the
edge weight (drag in this case), even though the topology of both networks is the same, the
low drag of edge 5-9 in graph G skews the betweenness distribution, showing that this edge
becomes significantly more important in the graph in comparison to edge 4-8. Apart from
the difference in drag between those edges (graph U), the load is distributed and becomes
symmetric at about 32%. The frequency distribution of betweenness for the graphs fol-
lowed an exponential distribution for both metrics (length and drag); it was parametrized
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by the parameter µ, equivalent to the mean of the edge betweenness values.
In addition, we studied the network resiliency in terms of the fault tolerance (FT) of the
graphs [150, 25, 149]. The FT corresponds to the percentage of edges that can be removed
from the graph while still connecting a given percentage of the nodes, usually 50%. The
selection of the edges to remove was random and so the FT was calculated as the average
of 30 independent realizations of the procedure. In order to provide bounds of comparison,
we calculated the FT for the MST (lower bound) and the DT (upper bound) of the graph.
We mapped the FT of the actual network to the interval [0,1] where the bounds correspond
to the MST and the DT, respectively.
Moreover, in order to study the effect of edge hierarchy in the resiliency of the network,
we proposed a modified procedure to calculate the FT, this time by systematically remov-
ing the k edges with the highest/lowest drag betweenness with 1% ≤ k ≤ 100% of the
number of edges in the graph. Removing the most ’important’ edges of the graph (high-
est betweenness) is considered a worst-case scenario, and starting from the least important
edge, a best-case scenario.
3.3.6 Cell fusion indexes
We tracked the fusion region from fusion time (FT) up until 3 hours after fusion, by ana-
lyzing images every 15 minutes. In order to find the fusion region, we compared the print
of both slime mold cells right before fusion (BF), and the print of the fused slime mold
five minutes after fusion (AF). The difference between AF and BF (AF-BF) gave an image
of the newly grown regions (ri), from which, one (or more) vein connected the two slime
mold cells. We calculated the region obtained by adding each ri to BF until the regions be-
came connected. Then, at FT, we extracted the region of slime mold that was within 5 mm
from the connecting region. In order to capture possible growth of slime mold adjacent to
this region, we added an offset of 2 mm around its contour. The resulting area was defined
as the fusion region (FR).
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Then, at each time step, we measured the slime mold area, print area, ratio of empty and
slime mold areas, average size of the enclosed empty regions, network length and mean and
maximum vein widths inside the fusion region (FR). We observed large variability among
the index values, attributed to the wide differences among the shape and extent of the fusion
regions themselves. To alleviate this issue and better observe the evolution after fusion,
most of these indexes were normalized by their initial value at fusion. Indexes specific to
the fusion region were defined based on graph analysis, and are explained in the following
section.
Fusion region graph indexes
We analyzed the evolution of the graph within the fusion region in terms of number of
nodes and edges, mean and maximum edge thickness within FR. In addition, we studied
the connectivity between the two initial slime mold cells and its evolution over time, which
was highly variable among environments, as shown in Figure 3.3. To do this, we calcu-
lated the shortest path between the two initial locations of the slime mold cells in terms
of length and drag and in terms of the number of veins connecting the initial slime mold
cells. The number of connections between the initial slime mold cells was calculated from
the maximum flow of the graph, using Matlab’s implementation of Boykov-Kolmogorov’s
algorithm. In general terms, the maximum flow of the graph between two nodes is the crit-
ical edge capacity that limits the flow between such nodes. Then, in the case of unweighted
graphs (i.e. every edge has a weight of 1), the maximum flow corresponds to the maximum
number of distinct paths between the nodes, i.e. the number of connecting veins.
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Neutral Nutritive Adverse
Figure 3.3: Fused slime mold cells. Raw images taken three hours after initial fusion of the
slime mold cells in different substrates. Images illustrate the influence of the substrate in
the number and thickness of connecting veins between sides of the network.
Then, in order to count the maximum number of veins connecting initial slime mold
cells, we used an initially unweighted graph, we picked one node inside each initial cell,
and increased the weight of their surrounding edges to a large value. This to make sure that
the connections bottleneck occurred in the connection between both sides of the network.
Specifically, we increased the weight of the edges within 25 mm of each source node to
a value of 100. Then, the maximum flow between the nodes corresponded to the number
of connecting veins between the initial slime mold cells. Furthermore, following the same
procedure with a graph weighted by its edge width, we calculated maximum flow as the
total bandwidth between both sides of the graph. We present the results both in terms of
number of connecting veins and in terms of the average width of the edges, which was
calculated as the total bandwidth divided by the number of connecting veins. In a similar
way, the shortest path between the initial slime mold cells was tracked over time, both in
terms of minimum path length between initial slime mold cells and in terms of minimum
drag path.
3.3.7 Statistical analyses
To assess the difference in the various parameters measured between the three treatments,
we used linear mixed models (function lmer, Package lme4) or generalized linear mixed
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models (function glmer, Package lme4 [151]) in R (RStudio Version 1.2.1335). The models
were fitted by specifying the fixed effects: treatment (categorical predictor), the normalized
area or the time after fusion (continuous predictors) and the random effects: the plasmod-
ium and the replicate. The dependent variables that did not fit linear model requirements
were transformed using the “bestNormalize” function (“bestNormalize” package [152]).
The outcomes of all the models are presented in the supplementary information published
in [28].
3.4 Results
The following section is divided into two parts. First, we study the influence of the different
environments (neutral, adverse and nutritive) on the network characteristics of the slime
mold cells, growing freely before fusion. Secondly, we analyze the network dynamics after
fusion in the different environments.
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3.4.1 Influence of substrate on slime mold networks
slime mold morphology Analysis
Figure 3.4: Time elapsed to target areas. Slime mold area normalized by the initial cell size
(horizontal axis) vs. time elapsed to reach such area (vertical axis). Solid lines correspond
to the mean value among replicates for the same substrate and shaded regions correspond
to the confidence interval.
The first step of the analysis focuses on the growth rate of the slime mold cells in different
environments, as shown in Figure 3.4. Results show that slime molds exploring a neutral
environment expand to cover four times their initial area after 10 hours whereas slime
molds exploring a nutritive or an adverse environment reach the same area only after 21
and 26 hours in average, respectively (Figure 3.4). This result confirms that the expansion
rate depends on the substrate characteristics, as observed in our previous study [27].
Note that the total area enclosed by the whole slime mold cells is not always the same.
Therefore, we quantified the ratio between the empty area (not covered by slime mold) and
the slime mold cell area, as shown in Figure 3.5.
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Figure 3.5: Empty regions inside slime mold cell. a) Ratio between empty space inside
slime mold cell and slime mold area as a function of normalized slime mold cell area
(An). The solid lines and shaded areas correspond to the means and confidence intervals
among replicates, respectively. b) Boxplot graph of the number of enclosed empty regions
inside the slime mold cell at An=4. c) Boxplot graph of the mean size of the empty region
at An=4, computed as the total empty area divided by the number of enclosed regions.
Box plots show median (horizontal line), interquartile range (box), distance from upper
and lower quartiles times 1.5 interquartile range (whiskers), and outliers (> 1.5x upper or
lower quartile)
While expanding on a substrate, slime molds build networks that enclose empty re-
gions and appear as mesh net structures. The total area covered by such empty regions
is larger when a slime mold is exploring a neutral substrate than the other two substrates
(Figure 3.5a). Since we are comparing the geometry and network of slime mold cells that
cover the same area (CA), it also means that the total area explored by slime molds (print
area PA) in the neutral environment is larger than on the other two substrates. The num-
ber of empty regions is the lowest on a nutritive substrate and the highest on the neutral
substrate (Figure 3.5b) while the area of the empty regions is the smallest on the adverse
substrate (Figure 3.5c). Thus, on a neutral substrate, the slime molds build sparse networks
enclosing numerous empty spaces, while on a nutritive substrate, they construct networks
presenting few but large empty regions, and on an adverse substrate, they establish a tight
and compact network. We also notice that the proportion of pseudopods is the highest on a
nutritive substrate.
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slime mold Network Topology Analysis
The topology analysis of the slime mold networks first shows that on all substrates, the
number of edges and the number of nodes are highly correlated regardless of the network
size. The mean node degree is in average 2.65. Figure 3.6 shows that there is a linear
relationship between the number of nodes and edges in the networks, which holds for every
environment and cell size studied. The fact that the number of edges is consistently 35%
more than the number of nodes explains that the connectivity of the networks is an inherent
characteristic of the slime mold networks.
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Figure 3.6: Number of nodes and edges in the network. Boxplots showing the variability
of the number of Edges and Nodes in the networks by substrate. Scatter plot showing
the linear relationship between the number of edges and nodes. Box plots show median
(horizontal line), interquartile range (box), distance from upper and lower quartiles times
1.5 interquartile range (whiskers), and outliers (> 1.5x upper or lower quartile)
Regarding the total length of the networks, slime molds migrating on a neutral substrate
build longer networks (Figure 3.7a) with narrower veins (Figure 3.7b, right hand-side and
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Figure 3.7c), more nodes (Figure 3.6) and more edges (Figure 3.6) than on the other two
substrates.
Figure 3.7: Total Network Length and average vein width. a) total network length as a
function of normalized slime mold cell area (An). b) Average vein width of the network
as a function of normalized slime mold cell area (An), computed as the ratio between the
slime mold area and the total network length. c) Boxplot graph of the average vein width at
An=4. The solid lines and shaded areas correspond to the means and confidence intervals
among replicates, respectively. Box plots show median (horizontal line), interquartile range
(box), distance from upper and lower quartiles times 1.5 interquartile range (whiskers), and
outliers (> 1.5x upper or lower quartile).
We observe that when slime molds reach three times their initial area (An=1), the vein
width becomes constant. We also note a general decrease of vein width over the initial
growth from An=1 to An=3, which was expected, since the biomass remains constant in
these environments [27]: pseudopods are gradually transformed into veins. The main in-
terpretation is that on a neutral substrate, the print area (PA) of the slime molds is larger
because the slime molds are exploring: there are more empty spaces, and there are more
connections between nodes and between edges. Since we are comparing slime molds that
have the same cell area (CA) (and density), veins have to be narrower than in the nutritive
and adverse environments, by biomass conservation (Figure 3.7).
The analysis of vein width and vein length distribution indicates that veins are the nar-
rowest and the shortest when slime molds explore a neutral environment (Figure 3.8), fol-
lowing a log-logistic distribution with abundant short and thin veins and few long and thick
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veins.
Figure 3.8: Distribution of veins width (top row) and length (bottom row). Bars in the
frequency histograms show the mean percentage of network veins within a given range,
while vertical error bars show the confidence interval.
The analysis of the normalized length of the networks shows that in general, slime mold
networks have low tortuosity (e.g. edge lengths are close to the straight-line distances be-
tween nodes), with a slight difference in tortuosity and normalized network length between
slime molds exploring a neutral substrate and slime molds exploring a nutritive one, the
latter being the most tortuous (Figure 3.9a), the former being the longest (Figure 3.9b).
Interestingly, we observe that the total length of the slime mold network is closer to that
of a minimum spanning tree (which corresponds to a normalized length of zero) than to
the total length of a fully connected network of the same topology (Delaunay triangulation,
normalized length of 1), which at the same time, suggests that even though slime molds
form networks with loops, those networks are far from being fully connected networks,


















































b) Normalized network length
Figure 3.9: a) Network tortuosity, computed by comparing the length of the network to the
length of a network of equivalent topology but strictly straight segments between nodes.
b) Normalized network length, mapped to the interval [0 1], where the minimum spanning
tree (MST) and Delaunay triangulation DT are the lower and upper bounds respectively.
Box plots show median (horizontal line), interquartile range (box), distance from upper
and lower quartiles times 1.5 interquartile range (whiskers), and outliers (> 1.5x upper or
lower quartile)
The efficiency of the network measures how effective the network is to connect all its
regions with one another. We calculate such efficiency in terms of path length (length
efficiency, LE) and in terms of path drag (drag efficiency, DE). Drag can be understood
as the resistance to flow between two points, and therefore a higher drag efficiency means
higher ease of flow. The length efficiency is the lowest for the slime molds exploring a
nutritive substrate (Figure 3.10a) whereas the drag efficiency is the lowest for the slime




































































































b) Drag efficiency distribution (DE)
Figure 3.10: Transport efficiency. a) Length efficiency distribution: ratio between the
distance along the network and the Euclidean distance between every pair of nodes in
the network. b) Drag efficiency distribution: ratio between the drag along the network and
along a straight path with a 0.5mm width (arbitrary, constant value). The coefficient of
variation (COV) corresponds to the standard deviation divided by the mean of the values.
Box plots show median (horizontal line), interquartile range (box), distance from upper
and lower quartiles times 1.5 interquartile range (whiskers), and outliers (> 1.5x upper or
lower quartile)
Another important metric of transportation networks is centrality, which is a measure
of importance of the nodes or edges in the network, in terms of how often they are used
during transport between locations. A homogeneous network has an even distribution of
node/edge importance while a centralized network depends heavily on some important
nodes/edges to route the network traffic. In the following, we measure edge importance
in terms of betweenness centrality relative to both length and drag, which we calculate
as the percentage of shortest paths (by length or drag) that pass through each node. The
distribution of node importance in the networks (represented by mean edge betweenness),
shows that slime molds in neutral environments are more homogeneous than those explor-
ing nutritive and adverse environments. Slime molds in a nutritive environment are the



































































b) Betweenness by drag (BD)
Figure 3.11: Edge betweenness: measure of edge importance, calculated as the percentage
of shortest paths between nodes that pass through each edge. a) Mean betweenness consid-
ering that the graph is weighted by the edge length (BL). b) Mean betweenness considering
that the graph is weighted by the edge drag (BD). Box plots show median (horizontal line),
interquartile range (box), distance from upper and lower quartiles times 1.5 interquartile
range (whiskers), and outliers (> 1.5x upper or lower quartile)
Network resiliency, understood as the capacity of a network to perform adequately even
with damage, is measured in terms of normalized fault tolerance. Fault tolerance is calcu-
lated as the percentage of randomly chosen edges that can be removed from the network
while still connecting 25%, 50% or 75% of the nodes in the network. Fault tolerance is nor-
malized to the interval [0, 1], where the bounds correspond to a simply connected (MST)
and a maximally connected (DT) networks respectively. Results from Figure 3.12 show
that the networks in the neutral and adverse environments are similar in terms of resiliency,
while the networks in the nutritive substrate are the least resilient (Figure 3.12). The fact
that networks in a nutritive environment are the most centralized and the least resilient
suggest that they depend heavily on certain edges which sustain the connectivity of the
network. On the contrary, the exploratory behaviour of slime molds in neutral or adverse
conditions yields networks that are less centralized and more resilient, e.g. more capable




































































Normalized Fault tolerance - NFT [-]
Figure 3.12: Normalized fault tolerances. The random fault tolerance (FT) is calculated as
the percentage of edges that can be removed from a graph while still being able to connect
25% (left), 50% (middle) or 75% (right) of the graph edges. The FT is normalized to the
interval [0, 1] where the lower and upper bounds correspond to the minimum spanning tree
(MST) and Delaunay triangulation (DT), respectively. The edges to remove are chosen ran-
domly and therefore the average of 30 replicates is reported for each graph and its bounds.
Box plots show median (horizontal line), interquartile range (box), distance from upper
and lower quartiles times 1.5 interquartile range (whiskers), and outliers (> 1.5x upper or
lower quartile)
Moreover, the relationships between network cost (normalized network length) and
resiliency (normalized fault tolerance) and the edges importance distribution (mean drag
betweenness) show that the normalized fault tolerance is positively correlated with the
normalized network length (Figure 3.13a) whereas the mean drag betweenness is negatively
correlated with the normalized network length (Figure 3.13b), Which shows that networks
with higher network length have a more balanced importance distribution and are also more
resilient.
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b) Network length vs. Mean
betweenness (BD)





Figure 3.13: a) Relationship between normalized network length (NNL) and random fault
tolerance for 50% connected nodes (FT50). b) Relationship between normalized network
length (NNL) and mean drag betweenness (BD).
Given that the normalized fault tolerance (NFT) is based on random removal of edges,
it does not take into account the importance of the edges in the network (also called edge
hierarchy). For this reason, it is interesting to calculate the decay of the number of nodes
connected as a function of removed edges, where this time, the edges are sorted by their
importance (drag betweenness) and then removed from the least (most) to the most (least)
important edges, which correspond to the best (worse) case scenarios respectively for net-
work resiliency. Results are shown in Figure 3.14 together with the mean values of random
fault tolerance shown in Figure 3.12 (before normalization).
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Figure 3.14: Fault tolerance Decay. Fault tolerance by edge importance. Decrease of the
percentage of connected nodes in the graph (vertical axis) as a function of edge removal
(horizontal axis). Dashed lines correspond to the mean random tolerance calculated for 25
%, 50 % and 75 % of the nodes, connected by a spline. Solid lines and shaded regions
correspond to the mean and confidence intervals (CI) for the worst and best case scenarios,
resulting from removing the most important edges first and last, respectively.
Results show that edge hierarchy significantly influences the fault tolerance of net-
works, showing a steep loss of connected nodes (around 70% disconnected edges) after the
25% of the most important edges are removed from the networks. This effect is even more
considerable on the nutritive substrate, which is consistent with the fact that these networks
are more centralized than those on the other substrates (see Figure 3.11). However, regard-
less of the substrate, the percentage of connected edges remains almost unchanged (above
95% of connected nodes) even after removing the 15% of the edges with the lowest im-
portance, which suggests that these edges are not essential to the flow of the network, but
significantly contribute to resiliency. Regarding the random fault tolerance, the networks
on neutral and adverse substrates show very similar resiliency while the networks on the
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nutritive substrate are more vulnerable to damage.
3.4.2 Analysis of slime mold fusion process
The second part of the analysis focuses on the fusion process between two slime mold cells
growing on different substrates. We measured the time at which the slime molds fused and
the area of the whole slime mold as soon as they fused. Networks on a neutral environ-
ment reach fusion faster, which is consistent with the growth rates observed in Figure 3.4.
Nonetheless, the area of the slime mold cells at fusion exhibits no significant differences
among treatments, showing that the differences among treatments correspond to difference





















































b) Area at fusion
Figure 3.15: Time to fusion. a) Boxplot with distribution of time elapsed from the be-
ginning of the experiment until fusion between slime molds occurred. b) Distribution of
normalized areas (relative to initial cell area) of the slime mold cells at the time of fusion.
Box plots show median (horizontal line), interquartile range (box), distance from upper
and lower quartiles times 1.5 interquartile range (whiskers), and outliers (> 1.5x upper or
lower quartile).
In the following, we focus on the fusion region, i.e. the neighborhood where the slime
mold cells fused at the first place. We tracked its characteristics for three hours from the
fusion time. First, we calculated the number of edges and nodes inside the fusion region.
Figure 3.16 shows the relationship between nodes and edges within the whole network, and
just inside the fusion region.
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Figure 3.16: Number of nodes and edges inside the fusion region and the full network.
Dashed lines (left and bottom axis) correspond to the relation between the number of nodes
inside the fusion region (FR) and the number of edges inside it, e.g. both parent nodes of
the edge lie inside FR, and number of edges across FR, i.e. at least one of the parent nodes
of the edges lies inside FR. Solid line (right and top axis) correspond to the total number of
nodes and edges in the complete, fused network.
Results show that the relationship between nodes and edges in the whole network is
similar to that observed in the individual slime mold cells (Figure 3.6). Within the fusion
region, this relationship depends on the way the edges inside the region are counted. But in
any case, the node-to-edge relationship has a strong correlation irrespective of the substrate.
Next, we study the morphology evolution of the slime mold cell within the fusion re-
gion. Figure 3.17 shows the change of slime mold area, print area and enclosed area.
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Figure 3.17: Area indexes inside the fusion region (FR). a) slime mold area normalized by
the area at fusion. b) Print area of the slime mold cell (including enclosed empty space
inside cell), normalized by the print area at fusion. c) Ratio between enclosed empty space
and slime mold areas.
Results have been normalized with respect to their values at fusion time. In general, the
slime mold and print areas increase for a certain time after fusion, reaching a maximum,
and then steadily decrease. Statistic analyses show that the rate at which the slime mold
area decreases after fusion on a neutral substrate is significantly higher than the rate on the
adverse and nutritive substrates. Similarly, the rate at which the print area decreases in the
neutral environment is higher than that in the nutritive environment. Lastly, the ratio of
empty area to slime mold area increases steadily for all the treatments, suggesting that the
slime mold is refining, becoming less compact in the process. Slime mold is refining at a
faster rate in the nutritive environment than in the neutral environment.
Results from Figure 3.18a show the network length significantly increases after fusion,
and even though it eventually reduces, it is always higher than the initial network length
at fusion. The refinement rate at which the network length decreases in the neutral en-
vironment is higher than that in the nutritive environment. Refinement inside the fusion
region is further observed through the evolution of the average and maximum vein widths
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(Figure 3.18b-c), which reduce after fusion and eventually reach an equilibrium. Statistical
analyses show that the rate at which the maximum and average vein widths decrease is
faster in neutral environments compared to nutritive ones. In addition, the maximum vein
widths after 3 hours from fusion are significantly lower on the neutral substrate and are
significantly different in the nutritive environment compared to the other two.
Figure 3.18: Network length and vein width inside FR a) Network length inside normalized
by the network length at fusion. b) Average vein width inside FR. c) Maximum vein width
inside FR. Solid lines correspond to the mean value among replicates for the same substrate
and shaded regions correspond to its confidence interval.
To analyze the evolution of the connectivity between the previously separated slime
mold cells, we tracked the number and average width of the veins that connect both sides
of the newly fused slime mold and we also tracked the path distance and the drag between
both sides. The number and width of the connecting veins are found from the maximum
flow of the graph, as described in the methods section.
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Figure 3.19: Connectivity between slime mold cells. a) Number of connecting veins be-
tween fused slime mold cells. b) Average width of the connecting veins, calculated as the
total width of the region between slime mold cells, divided by the number of connecting
veins. c) Path length between initial slime mold cells: shortest distance between the two
initial slime mold cells along the network. d) Minimum drag along the path connecting the
two initial slime mold cells in the network.
From Figure 3.19a, we can see that the number of connecting veins in the neutral and
nutritive environments consistently increases after fusion, while it remains relatively con-
stant in the adverse environment, with between 1 and 2 veins connecting both sides of the
initial slime mold cells. The average width of the veins connecting the slime mold cells
remains relatively constant after fusion (Figure 3.19b), with the networks in the adverse
environment showing a higher connecting vein thickness than the ones in the neutral envi-
ronment. These results suggest that slime molds in the neutral environment create several,
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relatively thin connecting veins between slime mold cells, in contrast to the adverse envi-
ronment, in which the connection between slime mold cells depends on few (around 1 or
2) thicker veins.
Moreover, the shortest path between the connected slime mold cells is significantly
longer in adverse environments, as shown in Figure 3.19c, which might be a consequence
of the growth dynamics of slime mold in such environments. A neutral environment fos-
ters a ’spread-out’ network, which is more likely to fuse with the other slime mold cell
at mid-distance, eventually resulting in a shorter path between slime mold cells. On the
contrary, the networks in adverse environments follow a more compact growth direction,
taking significantly more time to fuse (Figure 3.15) and possibly resulting in fusing regions
in more diverse locations, through which connecting veins develop, eventually resulting in
longer connecting paths.
The drag between slime mold cells, shown in Figure 3.19d, shows that even though
the path length between slime mold cells in the neutral environment is lower than that in
the adverse environment, the fact that the veins in the neutral environment are thinner (in-
cluding the connecting veins) results in a higher drag between slime mold cells. Moreover,
while the drag and path lengths between slime mold cells remain relatively constant in the
adverse environment, they decrease on the neutral substrate, suggesting the networks in the
neutral environment further optimize the connection between slime mold cells after fusion.
3.5 Discussion
The analysis of slime mold networks and growth dynamics with a semi-automated image
processing approach confirms that substrates have a direct impact on the growth rate of
the cells [27]. Growth slows down in nutritive and adverse environments, which yields an
earlier time to fusion in a neutral environment. Based on a comparison of slime mold cells
of same area, it was found that slime molds in the neutral conditions follow an exploratory
behavior, creating spread-out networks quickly, while slime molds in adverse environments
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minimize their number of connections, extent and growth rate, to avoid exposure to the re-
pellent substance, while still exploring the domain. On the contrary, slime molds in the
nutritive environment seem to focus on metabolizing the glucose, pushing aside the ex-
ploratory behavior. This observation is supported by the total network length and average
vein widths of the substrates, which shows that slime molds in neutral environments build
longer networks with thin veins, as they are more ’spread-out’, while nutritive and adverse
substrates promote compact, denser networks. Hence, our findings confirm previous obser-
vations [138] that network characteristics depend on the environmental conditions and our
results are in agreement with previous observations on vein width [137, 134].
The connectivity of the different networks is not affected by the substrate or time period
of growth of the networks, and we observed a linear relationship between connectivity and
the number of edges and nodes (number of edges around 1.35 times the number of edges),
which supports the fact that the mean node degree of slime mold cells is a little below 3
– a common feature of biological networks [140, 136]. Moreover, when comparing the
networks to the theoretical bounds, e.g. simply (MST) and fully (DT) connected networks,
we found that slime molds yield total lengths closer to simply connected networks with low
tortuosity, suggesting a cost minimization strategy.
Slime mold networks contains loops, even though slime mold seems to minimize its
network length, as demonstrated by a relatively high transport efficiency when compared
to the straight distance between nodes. Such efficiency proved to be higher in neutral
and adverse environments when compared to nutritive environments. Conversely, the drag
efficiency of the networks built in the neutral substrate was the lowest, which is congruent
with the fact that neutral environments promote a spread-out network (longer distances),
with thinner veins (higher drag). The normalized network length (relative to the MST and
DT) proved to be proportional to the normalized fault tolerance (resiliency) of the networks,
while it was inversely proportional to the mean drag betweenness (network centrality).
These findings show that longer networks (with the same total area) are more connected
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and therefore are more resilient and less centralized.
The similarity between the network dynamics of the networks built in neutral and ad-
verse environments arises again when considering the load balance and resiliency of the
networks. Slime molds in the nutritive environment produce more centralized networks,
e.g. the traffic depends on few edges [140], which also explains the fact that such networks
are less resilient, becoming more disconnected as some edges disappear from the network.
This observation suggests that even though the slime molds in neutral and adverse envi-
ronments have significantly different growth rates, they still follow a similar exploration
strategy, while the slime molds in the nutritive environment follow a different dynamic due
to the presence of the glucose being absorbed.
By observing the fusion process between slime mold cells, we noted that after coming
into contact with each other, usually via two pseudopods, a dense, fusion region develops.
And after a certain point (about 20 minutes), that region starts thinning at different rates
(faster in the neutral environment), going from a dense region to an array of connecting
veins, thinner in the neutral environment. In terms of connectivity between fused cells, the
fast exploration dynamics of the slime molds in a neutral environment results in a highly
connected network, with several, thin connecting veins between the previously discon-
nected cells. On the contrary, the networks in the adverse environment remain connected
with few (1 or 2 in average) but thick veins. Regarding the path length and drag between
the connected cells in a neutral environment, the number of connecting veins between the
two slime mold cells results in shorter (more efficient) paths, compared to the other two
treatments. And even though veins in the neutral environment are generally thinner, their
thickness evolves to reduce the drag between the connecting paths.
Through our study, we show that slime molds build elaborate networks that are highly
responsive to environmental conditions. These networks develop as the organism explores
its environment for new resources. In many vascular networks observed in living systems,
efficiency corresponds to a measure of how fast nutrients and oxygen can be transported
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along the network, while cost measures how much energy or carbon is needed to construct
such network. Slime mold networks, similarly to fungal networks, are built following local
iterative expanding steps rather than a pre-planned blueprint. The growth involves building
links and nodes in excess, followed by selective pruning and reinforcement of particular
links. It has been demonstrated that coupling between strengthening and elimination in
slime molds allows the network to transit from a fine mesh in a neutral environment to an
optimal solution when food resources are added in the environment [153].
We observed that slime molds networks in exploration mode exhibit many loops. Loops
are a common feature of natural networks such as as animal, plant and fungi vascular
networks [154]. It has been suggested that the redundancy of vascular networks could be
an adaptation to the varying physiological demands of different parts of the system and
a way to withstand damages [155]. The existence of loops prevents disconnection of the
network. In the absence of loop, severing a vein would result in the loss of all the network
sections downstream from that vein. In contrast to plants and animals in which the vascular
networks form only a small part of the organism and is usually protected and preserved from
the environment, in both slime mold and fungi, the network defines the organism itself and
must adapt constantly to variable environmental conditions. Hence, vascular networks in
plants and animals are usually very efficient and low-cost, but unadaptable, while fungi and
slime mold networks tend to be robust and efficient, but costly[156].
More broadly, deploying an efficient network in a constrained environment with a finite
amount of resources is a common objective to both biological and human-made systems.
Regardless of scale, ranging from ecosystems and communities, such as ant colonies, to
simple organisms and organs, such as neural arbors and vascular systems, it has been ob-
served that network deployment strategies seek to maximize travel efficiency and/or redun-
dancy (and therefore resiliency) while minimizing cost. Commonalities between natural
and engineered networks have originated the field of bio-inspiration, which aims to mimic
biological principles to improve the design and construction of human-made systems. For
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instance, the principles of networks scale have shown to be applicable to both biological,
human, and geographic networks expanding the similarities between networks to the prin-
ciples behind the formation of basins and hydrology systems [157]. Comparison between
biological and computational networks showed the differences between sparse and robust
networks in terms of connectivity and optimization strategies [158] and highlighted the
potential to combine biological principles and engineering control to yield more efficient
networks than those created with each strategy alone [159]. Other studies have focused
on transportation networks. For instance, Patino-Ramirez et al. [26] showed that a bio-
inspired road network design based on leaf venations can reduce the unitary construction
cost of the networks, while yielding similar path efficiencies to those obtained with global
optimum networks, such as Steiner Trees. Similarly, Tero et al. [25], showed that slime
mold creates efficient algorithms in terms of cost, path efficiency and resiliency, that can
outperform current design methods used to design railway systems.
Civil infrastructure networks are traditionally designed to optimize objective functions
(such as traffic flow) under static constraints (such as land use regulations). Network re-
silience and security have recently gained attention in several fields of engineering that
study the impact of global threats such as pandemics, terrorism or climate change [2]. It
has become increasingly important to design networks that adapt to disruptions (e.g., cut
connection after a natural disaster) or attacks (e.g., data hacking or spread of a disease). In
this context, classical optimization under constraint is not applicable. Storm water man-
agement relies on the simulation of weather scenarios, in which the final design option,
e.g. pipe upsizing, underground storage, or bio-filtration, remains empirical [160, 161].
Probabilistic approaches were used to assess the vulnerability of power systems [162] and
virtual networks [163], such as internet and optical networks, to physical infrastructure
damage. The most recent publications treat the resilience of inter-related networks such
as power, water and cellular networks [164]. In all of these models, analyses are done a
posteriori. More dynamic approaches based on the game theory were adopted to secure
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infrastructure and information networks, whereby the cost of creating and removing links
in a graph is calculated at every move of the attacker or the defender [165]. No strategy has
been proposed yet to account for the splitting and fusion functions of slime mold networks,
which relate to specialization vs. generalization behavior. How to split water networks to
ensure autonomy of communities in remote areas? When should two countries merge elec-
trical power grids after a hurricane? So far, these questions are open. To the authors’ best
knowledge, the only studies available to date focus on data fusion [166, 167, 168] or on
emergency operation center fusion [169]. The dynamics of slime mold networks before and
after fusion in response to various environmental constraints has a potential to inspire new
strategies to design adaptable information and infrastructure networks, resilient to natural
and biological hazards as well as geopolitical risks.
3.6 Concluding statement
slime molds are a good model organism to study networks. First, slime mold networks
are both a transport system and the organism itself, and are therefore more dynamic than
vascular networks in plants and animals. Second, slime mold networks adopt an array
of topologies in response to environmental conditions. Third, slime mold networks can
be continuously remodelled via pruning and reinforcement, adapting to different nutrient
conditions and damage. Fourth, slime mold networks differ from other types of vascular
networks, due to an unlimited capacity for expansion, combined with an ability to main-




SLIME MOLD-INSPIRED FLUID EXTRACTION MODEL FOR RESERVOIR
ROCKS
4.1 Aim and summary
The current chapter shows and application of the inferred algorithms and growth strategies
of slime molds. Based on a slime mold inspired flow model, we propose a framework
to optimize the connecting path between a distributed resource inside a porous medium
(rock), and a point/s of injection or extraction, hence maximizing the fluid flow to/from the
extraction/injection point. The contents of this chapter has been published in [29].
This study is motivated by the similarities between biological and engineering flow
systems, which maximize their efficiency following the path of minimum energy. Industrial
fluid extraction and injection processes are designed to minimize the implementation cost
(energy, materials) and maximize the volume of fluid injected (or withdrawn), given a
spatial distribution of resources (or pore that contain these resources). We explain the
commonalities between the equations governing flow in a porous medium and growth of
slime mold, an organism that dynamically deploys tube-like structures and adapts them as
a function of their contribution to the overall network. We perform several simulations to
analyze the influence of the pore size distribution and of pore spatial distribution on the
topology of the extraction network predicted by the slime mold growth algorithm. We
discuss the suitability of the biomimicry model to design fracture patterns for optimal fluid
extraction from a porous rock.
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4.2 Introduction
What fracture network topology optimizes fluid flow in a rock mass? Power laws and frac-
tal dimensions govern most physical processes observed in nature. However, optimization
algorithms that shape natural self-organization remain in many cases unknown. Further-
more, engineering approaches rarely consider nature as a guide to improve human systems
and very few attempts have been made to explain the fractal nature of the topology ob-
served in many connectivity networks. The constructal theory [170] is an optimization
method for finite flow systems with configuration (e.g., slenderness), in which a purpose
(e.g., heat collection) and constraints to the flow (e.g. mass balance) are established. This
theory can be used to predict the topology of both natural networks, such as the design of
the lungs [171], and man-made networks, such as the layout of cities [172, 173]. Unlike
other biological models of cell networks, the constructal theory is completely determinis-
tic, predicting the layout of a network without prior assumptions. Major limitations are:
(a) the need to assume controlling thermodynamic potentials, steady boundary conditions
and uniform distribution of connecting points; (b) the absence of interaction dynamics from
the formulation which disregards the fluctuations of the environment and the corresponding
adaptation of the network. In the same way, Steiner tree algorithms allow finding: The min-
imum spanning tree from a set of points distributed in space; The global optimum from the
creation of Steiner points that minimize the length needed to connect 3 points on the plane;
The minimum network length concatenating those full Steiner trees using a combinatorial
algorithm [174].
The astonishing similarities noted between the geometry of networks formed by living
organisms (e.g. roots and bacteria) and that of infrastructure facilities (e.g. railway systems,
see [84, 25], inspired the present study. We follow the growth principles of true slime mold
(Physarum polycephalum), an intelligent organism that yields better solutions than Steiner
trees for network configuration [175] and is capable of changing its topology over time,
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depending on the variability in topological and environmental conditions. Using a slime
mold growth algorithm, we calculate the size of each crack that connects pores in a rock
mass in order to maximize the extraction of a fluid from those pores. We first explain
the principle of the bio-mimicry model used for fluid flow. We then study homogeneous
and heterogeneous rock microstructures, with different pore size distributions. Lastly, we
recommend designs of fracture patterns for optimal extraction from porous rocks.
4.3 Biological analog of fluid flow
4.3.1 Governing equations of the bio mimicry model
We construct a biomimicry flow network model, in which the porous medium is repre-
sented by a distribution of pores (nodes) of various sizes. Cracks (edges) connect the pores
and allow the flow of fluid from the pores (sources) to a sink point. The width of the cracks
connecting pores is calculated based on a mathematical model that mimics the growth be-
havior of Physarum plucephalum. This amoeba-like organism is a single cell consisting on
a dendritic network of tubular elements that ensure the flow of nutrients and signals through
the plasmodium [88]. The organism spreads uniformly under constant environmental con-
ditions and adapts dynamically due to the composition of the substrate, the supply of light,
the distribution of food spots and the presence of physical barriers that restrict growth [176].
Physical observation shows that the placement of a food source on certain locations of the
network induces tube shrinkage and thickening, since flux through a tube strengthens it,
while unused tubes tend to degenerate and disappear. The mathematical formulation of the
present model follows the empirical rules established by [177], where tubes that are not
part of the flow network tend to disappear, and, when two or more paths connect the same
set of food spots, only the shortest prevails.
Flow through tubes is assumed to follow the Hagen-Poiseulle equation, which states
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· pi − pj
Lij
(4.1)
Where η is the dynamic viscosity of the fluid (assumed to be water in the present study,
for simplicity), pi and pj are the pressures at nodes i and j respectively, rij and Lij are the





The conductivity of the tube (edge representing a crack) changes when the radius of
the tube changes. The length remains constant, and the pressure at each node is computed
from the principle of mass conservation, as follows:
n∑
i
Qij = 0 (4.3)
The flux is set as −Iij and Iij for nodes set as sink and source, respectively. The value
of Iij is proportional to the volume of the pore (node).
The resulting linear system of equations is solved for pi and Qij . The change of tube
conductivity within a time step n is given by the expression shown in the following equa-













· µDij − rDij (4.4)
Where qij is the flux through the tube during step n, qm is the mean flux trough the
network, Dij is the mean conductivity of the network. γ is the parameter that describes the
non-linearity of the growth feedback and is set as 1.8 according to [25] and r is the decay
rate of the tube (set as 2%).
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4.3.2 Slime mold growth algorithm
The model consists of a two dimensional, regular, triangular lattice mesh: the coordination
number of a node is equal to 6, i.e. each node is connected to 6 other nodes by 6 throats
that are 60◦ apart from each other. The grid contains nx by ny nodes, where nx and ny are
the numbers of nodes along the x and y-axis, respectively. Each node represents a spherical
pore inside the rock mass. Each edge that connects two pores represents a pore throat,
modeled as a slime mold tube, which is assumed to be a cylinder. We assume that pore
and pore throats follow independent normal size distributions. The parameters of the initial
probability density functions are taken from published articles about reservoir rocks. Node
(pore) radius distributions do not vary during the simulations, but the radii of the cylindrical
edges are optimized by using the slime mold growth algorithm.
After generating the mesh and assigning the initial size distributions to the nodes and
edges, n nodes (pores) are selected to play the role of flow sources. The probability of
choosing a pore is proportional to its size, for instance the probability of selecting a pore
of radius 2r is twice the probability of choosing a pore of radius r. At each computational
step, we chose n equal to 0.5nxny sources, which yielded a realistic network topology
within a simulation time shorter than a day. Larger sets of sources did not yield significant
changes in the topology of the system.
At each step of the computation, different sets of sources are considered but the sink
point remains at the same location, at the top center of the domain ( i = 1 and j = 0.5nx ).
Next, the corresponding flux input and output are set according to the volume of the source
pore, and the node pressures and edge flux values are obtained from the corresponding set
of linear equations. Then, the conductivity and radius of each edge are updated and a set of
nodal sources is considered.
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4.4 Bio inspired optimization of fluid extraction from porous rocks
4.4.1 Mesh and boundary conditions
The simulations presented in the following were all done with the same lattice mesh, with
nx = 50 and ny = 70. The scaling factor of the mesh (which defines the length of each
edge) was set as 1, i.e. the mesh is considered non-dimensional according to the growth
mechanism defined by [177].
The microstructure parameters where chosen according to [178] for a sample of Lithic
feldspar sandstone in a tight oil reservoir. The pore radius is distributed normally with a
mean value µp = 145µm and a standard deviation σp = 35µm; the pore throat mean radius
is µt = 0.48µm with a standard deviation of σt = 0.12µm.
4.4.2 Microstructure models
We design different microstructure models to evaluate the influence of the variability of the
pore and pore throat size distributions on the deployment of the slime mold inspired flow
network. We study: The influence of the mean value and standard deviation of the pore
(node) size distribution; The influence of the spatial variability of the pore sizes.
Influence of pore mean size on network topology
The three micro structures described in Table 4.1 were compared to study the effect of the
variation of the mean pore size distribution on the development of the flow network.
Table 4.1: Effect of pore size. Mean and standard deviation of pore sizes used in the
models.





Influence of pore size variability on network topology
In order to assess the influence of the standard deviation of the pore size distribution, four
microstructures, described in Table 4.2, were compared. The mean pore size was kept
constant as well as the pore throat size distribution parameters.
Table 4.2: Effect of pore size variability. Mean and standard deviation of pore sizes used
in the models.
Scenario Mean (µ) [ηm] COV [%] Std. Dev (σ) [ηm]
1 145 5 7.25
2 (base) 145 24.14 35.00
3 145 50 72.50
4 145 100 145.00
Influence of pore size spatial distribution on network topology
In order to understand the influence of the spatial distribution of pores on the deployment of
the network, three different cases were considered, as explained in Table 4.3 and Figure 4.1.
In each case, the domain is made of a combination of regions of different mean pore size,
but same standard deviation. In case A, the whole domain has a low mean pore size. In
case B, the lower half of the domain has a mean pore size three times higher than the upper
half. In case C, the mean pore size is higher in the upper half than the lower half. The
position of the sink is the same in all three cases: at the top center of the domain.











Figure 4.1: Pore size distributions for different cases studied.
4.5 Results
We compare the topology of the initial porous network (with pores and pore throats of given
initial size distributions placed on the grid) to that of the final network, obtained after using
the slime mold growth algorithm. Within the final network, we define a preferred flow path,
as follows. The 10% larger edges obtained at the end of the simulation are selected (note
that larger edges are tubes that are were selected the highest number of times to ensure
flow from a set of pore source to the sink). Within the set of 10% larger edges, clusters of
connected tubes are identified. In all simulations, one cluster contained 90% of the larger
edges. This cluster defines the preferred flow path.
4.5.1 Influence of pore mean size on network topology
The average growth of tube (edge) radius was computed for edges within the entire domain
and within the preferred path only. Results are summarized in Table 4.4. The growth rate
of the edges within the preferred path is about five times higher than the average growth
rate within the entire domain.
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Table 4.4: Mean increase of edge radii with varying mean pore size.




The results show no significant differences between the increase of edges radii; this
fact can be explained by the nature of the algorithm, which is sensitive only to the relative
weight (size) the source points (pores) over the domain. Since the probability density
function and standard deviations are the same in the three microstructure models tested,
the variability of mean pore size does not affect the topology of the flow network generated
with the slime mold growth algorithm. We check that the ratio between the total volume of
the pores connected by the preferred path and the total pore volume is the same in the three
simulations (Table 4.5). This result confirms that the same volume fraction of resources
can be extracted through the preferred flow path in all cases.
Table 4.5: Effect of mean pore size on preferred path efficiency.
Mean pore Size µo 2µo 3µo
% of pore volume connected by the preferred path 27.07% 26.59% 27.13%
4.5.2 Influence of pore size variability on network topology
Table 4.6 summarizes the edge growth rates within the entire domain and within the pre-
ferred path, for microstructures with different pore size standard deviations (described in
Table 4.2). Table 4.7 shows the porous volume accessible by the preferred path. We note
only slight differences in the four simulation results. This is because pore sizes are cen-
tered around the mean pore size. The probability of selecting a pore in a set is not strongly
affected by the variability of the pore size distribution. Therefore the edges connecting the
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pores are used with similar probability regardless of pore size standard deviation, which
leads to similar network topologies.
Table 4.6: Mean increase of edge radii as a function of pore size standard deviation.
COV of pore
size distribution





Table 4.7: Effect of pore size standard deviation on preferred path efficiency.
COV 5% 24.1% 50% 100%
% Of total pore volume connected
by the preferred path 26.75% 26.22% 24.98% 26.07%
4.5.3 Influence of pore size spatial distribution on network topology
The final networks obtained for the three microstructures described in Table 4.3 and Fig-
ure 4.1 (Cases A, B and C) are shown in Figure 4.2. The creation of preferential paths for
fluid extraction is analyzed in terms of relative growth or shrinkage of the edges (percent-
age of variation of radius size). Results are plotted as heat maps where the color intensity
corresponds to the increase in diameter of a given edge.
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Figure 4.2: Topologies obtained for each case studied (A, B and C). The intensity of the
color is related to the relative growth of the given edge within the domain defining the
preferred flow path.
Table 4.8, Table 4.9 and Table 4.10 summarize the analysis of network connectivity, i.e.
the average radius growth within the entire domain and within the preferred path only.
Table 4.8: Mean increase of edge radii – Case A
Mean increase
of edge radii
Every edge Preferred path edges
Entire Domain 3.14% 14.73%
Upper Half 3.54% 15.86%
Lower Half 2.73% 13.22%
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Table 4.9: Mean increase of edge radii – Case B
Mean increase
of edge radii
Every edge Preferred path edges
Entire Domain 6.78% 33.32%
Upper Half 6.79% 36.86%
Lower Half 6.76% 30.08%
Table 4.10: Mean increase of edge radii – Case C
Mean increase
of edge radii
Every edge Preferred path edges
Entire Domain 1.51% 6.93%
Upper Half 1.79% 7.23%
Lower Half 1.23% 6.20%
As expected, the increase of the edge radii is significantly higher on the preferred path
compared to the complete set of edges (around 5 times higher). Within both the entire
domain and the preferred path, the highest increase is seen in Case B, where the higher
concentration of pore (and resource) volume is far away from the sink. Tube growth is
needed to increase conductivity and reach the resources in the lower part of the domain.
Case C presents the smaller increase of edge radii overall, which can be attributed to the
spatial distribution, where the biggest concentration of the resources is already close to the
sink. There is no significant incentive to enhance flow far away from the sink according
the slime mold growth algorithm. Finally, we note an important difference of growth rate
between zones: the growth rate is always greater in the upper half compared to the lower
one; this result can be explained by the necessity to deploy a network of low resistance
to the flow at the vicinity of the sink. In Table 4.11, Table 4.12 and Table 4.13 the first
column shows the distribution of the pore volume in the domain. By definition, the sum
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of the pore volume fractions in the upper and lower halves equals the pore volume fraction
in the entire domain, i.e. 100%. In the same way, the sum of the volume fraction of pores
connected by the preferred path in the upper and lower halves equals the volume fraction
of pores connected by the preferred path over the entire domain. The efficiency is defined
as the ratio between the pore volume connected by the preferred path and the total pore
volume available in a given area.




Fraction of total pore volume
connected by the preferred path
Efficiency
Full domain 100% 27.01% 27.01%
Upper half 50.01% 15.59% 31.17%
Lower half 49.99% 11.42% 22.86%




Fraction of total pore volume
connected by the preferred path
Efficiency
Full domain 100% 26.83% 26.83%
Upper half 11.12% 3.00% 26.98%
Lower half 88.88% 23.83% 26.81%




Fraction of total pore volume
connected by the preferred path
Efficiency
Full domain 100% 32.84% 34.84%
Upper half 88.90% 31.16% 35.05%
Lower half 11.10% 1.68% 15.12%
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Results show that with less than 10% of the edges of the domain, the computed network
is able to reach around 30% of the total pore volume available, with similar results even
for strongly heterogeneous distributions of total pore volume. Furthermore, the results
show that the highest value of efficiency is obtained for Case C, where the resources are
closer to the sink, similarly to the results obtained for mean increase of edge radii. On the
other hand, the lowest efficiency (26.83%) is obtained in Case B, where the majority of
the resources are away from the sink, which also agrees with the results obtained for edge
radii increase. Once again it was observed that the efficiency is always higher in the upper
half of the domain, where at the same time the preferred path shows highest radii increase
as well. These results show the importance of network topology for efficient extraction of
resources from porous rocks, through main veins connected directly to the sink.
4.6 Conclusions
We construct a slime-mold-inspired flow network model, in which the porous medium is
represented by a distribution of pores (nodes) of various sizes. Pores represent source
points, and a sink point is placed at the top center point of the domain. The size of the
cracks (edges) connecting pores is calculated based on a mathematical model that mimics
the growth behavior of Physarum polycephalum. The algorithm selects flow paths that
preferably connect the larger pores. Edges along these flow path grow in size as a function
of the number of times they are selected for conveying fluid flow from the pores to the sink.
We compare the topologies of networks generated with different pore size distributions. In
all cases, a unique preferred flow path can be identified. The top 10% larger edges connect
pores that represent 25% to 32% of the total pore volume. The growth rate of edges within
the preferred path is five times higher than the average growth rate of the edges in the
entire domain of study. Edges tend to grow in size when they are closer to the sink. The
slime mold inspired porous networks maximize fluid extraction. The results obtained show
the potential to model real distributions of resources within porous media, in order to find
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the optimal flow path based on slime mold growth; for this reason, further research on
this topic will include benchmarking between fracture patterns observed in the field versus
the bio-inspired network, in order to validate the effectiveness of the method. Lastly, it
is important to mention that specific calibration for this application is needed, since the
growth law adopted in the present article is directly taken from a biological model. Even
though this choice is qualitatively suitable for the analysis, further research will include the
development of physical experiments on slime mold.
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CHAPTER 5
TRANSPORTATION NETWORKS INSPIRED BY LEAF VENATION
ALGORITHMS
5.1 Aim and summary
The current chapter further explores applications of bio-inspiration to engineered transport
networks. Specifically, this study evaluates the application of a leaf venation algorithm to
transportation networks in the city of Atlanta. First, we benchmark leaf venation algorithms
against theoretical bounds, and we then apply these algorithms to two proofs-of-concept
models of the city, where the network follows the population distribution. The contents of
this chapter has been published in [26].
In this study, we seek to apply optimization patterns exhibited by biological systems,
which have adapted to environmental constraints and limited resource availability, to the
optimization goals of human-made networks. Here, we evaluate the algorithm underly-
ing leaf venation (LV) deployment using graph theory. We compare the traffic balance,
travel and cost efficiency of simply-connected LV networks to those of the fan tree and of
the spanning tree. We use a Pareto front to show that the total length of leaf venations is
close to optimal. Then we apply the LV algorithm to design transportation networks in
the city of Atlanta. Results show that leaf-inspired models can perform similarly or bet-
ter than computer-intensive optimization algorithms in terms of network cost and service
performance, which could facilitate the design of engineering transportation networks.
5.2 Introduction
The seemingly simple problem of connecting a central node to a set of spatially scat-
tered points is common to many natural and artificial systems of all scales and levels of
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complexity. Despite the differences in the mechanisms that drive network deployment,
optimality is always sought as the maximum of objective functions under environmental
constraints. Performance metrics are defined a priori by the modeler. A complex system
can be optimized locally or globally, and optima may vary over time due to environmental
constraints or internal changes such as ageing, growth and demand and supply. Complex
optimization problems have been addressed by nature for millions of years by means of
evolution; external stimuli trigger adaptation of organisms (and their organs) to their en-
vironment (constraints) and the competition for resources results in increasingly efficient
organs, organisms, communities and ecosystems over subsequent generations [179, 180,
181, 182]. In closed environments with a limited availability of resources, biological net-
works constantly adapt to improve their efficiency, robustness or flexibility. Principles
of thermodynamics impose some trade-offs: increased efficiency towards a specific func-
tion decreases the performance of the network in some other manner. In the case of fully
connected graphs, minimization of the total network length results in a simply connected
graph, having exactly one unique path between every pair of nodes [183]. Conversely, dy-
namic environments promote the development of robust and resilient networks, capable of
overcoming accidents and errors and that have a better evolvability, at the expense of an
increased network cost [184, 185, 186, 187, 188].
Organs and tissues develop strategies to optimize flow, energy, cost, connectivity and
any other characteristic pertinent to their function. For instance, circulatory vessels are
shaped to ensure efficiency and resilience [189], neural arbors deploy with minimum dis-
tance between cell bodies and synaptic partners and minimum network cost [190], plants
optimize flow from roots to leaves while minimizing the total energy cost of their growth
[191], root systems follow high hydraulic gradients [192, 179, 180], and uptake water
as they grow, which makes the soil-root dynamics highly coupled and non-linear [193,
194, 195]. Remarkable optimization strategies were also noted in relatively low complex-
ity organisms, including fungus [196], and slime mold, a unicellular organism capable of
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achieving continuous optimization of its foraging path [175, 108]. Computational algo-
rithms inspired by slime molds were used to aid solving NP-complete problems, such as
finding Steiner trees [175, 176], and to assist the design of transportation networks [25,
177]. Communities have been studied extensively through ant colonies, which minimize
the local cost of their networks [197], to the expense of reduced robustness [198]. Related
research focuses on colony organization [199, 200], robustness versus efficiency [201] and
computational optimization algorithms [202]. Other animals exhibit intrinsic optimization
strategies [203, 204] in their travel and exploration dynamics.
Bio inspiration has been adopted in many disciplines as a vector of innovation. For in-
stance, doctors practice surgeries with a mosquito-inspired needle [205], cod glycoproteins
are used in the industry for their antifreeze properties [206] wind turbines were optimized
by taking inspiration from the flippers of humpback whales [207] and mussels inspired
the fabrication of novel adhesive compounds [208]. Engineering and natural networks
present similarities both in their global and local optimization objectives. For instance,
water networks were designed by solving an NP-complete problem using particle-swarm
optimization, with a bird-flock inspired algorithm [209]. Internet networks were optimized
with an algorithm inspired by slime molds [210]. Bus routes were calculated based on ants
behavior [211].
In this study, we evaluate a leaf venation (LV) algorithm for designing bio-inspired in-
frastructure networks. Then, we describe an algorithm that models the mechanisms that
drive LV deployment and we present two reference algorithms for benchmarking. In sec-
tion 5.3 we compare the LV algorithm to the two reference models by means of a set of
topological indexes and a Pareto optimality front. In section 5.4, we apply the LV al-
gorithm to design a transportation network in the metropolitan area of the city of Atlanta
(GA) and to expand the current metropolitan network towards an adjacent suburban county.




LVs connect the stem to points distributed on the blade of a leaf with minimum length to
transport fluids under environmental constraints. Similarly, transportation networks con-
nect areas with high population or high economic activity and are designed to minimize
cost and maximize efficiency during construction and service life. Based on this analogy,
we propose to apply an LV algorithm to design a transport infrastructure network under
the following assumptions: (i) The existence of a single source/sink point connected to an
arbitrary number of attraction/service points; (ii) The absence of healing mechanisms that
can overcome possible disconnections; (iii) The possibility of discretizing the domain into
nodes that need to be connected (called attraction points from now on). In this section, we
present leaf venations as simply connected networks embedded in a homogeneous space at
steady state and we compare the performance of the LV algorithm to that of two benchmark
network algorithms.
5.3.1 Leaf venation (LV)
Plant leaves grow a vascular system of interconnected veins, which ensure evapotranspi-
ration and mechanical stability [180, 212]. Leaf venation systems form hierarchical net-
works, usually starting with a main single vein that grows from the petiole, followed by
secondary branches that start from the main vein, and are connected at the same time to
smaller veins. The latter, called tertiary veins, create paths that connect every single stoma
to primary and secondary veins and therefore permit flow from/to the petiole to the whole
leaf blade [213]. Additionally, tertiary veins form loops in the network, adding redundancy
to the system so that in case a vein is cut, flow paths still exist to reach the entirety of the
leaf blade; the existence of loops in the network increases its overall cost [155]. Here, we
study cost minimization and thus focus on primary and secondary veins. We do not study
the mechanical stability of the leaf and focus on the mass transport function of the LV.
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Vein development [214] influences the shape and growth of the leaves [215, 216]. Leaf
blade shapes are either simple (with a single unit) or compound (with two or more leaflets).
Simple leaves can be entire, if they have a smooth or slightly toothed edge, or lobed, if they
have significant indentations that make the contour highly non-convex [216]. Marginal
growth characterizes leaves that develop outside of the current blade contour whereas dif-
fuse growth refers to blades that stretch themselves to increase area [214]. In our study,
we focus on simple, entire leaves that experience no growth; thus, we study the case of a
relatively unconstrained geometric domain that grows outwards (no stretching of existing
veins). This scenario is congruent with transportation infrastructure networks, which are
constructed progressively, extending from the previous step of the network.
The most accepted algorithm for modelling vein patterns formation is based on the
canalization hypothesis [217], which states that the growth and branching of new veins
are controlled by the spatial distribution of a signal distributed along the leaf blade. This
signal is in large part attributed to a growth hormone called auxin. Physical evidence shows
that auxin sources can be viewed as attraction points discretely distributed throughout the
blade [218], and numerical LV algorithms based on that assumption were validated against
biological experiments [216]. The diameter of the veins obeys Murrays law, a power law
with exponents that depend on plant species [219].
In the present study, we adopt the algorithm proposed by Runions [216]. The algorithm
is described in Figure 5.1. In this implementation, the domain and auxin points (attrac-
tion points) are fixed at the start of the algorithm, and no new auxin point is added over
time. Rectangular domains were used, and the kill distance was set as 0.5% of the largest
dimension of the domain. After the LV architecture is obtained, it is transformed into an
undirected graph, preserving the source, branching and attraction points and their connec-
tivity, therefore making the edges between nodes straight lines.
93
Figure 5.1: Leaf Venation (LV) pseudo-algorithm, after Runions [216].
5.3.2 Benchmark networks
In the following, let Tl be the network that minimizes each objective function. We bench-
mark the LV algorithm against a local optimization algorithm (fan tree), for which Tl is
defined as the sum of the minimum source-attraction point distances, and a global opti-
mization algorithm (Steiner tree), for which Tl is the minimum total length of the edges
in the network. The fan and Steiner trees are constructed to connect a given set of points
regardless of whether they are source or attraction points. The fan tree and the Steiner tree
results are then used to construct a Pareto optimality front [220].
Fan Network
The total length of a network that minimizes each travel distance from the source node to





Where di represents the distance along the edges from the source point to the i-th at-
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traction point, i ε {1, ..., n}.
The network that minimizes Tl is a fan network (FN), i.e. a collection of straight lines
from the source to each sink. The FN represents a local optimum for each travel distance
from the source. The nodes of the FN are only the source and the attraction point, i.e. there
is no branching node.
Steiner Tree
A Steiner tree (ST) is a network that connects a set of points with the minimum total
network length [221, 222, 174]. Additional branching nodes (called Steiner points) can









Where ei represents the length of edge i ε {1, ...,m}. Note that m designates the number
of node-to-node segments in the Steiner tree, which comprises nodes other than the source
or the attraction points (Steiner points).
The basic Euclidean ST problem is in an unconstrained domain without obstacles [174].
Subsequent advanced algorithms that proposed to include obstacles and other geometries
[223, 224, 225, 226] are NP-complete problems, i.e., the running time of the algorithm
grows exponentially with the number of nodes [227, 228]. In order to circumvent the
exponential increase of the runtime with the number of nodes, heuristics and alternative
algorithms have been developed to approximate the solution and/or obtain an initial guess
of the solution; some of these approaches have taken inspiration from bio-inspired systems
such as slime mold growth algorithms [175, 176]. In the current implementation, we follow
the algorithm proposed by Fonseca and collaborators [229] to find the Steiner trees, which
are then transformed into undirected graphs for analysis.
95
5.3.3 Pareto Efficiency
We analyze the optimality of networks to satisfy: (i) A local criterion, to minimize the sum
of the travel distances from the source/sink point to each attraction point along the edges
of the network; (ii) A global criterion, to minimize the total network length. The Pareto
optimality front [220] is an optimality line that indicates the smallest sum of individual
distances that can be obtained for a given total network length.
In order to generate the Pareto front, we create solutions that follow a joint optimization
objective, which is a linear combination between the two optimization criteria evaluated.
The combination of the objectives is controlled by a parameter 0 ≤ α ≤ 1; when α = 0,
the objective reduces to the local criterion (Fan Network), while when α = 1, the objective
reduces to the global criterion (Steiner Tree).
To do so, we use the available plant-inspired greedy algorithm developed and imple-
mented by Conn and collaborators [191], which constructs near-optimal architectures as
shown in [190, 191, 230]. The algorithm starts from a stem protruding from the source
node towards the centroid of the attraction points. From there, new branching points (and
branches) are iteratively tested, choosing the branch that minimally increases the value of
the objective (a function of α).
A network is considered Pareto optimal for the criteria tested if it lies along the Pareto
front. We hypothesize that LV networks optimize one of the optimization criteria tested or
a combination of both (along the Pareto front). Nevertheless, LVs are not only optimized
for travel distances and cost, but also for other criteria not studied here [191, 220] related
to mechanical stability, genetics, heat transfer among others.
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5.4 Evaluation of optimality
5.4.1 Arbitrary networks evaluation
In order to analyze the underlying optimization mechanisms of leaf-inspired algorithms,
we generated networks that connect a source to randomly distributed sets of attraction
points in a 2D rectangular domain. The source node (petiole of the leaf) was placed at the
bottom center of the domain (coordinates [0,0]). We tested 50 replicates of 10 attraction
points (auxin points), and 50 replicates of 15 attraction points. The coordinates of the
attraction points were uniformly distributed, in the range [-50 50] along the X-axis, and
in the range [30 200] along the Y-axis. The Y range was set to start from 30, to create a
distance between the source node ([0,0]) and the rest of the nodes, and therefore, enhance
the tree-like structure of the resulting networks. The networks obtained are characterized
as undirected graphs, in which the nodes correspond to the input points plus the set of
branching points generated by each one of the algorithms. Figure 5.2 shows an example of
the obtained networks for a set of 10 attraction points.
Figure 5.2: Example network topologies: Fan Network (FN), Leaf Venation (LV) and
Steiner Tree (ST). Results for a set of 10 random attraction points.
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5.4.2 Pareto Optimality
For each of the 100 sets of attraction points (called replicates in the following), we generate
the LV, the FN, and the ST. For each network, the sum of individual travel distances from
the source to each attraction point along the edges of the graph (local index) and the total
network length (global index) are calculated. To aid visualization, we normalize the indexes
according to the optimal bounds. The FN exhibits the lowest sum of individual travel
distances and therefore its local index is mapped 0 and its global index set as 1; conversely,
the ST exhibits the lowest total network length and therefore its global index is mapped to 0
and its local index set to 1. Then, the indexes of the LV are mapped based on the global and
local bounds. Figure 5.3 shows the results. The shaded region encloses the Pareto fronts
of all the replicates, which are also normalized. Contiguous boxplots show the variability
of the sum of the individual travel distances and of the total network length among the 100
LV networks.
Figure 5.3: Normalized Pareto front, for 100 replicates of randomly distributed attraction
points. Scattered dots correspond to the results obtained with the LV algorithm. Adjacent
boxplots illustrate the variability of the local and global network indexes.
The total network length of the LV networks is close to the theoretical minimum (me-
dian value of 0.04) with a small variability (maximum value 0.11 and minimum value of
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0.01). On the other hand, the sum of travel distances from the source shows high variability,
ranging from 0.51 to 2.31 with a median of 1.27. This result suggests that the LV algorithm
seeks to minimize the global network length but does not optimize the sum of individual
distances to the source.
5.4.3 Service life performance
The optimization criteria used to plot the Pareto front are related to the initial design of the
network. In addition to cost, travel path efficiency and load (traffic) balance are also im-
portant performance metrics of a transport network during its service life. In the following
section we study the service life performance assuming that the capacity (proportional to
the width of the edges) is homogeneous and fixed for all the edges of the graphs.
Load Balance: Edge congestion
Load or traffic balance is a common measure of service performance that has attracted a lot
of attention in the field of graphs theory [183]. Depending on the context, the interpretation
of load distribution has different meanings:
Congestion: if the capacity or width of the nodes or edges of the network are fixed
and/or homogeneous, the system may suffer from bottleneck congestion, where the trans-
port efficiency is controlled by the most congested link; therefore a uniform load distribu-
tion is optimal – like in parallel computing [231].
Centrality: if the capacity of the elements of the network is not a limitation, the dis-
tribution of the traffic load is a measure of the node/edge importance inside the network;
therefore an irregular distribution of load is desired in order to classify or identify compo-
nents in the network – like in social media networks [232, 233].
A common metric to find the load distribution in a graph is the node betweenness cen-
trality [232]; it is defined as the number of times a given node is part of the shortest path
between two other nodes of the network, normalized by the number of nodes in the graph.
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In the current analysis, we use a slightly modified metric of load balance: we compute the
load in the edges rather than the nodes, and we consider the traffic between every pairwise
combination from the set of source and attraction nodes (excluding the branching/Steiner
points). That way, the load balance only stems from the set of nodes that is common to all
networks. For each of the algorithms evaluated in the benchmark, we plot the mean value
of load balance and the interquartile range (IQR), a measure of dispersion that corresponds
to the difference between the 25th and 75th percentiles of the data. Results are shown in
Figure 5.4.
Figure 5.4: Edge congestion distribution. Vertical values show the mean edge congestion
for the different networks while the horizontal axis shows its variability, in terms of the
interquartile range..
For the current assumption of homogeneous and fixed edge capacity, we find that the
LV and ST solutions have similar values of edge congestion, with median mean values of
0.31 and 0.37 respectively. Nevertheless, the traffic load is more evenly distributed in LVs
than in STs: the IQR medians are 0.24 and 0.33 for LV and ST, respectively. On the other
hand, the FNs outperform the STs and LVs, with a smaller median mean load (0.25) and a
perfect load balance (IQR=0) - since all the edges are used the same number of times.
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These results suggest that longer networks are more likely to balance traffic, since re-
sources are not limited. But as the total network length decreases, the load is concentrated
in certain edges, causing increased edge congestion.
Travel path efficiency
Besides load balance, the efficiency of traffic or flow during service life depends on the
travel distance between pairs of nodes. We define travel path efficiency as the ratio between
the travel distance between two nodes in a network and their Euclidean distance in the 2D
domain. We first evaluate the paths from the source node to each attraction point, as shown
in Figure 5.5. We then analyze the path efficiency between every pair of nodes (excluding
branching points), as shown in Figure 5.6.
Figure 5.5: Travel path efficiency, paths from the source node to the attraction points.
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Figure 5.6: Travel path efficiency, paths joining pairs of attraction points.
By definition, the FN algorithm exhibits perfect path efficiency from the source, where
every path has an efficiency of 1 (no dispersion). The LV algorithm outperforms ST both in
terms of mean value and dispersion: LV median mean efficiency and IQR are 1.15 and 0.12,
against 1.27 and 0.21 for the STs. Path efficiency among pairs of nodes cannot be optimal
for simply connected graphs because edges are used in multiple paths. Not surprisingly,
FNs have the lowest performance in this index, with median mean values from 3.38 to
10.34, because the load has to travel through the source to reach the destination node. The
ST algorithm outperforms LV: the median mean value is 1.59 for LVs and 1.34 for STs,
and the median IQR is 0.59 for LVs and 0.29 for STs.
5.5 Proof of concept: transportation networks in Atlanta, GA
Urban transportation networks are designed at minimum length (or cost) for optimal path
efficiency and traffic balance, under land use and budget constraints. Here, we compare the
performance of the LV algorithm to that of the ST for designing transportation networks in
the city of Atlanta (GA), for which the population density map is available from the census
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of 2010 [234].
5.5.1 Atlanta metropolitan area
We start by studying the five most populated counties of the metropolitan area of the city
(Fulton, Gwinnett, Cobb, DeKalb and Clayton), and we compare LV and ST networks
with a uniform-fixed edge capacity. The metropolitan area of Atlanta spans radially from
an economic and geographic center. The natural center of the city (and the most densely
populated area) is downtown, which also concentrates a large amount of venues of interest
including auditoriums, stadiums, touristic sites and business and commercial operations.
Therefore, we set the source node of the network as the location of the actual hub on the
railway lines: Five Points station in the heart of downtown.
The attractions points are population centroids. We use a weighted k-means algo-
rithm [97] to calculate the position of fifteen attraction points. Each attraction point is
the weighted centroid of the region that contains the population that lives closer to that
attraction point than to any other attraction point. Figure 5.7 shows the distribution of the
density of population by census tract, shown as shaded regions, and the attraction points.
For context, we also show the actual metro system of the city: the MARTA railway. The
LV and ST networks are shown in Figure 5.8 and Figure 5.9, respectively. The FN was
computed as well to calculate the Pareto optimality line.
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Figure 5.7: Density of population of the metropolitan area of the city of Atlanta (shaded
background) and the corresponding fifteen population centroids (red dots). MARTA rail-
ways network shown in red solid lines.
Figure 5.8: Leaf Venation (LV) network connecting the 15 discrete density of population
centroids in Metro Atlanta.
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Figure 5.9: Steiner tree, resulting network connecting the 15 discrete density of population
centroids in Metro Atlanta.
Pareto optimality
Following the same strategy as that described in subsection 5.4.2, we build the Pareto front
that spans between the FN and the ST as shown in Figure 5.10.
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Figure 5.10: Pareto front and LV network for the transportation system built in the
metropolitan area of Atlanta.
Results before normalization show that the FN and LV networks are respectively 106.7%
and 10.53% longer than the Steiner tree. The sum of distances from the source is 14.86%
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larger in the LV than in the FN and 25.10% larger in the ST than in the FN. The LV thus
outperforms the ST for individual travel distances. The LV algorithm proves to be close to
optimal, at a small distance from the Pareto front, with a high performance with respect to
individual travel distances at the expense of network slightly longer than optimal.
Load balance and travel path efficiency
We measure the load balance following the method explained in subsubsection 5.4.3, except
that the travel path between every pair of nodes is weighted according to the population
associated to the nodes connected. Every edge that is a part of a travel path is assigned half
of the total population represented by the two nodes that it connects. The total assigned
population of an edge is the sum of the population assigned to that edge for all the paths that
the edge is part of. The source node is assigned a weight of zero. Once the total congestion
is calculated, the values are normalized by the total population. Figure 5.11 shows the
load balance of the networks. The LV network shows a lower mean and interquartile range













Figure 5.11: Load Balance as edge congestion. Edge thickness and color are proportional
to edge congestion.
The travel path efficiency is evaluated as explained in subsubsection 5.4.3. Figure 5.12
shows the boxplots with the distribution of the path efficiency of the networks for both con-
ditions. Additionally, Table 5.1 summarizes the mean and IQR values. The distribution of
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the path efficiency from the source shows a small difference between the networks, with the
LV exhibiting a better travel efficiency than the ST. On the other hand, the distributions of
path ratio from all the centroids (attraction points and source) are similar for both networks,














Path ratio - All Centroids
Figure 5.12: Path efficiency for the LV and ST networks in the metropolitan area of Atlanta.
Table 5.1: Path efficiency distribution, networks in metropolitan area of Atlanta.
Path Source
From Source All Centroids
Mean IQR Mean IQR
Leaf Venation 1.16 0.20 1.43 0.38
Steiner Tree 1.32 0.26 1.45 0.40
Population Served: Buffer method
We now assess the networks in terms of the population that they serve. We use the Geo-
graphic Information System (GIS) to calculate the total number of inhabitants (based on
census tracts) that are within a distance of 2 km (walking distance) from the networks.
The area bounded by the offset distance from the network is known as the buffer region.
The buffer method is commonly used to evaluate transportation and service networks [235,
236].
Figure 5.13 presents the total population inside the buffer, the buffer area and the net-
works length. The three buffer variables exhibit similar trends: the FN reaches the largest
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population, covers the largest area and has the highest network length. The LV is in second
place and the ST is last. Interestingly, the values for the LV metrics are consistently about
10% higher than the ones of the ST. Figure 5.14 shows similar indexes, this time normal-
ized by network length or buffer area. The population served per unit length shows that
the most efficient networks are the ST (5,317 hab/km) followed closely by the LV (5,248
hab/km – 1.3% difference); the FN reached 3,687 hab/km – 30.7% difference. The area of
the domain served by unit length of network is 4.03 km2/m for the ST, 3.99 km2/m for the






























































Figure 5.14: Normalized indexes of population and area served by deployed networks.
Metropolitan area of Atlanta.
Lastly, the population density inside the buffer areas was very uniform along the net-
works, with an average of 1,313 hab/ km2 and less than 1% difference among networks.
108
These results suggest that even though the resource concentration of the domain is the same
for all the networks, the ST and the LV cover it more efficiently, both in terms of area cov-
ered and population served. The LV reached 10% more area and population than the ST, at
the price of an increase in network length of 10%.
5.5.2 Gwinnett County
Gwinnett county is the second most populated county of the metropolitan area of Atlanta
and is still not served by any railway to this date. We model the expansion of the MARTA
railway network with the LV and the ST algorithms. By contrast with the modelling exer-
cise presented for the whole Atlanta metropolitan area, the network expansion spans from a
source node that may have a considerable effect on the overall urban network. Additionally,
the edge capacity is not fixed or uniform.
We first discretize the population map of Gwinnett county by calculating the position
of five weighted population centroids with a weighted k-means algorithm. The source node
is represented by the current MARTA station that is the closest to Gwinnett county. The
resulting LV and ST networks are shown in Figure 5.15 and Figure 5.16, respectively.
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Figure 5.15: LV network deployed from the MARTA railway to five population centroids
in Gwinnett county.
Figure 5.16: ST network deployed from the MARTA railway to five population centroids
in Gwinnett County.
The total length of the LV is 6.1% higher than that of the ST (LV: 50.05 km; ST:
47.18 km). Regarding the population served, the LV reaches 10% more inhabitants than
the ST (LV: 254,594 hab; ST: 231,496 hab). The area covered by the LV is 4.23% higher
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than the ST. Table 5.2 summarizes the normalized indexes of population/area. We observe
that even though both networks cover a similar area per unit length of network, the LV
is more efficient, both in terms of population per unit length of network and in terms of
total population reached. This is because the LV passes through regions with an increased
density of population.








ST 4906.1 4.22 1160
LV 5086.6 4.15 1225
By contrast with the cases simulated in previous sections, in which networks have edges
of homogeneous capacity, we now consider that edge capacity is a design variable, and that,
edge capacity should be proportional to its traffic load. We assume that the cost of each
edge of the network is proportional to the product of its length by the load going through it





Ci · Li (5.3)
Where Ci is the traffic through the edge (i.e. the edge load, calculated as explained in
Subsection 4.1.2), Li the segment length and nE is the number of network edges. We study
the change in traffic distribution and network cost as a function of the weight (population)
of the source node (W0). The influence of the source node on the network is proportional
to its weight. We vary the weight of the source node from zero to a maximum value
corresponding to the population of the four adjacent counties to Gwinnett. The population
of the adjacent counties is 2,749,889, about 3.1 times the population of Gwinnett County
(889,954). Figure 5.17 shows the traffic distribution for three different W0 values: zero,
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Gwinnett’s population, and the population of the adjacent counties. Networks are relatively
independent from the rest of the railway system for homogeneous traffic loads, while for























Figure 5.17: Traffic distribution as a function of source node weight for Gwinnett County.
Edge thickness and intensity are proportional to their load.
Figure 5.18 shows the evolution of the total network cost and of the cost per unit length
of network, as a function of the source node weight (W0) normalized by the population
of the county. Results show that, for networks with low dependency on a source node,
STs are more cost efficient than LV networks. Nevertheless, as networks become more
dependent on a source node, LV networks outperform STs, yielding a lower total cost even
though the total network length is always higher than the ST. In the current example, both
networks have the same cost when the weight of the source point corresponds to 0.64 times
the county’s population. Lastly, it is important to mention that regardless of the source node
weight, the normalized cost per unit length of network is always lower for LV networks,
and the difference increases with the dependency from the source node.
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Network Cost per unit length
Figure 5.18: Total and unitary network cost as a function of source node weight - Gwinnett
County.
5.6 Conclusions
Our simulation results show that the total length of LV networks is in average 10% larger
than that of the minimum spanning tree (ST). Traffic distribution is slightly better in LVs
than in STs, arguably because of LVs have a larger total network length. Additionally,
LVs exhibit higher efficiency building paths from the petiole (source node) to auxin points
(attraction points) than between pairs of auxin points, which is consistent with the natural
transport function of a leaf. These improvements on traffic distribution and path efficiency
are achieved at the expense of an increase in total network length. This evolutionary trade-
off can be studied using Pareto optimality in future studies.
The length of LV networks of uniform edge traffic capacity spanning from the center
of the city of Atlanta towards a set of 15 population centroids around its metropolitan
area was 10% higher than the theoretical minimum, with travel distances in average 16%
higher than the Euclidean distance for paths connecting the source node to the attraction
points (vs 32% for the ST). Distances between attraction nodes were in average 43% higher
than the Euclidean distance (vs 45% for the ST). LV networks thus outperform STs for
transportation to and from a central node, while keeping the total network length and travel
distances close to the optimal solution. Additionally, LV networks are as efficient as ST in
terms of area and population reached per unit of network length.
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A simplified problem of railway expansion was solved with the LV and ST algorithms,
in which the capacity of the edges was proportional to their construction cost. Both net-
works reached a similar population per unit of network length (3.5% more population with
the LV than the ST). The relative weights of the population centroids highly influenced the
distribution of edges thickness of the network. The traffic load was higher for edges adja-
cent to the source node at which the railroad expansion was initiated. The network cost per
unit of network length was always lower for LVs than STs. The cost difference increased
with the weight of the central (source) node. This means that even though LVs exhibit a
higher network length, their total cost is lower than that of ST for centralized networks.
This is an interesting result for the development of Atlanta, GA and for the enhancement of
the transportation networks in many other cities in the world, like New-York City (USA)
or Paris (France).
We conclude that leaf venation algorithms can efficiently assist the design of engineered
transportation networks. Nevertheless, our study was restricted to transport optimization
and actual engineering design must consider other constraints including interference with
current infrastructure, construction methods and operation limitations. We propose that leaf
venation - inspired networks can be used to establish an initial design that can be refined
based on environmental and engineering constraints. The advantage of using LV algorithms
is that they achieve polynomial runtime instead of ST algorithms which are NP-complete.
LVs are thus particularly suitable for determining initial network guesses that can then be
iteratively optimized.
Conclusions of this study can be extended to multiple-connected networks in which
secondary edges form loops. Network redundancy increases robustness at the expense of
network cost. Additionally, LV algorithms can be used on continuous domains leveraging
the assumption of discrete attraction points presented in this study. Lastly, there is an
opportunity to expand LV algorithms to account for extra constraints; for instance, LV
algorithms could be used to optimize routing or transport algorithms where the cost of the
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network is a complex function considering land cost, edge capacity and network tortuosity,
rather than just a function of the network length.
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CHAPTER 6
EXPERIMENTAL STUDY OF THE DEFORMATION AND FAILURE
MECHANISMS OF GRANULAR SOIL AROUND PRESSURIZED SHALLOW
CAVITIES
6.1 Aim and Summary
The current chapter shows an experimental study on the deformation and failure mecha-
nisms of cylindrical, shallow cavities embedded in a granular medium, which are relevant
to many geotechnical applications, including tunneling and horizontal directional drilling.
We study the effect of cavity length, vertical stress and soil density on such mechanisms
using x-ray computed tomography.
Results showed that a closed failure surface developed around the cavities, beyond
which, shear bands of elliptic paraboloid shape formed, extending from the bottom of the
cavities all the way to the free surface. The plane strain assumption did not hold beyond
the central portion of the longest cavity tested (L = 6D). The volumetric strain and porosity
changes inside the shear bands showed significant dilation in dense specimens, but contrac-
tion in loose specimens.
The average orientation and the thickness of the shear bands were in agreement with
those found in the literature for passive arching mechanisms (anchoring). Lastly, the ori-
entation of the principal strains around the cavity followed a catenary shape, similar to that
displayed in active trapdoor mechanisms. The content of this chapter has been submitted
for publication in [42].
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6.2 Introduction
Cavity expansion models are used in a wide range of applications in geomechanics, from
in-situ testing [30, 31] to foundations and tunnel design [237, 238]. The pressuremeter test
[32], the cone penetration test [33, 34] and the dilatometer test [35] all involve a pressurized
cavity. In today’s practice, extraction wells relevant to hydraulic fracturing and geothermal
energy, deep tunnels, micro-tunnels and horizontal directional drilling projects [36] are
designed from the cavity expansion theory. Analytical solutions typically assume plane
strain, stress/strain coaxiality and absence of shear at the cavity wall. Stress distributions
around holes were initially calculated within the theory of elasticity [239, 240]. Solutions
were found for pressurized cavities by means of the superposition principle. Extension
to plasticity [241] brings important mathematical challenges, especially in the absence of
symmetries that reduce the dimensionality of the problem. An important tool used to find
closed-form solutions to problems of cavities under anisotropic far-field stresses is complex
mapping, as described by [242]. Analytical solutions differ by the choice of constitutive
model and with it, drained or undrained conditions, and the combination of cavity shape
and orientation of far field stresses (isotropic vs. anisotropic) [243].
Cavity expansion theories were developed for infinite media, and are only applicable
when the size of the cavity is relatively small compared to the dimensions of the domain it
is embedded in. Therefore, the effects of free surfaces are not accounted for, and the ver-
tical and horizontal far field stresses can be considered uniform around the cavity, which
typically results in isotropic or biaxial stress conditions. In a problem of shallow cavity
expansion, these assumptions do not necessarily hold true, since the gradient of stresses
around the cavity becomes significant and the geostatic stress field can no longer be mod-
elled as a biaxial state. Furthermore, as observed in the results of the present study, the
presence of a free surface close to the expanding cavity changes the failure mechanism
of the soil, which transitions from a circular/elliptical plastic region around the cavity, to
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a mechanism dominated by the development of shear bands starting from the cavity and
reaching the free surface. Such failure mechanism resembles the well known passive trap-
door mechanism, first studied by Karl Terzaghi in 1936 [39] and later documented in a
number of studies, e.g. [40, 41]. To date, few studies have treated the passive trapdoor
mechanism triggered by the pressurization of a cavity. And more importantly, analytical
solutions for shallow pressurized cavities developed within the theory of cavity expansion
are inaccurate, because the failure mechanism is controlled by shear bands rather than by a
plastic region enclosing the cavity. For example, current models of cavity expansion cannot
predict the so-called blowout pressure in horizontal directional drilling [36, 37, 38].
In this chapter, we analyze the failure mechanisms around a shallow cylindrical pres-
surized cavity embedded in dry sand. A reduced-scale model was tested under biaxial
stress conditions and imaged with an x-ray micro-x-ray scanner during pressurization, de-
pressurization and re-pressurization to failure. Soil failure could not be explained by the
cavity expansion theory and was instead dominated by passive anchoring. We analyzed
the influence of vertical stress, soil density and cavity length on cavity deformation, soil
porosity changes and displacement/strain fields around the cavity. We first describe our
experimental protocols along with the materials tested. Second, we present our image an-
alyzes and we interpret the cavity deformation and the soil strain field. Third, we discuss
the failure mechanisms and we evaluate the plane strain assumption. Lastly, we summarise
our conclusions.
6.3 Materials and Methods
6.3.1 Experimental Setup
The experimental setup is shown in Figure 6.1. A cylindrical container held the soil speci-
men and applied the surcharge vertical stress (σv). The soil specimen was 10 cm in height
and diameter. The inflatable probe that was used to model the pressurized cavity was placed
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horizontally inside the soil. A syringe pump was connected to the probe for pressurization.
All the components were made of plastic, since metals cause significant attenuation of the
x-rays.
H = 10 cm




L = 2D, 4D, 6D
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Y






    Soil 
Specimen
Manometer
Figure 6.1: Experimental Setup. Soil specimen placed inside scanning region. Pressure
and volume monitored during expansion steps and scanning.
We use a Cartesian coordinate system in which the Z-axis (in the vertical direction) is
oriented along the axis of the cylindrical container. The datum is placed at the top of the
soil specimen and the Z axis points downwards, i.e. Z increased with depth. The Y-axis
is oriented along the axis of the (initially) cylindrical probe/cavity, with the origin at the
end of the probe furthest away from the pump. The X-axis is normal to the Y and Z axes,
as shown in Figure 6.1. From this point onward, we will refer to three cross-sections, all
passing through the mid-point of the device along the Y axis. The cross-section along the
XZ plane, in which the device appears as a circle/ellipse, will be referred as the front view.
The cross-section along the YZ plane will be referred as the side view, and the section
along the XY plane is referred as the top view.
The soil container is made of a plexiglass cylinder with an internal diameter of 10 cm,
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a wall thickness of 1 cm and a height of 40 cm. The loading system fastened at the top of
the container consists of a pneumatic actuator connected to a plastic piston that transferred
the load to the top of the soil specimen. The pressure applied by the actuator was regulated
using a manometer connected to a line of pressurized air. The use of a relatively long
plastic piston to transfer the load was necessary, to guarantee that none of the metallic
parts of the pneumatic actuator fell within the region of the set up being scanned. Three
different vertical pressures were applied in the experimental campaign: σV 1 = 3.5kPa,
σV 2 = 6kPa and σV 3 = 8kPa.
We used HN31 sand [244], a fine, angular and uniformly graded sand with particle sizes
between 0.16mm and 0.63mm, and a mean particle size (d50) of 0.34mm, and a coefficient
of uniformity of 1.70. The specific gravity (Gs) of the material was 2.65. The minimum
and maximum unit weights of the material are 13.24 and 15.99kN/m3 [245, 244], which
correspond to void ratios of 1.00 and 0.66 or porosities of 50.0% and 33.7% respectively,
and will be used as the bounds to define the relative density (DR) measurements. The
specimens were dry pluviated in two layers. The first layer extended from the bottom to
a height of 5cm, where the probe was placed horizontally at the center of the cylinder.
The second layer was formed to reach a total height of 10cm. Specimens were pluviated
from different elevations to achieve two different relative densities DR of 22% (“loose
specimens”) and 65% (“dense specimens”).
The probes were 10mm in diameter and were similar to a single chamber Menard
pressuremeter. Holes were drilled with regular spacing in an acrylic cylinder of 9.52mm in
diameter that was wrapped within a thin latex membrane with a thickness of approximately
0.25mm. The membrane was clamped at the ends of the cylinder with o-rings and custom
made gaskets. One of the ends of the probe was connected with a tube fitting to a relatively
rigid polyurethane tubing connected to the inflation setup. The other end was closed tightly
using a plastic screw to avoid leaks. We tested probes of three different lengths: 20, 40 and
60mm, corresponding to 2, 4 and 6 times the probe diameter.
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The inflation setup consisted of a syringe pump set at a constant rate of 0.2cm3/min.
Probes were inflated with water, which can be assumed incompressible at the range of
pressures tested (below 200kPa). A high-grade syringe pump was connected to the device
using polyurethane tubing. The length of the tubing was kept to a minimum in order to
minimize volume and pressure loss. A pressure transducer (Omega PX26) with a capacity
of 200kPa was connected to the pressure line, using a T-shape, to monitor the internal
pressure of the system, as shown in Figure 6.1.
6.3.2 Testing procedure
Before every test, each probe was purged to make sure that no air bubbles were trapped in-
side. Then, following previous recommendations [30], two different calibration steps were
performed before each test. First, the probe was hung vertically and inflated up to three
times its initial volume. The obtained pressure vs. volume response of the probe corre-
sponds to the resistance of the membrane and the tubing system, which we later deducted
from the response of the expansion inside the soil specimen. Second, we measured the
compliance of the system, e.g. the deformation of the tubing assembly. The probes were
placed inside a tight fitting metal tube (considered rigid at the range of pressures tested)
and then pressurized until a maximum pressure of 200 kPa was reached. Figure 6.2 shows
typical calibration curves. Incidentally, measuring the compliance of the system helped
identify leaks and trapped air bubbles.
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Figure 6.2: Typical probe calibration curves. ”Dense” sand, probe with L = 2D and vertical
stress σV 1 = 3.5kPa
After each specimen was prepared, the container was placed in the x-ray scanner and
scanned three times. The first baseline step scanned the specimen before the inflation of
the probe. Next, the probe was inflated until the pressure reached a peak or stabilized, and
the inflation stopped. A second scan was taken then. Lastly, the device was further inflated
until its volume reached three times its initial volume, and then a third scan was performed.
We conducted a total of 13 tests, 12 of them combining two relative densities (DR 40%
and 75%), three probe lengths (2, 4 and 6 times the probe diameter) and two surcharge
pressures (σV 1 = 3.5kPa and σV 2 = 6kPa). A last test was conducted on a specimen with
DR 40%, probe length 6D and vertical surcharge σV 3 = 8kPa.
6.3.3 Image acquisition
The scanning volume was a prism with a height of 90mm and a cross section of 119mm
by 119mm. The resolution of the acquired images was controlled by the voxel size, which
we set as 70µm (approximately one fifth of d50). After cropping the acquired images, we
obtained stacks of 1430-by-1430-by-1000 voxels, containing the upper 70mm of the soil
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specimen. The present section includes the strictly necessary details about the process of
image acquisition using x-ray computed tomography (CT-scanning). For further details
and a comprehensive description of the Digital volume correlation (DVC) procedures, we
refer the readers to [246].
6.3.4 Image Analysis: Cavity Deformation
Images were segmented to analyze the deformation of the probe (or cavity). The grey value
that best separated the probe from the soil grains was used as a threshold to binarize the
images and exclude the probe domain from the soil deformation analysis. The binariza-
tion was performed sequentially, starting from the horizontal slice that passes through the
center of the probe (of known location). We identified the horizontal cross section of the
probe as the largest connected component after binarization. Then, the raw cross section
was smoothed by eroding and dilating its contour, with a structuring element of 10 vox-
els in radius (two times the mean grain size). Then, two independent loops were run to
sequentially add horizontal cross sections to the segmented 3D cavity volume towards the
top and bottom of the specimen. In order to ensure continuity of the segmented volume,
the connected component of a subsequent slice must share at least one voxel location with
the previous slice. The cross sections of the cavity reduced in size as the distance from
the middle of the device increased, until the cavity footprint vanished, at which point, the
segmentation was completed. Then, the centroid, area, major and minor axes of the convex
(ellipsoidal) cross-sections of the cavity were stored for further analysis.
6.3.5 Image Analysis: Soil Deformation
Before analysing soil deformation, corners of the cylindrical container were masked to-
gether with the segmented cavity volume. Soil displacement fields were computed using
the open-source, python package SPAM [247]. The local DVC algorithm splits the 3D
image into sub-volumes in the reference configuration, and for each subvolume iteratively
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solves for the linear transformation function that offers the best match with the greyscale
texture in the deformed configuration. The result is thus a transformation function for
each subvolume which includes a 3D displacement vector whose accuracy is well below
the pixel. Sub-volumes are centered around a given node, and are spaced along the three
dimensions of the image. The size of the sub-volumes is controlled by the window size
(WS). We set the WS as 33 voxels (about 6.4 times the average grain width - d50), while
the distance between nodes (known as node spacing) was 24 voxels (4.8 times d50) in all
three directions, meaning that there is some overlapping of subvolumes.
The obtained displacement fields had convergence rates above 98%, i.e. less than 2% of
the nodes could not be correlated between consecutive images. The strain fields are com-
puted using Q8 shape functions to compute the displacement gradient tensor (F), which is a
measure of the local displacement variations. We used a finite strain formulation given the
significant distortion of the soil matrix. Local measurements of porosity were performed
on every image. The resolution of our images did not allow a binary segmentation between
grain and void phases and therefore a linear greyscale calibration (non-binary) classifica-
tion was used. The calibration between grey values and porosity was performed for each
test (essentially the identification of the grains and void greyvalues), allowing porosity to
be computed on appropriately defined subvolumes. Similar to the displacement and strain





Pressure vs. Volume response
The pressure - volume response of the cavities was monitored during the tests and was
corrected to account for the compliance and resistance of the membrane around the probe.
Figure 6.3 shows the resulting response of the cavities for the different probe lengths, soil
densities and surcharge vertical stresses tested. The observed loss of pressure at constant
volume (vertical lines in the cavity response) corresponds to the moment at which the in-
flation step was stopped to acquire the first tomography. The drops in pressure corresponds
to the scanning periods, which lasted about an hour.













































































Figure 6.3: Pressure vs. Volume response of the cavities. Dashed and solid lines correspond
to experiments in loose and dense soil respectively. Different surcharge vertical stresses are
shown in different line hues. Note that the pressure scale in the left-most plot is different
to the other two, due to large differences in magnitude range.
The two longer cavities (L = 4D, 6D) exhibited similar pressure-volume responses,
while the shorter cavities showed significantly higher pressures as a result of the increase
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in volume. Dense soils exhibited a stiffer response that reaches a peak resistance, and
decreases afterwards, typical of dilative materials. Conversely, loose specimens showed a
more ductile response, with an asymptotic behavior, typical of contractive specimens. In
the same way, a higher vertical surcharge pressure resulted in higher maximum resistance
of the specimen.
We fitted a multivariate linear regression with the variables (relative density, vertical
surcharge and device length) as predictors, and the peak cavity resistance (maximum pres-
sure value recorded during the test) as the response. All the variables were standardized
(mean of 0 and standard deviation of 1). The linear regression was obtained as follows:
P = 0.66σv + 0.58DR − 0.49L R2 = 0.82 (6.1)
The regression in Eq Equation 6.1 shows that 82% of the variability in the soil resistance
can be explained from the sum of the individual contributions of the tested variables. The
largest influence in the soil resistance (P ) comes from the surcharge vertical stress (σv),
followed by the relative density of the soil (DR), both of which are positively correlated to
P . Conversely, the device length (L) is negatively correlated to the peak response, meaning
that shorter devices yield a higher peak resistance.
Cavity deformation
The anisotropic stress conditions around the cavity cause a non-homogeneous deformation
of the cavity during its expansion. To characterize the shape of the cavity, which becomes
elliptical during expansion, we calculated the eccentricity (e) of the cross-section, calcu-
lated as e = 100(M/m − 1) where M and m correspond to the major and minor axis of
the cavity cross section, respectively. Figure 6.4 shows the differences in cross-section area
and shape along the device axis for each cavity length, soil density and surcharge stress
tested.
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Figure 6.4: Effect of device length, surcharge vertical stress and soil specimen density on
the cross-sectional area and shape of the pressurized cavities. The cross sectional area is
normalised by the initial cavity area. Eccentricity is calculated as the ratio between the
major and minor axis of the cavity cross-section minus one. The left column (Device
length specimens) shows results of experiments performed on loose specimens under a
vertical stress σV 2. The middle column (vertical stress specimens) corresponds to a device
length of 6D in loose soil. The right column (Density specimens) shows results for devices
with a length equal to 2D and a vertical stress of σV 2.
Results suggest that density has the highest influence on the area of the device, show-
ing that larger cavity deformation and higher eccentricity occur in looser specimens. As
expected, the cross sections towards the middle of cavity, furthest away from the circular
clamps, exhibit the largest eccentricity. Similarly, results suggest that a lower vertical stress
promotes eccentricity. Table 6.1 shows the mean cross-sectional area for each test, and the
ratio between the maximum and mean areas, as a measure of homogeneity along the de-
vice. Similarly, Table 6.2 shows the mean eccentricity and the ratio between the maximum
and mean eccentricity values along the cavity.
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Table 6.1: Cavity cross-sectional area. The M index corresponds to the mean cross sec-
tional area along the device length, normalised by the initial cross-section of the cavity.
The R index corresponds to the ratio between the maximum and the mean cross-sectional
areas along the cavity as a measure of homogeneity.
Stress σV 1 σV 2
Length 2D 4D 6D 2D 4D 6D
Loose
M 2.33 1.70 2.10 2.18 2.21 2.11
R 5.54 6.81 11.72 4.75 3.05 4.87
Dense
M 1.84 1.95 1.66 1.79 1.94 2.11
R 7.65 5.60 6.88 2.43 3.90 6.95
Table 6.2: Cavity cross-sectional shape. The M index corresponds to the mean cross
sectional eccentricity in percentage. The R index corresponds to the ratio between the
maximum and the mean cross-sectional eccentricity along the cavity as a measure of ho-
mogeneity. Eccentricity is calculated as the ratio between the major and minor axes of the
cavity, minus the unit, and shown as a percentage.
Stress σV 1 σV 2
Length 2D 4D 6D 2D 4D 6D
Loose
M 13.1 15.3 11.9 11.2 12.9 8.2
R 30.1 10.2 38.0 19.2 34.0 29.3
Dense
M 7.00 5.74 5.31 6.59 8.35 9.80
R 46.5 51.8 66.9 21.5 44.4 59.2
Results show that even though the mean cross sectional area is relatively similar among
tests, higher soil density and vertical stresses restrict the expansion of the cavity, resulting
in a more homogeneous expansion along the cavity length. Denser soils reduce the overall
eccentricity of the device, but the intermediate portion of the cavity still remains more
eccentric than its neighboring regions.
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6.4.2 Soil Strain field
Soil strain is quantified by means of the right-hand stretch tensor (U), obtained after a
polar decomposition of the gradient transformation tensor (F = RU). Regardless of the
test variables, the strain fields exhibit two overlapping mechanisms: a zone of high strain
around the cavity itself, reminiscent of cavity expansion; and a failure surface that extends
from the bottom of the cavity to the free surface, typical of a passive trapdoor mechanism.
An additional disturbance zone above the cavity, inside the region enclosed by the failure
surface, is also observed in later stages of the expansion. Figure 6.5 exemplifies these
mechanisms displaying the strain magnitude (2-norm of the stretch tensor U).
Figure 6.5: Strain magnitude calculated as the Euclidean norm of the stretch tensor (U).
Values shown for tests in “dense” specimens and vertical surcharge σV 1.
Deviatoric Strain
The deviatoric strain scalar is calculated as the Euclidean norm of the deviatoric part of the
stretch tensor (U). Results in the loose specimens suggest that the pressurization of shorter
cavities (L = 2D), closer to a spherical shape, produces a concentric region of strain with
less prevalent shear bands, contrary to longer cavities that yield shear bands. Conversely,
dense specimens exhibit a higher concentration of strain along the shear bands when com-
pared to looser specimens, even in the shorter cavities. Figure 6.6 and Figure 6.7 show the
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deviatoric strain fields in loose and dense specimens respectively.
L = 2D











Figure 6.6: Euclidean norm of the deviatoric part of the stretch tensor in loose specimens.













Figure 6.7: Euclidean norm of the deviatoric part of the stretch tensor in dense specimens.
Shown fields correspond to the tests with a vertical surcharge σV 1.
Volumetric Strain
The volumetric strain is calculated as J − 1, where J is the Jacobian of the stretch tensor,
with dilation counted positive and contraction counted negative. In loose specimens, a zone
of dilation generates around the cavity, and contraction is observed along the shear bands,
even before they have fully developed. Conversely, in dense specimens, soil dilation is
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predominant both around the cavity and along the shear bands. It is also worth noting that
the magnitude of the volumetric strain is significantly higher in the dense specimens than
in the loose specimens. Figure 6.8 and Figure 6.9 exemplify the distributions of volumetric
strain in loose and dense specimens respectively.
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Figure 6.8: Volumetric strain in loose specimens. The volumetric strain is calculated as
J−1, where J is the Jacobian of the stretch tensor. Negative and positive strains correspond
to contraction and dilation, respectively. Shown fields correspond to the tests with a vertical
surcharge σV 1.
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Figure 6.9: Volumetric strain in dense specimens. The volumetric strain is calculated as
J−1, where J is the Jacobian of the stretch tensor. Negative and positive strains correspond




Calculation of porosity change confirms that the material along the shear bands compacts in
loose specimens and dilates in dense specimens. A dilation region around the pressurized
cavity was present in every test, irrespective of the specimen density, applied stress or
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Change in porosity
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Figure 6.10: Change in porosity in loose specimens, calculated as the absolute porosity
change between the final expansion step and the initial state. A negative change in porosity
corresponds to densification and a positive change, to loosening. Shown fields correspond
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Figure 6.11: Change in porosity in dense specimens, calculated as the absolute porosity
change between the final expansion step and the initial state. A negative change in porosity
corresponds to densification and a positive change, to loosening. Shown fields correspond
to the tests with a vertical surcharge σV 1.
6.5 Discussion
6.5.1 Failure surface
The shear bands that develop around the cavities exhibit a concave curvature, enclosing a
failure zone that extends from the cavity to the surface. In the following, we characterize
the shape of the failure surface in the XZ plane (front view), study the thickness of such
shear bands and quantify their orientation using a straight line approximation.
Failure zone shape characterization
The shear zone generated during the expansion describes a bell shape, with its vertex below
the invert of the cavity and convex branches extending to the surface (see Figure 6.5). In
order to characterize such shape, we manually picked the boundary of the shear region from
the front cross-section of the maximum shear strain (absolute difference between the major
and minor principal strain increments) using a threshold of 7.5%. The obtained contours
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were then fitted to catenary curves, of equation:






where xc and zc correspond to centering coordinates in the x and z axis respectively, and a
is a shape parameter. Table 6.3 shows the obtained values for the shape parameter a. The
coefficients of determination were R2 >= 0.9.
Table 6.3: Shape characterization of the failure zone: values of the shape parameter of
the catenary a for the different experimental variables. Smaller values of a correspond to
curves with a higher curvature.
Stress σV 1 σV 2 σV 3
Length 2D 4D 6D 2D 4D 6D 6D
Loose 22.0 27.4 29.2 27.7 28.1 30.2 34.1
Dense 22.7 25.4 29.0 27.7 25.3 32.4 -
The shape of shear zones has been studied for similar loading scenarios, including uplift
capacity of anchors, uplift resistance of buried pipes, and limit analysis of shallow tunnels.
For instance, [248] studied the pullout of flat, circular anchors and described the shape
of the failure surface as a ”spatial funnel”, with radially symmetric convex boundaries.
Similarly, [17] obtained similar results for the failure surface of root-like anchors using CT-
scanning. Literature on the uplift resistance of buried pipes, in which circular inclusions
are pulled vertically assuming plane strain conditions, have shown concave shapes starting
between the waist and the crown of the pipes [249]. More recently, [250] developed a
limit analysis formulation for pressurized shallow tunnels, which resembles the loading
conditions in the present study, but still shows failure planes that do not completely enclose
the cavity.
Contrary to the results reported in the literature ([249, 250]), our experimental results
show that the shear region is convex and completely encloses the cavity. The results from
Table 6.3 suggest that higher vertical stress results in less concave failure zones (which tend
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to be more straight lines). Shorter cavities in loose soil exhibit a more ductile response, with
no evidence of peak resistance or shear bands and result in highly curved failure zones,
which agrees with the observations by [249]. The stark difference of failure mechanism
between short (L=2D) and longer cavities (L=4D and L=6D) coincides with the difference
in the pressure-volume response (Figure 6.3).
Orientation and thickness of shear bands (side view)
For each test, shear bands were identified manually from the maximum shear strain field
measured in the front cross section. We selected a threshold of 7.5% shear strain, which
allowed us to clearly identify localized shear bands. We computed the medial axis of each
shear band. The medial axis, also known as skeleton, is a common feature used in image
processing, and corresponds to the set of points inside the region which are equidistant to
more than one edge of the region. The distance from the medial axis of the shear band to
its boundaries corresponds to half the shear band width. This distance, initially calculated
in pixels, was transformed into millimeters and compared to the mean grain size of the soil
(d50 = 0.35mm).
Results, provided in Table 6.4, show that the thickness of the shear bands is between
8.1 and 20.6 times the mean grain diameter, without clear influence of the tested variables
(soil density, surcharge stress and probe length) in the values. These findings agree with
with other experimental results reported in the literature, in which the shear band thickness
is between 5 and 20 times the mean grain size regardless of test variables [251, 252, 245].
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Table 6.4: Shear Band thickness (width), measured relative to the mean grain size diameter
(d50).
Stress σV 1 σV 2 σV 3
Length 2D 4D 6D 2D 4D 6D 6D
Loose - 12.8 18.1 - 17.6 18.1 16.2
Dense 8.1 20.6 13.8 11.4 - 17.1 -
Next, the orientation of the shear bands was calculated. Since the obtained shear bands
are curved, specially in the neighborhood of the cavity, we used the two thirds of the me-
dial axis closest to the free surface to calculate the orientation angle of the shear bands.
That portion of the medial axis was then fitted using a linear regression and the slope was
transformed into an angle measured from the vertical (Z direction). Obtained results are
shown in Table 6.5.
Table 6.5: Shear band orientation. Values in degrees measured from the vertical. Angles
were obtained from the linear fit of the medial axis of the shear band, discarding the highly
curved section adjacent to the cavity.
Stress σV 1 σV 2 σV 3
Length 2D 4D 6D 2D 4D 6D 6D
Loose - 24.8 28.5 - 26.8 34.4 40.9
Dense 31.1 29.9 38.2 39.5 - 38.9 -
Note that the missing values in Table 6.4 and Table 6.5 correspond to the tests with
the shortest cavity (L = 2D) in loose soil, which did not exhibit well defined shear bands,
while the test with variables (L = 4D, σV 2 and dense soil) showed significant distortion and
therefore it was not possible to identify the shear bands.
According to previous studies on the uplift resistance of buried pipes ([253, 249, 254]),
the inclination angle of the shear bands (measured from the vertical) is equal to the dilation
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angle (ψ), which depends on the stress state and density of the soil mass. Results reported
in Table 6.5 are in agreement, showing that higher vertical surcharge stress and increased
soil density result in higher angles of orientation of the shear bands.
Strain and porosity change inside the shear bands
We calculated the volumetric strain and the change in porosity inside the shear bands.
Average values are reported in Table 6.6.
Table 6.6: Volumetric strain and change of porosity inside shear bands. V - Mean vol-
umetric strain inside the shear bands [%] P - Mean porosity change inside shear bands.
[%]
Stress σV 1 σV 2 σV 3
Length 2D 4D 6D 2D 4D 6D 6D
Loose
V - -0.07 0.52 - -0.51 0.02 0.77
P - -0.33 -1.63 - -1.11 0.92 0.28
Dense
V 3.47 3.41 3.22 2.25 - 5.36 -
P 8.79 9.61 7.68 5.43 - 14.75 -
Results from Table 6.6 show a linear relationship (R2 = 0.96) between the change in
porosity (and therefore change in void ratio) and the volumetric strain generated by the
expansion of the cavity inside the shear bands. Additionally, it can be observed that the
changes inside the shear bands in loose specimens are smaller in magnitude compared to
dense specimens. The soil along the shear bands in loose state slightly dilates or contracts,
while it significantly dilates when initially in dense state.
Table 6.7 shows the final void ratio achieved in the shear bands. Results show that
the terminal void ratio (e) inside the shear bands reaches values above the value (e = 1)
reported for the minimum density [245, 244], which is in agreement with the findings of
[255], who showed that the density of the material along the shear bands can reach values
below the minimum used to calculate relative density. Similarly, [256] found increments
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of up to 24.7% in the void ratio inside shear bands in triaxial tests, while we found average
increments of 22.5% 68.8% in loose and dense specimens respectively.
Table 6.7: Final void ratio inside shear bands [-]. Average values inside identified regions
corresponding to shear bands in the different tests. Initial void ratios (e) for the loose and
dense specimens were 0.91 and 0.78 respectively.
Stress σV 1 σV 2 σV 3
Length 2D 4D 6D 2D 4D 6D 6D
Loose - 1.19 1.20 - 1.10 1.03 1.06
Dense 0.89 1.52 1.18 1.31 - 1.68 -
Figure 6.12 shows the change of the void ratio along the shear bands over the differ-
ent expansion steps. Several authors have proposed that the void ratio inside shear bands
converges to a critical value [257, 258] and [259, 260] further proposed that such value
depends on the initial void ratio of the soil. Results from Figure 6.12 further demonstrates
the difference of behavior between loose and dense specimens: loose specimens exhibit
signs of convergence, while dense specimens do not. In addition, void ratios inside shear
bands are significantly higher in dense specimens compared to loose ones and are inversely
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Figure 6.12: Change in void ratio inside shear bands during the expansion steps. Average
void ratio along the location of the shear bands before expansion (S0), and for the subse-
quent expansion steps S1 and S2.
6.5.2 Orientation of principal strain increments
Principal strain increments and their respective orientations are respectively obtained as
the eigenvalues and the eigenvectors of the stretch tensor. The obtained strain orientations
were similar for tests with different densities and vertical surcharge levels, but did vary with
the length of the cavity. Figure 6.13 exemplifies such differences, showing the orientation
of the strain increments for two tests with different densities, surcharge stresses and cavity
lengths. The lines in Figure 6.13 correspond to streamlines in the vector field, and therefore
show the direction of the strain increments only, regardless of their magnitude.
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Figure 6.13: Orientation of principal strain increments. Lines correspond to streamlines
following the orientation of the major and minor principal strain increments. Shown ori-
entations correspond to the projection of the corresponding eigenvectors onto each view
(front, side, top).
From the front view, we observe that the minor strain increment is horizontal on both
sides of the expanding cavity, while it is vertical at the top and bottom of the cavity. Con-
versely, the major strain increment is parallel to the cavity at the crown, bottom and sides
of the cavity. In between, the major strain increment is oriented at an angle, forming an
“X” shape. It is worth noting that the shear bands are oriented in the direction of the major
strain increment, while the minor strain increment is normal to it.
From the side view, we note that the orientation of the strain increments around the
shorter cavity (L = 2D) is similar to that in the front view, suggesting that the failure mech-
anism is close to that of a spherical pressurized cavity. By contrast, the longer cavity
(L = 6D) still exhibits the “X” shape of the major strain increment (oriented along the
shear bands), but with an intermediate region in which both the major and minor strain
increments are normal to the body of the cavity. From the top view, we note that the major
principal strain increment is oriented normal to the body of the cavity. In the middle of the
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cavity axis, the major and minor strain increments are normal to the cavity and parallel to
each other, suggesting the existence of plane strain conditions on a certain region.
The stress and strain fields around the cavity are non-coaxial during early steps of plas-
tic expansion due to the reorientation of principal stresses around the cavity [261, 262,
263]. After the soil has reached its yield point, it was shown by other authors that stress
and strain become coaxial [264, 265]. Hence, we hypothesize that the orientations of strain
increments shown here correspond to the orientation of the principal stresses inside the soil
as well.
Previous studies on the orientation of principal stresses during arching date back to
[266] who studied arching (active trapdoor) in vertical trenches or silos and proposed the
orientation of the minor principal stresses forms an arch that follows a catenary shape, as
described by Eq Equation 6.2. Such observations were validated by [267] who showed that
the shape resembles a catenary or a circle. More recently, [268] found that the shape of
the catenary arch formed above the trapdoor follows the orientation of the major principal
stresses and that the peak friction angle influences the extent of that arch. Furthermore,
[269] found that such arch formed along the orientations of the principal stresses develop
a stress free surface that is adequately characterized by a parabola or a truncated ellipse in
soils with higher friction angles.
[270] expanded the findings from [266] to the passive arching case, more relevant to our
study, and found that the alignment of the principal stresses during this loading mechanism
also follows the shape a catenary. Moreover, [271] studied the collapse mechanisms of
shallow tunnels in cohesionless soil, and proposed that the catenary-shaped orientation of
stresses appears both as downward oriented catenaries during cavity roof collapse, or as
upward oriented catenaries that reach the free surface during the complete failure of the
cavity, as shown in the failure mechanism exemplified in Figure 6.5 and Figure 6.13.
141
6.5.3 Plane Strain validation
The vast majority of analytical solutions proposed for cavity expansion problems assume
plane strain conditions. We evaluate the validity of this assumption in our experiments, in
which the length of the cavity was equal to two to six times the diameter. Minor and major
principal strain increments are orthogonal to each other in the YZ and XY views, which
is an indicator of plane strain conditions in the XZ plane (cross-section of the cavity). To
quantify the deviation from plane strain conditions in the XZ plane, we define the plane
strain deviation index (PSD) as follows:
PSD = 1− ‖U2D‖
‖U3D‖
(6.3)
where U2D is the magnitude of the 2D stretch tensor ignoring the out-of-XZ-plane com-
ponents, and U3D is the magnitude of the 3D stretch tensor. The strain loss index L, shown
as a percentage, ranges from 0% for perfect plane strain conditions, to 100% for the worst
case scenario, in which all the strain occurs in the out-of-plane direction. Figure 6.14 shows
the map of plane strain loss for each of the tested cavity lengths, indicating that plane strain
conditions are restricted to a region around the center of the cavity, and as expected, the
extent of such region increases with the total length of the cavity.
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Figure 6.14: Plane strain deviation (PSD) fields. The PSD index is calculated as the pro-
portion of strain magnitude that is lost at a given location when plane strain conditions are
assumed. A value of 0 corresponds to perfect plane strain (in the XZ plane) and a maximum
value of 100 corresponds to a strain field oriented completely out of the XZ plane. Shown
tests correspond to dense specimens with a vertical surcharge σV 1.
Furthermore, we calculated the weighted average of the PSD along the cross sections






Figure 6.15 shows the average deviation from plane strain conditions along the axis of
the cavity, for the 13 different tests, after the second inflation step. Results show that even
though the deviation at the edges of the cavity is similar for all the different lengths, the
region of low deviation from plane strain is larger for more slender (longer) cavities.
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Figure 6.15: Average plane strain deviation (PSD). Values are calculated as the weighted
average of the PSD index along cross sections normal to the cavity axis (parallel to the XZ
plane). Values are weighted by the total strain magnitude.
In order to better understand the influence of cavity length, soil density and vertical load
on the extent of the region under plane strain conditions, we also calculated the percentage
of the cavity length that has an average PSD below 5%. We compared that percentage for
the different test variables (Figure 6.16), and we followed the evolution of that length with
the inflation steps (Figure 6.17).
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Figure 6.16: Percentage of cavity length under plane strain conditions (PS). Results from
the second inflation step. The criteria adopted to set PS corresponds to the cross sections
with an average plane strain deviation (PSD) under 5%.
As expected, longer cavities are closer to plane strain conditions. Yet, at least 25% of the
length of the longest devices (L = 6D) did not meet plane strain conditions (Figure 6.15 and
Figure 6.16). Results suggest that the higher soil density and the higher surcharge vertical
stress, the more likely plane strain conditions. This observation confirms previous results
on cavity deformation (Figure 6.4): a more cylindrical shape is more likely to occur at
higher stress and in denser soils. Overall, pressurization promotes plane strain conditions,
especially in dense soil (Figure 6.17).
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Figure 6.17: Change of cavity length under plane strain conditions (PS) between the last
and first inflation steps.
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6.6 Conclusions
Pressurization of a small-scale cylindrical cavity embedded in sand under geostatic stress
caused a failure mechanism characterized by a concentric plastic deformation zone, typical
of cavity expansion, combined with catenary-shaped shear bands typical of anchoring. The
failure mechanism around shorter cavities (with length equal to twice the diameter) was
closer to a paraboloid (symmetric radially) while longer cavities exhibit a plane strain re-
gion along their axis. From x-ray computed tomography images, it was noted that the soil
adjacent to the cavity dilated regardless of the initial density of the soil, but inside shear
bands, it either dilated in dense specimens or slightly contracted in loose specimens. The
curvature of the failure planes was more concave in loose soil under low vertical stress. As
density and vertical stress increased, the failure zones became closer to planes. The orien-
tation at which the shear bands reach the surface was proportional to the dilation angle of
the soil, which is a function of soil density and stress state as shown in the results.
The orientation of the principal strain increments, assumed to be coaxial with stress at
large deformation stages, also aligned with a catenary shape along the longitudinal cross
section of the cavity. Our study shows that the plane strain assumption currently made in
state-of-the-art analytical models of cavity expansion does not hold for short cavities or
tunnels at shallow depth (hence under biaxial stress) and even in the longest of the cavities
tested (with a length six times larger than the diameter), plane strain conditions were only
met over 75% of the cavity length. Additionally, shear strain was not negligible around the
cavity, contrary to common modeling assumptions.
These results are important to the fundamental understanding of failure mechanisms
at shallow depth, the prediction of failure modes and transitions of failure modes, and the
design of subsurface geotechnical structures in sand, relevant to Horizontal Directional
drilling (HDD), pipe uplift, micro-tunneling, and resource exploitation. Future work can
extend the scope of the study to saturated or partially saturated conditions, explore the
146
use of well-graded soil to quantify its influence in the generations and characterization of
shear bands. Additionally, changing the depth of the cavity as a testing variable could give
insights in the transition phenomenon between a concentric failure zone (cavity expansion),
typical of deep cavities, to the shear-band controlled mechanism found in this study.
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CHAPTER 7
NUMERICAL STUDY OF SHALLOW CYLINDRICAL CAVITIES USING FEM
AND MACHINE LEARNING ALGORITHMS
7.1 Aim and summary
The present chapter focuses on the application of machine learning algorithms to the prob-
lem of pressurized shallow cavities studied in chapter 6. We further analyze the problem
by using finite element models that allow to automatically modify the soil parameters, and
study their effect on the response of the cavity.
In the first part of this chapter, we estimate of the blowout susceptibility during drilling
of horizontal cavities using machine learning algorithms, as a proof of concept. We propose
the use of a predictor function, calibrated with a pool of pressure controlled numerical sim-
ulations. Blowout is predicted under given geometrical and stress conditions and based on
the mechanical parameters of the soil the cavity is embedded in. We used k-means cluster-
ing (for classification) and support vector machines (SVM) to create the predictor function,
and results achieved an accuracy of about 87% in predicting the blowout susceptibility. The
content of this study has been published in [272] and [43].
The second part of this chapter includes the preliminary results of a study of the be-
havior of displacement-controlled cylindrical shallow cavities of increasing diameter. An
automated routine generates models of varying depth and soil parameters and extract the
distribution of stresses around the cavity wall as a function of radial displacement. We
compare the obtained results to the predictions of cavity limit pressure given by empirical
formulas used in the state-of-practice. In addition, we formulate a linear regression model
to estimate the stress at which the soil at the cavity wall starts softening.
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7.2 Introduction
The study of the response of geomaterials under complex loading conditions is an important
portion of the geotechnical research and practice. Even though significant breakthroughs
have been made towards the understanding and solution of many of these problems, often-
times they become too complex to be solved analytically. Fortunately, advances in compu-
tational science and increase of computing power have made it possible to adopt numerical
methods to solve these complex problems with exceptional detail and within reasonable
computing time.
This same increase in computational power has generated unprecedented amounts of
data, both because of the increased number of simulations and because of the level of detail
achieved in these simulations [273]. The necessity to analyze and interpret all this data has
deemed conventional tools as insufficient to a level such that data science has become a
leading field both in scientific research and in industrial practice [274, 275]. These new (or
reinvigorated) data science tools have been encased into the keyword category of machine
learning, the use of which is ubiquitous to any research discipline, including geotechnical
engineering and its goal of understanding the response of soils to complex loading condi-
tions [276, 277].
In the present study, we use of machine learning, specifically supervised and unsuper-
vised learning, as tools that can aid both scientific research, giving insights towards the
understanding of controlling mechanisms; and the industry, by creating reliable and fast
tools and functions that help on projects design.
One particular problem that lacks an analytical, accurate solution is that of finding the
maximum internal pressure that can be applied inside the cavity before causing unconfined
shear failure (blowout) of the soil surrounding the borehole during drilling. In this chap-
ter, we focus on the problem of a pressurized cylindrical cavity embedded inside a soil
subjected to anisotropic far field stresses under drained loading conditions. Even though
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this problem is pertinent to several applications such as micro tunneling, in-situ testing
[30, 31, 278] (pressuremeter testing under anisotropic conditions) and resource storage and
withdrawal [279]; Horizontal Directional Drilling (HDD) has been the primary field of
application for blowout susceptibility [37, 280, 36].
The role of the drilling fluid is crucial during every stage of the HDD process, includ-
ing the boring of the pilot hole, its enlargement to the objective diameter (reaming) and the
installation of the product pipe into the bored cavity (pullback) [281]. This fluid acts as a
cooling agent for the drill head, suspends and transports the cuttings from the excavation
front to the surface for effective drilling and it can even be responsible for rotating the drill
bit [282]. Therefore, having an appropriate fluid pressure inside the borehole is paramount
for HDD operation at any of its stages. However, if the minimum required pressure of the
drilling fluid exceeds the maximum allowable for the soil at a given point in the borehole,
mud can return inadvertently or drilling fluid can be lost into the surrounding soil, which
can affect the integrity of surrounding structures (e.g. pavements, foundations), water bod-
ies (subterranean aquifers, ponds and rivers) or cause significant surface settlements [283,
36].
The current state of the practice relies mainly on two equations to find this maximum
allowable pressure value; the first is commonly known as the Delft equation [36] developed
in 2001; it is the first closed form solution that was proposed to quantify the maximum
allowable pressure of the drilling fluid inside the bore cavity. Nevertheless, it assumes
isotropic far field stresses and cylindrical deformation of the cavity, plus it assumes the
cavity is deep enough so that the cavity can be assumed to be in an infinite domain.
These assumptions are not realistic in practice, and may become non-conservative as
far field stresses become anisotropic [37, 284]. The second widespread equation used to
quantify the blowout pressure, known as the Queens equation [37], releases some of the
assumptions made in the Delft equation, by using an elasto-plastic material and anisotropic
stress conditions. Nevertheless, it is designed only for pure cohesive materials and stills
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assumes that the plastic region is circular and encompasses the cavity. Several other authors
have attempted to propose new, improved solutions including [285, 38, 284]. Still, the lack
of consensus and limited practicality of new solutions has caused the state of the practice
to still rely on the Delft and Queens equations, as can be seen on the Best practices manual
from the NASTT on its latest version to this date (2017).
In this study, we create finite element (FE) models under two different loading condi-
tions: (i) pressure controlled, where an increasing pressure is applied normal to the wall of
the initially cylindrical cavity, and (ii) displacement controlled, in which the radius of the
cavity is sequentially increased.
In the pressure controlled models, we fix the cavity’s geometry and run the simulations
using a wide range of combinations of the mechanical parameters from the soil that control
its response. Then, we analyze the soil response by describing the geometry of the cavity
and that of the plastic zone after the internal cavity pressurization. Geometric parameter
combinations are then classified (using k-means algorithm) into 3 categories defined as low,
mid and high susceptibility of blowout; finally, we make use of supervised learning (SVM)
to generate a function that can predict the blowout susceptibility based on the mechanical
parameters of the soil surrounding the expanding cavity. In the displacement controlled
models, we vary the depth of the cavity as well as the mechanical parameters of the soil. By
changing the depth of the cavity, we modify the geo-static stress state around the cavity, and
with it, the distribution of stresses around the cavity as a function of the radial displacement.
7.3 Pressure controlled - blowout susceptibility
7.3.1 Finite Element Model
A finite element model is built in Abaqus to generate the source data that will later feed
the classification/prediction algorithms. This model consists of a plane strain (2D) domain
which approximates the cross section of the cavity since the drill length is significantly
larger than the diameter of the cavity. Additionally, the existence of two planes of symmetry
151
Figure 7.1: FEM domain of the simulation, the length of the edges of the square domain
are 100 times larger than the cavity radius in order to avoid boundary effects. Left: full
domain, Right: Close up of the cavity at the lower left corner.
allowed us to use a quarter of the domain. The square domain simulated in the following is
shown in Figure Figure 7.1.
The radius of the cavity was set to 1m and, in order to avoid any possible boundary
effects, the width (and height) of the model were set to 100m. The corresponding symmetry
boundary conditions were applied at the bottom and left edges of the domain; the right
edge of the domain was fixed in order to generate a horizontal reaction to the vertical stress
(imposed later). During the first step, when the far field stress is applied, the displacement
of the nodes along the edge of the cavity is fixed in order to prevent unrealistic and excessive
deformations. This boundary condition is later removed when the outwards radial pressure
is applied.
The vertical far field stress was fixed to 200 kPa throughout the simulations and sim-
ilarly, the outwards radial pressure applied at the cavity nodes was fixed to 500 kPa. The
horizontal far field stress is controlled by the at-rest lateral earth pressure coefficient (Ko)
which is a function of the friction angle of the material. We used the Drucker-Prager (DP)
constitutive model for the elasto-plastic soil, because it ensures better convergence than the
Mohr-Coulomb (MC) model.
Still, since the limits and meaning of MC resistance parameters are more broadly known
than the DP ones, we chose MC parameters and used the matching plane strain DP param-
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eters in the FEM model. The match between the plane strain response of the two models





9− tan β tanψ
(7.1)
c · cosφ =
√
3(9− tan2 ψ)
9− tan β tanψ
· y (7.2)
Where φ, ψ and c are the Mohr-Coulomb friction angle, dilation angle and cohesion;
and β and y are the DP friction angle and yield stress respectively.
7.3.2 Data generation - Pool of simulations
In order to study the blowout potential of a cavity under the loading conditions described,
we run a pool of simulations with mechanical parameters varying over a range of values
that are realistic for soil. Two elastic parameters are varied: the Young’s modulus (E) and
the Poisson’s ratio (ν). The other two parameters varied thorough the tests are the Drucker-
Prager friction angle (β) and dilation angles (ψ) of the material; a relatively high, constant
shear yield stress (also known as Drucker-Prager cohesion) of 5 kPa is assigned to the
material, since completely cohesionless materials result in early localized plastic strains
around the cavity, resulting in lack of convergence and therefore incomplete data sets for
the subsequent analysis. The Drucker Prager dilation angle (ψ) is set as a percentage of the
Drucker Prager friction angle (β) within the range 0 < ψ < β.
The present study covers a broad range of values applicable to each parameter, going
from fine to coarse granular materials and from loose to dense configurations [39, 286] as
shown in Table 7.1. For each one of the four mechanical parameters, five evenly spaced
values within the range are set. From all the possible different parameter sets formed, a
total of 625 (54) different combinations were simulated.
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Table 7.1: Ranges of values for the soil mechanical parameters.
Lower Upper
Parameter Units Bound Bound
Young’s Modulus (E) kPa 10 100
Poisson Ratio (ν) - 0.15 0.45
MC friction(φ) Degrees 20 45
MC Dilation(ψ) % of φ 5 95
7.3.3 Response variables - Output characterization
After the simulations finished, the elastoplastic (EP) boundary was found by interpolating
the values of the plastic strain stored at each element integration points. In order to get a
smooth boundary, the boundary was defined as the contour corresponding to a level curve
with an interpolated plastic strain of 1e-3. The deformed cavity shape was also retrieved
from the output database, following the final coordinates of the nodes along the cavity.
One of the simulations corresponding to a combination of very low stiffness and resistance
parameters could not converge and aborted because of excessive distortion of the nodes
when the internal pressure was applied, therefore, a total of 624 scenarios were considered
in our analysis.
Contrary to the common assumption that the EP boundary is ellipsoidal, EP boundary
shapes varied widely, progressing towards a localized plastic region that forms a band at
a given angle towards the surface. The extent and orientation of these plastic regions are
reminiscent of the behavior observed, for instance, in the shear bands developed on trap
door tests [287].
Once the boundaries were extracted, they were characterized by a set of shape indexes.
In the case of the EP boundary, four different indexes were defined: (i) The area of the
plastic region plus the cavity (calculated from the polygon that encloses the EP boundary
and the center point of the cavity); (ii) The solidity of the region (a convexity metric defined
as the ratio between the area of the region to the area of its convex hull – the smallest convex
polygon that encloses the region), (iii) The distance between the center of the cavity to the
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point along the EP boundary that is the furthest away from the cavity center; (iv) The angle
from the horizontal of the line joining the cavity center to the point that is the furthest away
from the cavity center.
The area of the region is a measure of the extent of the plastic zone, not taking into
account its shape. The solidity of the region is a value between 0 and 1 that decreases as
the shape becomes less convex, where 1 corresponds to a convex region (an ellipse section
for instance). Index 3 tracks the localized development of narrow elasto-plastic bands that
appear and quantifies their extension, distancing from the center of the cavity. Lastly,
index 4 measures the orientation of this fingering region. If the case the EP boundary is a
perfect ellipse, indexes 3 and 4 correspond to the length of the major axis and a 90◦ angle,
respectively.
The shape of the deformed cavity was fitted to an ellipse with great accuracy in every
case and its area and eccentricity were calculated to describe the cavity size and shape
respectively. The eccentricity of an ellipse is defined as the ratio of the distance between
the foci of the ellipse and its major axis; a value of 0 corresponds to a circle and the
maximum value of 1 corresponds to the degenerate case of a line.
7.3.4 Unsupervised learning - Blowout susceptibility
From the extracted elasto-plastic boundaries, it becomes evident that the common assump-
tion of an elliptical plastic region around the cavity is only valid when the soil is able to
resist the internal pressure with little plastic deformation, nevertheless, when the soil be-
comes weaker (in relation to the internal pressure), the extent of the plastic region increases
rapidly, deviating from an elliptical shape and causing blowout. Since the relation between
the strength and deformability of the soil and the internal pressure is highly complex, and
since no comprehensive analytical solution is available, we classify the elastoplastic bound-
aries in terms of their susceptibility to blowout.
We define three categories: low, medium and high susceptibility to blowout. Making
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Figure 7.2: Elasto-plastic boundaries for all the numerical simulations (624) classified into
susceptibility to blowout categories.
use of the geometric indexes defined for the boundaries, we use an automated classification
technique, formally known as an unsupervised learning algorithm, in order to assign a
category to each one of our performed simulations. We used a K-means implementation
with the 4 different indexes as the features, 3 clusters (classes to classify into) and sample
correlation as the similarity metric [96]. Figure 7.2 shows all the EP boundaries and the
corresponding blowout susceptibility category they were classified to.
We then analyze the distribution of the shape indexes by class. A good index should be
able to split clearly the different categories, meaning that it should show very little overlap
between the histograms of the different classes. The frequency histograms are shown in
Figure 7.3.
From these histograms, we can observe that there is a clear separation between the
classes, suggesting a good choice of indexes, and confirming the expected relationship with
blowout susceptibility. High susceptibility simulations show significantly higher plastic
region areas (the horizontal axis in Figure 7.3 is shown in log scale) in addition to highly
156
Figure 7.3: Frequency histograms by blowout susceptibility category, shown for the four
EP boundary indexes: Area (m2), solidity, max distance from origin (m) and angle to
farthest plastic point (degrees).
non-convex shapes, due to the generation of a preferred plastic region extending far from
the cavity at a relatively constant angle from the horizontal. This “fingering” phenomenon
is supported by the distance to the cavity center and the angle to the furthest point (index
4).
Conversely, low susceptibility regions are elliptical, showing the angle to the furthest
point is consistently around 90 degrees (major axis), very high solidity (convex shape) and
small plastic extent. The mid susceptibility region falls in between the extremes, showing
the transition from an ellipse to a plastic band of preferred orientation (fingering effect).
Lastly, we use the same strategy with the deformed cavity indexes in order to test
whether their distribution is directly linked to the blowout susceptibility. The results are
shown in Figure 7.4.
From these results it becomes apparent that the eccentricity (sometimes referred to as
the ovality) and extent of the deformed cavity are not explained by the plastic region that
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Figure 7.4: Frequency histograms by blowout susceptibility category for deformed cavity
shape indexes: eccentricity and area (m2).
surrounds it. The high overlap between categories shows that two given cavities of similar
extent and shape can underlie completely different plasticity states.
7.3.5 Supervised learning - Susceptibility to soil parameters
We now make use of a supervised learning algorithm in order to generate a predictor func-
tion that returns the predicted blowout susceptibility category (classification class) based
on the soil mechanical parameters (acting as predictors variables)
To this end, we tried different learning algorithms categories: classification trees, naive
Bayes classifiers, support vector machines (SVM) and neural networks. After evaluating
the performance of each one of the variations within these algorithms, we found out that
the best performing algorithms were the neural networks and the cubic SVM, both with an
accuracy between 82 and 87% for both algorithms.
Neural networks gave us a maximum accuracy of 86.7%, corresponding to a network
with 10 hidden layers trained using scaled conjugate gradient backpropagation. We parti-
tioned the data as: 70% of as the training set, and 15% for the validation and test sets each.
On the other hand, the best performing SVM algorithm used a cubic boundary and 10 fold
cross validation. The final accuracy of the algorithm was 82.5%.
Nevertheless, the performance of the neural network seemed to be highly variable de-





















































Figure 7.5: Total confusion matrix for the susceptibility to blowout prediction model using
a cubic SVM learning algorithm.
sets. This fact, added to the increased training time diverted us towards choosing the SVM
algorithm as the most convenient, which achieved similar accuracy without the mentioned
caveats. Figure 7.5 shows the confusion matrix for the predictor function gotten from the
cubic SVM algorithm.
The confusion matrix shows that the class with the worst prediction accuracy is the
medium susceptibility class, which is not surprising, since it acts as the transition buffer
between the two extreme classes. From the misclassified cases, 2.4% correspond to low
susceptibility, which overestimates the blowout potential. 4% correspond to the medium
class, from which 2.9% correspond to underestimation of blowout (unsafe scenario). Fi-
nally, the high susceptibility class underestimates 6.9% of the cases, from which 5.3%
correspond to samples of high blowout susceptibility classified as low.
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7.3.6 Conclusions
The developed strategy showed promising results that could be implemented to assess
blowout potential or any other complex phenomenon. The proposed tools build upon the
best capabilities of FEM (to model complex geometries and loading scenarios), unsuper-
vised algorithms (to find similarities and cluster large sets of data) and supervised learning
algorithms (to find correlations and causality relationships that explain and predict the in-
teractions within the data).
Nevertheless, further research is needed in order to increase the reliability of these
algorithms, especially to prevent unsafe predictions that may compromise the stability of
structures. It is important to mention as well that this type of tool should not be seen as a
replacement to traditional, analytical methods, but rather as an extra tool that can hint and
guide towards the development of new comprehensive methods.
7.4 Displacement controlled - Validation of current methods
We now study a shallow cylindrical cavity subjected to a displacement field at the cavity
wall. The model is a plane strain (2D) domain that approximates the cross-section of the
cavity, which is assumed to be long in relation to its diameter so that plane strain conditions
hold. The symmetry of the model about the vertical axis allows us to use one half of the
domain.
For each model, the geometry and properties of the material were varied randomly to
generate the pool of simulations used to feed the prediction algorithms. For this reason, we
used an automated script to randomly generate the set of input parameters for the simula-
tion, build the model, run it, and then extract the output data used in the following steps.
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Table 7.2: Ranges of values for the soil mechanical parameters.
Lower Upper
Parameter Units Bound Bound
Density (d) kg/m3 1600 2400
Young’s Modulus (E) MPa 30 100
Poisson Ratio (ν) - 0.25 0.40
MC friction(φ) Degrees 20 45
MC Dilation(ψ) Degrees 12 20
7.4.1 Model input parameters
A total of 6 different input parameters are varied for each simulation, the first one is the
depth of the circular cavity (H), measured from the surface to its center, while the rest are
soil properties, namely: soil density (d), Young’s modulus (E), Poisson’s ratio (ν), Mohr-
Coulomb (MC) friction angle (φ) and MC dilation angle (ψ). The results presented in this
section are based on 500 simulations that used random combinations of such parameters.
The geometry of the half-domain is completely defined by the depth of the cavity (input
parameter) and its diameter, which is fixed asDc = 1m. The other dimensions of the model
are determined by these dimensions: the distance from the center of the cavity to the bottom
of the domain was fixed to 20 times the diameter of the cavity (20m), and the width of the
domain was set as 1.5 times the depth of the cavity (1.5H).
The depth of the cavity was randomly selected as an integer value in the range [550]
(inclusive). Similarly, the soil properties were assigned random values, independent from
each other, between reasonable parameters for each one of them, as shown in Table 7.2.
A value of MC cohesion (c) corresponding to 5kPa was added to every simulation for
stability of the model. We used the Drucker-Prager (DP) constitutive model for the elasto-
plastic soil, because it ensures better convergence than the more popular Mohr-Coulomb
(MC) model. Still, since the limits and meaning of MC resistance parameters are more
broadly known than the DP ones, we chose MC parameters and used the matching plane
strain DP parameters in the FEM model. The match between the plane strain response of
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the two models was obtained from Abaqus’ documentation and is explained in Equation 7.1
and Equation 7.2.
7.4.2 FEM model and output extraction
Once the geometry and soil properties are defined by the input parameters, the built-in
Abaqus scripting capabilities are used to build the model, including the loading steps,
boundary conditions and mesh. The initial geo-static stress conditions are applied in the
first step of the model, with an implicit model (Abaqus Standard), while the expansion step
was modelled using a quasi-static dynamic step.
First, the geometry of the problem is set, soil properties are assigned, as well as the
initial boundary conditions and the geo-static stress state. The second step releases the
boundary conditions around the cavity and free surface at the top of the model and imposes
a displacement-controlled expansion of the cavity using a smooth amplitude (’s’ shape), up
to a maximum radial displacement equal to three times the initial diameter.
The objective of the modeling effort is to simulate the expansion of the cavity as a
response to a mechanically induced radial displacement, therefore, only the reaction forces
at the cavity boundary are extracted from the model output. We monitor the reactions at the
37 equally spaced nodes around the cavity wall at every expansion increment (neighboring
nodes are separated by an angle of 5 degrees).
7.4.3 Stress distribution around the cavity
From the original output of nodal forces around the cavity, we find the equivalent radial
stress by dividing the resulting force by its afferent area. Then, we have a cavity response
at each radial orientation, starting from the horizontal (defined as the angle α = 0) to
α = 90 at the crown of the cavity (top), and to α = −90 at the invert (bottom), at 5 degrees
intervals. The radial displacement at each increment is normalized by the initial radius of
the cavity (Rc = 0.5m). Figure 7.6 shows an example of the obtained stress distributions
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Figure 7.6: Radial stress distribution around the cavity wall. The example presented cor-
responds to a cavity at a depth H = 42m, embedded inside a soil with the properties:
φ = 31◦, ψ = 12◦, E = 30.5MPa, ν = 0.38, d = 2380kg/m3.
around the cavity
The distribution obtained from relatively deep cavities, such as the example shown in
Figure 7.6, exhibits a symmetry about the horizontal, e.g. the radial stress at an angle β is
similar to that found at an angle −β. This fact supports the common assumption of biaxial
stress as a simplification of the actual geo-static stress field, which causes stress variability
along the vertical axis of the cavity [243]. In the Delft equation [36], the stress field is
assumed to be isotropic (Ko = 1). Even though it is well known that this assumption is
unrealistic at any stress level [288], this equation remains the accepted method to calculate
the limiting pressure of the cavities in horizontal directional drills (HDD), due to the lack
of practical predictive methods for frictional materials.
Then, we compare the limit pressure from the Delft equation (Plim) to the stress that
causes a region around the cavity to start softening. Such softening stress is found from
163
0 2 4 6 8 10
P
lim

























0.3 0.4 0.5 0.6
K
o
Figure 7.7: Comparison between the limit pressure (Plim) from the Delft equation and the
obtained softening stress from the numerical models. The color code indicates the value of
the earth pressure coefficient at rest Ko for each data point.
the stress distribution around the cavity (see Figure 7.6). For each stress orientation, we
found the point at which the material softens, e.g. the point at which an increase of radial
increment causes a decrease in the reaction force/stress for the first time. The smallest stress
at which softening occurs is defined as the softening stress, and its value compared against
the prediction of the Delft equation. Figure 7.7 shows the comparison between the values
for the obtained simulations, in which the color of the data points maps to the coefficient
of earth pressure at rest Ko, which is a function of the friction angle of the material.
Results from the Figure 7.7 show that the Delft equation fails to predict the limit pres-
sure values, yielding increasingly unsafe predictions as the far field stress conditions di-
verge from an isotropic state, e.g. as Ko goes farther away from 1.
7.4.4 Prediction of softening stress from input parameters
The current section is part of the ongoing and future work of this thesis and only intends to
assess the feasibility of using machine learning models to train a model that can predict the
response of the cavity. From the set of input parameters of the simulations (predictors) and
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Figure 7.8: True vs. Predicted response. Linear model that fits the softening stress of the
cavity as a linear combination of the set of predictors, e.g. the mechanical parameters of
the soil and the geometry (depth) of the cavity.
the calculated softening stress (response variable), we fit a linear model and check if that
model can predict the response of the cavity.
The angle parameters (ψ and φ) are transformed into their sinus value because they
usually appear in that form in analytical expressions, e.g. in the expression of Ko. In
the same way, the vertical stress at the center of the cavity σv = g · Hd is added as a
predictor. Given that the cohesion of the material is the same for all the simulations, it has
no predictive power and is removed from the set of predictors.
A robust linear model is fitted to the data, in order to find a first correlation between
the properties of the soil and the response of the cavity. The fitted model has a coefficient
of determination R2 = 0.84, meaning that 84% of the variability of the softening stress is
explained by a linear combination of the used predictors. Figure 7.8 shows the correlation
between the true response e.g. the softening stress of the cavity, and its predicted value
from the linear model for the tested observations (simulations).
Results suggest that even a relatively simple linear model can achieve a good prediction
of the softening stress of these cavities. Ongoing work on this topic focuses on developing
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more accurate models, understanding the correlations between variables of the model, and
modeling soil response from a physically-based point of view, in order to better inform the
development of new, more accurate semi-analytical solutions.
7.4.5 Conclusions
The results obtained from this section show that the current methods to estimate the re-
sponse of shallow cavities are inaccurate as a result of the assumptions and simplifications
needed to achieve practical closed-form solutions. In the case of HDD and the Delft equa-
tion, we showed that the inaccuracy of the method is related to the absence of isotropic
stress conditions around the cavity. The preliminary work shown in this section suggests
that it is feasible and effective to use machine learning models to predict the response of
cavities accurately, and that it is possible to use machine learning as a readily available
verification tool during for project design. More importantly, these models can inform the
development of more accurate analytical and semi-analytical solutions by shedding light
on the influence of the different soil parameters.
Future work will further explore the effect of cavity depth, since results from chapter 6
suggest that there is a transition from the symmetric failure mechanism seen around deep
cavities, to a failure mechanism that is influenced by the vicinity of the free surface. In
addition, future work on the topic will include the use of a constitutive model that better
captures the behavior of the soil, e.g. plastic hardening/softening. In addition, conventional
FEM is limited to relatively small deformations in the domain, therefore, next steps should
consider the use of large deformation methods such as MPM (material point method) or at
least, the use of re-meshing during the simulations.
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CHAPTER 8
HORIZONTAL DIRECTIONAL DRILLING (HDD) ALIGNMENT
OPTIMIZATION USING ANT COLONY OPTIMIZATION
8.1 Aim and summary
The present chapter focus on the development of an optimization algorithm for Horizontal
Directional Drilling alignments. Horizontal Directional Drilling (HDD) is a trenchless
method that consists in drilling an inclined and curved bore from an entry point to an exit
point. In practice, HDD is designed iteratively by trial and error, to minimize the cost
under geometric and mechanical constraints. We optimize the drill path with continuous
implementations of an Ant Colony Optimization (ACO) algorithm that sets the depth of
the alignment and its entry and exit angles as the design parameters to optimize, to ensure
minimal drill path length (cost), avoid collapse or instability (mechanical constraints) and
remain in the construction domain (geometric constraint).
Then, we compare the ACO results to the drill paths designed in practice in two different
scenarios: one in which the entry and exit points are fixed, and one in which the geometry
of the central segment is constrained. Results show that ACO can be used to automate the
otherwise time-consuming design process while minimizing the drill path length and the
costs associated to it. The content of this chapter was published in [44].
8.2 Introduction
Horizontal directional drilling (HDD) is used to drill cavities through geomaterials at rel-
atively shallow depths. The basic sequence of steps of an HDD installation consists in
a preliminary design, followed by the drilling of a pilot bore from the drilling rig (entry
point) to the exit point following the geometry of the designed path. Then, the pilot hole is
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reamed, i.e., it is sequentially enlarged by changing the drilling head used for the pilot bore
with a reamer, which concentrically increases the cavity along the pilot alignment. Finally,
the pullback step consists in the installation of the product or casing pipe, which is pulled
through the reamed borehole, usually from the exit point towards the entry. Compared to
conventional cut and cover HDD presents advantages in cost, environmental impact, land
use and project timeline [289, 290]. HDD is also advantageous compared to other trench-
less methods. For instance, HDD is usually less expensive than micro-tunneling (MT),
despite the fact that HDD alignments are typically longer than MT alignments. This is be-
cause HDD is done with less specialized equipment and does not require entry/exit shafts
to reach the drill depth. While auger drills are easily infiltrated by pore water under high
groundwater tables, HDD performs well under high porewater pressure. Additionally, the
jacking loads and torsional stresses on the auger flight usually limit the maximum drill
length of auger borings [289, 291, 290]. HDD is exempt of that limitation.
Since its first implementation in 1971 in a natural gas installation crossing the Pajaro
river in Watsonville California [292], HDD has been successfully adapted to complex ge-
ological conditions and geometrical constraints. To date, the longest installation with a
single drill rig crossed the Qin river in Jiaozuo, Henan province in China with a total drill
path length of 1.75km. Installations with two drill rigs achieved a maximum drill length of
3.3km – for example, the gas pipeline installation across the Yangtze river in China [292].
Despite its increasing popularity in the engineering practice [289], many fundamental
mechanisms pertaining to the design of HDD remain unknown. Current research aims to
increase the alignment and maximize the cost efficiency of HDD [293, 294, 37]. Mechan-
ical evaluations of HDD focus either on borehole instability or on pipe integrity [289]. By
contrast, no method exists to optimize the drill path, which is still determined iteratively to
this date: an initial estimation of the alignment is tested and gradually adjusted until a path
that complies with the design criteria has been found [291]. To overcome this limitation, we
explain and test a numerical method that sequentially calculates the alignment of the drill
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path to satisfy mechanical design constraints (here, borehole stability and pipe integrity)
while minimizing the installation cost (here, the total drill length). We first present a design
method based on geometrical constraints (e.g., constructability angles, segment lengths and
depth of cover from the ground surface and obstacles inside the soil) in section 8.3. Then
we explain a design method based on mechanical considerations (i.e., borehole stability
and pipe integrity) in section 8.4. section 8.5 summarizes the general framework of Ant
Colony Optimization (ACO) and explains the current implementation of ACO applied to
the specific problem of HDD alignment design (ACO-HDD). The ACO-HDD method is
tested for two design scenarios in section 8.6. section 8.7 presents the conclusions of this
chapter.
8.3 HDD alignment design
Approximate locations for the entry and exit points of the drilling path are decided after
completing a preliminary study that also assesses the relevance of HDD for the project at
stake. Then the geometry of the HDD is designed to fit the drill path within the assigned
domain. The mechanical design is the last step, to test borehole stability and pipe integrity
during the whole construction. If the initial design does not comply with the assigned
constraints, it is iteratively adjusted.
8.3.1 Geometric design
The geometric alignment considered in here consists of at least 5 segments, starting with
an entry tangent from the rig side, followed by a curved segment that reaches the central
portion of the alignment. This central portion consists of at least one straight segment, but
more complex alignments may include extra straight and curved portions (with vertical,
horizontal or compound curvature). The central portion is typically designed first, fol-
lowed by the adjacent segment and the exit tangent. The radius of curvature of the curved
segments is chosen so as to prevent excessive bending stresses as the pipe is pulled back
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from the surface through the curved segments, and thus depends on the material properties
and diameter of the pipe. In this study, the radius of curvature is fixed. Therefore, once
the entry/exit angles of the vertical projection of the curve are set (from the end points of
the adjacent segments), the vertical projection of the curve (δy in Figure 8.1) is fully deter-
mined. In the following, we use the terms “vertical curve” and “vertical projection of the
curve” interchangeably.
Figure 8.1: Vertical projection of the HDD curve diagram, with parametrization along the
x direction.
The parametrization of the horizontal projection of the curve (∆x in Figure 8.1) as
a function of the stationing of the project is found according to the following equation
(Equation 8.1):
S = sign(φ− ψ)




∆y = S ·R(cos(ψ)− cos(δ))
Lc = R · δ
(8.1)
Good practices recommend the inclusion of straight segments of a certain minimum
length preceding and following curves for constructability. Figure 8.2 shows an example
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of an HDD geometric alignment in plan view (top view, plane XY) and in profile view,
i.e. following the direction of the stationing of the alignment in the horizontal axis and the















Figure 8.2: Example of a typical HDD alignment. Left: Plan (top, XY plane) view Right:
Profile (Stationing vs Elevation) view. Solid lines correspond to straight segments while
dashed lines correspond to curves. Central portion of the alignment highlighted in red.
The alignment design is optimized by adjusting three parameters: the elevation H of
point A in the central portion of the alignment, the entry angle (α) and the exit angle (β)
which control the entry and exit tangents and their neighboring vertical curves. The range
of variation of α and β is constrained by constructability limitations and is usually between
of 5 and 18 degrees. We adopt the convention that the drill progresses from the rig side,
located on the left side of the diagrams, to the exit side located on the right; angles are
measured in reference to the horizontal line and are counted positive when going counter-
clockwise – therefore, α and β are positive and negative respectively.
A geometrically viable alignment is such that: (i) It can still fit within the fixed bounds
of the HDD drill. (ii) It yields a minimum depth of cover along the alignment that is at
least equal to the minimum allowable, in order to prevent surface disturbance and damage
to the product pipe. Usually the minimum depth is between 5 and 15ft, depending on the
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application, soil/rock conditions, surrounding foundations and existing utility networks.
(iii) The length of every straight segment is at least equal to the minimum defined for
constructability. This minimum usually corresponds to one to three times the length of the
drilling rods used for drilling; in some cases, this minimum can be set to zero, creating
alignments with no transition between curves.
Lastly, the parameter H varies in a range that depends on the other geometric parame-
ters. The minimum value of H, i.e. the lowest possible elevation of point A, and therefore
the deepest drill path, is obtained by setting the entry and exit angles to their maximum
magnitude and setting the entry and exit points as far away from each other as possible.
Conversely, the maximum value of H is the shallowest path that still complies with the
depth of cover constraints. Once the geometrical constraints have been cleared, the me-
chanical viability of the given alignment is tested.
8.4 Mechanical Design
8.4.1 Borehole Stability
The drilling fluid plays a fundamental role in every step of the HDD process: pilot drilling,
reaming and pullback. The continuous flow of drilling mud cools down the drill head
and the reamers, transports the cuttings to the exit pit for effective drilling and reaming,
provides lubrication for the tooling and product pipe inside the borehole, seals fractures
and high permeability paths that can lead to inadvertent returns to surrounding formations,
improves the stability of the cavity and thus prevents collapse [281, 295, 296, 288].
The drilling fluid is a non-Newtonian fluid, usually made from a mix of water, bentonite
and extra additives. An external pump circulates the fluid from outside the borehole through
the drilling rods and flows back to the free surface through the annular space between the
drill rods and the borehole or between the product pipe and the borehole (during pullback)
following the path of least resistance. The minimum drilling pressure (MDP) necessary to
induce re-circulation of the drilling mud is equal to the sum of the difference of pressure
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head between the pumping station and the drill path and of the fluidic drag developed in the
annular space (controlled by the suspended cuttings and by the viscosity and yield point of
the fluid).
The injection of the pressurized drilling fluid induces a deformation of the borehole.
This phenomenon was modeled using the theory of cylindrical cavity expansion under dif-
ferent scenarios [296, 36, 37]. The so-called Delft equation [36] assumes that the far field
stress around the cavity is isotropic, and that the cavity wall and the elasto-plastic boundary
are circular. It is assumed that cavity shear failure, known as blowout, occurs as the inter-
nal pressure reaches the limit pressure of the cavity, causing large radial displacements and
plastic expansion. The Queen’s equation [37] releases the assumption of isotropic far field
stresses, considering biaxial stresses, but still assumes a circular elasto-plastic boundary
around the region. The formulation assumes that shear failure develops either at the top
(crown) or at the side of the cavity, simplifying the analysis. The development of more
accurate analytical solutions to this problem remains an active field of research to this day.
Despite its simplifying assumptions, the Delft equation remains the most commonly ac-
cepted formulation and will therefore be adopted in the present study to find the maximum
allowable pressure (MAP) of the drilling fluid before blowout is triggered.
8.4.2 Product pipe Integrity
The second step of the mechanical analysis aims to calculate the stresses (and subsequent
strains) in the pipe as it is pulled back from the exit to the entry point of the drill alignment.
External loads on the product pipe are:
1. The tensile force due to the pull operation from the rig. The required force to pull
the pipe is a function of: the weight component of the pipe in the pull direction,
the friction from the contact between the pipe and the borehole and/or the ground
surface, the fluidic drag arising from the shear resistance of the viscous drilling fluid
around the pipe and the extra frictional stresses due to increased contact forces on
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the pipe as the pipe is bent around curved segments.
2. The bending moment applied as the pipe is pulled through curves. Bending induces
extra tensile stress in the outermost fibers of the pipe, therefore the critical stress
condition must consider the combined tensile stress from tension and bending of the
pipe. Depending on the material that makes the pipe, the way to calculate stresses due
to bending varies; ductile iron pipes usually include flexible joints which dissipate
the bending stress around curves, while steel pipes behave as rigid beams when bent
around curves; the resulting increase in friction from the contact is calculated as
described in [297, 37]. Lastly, plastic pipes (HDPE or FPVC) are usually considered
flexible and thus the increase in tensile forces is modeled using the capstan effect
[298].
In addition to testing the pipe for tensile failure, it is necessary to check that the pipe
remains stable, i.e., that it does not buckle. In order to avoid excessive friction between
the pipe and the borehole and thus decrease the MDP, the borehole is usually consider-
ably larger than the product pipe. Therefore, the pipe rests inside the borehole under un-
constrained conditions sustaining the pressure head from the column of drilling fluid and
possibly some earth loading. Buckling calculations are thus intended to prevent possible
collapse or excessive oval deformation, which may alter the installation of conduits inside
the product pipe [291].
Once the individual mechanisms affecting the integrity of the pipe are quantified, the
deformation of the product pipe under the combination of loads is compared to the maxi-
mum recommended deflection and the pipe stress is compared to the pipe material strength
parameters. Factors of safety depend on the pipe material and manufacture [291].
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8.5 Ant Colony Optimization (ACO)
8.5.1 Background and literature review
Physical studies have shown the outstanding capabilities of ants to forage complex domains
without any means of direct communication between them [299]. Ant colonies display a
very effective swarm behavior based on the deposition of a chemical substance, which
allows the whole colony to sequentially find the most efficient way to exploit the resources
of a domain. Inspired by this behavior, several authors created ant-inspired computational
optimization algorithms, which were then grouped into a general framework known as
Ant Colony Optimization (ACO). ACO is a family of meta-heuristic algorithms that solve
complex combinatorial problems [300] by using a computational swarm intelligence, where
individual entities contribute to the global, collective exploration knowledge of the domain,
sequentially improving the solutions to the tested problem, to converge to an optimal.
The common framework for ant inspired optimization was initially proposed for solving
discrete combinatorial optimization problems and was applied to the common benchmark
traveling salesman problem [300]. Other early applications of ACO include routing in
communication networks, quadratic assignment problems and job-scheduling [301]. Since
the initial algorithms proposed in the early 90’s, the capabilities and applications of ACO
have advanced significantly, being now recognized as an effective and flexible technique
with a vast number of different implementations suitable for virtually any optimization
conditions. Comprehensive reviews were presented in [302, 300].
Applications specific to civil engineering have focused mainly on transportation, for
traffic routing more so than infrastructure design, for example for train traffic and bus net-
work design [303, 211]. In this study we make use of ACO to find the optimal combination
of geometric parameters that minimizes the total length of the HDD drilling path. We use
the ACO implementation described in [304], which can be used for mixed variable prob-
lems, including discrete (ordinal and categorical) and continuous variables. In the case
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studies presented below, we only use continuous variables. The implementation can be
improved to include discrete variables, using the same base algorithm.
8.5.2 Algorithm principle
The basic principle of the algorithm is inspired by the foraging strategies employed by an
ant colony that is inside a complex maze with numerous multiply-connected paths. Initially,
the colony has no prior knowledge of the domain. Therefore, at first, individual ants explore
the maze randomly. Each exploration yields a certain path. At the end of a given path, the
ant may find a food source. A score is assigned to each path, in proportion to the quality
and amount of the food source associated with the path. This score can be understood as
a concentration of pheromone. This pheromone is deposited along the path in a process
known as stigmergy, which is an indirect form of communication between ants based on a
modification of the environment, which becomes the collective knowledge and memory of
the colony [197].
The scores assigned to paths explored bias subsequent groups of ants exploring the same
maze, which are then attracted to segments of increased pheromone concentration. Eventu-
ally, a set of optimal paths yield the best routes of domain exploitation for the colony. The
intrinsic randomness of the process, in addition to the dissipation of pheromone concen-
tration over time, ensure an appropriate exploration trade-off, where exploration is always
encouraged but convergence is eventually achieved.
8.5.3 Algorithm implementation
Here, an ant corresponds to a combination of parameter values that results in a path, i.e.,
an alignment to be tested. We implemented an HDD ACO algorithm and tested it for two
different design scenarios. The first one considers an alignment with fixed entry and exit
points and a single straight segment in the central portion, with no horizontal curvature.
The plan view of such alignment is a straight line connecting the entry and exit points and
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remains unchanged by the algorithm. The profile view changes as a function of the input
parameters. Figure 8.3, Case 1 shows two possible solutions generated by the algorithm in
this scenario; the entry and exit points remain fixed for both solutions while the entry/exit
angles and H vary, changing the length of the segments of the alignment with them.
The second scenario considers that the plan view of the central portion of the alignment
is fixed and that its profile view can only change in elevation, while the location of the entry
and exit points is flexible, as shown in Figure 8.3, Case 2. This scenario allows modeling
alignments where the azimuth of the entry and exit tangents is different and/or the central
portion must go around obstacles. The central portion can then include an arbitrary number
of segments that can be either straight or curved. The elevation of the central segments is
controlled by the variable H, used as the reference for the whole central portion. The entry
and exit points of the alignment vary within acceptable ranges defined by the user.
Case 2: Fixed Intermediate Section
Case 1: Fixed Bounds (Entry/Exit points)
Ground Surface Entry/Exit segments Intermediate Section
Figure 8.3: Implemented geometric scenarios. Each case shows an example of two different
possible ACO solutions. Case 1 has a fixed location of entry/exit points with a variable
intermediate straight segment. Case 2 shows an intermediate section configuration with a
fixed geometry (curvature) but variable elevation and variable entry/exit points location.
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The ACO algorithm for HDD design is implemented in two main steps. First, in the
initialization of the algorithm (see section subsection 8.5.4), the domain of exploration is
defined. In our case, the intervals in which the design parameters range are set. Secondly,
in the optimization step (see section subsection 8.5.5), the knowledge of the domain is
improved iteratively, therefore producing better solutions.
Before the initialization of the algorithm, the ranges of variation of the optimization
variables are set and the size (n) of the solution ledger is fixed. Then, during the initializa-
tion step, n initial solutions are found from simple random combinations of the variables.
Then the optimization algorithm runs a number (nG) of simulation batches, named gener-
ations. An ant is defined as a stochastic combination of the optimization variables (α, β
and H); after an ant is constructed by the algorithm, it is evaluated. If the ant satisfies the
geometric and mechanical constraints described in subsection 8.3.1 and section 8.4, and if
it yields a valid design, then the ant becomes a solution, and it is stored in the ledger by
the algorithm. The process is stopped when nG generations have been simulated or when
a convergence flag has been triggered. The convergence flag is usually set to stop when
the difference between the output of two consecutive generations is below a set threshold.
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Algorithm 1 shows the outline of the implementation.
Algorithm 1: ACO-HDD Implementation
Initialization (subsection 8.5.4)
1 - Set variable ranges;
2- Find initial n viable ants (randomly);
Optimization (subsection 8.5.5)
while Termination criterion is not satisfied do
1 - Set variable ranges;
2- Find initial n viable ants (randomly);
while less than k new solutions have been found do
Construct Ant;
Evaluate Geometry and Mechanical viability;




Step 1 – Variables range: The first stage of the initialization consists in finding valid
ranges of variation of the optimization variables. To do so, a set of project specific parame-
ters are needed: the profile of the ground surface elevation along the HDD path, the location
and geometry of any obstacles that must be avoided by the algorithm, the characteristics
of the drill equipment, which partially define the range of the entry and exit angles and
the minimum segment length, and other project specific parameters including the radius of
curvature, usually a function of the product pipe to be installed, and the minimum depth of
cover. The elevation profile and the location of obstacles along the drill path control the
maximum elevation of the alignment. Once this maximum H is found, the corresponding
αmax and βmin angles necessary to reach that value of H are found geometrically and ad-
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justed as necessary to fit in the initial user-defined ranges. Conversely, the steepest angles
α and β yield the lowest possible elevation of the alignment, therefore setting the minimum
value of H.
Step 2 – Initial ants: After finding the valid ranges of variation for each one of the
optimization variables, we find the initial n solutions (viable ants) that will start the algo-
rithm. To do so, random combinations of parameters (ants) are tested, assuming that all the
parameters follow a uniform probability distribution within their respective ranges. The
process stops when n successful ants have been found, and their information, e.g. their
values of H, α and β and the resulting total length of the alignment stored on a ledger. This
solution ledger is an archive that stores the colony’s knowledge about the domain and that
is updated during the optimization stage.
8.5.5 Optimization
The optimization algorithm repeats a subroutine over a loop until a convergence flag is
reached or a fixed number of generations has been computed. Such subroutine is detailed
below.
Step 1 – Update/Sort solution ledger: At every generation, the algorithm ranks the
solutions in the ledger according to their quality or score. In our implementation, we de-
fine the score of a solution as the inverse of the total alignment length, therefore the best
solution is the one that yields the shortest length while complying with all the geometric
and mechanical constraints. Once the solutions are ranked from 1 to n, a weight (wj) is










Where rank(j) is the rank of the solution j, and q is a user defined parameter of the
algorithm. The probability of choosing a given solution (j) to create a new ant (pj) is
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Values of q close to zero result in a highly skewed probability towards the higher-ranked
solutions against lower-ranked solutions; conversely, very large values of q result in a uni-
form probability to choose any of the solutions in the ledger. The probability distribution
of the solutions is also a function of n. Once the solutions ledger has been updated for the
given generation, new ants are created and tested until a fixed number of (k) new solutions
have been found.
Step 2 – Generation ants: Once the ledger has been updated, and with it the probabil-
ity distribution of the current solutions in the ledger, we start a secondary loop which runs
until we have found k new viable ants. The process of constructing a new ant (i.e., a combi-
nation of variable values) starts with the selection of a solution s from the ledger based on
the discrete probability distribution described above. Then, a new value is independently
assigned to each variable. A new value of variable (v) from solution (s) is sampled from
a normal probability distribution with mean (µ and standard deviation (σ as shown in the










Where (µ is taken as the value of variable v in the chosen solution s, and the standard
deviation (σ the standard deviation is a measure of the dispersion of the variable across the







|vs − vi| (8.5)
The parameter epsilon (ε) is a user-defined parameter that affects the convergence speed
of the algorithm; high values of epsilon result in high standard deviations, which slow down
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convergence and vice-versa. Similar to the parameter q, the choice of epsilon depends on
the application and the desired runtime of the algorithm; fast convergence may result in
unsatisfactory exploration of the domain.
Once an ant has been constructed, its viability is tested in reference to the geometric
and mechanical constraints of the problem. In the first case, with fixed entry/exit points, the
horizontal length of the entry and exit tangents and vertical curves is completely defined
by the design parameters (α, β and H), and subsequently, the length of the central segment
is fully determined. The alignment is geometrically acceptable if the length of each of the
straight segments exceeds the minimum segment length and the minimum depth of cover
is maintained along the alignment.
In the second case, the curvature and x and y coordinates of the intermediate segment
is fixed, but the entry and exit points locations change as a function of the optimization
parameters (α, β and H). Therefore, in addition to checking that the length of the segments
is above the minimum, it is necessary to check that the entry and exit points fall within their
allowable ranges (defined by the user). Figure 8.3 shows examples of drill paths for both
cases.
Once it was verified that the alignment satisfies the geometric constraints of the prob-
lem, the mechanical stability of the borehole is checked for pilot drilling and pullback;
the MAP (maximum allowable pressure before blowout is triggered) and MDP (minimum
drilling pressure to induce fluid re-circulation) are compared every 0.3m (1ft). If there is
a risk of blowout along the path (when MDP¿MAP), the alignment is declared not accept-
able; a relaxation of this rule is considered if the blowout location is located at shallow
depths (less than 10ft / 3m from the ground surface) in the vicinity of the entry and exit
points.
The mechanical validation requires calculating the stresses exerted on the product pipe
as it is being pulled into the borehole. Similar to the blowout estimation, the pullback
stresses are quantified every 0.3m including the contributions of tension and bending.
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Buckling is also checked. If the tested alignment (ant) is viable, it becomes a solution
and is temporarily stored in the ledger.
After k new solutions have been found, the solution ledger has a total of (n+k) solutions,
n from the previous step plus the newly generated solutions in the present generation. The
(n+k) solutions are sorted according to their score, and the k solutions with the lowest
scores discarded, therefore, at the end of each generation, there are exactly n solutions in
the ledger.
This procedure is repeated for each generation, until the convergence criterion has been
met or after a fixed number of generations have been computed. At the end of the opti-
mization stage, the solution ledger has the best n viable combinations of parameters found
by the algorithm.
8.6 Algorithm evaluation
In order to assess the performance of the algorithm, we study two design scenarios: one
in which the entry and exit points are fixed (scenario 1) and one in which the curvature of
the central portion of the alignment is fixed (scenario 2). For each scenario, we present
two tests: one using synthetic data, for which the optimal solution is known, and one using
real data from actual constructed projects, designed without ACO. Project datasets were
provided by Haley Aldrich Inc.
In the simulations with synthetic data, the goal is to study the trends of the solutions
returned by the algorithm over large domains and generation numbers, therefore we set the
solution ledger size (n) to 100 and the number of generations (nG) to 50. Conversely, for
the cases with real data, where the ranges of values for the geometric parameters are more
restricted in nature, we set n equal to 25 and nG equal to 30.
For every instance tested, 5 new solutions are found by the algorithm at every optimiza-
tion generation (i.e., k=5). In order to show the asymptotic behavior of the solutions, no
convergence criterion was set, i.e. the nG generations of solutions were calculated. For all
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the instances, the parameter q was set to 0.45, resulting in probabilities of 9% and 1% to
choose the 1st (best) and 25th solutions in the ledger, respectively. The parameter epsilon
(ε), which controls the standard deviation around the design parameters, was set to 1.25.
8.6.1 Scenario 1: Fixed Entry/Exit HDD points
The drilling path in the first scenario, when the entry and exit points of the alignment are
fixed, is modelled as an alignment composed by 5 segments, including 3 straight segments
(entry and exit tangents, plus the central segment), and 2 vertical curves, one at each side
of the central segment (see Figure 8.2). Once the entry and exit points are assigned, the
configuration of the vertical curves and the subsequent depth of the drill path are to be
designed and optimized.
Proof of concept: synthetic data
We consider a simple horizontal profile with a constant elevation (100 ft), the entry and exit
points are set at stations 0 and 2000 respectively. The range of the entry and exit angles
are fixed between 10 and 20 degrees and the radius of curvature of the vertical projection
of the curve is set to 1000 ft. We released the mechanical constraints (borehole stability
and pipe integrity) in order to find the shortest and longest possible paths of the alignment.
Then, the goal of the proof of concept simulations is to evaluate if the algorithm can yield
close-to-optimal geometric solutions.
The minimum possible length of the drill path corresponds to an alignment with the
shortest possible entry and exit tangents (minimum value set at 50 ft) and the smallest pos-
sible magnitude of their angles (10 degrees). Conversely, the longest drill path corresponds
to entry/exit tangents with the maximum magnitude of their angles (20 degrees) and the
minimum length of the central segment (50 ft). Such alignments are shown in Figure 8.4.
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Figure 8.4: Shortest and Longest possible alignments and obtained ACO solutions. Sce-
nario 1: fixed entry/exit points.
In order to show the progressive variation of the variable ranges inside the algorithm,
Figure 8.5 shows the evolution of the distribution of the entry angles of the solutions in the
ledger as a function of the calculation generations.
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Figure 8.5: Distribution of entry angle over generations. Scenario 1: fixed entry/exit points.
Values and color intensity correspond to the percentage of solutions in the corresponding
bin, e.g. the sum of values in each column equals to 100.
The entry angles at initialization (generation 0) follow a relatively homogeneous dis-
tribution, after which, the distribution progressively narrows down to values closer to 10
degrees, the optimal solution. Lastly, we compare the evolution of the drill length of the
ACO solutions against its maximum and minimum values, as shown in Figure 8.6.
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Normalized Length Evolution - Fixed Entry/Exit Points
Average Ledger Solution
Best ACO Solution
Figure 8.6: Evolution of ACO drill length over generations – Scenario 1: fixed entry/exit
points. Normalized drill path length: a value of 1 (respectively 0) means that the drill path
length equals the maximum value (respectively, minimum value), at entry/exit angles of
20◦ (respectively, 10◦).
Obtained results show a progressive improvement of the best solution found by ACO
resulting in a final drill length that its only 0.1% longer than the global minimum. In
the same way, the average length of the solutions in the ledger decreases monotonically,
indicating all the solutions in the ledger improve over generations.
8.6.2 Application to real project data
The project considered as an example is a drill passing below a traffic crossing, constructed
to connect two sections of an underground power line. The rest of the alignment is built
using conventional open trench techniques. The HDD drill hosts a FPVC casing pipe (10
in. in diameter), through which a bundle of power lines will be installed. The total (fixed)
plan length of the drill is 2,250 ft (685.8 m). Due to the available equipment and space
constraints at the exit site, including pullback area and existing overhead utilities, the range
of the entry and exit angles was fixed between 10 and 16 degrees. A minimum depth of
cover of 15 ft (4.57 m) and a vertical curve radius of 1,000 ft (304.8m) were adopted for
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the alignment.
The properties and characteristics of the product pipe to be installed as well as the
equipment and drilling mud are fixed at the first step of the design. Therefore, the opti-
mization step focuses on finding the geometrical configuration of the alignment in terms of
the entry/exit angles (α, β) and the bottom elevation of the path (H). Figure 8.7 shows the
actual drill path originally designed for the project and the region showing the evolution of
the ACO optimized design over the generations (going from lighter to darker colors).


























Figure 8.7: Actual and ACO drill path designs. Project in scenario 1: road crossing with
fixed entry/exit points. Color intensity on the ACO design illustrates the different genera-
tions, going from lighter to darker colors.
Table 8.1 compares the total drill path length and the design parameters found by ACO
with the actual design (AD) of the project.
Table 8.1: Scenario 1, summary of design parameters, actual design versus ACO path.
Case Drill Length [ft] Bottom Elevation [ft] Entry Angle [deg] Exit Angle [deg]
AD 2269.45 -0.23 -16 12
ACO 2254.73 57.82 -11.74 10.76
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Obtained results show that even though the actual and the optimized drill paths are con-
siderably different from each other, especially in terms of bottom elevation, the difference
in drill path length is relatively small (under 15ft / 4.76m). This result shows that due to
the fixed entry and exit points, this project offers little room for minimization of the drill
path length.
In order to analyze the performance of the algorithm over the optimization genera-
tions, Figure 8.8 shows the evolution of the minimum drill path calculated by the algorithm
against the actual drill path originally designed for the project. The geometric minimum
corresponds to the shortest possible drill path to connect the entry and exit points and is
shown only as a lower bound for reference since it is not a mechanically viable alignment.
In order to capture the distribution of the drill length of the solutions in the ledger, we
study the evolution of the interquartile range (IQR), which corresponds to the difference
between the values of the 3rd and 1st quartiles of the data, normalized by the geomet-
ric minimum bound. Large IQR values indicate that the algorithm has not converged yet,
since significantly different drill lengths in the ledger imply a large variability of the de-
sign parameters being optimized. Similarly, the mean-min difference is another measure of
dispersion, this time quantifying the difference between the average and the minimum drill
path lengths among the ledger at a given generation; large values suggest that further re-
finement of the solution domain is possible. The behavior of the dispersion and variability
of the solutions in the ledger is a better indicator of convergence than the evolution of the
best design (minimum drill length) alone since it captures the statistically representative
state of the algorithm evolution, not a single solution.
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Figure 8.8: Drill path length evolution and convergence. Project in scenario 1: traffic
crossing with fixed entry/exit points. Internal dispersion between the solution ledger and
minimum drill path length reduce and stabilize after 11 optimization generations.
Figure 8.8 shows that the minimum drill path length found by ACO stabilizes after
11 generations, remaining relatively constant afterwards; due to the small room for mini-
mization of this specific example, the obtained reduction in drill length over generations is
about 5 ft (1.5m). The convergence profile shows low dispersion among the solutions in the
ledger starting at the first generation. The dispersion is further reduced, to reach a stable
optimized path with low dispersion.
The obtained optimized drill path is shorter than the originally designed path, while
exhibiting a consistent convergence profile, showing the capability of the algorithm to au-
tomate the design process and reach convergence and minimization of the drill path even
under highly restricted domains. Results from Figure 8.9, which illustrates the evolution
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of the best combination of design parameters, such that they yield the minimum drill path
length, show relatively constant values of entry and exit angles (α and β) while the bottom
path elevation of the drill path (controlled by H) significantly changes over generations,
even after the total drill path appears to stabilize.
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Figure 8.9: Evolution of optimized design parameters. Project in scenario 1: traffic crossing
with fixed entry/exit points. Results show large variations of H while α and β show a small
range of fluctuation.
8.6.3 Scenario 2: Constrained geometry of central segments
Here, the location of the entry and exit points can be adjusted within a certain interval. This
design scenario is particularly useful when considering the existence of physical obstacles
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that the HDD alignment must avoid, or designs where the entry and exit azimuth of the
alignment are different, in which case, horizontal or compound curves are necessary, and
oftentimes located in the central region. Constraints on the entry and exit points depend on
the accessibility conditions on site and are transferred to the algorithm in the form of two
intervals for the allowable locations of the entry and exit points.
Proof of concept: synthetic data
We consider the same surface profile as the one described in subsection 8.6.2 and an align-
ment with a single, horizontal segment in the intermediate region spanning from station 750
to 1250 (500 ft in length). The range of the entry and exit angles was fixed between 10 and
20 degrees and the radius of the vertical curve was set to 1000 ft. The entry/exit points of
the drill can be placed within 375 ft from the start/end of the alignment respectively. Once
again, we released the mechanical constraints (borehole stability and pipe integrity) and
compared the results obtained by the algorithm to the global minimum and maximum drill
path lengths. The shortest and longest drilling alignments, in addition to the best alignment
obtained by the ACO algorithm are shown in Figure 8.10.
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Figure 8.10: Shortest and Longest possible alignments and obtained ACO solutions. Sce-
nario 2: Constrained geometry of the central segment.
Next, we show the evolution of the distribution of the vertical angle of the entry segment
along the 50 calculation generations. The results are shown in Figure 8.11.
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Figure 8.11: Distribution of entry angle over generations. Scenario 2: constrained geom-
etry of the central segment. Values and color intensity correspond to the percentage of
solutions in the corresponding bin, e.g. the cum of values in each column equals to 100.
Figure 8.11 shows a relatively uniform distribution of values at initialization, which
shifts into a narrow distribution at later generations, suggesting the algorithm has centered
around a small range of values. Then, we compare the total length of the solutions found
by the algorithm over the generations to the minimum and maximum lengths; the best and
average drill path lengths are shown in Figure 8.12.
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Figure 8.12: Evolution of ACO drill length over generations – Scenario 2: constrained
geometry of the central segment. Normalized drill path length: a value of 1 (respectively 0)
means that the drill path length equals the maximum value (respectively, minimum value),
at entry/exit angles of 20◦ (respectively, 10◦).
Figure 8.12 shows that the average length of the solutions in the ledger decreases as the
number of generations increases. However, one of the initial random solutions generated
proved to be the best, even after running the different generations, such solution had a total
drill length that is only 2.65% longer than the optimal minimum. It is worth noting that
this second scenario, with a flexible location of the entry/exit points, yields a significantly
higher variability of the solution domain compared to scenario 1, with fixed entry/exit
points.
Application to real project data
The project taken as an example here is a drill passing below a shipping channel in an
industrial port area, constructed to connect a power line from an electric substation to the
rest of the underground alignment. The rest of the project is built using conventional open
trench techniques parallel to an existing road. The presence of several foundations from
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surrounding structures around the shipping canal constrains the design of the drill align-
ment. Therefore, a fixed plane central region of the alignment includes a compound helix
curve with an 1800 ft (568.4 m) radius, a vertical slope of 0.7 degrees and a 16 degrees
horizontal angle. Two adjacent straight segments with the same slope and lengths of 23.9
ft (7.3 m) and 13.48 ft (4.1 m) at the entry and exits point sides complete the central region,
Figure 2 shows the configuration of such an alignment in plan and profile views.
Besides the three segments described in the central region of the alignment, four other
segments complement the drill path, two vertical curves and two straight segments, one of
each at each side of the central region. The HDD drill hosts a steel casing pipe (34 in in
diameter) through which a bundle of power lines will be installed. The range of the entry
and exit angles was fixed between 8 and 14 degrees. A minimum depth of cover of 15ft
(4.57 m) was determined for the design, and the radius of the entry and exit vertical curves
was fixed to 1,800 ft (568.4 m), the same as the horizontal radius of the helix curve.
In order to test the effect of the constraint imposed on the location of the entry and
exit points, two different instances of the algorithm were tested, one with a 50 ft. viability
range for both the entry and exit points (ACO – 50 ft.), and the other with a 150 ft. range
for both the entry and exit points (ACO – 150 ft,). Table 8.2 shows the allowable limits for
the location of the entry and exit points for each instance.
Table 8.2: Scenario 2: Entry and exit drill points viability ranges.
Case
Entry Area Exit Area
Min Max Actual Min Max Actual
AD - - 50 - - 1942.7
ACO – 50ft 50 100 99.8 1900 1950 1904.8
ACO – 150ft 50 200 184.0 1800 1950 1802.3
Figure 8.13 shows the actual drill path originally designed for the project, and the evo-
lution of the ACO optimized design over the generations, for each of the two instances.
Table 8.3 compares the total drill path length and the design parameters of the actual de-
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sign (AD) with those of each of the two ACO instances.



















ACO - 50 ft
ACO - 150 ft
Actual Design
Figure 8.13: Actual and ACO drill path designs. Project in Scenario 2: river crossing
with fixed central region design and flexible entry/exit points. Results shown for two ACO
instances with different flexibility ranges. Color intensity on the ACO designs corresponds
to subsequent generations, going from lighter to darker colors.













AD 1892.7 1960 -97.27 -12 10
ACO – 50ft 1805 1822.8 -90.27 -12.78 11.75
ACO – 150ft 1618.3 1634.3 -72.89 -13.75 13.76
Obtained optimization results show that setting the drill path length as the optimization
objective results in the minimization of the plane length as well, by selecting entry and exit
locations as close as possible to the boundaries of the viable ranges. Not surprisingly, a
higher flexibility results in reduced drill path length and as the variability range increases,
197
the optimized design parameters increasingly differ from the actual design (in this case,
steeper entry/exit tangents and a significantly shallower drill are obtained by ACO design).
Figure 8.14 shows the distribution of the drill path length stored in the solutions ledger over
the generations. In a similar way to Scenario 1, the evolution of the minimum (best) length,
mean and the 1st and 3rd quartile values are shown over the 30 optimization generations.
Given that design ranges for the entry/exit points locations are different for the different
instances, their results are not directly comparable to each other, and are meant to illustrate
the effect of different design considerations on the performance of the algorithm.

























Drill Path Length Evolution
Mean Length
Minimum Length
1st and 4th QuartilesACO - 50 ft
ACO -150 ft
Actual Design
Figure 8.14: Drill path length evolution. Project in Scenario 2: river crossing with two
different instances with different entry/exit point location flexibility ranges. Increased flex-
ibility results in shorter paths and increased room for parameter optimization, at the expense
of slower convergence.
Results from Figure 8.14 show the influence of the location of the entry/exit points in
the drill path length. As expected, instances with shorter allowable plane lengths yield
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shorter drill path lengths. Furthermore, the broader search domain created by the increased
flexibility of the entry and exit points results in greater minimization of the initial mean
drill path length over generations. In terms of convergence, the minimum optimized drill
path length stabilized at generation 12 for ACO -50 ft, while it stabilized on generation
23 for ACO – 150 ft. Figure 8.15 shows the evolution of the dispersion measures (IQR
and mean-min difference) but this time normalized by the minimum drill length for each
instance.
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Figure 8.15: Evolution of path length dispersion indexes. Project in Scenario 2: river cross-
ing with two different instances with different entry/exit point location flexibility ranges.
Increased flexibility significantly increases the internal solution ledger deviation.
Results from the convergence profile in Figure 8.15 show a significantly larger disper-
sion among the ledger solutions of ACO – 150 ft. compared to ACO – 50 ft. In both
instances though, the dispersion consistently decreases over the generations. This fact sug-
gests that as the flexibility of the domain increases, the potential of minimization increases,
enlarging the search domain and potentially improving the optimized solution; but this is
at the expense of slower convergence.
This observation is supported by the evolution of the optimal design parameters, as
shown in Figure 8.16. The variation of each parameter from the first generation to the
last is considerably larger for the more flexible instance (ACO -150 ft) compared to the
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more restricted instance (ACO-50 ft). The values of the optimal design parameters seem
to stabilize after the first 10 generations for both instances, showing the point at which the
exploration of different paths stops, and the algorithm starts converging.
Figure 8.16: Evolution of optimized design parameters. Project in Scenario 2: river cross-
ing with two different instances with different entry/exit point location flexibility ranges.
Increased flexibility results in broader fluctuation ranges for optimization parameters.
8.7 Conclusions
Horizontal Directional Drilling (HDD) is gaining increasing interest in the engineering
practice because of its relatively low cost, environmental impact, land use and project
timeline. Despite its efficiency, HDD relies on empirical and iterative design. To aid
routine design procedures, we applied an Ant Colony Optimization (ACO) algorithm to
automatically minimize the drill path length under given geometrical constraints (such as
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the underground path, that might have to fit between obstacles, or the entry and exit points,
which have to be accessible on site), and mechanical constraints (to avoid pipe failure or
instability).
Results show the potential of heuristic algorithms like the ACO implementation to au-
tomate the design process of HDD alignments and leverage the need of manual iterations
from the design engineer. In terms of minimization of the drill path length, the algorithm
consistently minimized the drill length over the computation generations, showing a more
pronounced decrease in open domains where the design parameters have high flexibility.
The algorithm reached an asymptotic behavior in all the tested instances, showing that
broader (less restricted) domains translate into more extensive exploration steps and there-
fore need more computation generations to reach an asymptotic behavior and convergence.
In terms of running time, the algorithm is affected not only by the convergence parameters
but also by the ease of finding new valid solutions, which depends on the geometric config-
uration and input parameters of the design. Nevertheless, the optimization algorithm does
not incur in extensive computation times, being always under 15 minutes of run time using
a serial implementation on a 2.40 GHz machine (Intel i5-6300U) for each of the instances
tested.
A natural extension of the present work will be to release the constraint that imposes
that the optimization of the path occurs along a fixed alignment in plane view, which must
be decided a priori by the design engineer. Future implementations could include a more
comprehensive search domain, which instead of being limited to a 2D (fixed) geotechnical
profile, could include a 3D domain to find the best path between two allowable entry and
exit areas. Nonetheless, this extension of the algorithm requires a significantly more exten-
sive knowledge of the topographic and geotechnical characteristics of the 3D construction
domain.
Lastly, it is important to highlight that the accuracy and viability of the algorithm is
based on the set of constraints and variables on which the algorithm is built on, therefore
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the current implementation does not intend to replace the judgment of a trained engineer




The present thesis proposes different methods to optimize underground infrastructure. First,
we model infrastructure as a network that can be modeled and designed using different bio-
inspired algorithms, depending on the functional goals of the network itself. Second, we
observe, interpret and model the deformation and failure of shallow underground cavities,
and we apply machine learning and bio-inspired algorithms to optimize their design. In the
following, we offer some concluding remarks on each of the thesis chapters, on the current
limitations, and on what we envision as future work on the topic.
9.1 Part 1: Bio-inspired optimization of transport networks
The first part of the thesis assesses the feasibility of applying biological principles to im-
prove the design of ’human-made’ underground networks, and, more generally, transporta-
tion systems. To this end, we cover the different steps of bio inspiration, first, studying the
fundamental behavior of a type of natural network, slime mold, then characterizing its be-
havior as a transportation network, and lastly, exploring two different applications of such
biological network dynamics to engineering problems: the extraction of resources from a
reservoir, and the deployment of transport networks in a city.
The study of slime mold morphogenesis in attractive, adverse and neutral environments
in chapter 2 shows that the substrate composition directs the behavior of slime molds.
Slime molds in neutral environments proved to encourage exploration of the domain, while
in attractive substrates (nutritive), the cell prioritizes metabolization of the nutrient present
in the substrate, which significantly slows down the spreading rate. On the other hand,
the presence of an adverse substrate increases the pulsatile behavior of the cell, which
alternated cycles of growth and retraction, with a low net spreading rate overall, and a
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limited exposure to the adverse chemical present on the substrate. The spreading direction
of slime mold is initially random, but, depending on the substrate, the mucus left behind by
the cell acts as a spatial memory, influencing the behavior of the cell in subsequent steps of
growth. For instance, in neutral environments, the exploration of new areas is preferred to
zones already explored (mucus); while in adverse environments, the growth over a mucus
layer is preferred since it provides a layer of protection that minimizes the exposure to the
repellent distributed over the substrate. Lastly, experiments with discrete sets of attractive
and adverse spots over a neutral substrate did not affect the overall behavior of the cell,
suggesting that the behavior is controlled by the substrate, not the presence of localized
obstacles or attraction points.
After understanding the fundamental behavior behind slime mold expansion, the next
step is to characterize its topology as a network. chapter 3 presents a study such networks
in neutral, adverse and nutritive environments, as well as an analysis of the process of fu-
sion between independent slime mold cells. The findings from this characterization further
validate the observations from chapter 2, showing that cells in a neutral environment are
more ’spread-out’, developing networks that cover a significantly larger area than the area
of slime mold itself, with thin and long veins and an overall higher network length. On
the contrary, cells in adverse and nutritive substrates are denser and more compact, have
thicker veins and are more centralized. The connectivity of the networks, in terms of node
degree and alpha coefficient, is similar across substrates. The total network length is close
to that of the minimum spanning tree, showing that even though the network expands and
retracts in cycles, the total wiring cost is kept close to a minimum. In terms of efficiency,
the networks in neutral and adverse environments performed better than the ones in nutri-
tive conditions, while the resiliency of the networks proved to be correlated with the total
network length, showing that highly interconnected networks are able to sustain more dam-
age before becoming disconnected. The results on fusion show that after the initial contact,
the cells fuse, and start refining, with significant differences between substrates. Cells in
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neutral environments refine the fusion region to keep several thin veins connecting both
cells, while adverse environments minimize the number, keeping only 1 or 2. The number
of connecting veins is also reflected in the path efficiency between cells, which is better in
neutral, well connected networks.
These results show that even though slime molds are relatively simple organisms, they
are capable to build complex, dynamic and efficient networks that adapt to different en-
vironments while remaining resilient and efficient. In addition, such networks refine their
topology based on fluctuating environmental conditions. This behavior could inspire the
design of infrastructure transportation networks, which not only follow similar optimiza-
tion goals, e.g. transport efficiency, cost reduction and resiliency, but are also embedded in
environments that fluctuate. The network adaptability exhibited by slime mold is desirable
in civil engineering. The dynamics of slime mold networks, and their fusion in response to
various environmental constraints has a potential to inspire new strategies to design adapt-
able information and infrastructure networks, that are resilient to natural and biological
hazards as well as geopolitical risks. One slime mold inspired application is presented in
chapter 4. An algorithm that models the feedback mechanism of slime mold (by regulat-
ing refinement and strengthening of network veins) was applied to optimize the extraction
(or injection) of resources in porous media. The results show that the algorithm success-
fully creates the optimal path to extract the resources from the porous medium, reaching
up to 32% of the distributed resource by using only 10% of the edges in the network. In
addition, the algorithm works successfully in heterogeneous domains, creating direct and
wide flow paths that minimize drag through low resource, low conductivity regions, while
creating branching, dendritic paths in regions with high resource concentration, that maxi-
mize its extraction efficiency. Future work on this topic can focus on adding constraints to
the developed solution, in order to account for constructive, economic and environmental
factors.
chapter 5 shows a different application of bio-inspired networks, this time using a leaf
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venation (LV) growth algorithm to design a transportation network that would serve equi-
tably the population of the city of Atlanta, and to extend the actual rail lines to an adjacent
county. Results were compared to global and local optimization algorithms, showing that
the leaf venation network is almost Pareto optimal, achieving an almost-optimal trade-off
between transport efficiency and network cost. Moreover, the LV networks outperform
the global optimal network (Steiner tree), specially when networks are highly centralized
around a node, equivalent to the petiole in leaves. When considering the total network cost
as a function of length and traffic through the edges, LVs yield networks that are less expen-
sive than Steiner trees, and the difference is accentuated as networks are more centralized
around a certain node, which in this case corresponds to the closest rail station of the ex-
isting system. Future work on this topic could consider extra variables, for instance, the
cost of land, topography, matrix origin/destination, commuting trends, and demographic
projections.
9.2 Part 2: Mechanics of shallow underground cavities
The second part of the thesis focuses on the mechanical response of shallow underground
cavities. The main conclusions of this thesis call for a new way of designing geotechnical
infrastructure, without forfeiting a rigorous mechanical understanding of the processes.
First, chapter 6 shows an experimental study on the deformation and failure mecha-
nisms of granular soil around pressurized shallow cavities, using x-ray computed tomog-
raphy. Results demonstrate that the failure mechanism of shallow cavities does not follow
the commonly assumed cavity expansion failure mechanism in an infinite domain. Instead,
it exhibits shear bands that follow a catenary shape and reach the free surface. The soil in-
side such bands either dilates or contracts, depending on the initial density of the material.
Similarly, the orientation of strain increments follows catenary trajectories along the cross-
section of the cavity, so long as plane strain conditions are preserved. The extent of the
cavity length under plane strain conditions was at most 75% of the total cavity length, and
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turned out to be a function of cavity length, soil density, and vertical load. Results could
inform further analytical developments, which oftentimes rely on plane-strain assumptions,
knowledge of the shape of the failure planes, and co-axiality of strain and stress. A possible
application is the prediction of the blowout pressure of shallow cavities such as horizontal
directional drills.
The increased mathematical complexity of the specific loading conditions limits the
availability of accurate (pseudo-) analytical methods to predict stress and strain fields
around cavities, and calls for complementary numerical techniques. Chapter chapter 7
further studies the behavior of shallow cylindrical cavities, this time using the finite ele-
ment method coupled with machine learning algorithms. The results shown in this study
exemplify the benefits of using machine learning algorithms to generate prediction tools
that can better inform design decisions. In particular, a trained model could be used to
predict whether a given cavity is prone to blowout, classifying its susceptibility into three
categories: low, mid and high. When the cavity falls in the low (respectively, high) cate-
gory, the design is validated (respectively, invalidated). The mid category calls for a more
in-depth assessment, for instance, by creating a dedicated FEM model to check the me-
chanical response of the designed cavity. Machine learning algorithms to readily assess
underground cavity stability offer a new toolbox of methods towards safer, more efficient
design. These new methods are not intended to replace rigorous mechanical analyses, but
can be used to bring attention to scenarios in which these strict analyses are needed, pro-
viding an extra layer of safety to the design process. Possible future work includes, and is
not limited to, similar analyses oriented towards in-situ soil characterization, stability as-
sessment considering the stochastic distribution of soil properties and autonomous systems
that can adjust their burrowing/drilling mechanisms on the fly, without the need of constant
feedback from an operator.
The last chapter of this thesis (chapter 8) showcases the industry application of an auto-
mated optimization algorithm. The bio-inspired algorithm implemented (ant colony opti-
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mization) is used to automate the design process of a horizontal directional drill, checking
the mechanical stability of the cavities and the construction constraints, while at the same
time, minimizing the total cost of the tunnel. The algorithm was implemented and tested
in partnership with Haley Aldrich Inc, using data from two real projects. The results of
the validation of the method showed three main benefits of the algorithm in comparison
to the traditional design methods. First, the obtained alignment design was at least 10%
shorter than the one obtained without the algorithm, which yields cost savings. Second,
the method increases the accuracy of the design. Third, the design time is decreased to at
least a third, depending of the case benchmarked, leveraging the need of manual labor and
shifting the use of the design engineer to checking and validating the results, instead of
focusing on repetitive calculation tasks. It is important to highlight that the accuracy of the
algorithm is based on the set of constraints and variables assigned to it, and therefore, the
current implementation should not replace the judgment of a trained engineer who must
validate the results. A natural extension of the present work could release the geometric
constraints, currently limited to a two-dimensional profile, to a three-dimensional domain.
Another possible perspective is the integration of the different steps of the process, using
GIS, CAD and BIM tools, in order to develop a more complete and robust design tool.
The overarching conclusion of this thesis is the feasibility and applicability of bio-
inspiration towards the optimization and improvement of our current design techniques in
geotechnical engineering. Moreover, the results call for an integration of conception and
execution of projects. The biggest gap to bridge in the design of underground cavities, and
infrastructure in general, is the system-level conception, and the integration of knowledge
from biology and other disciplines.
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