A new genetic algorithm for the solution of the travelling salesman problem is presented in this paper. The approach is to introduce several knowledge-augmented genetic operators which guide the genetic algorithm more directly towards better quality of the population but are not trapped in local optima prematurely. The algorithm applies a greedy crossover and two advanced mutation operations based on the 2-opt and 3-opt heuristics. One of our particular interests is to investigate whether small populations are adequate for solving large problems. We also want to see how the quality of the initial population and the quality of the final solution are related, especially when the population is small. For this purpose, we designed a selective initialization scheme to generate a better initial population. The algorithm has been implemented in C and tested on several sets of data. The largest data instance used is 2392 cities (i.e., pr2392). The actual population size used is only 32. For small sets of data (less than 100 cities), our algorithm can find the optimal solutions. For large data sets, the quality of the best solutions found is about 1.3-2.3% worse than optimal. The empirical results show that combining the knowledge from the heuristic method and the genetic algorithm is a good approach for solving the large travelling salesman problem. By incorporating the heuristic method, we can develop greedy genetic operators to improve the efficiency of genetic algorithms. Moreover, it makes small population sizes sufficient to solve large problems. By incorporating the genetic algorithm technique, we can escape from local optima in many cases so that much better results can be obtained than with heuristic methods alone.
Introduction
The travelling salesman problem (TSP) is the task of finding the shortest possible tour through a given set of cities. It is a typical optimization problem having many practical applications such as routing, scheduling, wiring, etc. In the standard TSP, the distance from city i to city j is the same as the distance from city j to city i. There is also the asymmetric version of this problem and some other variations, which can be theoretically transformed to the standard version [11] . In this work, we concentrate on the standard TSP.
There are two alternative approaches to solving the problem. One is to find the solution and prove its optimality. This involves a huge amount of computation because the TSP is NP-complete. For example, the optimal solution of the 3038-cities instance was proved a few years ago by using one of the integer programming techniques, branch and cut. The program required one and a half years of computer time [8] . Another approach is to find an approximate solution within a reasonably short time. The study of algorithms to achieve this practical goal has been carried out by applying many different methods from many areas such as heuristic methods [2, 7] , simulated annealing [1, 5] , tabu search [6] , neural networks [9] , and genetic algorithms [4, 14, 13] .
In this paper, we present a knowledge-augmented genetic algorithm to solve the TSP. It combines heuristic techniques with genetic algorithms. The mechanics of genetic algorithms are used as the basic framework, and ideas from heuristic methods are used to design the genetic operators. The results show that the algorithm is competitive with conventional heuristic approaches.
The rest of the paper is organized as follows. The next section introduces the knowledge-augmented operators used in our algorithm. Section 3 gives an outline of the algorithm. Section 4 presents the results of experiments. The final section contains some concluding remarks.
Design of knowledge-augmented genetic operators for TSP
The basic genetic operators are reproduction, crossover, and mutation. Our reproduction operator is a standard method called tournament selection, and is therefore not discussed here. We only describe non-standard operators: the crossover and mutation operators, which both use domain-specific knowledge. We also introduce a special operator which generates an initial population in a systematic way instead of by a purely random selection. In our algorithm, a normalized path representation is used to represent a tour. That is, a list (1,2,3,4) means the tour going from city 1 to city 2, 3, 4, and back to city 1. With the traditional path representation, different lists such as (4,1,2,3), (3, 4, 1, 2) , and (2,3,4,1) all represent the same tour as (1, 2, 3, 4) . To improve coding efficiency, we normalize the path list so that the first city in the list is always 1.
Selective initialization
Traditionally the initial population is generated by a purely random selection procedure. Thus, a reasonably large population is needed to cover the solution space. In this work, we aimed to investigate an interesting issue raised by C. Reeves [10] : that is, whether we can use very small populations for some applications.
For large TSP applications, if we follow the common practice of having a size between n and 2n where n is the tour length, we would need extremely large populations. This would require huge amounts of computation time.
Our solution is to generate a small but representative initial population. We use an idea summarized in Reinelt's book [11] : most of the possible edges in a complete graph will not occur in short tours because they are too long. It is reasonable to concentrate on a much smaller subgraph instead of exploiting the whole graph. A k-nearest-neighbour subgraph is defined as a graph containing all edges <c i ; c j > where c i is among the k nearest neighbours of c j , or c j is among the k nearest neighbours of c i .
In our selective initialization, we give a higher priority to edges belonging to the k-nearest-neighbour subgraph.
That is, from a city c, we first try to randomly select a next city from c's k nearest neighbours. If all cities of c's k nearest neighbours have already been used, then we make a random choice from all unused cities.
A list of k nearest neighbours for each city is generated in advance. We have relaxed the definition of the k-nearestneighbour subgraph to a looser but more practical one.
That is, if c's k+1 nearest neighbour is as near, or almost as near, as the k nearest neighbour, we include it in the knearest-neighbour list. Then we carry on performing the same checking on k+2 until a "large" distance increment is found.
In Section 4.3 we compare the results obtained by using this selective initialization and the random initialization.
Greedy crossover
In the design of the crossover operator, we first absorbed ideas from two previous studies. One was by Grefenstetts et al. [3] , who used a heuristic crossover which constructs an offspring by choosing the better of two parental edges. Another was by Starkweather et al., who designed the edge recombination operator [14] . One of their findings was that it is very important to preserve common edges between the two parents [13] . After studying the above work, we developed the following crossover operator, which is different from the previous two algorithms but combines the good ideas from both.
Given two parent tours in the normalized path representation, P1 and P2, the first offspring is constructed as follows: start with a random city c, then check whether either the edge leading to c or from c (i.e., the edge <c, c right > or <c left , c>) is used in both P1 and P2. If so, the common edge is chosen. Otherwise, we compare c's right side edge in each of P1 and P2. The shorter one is chosen, unless it would introduce a cycle, in which case the longer one is chosen. If the longer one would also introduce a cycle, then we extend the tour by a carefully selected edge (details later). The second offspring will be constructed in a similar way, but we compare c's two left side edges instead of its right side edges.
Distance Table   6 Figure 1 shows a simple example of our crossover operation. Assume that we have two parents as shown in Figure 1 . To generate the first offspring, we randomly start from city 6. The two right side edges are <6,1> in P1 and <6,5> in P2. The distance table shows that <6,1> and <6,5> have exactly the same length. In this situation, the edge in P1 would normally be selected first for offspring 1; the edge in P2 for offspring 2. However, in our example, edge <6,5> is a common edge between the two parents, so <6,5> is chosen. Next, from city 5, we have two right side edges: <5,6> and <5,4>. This time, we choose <5,4> because the common edge <5,6> would create a cycle. From city 4, the edges are <4,2> and <4,1>: the shorter one <4,2> is chosen. Then from city 2, there are <2,5> and <2,3>: the shorter one <2,3> is chosen. Finally, we only have city 1 left, which has to be the last one in the tour. The second offspring is generated starting from a different random city, 3. This time, the left edges are compared. Luckily, all of the best edges in P1 and P2 have been inherited by offspring 2.
The criterion of selecting a new edge to prevent a cycle is based on the same idea as used in our selective initialization. That is, edges not belonging to the k-nearestneighbour subgraph are most likely to be excluded from the optimal tour. Thus, we try to select from the k-nearestneighbour list first; only if they are all used do we select randomly from the other, longer, edges. The actual selection rule implemented is a bit more sophisticated in how to choose from the k-nearest-neighbour list. Assuming that c is the current city, we examine all unused cities in c's k-nearest-neighbour list, then choose the one which has the fewest k-nearest-neighbour cities available. The idea behind this is that the fewer k-nearest-neighbours c has, the more likely it is to become an isolated city in the knearest-neighbour subgraph. So we should choose it, to avoid the danger of using a non-k-nearest-neighbour city.
We have done experimental work to assess the difference between using our rule and the random rule to extend a new edge. Note that the random rule has been applied in both [3] and [14] . Detailed results will be discussed in Section 4.3.
Mutations based on 2-opt and 3-opt heuristics
Mutation has been regarded as an important operator in increasing the genetic diversity of populations. In particular, as we only intend to use small populations, it is very important to have good mutations to prevent premature convergence on local optima. We designed two mutations, which are based on 2-opt and 3-opt heuristics, respectively. Both 2-opt and 3-opt heuristics have been deeply studied in the area of heuristic search to solve the TSP, producing impressive solutions [11] .
2-opt mutation
The 2-opt heuristic has been combined with genetic algorithms as a specialized genetic operator by Homaifar et al. [4] . In their algorithm, a limited segment length N is imposed. The 2-opt exchange is then tried on all pairs of edges which can fall within a given segment of length N.
The actual exchange is performed as long as it can improve the cost of the tour; otherwise the tour is unchanged. Many 2-opt changes might occur in one operation, as the operation continues until all possible pairs have been tried. On the other hand, there is no exchange at all if the 2-opt heuristic does not work within segments of length N.
In our implementation, the 2-opt heuristic is applied in a different way. First, we want to introduce a random factor to the operator. That is, if it is applied to two identical tours, we prefer to have two different results than two identical ones. Second, we favour traditional mutation: that is, to make exactly one exchange in one operation. Our final consideration is that a good 2-opt exchange does not necessarily fall within a limited segment. Therefore our 2-opt mutation is designed as follows.
We randomly select a number of edges. For every random edge, we examine its 2-opt exchange with all the other
3-opt mutation
According to experimental results from the area of heuristic methods, the 3-opt heuristic is a more powerful and flexible method than the 2-opt heuristic. Generally it produces better solutions, though the computation cost is much higher.
In our early experiments, we found that using the above 2-opt mutation and our greedy crossover can find optimal solutions for small data sets. However, when we moved to large data instances, it produced solutions of 4-8% worse than optimal, on average. A further improvement is certainly desirable. In Homaifar's work [4] , which combined the 2-opt heuristic, the largest data set studied was the 318-city problem. Therefore, it is not certain if their approach can scale up. We believed that we needed a more powerful mutation than simple 2-opt exchange, so we developed another mutation operator based on the so-called 3-opt move.
A 3-opt move is to remove 3 existing edges and add 3 new edges. Let us name the 3 removing edges r 1 , r 2 , and r 3 and name the 3 replacing new edges n 1 , n 2 , and n 3 . The following steps describe how our 3-opt mutation determines these removed edges and new edges. A simple example is also illustrated in Figure 2 . Step 1: The first removed edge r 1 is selected randomly. In the example, we assume r 1 = <a,b> is chosen (Figure 2 (A)).
Step 2: From city b (or a), we randomly select a neighbour from the k-nearest-neighbour subgraph. Assume that we select c. Then, the edge r 2 = <c,d> is determined to be the second removed edge since d is the city leading to city c if travelling in the direction of <b,a>. Meanwhile, the edge n 1 = <b,c> is determined to be the newly added edge (Figure 2 (B) ). Note that, after adding n 1 and removing r 1 and r 2 , the original tour has been separated into a cycle and a segment.
Step 3: Now we need to decide how to insert the segment from a to d into the newly created cycle. We try all the possibilities of insertion and select one with the smallest cost. Figure 2 (C) shows the final tour after the 3-opt mutation where the edge r 3 is the inserting point: two new edges, n 2 and n 3 , are added.
Outline of the algorithm
The following is a summary of our algorithm:
Step 1: Initializing the population by using the k-nearestneighbour selective method described in Section 2.1. k is set to 10 for data sets which contain less than 600 cities and to 20 for larger data sets.
Step 2: Taking all tours pair by pair from the population and performing either crossover or mutation. We first check whether the pair of tours are identical. If not, the greedy crossover described in Section 2.2 is applied. Otherwise, one of the tours does a 2-opt mutation and the other does a 3-opt mutation.
Step 3: Reproducing the new generation by using tournament selection: randomly pick two tours from the population and let the cheaper one move to the next generation. An elitist selection rule is also applied. That is, if the best tour in the new generation is worse than the previous one, we preserve the previous best tour by passing it to the new generation.
Step 4: If the best tour so far has not been improved for more than N generations, stop the computation; else go to step 2. N is currently set to 1000.
Note that, in the above algorithm, mutation is not performed regularly as in conventional genetic algorithms. It is performed when we incidentally select two identical tours for crossover. As we only use small populations, the current best tour can be spread quickly. Therefore it frequently happens that two identical tours are picked. Instead of selecting a different tour, we feel that it is better to do mutation because, in this way, the heuristic-based mutations can be concentrated on improving better tours rather than whole populations.
Empirical results
We have implemented our algorithm in C and tested it on the following six sets of data: gr17, dan42, st70, pa561, pr1002, and pr2392, which are all from the TSPLIB [12] . For the first small sets of data, our algorithm can find all optimal solutions in less than a minute. For the other larger sets of data, we can reach reasonably good quality solutions. In the following subsections, we give the detailed empirical results for the 3 large sets of data. The machine used for testing is a Sun UltraSPARC.
Overall performance
We tested 10 runs (using different seeds) on each of the 3 sets of data. The best results from each data are summarized in Figure 3 . The first two rows in Figure 3 The next table (Figure 4 ) gives the quality achieved by heuristic methods, which have been widely regarded as a highly practical approach to solving the TSP. We selected the best result from several variants of 2-opt, 3-opt and LinKernighan heuristic algorithms, published in [11] . The result of the 2-opt heuristic is actually from an algorithm which combines 2-opt exchange and node insertion; the quality would be much lower using 2-opt alone. As we can see, the results of our algorithm are well above the 2-opt and 3-opt heuristic methods, and are competitive with the Lin-Kernighan method. Another important measure is the stability of the algorithm. The table in Figure 5 shows the stability analysis of our algorithm. The results are taken from 10 random runs for each set of data. Each column corresponds to one data instance and gives the best quality, the worst quality, the average quality, the span between best and worst, and the standard deviation. The results show that our algorithm is very stable. The span values are much smaller than the results from heuristic methods, published in [11] . Moreover, the standard deviations are very small, so we can expect to achieve average performance easily.
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Results of not using k-nearest-neighbour knowledge
There are two places in our algorithm where we rely heavily on the k-nearest-neighbour knowledge:
Scheme 1: in initialization, we first select random edges from the k-nearest-neighbour subgraph;
Scheme 2: in crossover, when selecting a new city to prevent cycles, we give higher priority to k-nearestneighbours.
To verify how the k-nearest-neighbour knowledge works, we produced four versions of the algorithm. version 1: uses neither scheme 1 or 2; version 2: uses scheme 2 but not scheme 1; version 3: uses scheme 1 but not scheme 2; version 4: uses both scheme 1 and 2 (i.e., the original version). Figure 6 shows the results from the above four versions. The data instance used is pa561. The x axis represents generations; the y axis represents the cost of the best tour found. Thus, the four curves in the graph show how the population best improves through the generations. The initial cost of versions 1 and 2 (which do not use selective initialization) is extremely large, around 35000, while the initial cost produced by the versions using selective initialization is only about 7000.
It is clear that version 4 produces the best result. It is interesting to point out that, despite not using selective initialization, versions 1 and 2 can quickly improve their population best from about 35000 to just over 3000 within the first 100 generations. This shows that our greedy crossover is very efficient in improving poor quality tours. We also notice that version 3, which used selective initialization but randomly selected long edges in crossover, is trapped in a local optimum much earlier than the other versions.
Results on varying mutation scheme
The last experiment we did is to compare the effectiveness of the 2-opt and 3-opt mutations. Our algorithm combines both 2-opt and 3-opt mutations; what if we only used one of them? Figure 7 shows the difference in performance between using 2-opt or 3-opt mutation alone and combining both.
It shows that using 2-opt mutation alone produced the poorest result of the three. Using 3-opt mutation alone Figure 6: Using k-nearest-neighbour knowledge achieved better quality than using 2-opt mutation, but more computation time is required. When we combine both, a much better quality is achieved without an increase in computation time. 
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Conclusion
In this work, we designed and developed a new genetic algorithm for the TSP. The algorithm applies a greedy crossover and two advanced mutation operations based on the 2-opt and 3-opt heuristics. A selective initialization operator is also proposed. The algorithm can find solutions 1.3-2.3% worse than optimal. The results show that combining the knowledge from heuristic methods and genetic algorithms is a promising approach for solving the large TSP. Two concluding remarks are as follows.
From the point of view of genetic algorithms, by incorporating the heuristic method, we can develop greedy genetic operators to improve the efficiency of genetic algorithms. Moreover, it makes small population sizes sufficient to solve large problems.
From the point of view of heuristic methods, by incorporating the genetic algorithms technique, we can escape from local optima in many cases, so that much better results can be obtained than by using heuristic methods alone. We can also achieve very high stability.
There are two interesting directions for future work. One is to further improve the algorithm by introducing a simplified form of the Lin-Kernighan heuristic. We have already experienced a great improvement by adding the mutation based on the 3-opt move. As the Lin-Kernighan heuristic is much more powerful than the 3-opt heuristic, we can expect to achieve a further improvement in the quality of the solution. Another direction is to parallelize the algorithm. We would like to investigate whether the algorithm can be vectorized efficiently. We are also interested in modifying the algorithm to a coarse-grained parallel genetic algorithm.
