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Abstract. Branching bisimilarity on normed BPA processes was re-
cently shown to be decidable by Yuxi Fu (ICALP 2013) but his proof
has not provided any upper complexity bound. We present a simpler
approach based on relative prime decompositions that leads to a non-
deterministic exponential-time algorithm; this is close to the known
exponential-time lower bound.
Key words: Verification, branching bisimulation equivalence, Basic
Process Algebra processes, complexity.
1 Introduction
Similarly as language equivalence in automata theory, bisimulation equivalence
(also called bisimilarity) is a fundamental notion in theory of processes. The de-
cidability and complexity questions for bisimilarity on various models of infinite-
state systems have been explored in a long list of research papers. (See [14] for
an updated overview of a specific area of process rewrite systems.)
One of the basic models is called Basic Process Algebra (BPA), which can be
related to context-free grammars in Greibach normal form. The configurations
are identified with sequences of variables (nonterminals), and a configuration
can change by performing an action (rather than reading a symbol) in which
case its leftmost variable is rewritten. The seminal paper by Baeten, Bergstra
and Klop [1] showed the decidability of bisimilarity for BPA configurations in
the normed case, where each variable can be stepwise rewritten to the empty
word; this decidability result was later extended to the whole class BPA [4]. The
exploration of complexity culminated by showing that the normed case is, in fact,
in PTime [9] (see [5] for the so far best known upper bound). The complexity
for the whole class BPA is known to lie between ExpTime [12] and 2-ExpTime
(claimed in [2] and explicitly proven in [11]).
In the presence of silent (unobservable) actions the problems become harder.
The decidability question for weak bisimilarity of (even normed) BPA configu-
rations is a long-standing open problem; we only know ExpTime-hardness here,
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already in the normed case [13]. There is a similar long-standing open problem
for Basic Parallel Processes, which is the parallel (or commutative) version of
BPA. Positive results were recently achieved for a finer version of weak bisi-
milarity, called branching bisimilarity. (It was introduced by van Glabbeek and
Weijland [8] as the coarsest equivalence respecting branching time in some sense.)
It was shown that branching bisimilarity is decidable on the normed Basic Par-
allel Processes [6], and Yuxi Fu [7] has shown the decidability for normed BPA
configurations; the latter is the starting point of our paper. We also note that
the fresh paper [15] shows that these decidability results cannot be essentially
extended.
Fu’s result for branching bisimilarity on normed BPA is substantially stronger
than the previous results dealing with so called totally normed BPA [10, 3]; the
proof uses an involved tableau framework (being inspired by [10] and related
works) and does not provide any upper complexity bound. Regarding the lower
bound, Fu notes that the construction used by Mayr [13] for weak bisimilarity
can be easily adapted to yield ExpTime-hardness also for branching bisimilarity
on normed BPA.
An important novel ingredient of the decidability proof by Yuxi Fu can be
called the class-change norm (corresponding to the branching norm in [7]): while
the standard norm counts all the steps when a configuration is reduced to the
empty one, the class-change norm only counts the steps that change the current
equivalence-class. It is not clear how to compute this norm directly but equivalent
configurations α ∼ β must agree on this norm. Another useful fact (also observed
by Fu) is that the relation of αγ and βγ (either αγ ∼ βγ or αγ 6∼ βγ) is
determined solely by the redundant variables w.r.t. γ, i.e. by those X for which
Xγ ∼ γ, independently of the string γ itself.
Our contribution is based on introducing the relative prime decomposition
of configurations; unlike the prime decomposition of variables as, e.g., in the
case of bisimilarity of normed BPA [9], we introduce a decomposition related
to each possible set R of redundant variables (representing respective suffixes
γ). The (relative) equivalence α ∼R β can be then replaced with the equality
of prime decompositions PDR(α) = PDR(β). We suggest a nondeterministic
exponential-time algorithm that guesses the appropriate decompositions and
then verifies their correctness in the sense that the equality of the decompo-
sitions w.r.t. the guess is indeed a branching bisimulation. We thus place the
branching bisimilarity of normed BPA configurations in NExpTime.
Fu [7] has also shown that the respective “regularity problem” (given a
normed BPA configuration, is it branching bisimilar to some unspecified finite-
state process?) is decidable. Our approach places this problem in NExpTime as
well.
Remark. It seems natural to look for a deterministic exponential-time al-
gorithm that would (deterministically) compute the decompositions, e.g., by
proceeding via a certain series of decreasing overapproximations. Nevertheless,
this question is left open here.
2
Structure of the paper. In Section 2 we define the used notions and state
the result. Section 3 deals with the class-change norm and related observations
that essentially already appeared in [7]. Section 4 then introduces the relative
prime decompositions of configurations and proves their uniqueness. Section 5
defines the branching bisimilarity bases and shows how their consistency can be
checked. Finally Section 6 contains algorithms for the bisimilarity and regularity
problems.
2 Preliminaries, and statements of results
We first recall a general definition of branching bisimilarity, which is then applied
to BPA configurations. Throughout the text we add some remarks (in italic)
related to weak bisimilarity; they are not needed for understanding the presented
result.
By A∗ we denote the set of finite sequences of elements of the set A. By
ε we denote the empty sequence, and by |w| the length of w ∈ A∗. We put
N = {0, 1, 2, . . .}.
Labelled transition systems. A labelled transition system, an LTS for short,
is a tuple
L = (S,A, (
a
−→)a∈A)
where S is a set of states (at most countable in our case), A is a set of actions
(finite in our case), and
a
−→⊆ S × S is a set of transitions labelled with a. We
reserve the symbol
τ for the (only) silent action;
the visible actions are the elements of Avis = A r {τ}. (If τ ∈ A, then A =
Avis ∪ {τ}, otherwise A = Avis.)
We write s
a
−→ t rather than (s, t) ∈
a
−→ (for a ∈ A), and we define s
w
−→ t
for w ∈ A∗ inductively: s
ε
−→ s; if s
a
−→ s′ and s′
u
−→ t, then s
au
−→ t. By s
w
−→ t
we sometimes also refer to a concrete respective path from s to t in L.
Branching bisimilarity. Given an LTS L = (S,A, (
a
−→)a∈A), a symmetric
relation B ⊆ S × S is a branching bisimulation if for any (s, t) ∈ B, a ∈ A, and
s′ ∈ S such that s
a
−→ s′ we have:
– a = τ and (s′, t) ∈ B, or
– (a ∈ Avis ∪ {τ} and) there is a sequence t = t0
τ
−→ t1
τ
−→ · · ·
τ
−→ tk
a
−→ t′
(for some k ≥ 0) such that (s′, t′) ∈ B and (s, ti) ∈ B for all i ∈ {1, 2, . . . , k}.
By s ∼ t, to be read as “states s, t are branching bisimilar”, we denote that there
is a branching bisimulation containing (s, t). We can easily verify the standard
facts that ∼ is the union of all branching bisimulations, and thus the maximal
branching bisimulation, and that ∼ is an equivalence relation.
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Remark 1. Weak bisimulations, and weak bisimilarity, are defined as above but
we allow sequences with “post” τ-transitions, like t = t0
τ
−→ t1
τ
−→ · · ·
τ
−→
tk
a
−→ t′0
τ
−→ t′1
τ
−→ · · ·
τ
−→ t′ℓ = t
′ (for ℓ ≥ 0), and we only require that
the final pair (s′, t′) belongs to B. We denote the weak bisimilarity by ≈. Any
branching bisimulation is thus a weak bisimulation; hence branching bisimilarity
∼ is finer than weak bisimilarity ≈. They coincide in the case with no silent
action, in which case we use the notion of (strong) bisimilarity. In the system
given by the following transitions we have s1 6∼ s2 but s1 ≈ s2: s1
τ
−→ s2,
s1
a
−→ s5, s2
τ
−→ s3, s3
a
−→ s5, s2
a
−→ s4, s4
b
−→ s5.
Normed BPA systems. A BPA system is given by a context-free grammar in
Greibach normal form, with no starting variable (nonterminal). We denote it as
G = (V ,A,R)
where V is a finite set of variables (or nonterminals), A is a finite set of actions
(or terminals), which can contain the silent action τ , and R is a finite set of
rules of the form A
a
−→ α where A ∈ V , a ∈ A, α ∈ V∗.
A BPA system G = (V ,A,R) has the associated LTS
LG = (V
∗,A, (
a
−→)a∈A)
where each rule A
a
−→ α in R induces the transitions Aβ
a
−→ αβ for all β ∈
V∗. The states of LG , i.e. the strings of variables, are called configurations or
processes.
A variable A ∈ V is normed if there is w ∈ A∗ such that A
w
−→ ε. A BPA
system G = (V ,A,R) is normed, i.e. an nBPA system, if each A ∈ V is normed.
Branching bisimilarity problem for nBPA. By the branching bisimilarity
problem for normed BPA we mean the decision problem specified as follows:
Instance: a normed BPA system G = (V ,A,R) and variables A,B ∈ V .
Question: Is A ∼ B in LG ?
The variant with general configurations α, β ∈ V∗ in the instances, asking
whether α ∼ β, can be easily reduced to the above variant with variables A,B.
Semantic finitess (or regularity) problem. In our context, the regularity
problem is specified as follows:
Instance: a normed BPA system G = (V ,A,R) and α ∈ V∗.
Question: Is α ∼ s for a state s in some finite LTS ?
As usual, when comparing states in two different LTSs L1,L2, we implicitly refer
to the LTS arising as the disjoint union of L1 and L2.
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Results. The next two theorems capture our main results.
Theorem 2. The branching bisimilarity problem for normed BPA is in
NExpTime.
Theorem 3. The regularity problem for normed BPA (w.r.t. branching bisimi-
larity) is in NExpTime.
We prove the theorems in the following sections; in the rest of this section
we recall some facts about the standard norm, and we provide an example.
Standard norm. Given a normed BPA system G = (V ,A,R), the norm ‖α‖
of α ∈ V∗ is the length |w| of a shortest w ∈ A∗ such that α
w
−→ ε. (Note that
the silent steps
τ
−→ are also counted.) A transition α
a
−→ β is norm-reducing if
‖α‖ > ‖β‖, in which case ‖β‖ = ‖α‖−1, in fact.
The facts captured by the next proposition are standard and easy; they also
entail that we can check in polynomial time whether a BPA system is normed.
Proposition 4.
(1) ‖ε‖ = 0.
(2) ‖αβ‖ = ‖α‖+ ‖β‖.
(3) ‖A‖ = 1 + ‖α‖ for a (norm-reducing) rule A
a
−→ α.
(4) There is a polynomial-time algorithm (based on dynamic programming) that
computes ‖A‖ for each A ∈ V (when given G = (V ,A,R)).
(5) The values ‖A‖ are exponentially bounded (in the size of G).
Example 5. Let V = {S1, S2, S3} ∪ {MR | ∅ 6= R ⊆ {1, 2, 3}} ∪ {A,B,C,D}
and A = {a1, a2, a3} ∪ {τ}. We write just M13 instead of M{1,3}, etc. Let R be
the set containing the following rules:
S1
a1−→ ε, S1
τ
−→ ε, S2
a2−→ ε, S2
τ
−→ ε, S3
a3−→ ε, S3
τ
−→ ε,
MR
ai−→MR, MR
τ
−→ ε for all nonempty R ⊆ {1, 2, 3} and i ∈ R,
A
τ
−→ S1M3, B
a1−→ C, B
τ
−→M2M3, C
a1−→ C, C
τ
−→M3M2.
Here ‖Si‖ = 1, ‖MR‖ = 1, ‖A‖ = ‖B‖ = ‖C‖ = 3. We can check that M23 6∼
M3M2, and S2M23 ∼M23 ∼M3M23, though ‖M23‖ 6= ‖M3M23‖.
3 Class-change norm, and relative equivalences
In this section we recall some standard facts, the special norm introduced by Y.
Fu (given by a slightly modified definition here), and some observations presented
already in [7]. The main notions introduced here are the class-change norm and
the relative equivalences ∼R for subsets R of the set of variables. We implicitly
refer to a given normed BPA system G = (V ,A,R), though some claims hold
more generally. We give all proofs, to be self-contained.
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Congruence property, and silent variables.
Proposition 6. If α ∼ β and γ ∼ δ, then αγ ∼ βδ.
Proof. It is trivial to check that {(αγ, αδ) | α, γ, δ ∈ V∗, γ ∼ δ} is a branching
bisimulation. Hence γ ∼ δ implies αγ ∼ αδ. Slightly more subtle is to check that
{(αγ, βγ) | α, β, γ ∈ V∗, α ∼ β} is a branching bisimulation. ⊓⊔
The second point in the above proof depends on our normedness assumption.
(E.g., for the unnormed variable A with the only rule A
τ
−→ A we have ε ∼ A
but δ 6∼ Aδ if δ 6∼ ε, since Aδ ∼ ε.)
We say that A ∈ V is a silent variable if A
w
−→ α implies w ∈ {τ}∗ (i.e.,
we can never perform a visible action when starting from A); let Vsil consist of
all silent variables. We observe that ε ∼ α iff α ∈ (Vsil)∗ (in our normed case);
hence α ∈ (Vsil)∗ implies γ ∼ αγ for any γ ∈ V∗.
Convention (on silent variables). Since the silent variables can be deter-
mined by a straightforward polynomial algorithm and they can be removed from
any β ∈ V∗ without changing its equivalence class, we further assume that our
normed BPA systems have no silent variables.
Class-change norm. Example 5 showed that we can have α ∼ β though
‖α‖ 6= ‖β‖. We now define a norm for which this cannot happen.
A transition α
a
−→ β is class-changing if α 6∼ β. The cc-length of a path
α
w
−→ β is the number of class-changing transitions in the path. We note that
the cc-length of α
u
−→ β
v
−→ γ is the sum of the cc-lengths of α
u
−→ β and
β
v
−→ γ.
The class-change norm (or the cc-norm) of α ∈ V∗, denoted 〈〈α〉〉,
is the minimum of the cc-lengths of paths α
w
−→ ε.
Any shortest path α
w
−→ ε such that its cc-length is equal to 〈〈α〉〉 is called
a witness path for α.
We observe that if α
u
−→ β
v
−→ ε is a witness path for α then β
v
−→ ε is a
witness path for β.
Remark 7. Consider the rules A
τ
−→ A′, A′
τ
−→ ε, A
a
−→ ε, B
a
−→ B, B
b
−→ ε.
Here AB ∼ A′B ∼ B, and the only witness path for AB is AB
a
−→ B
b
−→ ε,
with the cc-length 1; hence 〈〈AB〉〉 = 1 (while ‖AB‖ = 2). The branching norm
in [7] would be also 1, but witnessed by AB
τ
−→ A′B
τ
−→ B
b
−→ ε.
A transition α
a
−→ β is class-change-norm-reducing, ccn-reducing for short,
if 〈〈α〉〉 > 〈〈β〉〉, i.e., if 〈〈β〉〉 = 〈〈α〉〉−1.
Proposition 8.
(1) 〈〈α〉〉 ≤ ‖α‖.
(2) If α ∼ β, then 〈〈α〉〉 = 〈〈β〉〉.
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Proof. (1) is trivial.
(2): Informally speaking, any class-changing transition must be matched by a
response that finishes by a corresponding class-change, and thus the claim is
intuitively clear. Formally we suppose a counterexample
α ∼ β, 〈〈α〉〉 < 〈〈β〉〉,
where α has the shortest possible witness path α
w
−→ ε. We cannot have α = ε,
since in this case α = β = ε (recall that we have excluded silent variables), and
〈〈α〉〉 = 〈〈β〉〉 = 0. Hence α = Aδ, and the path α
w
−→ ε can be written as
α = Aδ
a
−→ γδ = α′
w′
−→ ε
(for a rule A
a
−→ γ). Obviously, α′ = γδ has a shorter witness path than α,
and 〈〈α′〉〉 ≤ 〈〈α〉〉 < 〈〈β〉〉. Our assumptions thus imply α′ 6∼ α (otherwise α′ ∼ β
with 〈〈α′〉〉 < 〈〈β〉〉 would constitute a “smaller” counterexample); hence 〈〈α′〉〉 =
〈〈α〉〉 − 1. Since α ∼ β, there is a response to the transition α
a
−→ α′ (i.e., to
Aδ
a
−→ γδ), namely a sequence
β = β0
τ
−→ β1
τ
−→ · · ·
τ
−→ βk
a
−→ β′
(for some k ≥ 0), such that α′ ∼ β′ and α ∼ βi for all i ∈ {0, 1, . . . , k};
thus the transitions in β0
τ
−→ β1
τ
−→ · · ·
τ
−→ βk are not class-changing. Hence
〈〈β〉〉 ≤ 〈〈β′〉〉+1, and thus 〈〈β′〉〉 ≥ 〈〈β〉〉−1 > 〈〈α〉〉−1 = 〈〈α′〉〉; this implies that
α′, β′ (where α′ ∼ β′ and 〈〈α′〉〉 < 〈〈β′〉〉) constitute a smaller counterexample. ⊓⊔
In Example 5 we can check that 〈〈S1M12〉〉 = 1 and 〈〈M12S1〉〉 = 2, which
implies S1M12 6∼M12S1.
Remark 9. The equality of class-change norms of any pair of branching bisimilar
configurations α ∼ β can help us to restrict the potential consistent responses
β = β0
τ
−→ β1
τ
−→ · · ·
τ
−→ βk
a
−→ β′ to a transition α
a
−→ α′. In particular, all
βi (i ∈ {0, 1, . . . , k}) must have the same class-change norm. This is one of the
points, which does not hold for weak bisimilarity.
Redundant variables characterize the suffixes. The fact of compositiona-
lity, i.e., the fact that ∼ is a congruence (Prop. 6), naturally leads us to look for
possible decompositions, in particular for the “prime decompositions” of confi-
gurations α, as we do in Section 4. It will turn out that the decomposition of α
might be different in the “suffix-context” αγ than in the context αδ when γ 6∼ δ.
Nevertheless, the decompositions of α in these two contexts will turn out to be
the same if red(γ) = red(δ), where for any β ∈ V∗ we put
red(β) = {X ∈ V | Xβ ∼ β}.
The variables in red(β) are called the redundant variables w.r.t. β. We observe:
Proposition 10. We have αβ ∼ β if, and only if, α ∈ (red(β))∗.
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Proof. The “if”-direction is obvious.
For the “only-if”-direction assume α1Xα2β ∼ β where α2 ∈ (red(β))∗ and
X 6∈ red(β); hence α1Xα2β ∼ α1Xβ ∼ β and Xβ 6∼ β. This implies that the
cc-length of any path Xβ
u
−→ β is positive, and thus 〈〈α1Xβ〉〉 ≥ 〈〈Xβ〉〉 > 〈〈β〉〉,
which excludes α1Xβ ∼ β (since Prop. 8(2) implies 〈〈α1Xβ〉〉 = 〈〈β〉〉). ⊓⊔
To prepare a way for formalizing the above claims on decompositions, we
first relativize the equivalence ∼ and the cc-norm 〈〈.〉〉 w.r.t. the suffix-contexts.
For any γ ∈ V∗ we define the relation ∼γ and the norm 〈〈.〉〉γ as follows:
α ∼γ β ⇔df αγ ∼ βγ, and 〈〈α〉〉γ =df 〈〈αγ〉〉 − 〈〈γ〉〉.
Remark. In Example 5 we have 〈〈C〉〉ε = 3, but 〈〈C〉〉M2 = 2 and 〈〈C〉〉M23 = 1.
We can also check that red(Si) = ∅, red(MR) = {MS | S ⊆ R} ∪ {Si | i ∈ R},
red(A) = ∅, red(B) = red(C) = {S1,M1}, red(S1M12) = red(M12).
We note some simple facts:
Proposition 11.
(1) If γ ∼ δ, then ∼γ=∼δ, 〈〈.〉〉γ = 〈〈.〉〉δ, and red(γ) = red(δ).
(2) If α ∼γ β, then 〈〈α〉〉γ = 〈〈β〉〉γ .
(3) 〈〈αβ〉〉γ = 〈〈α〉〉βγ + 〈〈β〉〉γ .
(4) αγ ∼ γ iff α ∈ (red(γ))∗ iff 〈〈α〉〉γ = 0;
in particular, X ∈ red(γ) iff 〈〈X〉〉γ = 0.
Proof. (1), (2), and (3) follow trivially from the definitions and the fact that
α ∼γ β implies 〈〈αγ〉〉 = 〈〈βγ〉〉 (by Prop. 8(2)).
(4) partly repeats Prop. 10, and otherwise it follows easily (by using (1), (2),
(3)); in particular, if 〈〈α〉〉γ = 〈〈αγ〉〉 − 〈〈γ〉〉 = 0, then any witness αγ
w
−→ ε for
αγ can be written αγ
u
−→ γ
v
−→ ε where αγ
u
−→ γ contains no class-change
transition, which implies αγ ∼ γ. ⊓⊔
The next lemma says that any suffix-context is fully characterized by the set
of respective redundant variables:
Lemma 12. If red(γ) = red(δ), then ∼γ=∼δ and 〈〈.〉〉γ = 〈〈.〉〉δ .
Proof. Suppose red(γ) = red(δ); we will verify that the set
B = {(αδ, βδ) | αγ ∼ βγ} ∪ ∼
is a branching bisimulation. We note that B is symmetric, and consider
a pair (µ, ν) ∈ B and a transition µ
a
−→ µ′.
If µ ∼ ν, then either a = τ and µ′ ∼ ν, in which case (µ′, ν) ∈ B, or there is a
response ν = ν0
τ
−→ ν1
τ
−→ · · ·
τ
−→ νk
a
−→ ν′ such that (µ′, ν′) and (µ, νi) for
all i ∈ {1, 2, . . . , k} are in ∼, and thus in B.
Now assume
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(µ, ν) = (αδ, βδ) where αγ ∼ βγ.
If α = ε, then γ ∼ βγ, which entails β ∈ (red(γ))∗ = (red(δ))∗, and thus
µ = αδ = δ ∼ βδ = ν (by Prop. 11); similarly, β = ε also implies µ ∼ ν. We
thus assume that α 6= ε and β 6= ε; hence
µ = αδ
a
−→ α′δ = µ′ for a transition α
a
−→ α′. (1)
Since αγ ∼ βγ, the transition αγ
a
−→ α′γ entails that either a = τ and α′γ ∼ βγ,
in which case (α′δ, βδ) = (µ′, ν) ∈ B, or there is a corresponding response of one
of the following forms:
1. βγ = β0γ
τ
−→ β1γ
τ
−→ · · ·
τ
−→ βkγ
a
−→ β′γ,
2. βγ = β0γ
τ
−→ β1γ
τ
−→ · · ·
τ
−→ βkγ
τ
−→ γ = γ0
τ
−→ γ1
τ
−→ · · ·
τ
−→ γℓ
a
−→ γ′.
In the case 1 we have that (α′γ, β′γ) and (αγ, βiγ) for all i ∈ {1, 2, . . . , k} are
in ∼; hence (α′δ, β′δ) and (αδ, βiδ) for all i ∈ {1, 2, . . . , k} are in B, and thus
ν = βδ = β0δ
τ
−→ β1δ
τ
−→ · · ·
τ
−→ βkδ
a
−→ β′δ is an appropriate response to
µ
a
−→ µ′ (i.e., to αδ
a
−→ α′δ from (1)).
In the case 2 we have αγ ∼ γ, and thus also γ ∼ βγ. Hence both α, β are
from (red(γ))∗ = (red(δ))∗, which entails µ = αδ ∼ δ ∼ βδ = ν.
Since B is a branching bisimulation, we derive that ∼γ ⊆∼δ, and by sym-
metry that ∼γ=∼δ. This also entails that 〈〈.〉〉γ = 〈〈.〉〉δ . Indeed, we recall that
〈〈α〉〉γ is the smallest cc-length (counting only the class-changing transitions) of
the paths αγ = α0γ
a1−→ α1γ
a2−→ · · ·
an−→ αnγ = γ. Since αi−1γ
ai−→ αiγ is a
class-changing transition (i.e., αi−1 6∼γ αi) iff αi−1δ
ai−→ αiδ is a class-changing
transition, we derive that 〈〈α〉〉γ = 〈〈α〉〉δ . ⊓⊔
Remark 13. The fact that just red(γ) determines whether αγ ∼ βγ or αγ 6∼ βγ
is not true in the case of weak bisimilarity, as illustrated by the example below.
Example 14. Consider the system defined by:
A
τ
−→ ε B
τ
−→ ε X
a
−→ CX
A
b
−→ ε B
b
−→ ε X
x
−→ ε
A
a
−→ C C
c
−→ ε
One can easily check that red(X) = ∅, clearly also red(ε) = ∅; here we define
the set of redundant variables with respect to the weak bisimilarity. However,
AX ≈ BX, while A 6≈ B. To see that A 6≈ B note that A have a transition
labelled by a, while B does not have such. Let us show now that indeed AX ≈ BX.
For every transition from BX there is an identical one from AX. The only
transition of AX, which cannot be matched by identical one from BX is
AX
a
−→ CX.
However the following response from BX is completely fine
BX
τ
−→ X
a
−→ CX.
Note that the same response would not be correct in the case of branching bisi-
milarity as X 6∼ AX.
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Relativization with respect to R ⊆ V. We say that a set R ⊆ V is suffix-
generated if R = red(γ) for some γ ∈ V∗; we often implicitly consider only
suffix-generated R ⊆ V in what follows. For any (suffix-generated) set R ⊆ V ,
Lemma 12 allows us to soundly define the R-equivalence ∼R by
α ∼R β if αγ ∼ βγ for some γ where R = red(γ),
and the ccR-norm 〈〈.〉〉R by
〈〈α〉〉R = 〈〈α〉〉γ for some γ where R = red(γ).
By the ccR-length of a path α
u
−→ β we mean the number of transitions in the
path that change the class of ∼R. By
an R-witness path for α
we mean a shortest path α
u
−→ ε whose ccR-length is minimal, and thus equal
to 〈〈α〉〉R.
We also relativize red (for redundant variables), putting
redR(α) = red(αγ) for some γ where R = red(γ).
Abusing notation, we also write red(α,R) instead of redR(α). We note that
α ∈ R∗ implies red(α,R) = R.
The next proposition summarizes some consequences of the previous facts.
We note that ∼R are not congruences in general, the respective properties (cap-
tured by (7)) are more subtle.
Proposition 15.
(1) red(ε) = ∅; ∼ = ∼red(ε); 〈〈.〉〉 = 〈〈.〉〉red(ε).
(2) 〈〈α〉〉R ≤ ‖α‖.
(3) α ∼R β implies 〈〈α〉〉R = 〈〈β〉〉R.
(4) 〈〈αβ〉〉R = 〈〈α〉〉R′ + 〈〈β〉〉R where R′ = red(β,R).
(5) α ∼R ε iff α ∈ R∗ iff 〈〈α〉〉R = 0; in particular, 〈〈X〉〉R = 0 iff X ∈ R.
(6) If α ∼R β, then red(α,R) = red(β,R).
(7) Suppose α ∼R β and R′ = red(α,R) (= red(β,R)).
Then γ ∼R′ δ iff γα ∼R δβ (for any γ, δ).
Proof. Points (1)–(6) are routine consequences of the definitions and previous
facts; in particular, red(ε) = ∅ since we have excluded silent variables.
(7): Let α ∼R β and R′ = red(α,R). We fix µ such that αµ ∼ βµ and
red(µ) = R; hence red(αµ) = red(α,R) = R′.
We thus get: γ ∼R′ δ iff γαµ ∼ δαµ iff γαµ ∼ δβµ iff γα ∼R δβ. ⊓⊔
4 Relative prime decomposition
Recall that we implicitly assume a normed BPA system G = (V ,A,R).
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Redundancy-free form, relative prime variables, relative prime form.
We say that α ∈ V∗ is R-redundancy-free, for R ⊆ V , if we do not have α = βXγ
where X ∈ red(γ,R). In other words, ε is R-redundancy-free for any R, and αX
is R-redundancy-free if X 6∈ R and α is R′-redundancy-free for R′ = red(X,R).
When saying redundancy-free, we mean R-redundancy-free for R = red(ε) = ∅.
We define the R-redundancy-free form rffR(α) of α ∈ V∗ inductively:
i) rffR(ε) = ε;
ii) if X ∈ R, then rffR(βX) = rffR(β);
iii) if X 6∈ R, then rffR(βX) = rffR′(β)X where R′ = red(X,R).
We note that α ∼R rffR(α), and α is R-redundancy-free iff α = rffR(α).
Remark. Technically we could omit the explicit definition of rffR(α). It
serves us mainly as a demonstration that our inductive definitions and proofs
for configurations proceed in the “right-to-left” (or “bottom-up”) fashion.
A variable A 6∈ R is R-decomposable if A ∼R α where α is R-redundancy-free
and |α| > 1; if A 6∈ R is not R-decomposable, then A is non-R-decomposable.
Proposition 16.
(1) If α is R-redundancy-free, then 〈〈α〉〉R ≥ |α|.
(2) If A is R-decomposable, then A ∼R βB where B is non-R-decomposable and
〈〈A〉〉R > 〈〈B〉〉R ≥ 1.
Proof. (1) follows from the already observed fact that Xγ 6∼ γ implies that the
cc-length of any path Xγ
u
−→ γ is positive.
(2): If A is R-decomposable, then by definition we have A ∼R βB where βB is
R-redundancy-free, β 6= ε, and 〈〈A〉〉R = 〈〈β〉〉R′ + 〈〈B〉〉R where R′ = red(B,R)
(which follows from the definitions and Prop. 15). Since B 6∈ R and β is R′-
redundancy free, we have 〈〈A〉〉R > 〈〈B〉〉R ≥ 1. Similarly, if B is R-decomposable,
then B ∼R δC where 〈〈B〉〉R > 〈〈C〉〉R ≥ 1, which entails A ∼R βB ∼R βδC. We
could thus immediately take β and B so that 〈〈B〉〉R is minimal, in which case
B is non-R-decomposable. ⊓⊔
R-prime form. For any (suffix-generated) R ⊆ V , the equivalence ∼R in-
duces a partition on the set of all non-R-decomposable variables (from V r R).
In each class of this partition (containing non-R-decomposable variables that are
pairwise equivalent w.r.t. ∼R) we choose a variable and call it an R-prime.
Convention.We further assume that the R-primes for all (suffix-generated)
sets R ⊆ V have been fixed, in our assumed nBPA system G = (V ,A,R), unless
stated otherwise.
We say that α ∈ V∗ is in the R-prime form if
– either α = ε,
– or α = βX where X is an R-prime and β is in the R′-prime form for R′ =
red(X,R).
The next lemma shows that for any α and R there is the unique α′ in the R-prime
form such that α ∼R α′.
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Lemma 17.
(1) For any α ∈ V∗ and R ⊆ V there is α′ in the R-prime form where α ∼R α′.
(2) If α ∼R β and both α and β are in the R-prime form, then α = β.
Proof. (1): We show the claim for α,R by induction on 〈〈α〉〉R . If 〈〈α〉〉R = 0, i.e.
α ∈ R∗, then α ∼R ε (where ε is in the R-prime form). We thus assume α = βXγ
where γ ∈ R∗ and X 6∈ R; note that α ∼R βXγ ∼R βX . Recalling Prop. 16(2),
we deduce that X ∼R δY where Y is non-R-decomposable (maybe δ = ε and
X = Y ); hence α ∼R βX ∼R βδY ∼R βδZ where Z is the (unique) R-prime such
that Y ∼R Z. We put R′ = red(Z,R), and note that 〈〈α〉〉R = 〈〈βδ〉〉R′ + 〈〈Z〉〉R;
hence 〈〈βδ〉〉R′ < 〈〈α〉〉R. By the induction hypothesis there is β′ in the R′-prime
form such that β′ ∼R′ βδ; hence α ∼R β
′Z and β′Z is in the R-prime form.
(2): Suppose the claim is not true. Then there are α ∼R β, both α and β
being in the R-prime form, such that α = α′Xγ and β = β′Y γ where X,Y are
different R′-primes for R′ = red(γ,R); hence α′X ∼R′ β′Y , and by symmetry
we can assume 〈〈X〉〉R′ ≥ 〈〈Y 〉〉R′ .
More generally, if the claim is not true, then we deduce that there are some
R,α, β, and two different R-primes X,Y where
αX ∼R βY and 〈〈X〉〉R ≥ 〈〈Y 〉〉R.
We take such a counterexample with a shortest possible R-witness path for αX .
(Note that we do not require that αX and βY are in the R-prime form.)
We note that αX 6∼R X (since otherwise X ∼R βY , and thus either 〈〈X〉〉R >
〈〈Y 〉〉R and X is R-decomposable, or X ∼R βY ∼R Y , which is impossible by our
definition of R-primes). We thus also have αX 6∼R Y (since 〈〈αX〉〉R > 〈〈Y 〉〉R).
Hence the first step in the R-witness path for αX is αX
a
−→ α′X (where α′X
has a shorter R-witness path than αX). Since αX ∼R βY , and αX 6∼R Y , this
first step must have a response βY = β0Y
τ
−→ β1Y
τ
−→ · · ·
τ
−→ βkY
a
−→ β′Y
where α′X ∼R β′Y (and all βi are nonempty since αX 6∼R Y ); this contradicts
the choice of our counterexample. ⊓⊔
Lemma 17 allows us to soundly define
PDR(α), the prime decomposition of α w.r.t. (i.e., in the context of) R,
as the unique configuration in the R-prime form such that α ∼R PDR(α).
We explicitly note the following consequences:
Corollary 18.
(1) For any R ⊆ V and α, β ∈ V∗ we have α ∼R β iff PDR(α) = PDR(β).
(2) The mapping PDR(α) (with arguments R,α) satisfies the following:
i) PDR(ε) = ε ;
ii) if X ∈ R, then PDR(X) = ε ;
iii) if X is an R-prime, then PDR(X) = X ;
iv) if X 6∈ R, then PDR(X) = PDR(βZ) for the unique R-prime Z and any β
such that X ∼R βZ ;
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v) PDR(αX) = PDR′(α)PDR(X) where R
′ = red(PDR(X), R).
Remark. In the Example 5, M12 is non-∅-decomposable, while A is
∅-decomposable since A ∼∅ S1M3. We have PD∅(C) = M1M3M2, so
PD{M2,S2}(C) = M1M3 and PD{M23,M2,M3,S2,S3}(C) = M1. Therefore
PD∅(S2CM23) = S2M1M23.
We note that we can have, e.g., PDR(X) = XY , which may seem a bit
unnatural. This is illustrated by the example given by the following rules:
X
a
−→ Y, Y
b
−→ Y, Y
τ
−→ ε.
Here Y is ∅-prime, with 〈〈Y 〉〉∅ = 1, but X is not ∅-prime, since X ∼∅ XY and
〈〈X〉〉∅ = 2. We have Y ∈ red(Y, ∅) (since Y ∼∅ Y Y ), and X is {Y }-prime, with
〈〈X〉〉{Y } = 1.
5 Consistent bases
In this section we show that R-primes and R-decompositions of non-R-primes
of exponentially bounded sizes can be guessed, and the consistency of the guess
can be verified. The candidates for decompositions will be captured by so called
bases ; these are defined via a technical notion of pre-bases.
We again assume a given normed BPA system G = (V ,A,R), now with no
information about R-primes. We now use the symbol B for (pre)bases, rather
than for bisimulations.
Pre-bases. A pre-base B is determined by its domain dom(B) ⊆ 2V , where ∅ ∈
dom(B), and two disjoint sets Bdec (decompositions) and Bprop (propagations)
containing triples (A,α,R) where A ∈ V , α ∈ V∗, R ⊆ V , for which the following
conditions hold:
1. For each R ∈ dom(B), the set V r R is partitioned into the set of (B, R)-
primes and the set of (B, R)-non-primes. (Thus for R = ∅ each X ∈ V is
either a (B, R)-prime or a (B, R)-non-prime.) Moreover:
– For each (B, R)-non-prime A there is precisely one triple (A,α,R) in
Bdec, where α = βB for a (B, R)-prime B (and β can be empty).
– For each (B, R)-prime B there might be some triples (B,XB,R) in Bprop
(where X ∈ V). We put
red
B(B,R) = {X | (B,XB,R) ∈ Bprop}. (2)
2. Bdec and Bprop do not contain any other triples than those mentioned above.
3. dom(B) is equal to the least set that contains ∅ and is closed under prop-
agation, which means that if R′ = redB(B,R) for some R ∈ dom(B) and
some (B, R)-prime B, then R′ ∈ dom(B).
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Informally, a triple (A,α,R) ∈ Bdec can be viewed as a statement that A is not
an R-prime and that PDR(A) = α (which includes the case α = B for a guessed
R-prime B). A triple (A,XA,R) ∈ Bprop can be viewed as a statement that
X ∈ red(A,R) (and that A is an R-prime).
(B, R)-prime-decompositions.For a pre-base B and R ∈ dom(B) we define
the (B, R)-prime-decomposition form PDBR(γ) of strings γ ∈ V
∗ by the following
(inductive) definition:
i. PDBR(ε) = ε;
ii. if A ∈ R, then PDBR(βA) = PD
B
R(β);
iii. if A is a (B, R)-prime, then PDBR(βA) = PD
B
R′(β)A for R
′ = redB(A,R);
iv. if A is a (B, R)-non-prime, then PDBR(βA) = PD
B
R(βα) where (A,α,R) ∈
Bdec.
Our definition of pre-bases has not excluded that PDBR(γ) could be infinite.
Nevertheless, our intention is that a triple (A,α,R) ∈ Bdec captures the guess
PDR(A) = α, which entails |α| ≤ 〈〈α〉〉R = 〈〈A〉〉R ≤ ‖A‖. We thus impose further
(syntactic) conditions:
Bases. A base B is a pre-base that satisfies:
1. For all A ∈ V and R ∈ dom(B) we have |PDBR(A)| ≤ ‖A‖.
2. For each (A,α,R) ∈ Bdec we have α = PD
B
R(α).
It is easy to verify the next fact:
Proposition 19. The size of any base is exponentially bounded, and the respec-
tive conditions can be verified in exponential-time (w.r.t. the size of G).
Base-generated equivalences. For a base B and any R ∈ dom(B) we
define the relation ≡BR as follows:
α ≡BR β ⇔df PD
B
R(α) = PD
B
R(β).
By definition, A ≡BR α for any triple (A,α,R) in B (i.e., for any (A,α,R) ∈ Bdec
and any (A,XA,R) ∈ Bprop; in the latter case we have X ∈ redB(A,R)).
We put
PD
B(α) = PDB∅ (α) and ≡
B=≡B∅ .
We also generalize (2), defining redBR(α), rather written as red
B(α,R), by
the following inductive definition:
– redB(ε,R) = R (in particular, redB(ε, ∅) = ∅);
– if B is a (B, R)-prime, then redB(αB,R) = redB(α,R′) where R′ =
redB(B,R);
– redB(α,R) = redB(PDBR(α), R).
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Intended base. Given an nBPA system G = (V ,A,R), an intended base
B arises by choosing the R-primes as described before Lemma 17, putting
(A,PDR(α), R) in Bdec for each suffix-generated R and each non-R-prime A,
and putting (A,XA,R) in Bprop iff A is an R-prime and X ∈ red(A,R).
Corollary 18(1) shows that for any intended base B we have ≡BR=∼R; in
particular, ≡B=∼, i.e., ≡B is the maximal branching bisimulation.
Now we look for some suitable “syntactic” conditions guaranteeing that ≡B,
for a given (not necessarily intended) base B, is a branching bisimulation.
Each ≡B is symmetric, and we need to guarantee that for each α ≡B β and
each transition α
a
−→ α′ we have that either a = τ and α′ ≡B β, or there is a
corresponding response β = β0
τ
−→ β1
τ
−→ · · ·
τ
−→ βk
a
−→ β′ where α′ ≡B β′
and α ≡B βi for all i ∈ {1, 2, . . . , k}.
Legal-move outcomes, consistent bases. A natural idea is to define the
set of (B, R)-legal (move) outcomes for α ∈ V∗, denoted LOBR(α) as a subset of
A× V∗:
(a, α′) ∈ LOBR(α) if
i) either a = τ and α′ = PDBR(α),
ii) or there is a sequence α = α0
τ
−→ α1
τ
−→ · · ·
τ
−→ αk
a
−→ α′′ where
α′ = PDBR(α
′′) and PDBR(αi) = PD
B
R(α) for all i ∈ {1, 2, . . . , k}.
A pair (α, β) is (B, R)-consistent if α ≡BR β and LO
B
R(α) = LO
B
R(β).
A base B is consistent if for each (A,α,R) in B we have that (A,α) is a
(B, R)-consistent pair.
Rest of a proof of Theorem 2. We now show that checking consistency
of a base can be done in exponential-time w.r.t. the size of G, that any intended
base is consistent, and that ≡B is a branching bisimulation for any consistent
base B. After establishing these facts, a desired algorithm is obvious.
Lemma 20. Checking consistency of a base can be done in exponential time
(w.r.t. the size of G).
Proof. Given a base B (whose size is exponentially bounded w.r.t. G by defi-
nition), we need to verify that LOBR(A) = LO
B
R(α) for each triple (A,α,R)
in B. There are at most exponentially many triples, so it suffices to focus on
one of them; we have either (A,α,R) ∈ Bdec, in which case α = PD
B
R(A), or
(A,α,R) = (A,XA,R) ∈ Bprop; in both cases we thus have PD
B
R(A) = PD
B
R(α),
i.e., A ≡BR α.
It suffices to show how to compute LOBR(β) (for any β). We first define the
τ-closure TCBR(β) as the least set T that contains β and satisfies the following
condition:
for any Y γ ∈ T , R′ = redBR(γ,R), and a rule Y
τ
−→ δ of G, we have:
i) if Y ∈ R′ and δ ∈ (R′)∗, then δγ ∈ T ;
ii) if Y 6∈ R′ and δ = δ1Zδ2 where δ2 ∈ (R′)∗, Z 6∈ R′, and PD
B
R(δ1Z) =
PD
B
R(Y ), then δ1Zγ ∈ T .
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We can easily check that LOBR(β) = {(τ,PD
B
R(β))}∪{(a,PD
B
R(µ)) | γ
a
−→ µ for
some γ ∈ TCBR(β)}. A dynamic-programming algorithm computing LO
B
R(β) is
thus obvious; its time-complexity is bounded by the length of β multiplied by
an exponential function of the size of G. ⊓⊔
Lemma 21. Any intended base is consistent.
Proof. Suppose B is an intended base. By the definition of bases, any (A,α,R)
in B satisfies A ≡BR α; moreover, we have PD
B
R(A) = PD
B
R(α) 6= ε. We also note
that (τ, PDBR(A)) belongs to both LO
B
R(A) and LO
B
R(α).
Let (a, β′) ∈ LOBR(A), where a 6= τ or β
′ 6= PDBR(A), due to the sequence
A = β0
τ
−→ β1
τ
−→ · · ·
τ
−→ βk
a
−→ β′′
where PDBR(βi) = PD
B
R(A) for all i ∈ {0, 1, . . . , k} and β
′ = PDBR(β
′′). Since
B is an intended base (and thus ≡BR=∼R), we have A ∼R α ∼R β0 ∼R β1 ∼R
· · · ∼R βk; we also have either a 6= τ or β′′ 6∼R A. There must be a response
from α (composed from responses to the transitions βi−1
τ
−→ βi and βk
a
−→ β′′)
of the form
α = α0
τ
−→ α1
τ
−→ · · ·
τ
−→ αℓ
a
−→ α′′
where αi ∼R A for all i ∈ {0, 1, . . . , ℓ}, and α′′ ∼R β′′. Hence PDBR(αi) =
PDBR(A) (for all i ∈ {0, 1, . . . , ℓ}) and PD
B
R(α
′′) = PDBR(β
′′) = β′. Therefore
(a, β′) ∈ LOBR(α), and thus LO
B
R(A) ⊆ LO
B
R(α).
Analogously we derive LOBR(α) ⊆ LO
B
R(A), and thus LO
B
R(A) = LO
B
R(α).
⊓⊔
The remaining fact is captured by Lemma 23; its main technical point is
shown by the next proposition:
Proposition 22. If B is a consistent base and α, β ∈ V∗ satisfy PDBR(α) =
PD
B
R(β) 6= ε, then LO
B
R(α) = LO
B
R(β).
Proof. Suppose B is a consistent base and PDBR(α) = PD
B
R(β) 6= ε. The defi-
nition of PDBR(..) implies that α can be “transformed” into β by using triples
(A, γ,R′) from B; we first transform α into PDBR(α), and then, by a “backward-
transformation” we change PDBR(α) = PD
B
R(β) into β. There is thus a (trans-
formation) sequence
α = γ0, γ1, . . . , γm = β
where PDBR(γi) = PD
B
R(α) for all i ∈ {0, 1, . . . ,m} and each pair (γi, γi+1)
satisfies the following:
one of γi, γi+1 is in the form νXµ and the other in the form νδµ,
where µ = PDBR(µ) and for R
′ = redB(µ,R) we have
i) either X 6∈ R′ and (X, δ,R′) ∈ Bdec,
ii) or X ∈ R′ and δ = ε.
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It thus suffices to check that we have LOBR(γi) = LO
B
R(γi+1) for each i ∈
{0, 1, . . . ,m−1}. For a given pair (γi, γi+1) in the above form we now aim to
show that
LO
B
R(νXµ) = LO
B
R(νδµ).
By our definitions, (τ,PDBR(νXµ)) is in both LO
B
R(νXµ) and LO
B
R(νδµ). Sup-
pose now that (a, ρ) ∈ LOBR(νXµ), where a 6= τ or ρ 6= PD
B
R(νXµ), due to a
sequence
νXµ = ρ0
τ
−→ ρ1
τ
−→ · · ·
τ
−→ ρk
a
−→ ρ′ (3)
where PDBR(ρi) = PD
B
R(νXµ) (for all i ∈ {0, 1, . . . , k}) and PD
B
R(ρ
′) = ρ. If (3)
“does not use X”, i.e., can be written as
νXµ = ν0Xµ
τ
−→ ν1Xµ
τ
−→ · · ·
τ
−→ νkXµ
a
−→ ν′Xµ (4)
(where ν = ν0
τ
−→ ν1
τ
−→ · · ·
τ
−→ νk
a
−→ ν′), then we obviously have (a, ρ) ∈
LO
B
R(νδµ) (as shown by (4) when X is replaced with δ).
We recall that R′ = redB(µ,R), and put R′′ = redB(X,R′) = redB(δ, R′).
If ν 6∈ (R′′)∗, then (3) must be always of the form (4), by definition of legal
outcomes; we thus further assume ν ∈ (R′′)∗. If X 6∈ R′ (and thus δ 6∈ (R′)∗),
then (3) is either of the form (4) or it uses X but not µ; in the latter case we
have a sequence νXµ = ν0Xµ
τ
−→ ν1Xµ
τ
−→ · · ·
τ
−→ νkXµ · · ·
a
−→ ρ¯µ where
νk = ε and (a, ρ) = (a, ρ¯µ) where (a, ρ¯) is in LO
B
R′(X), and thus also in LO
B
R′(δ)
since (X, δ,R′) ∈ Bdec and B is consistent; hence (a, ρ¯µ) = (a, ρ) ∈ LO
B
R(νδµ).
If (ν ∈ (R′′)∗ and) X ∈ R′, then δ = ε and µ 6= ε (since PDBR(α) 6= ε); let
us write µ = Aµ′ where A is a (B, R′′′)-prime for R′′′ = red(µ′, R) and we have
(A,XA,R′′′) ∈ Bprop. Now (3) can also “use A”, but cannot “use µ′”, in which
case (a, ρ) = (a, ρ¯ µ′) where (a, ρ¯) is in LOBR′′′ (XA). Due to consistency of B we
have (a, ρ¯) ∈ LOBR′′′ (A), and thus (a, ρ¯µ
′) = (a, ρ) ∈ LOBR(νδµ).
Hence LOBR(νXµ) ⊆ LO
B
R(νδµ); the direction LO
B
R(νδµ) ⊆ LO
B
R(νXµ) fol-
lows analogously. ⊓⊔
Lemma 23. If B is a consistent base, then ≡B is a branching bisimulation.
Proof. Suppose B is a consistent base, but ≡B is not a branching bisimulation.
Then there is a pair (α, β), where PDB(α) = PDB(β), and a transition α
a
−→ α′
that has no adequate response (w.r.t. ≡B). This implies that (a,PDB∅ (α
′)) ∈
LO
B
∅ (α) but (a,PD
B
∅ (α
′)) 6∈ LOB∅ (β). Since PD
B
∅ (α) = PD
B
∅ (β) 6= ε (otherwise
α = ε and we have no transition α
a
−→ α′), we get a contradiction with Prop. 22.
⊓⊔
6 Nondeterministic exponential-time algorithms
Bisimilarity problem (Theorem 2). As already mentioned, a proof of The-
orem 2 is now obvious. A nondeterministic exponential-time algorithm, when
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given a normed G = (V ,A,R) and A,B ∈ V , guesses an (at most exponen-
tial) representation of a pre-base B, checks that it is a consistent base, and that
PD
B(A) = PDB(B). Lemmas 20, 21, and 23 show that this nondeterministic
algorithm indeed works in exponential time and that it has a successful run if,
and only if, A ∼ B in LG .
Regularity problem (Theorem 3). By using the results of previous sections
we derive Lemma 25, which is the crux of a nondeterministic exponential-time
algorithm deciding semantic finiteness of a given nBPA process. But we first
recall a general notion of the bisimilarity quotient and note a simple fact.
Brbis-quotient. Given an LTS L = (S,A, (
a
−→)a∈A), the quotient-LTS
(w.r.t. branching bisimilarity) is defined as L∼ = ({[s]; s ∈ S},A, (
a
−→)a∈A)
where the states are the equivalence classes, hence [s] = {s′ | s′ ∼ s}, and
[s1]
a
−→ [s2] iff there are s′1, s
′
2 such that s1 ∼ s
′
1, s2 ∼ s
′
2, and s1
a
−→ s′2.
Since {(s, [s]) | s ∈ S} ∪ {([s], s) | s ∈ S} can be easily verified to be a
branching bisimulation (on the disjoint union of L and L∼), we have s ∼ [s].
Brbis-(in)finiteness. We say that a state r in an LTS is brbis-finite if r is
branching bisimilar with some state in a finite LTS; otherwise r is brbis-infinite.
We observe the next simple fact:
Proposition 24. Given an LTS L = (S,A, (
a
−→)a∈A), a state r ∈ S is brbis-
finite if, and only if, the set reach∼(r) = {[s]; r
w
−→ s for some w ∈ A∗} of
equivalence classes reachable from r is finite.
The next lemma is a consequence, when we recall that ≡B⊆∼ for any consis-
tent base B (by Lemma 23) and ∼=≡B for any intended base (as follows from
Corollary 18(1)), which is also consistent (by Lemma 21).
Lemma 25. Given an nBPA system G = (V ,A,R), a configuration α ∈ V∗ is
brbis-finite if, and only if, there exists a consistent base B such that the set
pd-reach
B(α) = {PDB(β) | α
w
−→ β for some w ∈ A∗}
of (B, ∅)-prime-decompositions of configurations reachable from α is finite.
Proof. If B is a consistent base, then PDB(β1) = PD
B(β2) implies β1 ∼ β2.
Hence if pd-reachB(α) is finite, then we can reach only finitely many equivalence
classes from α.
On the other hand, if α is branching bisimilar with a state in a finite LTS,
then there are only finitely many equivalence classes reachable from α. For any
intended (and consistent) base B we thus have that pd-reachB(α) is finite. ⊓⊔
Finishing a proof of Theorem 3. A nondeterministic algorithm deciding
brbis-finiteness of a given α (for a given nBPA system G = (V ,A,R)), can just
guess an (at most exponential) representation of a pre-base B, check that it is a
consistent base, and that the set pd-reachB(α) is finite. Checking consistency
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can be done in exponential time by Lemma 20; it thus remains to show how to
test finiteness of pd-reachB(α).
Given a (consistent) base B, we say that (A,R) is a PD-loop, where A ∈ V
and R ∈ dom(B), if there are w ∈ A∗, β ∈ V∗ such that A
w
−→ Aβ, PDBR(β) 6= ε,
and redB(β,R) = R.
We now show that pd-reachB(α) is infinite if, and only if, there exists
δ = Aγ such that δ is reachable from α, R = redB(γ) and (A,R) is a PD-loop;
in this case we say that α reaches a PD-loop.
For the “if” direction note that then
α
v
−→ Aγ
w
−→ Aβγ
w
−→ Aββγ
w
−→ Aβββγ
w
−→ · · ·
for some v ∈ A∗. This path visits α0 = Aγ, α1 = Aβγ, · · · , αi = Aβ
iγ, · · ·
where the set {PDB∅ (αi) | i ∈ N} is infinite.
For the other direction, if pd-reachB(α) is infinite, then there must be a
path α = α0
a1−→ α1
a2−→ α2
a3−→ · · · where the set {PDB∅ (αi) | i ∈ N} is
infinite (which follows from Ko¨nig’s Lemma). Then there obviously must be
i < j such that αi = Aγ, αj = Aβγ, and A
w
−→ Aβ (for some w ∈ A∗), where
for R = redB(γ, ∅) we have redB(βγ, ∅) = redB(β,R) = R and PDBR(β) 6= ε;
hence (A,R) is a PD-loop.
For finding PD-loops we can construct a directed graph as follows. We take
the pairs (A,R) where A ∈ V , R ∈ dom(B) as the vertices. Now we put an
arc from (A,R) to (B,R′) iff there is a rule A
a
−→ γ1Bγ2 of G such that
R′ = redB(γ2, R); moreover, if there is such a case with PD
B
R(γ2) 6= ε, then
we “colour” the arc as “blue”. It is easy to check that (A,R) is a PD-loop iff
there is a cycle from (A,R) to (A,R) in the graph that contains at least one
blue arc.
Let us call a pair (B,R′) PD-infinite if there is a path in the graph that
starts in (B,R′) and ends in a PD-loop (A,R). Now we observe that α reaches
a PD-loop iff it can be written α = β1Xβ2 where (X,R) is PD-infinite for
R = redB(β2, ∅). An algorithm proving Theorem 3 is thus clear.
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