Abstract -This paper presents two meta-heuristic techniques, ant colony optimization and tabu search, for the orienteering problem, a general version of the well-known traveling salesman problem with many relevant applications in industry. These two algorithms are compared to other heuristics in the literature. Results on 67 test problems show that the ant colony optimization method and tabu search method perform as well, or better, in all cases and do so at competitive computational cost.
I. Introduction
The orienteering problem (OP) can be formulated as follows: given n nodes, each node i has a score Si 2 0 and the scores of the starting node denoted by 1 and the ending node denoted by n are set to 0; i.e., S, = Sn = 0 . A path between nodes i and j has a cost cii associated with it. Since n nodes are usually considered in the Euclidean plane and the distance and travel time between nodes are determined by the geographical measure, they are assumed to be known quantities and distance is used as the representative of cost in the following sections. Each node can be visited at most once. Therefore, the objective of the OP is to maximize the score of a route that consists of a subset of nodes starting from node 1 and finishing at node n without violating the cost (distance) constraint T , , . Generally, the mathematical model of the OP is formulated as follows:
where xii is a binary integer variable which denotes the chosen path between nodes i and j by 1 and the unselected one by 0.
While the OP was originally modeled for the sport of orienteering, it has practical applications in production scheduling and vehicle routing as discussed in Golden et al. [12] and Keller [15] . Golden et al. [12] also prove that the OP is NP-hard. It should be noted that the OP is equivalent to the traveling salesman problem (TSP) when the time is Sadan Kulturel-Konak Alice E. Smith sadan@eng.aubum.edu aesmith@eng.aubum.edu
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Aubum University, Aubum, AL 36849, USA relaxed just enough to cover all nodes and where start and end nodes are not specified. Therefore, the OP can be translated to a generalized traveling salesman problem (GTSP) There has been work on exact methods for the OP [3, 14, 16, 17, 201 such as integer programming, dynamic programming, and branch-and-cut algorithm. Although these approaches have yielded solutions to smaller sized problems, as in other NP-hard problems, the computational limitations of exact algorithms encourage the exploration of heuristic procedures.
Many heuristics have also been suggested in literature [ 1, 12, 13, 15, 19, [22] [23] [24] . The first heuristics, the S-algorithm and the D-algorithm, were proposed by Tsiligirides in 1984 [23] . In this paper, Tsiligirides also devises the most well known test problems for the OP, which have 21, 32 and 33 nodes. Wang et al. [24] propose an artificial neural network approach to solve the OP. A Hopfield-like neural network is formulated and a fourth order convex energy function is devised. Chao et al. [l] introduce a two-step heuristic to solve the OP. They apply this algorithm to Tsiligirides's [23] problems and 40 new test problems. The authors also point out a mistake in Tsiligirides's data set and suggest the correction. Tasgetiren and Smith [22] propose a genetic algorithm (GA) to solve the OP. Four test sets, the three originally from Tsiligirides [23] and the one corrected by Chao et al. [ 13, are used. Tasgetiren's results are competitive to the best known heuristics, though the computational time is relatively high.
The following sections of this paper are organized as follows. Sections I1 and 111 describe proposed Ant Colony Optimization (ACO-OP) and Tabu Search (TS) algorithms, respectively. Computational results on well known test problems are reported in Section IV. Finally, Section V summarizes the main conclusions. ~3 1 .
An Ant Colony Optimization Approach

A, ACO-OP Procedure for the OP
The ACO approach was first introduced by Dorigo and his colleagues [3-61. Since then, ACO algorithms have been applied to different problems, such as the TSP, the quadratic assignment problem (QAP), the vehicle routing problem (VRF'), telecommunication networks, graph coloring, scheduling etc.
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B. The State Transition Rule
To construct a solution the ants successively choose nodes to be appended to the current tour. The total distance is updated during the tour construction process. If the sum of current total distance at a node and the distance from this node to the ending node has reached or exceeded the constraint T,, , the tour will be terminated after connecting the path from current node to the ending node. The tours constructed by the procedure above either are binding on or slightly violate the constraint T,, .
In order to balance the exploitation of good solutions and the exploration of the search space, the state transition rule shown as follows is used for the solution construction process where node j is selected to be next node visited with the current position at node i. 
Otherwise
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where rii, an indicator of how good the choice of the node was during this specific search so far, denotes pheromone trails and qii, an indicator of how good the choice of that node seems to be in general, represents local heuristic information, specific to an arc connecting nodes i and j . a and p are parameters that control the relative weight of pheromone (7) and local heuristic (q), respectively. US is the set of unvisited nodes, q is a random number uniformly generated between 0 and 1, and qo is a parameter which determines the relative importance of exploitation versus exploration. When q I qo an exploitation of the knowledge available about the problem (the local heuristic knowledge about the choice of nodes) and the leamed knowledge memorized in the form of pheromone trails are used, whereas q > qo favors more (random) exploration, Le., the next node is determined by a stochastic selection process conducted by the transition probability Po. The local heuristic used is qv =I where cii denotes the distance associated with the path between nodes i and j. Si represents the associated score of node j . A node with higher score and shorter distance will have greater probability to be selected.
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C. The Penalized Objective Function
After all ants have followed the selection process described above and constructed a tour, local search, as described in the Section 11-E, is used to improve the solutions. Most ACO algorithms avoid infeasible solutions during the process of solution construction.
However, since the OP is a constrained problem and search can benefit from considering mildly infeasible solutions, a penalty function for infeasible solutions, i.e., Tk > T m x , is used in the ACO-OP algorithm. For a solution violating a constraint, a penalty is added to the objective, and during pheromone updating, infeasible ants contribute less. , with a penalty factor T,, that correlates with the magnitude of infeasibility. This penalty hnction will encourage the ACO-OP algorithm to explore the feasible region and the infeasible region near the border of the feasible area, and discourage, but permit, search further into the infeasible region, since the global optimum solution is close to or at T,, .
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D. The Pheromone Trail Update Rule
The pheromone trail update rule consists of two phasesonline (step-by-step) updating and oMine (delayed) updating. The purpose of online updating is to decay the pheromone intensity of the selected move to encourage exploration. Online updating occurs after an ant constructs a solution by
Initial trail intensities (z, ) are set to ~ where n is the total number of nodes and T,, is the distance constraint.
P E [0, 1] is a parameter that controls the pheromone persistence, i.e., 1-p represents the proportion of the pheromone evaporated. The best feasible solution is updated during the local search process and is used to contribute pheromone in offline updating. At the same time evaporation reduces pheromone trails. The offline trail update can formally be expressed as follows:
n . Tilax 7 ; " = p.7;" +(l-p).Ahzq (10) where Azii is the amount of pheromone trail added to zii by the ants. The elitist approach (only the best ant contributes)
is employed here, i.e., Azii = S E for all combinations (i, j )
belonging to the best feasible solution found so far, where SE is the total score of that solution. All other combinations (i. j ) not belonging to the best feasible solution will be evaporated by the factor p.
E. The Local Search
Since the solutions generated in each generation before local search are either on or close to the border of the feasible region, local search is very effective in this problem class.
The Variable Neighborhood Search (VNS) metaheuristic [ 181 provides an appropriate idea for local search. A VNS algorithm begins by determining a set of neighborhood structures, i.e., a set of local search methods. Starting with a neighborhood of the set, local search is applied and if the solution obtained is better than the incumbent, it replaces the old one and search continues from there. Therefore, VNS explores increasingly distant neighborhoods of the current solution, and jumps to a new one if, and only if, an improvement is made. The VNS algorithm continues until all neighborhoods defined have been searched, that is, all local search methods used. In the ACO-OP method, several iterative descent local search methods are used as the VNS:
Interchange method (INT): Starting with the 2nd node on a tour, interchanges this node with an unvisited node if there is any existing. Eliminate method (ELM): Except the starting and the ending nodes, beginning with the 2"d node on a tour, eliminates a node from the tour. Forward Insert method (FI): Takes a node from its current position and inserts it into a position after its current one but before the ending node. Backward Insert method (BI): Takes a node from its current position and inserts it into a position before its current one but after the starting node. Swap method (SWAP): Swaps a pair of nodes existing on a tour, except the starting and the ending nodes. Add method (ADD): Adds an unvisited node, if it exists, to a position between the starting node and the ending node of the current tour.
The VNS local search is defined by MT-ELM-FI-BI-SWAP-ADD for all ants in each iteration. This sequence of local search mechanisms can be basically divided into three parts: INT-ELM, FI-BI-SWAP and ADD. The first part aims at reducing the magnitude of infeasibility and increasing the total score, the second part tries to decrease the total distance, and the last part of the sequence is mainly responsible for increasing the total score of a tour. During the local search, if the penalized total score improves or the total distance decreases, the new tour replaces the current solution. The iteration-best feasible ant is updated during the local search process above and if it is better than the globally best feasible ant, the globally best feasible ant is updated and another VNS local search is applied to the new globally best feasible solution by the sequence INT-ADD-FI-BI-SWAP. Since this globally best ant is, by definition, feasible, ELM is not used.
A Tabu Search Approach
A. Background of Tabu Search
Tabu Search (TS) is a meta-heuristic optimization method suggested by Glover [8, 91. TS has become an effective heuristic method for many combinatorial optimization problems with large and complex search spaces in scheduling, telecommunications, transportation, routing, network design, graph theory, manufacturing, financial analysis, and constraint satisfaction. Further information about TS is available in Glover et al. [ 1 11 and Glover and Laguna [ 101. In TS, a local (neighborhood) search is guided by a selection function that is used to evaluate candidate solutions. A TS heuristic has two important features: the move operator and the tabu list. A new solution (candidate solution) is produced by a move operator performing small perturbations to a current solution. The set of all solutions produced by the move operator is called the neighborhood of the current solution.
The best objective function value in the neighborhood defines the best candidate. However, since moves need not necessarily result in improvement in the objective function, there is a possibility of revisiting a solution, which is called cycling. To avoid cycling, recently performed moves are stored on a tabu list for a certain number of iterations. In basic TS, moves on the tabu list are prohibited; therefore, at each iteration the algorithm is forced to select the best candidate from not recently selected moves, Le., ones not on the tabu list. In some cases, however, a tabu move may improve upon the best feasible so far. In such cases, a tabu move can be accepted as the best candidate, which is called an aspiration criterion.
After all neighborhoods of the current solution are investigated and the best candidate is determined, the tabu list is updated, the best candidate is assigned to the current solution, and entire process starts again.
B. Tabu Search Procedure for the OP
The same encoding as in the ACO-OP is used. The detailed steps of the search are described below.
Step 0. Generate a random initial solution. Assign it to the best so far and the current candidate.
By using a simple heuristic a random initial solution is generated as follows:
The number of nodes to be visited is randomly chosen.
0
The total distance from each node to every other node is calculated.
The ratio of the score of a node to its total distance is found and this ratio correlates with the probability of including that node in the initial tour. Using these probabilities and uniform random numbers between 0 and 1, a (variable length) permutation of visited nodes is created.
Step 1 . Search the neighborhood of all possible node order moves.
Five move operators were used. 0 insert the node in the i& location after the Jh location. add a node, which is not in the tour, to the tour after thejth location. delete the node in the ith location from the tour. simultaneously insert a node and delete a node. reverse the order of nodes between two selected positions while keeping the origin and destination unchanged.
Step 2. Enter the solution selected by Step 1 on the tabu list and delete the oldest tabu list entry if the tabu list is full. Check the stopping criterion and if it is not satisfied, return to Step 1.
Random dynamic tabu tenure is used as follows: the tabu tenure is randomly selected within n/2 and 2n, following a uniform distribution. The chosen tenure is maintained for 20 iterations.
C. The Penalized Objective Function
The penalty function uses the idea of Near Feasibility Threshold (NFT) as first defined by Smith and Tate [21] and enhanced by Coit et al. [2] in their work on penalty functions for GA. NFT marks the portion of the infeasible region where search should be encouraged. Solutions are penalized according to their distances from feasibility. Infeasible solutions are penalized relatively lightly within the NFT region while relatively heavily beyond the NFT region.
Therefore, the penalized objective function is r where S k and S , are the unpenalized and penalized objective function values, respectively, for solution k. Soli represents the unpenalized objective function value of the best solution found so far and S , , is the value of the best feasible solution found so far. Exponent K is a user-defined parameter amplifying the behavior of the ratio and set to 2. Ad represents the magnitude of the constraint violation. The initial value of NFT is set to 10% of the constraint value, T,, . NFT adapts to the recent search history by using the short term memory capability of the tabu list along with knowledge of the current move. If most of the recent moves on the tabu list have been feasible, NFT is increased, thereby decreasing the penalty and encouraging more exploration of the NFT region. If most of the recently accepted moves have been infeasible, NFT is decreased, increasing the penalty and moving the search towards the feasible region from the NFT region. Specifically, the method is as follows. A feasibility ratio at iteration t, R,, is defined as: (12) where L, is the tabu list size and F, is the number of feasible solutions on the current tabu list at any given iteration, t. Therefore, NFT is updated as follows: times are converted to their equivalent time on a SUN Ultra 2 machine (assuming the CGW machine is roughly 9 times slower than the TS machine, and the GA machine is 2 times faster than the TS machine). In Table 2 , converted average CPU time in seconds over all instances for CGW, GA, ACO-OP and TS are given. Therefore, TS and CGW have the shortest CPU time while ACO-OP is considerably faster than GA. Figure 1 shows the comparison of the standard deviation of the objective function over 10 runs between ACO-OP and TS algorithms. The difference of standard deviations, ie., (TS -ACO-OP), is calculated. The standard deviation of ACO-OP is even or smaller than TS in 60 of 67 instances. In most instances, ACO-OP found the optimum in each of the ten runs and in no case was the worst performance very bad. To sum up, both ACO-OP and TS perform the same in solution quality of the best run. TS is less computationally expensive while ACO-OP is less sensitive to seed. 
V. Conclusions
This paper compares an ant colony optimization method and tabu search for the orienteering problem. The OP has many important parallels in problems found in industry such as production scheduling, vehicle routing, warehouse distribution, and prize collecting, along with its original inspiration of the sport of orienteering. An ACO using both on line and off line pheromone updating and employs local search each iteration is effective and efficient. The local search is atypical in that it involves a sequence of simple heuristics rather than either a single heuristic or a rotating choice of heuristics. This variable neighborhood concept may be of value in other ACO implementations. A TS using five local move operators and a dynamic tabu list is also shown as an effective and efficient method. A dynamic penalty function is employed to search the near-feasible region in TS algorithm as well. Computational tests are used to compare ACO-OP and TS with two other heuristics, CGW and GA, chosen since these two algorithms are the best in the literature. Computational experience shows that the ACO-OP and TS approaches are dominant to both published heuristics in quality of solution obtained and are modest in their computational requirements. TS, a local search oriented algorithm, requires the least computational expense and ACO-OP is robust to seed. However, it is noted that all heuristics performed well on all problems. Future research should include larger problems so that heuristic performance can be more clearly differentiated.
