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Abstract. Scientific measurements should deliver quantitative values and error
specifications. This requirement is also valid for indirect measurements, were
model parameters are deduced from direct measurements. The regression (fitting)
of parameters should include a specification of their accuracies. This is difficult
for the case of two or more parameters. An individual direct measurement can be
quantified by a numerical interval. It represents all available information in the
frequent case of a predominating systematic error. For models with more than one
parameter it is not constructive to quantify the parameters by intervals as these
enclose parameter sets not supported by the measurements. One has to determine
the region of possible parameters by a special kind of membership function.
The model falsification indicator function (MFIF) F determines the region of
possible parameters not falsified by a given set of measurements. Alternatively it
provides a measure for the fraction of outliers in the experimental data set. The
MFIF can be used for model identification and calibration (regression analysis).
Being a positive realization of Popper’s falsification approach, it is useful for
the determination of structural and practical parameter identifiability, model
sloppiness, outlier detection and the discussion of model validation questions.
The MFIF is applicable to any model and scientific discipline. It is exemplified
and visualized for the simplest possible (linear) case and an easily reproducible
nonlinear example. Being simple to implement, this new mathematical tool
demands the attention of all scientists.
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1. Introduction
For a complex system being the subject of a
scientific study, the direct measurement of all physical
parameters is often not possible. Many processes
only permit the direct measurement of quantities not
identical with the main parameters of the system. The
scientific method then demands for a mathematical
description of the process, a model Y . While the
systematic and random errors of direct measurements
can be quantified easily [1], this is not the case for
models with more than one parameter. For the
frequent case of predominating systematic errors in the
direct measurements, statistics are neither required nor
helpful. To understand these incredible facts, some
mathematical formalism is required.
A model Y represents a process controlled by ni
measurable quantities, the inputs xi, and allows the
computation of nj measurable quantities, the outputs
yj . Such models may incorporate nk parameters
p = (p1, . . . , pnk) which are not directly measurable
by another process. The determination (indirect
measurement) of these parameters using measurements
with correctly specified accuracy is the objective of this
study.
The solution delivers a mathematical formulation
of Karl Popper’s scientific epistemology ([2], for a more
philosophical discussion see e.g. [3]). Summarily it
is a positive implementation of Richard Feynman’s
statement from 1964: It doesn’t matter how beautiful
your theory is, it doesn’t matter how smart you are. If
it doesn’t agree with experiment, it is wrong.
There are standard methods for the determination
of a parameter set representing the best fit of the data
to the model [4, 5, 6]. Based on statistical assumptions
on the precision of the measurements, there is a variety
of goodness of fit functions G(p) to be minimized by
(global) optimization algorithms. This is known and
still under refinement as the method of least squares
[7, 8]. For a given set of measurements, it allows to
calculate a parameter vector
p0 = arg minG (p) (1)
providing the best fit of the measurements to the
model. Only for the case of predominating random
errors in the underlying direct measurements, p0
is superior to other valid parameter vectors [1].
Additionally, under special conditions, it allows to
calculate a confidence region in the parameter space,
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Figure 1. History of the measurements of the velocity of light
c (data from [16]).
where the measurements are in reasonable agreement
with the predictions of the model. The numerical
approximation of these confidence regions is reviewed
in [9, 10, 11]. The results depend on the statistical
assumptions about the precision of the underlying
measurements.
As an alternative, model falsification is also
applicable to real world problems, e.g. the error domain
model falsification (EDMF) used in civil engineering
[12]. Interval analysis [13] provides the mathematical
foundation for methods free of statistical assumptions,
only the specification of bounds for the measured
values is required [14, 15]. For lowering its entry
threshold, this bounded error approach may benefit
from an easy to implement basis, as aspired here.
The fundamental question is: How can we obtain
the region in the parameter space of the model,
where the model is not falsified by the measurements?
Is this a quest, too difficult to attain [3], or is it
computationally challenging only? There may be
measurements not in agreement with the range of
values predicted by the model using the best fit model
parameter set p0. These measurements will not falsify
the model, if there is at least one other parameter set
for which the model’s predictions are in accordance
with all measurements (within their accuracy and
precision limits). Alternatively, if we can not trust
in all of the measurements, under the assumption of
a correct model and a correct parameter set, we have
to determine the outliers.
Another question is the justification of statistical
assumptions in the case of relevant measurement
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accuracies (systematic error). From an a posteriori
point of view (see figure 1), any initial assumption
on the probability distribution within the bounds
given by the measurement accuracies is challenged
later by more accurate measurements. Regarding
systematic error, the true probability distribution
function (PDF) has to be peaked at the true value,
which is unknown in principle. As can be observed
in figure 1, there is also a slight error underestimation
tendency even for reliable measurements undertaken
by diligent scientists. Approximating the PDF of
a systematic error is like approximating a Dirac δ-
function for an unknown position of its origin.
In the following section, an example - as simple
as possible - motivates a novel approach, as simple
as (currently) possible. In section 3, the general
definition of the model falsification indicator function
(MFIF) F is discussed and in section 4, a non-
linear example demonstrates the general applicability
of the MFIF approach. As motivated in section 5,
the application is possible within the framework of
existing algorithms, computational tools and resources
by direct visualization of F or using it for sampling the
region of possible model parameters R.
2. An example, as simple as possible
Regarding model falsification, which is the simplest
possible application problem? The answer is obvious
and the solution can be constructed geometrically [17].
As shown in figure 2, we need at least nm = 2
measurements and a single input single output (SISO)
linear model with nk = 2 parameters. In the sketched
example, for the exactly known values x1=1 and x2=3,
we have measured y1 = [1.5, 2.5]‡ and y2 = [3.5, 4.5].
The parameters p = (a, b) of the model
Ys = Y (xs, a, b) = a · xs + b (2)
are the slope a and the intercept b. They must lie in
the parallelogram R shown at the right part of figure
2. For all p ∈ R we obtain models not falsified by
the data, i.e. lines intersecting both measurements.
More information on the model parameters can not
be obtained, due to the systematic error of the y-
measurements.
If we have many measurements including a
random but no systematic error, we can additionally
obtain a frequency distribution in the parameter space.
The true value pt is not necessary in the center of the
region of possible model parameters R not falsified by
the measurements. In the nonlinear case, the point
p0 from a goodness of fit function optimization is
not necessary a member of R. If we have only an
unsubstantiated measurement error specification, we
‡ i.e. 1.5 ≤ y1 ≤ 2.5.
have to take the worst case, a predominant systematic
error. If we have no scientifically well founded error
specification, we can still guess a valid model and
look for the minimum measurement error compatible
to the model, i.e. providing a non empty possible
parameter region R. For the linear case, from figure 2,
we can also grasp something about the necessary
properties of additional measurements required to
reduce the volume of R and thus enhance the accuracy
of the indirect measurement of p: For enhancing
the accuracy of the indirect measurement of p, more
accurate measurements at a maximum distance in x
are required. The covering of the intermediate x-range
by inaccurate measurements serves mainly the effort to
falsify the model itself. Any instance from a multitude
of inaccurate measurements may falsify a model, but
it may give no contribution to the accurate indirect
measurement of the model parameters. The indirect
measurement itself depends on reproducible accurate
measurements for well selected values of the process
governing control variables.
It is misleading to specify the result of a parameter
calibration itself as an interval, except for the one
parameter case (nk = 1). The region of possible
parameters R is not necessary simply connected or
even continuous.
2.1. Mathematical formulation
The next step is to obtain a mathematical formulation
of our intuitive falsification reasoning. It is
accomplished by defining a special membership
function [18], the model falsification indicator function
(MFIF) F which gives 0 (false) inside R and 1 (true)
otherwise. In our example, we have a single input
single output (SISO) model (2) and measurements
ys ±∆ys at exactly known xs. The MFIF of a single
measurement is obvious:
Fs (xs, ys,∆ys, a, b) = (3){
0 if ys −∆ys ≤ Y (xs, a, b) ≤ ys + ∆ys
1 otherwise.
Due to the fact that the ∆ys are not known
exactly, without loss of generality, the unit step
functions in (4) can be replaced by their smooth
approximations using the logistic function and using
the abbreviation Ys = Y (xs, a, b) we obtain
Fs (xs, ys,∆ys, a, b) = (4)
1 +
{
1 + exp
[
−100
(
ys − Ys
∆ys
− 1
)]}−1
−
{
1 + exp
[
−100
(
ys − Ys
∆ys
+ 1
)]}−1
Being a property of the model, any modeling accuracy
∆Ys can be taken into account by replacing the ∆ys
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Figure 2. Linear model calibration from 2 measurements with a systematic error.
by the larger ∆y˜s = ∆ys + ∆Ys in (4) and (5). For
considering a large uncertainty of the ∆ys estimates,
Fs may be modified to generate a fuzzy step (inspired
by Zadeh’s fuzzy logic [19]), e.g.
Fˆs (xs, ys,∆ys, a, b) = (5)
Min
[
1,Max
(
0,
∣∣∣∣ys − Ys∆ys
∣∣∣∣− µˆ)] (6)
or any continuously differentiable approximation of it,
with the fuzziness range µˆ ≥ 1 in multiples of ∆ys.
Assuming the trueness of the model, every
individual Fs-function indicates the region in the
parameter space, where the measurement s is an outlier
for a specific p. The model calibration has to identify
the region R of all possible parameters, here p =
{a, b} ∈ R ⊂ R2, where
∀
s
Fs (xs, ys,∆ys, a, b) = 0 (7)
For this purpose, we can define the logical MFIF F˜ for
the complete set of the nm measurements
F˜ (a, b) = Min
[
1,
nm∑
s=1
Fs (xs, ys,∆ys, a, b)
]
(8)
and the arithmetic mean F of the nm measurements
F (a, b) =
1
nm
nm∑
s=1
Fs (xs, ys,∆ys, a, b) (9)
finally provides, what we may call the MFIF.
For visualizing the region of possible model
parameters the model identification indicator function
(MIIF)
T = 1− F (10)
Figure 3. Model identification indicator function (MIIF)
T=1− F for the line-fit problem shown in figure 2.
can be defined. Figure 3 shows R as the intersection
of the two Rs from the individual measurements. Our
model is unidentifiable by a single measurement, i.e.
the individual Rs are unlimited. The flatness of
the MFIF/MIIF-functions distinguishes them from the
parabolic goodness of fit functions. The random part
of the measurement error (precision) has a probability
maximum and thus a goodness of fit function, which
is science based in the case of predominating random
errors, can have a minimum. The MFIF is science
based in the case of predominating systematic errors
and can not mark a specific parameter set, only the
region of possible parameters.
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F from (9) gives the fraction of outliers as a
function of the model parameter vector p = {a, b}.
We can start to identify R by identifying the region
R of all parameters p ∈ R2 where for an  ≥ min =
1/(2 · nm)
F (a, b) ≤  (11)
If that region R is too small to be identified, we
can increase , replace Fs by Fˆs in (7) and (9) or
we have to accept the evidence: The model Y is
falsified. Additionally, for any  ≥ 3/(2 · nm), we
can identify and consolidate the outliers from the set
of measurements for all p ∈ R. Finally we get an
acceptable approximation of R ≈ Rmin . For the
simplest possible case, a single input single output
model with an exactly known variable x and only errors
in y to be considered, we now have a mathematical
method for parameter identification by falsification. In
the next section, we will define and discuss the more
general cases.
3. Model falsification indicator functions
Given a vector of variables
x = (x1, . . . , xi, . . . , xni) (12)
and a vector of real valued parameters
p = (p1, . . . , pk, . . . , pnk) (13)
we define a Model Y (x,p) as the mapping of the model
inputs (x,p) to the outputs (MIMO=multiple inputs
multiple outputs)
y =
(
y1, . . . , yj , . . . , ynj
)
= Y (x,p) . (14)
Without loss of generality (see section 3.2), we restrict
ourselves to nj = 1, the (MISO=multiple inputs single
output)-case using y = Y (x,p).
As discussed in section 3.3, time dependencies
need no specific consideration into our formalism.
Our nm measurements include information on the
accuracies (systematic errors) and precisions (random
errors) which can be consolidated for each individual
measurement s by the specification of the ni intervals
for the controls
xs ±∆xs = (. . . , [xi,s −∆xi,s, xi,s + ∆xi,s] , . . .) (15)
and the interval of the measured system response
[ys −∆ys, ys + ∆ys] . (16)
For any parameter vector p and each vector of
measured input intervals xs ± ∆xs, it is possible to
compute the interval of model outputs Ys ±∆Ys
[Ys,min, Ys,max] = [Ys −∆Ys, Ys + ∆Ys] = (17)
= MinMax Y (. . . , xi ∈ [xi,s −∆xi,s, xi,s + ∆xi,s] , . . . ,p)
As most model implementations do not support
interval arithmetic (as introduced by [20]), for
the calculation of Ys ± ∆Ys from (18) in the
general (nonlinear) case, one has to use optimization
algorithms or a sample of values from the hypercube
defined by (15). Again, as described in section 2, any
considerable error of the model itself can be added
to the ∆Ys obtained from (18). Approximately, the
evaluation of the model Y at the 2ni edges of the ni
dimensional hypercube defined by (15) can be used and
finally for small ∆xs it is possible use a local linear
finite difference approximation of the model obtainable
from at least ni+1 model evaluations.
For completeness, one can formulate an even more
general case: If the measurements provide a bounding
region in the ni + 1 dimensional space formed by xs
and y and the model allows to calculate a bounding
region in the same space, Fs (p) is defined to be 0 in
the intersection of both regions and 1 otherwise. Using
a (smaller) sample from the ellipsoid defined by (15) to
solve (18) is insufficient.
During the model identification procedure, the
experiments to be considered are fixed and we can
omit the implicit arguments xs, ∆xs, ys and ∆ys.
For a specific p, we have the ability to compute
Ys and ∆Ys from (18). The definition of the
model falsification indicator function (MFIF) for each
individual measurement is
Fs (p) = (18){
0 if ys −∆ys −∆Ys ≤ Ys ≤ ys + ∆ys + ∆Ys
1 otherwise.
Analogous to (5) we obtain the smooth approximation
to be
Fs (p) = 1 + (19)
+
{
1 + exp
[
−100
(
ys − Ys
∆ys + ∆Ys
− 1
)]}−1
−
{
1 + exp
[
−100
(
ys − Ys
∆ys + ∆Ys
+ 1
)]}−1
and the fuzzy step MFIF (6) as
Fˆs (p) = Min
[
1,Max
(
0,
∣∣∣∣ ys − Ys∆ys + ∆Ys
∣∣∣∣− µˆ)] (20)
with the fuzziness range µˆ ≥ 1. Assuming the truth of
the model, every individual Fs-function also indicates
whether the measurement s for a specific p is an outlier
or not. The model calibration has to identify the region
R of all parameters p ∈ Rnk where
∀
s
Fs (p) = 0 (21)
The logical MFIF
F˜ (p) = Min
[
1,
nm∑
s=1
Fs (p)
]
(22)
has an important property when considering new
experiments or when the intersection of two regions
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fulfilling F˜ (p) = 0 for different sets of experiments
is required: The MFIF’s of two sets of measurements
can be added analogously to (22) and the MFIF of
the set union is obtained. If the MFIF for a set of
measurements is computed for a predefined sample
(p1, . . . ,pns) of the parameter space, only those points
of the sample have to be stored, where the MFIF
vanishes. They provide a representation of R for that
set of measurements and using the stored sample for
the next set of measurements, the intersection of the
regions is obtained automatically (see also section 3.5).
Finally, analogous to (9), we define the arithmetic
mean F as the model falsification indicator function
(MFIF)
F (p) =
1
nm
nm∑
s=1
Fs (p) (23)
and the model identification indicator function (MIIF)
T (p) = 1− F (p) . (24)
3.1. MFIF’s for exactly known controls
For the case of predominating errors in the measured
ys, ∆Ys can be neglected and Ys can be computed
exactly by a single model invocation. The MFIF
specification starts with the generalization of (4)
Fs (p) = (25){
0 if ys −∆ys ≤ Ys (xs,p) ≤ ys + ∆ys
1 otherwise.
For the definitions of the other MFIF’s, as ∆xs is
neglected, one can omit ∆Ys in (19) to (20). Neglecting
all ∆xs is the only way to avoid the (approximate)
solution of the problem formulated in (18) and thus
requiring only one invocation of the model per (p,xs).
3.2. MFIF’s for the general MIMO model case
In more complex situations, we have to deal with
a set of multiple (often correlated) model outputs,
the MIMO-case defined in (14). Defining the MFIF
requires the consideration of all yj where measurements
are available, but – as in the in-stationary case – we
can consider the different yj by the enumeration of the
measurements or we define a Fs,j for each yj and link
them together to
Fs (p) =
{
0 if ∀
j
Fs,j (p) = 0
1 otherwise.
(26)
For computational efficiency we have to consider that
a single experiment provides multiple measurement
values and a single model invocation provides all yj
per given (p,xs).
3.3. MFIF’s for in-stationary processes
The process (and the model) can have time dependent
control variables x(t) and observables y(t). Such
non-stationary processes can be described by an in-
stationary model Y : {p,x(t)} → y(t). The
measurements usually include some sampling in the
time direction and the time can be assumed to be
exactly known (synchronized clocks). It is therefore
straightforward to consider the time dependencies by
the enumeration of the measurements and the MFIF
definitions will look the same. Now a single experiment
provides even more measurement values and it is
important to compute all required samples of y(t)
within a single model invocation.
3.4. Model parameters
Like the goodness of fit functions, the MFIF’s depend
on the model parameters. The shape and volume of
the feasible region R in the nk dimensional model
parameter space can be changed by transforming the
parameters [21]. This is crucial if R seems to be
practically boundless and mandatory for unidentifiable
models (R becomes unlimited). In the later case, the
parameter transformation has to reduce the number of
parameters. In the best case, such a transformation
can provide uncorrelated parameters and a new R
closer to an ellipsoid having all major axes parallel
to the coordinate axes in the parameter space. The
equivalence of models depends on their identifiability
and thus the accuracy of the measurements [11,
22]. The region of feasible model parameters R
also indicates the model identifiability as introduced
by Bellman and A˚stro¨m [23]. For black-box or
complex models, the relationships between parameter
sets showing almost identical model predictions are not
obvious. The model identifiability or sloppiness has to
be investigated in detail [11, 24], a task which also can
be performed using the MFIF.
3.5. Application of the MFIF and representation of R
The MFIF provides a solid foundation for the identifi-
cation of the region R of possible model parameters not
falsified by a given set of measurements. The curse of
dimensionality entails practical limitations for big nk.
We have to put as much effort in model simplification
as possible (Occam’s razor). For nk ≤ 3, R can be vi-
sualized using standard computational tools like Math-
ematica. For nk > 3 the problem becomes increasingly
difficult. Only lower dimensional projections can be
visualized and the computational effort rises. In order
to decrease the entry threshold, a simple algorithm for
obtaining a representation of R is sketched here. Al-
ternatives can be derived from the model identification
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literature, e.g. SIVIA [5, 25], LSCR [26] and EDMF
[12, 27].
The basic assumption is that model invocation
dominates the computational effort. The approach is
to represent R in the nk-dimensional parameter space
by a representative set of nr points (r1, . . . , rl, . . . , rnr).
First of all, we need an initial p0 where the model is
not falsified by the measurements, i.e. F (p0) ≤ min =
1/(2·nm) or F (p0) ≤ , if we want to allow for a certain
number of outliers in the set of measurements
 = (2 · noutliers + 1) / (2 · nm) . (27)
p0 can be obtained by any crude solution of
p0 = arg minF (p) (28)
or from (1), if F makes numerical problems for a
specific optimization algorithm. In the next step we
need a vector of nu candidate points (u1, . . . ,unu) in
the nk-dimensional space, e.g. located in a (scaled)
sphere of radius d around p0
∀
u
||u− p0|| ≤ d (29)
From numerical integration in high dimensional spaces,
proper sampling methods for the generation of nv can-
didate points {v1, . . . ,vnv} in the nk-dimensional space
are known [28] and available in standard computa-
tional environments like Mathematica. Initially and
only once for a specific dimension nk, one has to sam-
ple a sufficiently large nv for getting nu  nv points
fulfilling (29). Finally we get nr  nu points repre-
senting R, i.e.
∀
r
F (r) ≤ . (30)
For a further reduction of the computational effort
we have to use adaptive methods, see e.g. [5, 9].
Finally, having a representation of R by a finite set
of points in the parameter space, we can use this set
for all the purposes of model identification:
• visualization of the possible parameter space and
its specific drawbacks, e.g. model sloppiness, cor-
related parameters and practical unidentifiabili-
ties.
• identification of additional experiments with
maximum impact on a further reduction of R.
• reduction of the possible parameter space by the
intersection of R’s from different experiments.
• R as a representation of all possible parameter
sets currently not falsified by the available
experimental data can be used for process
optimization purposes.
0 1 2 3 4 5 6 7
0
5
10
15
20
25
x
y
Figure 4. The BOD measurements of table 1 and the
model of equation (31) for a parameter set not falsified by the
measurements assuming an accuracy of 20%.
x 1. 2. 3. 4. 5. 7.
y 8.3 10.3 19. 16. 15.6 19.8
Table 1. BOD data of the nonlinear calibration example (after
[29, p.72]).
4. Nonlinear example
In section 2, the model falsification indicator function
was obtained for a linear regression problem. In this
section, the applicability to a non-linear problem will
be demonstrated for an easily reproducible example.
It is taken from [29, p.72] and often used for testing
nonlinear regression methods, see e.g. [30]. It is using
the data from a biochemical oxygen demand (BOD)
experiment carried out by Marske in the year 1967.
By omitting all units and as shown in table 1, we have
nm = 6 (x, y)-tuples and we have to treat the unknown
measurement accuracy ∆ys as the parameter of our
investigation.
For the 2-parameter model
Ys = Y (xs, a, b) = a ·
(
1− e−b·xs) (31)
in figure 4, the solution of the inverse problem is
shown. Taking the y-values of table 1, the task was
to determine the smallest systematic errors compatible
with the assumption of (31) being the correct model
not falsified by the data. The solution is found to
be approximately p = (a, b) = (20.8, 0.445) for an
error above 19.5%. As discussed in section 3.1 we
neglect the ∆x-error (⇒ ∆Ys = 0) and use Fs as
defined in (20) to calculate the arithmetic mean model
falsification indicator function F (p) from (23). As
we have nm = 6 measurements and we are only
interested in all parameters having not more than one
outlier (noutliers ≤ 1) we have to look for T (p) =
1−F (p) ∈ [ 34 , 1] as shown in figure 5 for a measurement
accuracy of 25%. The high plateau (at T=1) in figure 5
denotes the region of possible model parameters not
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Figure 5. Model identification indicator function T for the
BOD measurements of table 1, the model defined by (31) and a
measurement accuracy of 25%.
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Figure 6. Regions of possible model parameters for a
measurement accuracy of 20% and 25%.
falsified by the data for a measurement error of 25%.
The step below (at T=1- 16 ) denotes all parameters
leading to exactly one outlier in the data. The regions
of possible model parameters can be identified by
F ≤ 1/(2 · nm) = 112 and are plotted in figure 6 for
measurement accuracies of 20% and 25%. Reducing
the parameter of our consideration, the measurement
accuracy ∆y, below 20% gives an ellipsoid vanishing
at p = (a, b) = (20.8, 0.445) for an error below 19.5%.
The results demonstrate the applicability of the MFIF
for model calibration in the nonlinear case. For the
specific BOD example, it is obvious that more accurate
measurements are required. The results are at least
as feasible as those from other methods [29, 30] and
demonstrate the low entry threshold of the MFIF-
method.
5. Summary and conclusion
For multiple parameter models, measurement errors
determine the size of the region of possible model pa-
rameters. It is misleading to specify the model pa-
rameters as intervals because the outcoming hyperrect-
angle includes much more than the region of possible
model parameters. For this region there are two limit-
ing cases:
(i) In the case of predominating random errors
the method of least squares (LSM) delivers the
most probable parameter set and its statistical
enhancement the corresponding PDF in the
parameter space [1, 8].
(ii) In the case of predominating systematic errors the
bounding approaches, as discussed in this paper,
deliver the region of possible parameters.
In practical applications, LSM can deliver an initial
guess and the MFIF will allow to compute a
representative sample of the region of possible
parameters. Compared to alternative approaches, e.g.
based on model linearisation and the characterization
of the parameter region by large systems of interval
inequalities, the MFIF approach is simple and seems
to have a minimum computational complexity. The
MFIF replaces the goodness of fit functions for the case
of predominating systematic errors.
Being accepted, it will force experimentalists to
specify their measurement errors because these are as
important an ingredient as the measurement values
itself. Considering random errors will raise up the next
question: All p ∈ R are equal or some are more equal?
Here, all the advanced statistical methods can find
their specific applications.
The model falsification indicator function (MFIF)
does not require any statistical assumptions. All
measurements are quantified by intervals. The
method is safe and obviously well founded. For new
applications, a significantly lower manpower effort is
anticipated.
The simplest possible application (linear model
fit) and a simple but instructive nonlinear example
were used to exemplify all definitions.
MFIF based methods will transform the percep-
tion of the falsification method: It is constructive
not destructive! The positive quantitative application
of model falsification was established and exemplified
here.
For the individual scientist, it may be difficult
to accept: A single measurement, excluded to be
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an outlier by independent reproduction, falsifies a
model and enforces the development of a better one.
For the feasibility of science, this is a prerequisite.
Additionally, according to our limited ability to grasp
the laws of nature or compute their consequences, we
can quantify the accuracy of our models.
The MFIF simplifies the determination of the
region of all possible parameters for all kinds of
models. By considering the errors in the inputs and
a representative sample of the parameters, reliable
modeling requires just a bit more computing capacity.
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