A Review of Petrov-Galerkin Stabilization Approaches and an Extension to Meshfree Methods by Fries, Thomas-Peter & Matthies, Hermann G.
C
Scie
ntifi
omputing
A Review of Petrov-Galerkin Stabilization Approaches and
an Extension to Meshfree Methods
Thomas-Peter Fries, Hermann G. Matthies
Institute of Scientific Computing
Technical University Braunschweig
Brunswick, Germany
Informatikbericht Nr.: 2004-01
March 30, 2004
A Review of Petrov-Galerkin Stabilization Approaches and an
Extension to Meshfree Methods
Thomas-Peter Fries, Hermann G. Matthies
Department of Computer Science
Technical University Braunschweig
Brunswick, Germany
Informatikbericht Nr.: 2004-01
March 30, 2004
Location Postal Address
Institute of Scientific Computing Institut fu¨r Wissenschaftliches Rechnen
Technische Universita¨t Braunschweig Technische Universtita¨t Braunschweig
Hans-Sommer-Strasse 65 D-38092 Braunschweig
D-38106 Braunschweig Germany
Contact
Phone: +49-(0)531-391-3000
Fax: +49-(0)531-391-3003
E–Mail: wire@tu-bs.de
Copyright
2003 c©Institut fu¨r Wissenschaftliches Rechnen
Technische Universita¨t Braunschweig
A Review of Petrov-Galerkin Stabilization Approaches and an
Extension to Meshfree Methods
Thomas-Peter Fries, Hermann G. MatthiesMarch 30, 2004
Abstract
This paper gives a detailed review of popular stabilization approaches that have developed
to be standard tools in the numerical world. The need for stabilization is outlined and stabi-
lization ideas based on the Petrov-Galerkin concept are discussed. Stabilization methods are
explained on the one hand in an illustrative approach with help of the artificial diffusion idea
and on the other hand in a theoretical approach by outlining the mathematical background
of stabilization.
A generalization to meshfree methods is investigated. We find that the structure of stabiliz-
ing perturbation terms can be applied in the same manner to meshfree methods. However, the
weighting of the stabilizing terms, defined with the stabilization parameter, requires special
attention. Using standard formulas for the stabilization parameter, raised in the meshbased
finite element context, is only suitable for meshfree shape functions with small dilatation pa-
rameters. This is confirmed with numerical experiments for the advection-diffusion equation
and incompressible Navier-Stokes equations.
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1 Introduction
Numerical methods are indispensable for the successful simulation of physical problems due to
approximation of the underlying partial differential equations. A huge number of methods have
raised to accomplish this task. Most of these methods introduce a finite number of unknowns and
can be based on the principles of weighted residual methods.
Let us separate these methods according to the aspect, whether they need a mesh for the
approximation or not. Among the class of meshbased methods are famous members such as the
finite volume and finite element methods. They enable fast and reliable approximation whenever
the mesh can be maintained successfully during the calculation. We may label these methods
”standard tools” in the numerical world. On the other hand, meshfree methods enable the solution
of partial differential equations only based on a set of points without the need of an additional
mesh. The price to pay for this is the relatively high computational burden associated with
the usage of these methods. A large number of these comparatively new methods have been
developed during the last three decades, among them the popular Element Free Galerkin method,
Smoothed Particle Hydrodynamics etc. [3, 13] Rather than calling these methods an alternative
for meshbased methods, we may label them ”specific tools”, because they are frequently used in
problems, where meshes are impossible or only hardly to maintain. In approximations, where the
mesh does not cause problems, standard meshbased methods are often preferable as they are, in
general, considerably faster. We believe that an important step for the usage and acceptance of
meshfree methods can be made, if meshbased and meshfree methods were easily couplable. Then,
it would be possible, to use meshfree methods only in small regions of the domain, where a mesh
is difficult to maintain and meshbased standard methods in all other parts.
Rather than separating numerical methods, one may differ formulations of the underlying
differential equations. Here, most importantly Lagrangian and Eulerian viewpoints have to be
mentioned which choose distinct coordinate systems for the description of the problem. The most
important difference in the formulations is in the presence of an advection term in the Eulerian
formulation, which is absent in the Lagrangian description. Advection terms are non-selfadjoint
operators that often lead to problems in their numerical treatment [7]. This is particularly the case
for Bubnov-Galerkin methods, where the test functions are chosen equal to the shape functions.
Then, spurious oscillations may pollute the overall solution and stabilization is required.
There are also other problems where oscillations and other ”unexpected” phenomena (locking,
singular matrices etc.) occur such as with the so-called mixed problems [12]. Applying the
same shape functions to all variables of the problems in a Bubnov-Galerkin setting (equal-order
interpolation), which is from the computational viewpoint the most convenient way, leads to severe
problems as a result from violating certain conditions. Then, again stabilization is required [12].
The need for stabilization is well studied in the meshbased context. A number of stabilization
methods have been developed to overcome numerical problems. This also stems from the fact
that for meshbased methods the Eulerian viewpoint is standard, because it seems impossible to
maintain a conforming mesh for example in flow problems with the Lagrangian viewpoint. Then,
stabilization is a crucial ingredient to obtain suitable solutions. Meshfree methods, however, are
in general used for problems in Lagrangian formulation [13]. Then, there is no stabilization of the
advection term necessary and the stabilization of mixed problems may be bypassed with other
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ideas.
However, we believe that Eulerian meshfree methods are not only of interest in their own
right, but can have a significant influence in the usage of meshfree methods in practice. This is
mostly due to the aspect that it seems straightforward to couple meshbased and meshfree methods
formulated with the Eulerian viewpoint, instead of combining Eulerian meshbased methods and
Lagrangian meshfree methods. To successfully work with Eulerian meshfree methods stabilization
is required. This is the most important aspect of this paper.
The paper is organized as follows: Section 2 is a problem statement. Different sources for
oscillations and related numerical problems are considered, most notably convection-dominated
problems and mixed problems. The historical development of stabilization ideas is briefly de-
scribed, starting from introduction of artificial diffusion and ending with the established, most
frequently used stabilization schemes, which are well-funded in theoretical analysis.
Section 3 gives a review of these popular stabilization schemes. The Streamline-Upwind/Petrov-
Galerkin (SUPG), Pressure-stabilizing/Petrov-Galerkin (PSPG) and Galerkin/Least-Squares (GLS)
stabilization are considered. Further on, the construction of discontinuity-capturing operators is
discussed. The main idea of all these methods is to add products of suitable perturbation terms
and the residuals, thereby maintaining consistency. The stabilization parameter τ weights these
added stabilization terms. The different structures of each method are described briefly. This
structure, i.e. the way these schemes modify the weak form of a problem, is independent on
whether meshbased or meshfree shape functions are taken for the approximation. However, the
stabilization parameter τ depends on the problem under consideration and the chosen numerical
method.
In section 4 an illustrative approach to stabilization is described, considering the linear finite
element method. Starting from introducing artificial diffusion, the SUPG and GLS stabilization
are deduced, which are identical in case of linear interpolations. Special attention is given to the
deduction of the stabilization parameter τ . With help of the one-dimensional advection-diffusion
equation, the well-known coth-formula for τ is derived. Most of the stabilization schemes used
nowadays still rely on alternative, similar versions of this formula to determine the stabilization
parameter. We find that this formula is particularly useful also for the stabilization of other
problems and show ways how to determine more suited stabilization parameters dependent on
the element shape functions. Thereby, nodally exact solutions for the model problem not only
for linear elements are obtained, but also for quadratic elements and it is shown how this can be
generalized to other higher-order elements.
The theoretical background in the mathematical analysis is outlined in section 5. Standard
techniques to prove important features, such as stability and convergence, of the stabilized finite
element methods are briefly explained. Rather than copying these analyses, the interested reader
is referred to the references given in this section. It can be shown that stabilized methods lead to
higher-order but suboptimal convergence. Furthermore, design criteria for τ from mathematical
analysis are compared with the results from the previous section and other proposals for the
determination of τ . It is pointed out that the optimal choice of this parameter is still an open
question.
In section 6 we turn to meshfree methods. In the previous sections it was our intention to
develop an understanding of stabilization in the meshbased context. It is tried to apply the same
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steps here for meshfree methods. We find that standard stabilization methods can be applied,
however, the choice of the stabilization parameter τ requires special attention. The parameter τ ,
developed to obtain the nodally exact solution for meshbased and meshfree methods, has a very
different character: obtained for the finite element methods it has a local character, i.e. τ can be
determined with knowledge of the relative position of some neighboring nodes. In contrast, τ for
meshfree methods depends on the position of all particles inside the domain. Despite this fact,
it is shown that small dilatation parameters, i.e. small supports, of the meshfree shape functions
justify the usage of standard formulas for τ —although derived in a meshbased context!— and
show numerical results for the incompressible Navier-Stokes equations. These results agree well
with the assumption that standard formulas for τ may be used for small dilatation parameters.
2 The Need for Stabilization
Using numerical methods in a straightforward way for the approximation of arbitrary differential
equations may cause severe problems. Oscillations, locking, singular matrices and other problems
may be the result of disregarding important basic rules related with a certain concrete problem.
Then, stabilization is needed. In this section, it is described under which circumstances problems
occur and stabilization may be needed to obtain satisfactory approximations.
2.1 Convection-dominated Problems
The phenomenon of convection, typically identified by first order terms in the differential equa-
tions of a model, divides the usability of numerical methods. Methods being successfully applied
in structure problems, where no convection is present, may totally fail when they are applied to
convection-dominated problems, as they occur frequently e.g. in fluid mechanics. This is particu-
larly the case with Bubnov-Galerkin methods, which are weighted residual methods, where the test
functions are set equal to the shape functions [7]. In practice, these test and shape functions are
often provided with the FEM methodology, i.e. in a meshbased way. But the situation is the same
with any other test and shape functions, such as those constructed with MMs. Figure 1 shows
an oscillatory example for a meshbased and a meshfree approximation of a convection-dominated
problem.
In structural analysis, where often the minimization of energy principles is the underlying idea,
the application of Bubnov-Galerkin methods leads to symmetric matrices and ”optimal” results.
With ”optimal” we refer to the fact that the solution often possesses the ”best approximation”
property, meaning that the difference between the approximate and the exact solution is minimized
with respect to a certain norm [7].
The situation, however, is totally different in the presence of convective terms. Then, the
matrix associated with the advective term is non-symmetric (non-self adjointness of the convective
operator) and the ”best approximation” property is lost [7]. As a result Bubnov-Galerkin methods
applied to these problems are far from ”optimal” and show spurious oscillations in the solutions,
worsening with growing convection-domination. This does not only lead to qualitatively bad
results but even violates basic physical principles like entropy [22] or the positive boundedness of
concentrations etc. One finds that the pollution of the solution with oscillations is dependent on
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Figure 1: Typical oscillations in the approximation of an advection-dominated problem in one
dimension. Standard Bubnov-Galerkin methods are applied, based on meshfree and meshbased
shape functions.
the domination of the convection terms over other terms of the differential equation, in practice
most often diffusion terms. The role of convection in differential equations is defined by well-
known identification numbers such as the Peclet number and Reynolds number. The higher these
numbers are, the more dominant is the convection term and the stronger is the pollution with
oscillations.
The same situation can be found in the finite difference context. There, the same problem
with oscillations occurs when using central differences for the advective operator. It can be easily
shown that Bubnov-Galerkin treatment of the weak form and central differences applied to the
strong form are closely related. The corresponding matrix line of node I of a one-dimensional
advective operator c∂u∂x becomes for linear FEM and FDM in case of a regular node distribution:
FEM : c2

. . .
. . . −1 0 +1 . . .
. . .
 FDM : c2∆x

. . .
. . . −1 0 +1 . . .
. . .
 .
The only difference is in the constant term ∆x, which cancels out for the FEM due to the inte-
gration of the weak form over the domain. It is thus not surprising that Bubnov-Galerkin FEM
and central FDM show the same characteristics.
In the FDM context it is well-known that upwind differencing on the convective term does not
show oscillatory solutions, but introduces over-diffusive results [7]. A simple Taylor series analysis
proves that upwinding is only first order accurate, in contrast to the second order accurate —
but oscillatory— central differences. This analysis also elucidates that upwinding can also be
interpreted as central differences plus artificial diffusion. Thus, the ”right” combination of central
and upwind differences may introduce the optimal amount of artificial diffusion which leads to
accurate and oscillation-free solutions [7].
Starting in the seventies a large number of FEMs raised with different ideas to include the up-
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wind effect in finite elements. Often, the one-dimensional advection-diffusion equation served as a
relevant model equation and generalization to other problems in multi-dimension was straightfor-
ward —and unsuccessful! The proposed methods all obtained nodally exact solutions for the 1D
model equation, such that the resulting difference stencil of the FEM matches exactly the known
nodally exact stencil from the FDM. This was realized in the ”anisotropic balancing dissipation”
approach by adding artificial diffusion in streamline direction and using standard Bubnov-Galerkin
to discretize the modified problem [38]. Thereby, the consistency of the method is given up, i.e. the
exact solution does not longer fulfill the modified weak form. Source terms require special treat-
ment in this approach. Other approaches used a Petrov-Galerkin FEM, where the test functions are
modified such that they weight the upwind node more than the downstream node, see e.g. [8, 20].
In [24], the advection term is integrated with only one integration point, which is placed inside
the element in dependence of the convection-diffusion ratio, whereas all other terms are integrated
in the standard way. All these approaches obtain the optimal difference stencils in the resulting
system of equations leading to the nodally exact solution for the one-dimensional model problem.
However, successful generalization to arbitrary, time-dependent problems and multi-dimensions
failed —i.e. the results were either oscillatory or over-diffusive due to the crosswind diffusion
effect— and a successful method was still outstanding.
The Streamline-Upwind/Petrov-Galerkin (SUPG) method, introduced from Brooks and Hughes
in [7] (and [26]) can be considered as the first successful stabilization technique to prevent oscil-
lations in convection-dominated problems in the FEM. The main steps are: introduce artificial
diffusion in streamline direction only, interpret this as a modification of the test function of the
advection terms and finally, enforce consistency, such that this modified test function is applied to
all terms of the weak form. Then, the term ”artificial diffusion” is not fully applicable any longer,
because the stabilized weak form can not, in general, be manipulated such that only a diffusion
term is extracted. The exact solution of the problem still satisfies the SUPG stabilized weak form.
In the following, SUPG was extended to coupled multi-dimensional advection-diffusion systems,
where each equation has to be stabilized. The Euler and Navier-Stokes equations also fall into this
class, the first being the governing equations of inviscid compressible flow, the latter of viscous
compressible flow. (Incompressible flows can be handled very successfully without stabilizing each
equation individually [7]). A first attempt to do this has been realized by Hughes and Tezduyar
in [35]. However, it is later pointed out in [32] that this approach is not adequate, because it
fails to appropriately treat the modal components of the system. A stabilization is needed, where
a distinct stabilization for each component can be realized. Using the same stabilization for all
components may lead to over-diffusive results for some components and oscillatory results for
other.
With the purpose of enabling mathematical analysis and systematically generalizing SUPG
such that each componential equation is treated in an optimal manner, Hughes et al. symmetrize
the compressible Navier-Stokes equations in terms of entropy variables in [30], see also [19], instead
of the conservation variables. Numerical solutions based upon this form fulfill entropy conditions,
manifested in the Clausius-Duhem inequality or equivalently in the second law of thermodynamics,
from the beginning, which is advantageous in mathematical stability proofs. Convergence of
the generalized SUPG has been proven in [31]. As shown in [32], the symmetrized system can
be transformed to an uncoupled system of scalar variational equations, for which an adequate
8
stabilization is known.
Later, Aliabadi, Ray and Tezduyar compare in [1] results for the different formulations of
variables —conservative vs. entropy variables— without finding remarkable difference between
the two.
The major part of the theoretical analysis of the SUPG has be done from Johnson, see [36, 46]
and references therein. There, SUPG is often labeled with the term ”streamline diffusion method”.
Motivated from mathematical analysis, another type of stabilization scheme has been estab-
lished, the Galerkin/Least-Squares (GLS) method. It is similar to the SUPG in certain aspects,
and for purely hyperbolic equations and/or linear interpolation functions, the two become identi-
cal. In the GLS method, least-squares forms of the residuals are added to the Galerkin method,
enhancing stability of the Bubnov-Galerkin method without giving up consistency or degrading
accuracy [29]. There is no motivation from artificial diffusion as was the starting point for SUPG.
The GLS method was introduced under this name as a method on its own in [29] by Hughes,
Franca and Hulbert (although it has already been applied to other problems before, such as in
[27]). They apply the GLS method for stationary and instationary advective-diffusive systems. In
[50], Shakib uses the GLS for the solution of the compressible Euler and Navier-Stokes equations
in the above mentioned symmetrized form.
Today, the SUPG and GLS stabilizations are most frequently used. Both stabilization methods
add products of perturbations and residuals to the weak form, weighted with a so-called stabiliza-
tion parameter τ . The derivation of τ , leading to reliable approximations with both meshbased
and meshfree methods is the most important aspect of this paper.
2.2 The Babusˇka-Brezzi Condition
Variational formulations associated with constraints lead to severe problems if standard numerical
methods are used in a straightforward manner. One way to treat these problems is the usage of
admissible functions satisfying the constraint ab initio [12]. The solution is then a member of a
smaller space of functions than the space required from continuity conditions alone and suitable
interpolations are not easy to find. Instead, the problem can be reformulated by introducing a
second variable, the Lagrange multiplier [12]. The resulting variational formulation falls into an
abstract class of ”mixed” formulations. Lagrange multipliers and mixed formulations are thus
intimately related. One of the most well-known examples of a mixed problem is Stokes flow in
which the velocity-strain energy is minimized subject to the incompressibility constraint.
Figure 2 shows an example for Stokes flow with large oscillations in the pressure field as a
consequence of violating the Babusˇka-Brezzi condition.
The approximation of mixed formulations requires careful choice of the combination of inter-
polation functions. In particular, equal-order interpolations, where the same ansatz is made for
the primary and secondary (Lagrange multiplier) variables are not adequate in a Bubnov-Galerkin
setting, although from an implementational viewpoint they are most desirable. Also, many other
practically convenient interpolations fail to give satisfactory results, especially in three dimensions.
The governing stability conditions for mixed problems are K-ellipticity and the Babusˇka-Brezzi
condition [2, 5]. Violating them leads to pathologies such as spurious oscillations and locking [12],
or the resulting system of equations may be singular not giving a solution at all.
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primary variables u, v Lagrange multiplier p
Figure 2: The solution for Stokes flow with P1/P1 FEM and a wrong stabilization parameter
τ ≈ 0. Although the primary variables (velocity field) are reasonably approximated, the Lagrange
multiplier (pressure field) shows large oscillations.
In [12] the authors claim that it depends on the concrete problem, which of the two criteria
is more difficult to obtain. Lack of stability may come from the Lagrange multiplier or from
the primary variable. For problems, in which K-ellipticity is difficult to satisfy —e.g. for linear
isotropic incompressible elasticity emanating from the Hellinger-Reissner principle— , the problem
comes from the primal variable and it is often easy to find interpolations satisfying the Babusˇka-
Brezzi condition.
In contrast, for problems that fulfill the ellipticity requirement immediately —like Stokes flow—
, stability problems arise from the Lagrange multiplier and it is difficult to fulfill the Babusˇka-
Brezzi condition. Only very few combinations of interpolations are adequate. In this case, it is
desirable to find ways to circumvent the condition. Motivated from theory this can be done by
modifying the bilinear form such that it is coercive on the primal variable as well as the Lagrange
multiplier. Then, there is no need to fulfill the Babusˇka-Brezzi condition for this method. This can
be interpreted as some kind of stabilization which is realized by adding appropriate perturbation
terms, without upsetting consistency. It will be shown later that this is realized —with the same
fundamental idea as in other stabilizations— by a multiplication of perturbations with residual
forms of the governing problem. In [12, 27, 28] such stabilizations with the aim to circumvent
the Babusˇka-Brezzi conditions have been presented for Stokes flow. The formulations become
stable for any combination of interpolations, but the methods have different requirements on the
velocity/pressure spaces: some need continuous spaces, other become convergent for arbitrary
spaces, hence they allow also discontinuous approximations.
For the mixed problems discussed throughout this paper, which are Stokes equations and the
incompressible Navier-Stokes equations, we summarize that a stabilization has to be found such
that the Babusˇka-Brezzi condition is circumvented. Finding interpolations satisfying this condition
is difficult with the FEM and even more difficult for meshfree interpolations and will therefore not
be further mentioned.
Stabilizations of the Stokes equations have first been presented in [28], later in [53] for the
incompressible Navier-Stokes equations. Both methods are very similar in that they only perturb
the test function of the Lagrange multiplier, i.e. the pressure, leading to unsymmetric systems
of equations for Stokes flow. This kind of stabilization is called throughout this paper Pressure-
Stabilizing/Petrov-Galerkin (PSPG) as proposed in [53]. In [27], Stokes flow has been stabilized
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with GLS stabilization, leading to perturbations of all test functions but maintaining symmetry.
Note that GLS was already mentioned in the previous subsection for the stabilization of convection-
dominated problems and can also be used here to circumvent the Babusˇka-Brezzi condition. This
is not the case for SUPG stabilization which is only successful in suppressing oscillations from
convection-dominated problems.
2.3 Steep Solution Gradients
In subsection 2.1 it has been shown that convection-dominated problems require stabilization such
that a pollution of the overall solution with oscillations is prevented. However, these stabiliza-
tions do not preclude ”over- and undershooting” about sharp internal and boundary layers [34].
These somehow ”localized” (in that they do not influence the whole domain) oscillations can be
suppressed by getting control over the solution gradient. The aim is to obtain a monotone solu-
tion without any oscillations. These methods have also been called ”maximum-principle satisfying
methods” in the literature.
There is, however, a very severe restriction concerning the monotonicity of a numerical scheme,
which is summarized in the theorem of Godunov. There, it is proven that no linear higher-order
method can obtain monotone solutions [21]. Thus, there are only two ways to achieve monotonicity:
Using first order accurate schemes such as upwind finite differences or using non-linear schemes.
The first way is in fact no real alternative, as higher-order accuracy is essential in the reliable
simulation of many problems, consequently non-linear schemes have to be developed.
In the resulting schemes, there is always some kind of analysis and control of an interim solution.
In the finite difference and finite volume context this can for example be realized with the so-called
slope-limiter methods, a subclass of the monotone Total Variation Diminishing (TVD) schemes
[21]. The minmod-slope-limiter, Roe’s superbee limiter, van-Leer-limiter are well-known examples
of slope-limiters.
One of the first monotone methods in the finite element context for convection-diffusion prob-
lems is the one proposed in [49], where the non-linearity is introduced by detection of element
downstream nodes and a specific element matrix for the advection term depending on that node.
In [44], Mizukami and Hughes introduce the first consistent monotone Petrov-Galerkin FEM, valid
for linear triangular elements with acute angles only. In Petrov-Galerkin FEMs the non-linearity
lies in the dependence of the perturbed test function upon the solution gradient. The resulting
discretized equations are non-linear even for a linear problem.
In [34] over- and undershoots are stabilized with a discontinuity-capturing term, being the first
generalizable approach to complex multidimensional systems. This Petrov-Galerkin method con-
tains test functions modified with the added discontinuity-capturing term, acting in the direction
of the solution gradient. Note that, in contrast, the stabilizations of 2.1 act in the direction of
the streamline. Having control in direction of the streamline and of the solution gradient enables
higher-order monotone schemes with enhanced robustness with the price of non-linearity. In [55]
the discontinuity operator is generalized to non-linear convection-diffusion-reaction equations and
in [33] and later [50] to multidimensional advective-diffusive systems such as the Navier-Stokes
equations.
The authors would like to annotate that a compromise has to be made whether the steepness
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Figure 3: Approximation with over- and undershoots and monotone approximation.
of a solution or the monotonicity is of higher importance. It is an immanent feature of the shape
functions of a numerical method —e.g. their supports and functional form— that only a certain
gradient can be represented without over- and undershoots. This can be depicted from Figure 3.
The only way to obtain a monotone solution is to smear out the steep gradients in the domain such
that the method can represent it without over- and undershoots. Thus, for higher-order shape
functions and meshfree shape functions a more accurate solution (in terms of approximation error
and solution steepness) will be obtained in the presence of over- and undershoots, i.e. without or
tuned influence of a discontinuity-capturing term.
3 Review of Stabilization Methods
In this section some of the most important stabilization methods are described roughly. It is
our aim to outline their different structures and for which kind of problems —referring to sec-
tion 2— they are suited. All stabilization schemes described in the following are Petrov-Galerkin
approaches. They all add perturbations to the original Bubnov-Galerkin weak form. These per-
turbations are formulated in terms of modifications of the Bubnov-Galerkin test functions. They
are multiplied with the residuals of the differential equations and thereby ensure consistency.
Additionally, a stabilization parameter τ weights the influence of the added stabilization terms.
3.1 Streamline-Upwind/Petrov-Galerkin (SUPG)
In subsection 2.1 it was claimed that, in the FDM, introducing artificial diffusion in a smart way
smoothes out the oscillations in convection-dominated problems. This motivation is the starting
point of the Streamline-Upwind/Petrov-Galerkin (SUPG) method, first published by Hughes et
al. in [26, 7]. It introduces a certain amount of artificial diffusion in streamline direction only. The
latter aspect ensures that no diffusion perpendicular to the flow direction is introduced, which was
the reason for excessive over diffusion in other methods. The details, how the SUPG introduces
artificial diffusion in streamline direction and the determination of the ”right” amount —controlled
12
with the stabilization parameter τ— is intensively discussed in section 4.
Here, only the main structure of the SUPG method is shown. Starting point is a PDE of the
general form
Lu = f,
where L is any differential operator. Introducing an ansatz of the kind u˜ (x) = NT (x)u =∑
NI (x)uI , the weak form of the problem is∫
Ω
w? (Lu˜− f) dΩ = 0.
Choosing w? = N leads to a Bubnov-Galerkin method, any w? 6= N is called Petrov-Galerkin
method. In the SUPG, as the name already implies, w? is chosen differently fromN. The standard
Bubnov-Galerkin test functions w = N are modified by a streamline upwind perturbation [7] of
the kind
w? = w + τLadvw,
where Ladv is the advective part of the whole operator L, and τ is the stabilization parameter that
weights the perturbation. It is later shown, why this particular modification ban be interpreted
as an introduction of artificial diffusion to the problem.
Note that the perturbation is multiplied with the residual form of the differential equation.
Thereby, consistency is fulfilled from the beginning in that the exact solution also fulfills the
stabilized weak form exactly. Stabilization through a product of a perturbation and the residual is
a fundamental aspect of successful stabilization schemes and is realized in all stabilization method
described herein.
There is one important aspect to mention at this point: In the FEM, piecewise polynomials are
particularly useful shape functions, often having C0 continuity in the domain Ω (and C∞ inside
an element). Then, the first derivatives include jumps at the element boundaries and second
derivatives are Dirac-δ functions at the element boundaries. Integration in Ω over the product
of two functions, where e.g. a jump and a Dirac-δ function coincide is not allowed (this occurs
in terms such as
∫
Ω
w,xN,xxdΩ). This problem is well-known in the context of the least-squares
FEM, see subsection 5.5, and may be handled there by using C1-continuous shape functions, which
are comparatively expansive. However, in the context of stabilization, where very similar terms
as in the least-squares FEM occur, this problem is circumvented by defining the stabilization
contributions only inside element interiors, where the shape functions are C∞;∫
Ω
w (Lu˜− f) dΩ+
nel∑
e=1
∫
Ωe
τLadvw (Lu˜− f) dΩ = 0.
Thereby, the stabilization does not upset higher continuity requirements as needed for the
Bubnov-Galerkin weak form of the same problem. Note that meshfree shape functions used in
practice are always at least C1 continuous —they can be constructed to have arbitrary continuity—
and that therefore no summation over subdomains of Ω has to be considered. Therefore, through-
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out this paper, we do not overemphasize this aspect and write∫
Ω
(w + τLadvw) (Lu˜− f) dΩ = 0
for simplicity whenever the continuity consideration is of less importance.
3.2 Pressure-Stabilizing/Petrov-Galerkin (PSPG)
Considering stabilization of mixed problems as described in subsection 2.2, the PSPG stabilization
is a common technique. It has been introduced for the stabilization of the Stokes equations [28]
and incompressible Navier-Stokes equations [53]. To avoid unnecessary confusion related to an
introduction of abstract universal mixed formulations, the PSPG method is described for the case
of Stokes equations only:
momentum equations: ∇ · σ = f , with σ = −pI+ 2µε
continuity equation: ∇ · u = 0,∫
Ω
w · (∇ · σ − f) dΩ+
∫
Ω
q (∇ · u) +
∫
Ω
τ∇q · (∇ · σ − f) dΩ = 0.
u is the velocity vector, p the pressure, I is the identity tensor, µ the dynamic viscosity and
ε = 12
(
∂ui
∂xj
+ ∂uj∂xi
)
. The continuity condition is also called incompressibility constraint, under-
lining the mixed character of this formulation. Note that the equations governing Stokes flow
are identical to the equations of classical isotropic incompressible elasticity, where u stands for
displacement and µ for the shear modulus. The third term of the weak form is the PSPG stabi-
lization term, which consists of a perturbation τ∇q multiplied with the residual of the momentum
equation. The existence of a time-dependent term (instationary Stokes equations) or the exis-
tence of additional advective terms (Navier-Stokes equations) does not influence the structure of
the PSPG stabilization, only the residual is modified then.
In mixed convection-dominated problems, such as the incompressible Navier-Stokes equations
with high Reynolds-numbers, SUPG and PSPG (called herein SUPG/PSPG) stabilization have to
be applied to obtain satisfactory results. It should also be mentioned that the PSPG stabilization
parameter τ does not necessarily have to be identical with the SUPG stabilization parameter [53].
However, this is almost always the case in practice and can be explained with theoretical analysis,
see section 5.
3.3 Galerkin/Least-Squares (GLS)
The GLS stabilization has been introduced in 1988 by Hughes and Franca in [29]. Before, it has
been applied to a large number of separate problems which has then be summarized to a method
on its own under the name GLS. It can be interpreted as a generalization of the SUPG method and
was motivated from mathematical analysis rather than the artificial diffusion aspect. In the GLS
method, the operator over the test functions is the differential operator of the original problem.
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Hence, for the same weak form of ∫
Ω
w? (Lu˜− f) dΩ = 0
from subsection 3.1, there is a modification of the test function of
w? = w + τLw,
i.e. the whole operator L of a differential equation is taken to perturb the test function. One can
thus see that the difference to the SUPG is in the modification of τLw for the GLS instead of
τLadvw for the SUPG. For hyperbolic systems (no diffusion, i.e. second order terms) and/or linear
test and shape functions, the GLS stabilization reduces to the SUPG stabilization [29].
It is important to note that GLS stabilization automatically allows arbitrary combinations of
interpolations, which is realized by circumventing the Babusˇka-Brezzi conditions from the begin-
ning, see e.g. [27]. Hence oscillations and other problems described in subsections 2.1 and 2.2
can be stabilized with GLS stabilization. It is an interesting fact that SUPG/PSPG stabilization,
e.g. for the incompressible Navier-Stokes equations, can be motivated from the GLS stabilization
with only a few reductions [53]; in case of linear FEM, they fully agree.
3.4 Discontinuity Capturing
As pointed out in subsection 2.3 over- and undershoots in the solution can be prevented by getting
control in the direction of the solution gradient. Using a Petrov-Galerkin approach, this is done
with the following modification of the test functions [34]
w? = w + τc‖ ·w,
where τc‖ · w is the discontinuity-capturing term. Note that additionally a stabilization with
SUPG or GLS is necessary to get control in the direction of the streamline. The parameter c‖ is
a projection of the advection direction c onto the solution gradient ∇u˜ as shown in Figure 4. It
is defined as
c‖ =
{
c·∇u˜
|∇u˜|22
∇u˜, if∇u˜ 6= 0
0, if∇u˜ = 0
.
The parameter τ is defined differently from the stabilization parameters for SUPG, PSPG and
GLS.
4 Illustrative Approach: Linear FEM and Artificial Diffu-
sion
In the previous section several stabilization schemes are described roughly to emphasize their
different structures. In this section the focus is on motivation and understanding rather than only
describing how the methods are defined. We restrict ourselves to the stabilization of convection-
dominated problems as described in subsection 2.1. There it is pointed out that SUPG and GLS
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c=
c⊥
u~
∆
c
Figure 4: Projection of the advection direction c onto the solution gradient ∇u˜.
stabilization are suited to smooth out oscillations in the solution. Our considerations are further
restricted to the linear FEM, because then, SUPG and GLS become equal. Then, they can both
be motivated with the same underlying idea of introducing artificial diffusion in a smart way.
It is our aim to explain in an illustrative way how the methods work, rather than from math-
ematical analysis. Therefore, the stabilization of simple model equations is carefully analyzed
and conclusions are made for more general cases. Special attention is given to the choice of the
stabilization parameter τ .
4.1 One-dimensional Advection-Diffusion Equation
A particularly simple differential equation which shows the typical oscillations in case of convection
domination is the linear, one-dimensional advection-diffusion equation which reads in strong form
c
∂u
∂x
−K∂
2u
∂x2
= 0.
A scalar quantity u (x) is advected with the velocity c and thereby undergoes a diffusion dependent
on K. The exact solution of this problem is known as
uex (x) = C1e
c
K x + C2,
where the constants C1 and C2 can be determined with help of the boundary conditions.
4.1.1 Finite Difference Method
The FDM is a good starting point to demonstrate oscillations in dependence of the convection-
diffusion ratio and to motivate artificial diffusion as a help for stabilization. It is probably the
simplest numerical method to solve this problem and it is still closely related to the Bubnov-
Galerkin handling with the linear FEM. Assume c > 0, i.e. flow from left to right, and a regular
node distribution with ∆x = const as shown in Figure 5.
Two different difference formulas for the advection term are compared, while the diffusion term
is approximated with the same stencil in both cases:
advection term:
∂u
∂x
≈ ui+1 − ui−1
2∆x
(central) or
ui − ui−1
∆x
(upwind),
diffusion term:
∂2u
∂x2
≈ ui+1 − 2ui + ui−1
∆x2
(central).
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Figure 5: Regular point distribution and approximate solution u˜ in one dimension.
Results are displayed in Figure 6, each showing —for varying advection-diffusion ratios— the
exact solution and the two approximated solutions with central and upwind differencing on the
advective term. The element Peclet number Pe = c∆x2K is an important characteristic number for
the oscillations; for linear elements oscillations occur if Pe > 1.
It can be clearly seen that the upwind solutions do not show oscillations but introduce more
diffusion (the solutions are less steep than the exact solutions), whereas the central solutions show
severe oscillations with growing advection-diffusion ratios. Note that in the upper left figure, where
no oscillations occur, the center solution is even steeper than the exact solution. This fact gives
rise to the interpretation that center differences are under -diffusive whereas upwind differences are
over -diffusive. The exact solution is in-between the two approximations as long as no oscillations
occur. It can thus be concluded that the exact solution can be better approximated by adding
artificial diffusion to the center solution.
4.1.2 Modification of the Weak Form
The aim is now to introduce artificial diffusion in Bubnov-Galerkin methods, where one deals with
the weak form of a differential equation. The weak form of the advection-diffusion equation, after
an ansatz of the kind u˜ (x) = NT (x)u =
∑
NI (x)uI becomes∫
Ω
w
(
c
∂u˜
∂x
−K∂
2u˜
∂x2
)
dΩ = 0,
where w = N. Artificial diffusion K˜ is now introduced additionally to the physically existent
diffusion K: ∫
Ω
w
(
c
∂u˜
∂x
−
(
K + K˜
) ∂2u˜
∂x2
)
dΩ = 0[∫
Ω
cw
∂NT
∂x
− K˜w∂
2NT
∂x2
−Kw∂
2NT
∂x2
dΩ
]
u = 0[
c
∫
Ω
w
∂NT
∂x
dΩ+ K˜
∫
Ω
∂w
∂x
∂NT
∂x
dΩ+K
∫
Ω
∂w
∂x
∂NT
∂x
dΩ−K
∮
Γ
w
∂NT
∂x
dΓ
]
u = 0.
Note that in the last step, the divergence theorem (or: partial integration) has been applied,
leading to a boundary term only for the physical diffusion term and not for the artificial diffu-
sion term. This certain aspect becomes mathematically justified, by considering the stabilization
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Figure 6: Comparison of the monotone over-diffusive upwind solution with the under-diffusive and
—in convection dominated cases— oscillatory central solution and the exact solution.
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contribution only in element interiors, i.e.∫
Ω
w
(
c
∂u˜
∂x
−K∂
2u˜
∂x2
)
dΩ−
nel∑
e=1
∫
Ωe
w
(
K˜
∂2u˜
∂x2
)
dΩ = 0
instead of the above formulation, but then, the clear motivation as artificial diffusion becomes less
obvious. Rearranging the above multiplied out equation gives[
c
∫
Ω
(
w +
K˜
c
∂w
∂x
)
∂NT
∂x
dΩ+K
∫
Ω
∂w
∂x
∂NT
∂x
dΩ−K
∮
Γ
w
∂NT
∂x
dΓ
]
u = 0.
Comparing this with the weak form of the original problem without artificial diffusion,[
c
∫
Ω
w
∂NT
∂x
dΩ+K
∫
Ω
∂w
∂x
∂NT
∂x
dΩ−K
∮
Γ
w
∂NT
∂x
dΓ
]
u = 0
one can be interpret artificial diffusion as a modification of the weak form, such that the test
functions of the advective term becomes w + K˜c
∂w
∂x instead of only w. There are many ways
to construct numerical methods for this problem having ”optimal” solutions, i.e. having solu-
tions that are neither over- nor under-diffusive and approximate the exact solution very accurate
without any oscillations [20, 24, 38]. However, the appearance of source terms, generalization to
instationary and/or multi-dimensional problems gives very bad results [7]. The reason for this is
the inconsistency of the above equation: the exact solution will not satisfy the weak form of the
problem with artificial diffusion.
The SUPG, however, is a consistent method, which is part of the success of this method. The
modified test function of the advection term is applied to all terms of the weak form, leading to[
c
∫
Ω
(
w +
K˜
c
∂w
∂x
)
∂NT
∂x
dΩ+K
∫
Ω
∂
∂x
(
w +
K˜
c
∂w
∂x
)
∂NT
∂x
dΩ
−K
∮
Γ
(
w +
K˜
c
∂w
∂x
)
∂NT
∂x
dΓ
]
u = 0.
Re-application of partial integration gives
∫
Ω
(
w +
K˜
c
∂w
∂x
)(
c
∂u˜
∂x
−K∂
2u˜
∂x2
)
dΩ = 0,
where the consistency of the method becomes obvious. Note that instead of a Bubnov-Galerkin
method a Petrov-Galerkin method results with the test function w? = w + K˜c
∂w
∂x = w + τc
∂w
∂x ,
where τ = K˜c2 and w = N. Mathematically more correct one should again consider that in the
FEM, the stabilization is defined only in element interiors which gives a weak form of∫
Ω
w
(
c
∂u˜
∂x
−K∂
2u˜
∂x2
)
dΩ+
nel∑
e=1
∫
Ωe
τc
∂w
∂x
(
c
∂u˜
∂x
−K∂
2u˜
∂x2
)
dΩ = 0.
The question of how to choose the right amount of artificial diffusion K˜, which is totally
equivalent to find the right stabilization parameter τ , to obtain ”optimal” results is still open and
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is discussed in the following. Note that the interpretation of K˜ as artificial diffusion is not fully
correct after application of the modified test function of the advection term to all other terms,
however, it remains to be the main effect of the stabilization.
4.1.3 Weighting the Modification: Stabilization Parameter τ and the coth-Formula
With help of the exact solution, which is known for this simple model problem, it is possible to
determine the stabilization parameter τ in any way the ”optimal” approximation is desired. A
particularly useful choice for the ”optimality” of the approximation is to obtain the nodally exact
solution (which is in this case equivalent to minimizing the H1 seminorm of the solution error
u˜ − u [50], see subsection 4.1.9). In the following this ”optimal” choice for τ is determined, such
that the approximation coincides with the exact solutions at all nodes. Starting point is∫
Ω
w
(
c
∂u˜
∂x
−K∂
2u˜
∂x2
)
dΩ+
nel∑
e=1
∫
Ωe
τc
∂w
∂x
(
c
∂u˜
∂x
−K∂
2u˜
∂x2
)
dΩ = 0.
From this system of equations a certain equation for node I is extracted and the ansatz is applied[∫
Ω
wI
(
c
∂NT
∂x
−K∂
2NT
∂x2
)
dΩ+
nel∑
e=1
∫
Ωe
τIc
∂wI
∂x
(
c
∂NT
∂x
−K∂
2NT
∂x2
)
dΩ
]
u = 0.
The vector of ”unknown” values u is in fact known for this problem due to the exact solution
uex = C1e
c
K x + C2 =

C1e
c
K x1 + C2
C1e
c
K x2 + C2
...
C1e
c
K xn + C2
 ,
where xi are the node positions. Thus, equation I for τI can be rearranged:[
nel∑
e=1
∫
Ωe
τIc
∂wI
∂x
(
c
∂NT
∂x
−K∂
2NT
∂x2
)]
uex = −
[∫
Ω
wI
(
c
∂NT
∂x
−K∂
2NT
∂x2
)]
uex
⇒ τI = −
[∫
Ω
wI
(
c∂N
T
∂x −K ∂
2NT
∂x2
)]
uex[∑nel
e=1
∫
Ωe
c∂wI∂x
(
c∂N
T
∂x −K ∂
2NT
∂x2
)]
uex
= −
[
c
∫
Ω
wI
∂NT
∂x +K
∫
Ω
∂wI
∂x
∂NT
∂x −K
∮
Γ
wI
∂NT
∂x
]
uex[∑nel
e=1 c
2
∫
Ωe
∂wI
∂x
∂NT
∂x − cK
∫
Ωe
∂wI
∂x
∂2NT
∂x2
]
uex
.
This expression is still independent of the chosen FEM shape functions. In here, linear shape
functions are considered, consequently, the term
∫
Ωe
∂wI
∂x
∂2NT
∂x2 cancels out as
∂2NT
∂x2 = 0 in the
element interior and there is no point in shifting the derivative onto the test function. Note that
at this point it becomes important to have the stabilization in element interiors only, because
at the element boundaries, the second derivative is not zero, but the Dirac delta function! This
becomes clear from Figure 7.
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Figure 7: Difference between the integration over the whole linear shape function support and
the element interiors only. Note that
∫
Ω
NdΩ =
∑∫
Ωe
NdΩ and
∫
Ω
N,xdΩ =
∑∫
Ωe
N,xdΩ, but∫
Ω
N,xxdΩ 6=
∑∫
Ωe
N,xxdΩ.
Note also that wI = 0 at the element boundaries and consequently the boundary term in the
numerator cancels out, too:
τI = −
[
c
∫
Ω
wI
∂NT
∂x +K
∫
Ω
∂wI
∂x
∂NT
∂x
]
uex[∑nel
e=1 c
2
∫
Ωe
∂wI
∂x
∂NT
∂x
]
uex
= −
[
c
∫
Ω
wI
∂NT
∂x
]
uex[∑nel
e=1 c
2
∫
Ωe
∂wI
∂x
∂NT
∂x
]
uex
−
[
K
∫
Ω
∂wI
∂x
∂NT
∂x
]
uex[∑nel
e=1 c
2
∫
Ωe
∂wI
∂x
∂NT
∂x
]
uex
.
With
∫
Ω
wI
∂NT
∂x =
∑nel
e=1
∫
Ωe
wI
∂NT
∂x and
∫
Ω
∂wI
∂x
∂NT
∂x =
∑nel
e=1
∫
Ωe
∂wI
∂x
∂NT
∂x (but
∫
Ω
(
∂wI
∂x
∂2NT
∂x2
)
6=∑nel
e=1
∫
Ωe
∂wI
∂x
∂2NT
∂x2 , due to the negligence of the Dirac delta function contributions on the element
boundaries in case of the right hand side term, see Figure 7) follows
τI = −
[∫
Ω
wI
∂NT
∂x
]
uex[
c
∫
Ω
∂wI
∂x
∂NT
∂x
]
uex
− K
c2
.
One can evaluate these integrals explicitely for linear shape and test functions and a regular point
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distribution, which is exactly the situation plotted in Figure 5. The result is
τI = −
∫
Ω
[
· · · 0 wI ∂NI−1∂x wI ∂NI∂x wI ∂NI+1∂x 0 · · ·
]

...
uexI−1
uexI
uexI+1
...

c
∫
Ω
[
· · · 0 ∂wI∂x ∂NI−1∂x ∂wI∂x ∂NI∂x ∂wI∂x ∂NI+1∂x 0 · · ·
]

...
uexI−1
uexI
uexI+1
...

− K
c2
= −
[
· · · 0 − 12 0 12 0 · · ·
]

...
C1e
c
K xI−1 + C2
C1e
c
K xI + C2
C1e
c
K xI+1 + C2
...

c
[
· · · 0 − 1∆x 2∆x − 1∆x 0 · · ·
]

...
C1e
c
K xI−1 + C2
C1e
c
K xI + C2
C1e
c
K xI+1 + C2
...

− K
c2
= − −
1
2
(
C1e
c
K xI−1 + C2
)
+ 0
(
C1e
c
K xI + C2
)
+ 12
(
C1e
c
K xI+1 + C2
)
−c 1∆x
(
C1e
c
K xI−1 + C2
)
+ c 2∆x
(
C1e
c
K xI + C2
)− c 1∆x (C1e cK xI+1 + C2) − Kc2 .
A number of algebraic manipulations is possible to simplify this expression. The constant C1
can be canceled out from the fraction, C2 cancels out after a simple factorization due to − 12+ 12 = 0
and − 1∆x + 2∆x − 1∆x = 0. It remains
τI = − 12c
−e cK xI−1 + e cK xI+1
− 1∆xe
c
K xI−1 + 2∆xe
c
K xI − 1∆xe
c
K xI+1
− K
c2
= − 1
2c
−e cK (xI−∆x) + e cK (xI+∆x)
− 1∆xe
c
K (xI−∆x) + 2∆xe
c
K xI − 1∆xe
c
K (xI+∆x)
− K
c2
= −∆x
2c
e
c
K xI
(−e− cK∆x + e cK∆x)
e
c
K xI
(−e− cK∆x + 2− e cK∆x) − Kc2
=
∆x
2c
1
2
(
e
c
K∆x − e− cK∆x)
1
2
(
e
c
K∆x + e−
c
K∆x
)− 1 − Kc2
=
∆x
2c
sinh
(
c
K∆x
)
cosh
(
c
K∆x
)− 1 − Kc2 .
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Figure 8: Approximate solutions obtained with help of the coth-solution: The solution is free of
oscillations and nodally exact.
In the last step, the knowledge of sinh (a) = 12 (e
a − e−a) and cosh (a) = 12 (ea + e−a) has been
used. It requires a number of modifications to further reduce the remaining fraction, which is done
in the following auxiliary calculation:
sinh (a)
cosh (a)− 1 =
1
2 (e
a − e−a)
1
2 (e
a + e−a)− 1 =
ea − 1ea
ea + 1ea − 2
=
e2a
ea − 1ea
e2a
ea +
1
ea − 2e
a
ea
=
e2a − 1
e2a − 2ea + 1 =
(ea − 1) (ea + 1)
(ea − 1) (ea − 1) =
(ea + 1)
(ea − 1)
=
e
a
2
(
e
a
2 + e−
a
2
)
e
a
2
(
e
a
2 − e− a2 ) =
1
2
(
e
a
2 + e−
a
2
)
1
2
(
e
a
2 − e− a2 ) = cosh
(
a
2
)
sinh
(
a
2
)
= coth
(a
2
)
.
With this knowledge the final equation for τI becomes
τI =
∆x
2c
coth
(
c∆x
2K
)
− K
c2
=
∆x
2c
(
coth
(
c∆x
2K
)
− 2K
c∆x
)
.
The term c∆x2K can be identified with the well-known Peclet number, Pe =
c∆x
2K , consequently
τI =
∆x
2c
(
coth (Pe)− 1
Pe
)
.
With this definition of the stabilization parameter one obtains the nodally exact solution for
the one-dimensional advection-diffusion equation, approximated with linear FEM and a regular
node distribution. The success of this formulation can be seen from Figure 8. This definition of τ
has often be called ”optimal” in the literature [7, 20, 24, 38, ...].
One finds that this formula for τ has the following important properties:
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• It is totally independent of C1 and C2, i.e. of the boundary conditions.
• It depends on the relative positions of the two neighboring nodes only. Neither are the
absolute positions of any nodes of importance nor the relative positions of any other than
the neighboring nodes.
In this paper these properties of a stabilization criterion are called local. Any formula depending
on boundary conditions and/or on the positions of all nodes is called global.
4.1.4 Different Ways to Obtain the coth-Formula
There are also other possibilities to obtain the coth-formula of the previous subsection.
Analytical solution of a difference equation One way is to solve the resulting difference
equation analytically and then setting it equal to the analytical solution of the differential equa-
tion, i.e. the advection-diffusion equation. This approach is the origin of the coth-formula and is
mentioned in [8, 20, 24, 38]. The deduction is outlined in the following.
The resulting difference equation for all nodes of the stabilized weak form∫
Ω
w
(
c
∂u˜
∂x
−K∂
2u˜
∂x2
)
dΩ+
nel∑
e=1
∫
Ωe
τc
∂w
∂x
(
c
∂u˜
∂x
−K∂
2u˜
∂x2
)
dΩ = 0
is (
−1
2
c− K
∆x
− τI c
2
∆x
)
ui−1 +
(
2
K
∆x
+ 2τI
c2
∆x
)
ui+(
1
2
c− K
∆x
− τI c
2
∆x
)
ui+1 = 0
in case of linear FEMwith a regular node distribution and evaluated integrals (note that
∑nel
e=1
∫
Ωe
τcK ∂w∂x
∂2u˜
∂x2 =
0). This difference equation can be solved analytically by choosing an ansatz of un = Cρn. Then,
un−1 = Cρn−1 and un+1 = Cρn+1 and a quadratic characteristic polynomial arises. Solving this
polynomial for the eigenvalues ρ1 and ρ2 gives
ρ1 =
− 12c− K∆x − τI c
2
∆x
1
2c− K∆x − τI c
2
∆x
ρ2 = 1
and the analytical solution for the difference equation immediately follows as
un = C1ρn1 + C2ρ
n
2 = C1
(
− 12c− K∆x − τI c
2
∆x
1
2c− K∆x − τI c
2
∆x
)n
+ C2.
Equating this with the exact solution un = C1e
c
K xn + C2 = C1e
c
K (n·∆x) + C2, canceling the
constants C1 and C2, and taking the n-th root of the equation gives
− 12c− K∆x − τI c
2
∆x
1
2c− K∆x − τI c
2
∆x
= e
c
K∆x.
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Isolating τI leads to
τI =
− 12c
(
1 + e
c
K∆x
)− K∆x (1− e cK∆x)
c2
∆x
(
1− e cK∆x)
=
∆x
2c
(
e
c
K∆x + 1
)(
e
c
K∆x − 1) − Kc2 .
Due to coth (a) = e
2a+1
e2a−1 and Pe =
c∆x
2K , it follows directly that
τI =
∆x
2c
(
coth (Pe)− 1
Pe
)
.
Note that for this deduction of the coth-formula the solution of a characteristic polynomial of
order k − 1 was necessary, where k is the ”bandwidth” of the equation. In this case, k = 3 and
the terms ui−1, ui and ui+1 are present. For higher-order FEM, k increases, e.g. for quadratic
polynomials k = 5, including the additional terms ui−2 and ui+2. Then, a deduction of an optimal
τI -formula can not be found conveniently taking this way, because the characteristic polynomial
is of order 4.
Taylor series expansion This alternative obtains the coth-formula via a Taylor series expan-
sion. Rearrange the above difference equation, such that
c
(
−1
2
ui−1 +
1
2
ui+1
)
+
K
∆x
(−ui−1 + 2ui − ui+1)+
τI
c2
∆x
(−ui−1 + 2ui − ui+1) = 0
and insert the following Taylor series expansions for ui−1 and ui+1
ui−1 = ui −∆x∂ui
∂x
+
∆x2
2!
∂2ui
∂x2
− ∆x
2
3!
∂3ui
∂x3
+ . . .
ui+1 = ui +∆x
∂ui
∂x
+
∆x2
2!
∂2ui
∂x2
+
∆x2
3!
∂3ui
∂x3
+ . . . .
This leads to
c
[
−1
2
(
ui −∆x∂ui
∂x
+
∆x2
2!
∂2ui
∂x2
− . . .
)
+
1
2
(
ui +∆x
∂ui
∂x
+
∆x2
2!
∂2ui
∂x2
+ . . .
)]
(
K
∆x
+ τI
c2
∆x
)[
−
(
ui −∆x∂ui
∂x
+
∆x2
2!
∂2ui
∂x2
− . . .
)
+ 2ui
−
(
ui +∆x
∂ui
∂x
+
∆x2
2!
∂2ui
∂x2
+ . . .
)]
= 0.
With knowledge of the exact solution ui = C1ec/Kxi +C2 and ∂
nui
∂xn = C1
(
c
K
)n
ec/Kxi this expres-
sion becomes after a number of manipulations
c
[
sinh
(
c∆x
K
)]
− 2
∆x
(
K + τIc2
) [
cosh
(
c∆x
K
)
− 1
]
= 0.
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Rearranging for τI gives the desired result
τI =
∆x
2c
sinh
(
c∆x
K
)
cosh
(
c∆x
K
)− 1 − Kc2
=
...
=
∆x
2c
(
coth (Pe)− 1
Pe
)
,
where the last steps have already been shown in the previous subsection.
We summarize the different ways to obtain the well-known coth-formula:
1. Solve the resulting difference equation, defined by the weak form of the problem, exactly and
obtain τI with knowledge of the exact solution of the differential equation at xi. Therefore,
the characteristic polynomial has to be solved which is only possible (convenient) for linear
FEM, because then the polynomial is only of second order.
2. Make a Taylor series analysis of the difference equation. The result is obtained using the
knowledge of the exact solution and its derivatives at xi. This approach is applicable to
any difference equation, i.e. it can also be used to obtain nodally exact solutions also for
higher-order interpolations. However, the deduction is rather lengthy due to the Taylor
series expansion.
3. Use the approach from the previous subsection, i.e. the knowledge of the exact solution at all
nodes (. . . , xi−1, xi, xi+1, . . .).This approach is also applicable to higher-order interpolations,
and the nodally exact stabilization parameters τI are obtained in a very simple way. See
subsection 4.1.8 for the determination of the nodally exact τI for quadratic elements.
4.1.5 τ for Irregular Node Distributions
The well-known optimal coth-formula for the stabilization parameter only leads to nodally exact
approximations in case of regular node distributions, i.e. ∆x is constant. However, one can also
deduce a formula for irregular node distributions. Consider the element situation of Figure 5, but
with ∆xl = xi − xi−1 and ∆xr = xi+1 − xi and ∆xl 6= ∆xr. Then the result of the integration
becomes ∫
Ω
wi
∂NT
∂x
dΩ =
[
· · · − 12 0 12 · · ·
]
,∫
Ω
∂wi
∂x
∂NT
∂x
dΩ =
[
· · · − 1∆xl 1∆xl + 1∆xr − 1∆xr · · ·
]
.
The same procedure from above can be applied then, finally leading to the following expression
for τI :
τI =
1
2c
e
c
K∆xr − e− cK∆xl
1
∆xl
e−
c
K∆xl −
(
1
∆xl
+ 1∆xr
)
+ 1∆xr e
c
K∆xr
− K
c2
.
Setting ∆x = ∆xl = ∆xr will enable a number of simplifications leading to the coth-formula of
subsection 4.1.3. It can be seen that also for irregular point distributions the stabilization formula
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Figure 9: Difference between the typical element integration of the FEM and line-by-line integra-
tion. There is no assembly of the system of equations in the latter.
has a local character, as it is independent of boundary conditions and any node positions except
the neighboring nodes.
4.1.6 Element vs. Nodal Stabilization
Up to this moment the stabilization parameter τ has been computed for each equation of the
system of equations. Each equation refers to a certain node. Therefore, this stabilization is called
nodal stabilization and the stabilization parameter is labeled τI . In practice, for the FEM, often
an element stabilization is preferred, the stabilization parameter is then labeled τe. This is due
to the fact that in the FEM one builds the system of equations more efficiently by assembling
element matrices rather than integrating the whole system line by line. These different method-
ologies —both leading to the same systems of equations in the absence of stabilization terms—
are symbolically depicted in Figure 9 to intuitively clarify this aspect.
Note that as a consequence, in FEM one prefers element stabilization whereas in MMs, where
no elements are existent, nodal stabilization must be taken.
For the concrete problem of solving the 1D advection-diffusion equation with linear FEM one
finds the following difference of the stabilization term between nodal and element stabilization
nel∑
e=1
∫
Ωe
τIc
2 ∂wI
∂x
∂NT
∂x
dΩ = τIc2
[
· · · − 1∆xl 1∆xl + 1∆xr − 1∆xr · · ·
]
,
nel∑
e=1
∫
Ωe
τec
2 ∂wI
∂x
∂NT
∂x
dΩ = c2
[
· · · − τe,l∆xl
τe,l
∆xl
+ τe,r∆xr −
τe,r
∆xr
· · ·
]
,
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where τe,l and τe,r are the element stabilization parameters of the left and the right element of
node I. The following formula is taken for the computation of the element stabilization parameters
τe =
∆xe
2c
(
coth
(
c∆xe
2K
)
− 2K
c∆xe
)
=
∆xe
2c
(
coth (Pee)− 1
Pee
)
,
which is the one derived in subsection 4.1.3 for the nodal stabilization parameter τI . Clearly, in
case of regular point distributions (∆x = const), element and nodal stabilization become identical,
because then τI = τe,l = τe,r. But for irregular node distributions it is impossible to obtain
nodally exact results with element stabilization, because then the information of the relative up-
and downstream positions of the neighboring nodes is needed and this cannot be obtained from
only one element. Then, only nodal stabilization with τI from subsection 4.1.5 can give nodally
exact approximations.
4.1.7 The Role of the Downstream Node
The resulting formulas for the stabilization parameters of the previous subsections are rather
complicated. Simplifications, to extract the most important characteristics, are possible with help
of estimates. In the following, it is assumed that the problem is convection-dominated, c  K.
Also assume c∆x K (equivalently: Pe 1), because otherwise, the mesh would be fine enough
so that stabilization would not be needed.
With these assumptions the following estimate for the coth-formula of subsection 4.1.3 holds
τI =
∆x
2c
(
coth (Pe)− 1
Pe
)
≈ ∆x
2c
(1− 0)
≈ ∆x
2c
.
For the formula of subsection 4.1.5 for irregular node distributions
τI =
1
2c
e
c
K∆xr − e− cK∆xl
1
∆xl
e−
c
K∆xl −
(
1
∆xl
+ 1∆xr
)
+ 1∆xr e
c
K∆xr
− K
c2
,
one can estimate e−
c
K∆xl ≈ 0, as well as Kc2 ≈ 0 and e
c
K∆xl/r  1∆xl/r , hence
τI ≈ 12c
e
c
K∆xr
1
∆xr
e
c
K∆xr
≈ ∆xr
2c
.
Thus, the stabilization relies most importantly on the downstream node. In cases, where stabiliza-
tion is needed, the distance of the downstream node is of high importance, whereas the upstream
node plays almost no role. Although the nodally exact solution cannot be obtained after these
simplifications, the stabilization based only on the downstream node is still very successful.
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The situation for element stabilization —in regular or irregular node distributions— can be
estimated as follows
τe =
∆xe
2c
(
coth (Pee)− 1
Pee
)
=
∆xe
2c
.
The contribution of the stabilization terms to the overall system matrix with element and nodal
stabilization are compared using the estimated results:
nel∑∫
Ωe
τIc
2 ∂wI
∂x
∂NT
∂x
dΩ =
1
2
c
[
· · · −∆xr∆xl ∆xr∆xl + ∆xr∆xr −∆xr∆xr · · ·
]
=
1
2
c
[
· · · −∆xr∆xl ∆xr∆xl + 1 −1 · · ·
]
,
nel∑∫
Ωe
τec
2 ∂wI
∂x
∂NT
∂x
dΩ =
1
2
c
[
· · · −∆xl∆xl ∆xl∆xl + ∆xr∆xr −∆xr∆xr · · ·
]
=
1
2
c
[
· · · −1 2 −1 · · ·
]
.
Again, with ∆xl = ∆xr the equality of nodal and element stabilization becomes obvious. However,
with ∆xl 6= ∆xr only the entry −1 of the stabilization term which belongs to the downstream
node is equal for both stabilizations. They are different for the node itself and for the upstream
node.
Remark 1 Although element stabilization cannot be deduced in a mathematically consistent
way from nodal stabilization —especially not in multi-dimensional cases as shown in subsection
4.2—, results are also very satisfactory. We believe that this stems from the fact that the relevant
downstream node is stabilized ”correctly”, i.e. this node is stabilized equally with nodal and
element stabilization in case of the estimated results for the stabilization parameter. The fact
that other entries of the stabilization term matrix do not agree, seems to be of less importance.
This aspect is confirmed with later results.
4.1.8 τ for Quadratic Elements
In this section it is shown that it is also possible to obtain optimal stabilization parameters τ to
obtain nodally exact solutions with quadratic elements (and any other). Only an outline of the
deduction is given, the procedure is exactly the same as in subsection 4.1.3 for linear elements.
Again, a regular node distribution is assumed. Starting point is
τI = −
[
c
∫
Ω
wI
∂NT
∂x +K
∫
Ω
∂wI
∂x
∂NT
∂x −K
∮
Γ
wI
∂NT
∂x
]
uex[∑nel
e=1 c
2
∫
Ωe
∂wI
∂x
∂NT
∂x − cK
∫
Ωe
∂wI
∂x
∂2NT
∂x2
]
uex
,
which was an intermediate result of subsection 4.1.3. Note that for quadratic elements the system
of equations has two different difference equations instead of only one for linear elements, see
Figure 10. This is because there are 3 × 3 element matrices and there is one difference equation
Ia which has a 5 node stencil and another Ib with gives a three node stencil only. Clearly, each of
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Figure 10: Comparison of different matrix structures for a) linear and b) quadratic elements. One
can see that in case of quadratic elements two different difference stencils Ia and Ib arise (for a
regular node distribution), whereas linear elements have only one difference stencil I, being the
same for all nodes.
the two equations requires an individual τ .
Evaluating the above expression for equation Ia and inserting the exact solution evaluated at
the nodes uex leads to
τIa = −
(
c
[
. . . 1
6 − 23 0 23 − 16 . . .
]
+ K∆x
[
. . . 1
3 − 83 143 − 83 13 . . .
])
uex(
c2
∆x
[
. . . 1
3 − 83 143 − 83 13 . . .
]
− cK∆x2
[
. . . 4 −8 0 8 −4 . . .
])
uex
=
...
=
∆x
2c
2
3 sinh (2Pe)− 83 sinh (Pe)− 1Pe
[
2
3 cosh (2Pe)− 163 cosh (Pe) + 143
]
2
3 cosh (2Pe)− 163 cosh (Pe) + 143 − 1Pe [−4 sinh (2Pe) + 8 sinh (Pe)]
.
The same can be done for equation Ib
τIb = −
(
c
[
. . . − 23 0 23 . . .
]
+ K∆x
[
. . . − 83 163 − 83 . . .
])
uex(
c2
∆x
[
. . . − 83 163 − 83 . . .
]
− cK∆x2
[
. . . 0 0 0 . . .
])
uex
=
...
=
∆x
2c
− 83 sinh (Pe)− 1Pe
[− 163 cosh (Pe) + 163 ]
− 163 cosh (Pe) + 163
.
Applying these two τI definitions leads to nodally exact solutions as can be seen from the
left part of Figure 11. In the right part the two definitions are compared with the coth-version
for linear FEM. Most importantly, it is found that there are two different limits of τIa and τIb .
Consequently, choosing only one τ for the stabilization seems inadequate.
Some conclusions for element stabilization with τe are possible. Having one τe for each element
matrix does also not consider the two different limits of the two different types Ia and Ib of
equations. However, in practice, this is still standard, see e.g. [50], where it is pointed out that
for quadratic elements τe may be multiplied by one half. Looking at the two limits in Figure 11,
it becomes clear, why this particular value may be chosen. However, a treatment of the element
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Figure 11: a) Nodally exact results with quadratic elements. b) Comparison of the different
τ = ∆x2c ω versions of linear and quadratic elements. The limits for Pe −→ ∞ are different for τIa
and τIb .
equations as
standard: τe
 × × ×× × ×
× × ×
 proposed:

τea
(
× × ×
)
τeb
(
× × ×
)
τea
(
× × ×
)

seems more adequately, because then the different limits can be considered respectively. The ad-
vantage of this proposal can also be verified with numerical experiments. τea and τeb are chosen
equivalently to τIa and τIb by replacing ∆x and Pe with the corresponding element numbers. This
gives in case of a regular node distribution also for element stabilization nodally exact values. To
the authors knowledge, this is the first nodally exact scheme (using standard element stabiliza-
tion) which is directly applicable for higher order elements. Generalization to other higher-order
elements in one dimension is straightforward. Clearly, only for nodal exactness a choice of τea and
τeb according to the above complicated formulas is necessary. But an obvious simplification would
be to choose
τea =
∆xe
2c
(
coth
(
c∆xe
2K
)
− 2K
c∆xe
)
τeb =
1
2
τea ,
which approximates the exact τea and τeb reasonably taking into account the different limits.
Thus, it can be seen that one can find some valuable proposals from nodal stabilization for
element stabilization.
4.1.9 Minimization of Norms
It may seem arbitrary to call the stabilization parameter τI ”optimal” when the approximation
finds the nodally exact solution. The quality of an approximation is usually measured by norms.
It depends on the choice of a particular norm whether one may call an approximation ”optimal”
or not.
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Let us try to find the ”optimal” stabilization parameter τI with respect to the approximation
error in the L2 norm
‖u˜− u‖L2 −→ min.
Inserting the ansatz u˜ = NTu and differentiating for u leads to the following system of equations∫
Ω
NNT dΩu =
∫
Ω
NuexdΩ
ML2u = b.
Consequently, to compute the ”optimal” stabilization parameter τI with respect to the L2
norm, u = M−1L2b has to be inserted in the expression for τI (instead of u = u
ex for the nodally
exact solution). Then, due to the matrix ML2 , the resulting expression depends on the position
of all nodes, instead of only the neighboring nodes.
The conclusion is that determining ”optimal” τI with respect to certain norms leads in general
to a global stabilization criterion, whereas an ”optimal” τI leading to a nodally exact solution
leads only to a local stabilization criterion.
One may ask, which particular norm is minimized in case of a nodally exact solution? For
general interpolations, this question may not be answered, but in case of linear FEM, the H1
seminorm gives exactly the desired result. It follows that∫
Ω
∂N
∂x
∂NT
∂x
dΩu =
∫
Ω
∂N
∂x
uexdΩ
and the nodally exact solution uex is the result. Then, the deduction of τ presented in subsection
4.1.3 does not change and leads for a regular node distribution to the coth-formula.
4.2 Two-dimensional Advection-Diffusion Equation
4.2.1 Modification of the Weak Form
The 2D advection-diffusion equation is considered in the following to extract important features
for multi-dimensional problems. In strong form the equation is
ci
∂u
∂xi
−Kij ∂
2u
∂xi∂xj
= 0,
where the summation convention has been used with i, j ≤ 2. Boundary conditions are not
considered for simplicity. Analogously to subsection 4.1.2 artificial diffusion K˜ is introduced at
this step. The important feature of the SUPG stabilization is that it introduces artificial diffusion
only in streamline direction. Perpendicular to the flow direction no diffusion will be added. This
property is realized with an artificial diffusion tensor K˜ij defined as
K˜ij = K˜
cicj
ckck
.
Remark 2 It is not trivial to realize that this structure gives the desired result. Therefore,
a two-dimensional example is considered here, with an advection direction of tanα = cx/cy as
shown in Figure 12a). Artificial diffusion shall be introduced in streamline direction only, hence
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K˜ξη =
(
K˜ 0
0 0
)
. To obtain the artificial diffusion tensor in the xy-coordinate system a standard
tensor transformation is applied, i.e.
K˜ij = K˜xy = TT K˜ξηT with T =
(
cosα sinα
− sinα cosα
)
= K˜
(
cos2 α sinα cosα
cosα sinα sin2 α
)
=
K˜
c2x + c2y
(
c2x cxcy
cycx c
2
y
)
= K˜
cicj
ckck
with i, j, k ≤ nsd = 2.
The weak form of the problem becomes ∫
Ω
w
(
ci
∂u˜
∂xi
−
(
Kij + K˜ij
) ∂2u˜
∂xi∂xj
)
dΩ = 0[∫
Ω
ciw
∂NT
∂xi
− K˜ijw ∂
2NT
∂xi∂xj
−Kijw ∂
2NT
∂xi∂xj
dΩ
]
u = 0[∫
Ω
ciw
∂NT
∂xi
dΩ+
∫
Ω
K˜ij
∂w
∂xj
∂NT
∂xi
dΩ+
∫
Ω
Kij
∂w
∂xj
∂NT
∂xi
dΩ−
∮
Γ
Kijw
∂NT
∂xi
njdΓ
]
u = 0.
In the last step, the divergence theorem is applied on the second order terms. The same remarks
from section 4.1 about the negligence of the artificial diffusion boundary term and the effect only
in the element interiors apply here as well.
Factorizing the first two terms and inserting the definition of K˜ij gives[∫
Ω
(
ciw + K˜ij
∂w
∂xj
)(
∂NT
∂xi
)
dΩ+ . . .
]
u = 0[∫
Ω
(
ciw + K˜
cicj
ckck
∂w
∂xj
)(
∂NT
∂xi
)
dΩ+ . . .
]
u = 0[∫
Ω
(
w +
K˜
ckck
cj
∂w
∂xj
)(
ci
∂NT
∂xi
)
dΩ+ . . .
]
u = 0[∫
Ω
(
w + τcj
∂w
∂xj
)(
ci
∂NT
∂xi
)
dΩ+ . . .
]
u = 0.
Note that the summation convention is also applied to indices which occur more often than twice.
The term K˜ckck is renamed with the stabilization parameter τ . Again, the artificial diffusion tensor
can be interpreted as a modification of the test function of the advection term. Prescribing
consistency of the weak form requires the modification of all other test function as well, hence[∫
Ω
(
w + τcj
∂w
∂xj
)
ci
∂NT
∂xi
dΩ+
∫
Ω
Kij
∂
∂xj
(
w + τcj
∂w
∂xj
)
∂NT
∂xi
dΩ
−
∮
Γ
Kij
(
w + τcj
∂w
∂xj
)
∂NT
∂xi
njdΓ
]
u = 0.
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Re-application of the divergence theorem finally gives∫
Ω
(
w + τcj
∂w
∂xj
)(
ci
∂u˜
∂xi
−Kij ∂
2u˜
∂xi∂xj
)
dΩ = 0.
This is the SUPG stabilized weak form of the advection-diffusion equation (which also holds for
the 3D case where i, j ≤ 3). More precisely, considering the effect of the stabilizing terms only in
the element interiors,∫
Ω
w
(
ci
∂u˜
∂xi
−Kij ∂
2u˜
∂xi∂xj
)
dΩ+
nel∑
e=1
∫
Ωe
(
τcj
∂w
∂xj
)(
ci
∂u˜
∂xi
−Kij ∂
2u˜
∂xi∂xj
)
dΩ = 0.
4.2.2 Weighting the Modification: Stabilization Parameter τ
The deduction of the modification of the weak form from the previous subsection was done for
multi-dimensions and arbitrary constant diffusion tensors Kij . The determination of τ is done for
the 2D case with Kij = Kδij only. The strong and stabilized weak form become
cx
∂u
∂x
+ cy
∂u
∂y
−K∂
2u
∂x2
−K∂
2u
∂y2
= 0,∫
Ω
w
(
cx
∂u˜
∂x
+ cy
∂u˜
∂y
−K∂
2u˜
∂x2
−K∂
2u˜
∂y2
)
dΩ+
nel∑
e=1
∫
Ωe
τ
(
cx
∂w
∂x
+ cy
∂w
∂y
)(
cx
∂u˜
∂x
+ cy
∂u˜
∂y
−K∂
2u˜
∂x2
−K∂
2u˜
∂y2
)
dΩ = 0.
With the same methodology of subsection 4.1.3 the stabilization parameter is computed in the
following. Assume, the boundary conditions allow the exact solution to be of the kind
uex (x, y) = C1e
cx
K u+
cy
K v + C2.
Then, for nodally exact solutions, the formula for the nodal stabilization parameter τI becomes
τI = −
[∫
Ω
wI
(
cx
∂NT
∂x + cy
∂NT
∂y −K ∂
2NT
∂x2 −K ∂
2NT
∂y2
)
dΩ
]
uex[∑nel
e=1
∫
Ωe
(
cx
∂wI
∂x + cy
∂wI
∂y
)(
cx
∂NT
∂x + cy
∂NT
∂y −K ∂
2NT
∂x2 −K ∂
2NT
∂y2
)
dΩ
]
uex
.
The diffusion terms in the denominator cancel out for linear FEM, whereas in the nominator the
divergence theorem is applied to these terms:
τI = −
[∫
Ω
cxwI
∂NT
∂x + cywI
∂NT
∂y +K
∂wI
∂x
∂NT
∂x +K
∂wI
∂y
∂NT
∂y dΩ
]
uex[∑nel
e=1
∫
Ωe
c2x
∂wI
∂x
∂NT
∂x + cxcy
∂wI
∂x
∂NT
∂y + cycx
∂wI
∂y
∂NT
∂x + c
2
y
∂wI
∂y
∂NT
∂y dΩ
]
uex
.
Evaluating this expression for each node results in nodally exact approximations.
A rotation of the coordinate system, where the main direction ξ is rotated in streamline
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Figure 12: a) Shift of the coordinate system in streamline direction, b) distances in streamline
direction ∆ξi between nodes i and node I.
direction as shown in Figure 12a) gives
τI = −
[∫
Ω
cξwI
∂NT
∂ξ +K
∂wI
∂ξ
∂NT
∂ξ +K
∂wI
∂η
∂NT
∂η dΩ
]
uex,ξη[∑nel
e=1
∫
Ωe
c2ξ
∂wI
∂ξ
∂NT
∂ξ dΩ
]
uex,ξη
,
with cξ =
√
c2x + c2y and cη = 0. Also u
ex has been transformed into the new coordinate system,
leading to uex,ξη, which is defined as
uex,ξη = C1e
cξ
K ξ + C2,
where ξ is the distance of the nodes in streamline direction. This becomes clear from Figure 12b).
Note that the obtained expression for τI is almost identical with the one-dimensional case.
The only term, which does not rely on dimension ξ is the diffusion term K ∂wI∂η
∂NT
∂η , but with
the assumption of advection-domination, it can be neglected. It can be seen that this equation
is only dependent on the relative distances ∆ξ of the nodes around node I, i.e. nodes that are
inside the same elements than node I. Only then, the evaluation of the scalar products in the
nominator and denominator of the τI -formula lead to non-zero contributions. Note that in the 1D
case, the neighboring nodes with a contribution to the scalar product are only the left and right
node of node I. This can be seen from Figure 13. Therefore, it is clear that the reduction to the
well-known coth-formula is not possible in this 2D case.
4.2.3 Element vs. Nodal Stabilization
In practice, for the stabilization of the 2D advection-diffusion equation —and other differential
equations— with FEM, element stabilization is preferred over nodal stabilization. It is defined for
this 2D case as
τe =
he
2cξ
(
coth
(
cξhe
2K
)
− 2K
cξhe
)
,
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Figure 13: The large nodes contribute to the scalar products in the τI -formulas in one and two
dimensions (for linear FEM).
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Figure 14: Element length he of a triangular element.
he = 2
(
ne∑
α
∣∣∣∣ cicξ ∂Nα∂xi
∣∣∣∣
)−1
,
cξ = ‖ci‖ =
√∑
i
c2i .
The parameter he can be interpreted as the element length in streamline direction as can be seen
in Figure 14. Thus, in multi-dimensions, the stabilization of elements is still closely related to the
one-dimensional case.
4.2.4 Relevant Downstream Node
It turns out that for the assumption of advection-domination and ”coarse” meshes, i.e. for cases
when stabilization is required, the scalar products of the τI -formula of subsection 4.2.2 are domi-
nated by a certain node. The contribution to the scalar product of this node is much larger than
all the other influences, hence τI relies most importantly on it. This node J can be identified
by ∆ξJ > ∆ξi ∀i ∈ QI , i 6= J , with QI being the set of all nodes that are inside the same
elements than node I. That means node J is the neighboring node with the maximum distance
in downstream direction from node I. The reason why this node dominates the scalar product is
because
e
cξ
K ∆ξJ  e
cξ
K ∆ξi , ∀i ∈ QI , i 6= J
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Figure 15: Element situation around node I. The integrals of the elements belonging to the
relevant downstream node J can be evaluated to obtain an estimate for τI .
also for ∆ξJ being only slightly larger than other ∆ξi, because
cξ
K is large. It is also obvious that
in the rare case where n nodes have the same maximum distance from node I, then n terms of the
scalar product are relevant. Node J is called relevant downstream node. Assuming there exists
such a node, τI can be estimated as
τI ≈ −
∫
Ω
cξwI
∂NJ
∂ξ +K
∂wI
∂ξ
∂NJ
∂ξ +K
∂wI
∂η
∂NJ
∂η dΩ∑nel
e=1
∫
Ωe
c2ξ
∂wI
∂ξ
∂NJ
∂ξ dΩ
≈ −
∫
Ω
wI
∂NJ
∂ξ dΩ
cξ
∫
Ω
∂wI
∂ξ
∂NJ
∂ξ dΩ
.
This integration can be evaluated by considering an element situation as shown in Figure 15:
τI = − 1
cξ
∫
Ωe,1
wI
∂NJ
∂ξ dΩ+
∫
Ωe,2
wI
∂NJ
∂ξ dΩ∫
Ωe,1
∂wI
∂ξ
∂NJ
∂ξ dΩ+
∫
Ωe,2
∂wI
∂ξ
∂NJ
∂ξ dΩ
= − 1
cξ
1
3A1
1
he,1
+ 13A2
b
he,2
−A1 ahe,1 1he,1 −A2 1he,2 bhe,2
.
When comparing nodal and element stabilization, there is —in contrast to the 1D situation—
no way to obtain equality between the resulting final equations I. For nodal stabilization, there
is only one τI for the whole equation I. But there is no element situation with the same element
stabilization parameter τe for all elements surrounding node I (and which, in addition, equals
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Figure 16: For a triangular mesh as shown in a) very good results can be expected for a flow
direction of α = 26.565 or α = 63.435, because then A1 = A2, he,1 = he,2, a = wI (Pa) = 1/2 and
b = NJ (Pb) = 1/2, hence τe,1 = τe,2 = τI for large advection-diffusion ratios.
τI). However, note that the stabilization parameter τI is related to the element stabilization
parameter τe for the element containing the relevant downstream node J . The estimates for the
element stabilization parameters containing the relevant downstream node J are
τe,1 =
he,1
2cξ
τe,2 =
he,2
2cξ
.
Remark 3 It is possible to construct a particular element and flow situation, where τe,1 =
τe,2 = τI , i.e. where the nodal stabilization parameter equals the element stabilization parameters
belonging to the element containing the relevant downstream node. The matrix entry (I, J) of the
stabilization matrix is then equal in both cases. For this element situation he,1 = he,2, A1 = A2,
a = b = 1/2 is required, then it is obvious that τe,1 = τe,2 = τI . In Figure 16 such an element and
flow situation is shown. τe,1, τe,2 and τI can be calculated as
√
5
16 /cξ for this situation.
Remark 4 Assuming that the stabilization of the relevant downstream node is of highest
importance, then it may be predicted that using the element mesh as in Figure 16a) particularly
good results can be obtained for a flow direction of α = arctan (0.5) = 26.565 and α = 90 −
arctan (0.5) = 63.435. Figure 17 proves that this assumption is correct. In this figure, the nodal
error norm ε =
√∑n
i=1 (u˜i − u (xi))2 is plotted in dependence of the flow direction. It can be
seen that for growing advection-diffusion ratios a clear minimum can be found converging to the
predicted flow directions.
Consequently, the stabilization of the relevant downstream node for convection-dominated
cases is of high importance, whereas the other nodes are not so important. This is the reason why
element stabilization works so successful although it can not be motivated mathematically from
the nodal stabilization.
4.3 Non-linear Model Equations
In the previous subsections it was shown how to prevent oscillatory solutions of the linear advection-
diffusion equation, with help of stabilized weak forms. The idea to add artificial diffusion to the
problem and to maintain consistency leads for all differential equations to a modification of the
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Figure 17: Dependence of the nodal error norm on the flow direction α. For growing advection-
diffusion ratios and a flow direction of α = 26.565 or α = 63.435 the element stabilization of the
elements belonging to the relevant downstream node comes closer to the optimal nodal stabiliza-
tion, leading to super-convergence.
weak form of the kind ∫
Ω
(w + τLadvw) (Lu˜− f) dΩ = 0.
However, the deduction of the stabilization parameters τ has been performed with the knowl-
edge of the exact solution of the advection-diffusion equation and is therefore problem-specific. For
other differential equations the optimal stabilization parameter leading to nodally exact solutions
is different depending on their exact solution.
In the following, the stabilization parameter shall be deduced for the one-dimensional non-
linear Burgers equation. Strong form and SUPG-stabilized weak form are
u
∂u
∂x
−K∂
2u
∂x2
= 0,∫
Ω
w
(
u˜
∂u˜
∂x
−K∂
2u˜
∂x2
)
dΩ+
nel∑
e=1
∫
Ωe
τ
(
u˜
∂w
∂x
)(
u˜
∂u˜
∂x
−K∂
2u˜
∂x2
)
dΩ = 0.
The exact solution is known as
u (x) = −2KC1 e
2C1x − C2
e2C1x + C2
.
Calculating the nodally exact stabilization parameter τI for this solution in case of a regular
node distribution —analogously to subsection 4.1.3— and linear FEM gives after a large number
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of modifications
τI = −
∫
Ω
wI
(
u˜∂u˜∂x −K ∂
2u˜
∂x2
)
dΩ∑nel
e=1
∫
Ωe
(
u˜∂wI∂x
) (
u˜∂u˜∂x −K ∂
2u˜
∂x2
)
dΩ
=
...
= −1
6
∆x
e2C1x − C2
e2C1x + C2
coth (C1∆x)−K.
Note that this nodally exact stabilization parameter still depends on the constants C1 and C2.
Thus, in contrast to the linear advection-diffusion case, there is a dependency of τI on the boundary
conditions and the criterion is consequently global, instead of local. This can also be shown for
the multi-dimensional Burgers equation.
The situation is even worse for differential equations where no exact solution is in general
known, i.e. for the Navier-Stokes equations and many others. Then, there is obviously no way to
obtain formulas for τ that result in the nodally exact solution.
We conclude that the advection-diffusion equation was a particularly well-suited model equa-
tion for the stabilization parameter, because one obtains a local stabilization criterion. In general,
this cannot be found for other differential equations. Therefore, in practice, one uses very success-
fully the same stabilization formulas, which were obtained for the advection-diffusion equations,
for the stabilization of any other differential equations that may show oscillatory behavior. One
can only expect that this works satisfactory if it is locally justified to approximate the non-linear
situation with the linear advection-diffusion equation.
4.4 Instationary Model Equations
At the beginning of this section it became apparent that first order advective terms require sta-
bilization. First order derivatives, however, do not only occur in convective terms, but also in
time-dependent terms ∂u∂t of instationary problems. Then, in general the same considerations as
for advective terms have to be made for the time term. Looking at the 2D stationary advection
equation with its stabilized weak form
cx
∂u
∂x
+ cy
∂u
∂y
= 0,
∫
Ω
[
w + τ
(
cx
∂w
∂x
+ cy
∂w
∂y
)](
cx
∂u˜
∂x
+ cy
∂u˜
∂y
)
= 0,
it is obvious that the 1D instationary advection problem must have a similar stabilized weak form
of
∂u
∂t
+ cx
∂u
∂x
= 0,
∫
Ω
[
w + τ
(
∂w
∂t
+ cx
∂w
∂x
)](
∂u˜
∂t
+ cx
∂u˜
∂x
)
= 0.
Thus it can be seen that also a stabilization in time direction is necessary if linear FEM is also
used in time direction, or if ”centered” finite difference time stepping schemes are chosen. Clearly,
for ”upwind” (=Euler forward) time stepping schemes, i.e. where
∂u˜ (x, t)
∂t
≈ u˜ (x, tn+1)− u˜ (x, tn)
∆t
,
no stabilization in time-direction is necessary because this scheme is already diffusive enough. In
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Figure 18: Alternative versions of the stabilization parameter τ = ∆x2c ω.
the following, the time derivative has to be taken into account for the operator Ladv whenever
stabilization in time direction is necessary, i.e.
Ladv = ∂
∂t
+ ci
∂
∂xi
.
4.5 Alternative Versions of τ
In practice, alternative versions of the stabilization parameter are used instead of the ”optimal”
coth-version, which is due to the fact that they are less time-consuming to compute. They can be
considered as approximations of the coth-formula and are shown in Figure 18. Instead of
τ =
∆x
2c
(
coth (Pe)− 1
Pe
)
=
∆x
2c
ω,
only ω (”diffusion correction factor” [50]) is visualized as a function of the element Peclet number.
Here, only the 1D stabilization case is considered.
• optimal version, first in [8]
ω =
(
coth (Pe)− 1
Pe
)
• doubly asymptotic approximation [24, 7]
ω =
{
Pe/3, −3 ≤ Pe ≤ 3
sgn (Pe) , P e > 3
• critical approximation [24, 8, 7]
ω =

−1− 1/Pe, Pe < 1
0, −1 ≤ Pe ≤ 1
1− 1/Pe, Pe > 1
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• versions of Shakib [50]
ω1 =
(
1 +
1
Pe2
)−1/2
ω2 =
(
1 +
9
Pe2
)−1/2
The first version of Shakib, ω1, is maybe the one most often used in practice:
τ =
∆x
2c
ω1 =
∆x
2c
(
1 +
1
Pe2
)−1/2
=
[(
2c
∆x
)2
+
(
4K
∆x2
)2]−1/2
.
The two terms in the right expression can be interpreted as the advection-dominated and diffusion-
dominated limit [54]. It can be seen that the dependency on the mesh size ∆x in the advection-
dominated case is τ ≈ ∆x2c , hence O (∆x) (for equivalent estimates for the optimal version leading
to the same result ∆x2c see subsection 4.1.7), while it is in the diffusion-dominated case τ ≈ ∆x
2
4K ,
hence O
(
∆x2
)
. This aspect is re-considered in section 5.
The generalization of the Shakib version to element stabilization, multi-dimensions and insta-
tionary problems is straightforward:
τe =
[(
2
∆t
)2
+
(
2 ‖c‖
he
)2
+
(
4K
he2
)2]−1/2
.
Note that for transient-dominated case, τ ≈ ∆t2 there is a relation of O (∆t). This term can easily
be explained as follows: Having an operator Ladv = c ∂∂x , τ can be estimated by τ ≈ ∆x2c , hence
having Ladv = ∂∂t gives τ ≈ ∆t2 . In case of a mixed operator Ladv = ∂∂t + ci ∂∂xi , then τ depends on
the dominating term, i.e. in the transient-dominated case on O (∆t). Thus, the formula of Shakib
can be interpreted as a switch between estimates for advection, diffusion or transient dominated
cases. Taking this viewpoint, other versions of the kind [54]
τe =
[(
2
∆t
)r
+
(
2 ‖c‖
he
)r
+
(
4K
he2
)r]−1/r
can be motivated. Tezduyar et al. have a number of recent publications where further generaliza-
tions for the computation of stabilization parameters have been presented, see [54].
4.6 Summary
The results and conclusions of this section are summarized briefly:
• Finite difference context: Upwinding is first-order accurate, over-diffusive and monotone;
central differences are second-order accurate, under-diffusive and oscillatory. Consequently,
smart introduction of artificial diffusion is a possible way to obtain higher-order accurate
and oscillation-free results.
• Finite element context: Introduce artificial diffusion to the weak form, interpret this as a
modification of the test function of the convection term and enforce consistency by applying
this modified test function to all terms in the weak form (this is what the SUPG stabilization
does). Then, the term ”artificial diffusion” is not applicable exactly any longer.
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• The added stabilization terms are weighted with a stabilization parameter τ . The determi-
nation of τ is the critical aspect of stabilization schemes as it defines the ”right” amount of
the added artificial diffusion.
• For the one-dimensional advection-diffusion equation, approximated with linear FEM on a
regular node distribution, the coth-formula for τ gives nodally exact results. There exist a
number of alternative, similar versions of this formula.
• One has to separate nodal and element stabilization. The first requires one τI for the
whole equation of a certain node, the second requires one τe for each element and then,
several different τ -values are inside one equation. The choice, which of these stabilizations
is chosen, is dependent on the numerical scheme: FEM works with element stabilization,
for MMs, instead, nodal stabilization is required. However, also nodal stabilization can be
applied to FEM, leading to indistinguishable results.
• The following dependency of τ on the node distribution holds: τ = O (∆x) for the convection-
dominated limit and τ = O
(
∆x2
)
for the diffusion-dominated limit. The latter has not been
deduced above, but can be easily shown for the coth-formula by computing ∂ω(Pe)∂Pe −→ 13
for Pe −→ 0. Then, it is justified to approximate ω = coth (Pe)− 1Pe at Pe = 0 by a linear
function of ω = 13Pe, hence τ =
∆x
2c
1
3Pe =
1
12
∆x2
K = O
(
∆x2
)
.
• The formulas obtained for τ in case of the simple, linear advection-diffusion models define
local criteria, as they only rely on neighboring nodes and are independent of boundary
conditions.
• Generalization to multi-dimensions and other problems is often straightforward, justified a
posteriori by successful approximations.
5 Theoretical Approach: Error Analysis for the FEM
In this section, the aim is to outline some important aspects and results of mathematical analysis
of stabilization methods in the FEM context. The illustrative understanding from the previous
section is restricted to very simple situations and it was found that the artificial diffusion aspect can
be used as a starting point, but does not fully describe the character of the resulting stabilizations.
Mathematical analysis of convection-dominated and mixed problems gives a firm theoretical basis
for stabilization methods and explains why Bubnov-Galerkin (and central differences) approaches
lead to problems. However, it should be mentioned that mathematical analysis often fails in giving
precise definitions for parameters —in case of stabilization most importantly for the stabilization
parameters τ— and provides rather general conclusions. For example, one may show that a
stabilization method converges for τ > 0, however, it may not be shown which particular choice
gives reliable results. Clearly, for ”very small” τ results will be almost as oscillatory and useless
as standard Bubnov-Galerkin methods.
In the literature, the stabilized schemes for convection-dominated problems are often summa-
rized as streamline-diffusion methods [11, 17]. Then, there is at least a modification of the test
function of w + τLadvw = w + τc · ∇w, which is the case for the SUPG and GLS method.
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5.1 General Remarks
Mathematical analysis of numerical methods applied to certain problems often has the aim to
prove consistency, stability (or coercitivity) and convergence in certain norms. Local and global
error estimates describe important features of the method, such as the convergence rate.
Frequently used tools in the mathematical analysis are inequalities from functional analysis, for
example inverse estimates and Poincare´-Friedrichs inequalities. The first bounds higher derivatives
by lower derivatives and hold only for finite-dimensional function spaces. The second bounds lower
derivatives by higher ones, scaled by a domain-dependent coefficient.
Inequalities hold under certain conditions, often certain positive constants and mesh param-
eters, e.g. length of the longest element side, aspect ratios, limited distortion, uniform or quasi-
uniform meshes etc. The constants, being dependent on the discrete operator, i.e. the problem
under consideration, the shape functions, element geometries etc., are typically labeled C and the
mesh dependent parameter h (above, ∆x was frequently used analogously). For a number of sharp
estimates for C and h in certain problems, see [18].
5.2 Outline of Standard Techniques in Mathematical Analysis of Stabi-
lized Problems
In the following, our intention is to give a rough description of the standard procedure of math-
ematical analysis of FEMs. Let Ψ denote the set of elements resulting from the finite element
discretization of the computational domain Ω into subdomains Ωe, e = 1, 2, . . . nel, where nel is
the number of elements. With Ψ the finite dimensional space
H1h =
{
φh
∣∣φh ∈ C0 (Ω) , φh|Ωe ∈ Pk (Ωe) ,∀Ωe ∈ Ψ}
is associated with k representing the order of polynomial interpolation. The trial and test function
spaces are defined as
Shu =
{
uh
∣∣∣uh ∈ (H1h)nsd , uh = gh on Γg} ,
V hu =
{
wh
∣∣∣wh ∈ (H1h)nsd , wh = 0 on Γg} ,
where gh is the discretized Dirichlet boundary condition along Γg and nsd is the number of space
dimension. Then, the finite element problem consists in finding uh ∈ Shu such that ∀wh ∈ V hu
B
(
uh, wh
)
= L
(
wh
)
,
where B (·, ·) and L (·) describe the problem under consideration. Consistency (also called orthog-
onality of the error) requires
B
(
e, wh
)
= 0 ∀wh ∈ V hu ,
where e is the error in the finite element approximation, e = u˜−u. This is, in general, immediately
fulfilled. Stability (or coercivity) can be proven with
B
(
wh, wh
) ≥ ∣∣∣∣∣∣wh∣∣∣∣∣∣2 ∀wh ∈ V hu ,
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where |||·||| is a norm, in which later convergence will be shown. If the norm is chosen such that∣∣∣∣∣∣wh∣∣∣∣∣∣2 := B (wh, wh), this is immediately fulfilled. In [29] and [50] it is pointed out that in the
SUPG, stability is less straightforward than with GLS, because one needs specific properties on τ
and an additional inverse estimate.
The global error estimate —i.e. the proof of convergence— is then of the form [36]
‖e‖L2 ≤ Chs ‖u‖Hr .
The FEM employing interpolations of order k has a rate of convergence which is called ”opti-
mal”, if r = s = k + 1. This is the case for Bubnov-Galerkin FEMs applied to elliptic problems,
such as those arising frequently in the context of structural analysis. However, for hyperbolic
problems such as advection-diffusion problems, there is a ”gap” of r− s = 1 (apart from stability
problems) [36]. In contrast, with the streamline diffusion method, i.e. with stabilized methods,
the ”gap” is only r − s = 1/2. Note that this is still suboptimal. Approaches that simply add
artificial diffusion to the convection-diffusion problem, can only be of first order, i.e. s = 1, see
e.g. [36].
One has to separate local and global error estimates. We cite from [46] for a nice description
in case of hyperbolic problems.
Localization results state that effects are propagated in the discrete problem approxi-
mately as in the continuous problem, i.e. approximately along the characteristics. More
precisely it is proved that the influence of a source in the discrete problem decays with
the distance d to the source like exp (−Cd/h) in any direction with a positive compo-
nent in the upwind direction and like exp
(
−Cd/√h
)
in directions orthogonal to the
streamlines (crosswind directions). Alternatively, these results can be phrased as local
error estimates.
The standard Bubnov-Galerkin method applied to hyperbolic problems does not allow such local
estimates —in contrast to elliptical and parabolic problems— and effects may propagate through
the whole domain with little damping. However, the stabilized FEMs allow local error estimates
also for the hyperbolic case.
5.3 Review of Some Specific Problems
Scalar advective-diffusive problems One of the first mathematical analysis of the stream-
line diffusion FEM was done by Na¨vert in [46] and Johnson, Na¨vert and Pitka¨ranta in [36]
for convection-diffusion problems. In [11], Franca et al. show global convergence proofs for the
advective-diffusive model stabilized with SUPG or GLS, considering the results for C and h that
were later published in [18]. The Peclet number is computed slightly different from the standard
way to include the effect of the specific finite element polynomial employed. I.e., this convergence
analysis is applicable to higher order elements, too.
The GLS stabilization for this class of problems has been analyzed in [29] by Hughes, Franca
and Hulbert.
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Stokes flow In subsection 2.2 it has been explained why problems arise for mixed variational
formulations and because we restrict ourselves to Stokes flow and the incompressible Navier-
Stokes equations in this paper, only ”circumventing Babusˇka-Brezzi condition methods” [12] are
considered. These method possess bilinear forms which are coercive on the primal variable and
the Lagrange multiplier. Then, there is no need to fulfill the Babusˇka-Brezzi condition any longer.
In [28], Hughes et al. prove convergence of a stabilization method that has later been labeled
as PSPG [53]. The resulting system of equations is unsymmetric. Stabilization with the GLS,
leading to a symmetric system of equations, has been analyzed in [27]. Note that therefore more
stabilization terms are added than with PSPG.
Incompressible Navier-Stokes equations In the case of the incompressible Navier-Stokes
equations, stabilization due to the advection term is needed as well as due to circumvention of
the Babusˇka-Brezzi condition. The study of these equations was shown in [37] by Johnson and
Saranen for the stream function-vorticity form, which has several drawbacks such as the definition
of the boundary conditions.
Hansbo and Szepessy make the analysis of the incompressible Navier-Stokes equations in [17]
for the velocity-pressure formulation, which is most often used in practice. They restrict themselves
to the convection-dominated case only, including the incompressible Euler equations (where no
diffusion at all is present). Franca et al. analyze in [10] a linearized form of the incompressible
Navier-Stokes equations with the same main characteristics as in [11] for the advective-diffusive
model (see above), i.e. being applicable to higher-order FEM.
General advective-diffusive systems The compressible Euler and Navier-Stokes equations
are part of this general class of advective-diffusive systems. Hughes, Franca and Mallet analyze in
[31] the convergence of the SUPG generalized to these problems (as introduced in [32]). They base
their study on symmetrized systems based on [30] —using entropy variables—, having important
features for the mathematical study. Note that for advective-diffusive system the stabilization
parameter becomes a matrix τ [50, 32] to treat the modal components of each equation in an
adequate and individual way. In this context, it has been referred to as ”matrix of intrinsic
time-scales” [32].
The GLS has been studied in [29] and [50] for advective-diffusive systems.
Summary Stabilized methods have been examined in a large variety of problems. For all anal-
yses, there are some agreeing results.
For best rate of convergence, it follows for the design of the stabilization parameter τ that
τ = O
(
h2
)
for the diffusion-dominated case (including Stokes flow) and τ = O (h) for the
advection-dominated case. It can be found from the references given above that the same func-
tional dependency of the stabilization parameter τ for circumventing the Babusˇka-Brezzi condition
can be found as for the stabilization of advection-dominated problems. It is thus not surprising
that SUPG and PSPG stabilization parameters are often chosen identically. In GLS this comes
automatically, because there only one τ arises to stabilize oscillations from advection-dominated
regimes as well as from violating the Babusˇka-Brezzi condition.
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Optimal convergence can be proven for the diffusion-dominated case. Only suboptimal conver-
gence with a ”gap” of 12 in the convergence rate, can be shown for the stabilized FEMs applied to
convection-dominated problems (i.e. linear interpolations have convergence of O
(
h3/2
)
). However,
it is pointed out in [34] that numerical studies suggest that also in the advection-dominated case,
the L2 error may actually be optimal in cases where the exact solution is sufficiently smooth.
It is pointed out in the recent literature, e.g. [56] and references therein, under which conditions
one can expect higher-order convergence rates. The influence of the mesh is of high importance
in these analyses, i.e. whether the mesh is uniform, quasi-uniform, streamline-orientated etc.
5.4 Conclusions for the Stabilization Parameter τ
In all of the stabilization methods described in section 3 a weighting factor for the stabilization
terms arises, the stabilization parameter τ . In 5.3 it was found that mathematical analysis provides
us with some important design criteria:
• τ > 0 (this is underlined with the dimension of time of τ in certain problems, see e.g. [32])
• τ = O (h) for the advection-dominated case,
• τ = O (h2) for the diffusion-dominated case.
This fully agrees with the choices of τ presented in 4.5.
However, the optimal choice of this parameter remains to be an open question. It depends
on the problem under consideration and on the numerical method chosen to approximate this
problem. We found the choice of τ being based on the following approaches:
• Model equation: This is shown in section 4, leading to the coth-formula that can be gener-
alized to alternative similar functions (subsection 4.5) and multi-dimensions. This seems to
be rather the engineering viewpoint and is justified a posteriori by reasonable results in a
large number of applications.
• Error analysis: In this case, often the doubly asymptotic version is chosen for τ , satisfying the
design criteria quoted above. This has the main purpose of enabling mathematical analysis
in a comfortable way.
• Eigenvalue problems: In case of advective-diffusive systems, it has been shown that one way
to obtain the stabilization matrix τ comes from the solution of an eigenvalue problem [32].
• Green’s function: In [25] Hughes explains the evaluation of τ from the element’s Green’s
function. In practice, there is not much experience with this approach.
• Matrix and vector norms: Tezduyar and Osawa show in [54] new ways to compute the
stabilization parameters. They use matrix and vector norms to calculate τ in a generalized
way, also applicable to higher-order elements. They point out that it is possible to obtain
stabilization parameters of element nodes, degrees of freedom or element equations rather
than of elements only. However, this approach is very general and does not sharply define
formulas for τ .
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5.5 Relations of Stabilization Schemes to Other Areas
In the following, a short description of areas that are related to stabilization is given. The interested
reader is referred to the references given below.
Least-squares FEM The least-squares FEM (LS-FEM) is a residual method, where the test
functions are chosen, such that the squared residual of a differential equation is minimized with
respect to a certain norm. The least-squares formulation is itself a stable formulation and does not
require any additional stabilization in its basic form. Therefore, it can be considered as a universal
approach for the numerical solution of all types of partial differential equations. However, there
are major drawbacks of this formulation: One is that C1 continuous shape functions must be
employed, or, the more popular way that the differential equations have to be transformed to a
system of first order differential equations, thereby allowing C0 standard shape functions. Note
that the GLS stabilization, although having many analogies to the LS-FEM, requires only C0
shape functions from the beginning, due to the contribution in element interiors only.
Another drawback is that the results of the LS-FEM are often more diffusive than standard
stabilized methods. Comparing stabilized methods and LS-FEM, it may be shown that the pa-
rameter τ , which is only indirectly existent in the LS-FEM, is larger for the LS-FEM, leading to
more diffusive results [23].
Although optimal rates of convergence can be proven for many problems (compared with only
sub-optimal rates of convergence for the stabilized methods for convection-dominated problems!),
the computational effort seems currently to be higher for the LS-FEM than for the stabilized
methods.
Bubble functions The relationship between the Galerkin method with bubble functions and
stabilized finite element methods has been pointed out in [6] by Brezzi et al. and in [9] by Franca
and Farhat. This aspect is also reconsidered in [25] from Hughes.
Wavelet RKPM Not surprisingly, as well as bubble functions in meshbased methods have a
stabilizing influence, it has been shown by Li and Liu in [40, 41] that in the meshfree context
wavelets can be used for stabilization. They introduce and analyze the so-called wavelet Repro-
ducing Kernel Particle Method (Wavelet-RKPM).
Mini element In [10], Franca and Frey find a relationship under certain conditions of the
so-called mini element and the SUPG stabilization method. Again, this approach can be reduced
to the influence of bubbles.
Subgrid modeling and Green’s function In [25], Hughes proves the derivation of stabilized
methods from subgrid modeling concepts and explains the evaluation of τ from the elements
Green’s functions.
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6 Extension to Meshfree Methods
The need for stabilization, described in section 2, is the same for all weighted residual methods,
regardless whether they employ meshbased or meshfree shape functions. However, they raised in
the finite element, i.e. meshbased, context and most of the experiences have been done for the
FEM and its theoretical foundation is well studied.
The first steps in the area of MMs have been made rather three decades ago. A large number of
different methods have been developed. For a classification and overview of MMs see [13]. In here,
only MMs are considered whose shape functions are constructed from the Moving Least Squares
(MLS) methodology and Reproducing Kernel Particle Method (RKPM). These shape functions
form a partition of unity of n-th order. The resulting MM can further be characterized due to the
following two criteria:
Choice of the test function In a weighted residual method, the test functions may be chosen
rather arbitrary. In practice, only a few choices are standard: Taking a Dirac-δ function as a test
function leads to collocation MMs, such as Smoothed Particle Hydrodynamics (SPH) [15, 43, 45]
or the Finite Point Method (FPM) [47, 48]. Then, the weak form reduces to the strong form of
the problem and no integration is required. This approach is fast in terms of calculation time but
the accuracy is rather low and stabilization problems may arise in certain particle arrangements.
Choosing the test function equal to the shape function leads to Bubnov-Galerkin MMs, such as
the Element Free Galerkin (EFG) [4, 42] method. The integration of the weak form is quite
time-consuming —especially due to the rational character of meshfree shape functions—, but the
accuracy is high, in general remarkably higher than the corresponding FEM with the same order
of consistency. Finally, Petrov-Galerkin MMs with test functions resulting from stabilized weak
forms are mentioned as shown in the previous sections for the FEM. Then, the test function is
constructed by modifying the shape function with certain perturbation terms.
Lagrangian or Eulerian viewpoint The standard way to work with MMs is still using prob-
lems in a Lagrangian formulation, i.e. the particles move with certain velocities through the do-
main. Then, the resulting methods show a very different behavior from Eulerian methods. Advec-
tion terms are not present in the differential equation any longer and stabilization is not needed.
However, the Lagrangian viewpoint has a number a disadvantages: Boundary conditions are dif-
ficult to apply. At outflow boundaries, particles leave the domain and require special attention
and even at standard boundary conditions care has to be taken with the formulation of reflection
conditions. The Lagrangian viewpoint is those only in problems fully successful, where boundaries
are of less importance. This is for example the case in impact calculations, being one of the most
important applications of Lagrangian MMs.
Another disadvantage of them is the problem of particle clustering. One finds that after a
while certain areas of the domain contain less and less particles while others accumulate them.
This can result in severe problems with the MM applied. Prescribing a certain order of consistency
e.g. in the MLS requires certain overlap of the particle supports. If the initial particle distribution
becomes more and more distorted due to the clustering problem, the necessary overlap cannot be
guaranteed and stability problems may arise.
49
Note that with Eulerian MMs neither problems with boundary conditions arise nor with particle
clustering, because the particles are placed a priori in the domain and stay there during the
calculation. If one desires a higher particle density in a certain area due to accuracy reasons, this
can be done by controlled adaptive refinement.
Another aspect is the coupling of meshbased and meshfree methods. In problems, where
the distortions are rather small such as in elastoplastic deformation problems, the Lagrangian
viewpoint is applicable also to meshbased methods, such as the FEM. However, in fluid mechanics,
there is no way to use the Lagrangian approach and move the whole mesh through the domain,
maintaining its conformity. Therefore, for the FEM in fluid mechanics, the Eulerian or Arbitrary-
Lagrangian-Eulerian (ALE) viewpoint is standard. Both require stabilization. Coupling Eulerian
(or ALE) finite element formulations with MMs seems most natural when also Eulerian MMs are
used.
We conclude that Eulerian-Galerkin MMs (including ALE-Galerkin MMs) seem to have promis-
ing features. It is our believe that a Galerkin formulation is desirable due to its high accuracy.
The problem of time-consuming integration of the weak form can be handled by coupling meshfree
and meshbased methods. Then, MMs are only applied where they are needed, i.e. in regions where
a mesh is difficult to maintain. Standard meshbased methods should then be used in the other
parts of the domain. They require an Eulerian (or ALE) viewpoint, which should therefore also
be taken for the MM. The Eulerian viewpoint also enables to avoid severe problems of Lagrangian
MMs, such as boundary treatment and particle clustering.
To successfully use Eulerian-Galerkin MMs the problem of stabilization has to be overcome.
This is the main aspect of this paper. Stabilization schemes include two main ingredients: The
modification of the weak form and the weighting of this modification in terms of the stabilization
parameter τ .
The modification of the weak form, motivated in section 4 from introducing artificial diffusion
in streamline direction only and confirmed in its usefulness in the theoretical studies, see section 5,
applies absolutely equivalent in the context of MMs as well. Thus, one can use the same structures
of the different stabilization schemes also for MMs.
However, it was found in section 4 that the stabilization parameter τ depends on the problem
under consideration and the chosen numerical method to approximate this problem. It turned
out that in fact, the advection-diffusion model leads to local stabilization parameters that can be
generalized to other problems straightforward. However, the chosen numerical method is indeed
important for the choice of τ . For example, using the coth-formula —or some alternative versions—
without any adjustment or justification to any higher-order FEM will not give adequate results
[10, 11, 50].
There have also been some approaches to stabilized MMs in the recent literature, see e.g. [16,
23]. There, standard stabilization schemes as those introduced in 3 are applied together with
standard formulas to obtain τ . It is analyzed in the following under which circumstances the
usage of standard formulas for τ —being based in the analysis of the linear FEM!— can be
justified.
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6.1 One-dimensional Advection-Diffusion Equation
As a starting point again the 1D advection-diffusion equation is used. The SUPG-stabilized weak
form is ∫
Ω
(
w + τc
∂w
∂x
)(
c
∂u˜
∂x
−K∂
2u˜
∂x2
)
dΩ = 0.
Note that the typical notation of stabilized weak forms with a sum over element interiors (
∑nel
e=1
∫
Ωe
)
only applies to the FEM. In MMs, the shape functions are easily constructed to have C1 continuity
and the contribution of the stabilization can be considered in the whole domain rather than in
element interiors only.
We follow exactly the procedure described in 4.1. The ansatz is u˜ (x) = NT (x)ufict, where
N are the meshfree shape functions and ufict are the unknowns. They may be called fictitious
unknowns due to the fact that meshfree shape functions in general lack Kronecker-δ property that
is Ni (xj) 6= δij . Consequently, the resulting vector of unknowns ufict can not be interpreted as
the final real result ureal of the approximation at the particle positions. Instead ureal = Dufict,
where D = Dij = Ni (xj). Note that D is a sparse matrix, as the meshfree shape functions are
local, i.e. they are nonzero only in their supports defined by the dilatation parameter ρ. However,
D−1 is the inverse of a sparse matrix and is full.
Again, the aim is to find an ”optimal” stabilization parameter τI . It was shown already in
subsection 4.1.9 that ”optimal” in the sense of minimizing with respect to a certain norm, leads to a
global stabilization parameter a priori. Consequently, our aim is again to obtain the nodally exact
solution in the following (which gave for the linear FEM the coth-formula, a local stabilization
criterion). Therefore, one equation I of the system of equations is extracted and the ansatz is
inserted: [∫
Ω
(
wI + τIc
∂wI
∂x
)(
c
∂NT
∂x
−K∂
2NT
∂x2
)
dΩ
]
ufict = 0.
Rearranging for τI and introducing the knowledge of the exact solution of the problem results in
τI = −
[∫
Ω
(wI)
(
c∂N
T
∂x −K ∂
2NT
∂x2
)
dΩ
]
uex,fict[∫
Ω
(
c∂wI∂x
) (
c∂N
T
∂x −K ∂
2NT
∂x2
)
dΩ
]
uex,fict
.
The exact solution of the problem is known as uex (x) = C1e
c
K x + C2, consequently uex,real =
C1e
c
K x + C2, where x are the positions of the particles. For uex,fict follows uex,fict = D−1uex,real,
consequently,
τI = −
[∫
Ω
(wI)
(
c∂N
T
∂x −K ∂
2NT
∂x2
)
dΩ
]
D−1uex,real[∫
Ω
(
c∂wI∂x
) (
c∂N
T
∂x −K ∂
2NT
∂x2
)
dΩ
]
D−1uex,real
= −
[∫
Ω
(wI)
(
c∂N
TD−1
∂x −K ∂
2NTD−1
∂x2
)
dΩ
]
uex,real[∫
Ω
(
c∂wI∂x
) (
c∂N
TD−1
∂x −K ∂
2NTD−1
∂x2
)
dΩ
]
uex,real
.
Remark 5 This expression for τI holds for arbitrary shape and test functions and arbitrary
point distributions. It reduces for FEM interpolations due to their Kronecker-δ property, i.e. D−1
cancels out due to D = Ni (xj) = δij = I. For linear FEM it was shwon in subsection 4.1 that
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Figure 19: Local shape functions NT without Kronecker-δ property and transformed global shape
functions NTD−1 with Kronecker-δ property.
this reduces in case of a regular node distributions to the coth-formula.
This result is interpreted in the following. The expression for τI is rewritten as
τI = −
[∫
Ω
f1 (wI) g
(
NTD−1
)
dΩ
]
uex,real[∫
Ω
f2 (wI) g (NTD−1) dΩ
]
uex,real
,
where f1, f2 and g are linear functions of the test and shape functions respectively. The meshfree
test and shape functions, w and N, have local supports. Consequently, there is a large number
of zero-entries for every position x, i.e. the vectors w and N are sparse. However, D−1 is a full
matrix, hence the term NTD−1 is a full vector. The term NTD−1 can be interpreted as the
”globalized” meshfree shape functions having Kronecker-δ property. This can be depicted from
Figure 19.
Remark 6 It is well known that locally defined meshfree shape functions with Kronecker-δ
property can only be obtained with the standard procedure (i.e. with MLS or RKPM) by using
singular weighting functions [39]. This has a number of severe numerical disadvantages and is
only rarely used in practice. Here, the term ”weighting functions” has the standard meaning in
the MM context and may not be mixed up with the test functions of the weak form, which are
frequently called weighting functions in the meshbased context.
One finds an important influence of the D−1 matrix in the formula for the stabilization pa-
rameter τI . In the nominator and denominator are scalar expressions, i.e.∫
Ω
fi (wI)︸ ︷︷ ︸ g (NTD−1)︸ ︷︷ ︸ dΩ uex,real︸ ︷︷ ︸ .
1× 1 1× n n× 1
The vector g
(
NTD−1
)
is a full vector, which is in contrast to shape functions having Kronecker-
δ property. In the latter case, g
(
NTD−1
)
= g
(
NT
)
and NT is sparse. Evaluating the scalar
product with uex,real makes the difference obvious. Shape functions without Kronecker-δ property
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Figure 20: Evaluating the above shown symbolical scalar products makes clear that the nodally
exact τI for shape functions without Kronecker-δ property can only be obtained with a global
criterion, because all entries of uex,real have influence in the result.
have non-zero entries in the scalar-product for all components of the vector uex,real, whereas, in
contrast, shape functions with Kronecker-δ property only have non-zero entries for the neighboring
nodes. This can be depicted symbolically from Figure 20.
Keeping in mind that uex,real is an exponential function, then the scalar product will depend
more and more on the last entry of this vector as the convection-diffusion ratio cK grows, because
then
uex,realn  uex,reali ∀n > i.
The entry of the last component of uex,real belongs to the node with the largest x-value, i.e. the
global downstream node. We conclude that the stabilization parameter τI , leading to nodally
exact solutions has a global character, i.e. it depends on all particle positions and for convection-
dominated cases most importantly on the global downstream node. This is contrasted by shape
functions with Kronecker-δ property, whose stabilization relies only on the local downstream node.
Consequently, it can not be expected in general that the simple coth-formula —or other simple
alternative versions—, derived as a local stabilization criterion for linear FEM, works successfully
also for MMs!
6.2 Small Dilatation Parameters
The shape functions of MMs depend highly on their pre-defined supports. Meshbased methods
require nodes and the definition of a mesh which then indirectly defines the support size of the
shape functions. In contrast, MMs require nodes and a definition of supports which is accomplished
with help of the dilatation parameter ρ.
It is a well known fact that MLS shape functions in one dimension with first order consistency
become more and more equal to the standard linear shape functions of the FEM, when the dilata-
tion parameter ρ goes to 1 ·∆x. This can be seen from Figure 21. Consequently, knowing that the
coth-formula is the optimal choice for τI , leading to nodally exact solutions for the linear FEM, it
can be seen that when ρ −→ ∆x, the coth-formula becomes more and more suited also for MMs,
i.e.
ρ −→ 1 ·∆x : NMM −→ Nlin FEM
⇒ τMMI −→ τ lin. FEMI =
∆x
2c
(
coth (Pe)− 1
Pe
)
.
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Figure 21: Meshfree shape function in a regular particle distribution with varying dilatation
parameter ρ.
Note that the invertibility of the so-called ”mass-matrix” of the MLS, which has to be solved at
every point x of a domain to ensure consistency of the resulting shape functions, requires ρ > 1·∆x.
Thus, the limit ρ = 1 ·∆x, where the coth-formula gives exactly the nodally exact solution, can
never be reached. However, it may be concluded that for reasonable advection-diffusion ratios
and ”small” dilatation parameters a successful stabilization with standard formulas —derived
for meshbased methods— can be obtained. The numerical results in subsection 6.4 confirm this
assumption.
6.3 Stabilization in Multi-dimensions
The stabilization in more than one dimension has to take into account the particular support size
in x- and y-direction and the shape of the support. As well as an element length in streamline
direction he is introduced for meshbased methods, one may introduce here for meshfree methods
a support length in streamline direction hρ. Figure 22 shows several possibilities to interpret hρ
in case of rectangular supports.
• min-version:
hρ = min (ρx, ρy)
• max-version:
hρ = max (ρx, ρy)
• inner-ellipsoid-version:
hρ =
√√√√√√
(
1 + c
2
y
c2x
)
· ρ2y(
cy
cx
)2
+
(
ρy
ρx
)2
• real-length-version:
hρ = min
(
ρx
|cx| ,
ρy
|cy|
)
·
√
c2x + c2y
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Figure 22: Different versions to compute the support length in streamline direction; a) min-version,
b) max-version, c) inner-ellipsoid-version, d) real-length-version.
The support lengths for circular and ellipsoid supports can be directly red off from these formulas,
too. Note that cx and cy are replaced in many non-linear problems by the velocities u and v. In
our numerical experiments, it is found that particularly the min-version works very successful also
for large aspect ratios (ρx/ρy  1, or ρy/ρx  1). See [51], for an interesting parallel for high
aspect elements: Mittal also finds that the minimal edge length works better than other versions
for he.
Especially the inner-ellipsoid-version and the real-length-version, applied to non-linear prob-
lems, degrade the convergence of the method considerably. This can be explained by noting that
the supports in MMs are much larger than elements. Finding a certain u and v, being repre-
sentative for the whole velocity field inside the support of a node is much more difficult, than
determining an average element velocity. Also note that τ = f (u, v, hρ), i.e. τ introduces an ad-
ditional non-linearity. This non-linearity is even higher for hρ = f (u, v), as in the inner-ellipsoid
version and the real-length version. These non-linearities are not considered in the Jacobian (or
whatever method is applied to solve the non-linear problem under consideration). Instead, in
marching from one iteration level n to n+ 1, τ depends on n only [54].
With knowledge of the support length, τ is easily computed as follows
hρ
2 |c|
(
coth (Peρ)− 1
Peρ
)
, with Peρ =
chρ
2K
.
Also any other alternative version from subsection 4.5 for the functional dependency of τ on Pe
may be applied.
6.4 Numerical Results
Numerical results are shown for two different problems. The first is the one-dimensional advection-
diffusion equation, the model equation of subsection 6.1. It is shown that we are able to obtain
nodally exact solutions with meshfree shape functions, but therefore, a global stabilization criterion
is needed. Then, it is shown that standard formulas for τ are successful only for small dilatation
parameters which confirms our assumption from subsection 6.2.
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The second problem are the incompressible Navier-Stokes equations in two dimensions. This
non-linear problem requires stabilization of high convection-diffusion ratios and due to the circum-
vention of the Babusˇka-Brezzi condition. Small dilatation parameters are a crucial ingredient to
obtain successful stabilized results. Using supports with too large dilatation parameters results in
degradation of convergence and solutions that are still either too oscillatory or too diffusive. Our
intention is to show that stabilization with small dilatation parameters
• smoothes out oscillations successfully
• does not degrade accuracy in cases where stabilization is not necessary
• works also for anisotropic supports.
6.4.1 1D Advection-Diffusion Equation
The one-dimensional advection diffusion equation is solved with 21 particles. The advection-
diffusion ratio is cK =
100
1 = 100. Figure 23a) shows the unstabilized results for two different
dilatation parameters ρ = 1.3∆x (”small”) and ρ = 3.3∆x (”large”). It can be seen that higher
dilatation parameters lead to more oscillations, simply due to their higher Peclet number, Peρ =
cρ
2K . Clearly, for both cases, stabilization is required.
Figure 23b) shows the nodally exact result, which can be obtained with the global stabilization
criterion for τI derived in subsection 6.1:
τI = −
[∫
Ω
(wI)
(
c∂N
TD−1
∂x −K ∂
2NTD−1
∂x2
)
dΩ
]
uex,real[∫
Ω
(
c∂wI∂x
) (
c∂N
TD−1
∂x −K ∂
2NTD−1
∂x2
)
dΩ
]
uex,real
.
In Figure 23c) it can be seen that standard formulas for τI , like the coth-formula,
τI =
ρ
2c
(
coth
( cρ
2K
)
− 2K
cρ
)
=
ρ
2c
(
coth (Peρ)− 1
Peρ
)
,
only lead to successful stabilization when the dilatation parameter is small. Compare Figure 23b)
and c) to realize that for small dilatation parameters, the result of the complicated global criterion
and the coth-criterion gives almost the same result. This, however, is not the case for the large
dilatation parameter of ρ = 3.3∆x, where pronounced oscillations remain in the solution. These
oscillations are clearly not a problem of the high gradient itself that could not be captured by
shape functions with such a large dilatation parameter (then the result of Figure 23b) must have
been oscillatory, too, and this is not the case), but results from the usage of unsuited stabilization
parameters.
We conclude that our assumption of subsection 6.2 is confirmed: Only small dilatation param-
eters can be reliably used with the standard formulas of meshbased methods.
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Figure 23: Results for the 1D advection-diffusion equation; a) without any stabilization, b) with
the global stabilization criterion from subsection 6.1, c) with the local coth-formula from subsection
4.1.3.
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6.4.2 Incompressible Navier-Stokes Equations in 2D
The incompressible Navier-Stokes equations are in strong form
%
(
∂u
∂t
+ u · ∇u− f
)
−∇ · σ = 0
∇ · u = 0,
σ = −pI+ µ
(
∇u+ (∇u)T
)
,
where u = (u, v) are the velocities, p is the pressure, σ the stress tensor and µ the dynamic viscosity.
Stabilization is needed due to the advection term u·∇u and due to the incompressibility constraint
∇ · u = 0. This is realized by either using GLS stabilization or SUPG/PSPG stabilization. Then,
the stabilized weak forms are:
• SUPG/PSPG stabilization∫
Ω
(
w + τSUPGu · ∇w + τPSPG 1
%
∇q
)
·
[% (u · ∇u− f)−∇ · σ] dΩ+
∫
Ω
q∇ · udΩ = 0
• GLS stabilization ∫
Ω
(
w + τGLS
(
u · ∇w − 1
%
∇ · σ
))
·
[% (u · ∇u− f)−∇ · σ] dΩ+
∫
Ω
q∇ · udΩ = 0
In general, we have τSUPG = τPSPG = τGLS. Then, the only difference between the SUPG/PSPG
and GLS stabilization is in the following modification of the test functions
SUPG/PSPG : . . .
1
%
∇q . . .
GLS : . . .− 1
%
∇ · σ . . . = . . . 1
%
∇q − 1
%
∇ · µ
(
∇w + (∇w)T
)
. . . ,
i.e. there are additional terms in the modification of the test function in the GLS stabilization,
which result from the diffusion part.
Test case: driven cavity flow The driven cavity test case is a standard test case with bench-
mark solutions given in [14] for a variety of Reynolds numbers. In here, this problem is solved
with Re = 1000. For a problem statement see Figure 24, showing also streamlines and pressure
distribution for Re = 1000. In the sequel, only velocity profiles are studied at certain cuts through
the two-dimensional domain. The standard MLS shape functions with first order consistency are
applied to solve the SUPG/PSPG and GLS stabilized weak forms from above respectively.
The first results are produced with 21 × 21 regularly distributed particles. Figure 25 shows
velocity profiles for u and v at y = 0.95, i.e. near the tangential flow boundary, where most of
the oscillations occur. Two different dilatation parameters are shown, ρ = 1.3∆x and ρ = 2.3∆x.
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Figure 24: Problem statement of the driven cavity test case. As an example the velocity and
pressure field is shown at Re = 1000.
Dilatation parameters ρ > 2.7∆x converged either not at all or only very badly, underlining the
need for small dilatation parameters, when standard formulas for τI are used.
One can clearly see that the oscillations apparent in the unstabilized result are smoothed out
successfully, especially for the case where ρ = 1.3∆x. For ρ = 2.3∆x one may see from the velocity
profile for v that very slight oscillations remain in this case. Again, our assumption that shape
functions with small dilatation parameters can be stabilized very successfully is confirmed.
Figure 26 shows the center velocity profiles for the case where ρ = 1.3∆x. It can be seen
that although along these cuts no oscillations are apparent in the unstabilized case, the stabilized
profiles give better results. This is because the oscillations in the unstabilized case near the
tangential flow boundary degrade the overall solution.
We conclude that stabilization for shape functions with small dilatation parameters smoothes
out oscillations successfully and leads to superior overall solutions than unstabilized calculations.
The next results are computed with 101 × 101 particles and ρ = 1.3∆x. With this large
number of particles, stabilization is not needed at all, i.e. the unstabilized solution is already free
of oscillations. The results show that stabilization does not degrade the accuracy when it is not
needed. Figure 27 shows the center velocity profiles. It is interesting that unstabilized and SUPG
stabilized results are indistinguishable, whereas GLS stabilized results are slightly more diffusive.
This was confirmed in a number of additional computations.
Figure 28 shows a comparison of the benchmark solution with the meshfree solution (with ρ =
1.3∆x) and the solution from the P1/P1 triangular element with the same number of unknowns.
For both numerical methods, SUPG/PSPG stabilization and an irregular node distribution as
shown in Figure 29 has been used. The supports of the nodes are anisotropic with respect to the
distance to the neighboring nodes,
ρx,i = c ·min (|xj − xi|) , ∀i 6= j,
ρy,i = c ·min (|yj − yi|) , ∀i 6= j,
with c = 1.6. The min-version for the support length hρ performs best compared to the other
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Figure 25: Velocity profiles for u and v near the tangential flow boundary at y = 0.95 for different
dilatation parameters of ρ = 1.3∆x and ρ = 2.3∆x.
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Figure 26: Velocity profiles for u and v along y = 0.5 and x = 0.5 respectively (for ρ = 1.3∆x and
21× 21 nodes).
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Figure 27: Velocity profiles for u and v along y = 0.5 and x = 0.5 respectively (for ρ = 1.3∆x and
101× 101 nodes). The details show that unstabilized and SUPG/PSPG-results are indistinguish-
able, whereas the GLS result is slightly more diffusive.
0 0.2 0.4 0.6 0.8 1−0.6
−0.4
−0.2
0
0.2
0.4
horizontal center velocity profile
x
v
reference
P1/P1 FEM
MM (ρ=1.3∆x)
−0.4 −0.2 0 0.2 0.4 0.6 0.8 10
0.2
0.4
0.6
0.8
1
vertical center velocity profile
u
y
reference
P1/P1 FEM
MM (ρ=1.3∆x)
a) b)
Figure 28: Velocity profiles for u and v along y = 0.5 and x = 0.5 respectively (for ρ = 1.3∆x and
96× 96 irregular nodes).
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Figure 29: Irregular node distribution for the driven cavity test case (96× 96 nodes).
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Figure 30: Irregular node distribution for the flow past a cylinder test case (6268 nodes).
hρ-versions. A clear convergence towards the benchmark solution can be found and it may be seen
that the meshfree solution is more accurate than the P1/P1 element. Comparing the results for
the regular 101× 101 mesh with the irregular 96× 96 mesh, one can clearly see the improvement
in the solution for the anisotropic supports. Hence, as well as using high-aspect ratio elements
in meshbased methods in order to resolve boundary layers successfully, high-aspect anisotropic
supports should be used in the meshfree context analogously.
Test case: flow past a cylinder The ”steady-state” solution for flow past a cylinder at
Re = 100 is computed, as presented in [52]. Instationary computations at this Reynolds-number
lead to periodic flow patterns known as the Ka´rma´nn vortex street, but this is not considered here.
Inflow and outflow boundary conditions are applied on the left and right side of the rectangular
domain respectively. Slip boundary conditions are applied at the upper and lower boundary, no-
slip boundary conditions are applied at the cylinder surface. The cylinder is placed as shown in
Figure 30, where also the irregular particle distribution for this test case is shown. Figure 31 shows
a typical result for the velocity and pressure distribution around the cylinder. Further details of
this test case are not described, because our interest is rather in the stabilization characteristics
than in obtaining benchmark solutions.
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Figure 31: Stationary example solution for the velocity and pressure field around the cylinder at
Re = 100.
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Figure 32: Velocity profiles for u and v at y = 5.6.
The supports of the meshfree shape functions are anisotropic as defined above for the irregular
driven cavity test case. Figure 32 depicts oscillatory unstabilized velocity profiles for u and v at
y = 5.6. Both, SUPG/PSPG and GLS stabilization smooth out the oscillations successfully.
We conclude that the stabilization with small dilatation parameters works successfully also for
anisotropic supports.
7 Conclusion
The main purpose of this paper is to establish Eulerian meshfree methods. To apply these meth-
ods successfully, the problem of stabilization has to be overcome. In this paper we review the
development of stabilized methods in the meshbased context and try to apply the same steps to
meshfree methods.
The need for stabilization is described and the standard techniques that are used. Most
importantly, the SUPG, PSPG and GLS stabilization methods are considered. It is developed in
detail, how stabilization may be deduced in an illustrative way. Thereby, the local coth-formula
for τ is obtained, being the basis of many alternative versions of τ -formulas. Element and nodal
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stabilization are compared. The first is the standard procedure in finite element methods, the
latter must be used for meshfree methods. Important steps and results of mathematical analysis
of stabilized formulations are reviewed.
Then, with the knowledge of the most important aspects of stabilization in meshbased methods,
we turn our attention to meshfree methods. It is found that standard stabilization schemes are
well-suited for the stabilization of both meshfree and meshbased methods. However, the aspect of
the stabilization parameter τ , being a crucial ingredient in stabilized methods, has to be considered
with care. It can easily be shown that the same procedure to obtain the important coth-formula,
being a local stabilization criterion, applied to meshfree methods results in a global criterion.
That is, there is a dependence of τ on all nodes, most importantly the global downstream node.
In contrast, local stabilization criteria only rely on the relative positions of neighboring nodes.
Therefore, it can not be expected in general that standard formulas for τ , derived in the meshbased
context, work also successfully with meshfree methods.
However, it is shown that meshfree shape functions with small dilatation parameters, i.e. with
small supports, justify the usage of standard meshfree stabilization parameters τ also in the
meshfree context. The numerical results agree very well with our theoretical approach.
We believe that the door is now a little more open, to use Eulerian meshfree methods to
successfully approximate a large variety of differential equations. This is also one more step
towards successful coupled meshfree-meshbased methods, where the advantages of both methods
ban be unified. The current approaches are often restricted to fully Lagrangian formulations, not
being applicable to fluid mechanics, where large distortions occur, or to mixed Eulerian-Lagrangian
formulations which does not seem to be the most straightforward way. Coupled Eulerian meshfree-
meshbased methods can be expected to generate promising results in the future.
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