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RESUMEN
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Profesor Asesor: Dr. Jesús de León Morales
En esta tesis, se aplican las técnicas de control por modos deslizantes de orden superior,
esto con el objetivo de controlar un vehículo aéreo no tripulado (UAV) de ala ja y un sistema
doble rotor de 3 grados de libertad (plataforma que emula el vuelo restringido de un helicóptero
Tandem). Cabe mencionar que los UAVs han sido de gran interés recientemente dentro de la
comunidad cientíca por sus atractivas aplicaciones, por ejemplo la vigilancia, asistencia en
operativos policíacos, monitoreo de tráco, investigaciones meteorológicas, inspección de líneas
eléctricas de alto voltaje, sólo por mencionar algunas.
Por otro lado, el modelo matemático que representa el comportamiento dinámico de los
vehículos aéreos no tripulados está representado por sistemas no lineales con varias funciones,
y que además están acopladas. Más aún, la parametrización de estos modelos depende de las
propiedades aerodinámicas de dichos vehículos. Este hecho implica incertidumbre paramétrica
en el modelado. Además, debido a la talla pequeña de los UAVs, estos son susceptibles a
perturbaciones externas, principalmente ráfagas de viento, dichas perturbaciones pueden llegar
a desviar a los UAVs de su misión o en un caso peor desestabilizar y ocasionar un daño en el
vehículo.
Por lo anterior, las estrategias de control deben ser robustas ante incertidumbres en el
modelado, dinámicas acopladas de los vehículos y a perturbaciones externas.
vLas técnicas de control por modos deslizantes han atraído la atención de diferentes grupos
de investigación, gracias a las atractivas características que poseén estas técnicas como son: La
convergencia en tiempo nito, la robustez ante incertidumbres en el modelado y a perturbaciones
externas. Sin embargo, una de las desventajas que presentan las técnicas de control por modos
deslizantes es el fenómeno indeseado conocido como chattering, este se presenta debido a la alta
frecuencia de conmutación en el control.
Este chattering se puede convertir en un daño para los dispositivos de actuación, puesto
que se someten a una intensa demanda de trabajo. No obstante, han surgido las estrategias de
control por modos deslizantes de orden superior, las cuales reducen signicativamente el efecto
chattering, logrando un control con las propiedades de convergencia, robustez, y que además es
continuo.
Las estrategias de control utilizadas en la presente tesis son: El control cuasi-continuo y el
control super twisting adaptativo, estos controladores se aplicaron con el objetivo de controlar
los UAVs para el seguimiento de trayectorias en presencia de perturbaciones externas y bajo
condiciones de incertidumbre en el modelo. Más aún, con el n de implementar los controles
mencionados es necesario contar con la información del estado del UAV, esto no siempre es
posible, por lo tanto se usan observadores por modos deslizantes para estimar las variables
requeridas por el controlador.
Los resultados en simulación y experimentación respectivamente ilustran el desempeño y
la efectividad de las técnicas de control por modos deslizantes de orden superior, las cuales se
utilizan para controlar un vehículo aéreo no tripulado de ala ja y un sistema doble rotor de
tres grados de libertad para el seguimiento de trayectorias en presencia de incertidumbres en
el modelo y perturbaciones externas.
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Capítulo 1
Introducción
1.1. Denición y clasicación de los vehículos aéreos no
tripulados
Un Vehículo Aéreo no Tripulado UAV (por sus siglas en inglés) se dene como un vehículo
sin tripulación humana, en el cual el control de vuelo se efectúa mediante un piloto automático,
el cual está implantado en una tarjeta electrónica embebida [1]. Los UAVs pueden clasicarse
de diferentes maneras, una de ellas es por el rango de operación y van desde los UAVs de gran
alcance hasta los de dimensiones diminutas, una forma de categorizar los UAVs es la siguiente
[2]:
HALE: Son vehículos de gran rango de operación (High Altitude Long Endurance por sus
siglas en inglés) Vuelan a más de 15000 metros de altitud y más de 24 horas de operación.
Ellos pueden llevar a cabo reconocimiento y vigilancia (global), además pueden estar
signicativamente armados, y se operan normalmente desde bases militares.
MALE: De mediano rango (Medium altitude long endurance). Estos vehículos operan
entre 5000-15000 metros de altitud y hasta 24 horas de operación. El rol es similar a
1
2los UAVs tipo HALE. Sin embargo, estos operan a distancias algo más cortas, pero aún
excediendo los 500 kilómetros. También son comandados desde estaciones jas.
TUAV: De uso táctico (Medium Range or Tactical UAV) con rango de operación en
el orden de los 100 y 300 kilómetros. Estos vehículos aéreos son pequeños y operados
con sistemas más simples que los HALE o MALE y también son operados por fuerzas
terrestres y navales.
Vehículos de corto alcance (Close Range UAV): Estos vehículos son usados por grupos
móviles de soldados, para operaciones navales y para diversos propósitos de orden civil.
Estos UAV operan normalmente en rangos de hasta aproximadamente 100 kilómetros
y probablemente sean los más usados en ambos campos (civil y militar), incluyendo
usos como diversos reconocimiento, destino de objetivos, monitoreo, seguridad del espacio
aéreo, vigilancia buque-puerto, inspección de líneas eléctricas de alta tensión, fumigación,
monitoreo del traco, etc.
MUAV: Son Mini UAVs por debajo de cierta masa probablemente por debajo de los
20 kilogramos, pero no tan pequeño como un MicroUAV, capaz de ser lanzado a mano
y operando rangos de hasta aproximadamente 30 kilómetros. Son usados también por
grupos móviles de soldados y particularmente diversos propósitos de orden civil.
MicroUAV: Estos originalmente fueron denidos como UAVs con envergadura de ala no
mayor a 150 milímetros. Esto ha sido un tanto relajado pero el MAV es requerido prin-
cipalmente para operaciones en un ambiente urbano, particularmente entre edicios. Es
necesario volar lentamente, preferiblemente elevarse y establecerse en un punto, es decir,
ser capaz de detenerse y postrarse sobre un muro. Para lograr este desafío, la investi-
gación está siendo conducida hacia algunas conguraciones no convencionales tal como
vehículos con aleteo de las alas. Los MAV son generalmente lanzados a mano y por lo
3tanto versiones de vehículos con alas tienen muy bajas cargas laterales que deben hacer-
las muy vulnerables a la turbulencia atmosférica. Estos tipos son muy propensos a tener
problemas de precipitación.
NanoUAV: Estos se proponen para ser del tamaño de las semillas de un árbol llamado
sicomoro y usados en multitud para nes tales como la confusión de un radar, o si la
cámara, propulsión y subsistemas de control pueden hacerse lo sucientemente pequeño,
para la vigilancia de ultra corto alcance.
1.1.1. Vehículos aéreos según su conguración aerodinámica
En la sección anterior se presentó una clasicación de los UAVs según el rango de operación,
el objetivo de este trabajo es la aplicación de nuevas estrategias de control. Por lo tanto, nos
referimos a los Mini UAV. Puesto que, son vehículos de talla pequeña (0.5 a 2 metros) y con
una masa no mayor a 10 kilogramos. Además, el tiempo de vuelo se considera no mayor a 30
minutos y la capacidad de carga en el orden de hasta 1.5 kilogramo. Entonces, a partir de las
consideraciones dadas, reduciremos la clasicación de vehículos aéreos y nos centraremos en los
de ala ja (aviones) y los de ala rotatoria (helicópteros de doble rotor, tri-rotor, cuadri-rotor,
etc.) con las proporciones mencionadas anteriormente.
Avión
El avión es una aeronave con mayor densidad que el aire, provisto de alas y un espacio de
carga, capaz de volar impulsado por uno o más motores (ver Figura 1.1). Los aeroplanos incluyen
a los monoplanos, biplanos y triplanos. Los aeroplanos sin motor, se denominan planeadores.
Según la denición de la Organización Internacional de Aviación Civil OACI (por sus siglas
4en inglés) es una aeronave propulsada por motor, que debe su sustentación en vuelo principal-
mente a reacciones aerodinámicas ejercidas sobre supercies que permanecen jas en determi-
nadas condiciones de vuelo.
Figura 1.1. Avión modelo Mitchell B-25 [3].
Su principio de funcionamiento se basa en la fuerza aerodinámica que se genera sobre las
alas, en sentido ascendente, llamada sustentación. Esta se origina por la diferencia de presiones
entre la parte superior e inferior del ala, producida por la forma del perl alar. El movimiento
de un avión se rige por la iteración de tres fuerzas:
La fuerza de empuje, que es generada por un medio de propulsión.
El efecto de la gravedad terrestre sobre el vehículo.
La fuerza aerodinámica, está fuerza esta compuesta de la sustentación y el arrastre.
Estas fuerzas se representan por cuatro vectores (ver Figura 1.2), donde la fuerza de sustentación
es opuesta al peso y la tracción actúa en contra del arrastre.
Cuando la aeronave está en vuelo horizontal y a velocidad constante, el peso se equilibra
por la fuerza de sustentación, y el arrastre se compensa por el empuje. Desde esta posición de
equilibrio, cualquier modicación de los parámetros conduce a un desequilibrio. Por ejemplo, si
el piloto desacelera, el arrastre se convierte en dominante y la velocidad disminuye. Entonces,
5la sustentación también disminuye puesto que es proporcional al cuadrado de la velocidad.
Entonces, la aeronave se encuentra en una trayectoria descendente, debido a su peso.
Figura 1.2. Fuerzas aplicadas a un avión.
Para las aeronaves de ala ja, la fuerza de propulsión está orientada a lo largo del eje
longitudinal de la aeronave. Esta es la velocidad relativa y los perles de ala que generan un
empuje del aire que generan una fuerza de sustentación opuesta al peso. En otras palabras, el
avión tiene que volar hacia delante. Como resultado, para conseguir trayectorias verticales y/o
en el plano horizontal, es necesario crear momentos alrededor de los tres ejes con el objetivo de
guiar la fuerza de propulsión en la dirección deseada. En un avión, estos momentos se consiguen
utilizando pequeñas supercies móviles controladas por el piloto, estas son:
Los alerones, situados generalmente uno en cada extremo del ala, estos generan una
inclinación alrededor del eje longitudinal del avión, esto permite crear el movimiento de
alabeo.
El elevador, se encuentra en el estabilizador horizontal colocado en el empenaje de un
avión. Este provoca un movimiento en el eje transversal de la aeronave y proporciona un
momento de cabeceo.
6El timón, se localiza en el estabilizador vertical del empenaje y pivotea alrededor del eje
vertical del avión, generando un momento de guiñada.
Por lo tanto, en el ascenso y descenso de un avión se controla la sustentación durante la
trayectoria, esto se hace a través del elevador y del empuje. La dirección en el plano horizontal
(movimiento lateral) se realiza por medio de la acción combinada del empuje, alerones, elevador
y el timón.
Helicópteros
Un helicóptero es una aeronave que es sustentada y propulsada por uno o más rotores, cada
uno formado por dos o más palas. Los helicópteros están clasicados como aeronaves de ala
rotatoria, para distinguirlos de las aeronaves de ala ja, los helicópteros crean sustentación con
las palas que rotan alrededor de un eje vertical.
La principal ventaja de los helicópteros se debe a que proporcionan sustentación sin que
la aeronave se esté desplazando. Por lo tanto, permite realizar despegues y aterrizajes verti-
cales sin necesidad de una pista. Por esta razón, los helicópteros se usan a menudo en zonas
congestionadas o aisladas donde los aviones no pueden despegar o aterrizar.
Los helicópteros pueden ser clasicados según la cantidad de rotores que posean. Una manera
es la siguiente:
bi-rotores. Dentro de esta categoría se encuentran el helicóptero clásico, el Tandem y el
coaxial
tri-rotores
cuadri-rotores
7Helicópteros bi-rotor
Figura 1.3. Helicópteros bi-rotor. a) Clásico [4]. b) Coaxial [5]. c) Tandem [6].
Helicóptero clásico. Es el más utilizado alrededor del mundo. Se compone de un rotor
principal y un rotor auxiliar situado en la parte trasera de la aeronave llamado rotor de cola. El
rotor principal produce la fuerza de sustentación, la fuerza de avance, la rotación sobre el eje
transversal y la rotación sobre el eje longitudinal del helicóptero. Por otra parte, el rotor de cola
se utiliza para compensar los efectos giroscópicos (gira sobre su propio eje vertical) producidos
por la rotación del rotor principal. Por lo tanto, el rotor de cola gobierna el control de guiñada
del helicóptero. En la Figura 1.3.a se muestra un helicóptero en miniatura convencional.
Helicóptero coaxial. Este tipo de aeronave, evita el uso del rotor de cola (ver Figura
1.3.b), esto se hace mediante colocación de dos rotores contra-rotativos, con la particularidad
que los rotores están colocados uno encima de otro en el mismo eje de rotación (principal).
De ésta forma compensa los efectos giroscópicos que se generan por la inercia del rotor. Otra
característica notable es el tamaño del cuerpo que puede llegar a tener, es menor comparada
con otros tipos de helicópteros.
Helicóptero en tandem. Este reemplaza el rotor de cola y en lugar de contar con un rotor
principal, cuenta con dos rotores colocados en los extremos de la cabina como muestra la Figura
81.3.c. Estos rotores tienen la misma conguración, es decir, igual dimensión, potencia pero la
dirección en que giran es opuesta, esto con el n de compensar los efectos de carga y cantidad
de movimiento de cada rotor. La interacción de los dos rotores ofrece para el helicóptero, una
mayor capacidad de carga.
Figura 1.4. Sistema doble rotor de 3 GDL de Quanser [7].
Por otra parte, una plataforma de experimentación la cual emula el movimiento restringido
de un helicóptero tandem se muestra en la Figura 1.4, este es un sistema doble rotor que posee
3 grados de libertad aquí lo llamamos TROS (de las siglas en inglés Tandem Rotor System).
El modelado y control de este sistema se abordará en los Capítulos siguientes.
Helicópteros tri-rotor
Figura 1.5. Helicóptero tri-rotor [8].
Este helicóptero se compone de dos rotores uno en la parte frontal y otro en la parte trasera
9como se muestra en la Figura 1.5, ambos rotores giran en dirección opuesta uno respecto al
otro y están unidos mediante un eslabón al centro del vehículo. Un tercer rotor, situado en la
cola se puede inclinar por medio de un servo motor para producir un movimiento de guiñada.
La velocidad angular de los dos rotores principales se controla para generar la sustentación
principal, así como el movimiento de alabeo. Por último, el movimiento de inclinación (cabeceo)
se logra mediante la variación de la velocidad angular del rotor de cola.
Helicópteros cuadri-rotor
Figura 1.6. Helicóptero cuadri-rotor [9].
Un helicóptero que posee 4 rotores que generan sustentación, es llamado cuadri-rotor (ver
Figura 1.6). El principio básico es colocar cuatro rotores en cuatro esquinas de la aeronave en
el mismo plano horizontal ya sea en forma de X ó H.
El movimiento de elevación y descenso de tal vehículo es proporcionado por los cuatro
rotores a la vez. La diferencia de sustentación entre los motores frontales y traseros produce un
momento de inclinación (cabeceo) que controla el movimiento de traslación (adelante/atrás).
El movimiento de izquierda/derecha es proporcionada por la diferencia del impulso entre
los rotores situados en extremos. Entonces, para el control de guiñada del cuadri-rotor, este se
produce mediante la suma de la carga y cantidad de movimiento de los cuatro rotores, estos
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denen la dirección de rotación. En efecto, cada hélice que gira a una cierta velocidad genera
un movimiento opuesto a la dirección de rotación.
El sentido de giro de las hélices delantera/trasera e izquierda/derecha se invierte, y se puede
cancelar o controlar la suma del par de carga y cantidad de movimiento. Por lo tanto, como
los cuatro motores están sometidos al mismo par de carga y cantidad de movimiento, la suma
es cero y no hay rotación horizontal de la aeronave. Por el contrario, si se crea una diferencia
entre velocidad de los motores que giran en direcciones opuestas, haciendo la sumatoria de par
de carga y cantidad de movimiento, se genera la rotación del vehículo.
Note que los rotores están en números pares y para cambios muy pequeños en torno a la
velocidad de equilibrio, la diferencia del par de carga y cantidad de movimiento de los rotores
es imperceptible.
1.1.2. Aplicaciones de los UAVs
Actualmente, existe una variedad importante de aplicaciones para este tipo de vehículos
aéreos no tripulados y la selección del vehículo depende de su utilización. Se puede seleccionar
la aplicación ya sea en el ámbito civil o en el militar. Por ejemplo, en la Figura 1.7 se observan
aplicaciones de orden civil, algunas son [2]:
Aplicaciones civiles
Tráco. Monitoreo y control de caminos.
Meteorología. Muestreo y análisis atmosférico.
Fotografía aérea. Cartografía, vídeo, etc.
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Agricultura. Fumigación y monitoreo de las parcelas
Guardia costera. Búsqueda y rescate de personas, vigilancia de los límites marítimos.
Compañías Eléctricas. Inspección de líneas eléctricas de alta tensión.
Figura 1.7. Aplicaciones civiles [10, 11, 12].
Aplicaciones Militares
En lo referente a las aplicaciones militares, éstas comprenden las fuerzas armadas terrestres,
aéreas y marinas como se puede ver en la Figura 1.8.
Reconocimiento. Exploración de nuevos territorios.
Vigilancia del perímetro de la base aérea, terrestre o marítima.
Localización de objetivos.
Monitoreo de actividades nucleares, biológicas, etc.
Sigilo. Evasión de radares.
Comunicaciones. Estaciones de transmisión aéreas.
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Figura 1.8. Aplicaciones militares [13, 14, 15].
Con base en las deniciones y clasicaciones anteriores, se establece el contexto de los
vehículos aéreos no tripulados, es decir, que se que son, como se clasican y para que se utilizan.
A continuación se plantea el problema referente a esta tesis.
1.2. Descripción del problema
Para llevar a cabo las diversas misiones es necesario controlar los UAVs. El diseño de los
controladores llega a ser un reto. Puesto que, durante el vuelo los UAVs se ven afectados por
diferentes factores ambientales tales como altitud, viento, presión, temperatura y otros factores
atmosféricos que intereren con el plan de vuelo, siendo las ráfagas de viento las que más afectan
[2]. Adicionalmente, la dinámica de los UAVs es no lineal y fuertemente acoplada. Más aún, en
el caso de un ala ja los parámetros aerodinámicos que complementan el modelo dinámico son
funciones no lineales complejas que necesitan ser medidas en un costoso laboratorio de uidos
(túnel de viento) o estimarse mediante un software (por ejemplo: Tornado) [16].
Entonces, el diseño de controladores basados en modelos linealizados no pueden garantizar
la estabilidad fuera de la región de equilibrio. Por otro lado, los controladores basados en el
conocimiento exacto del modelo resulta, en una tarea muy complicada y sujetos a errores en el
modelado.
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Por lo tanto, una solución es el diseño de controladores robustos para UAVs, donde los
controladores sean capaces de operar bajo condiciones de incertidumbres, dinámica acoplada y
además de comandar la misión programada para el vehículo a pesar de perturbaciones externas.
1.3. Antecedentes
Algunas técnicas de control han sido usadas con el objetivo de controlar aviones y helicóp-
teros, la mayoría basadas en las estrategias de control clásico y con el objetivo de proporcionar
comodidad para la tripulación, esto hasta antes de la aparición de los vehículos aéreos no tripu-
lados, donde debido a la diversidad de aplicaciones se requieren nuevas metodologías de control
con el objetivo de aumentar la maniobrabilidad, realizar misiones más complejas, reducir el
gasto de energía, obtener mayor capacidad de carga de los UAVs.
Con base en lo anterior, y con el propósito de abordar el problema de controlar aeronaves,
se han implementado algunas técnicas de control. Las más comunes son aquellas técnicas ba-
sadas en aproximaciones lineales [17, 18], donde se propone una linealización en un punto de
equilibrio generalmente vuelo crucero en aviones y estabilización en helicópteros. Sin embargo,
esta metodología asegura robustez sólo en el punto de equilibrio, y además es necesario conocer
los parámetros aerodinámicos. Para el caso de los vehículos aéreos de ala ja, por ejemplo, en
[19] se aborda el diseño de un esquema de control conocido como backsteeping adaptativo, el
cual está basado en variedades invariantes para el seguimiento del ángulo de ataque, ángulo
de deslizamiento y el ángulo alabeo. Este diseño es robusto ante variaciones aerodinámicas. No
obstante, el control está basado en un modelo linealizado.
En lo subsecuente, técnicas de control no lineal como linealización por retroalimentación
[20] y dinámica inversa no lineal [21] esta metodología transforma la dinámica de las variables
a controlar en una cadena de integradores usando retroalimentación de estado, la cual se logra
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solamente bajo las condiciones de perturbaciones acopladas y que la dinámica residual sea
estable, esto impone una restricción en la selección de variables a controlar.
Además, técnicas de control robusto basados en pasividad [22], donde se usa la forma Ha-
miltoniana del sistema y la ley de control se selecciona tal que la función de energía de lazo
cerrado deseada total sea cero. No obstante, es necesario conocer el modelo exacto y establecer
condiciones para evitar singularidades en el control, esto debido a la naturaleza de los modelos
matemáticos de los UAVs. Por lo tanto, el diseño de estos controladores es laborioso.
Variedades invariantes, también han sido diseñadas para el control de vuelo de UAVs, como
en [23], donde una función de energía es usada para el diseño del controlador robusto en pre-
sencia de momentos aerodinámicos con coecientes desconocidos. Sin embargo, ésta función de
energía no es fácil de obtener lo que limita su aplicación. Más aún, este controlador necesita
mediciones exactas del estado, lo que limita su implementación.
Es bien conocido que las técnicas de control por modos deslizantes son robustas ante per-
turbaciones e incertidumbres, y es relativamente simple la sintonización. Desafortunadamente,
las oscilaciones de alta frecuencia de la entrada de control, el llamado fenómeno chattering
puede llegar a ocasionar daño en los actuadores. Con el objetivo de reducir el efecto chatte-
ring, mejorar la precisión y asegurar la convergencia en tiempo nito al objetivo de control,
nuevas estrategias surgieron en el inicio de la década de 1990, los llamados control por modos
deslizantes de orden superior [24].
Dentro de las técnicas de modos deslizantes de orden superior se encuentra el control por
retroalimentación de la salida, que consta de un control cuasi-continuo y un diferenciador ro-
busto que provee las derivadas de la supercie deslizante. Este controlador puede aplicarse a
sistemas dinámicos de grado n y sólo es necesario conocer el grado relativo del sistema a con-
trolar, además satisface el principio de separación por lo que el control y el diferenciador son
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diseñados independientemente. Este controlador presentado por [25], preserva las propiedades
de robustez, convergencia en tiempo nito y proporciona una salida de control continuo.
Otra estrategia de control por modos deslizante de alto orden es el control super-twisting
adaptativo, el cual fué propuesto por [26]. Este controlador adaptativo proporciona un control
robusto sin sobreestimar las ganancias de control, convergencia en tiempo nito, y además, es
posible aplicarlo a una amplia clase de sistemas no lineales que posean grado relativo 1, los cuales
son sometidos a perturbaciones del tipo aditivas y multiplicativas cuyas cotas sean desconocidas.
Esta última característica es muy interesante dado que permite reducir el procedimiento de
identicación.
1.4. Hipótesis
Puesto que, los vehículos aéreos no tripulados de talla pequeña son susceptibles a pertur-
baciones externas tales como el viento, además la dinámica de estos vehículos es no lineal
y fuertemente acoplada. Por lo tanto, el diseño de controladores debe ser lo sucientemente
robusto para mantener la estabilidad del UAV bajo las condiciones mencionadas.
Por otro lado, las técnicas de modos deslizantes de orden superior son insensibles ante
perturbaciones acopladas desconocidas pero acotadas, no necesitan conocer el modelo exacto
del sistema y además poseen convergencia en tiempo nito.
Entonces, es posible diseñar controladores robustos para controlar el vuelo de vehículos
aéreos no tripulados para seguir trayectorias deseadas en presencia de perturbaciones externas
tal como el viento, considerando dinámica no lineal del UAV e incertidumbres en el modelo.
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1.5. Objetivos
El estudio realizado en la presente tesis tiene por objetivo, aplicar algunas de las técnicas
de control por modos deslizantes de orden superior para el control de un vehículo aéreo no
tripulado de ala ja y un sistema doble rotor (TROS) de 3 grados de libertad en presencia de
perturbaciones externas tales como el viento e incertidumbres en el modelado. Para lograr este
objetivo se contemplan los siguientes objetivos particulares.
Realizar el modelado matemático de un avión miniatura y obtener los coecientes aero-
dinámicos del mismo.
Desarrollar un simulador en el ambiente Matlab/Simulink.
Modelar matemáticamente el comportamiento dinámico del sistema doble rotor de 3 gra-
dos de libertad.
Aplicar los controladores cuasi-continuo y super twisting adaptativo basados en las téc-
nicas más recientes de control por modos deslizantes de orden superior para el control
de algunos vehículos aéreos no tripulados, en este caso un UAV de ala ja y un sistema
doble rotor.
Aplicar los observadores super twisting y diferenciador por modos deslizantes con el n
de reconstruir el estado necesario para la implementación de los controladores.
Someter los esquemas de control propuestos a condiciones de perturbaciones externas me-
diante simulación y experimentación, con el objetivo de vericar la efectividad y desem-
peño.
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1.6. Contenido
La estructura de la presente tesis está distribuida de la siguiente manera:
En el Capítulo 1, se presenta una introducción acerca de los vehículos aéreos no tripulados,
donde se encuentran deniciones, clasicación de UAVs, así como algunas aplicaciones. Además,
se hace un planteamiento del problema y se incluye un estado del arte con respecto al control
de UAVs.
El modelado matemático que representa el comportamiento dinámico de un UAV de ala ja
y de un helicóptero de 3 grados de libertad se considera en el Capítulo 2. Más aún, para el
caso del UAV de ala ja se realiza una caracterización de la aerodinámica mediante el uso del
programa de computo Tornado.
En el Capítulo 3, se introduce la teoría de control basado en las técnicas de control por modos
deslizantes de orden superior, con el objetivo de proporcionar las bases necesarias para el diseño
de controladores robustos para el control de vuelo de los UAVs. Además, se agrega el diseño de
observadores, estos se utilizan para reconstruir el estado necesario para la implementación del
control.
En el Capítulo 4, se trata el diseño del control de vuelo de un vehículo aéreo no tripulado de
ala ja para el seguimiento de trayectorias, los resultados ilustran el desempeño del controlador
ante dinámica acoplada, incertidumbre en el modelo y perturbaciones externas.
En el Capítulo 5, se presentan experimentos para el control de orientación de un helicóptero
de 3 grados de libertad, donde los resultados muestran el desempeño y efectividad del control
super twisting adaptativo ante perturbaciones externas.
Finalmente, se proporcionan las conclusiones y perspectivas acerca de la presente tesis.
Capítulo 2
Modelado matemático de un UAV de ala
ja
En este capítulo, se presenta la obtención del modelo matemático que describe la dinámica de
un vehículo aéreo no tripulado de ala ja. Primero, se explica como las posiciones y velocidades
traslacionales y rotacionales se determinan con respecto a un marco de referencia inercial, se
obtiene tanto la cinemática como la dinámica del vehículo. Posteriormente, se realiza un análisis
de aerodinámica y se obtienen los coecientes aerodinámicos que representan las fuerzas que
actúan sobre al vehículo en una condición de vuelo en equilibrio.
2.1. Modelo matemático de un cuerpo rígido en 3 dimen-
siones
La obtención de las ecuaciones de movimiento para un objeto rígido (vehículo aéreo no
tripulado) moviéndose libremente en el espacio tridimensional 3D, se realiza por medio de la
leyes de Newton (ver [27] para más detalles). Normalmente, esas ecuaciones están expresadas en
un marco referencial adjunto al cuerpo (UAV), puesto que los parámetros alrededor del vehículo
son constantes respecto a ese marco. Sin embargo, para usar las leyes de Newton, éstas deben
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ser expresadas en un marco referencial inercial. En la literatura, este conjunto de ecuaciones
expresan 6 grados de libertad. Para representar esta dinámica es necesario analizar la parte
cinemática y la dinámica. En la siguiente subsección, se presenta el desarrollo de las ecuaciones
cinemáticas para un cuerpo libre en el espacio tridimensional.
Figura 2.1. Marcos de referencia.
2.1.1. Cinemática de un cuerpo rígido en el espacio
Considere que 0 es un marco inercial (i.e. no posee alguna aceleración ni velocidad angular).
Por convención, se considera tener un eje x positivo hacia el Norte, un eje z positivo apuntando
al centro de la Tierra, y un eje y denido mediante la regla de la mano derecha. Por otra parte,
el marco referencial no inercial 1 está rígidamente adjunto al cuerpo con origen en el centro
de masa CM del objeto, con el eje x a lo largo del vehículo y positivo hacia el frente del mismo,
el eje z positivo hacia la parte inferior, y el eje y denido usando la regla de la mano derecha
(ver Figura 2.1).
La posición de cualquier punto p en el vehículo es constante, si se mide desde 1, pero no es
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constante cuando la posición es medida a partir de 0. Aunque ambos marcos de referencia son
marcos que expresan un vector de cantidad (posiciones, velocidades, aceleraciones) en coorde-
nadas cartesianas, es evidente que ellos no tienen las mismas propiedades inerciales (ver [28]).
La relación entre esos marcos referenciales esta dada por una Matriz de Rotación R, la cual
produce el cambio de marco, expresando cualquier vector v mediante la ecuaciónv(0) = Rv(1),
donde el subíndice (i) = 0; 1; representa el marco base i a partir del cual los componentes
del vector de coordenadas están expresados. La matriz de rotación R 2 SO(3) es una matriz
cuadrada ortonormal 33 (de las matrices especiales ortogonales de orden 3) con determinante
unitario jRj = 1 y satisfaciendo R 1 = RT .
La orientación de un avión puede ser parametrizada usando un número reducido de pará-
metros de orientación que no son únicos. Sin embargo, representan 3 grados de libertad. Esto es
debido a las propiedades de las matrices ortonormales donde los nueve componentes pueden ser
completamente parametrizados por solamente 3 variables independientes. Dichos parámetros
pueden ser dados en cualquier conjunto de ángulos de Euler (3 variables) u otro conjunto no
mínimo de representación de la orientación tales como los cuaterniones.
En este trabajo, usamos la convención de ángulos de Euler (ver [27]), expresados como
 = [; ;  ]T 2 [ ; ]. Entonces, para el conjunto particular de ángulos roll-pitch-yaw,
denidos por una rotación  en el eje x, seguido de una rotación  en el eje y, y nalmente
una rotación  en el eje z todos en el marco de coordenadas adjunto al vehículo. Entonces, la
matriz de rotación está dada por
R() =
2664
c c  s s + c ss s s + c sc
s c c c + s ss  c s + s sc
 s cs cc
3775 (2.1.1)
donde sx y cy son funciones sen(x) y cos(y) con sus correspondientes argumentos.
Por otro lado, la velocidad angular está dada por la velocidad de cambio en la orientación,
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y en consecuencia mediante la derivada con respecto al tiempo de la matriz de rotación, esto
mediante la siguiente expresión
_R =

!(0)R; (2.1.2)
donde el término [!] es la expresión del vector producto cruz, y está denido como
[!] ,
2664
0  !z !y
!z 0  !x
 !y !x 0
3775 2 IR33 (2.1.3)
Por lo tanto, la velocidad angular puede ser calculada en el caso general como
!(0) =
1
2

~r1  _~r1 + ~r2  _~r2 + ~r3  _~r3

;
donde ~ri son las columnas de la matriz R (para más detalles ver [28]). A partir de la última
expresión, se puede deducir que la expresión inercial de la velocidad angular para la convención
roll-pitch-yaw puede ser calculada como !(0) = J (), donde el operador lineal es dado
explícitamente como
J () =
2664
cc  s 0
cs c 0
 s 0 1
3775
Finalmente, el cálculo de la velocidad lineal v = v(1) = [u; v; w]T y la velocidad angular ! =
!(1) = [p; q; r]T del vehículo, expresadas en el marco no inercial, se puede obtener por medio el
siguiente conjunto de ecuaciones, nombrado aquí como cinemática del vehículo
_d = R()v (2.1.4)
_ = W 1()! (2.1.5)
dondeW () = [J 1 ()R()], y = [; ;  ]
T y d = [x; y; z]T representan la expresión inercial
en componentes cartesianos de la posición angular y posición del vehículo respectivamente.
22
2.1.2. Dinámica de un cuerpo rígido
Si el vehículo (avión) se considera rígido, i.e., no hay deformación debido a la naturaleza
del material, entonces las distancias entre cada partícula permanece constante.
Bajo esta consideración, el vehículo puede ser caracterizado con parámetros concentrados,
los cuales son constantes cuando están expresados en el marco referencial local. Entonces, las
leyes de conservación de cantidad de movimiento lineal y angular, ambas expresiones dinámicas
para fuerzas (Newton) y momentos (Euler), las cuales representan la dinámica del cuerpo libre
se expresan de la siguiente manera ( ver [28]):
m( _v + !  v) mRT ()g = f (2.1.6)
I _! + !  I! = n (2.1.7)
donde el vector de fuerza f = (FX ; FY ; FZ)T , en la ecuación dinámica (2.1.6), se compone
mediante los componentes cartesianos de las fuerzas externas expresadas en el marco referencial
adjunto al vehículo, y aplicadas al centro de masas. El vector de momentos n = (FL; FM ; FN)T
es de igual modo expresado en el marco referencial local y aplicado al centro de masas. El
vector de gravedad g = [0; 0; g]T expresa la dirección de la aceleración debida a la gravedad en
coordenadas inerciales.
Además, los parámetros concentrados dinámicos del vehículo son la masa m y el tensor de
inercia I 2 IR33 (también conocido como la matriz de momentos de inercia). Este tensor de
inercia es una matriz cuadrada simétrica denida positiva (I = IT > 0) de la forma:
I =
2664
Ixx  Ixy  Ixz
 Iyx Iyy  Iyz
 Izx  Izy Izz
3775
Partiendo de la suposición, que el vehículo aéreo no tripulado de ala ja, es simétrico con
23
respecto a su eje longitudinal [17]. Entonces, el tensor de inercia se reduce a la siguiente forma
I =
2664
Ixx 0  Ixz
0 Iyy 0
 Izx 0 Izz
3775
De acuerdo con lo mencionado anteriormente, el conjunto de ecuaciones (2.1.4)-(2.1.5)-(2.1.6)-
(2.1.7) representa el movimiento de los 6 grados de libertad (gdl) de cualquier objeto rígido en el
espacio tridimensional. Por otro lado, los componentes de fuerzas y momentos externos actuando
en las ecuaciones dinámicas (2.1.6)-(2.1.7) representan las fuerzas y momentos del vehículo que
inyectan energía al sistema, en el caso de un avión las fuerzas y momentos aerodinámicos,
conocidas como aerodinámica del avión.
2.2. Aerodinámica
Las ecuaciones deducidas en la sección anterior, describen el comportamiento de un cuerpo
rígido moviéndose libremente a través de un espacio tridimensional. Las fuerzas aerodinámicas
son parte de las fuerzas externas que se describieron en la sección pasada. Entonces, para
representar el comportamiento de un avión, es necesario considerar los efectos aerodinámicos,
estos proporcionan las características propias del avión.
2.2.1. Perl de un ala
El ala es la supercie que proporciona sustentación a las aeronaves, generando la fuerza
debida a la dinámica de la circulación del aire [29]. Por esta razón, el ala es la supercie
aerodinámica más importante del avión. El perl del ala que se muestra en la Figura 2.2 se
utiliza para analizar la respuesta de la aerodinámica del ala. A continuación, se proporcionan
algunos conceptos básicos que denen un perl de ala.
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Figura 2.2. Perl de un ala.
Como se puede apreciar en la Figura 2.2, el viento entra al ala por el borde de ataque y
sale por el borde de fuga.
El perl superior se le conoce como extradós y el inferior intradós.
El segmento de línea recta que une el borde de ataque con el borde de fuga se llama perl
de cuerda.
La distancia entre las supercies superior e inferior es el espesor.
El perl de cuerda media es la curva equidistante entre las supercies superior e inferior.
La distancia máxima entre el perl de cuerda y la echa se llama perl medio.
La relación entre la echa y el perl de cuerda se llama curvatura.
El ángulo de ataque  es el ángulo entre el perl de cuerda y el vector de velocidad de la
zona o dirección de ujo, este ángulo también se llama ángulo de incidencia.
Recordando que en este trabajo se consideran UAVs de ala ja de talla pequeña, el régimen de
vuelo se restringe a una altura no mayor a 200 metros y el radio de operación será menor a
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100 km. Este dominio de vuelo supone que la masa y la temperatura del aire son constantes
(se denen constantes bajo el supuesto de una atmósfera estándar).
Por otra parte, el aire es un gas ligero cuyo peso propio se desprecia con respecto a otras
fuerzas. La consideración de parámetros adimensionales, respetando las reglas de similitud,
permite obtener más simplicaciones. En lo siguiente, se denota como Ufluido la velocidad del
uido, i.e., la velocidad del aire.
El número de Reynolds Re es el parámetro que representa el efecto de escalamiento. Se
representa físicamente como la relación de fuerzas de inercia y fuerzas viscosas que actúan
sobre una partícula de uido. Deniendo, por ejemplo, la cuerda media aerodinámica c de un
perl de ala como la variable de referencia física, podemos escribir el número de Reynolds de
la siguiente manera:
Re =
cUfluido
vf
(2.2.1)
donde vf es la viscosidad del uido, en este caso del aire.
Por otro lado, el número de Mach M es la relación de la velocidad relativa del sistema en
relación con la velocidad del sonido:
M =
Ufluido
Vson
(2.2.2)
Esto se traduce en los efectos de compresibilidad del aire. Este trabajo se realiza bajo la hipótesis
de que el aire es un uido incompresible, tal que, uye de una manera cuasi-estacionaria en
torno a una pala o un perl de ala. En este contexto particular, las ecuaciones de Navier-Stokes
se simplican considerablemente para generar la ecuación de Bernoulli. Esta ecuación permite
expresar la presión total:
P0 = p+
1
2
 j Ufluido j2 (2.2.3)
donde P0 es la presión total, p es la presión estática y  corresponde a la densidad del aire. La
ecuación de Bernoulli (2.2.3) describe lo siguiente: Cuando el aire está en movimiento varía la
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presión estática, que disminuye a medida que aumenta la velocidad, y viceversa. Pero esque-
máticamente, el aire es mayor en el camino superior del perl de ala que en el inferior. Para
compensar, se debe acelerar el lado de la parte superior (lento en la parte inferior). Así que,
se produce una disminución de la presión en la supercie superior, y un aumento en la parte
inferior, dando como resultado la fuerza aerodinámica de sustentación.
La ecuación fundamental en el resto de este estudio consiste en la densidad del aire .
Este último depende, en sí, de la temperatura y la altitud. Con el n de tomar en cuenta este
fenómeno, se utiliza el modelo ISA [30] (Atmósfera Estándar Internacional) donde la ecuación
de la densidad del aire está dada por
 = 0

T0 + z
T0
  g
Raire
 1
(2.2.4)
donde 0 es la densidad a 0m, T0 es la temperatura a 0m,  es el gradiente térmico, Raire
constante de la masa molecular del aire Maire y z es la altitud. Para el régimen dentro de la
tropósfera (altura < 11000m) los valores son:
T0 = 288:15K
0 = 1; 225
kg
m3
 =  6:5  10 3K
m
Raire =
Rgasperf
Maire
=
8:31
28:9  10 3 = 287
m2
s2 K
Maire = 28:9  10 3 kg
mol
g = 9:8
m
s2
Tomando en cuenta las suposiciones anteriores, lo siguiente se trata con la denición de las
fuerzas y momentos aerodinámicos que actúan sobre un aeroplano.
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2.2.2. Fuerzas y momentos aerodinámicos.
La dinámica de movimiento está regida por las fuerzas y momentos que actúan en el centro
de masa del avión. Las fuerzas y momentos aerodinámicos sobre un avión se producen por el
movimiento relativo con respecto al aire y dependen de la orientación del avión con respecto al
ujo de aire.
En un ujo de aire uniforme estas fuerzas y momentos no cambian después de una rotación
alrededor del ujo libre del vector de velocidad. Más aún, solamente se necesitan 2 ángulos de
orientación (con respecto al viento relativo) para especicar las fuerzas y momentos aerodiná-
micos. Los ángulos que se usan para especicar estas fuerzas son al ángulo de ataque  y el
ángulo de deslizamiento . Estos son conocidos como los ángulos aerodinámicos [27] y se de-
nen mediante rotaciones de coordenadas en tres dimensiones. Note que las fuerzas y momentos
aerodinámicos también dependen de la velocidad angular p; q y r.
El ángulo de ataque, usualmente especicado en los datos aerodinámicos para un avión, se
mide con respecto a la línea de referencia del fuselaje y denotado por frl. En nuestro caso,
consideramos que los ejes de referencia jo al cuerpo del avión son alineados con esta línea de
referencia del fuselaje; de otra manera, el ángulo  usado en las ecuaciones de movimiento en
el sistema jo al cuerpo podría diferir por una constante con respecto del ángulo  usado en
los datos aerodinámicos.
En la Figura 2.3 se muestra un avión, el cual es afectado por un viento relativo sobre
su costado, y los ejes se representan usando el sistema cartesiano convencional. El vector de
viento relativo es igual y opuesto al vector del centro de masa, relativo al vector de velocidad
V b = v = [u; v; w]
T , el cual se usa en las ecuaciones de movimiento.
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Figura 2.3. Denición de los ejes y ángulos de un avión.
Se dene una matriz de rotación que depende del ángulo de ataque , el cual está denido
como el ángulo entre el eje x del sistema jo al cuerpo; el ángulo  es positivo si la rotación
alrededor del eje y del sistema jo al cuerpo resultó ser negativo; así un ángulo  positivo, esto
se muestra en la Figura 2.3. Esta transformación está dada por
 =
2664
c 0 s
0 1 0
 s 0 c
3775 (2.2.5)
donde cx y sy corresponde a cos(x) y sen(y) respectivamente. Ahora, una segunda rotación del
avión dene un conjunto de ejes relativos al viento, el cual es también un sistema cartesiano, i.e.
sistema de referencia relativo al viento, y depende del ángulo de deslizamiento , este ángulo
se dene mediante una rotación en el eje z del sistema relativo al vehículo. Esta matriz está
dada por
 =
2664
c s 0
 s c 0
0 0 1
3775 (2.2.6)
Finalmente, para una transformación de coordenadas del sistema jo asociado al cuerpo, al
sistema de referencia relativo de viento, resulta en
 =  =
2664
cc s sc
 cs c  ss
 s 0 c
3775 (2.2.7)
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Esta transformación  2 SO3 signica que  1 = T y que j  j= 1. Los ángulos de ataque
 y deslizamiento  se denen mediante una rotación alrededor del eje y, en el sistema jo
al cuerpo, seguido de una rotación del plano sobre el nuevo eje z, tal que el eje x nal está
alineado directamente al viento relativo.
Para el vuelo equilibrado de un avión, este debe volar dentro del viento aparente (viento
relativo) para disminuir el arrastre. Más aún, el ángulo  es usualmente pequeño en condiciones
de vuelo equilibrado (recto nivelado). El ángulo  debe ser sucientemente grande para generar
la fuerza de sustentación requerida para que el avión vuele. Usualmente los valores que son
sucientes para satisfacer esta condición son pequeños [27].
Mediante una transformación de coordenadas entre el vector de velocidad V b = [u; v; w]T
del sistema jo al cuerpo y la velocidad del aire V v = [V; 0; 0]T del sistema relativo al viento,
se obtienen las siguientes expresiones para los ángulos ,  y la velocidad relativa V .
tan() =
w
u
(2.2.8)
sen() =
v
V
(2.2.9)
V =
p
u2 + v2 + w2 (2.2.10)
Vale la pena recalcar que ,  y V son las tres más importantes variables que determinan las
fuerzas y momentos aerodinámicos. Entonces, las ecuaciones anteriores (2.2.2) y (2.2.7) junto
con las ecuaciones de movimiento del sistema jo al cuerpo (2.1.4)-(2.1.7), denen el sistema
de ecuaciones que representa la dinámica de movimiento del avión.
Por otro lado, las fuerzas y momentos aerodinámicos se representan por medio de coecien-
tes, los cuales se explican a continuación.
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Fuerza de arrastre
Figura 2.4. Curva típica del coeciente de arrastre [31].
La componente de la fuerza aerodinámica que se opone al movimiento del ala sobre el aire
es llamada resistencia o arrastre (drag). En la Figura 2.4 se observa el comportamiento típico
del coeciente de arrastre respecto al ángulo de ataque , y está dado por la siguiente expresión
D =
1
2
V 2SCD() (2.2.11)
donde CD() es el coeciente de arrastre (adimensional),  es la densidad del aire, V es la
velocidad relativa del aire y S es la supercie de ala.
El coeciente de arrastre es una función que depende en gran medida del ángulo de ataque
, pero también inuyen otros factores como la altura y la velocidad. Entonces, el coeciente
arrastre se puede expresar como, [27],
CD = CD(; ;M; z) + CD(a) + CD(e) + CD(r) (2.2.12)
donde M es el número Mach,  es el ángulo de deslizamiento, a representa la deexión de
los alerones, e la deexión del elevador y r la deexión del timón de dirección. La fuerza
de arrastre es la suma de los arrastres del ala y el empenaje [27], que se puede calcular de la
siguiente forma
FD =

CDw() +
St
S
tCDt(t; e)

V 2
2
S (2.2.13)
31
donde St es el área del estabilizador horizontal situada en el empenaje, t es la eciencia del
estabilizador horizontal, t es el ángulo de ataque del estabilizador horizontal y CDt es el
coeciente de arrastre del estabilizador horizontal.
Una aproximación del coeciente de arrastre usada en los simuladores de vuelo [32] está
dada por
CD = CD0 +
(CL   CL0)2
eAR
+ CDff + CDee+ CDaa+ CDrr + CLMM (2.2.14)
donde e es la eciencia de Oswald, AR = b
2
S
, y f son los aps. El caso de estudio no cuenta
con ellos. Note que depende del coeciente de sustentación que se describe enseguida.
Fuerza de sustentación
Figura 2.5. Curva típica del coeciente de sustentación [31].
La sustentación o Lift L se dene como la componente de la fuerza aerodinámica perpendi-
cular a la dirección de la velocidad de desplazamiento relativo V . En la Figura 2.5 se muestra
un comportamiento típico del coeciente de sustentación contra el ángulo de ataque y la fuerza
de sustentación, la cual está dada por
L =
1
2
V 2SCL() (2.2.15)
donde, CL() es el coeciente de sustentación (adimensional), que depende del perl de con-
guración y el ángulo de ataque. Para el avión, dicho coeciente es una combinación de la
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sustentación del ala, fuselaje y el empenaje. Su variación en relación con el ángulo de ataque 
es casi lineal en la zona central de la curva. La pendiente de la curva de elevación no depende
del número de Reynolds Re cuando se encuentra entre Re  106 y 107, pero se reduce cuando
el número de Reynolds está cerca a Re  105, como es el caso de un modelo de avión pequeño.
El modelo general para el coeciente de sustentación viene dada por, [27],
CL() = CL(; ;M) + CL(e) + CLge(h) (2.2.16)
donde CL(e) y CLge(h) son las variaciones del elevador e y del efecto suelo h, respectiva-
mente. Para el caso de un avión pequeño, la fuerza de sustentación se puede modelar como la
suma de la sustentación producida por el ala y la sustentación generada por el empenaje [18].
Entonces, el coeciente de la fuerza de sustentación se puede escribir como
CL = CLw()
V 2
2
S + tCLt(t; e)
V 2
2
St (2.2.17)
donde CLw es el coeciente de sustentación del ala, CLt es el coeciente de sustentación del
estabilizador horizontal y t es la eciencia de la cola, que representa la relación entre la
velocidad relativa ecaz en el empenaje V 0rel y la velocidad relativa en el ala Vrel, dada por
CL =

CLw() +
St
S
tCLt(t; e)

V 2
2
S (2.2.18)
que depende de la sustentación generada en el ala CLw y el estabilizador horizontal CLt. Una
expresión general del coeciente de sustentación está dada por
CL = CL0 + CL + CLff + CLee+
c
2V
(CL _ _ + CLqq) + CLMM (2.2.19)
donde _ es la variación del ángulo  con respecto al tiempo, la cual es comúnmente usada en
los simuladores de vuelo [32].
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Fuerza lateral Y
Figura 2.6. Curva típica del coeciente de fuerza lateral [27].
Esta fuerza Y se puede estimar de la siguiente forma,
Y =
1
2
V 2SCY (2.2.20)
En la dinámica longitudinal, suponiendo que se tiene un avión simétrico, con ángulo de desli-
zamiento  igual a cero y la deexión de los alerones en posición neutral, da como resultado la
cancelación de esta fuerza. Sin embargo, si tomamos en cuenta la dinámica lateral completa,
esta fuerza Y no es nula. La fuerza lateral depende esencialmente del movimiento del ángulo
de deslizamiento CY (;M; ), y varía con la deexión del timón y de los alerones así como los
términos CY r(r) y CY a(a). El coeciente de la fuerza lateral se puede calcular como,
[27],
CY = CY (;M; ) + CY r(r) + CY a(a) +
b
2V
[CY p()p+ CY r()r] (2.2.21)
donde b es la envergadura del ala y el último término de la ecuación anterior es la contribución
debido a las velocidades angulares de alabeo y guiñada (ver Figura 2.6).
El coeciente de fuerza lateral usado en el simulador [32] está dado por,
CY = CY 0 + CY  + CY p
bp
2V
+ CY r
br
2V
+ CY aa+ CY rr (2.2.22)
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donde CY 0 es el coeciente estático del momento, CY  es la contribución debido al ángulo de
deslizamiento ; CY p es el coeciente debido a la velocidad p, CY r es el coeciente debido a la
velocidad r, CY a se produce con la deexión en los alerones, CY r se produce con la deexión
en el timón de dirección.
Fuerzas en el sistema de referencia local
La fuerzas en el sistema referencial adjunto al vehículo se expresan a partir de las coorde-
nadas en el marco relativo al viento, mediante la transformación , esto mediante
FA =
0BB@
X
Y
Z
1CCA = (; ) 1
0BB@
 D
Y
 L
1CCA (2.2.23)
de esta manera las fuerzas aerodinámicas quedan expresadas en un marco no inercial.
Momento del ángulo de alabeo L
Figura 2.7. Curva típica del coeciente del momento de alabeo [31].
El momento de alabeo para un avión se puede calcular generalmente de la siguiente manera,
[27],
L =
1
4
V 2SbCl (2.2.24)
35
y en la Figura 2.7 se observa la curva típica respecto al ángulo de deslizamiento. El momento
de alabeo es generado por el movimiento de deslizamiento , el cambio de la posición de
los alerones, Cla(a) y del timón de dirección, Clr(r). El momento del alabeo se puede
interpretar como el momento de amortiguamiento que se resiste al cambio en el alabeo. Una
aproximación para determinar el coeciente de este momento está dado por
Cl = C(; ;M) + Cla(a) + Clr(r) (2.2.25)
Por otra parte, el coeciente de alabeo en el simulador se determina de la siguiente forma, [32],
Cl = Cl0 + Cl + Clp
bp
2V
+ Clr
br
2V
+ Claa+ Clrr (2.2.26)
donde Cl0 es el coeciente estático del momento, Cl es la contribución debido al ángulo de
deslizamiento , Clp es el coeciente debido a la velocidad p, Clr es el coeciente debido a la
velocidad r, Cla se produce con la deexión en los alerones, Clr se produce con la deexión
en el timón de dirección.
Momento del ángulo vertical M
Figura 2.8. Curva típica del coeciente del momento de cabeceo [31].
El momento que actúa sobre el avión, en torno al eje transversal y, es llamado momento
de cabeceo (pitch), donde la dirección de este momento es determinada de acuerdo con la regla
de la mano derecha, se relaciona con el ángulo de ataque , sin embargo, dieren por una
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constante. Este momento es calculado por la siguiente ecuación
M =
1
2
V 2ScCm (2.2.27)
donde c es la cuerda media aerodinámica y Cm() es el coeciente del momento en y. Para el
caso de un avión pequeño, el momento está dado por la suma de los momentos producidos por
el ala mw, la cola mt y la velocidad angular m _ en el sentido del cabeceo. De esta forma (2.2.27)
se puede obtener con la siguiente ecuación
M = mw +mt +m _ = Cm
V 2Sc
2
(2.2.28)
cuya curva se puede ver en la Figura 2.8. Por otro lado, el coeciente del momento del ángulo
de cabeceo es
Cm = Cm(;M; z) + Cme(; e) (2.2.29)
está en función del ángulo de ataque y de la posición del control del elevador [27].
El coeciente adimensional del momento de cabeceo usado para simulación está dado por,
[32],
Cm = Cmac + Cm() + Cme(e) + Cmqq
c
V
(2.2.30)
donde Cmac es el coeciente del momento del ángulo de cabeceo en el centro aerodinámico del
ala, Cm() es el coeciente que se produce en el ala debido a una variación en el ángulo , el
coeciente Cme representa las variaciones del momento debido al timón de profundidad, c es la
cuerda media aerodinámica, V es la velocidad del avión y Cmq es el coeciente que se produce
debido a una variación en la velocidad q del avión.
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Momento del ángulo de guiñada N
Figura 2.9. Curva típica del coeciente del momento de guiñada [31].
El momento de guiñada está dado por, [27],
N =
1
4
V 2SbCn (2.2.31)
donde la curva típica del momento respecto al ángulo de deslizamiento se muestra en la Figura
2.9. El momento de guiñada es generado por el movimiento de deslizamiento, por la acción de
los alerones y por el timón de dirección. Un cálculo para determinar el coeciente aerodinámico
de este momento está dado por
Cn = Cn(; ;M) + Cnr(; ;M; r) + Cna(; ;M; r): (2.2.32)
Con el objetivo de hacer el simulador, el coeciente del momento de guiñada se calcula de la
siguiente forma [32]:
Cn = Cn0 + Cn + Cnp
bp
2V
+ Cnr
br
2V
+ Cnaa+ Cnrr (2.2.33)
donde Cn0 es el coeciente estático del momento, Cn es la contribución debido al ángulo de
deslizamiento , Cnp es el coeciente debido a la velocidad p, Cnr es el coeciente debido a la
velocidad r, Cna se produce con la deexión en los alerones, Cnr se produce con la deexión
en el timón de dirección.
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Las fuerzas aerodinámicas determinan el desempeño del avión, estas fuerzas y momentos,
representan las entradas al modelo dinámico general de un avión, las cuales serán estudiadas en
lo subsecuente. Una forma de expresar las fuerzas aerodinámicas es mediante el cálculo de los
coecientes aerodinámicos, que se obtienen de forma aproximada, por medio de un programa
de computo especializado (ver [16] para más detalles).
En la presente tesis, estos coecientes fueron calculados para un avión pequeño modelo B-
25 Mitchell. Estos coecientes se pueden obtener experimentalmente mediante pruebas con el
avión en un túnel de viento.
En la siguiente subsección, se muestran los valores que se obtuvieron de los coecientes
aerodinámicos del avión de prueba. El modelo B-25 Mitchell; para posteriormente completar el
modelo dinámico del avión bajo estudio.
2.2.3. Cálculo de coecientes aerodinámicos
El cálculo de los coecientes aerodinámicos está basado en la estructura física del UAV
modelo B-25 Mitchell, que se muestra en la Figura 2.10.
Figura 2.10. Modelo del avión a escala B-25 Mitchell ARF.
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Un análisis computacional es desarrollado para estimar la aerodinámica del avión. En este
caso, se hace uso del programa de computo Tornado, para determinar los coecientes numéri-
camente. Este software utiliza el Vortex Lattice Method, que es un método de mallado para
resolver el ujo de aire en las supercies de sustentación del avión.
Figura 2.11. Conguración de alas del UAV de ala ja.
Para el trazado del avión en este software, se considera cada parte del avión como una ala,
por lo tanto se modela con base en las especicaciones de un ala, es decir, cuerda, envergadura,
curvatura, perl NACA del ala, longitud, área del ala, ángulo de inclinación del ala con respecto
a la horizontal, entre otras especicaciones. En la Figura 2.11 se muestra la distribución de las
alas utilizadas en este trabajo.
En el siguiente paso se realiza el trazado completo de la geometría del avión en diferentes
perspectivas, frontal, lateral, de planta y un isométrico como se puede observar en la Figura
2.12.
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Figura 2.12. Perspectivas del UAV de ala ja.
Una vez caracterizada la geometría del UAV de ala ja, se determinan el numero de paneles
por sección del avión, esto signica que en cada panel se obtienen las fuerzas que actúan en ese
panel para la condición de vuelo especicada. Por lo tanto, el resultado de acuerdo con la geo-
metría que representa al B-25 Mitchell, se muestra en la Figura 2.13, donde se representan tanto
las supercies de sustentación, como los motores y el fuselaje para una mayor aproximación.
Además, se muestra el punto de referencia donde se calculan las fuerzas aerodinámicas.
Para el análisis de la aerodinámica del avión se considera que el ujo de aire es incompresible,
lo cual es ciertamente apropiado para las condiciones de vuelo de este avión asumidas en la
presente tesis. El análisis también considera que el ujo de aire no tiene viscosidad. Sin embargo,
esta hipótesis en la práctica introduce algunos errores en la solución de los coecientes. Por otro
lado, la presión sin viscosidad está representada como se aprecia en la Figura 2.14, donde se
observa que en el ala se concentra en mayor medida la presión.
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Figura 2.13. Puntos de evaluación de fuerzas.
Figura 2.14. Presión.
El conjunto de coecientes aerodinámicos se calculan alrededor de una condición de vuelo
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equilibrado. Las datos resultantes contienen la mayoría de los coecientes necesarios para for-
mar un modelo completo de la dinámica. Algunos parámetros, como CLu, Cmu y CDu fueron
despreciados debido a que no tienen variación respecto al numero de Mach, el cual se dene
como.
M =
V
Vson
(2.2.34)
donde V es la velocidad relativa de la aeronave y Vson = 343:2m=s es la velocidad del sonido.
Los valores de los coecientes aerodinámicos obtenidos del análisis se muestran en la Tabla
2.1, las cuales presentan una variación de error. Existen diferentes fuentes de error tales co-
mo la geometría exacta del vehículo y la forma del ala, ya que es muy difícil representarlas
exactamente, debido a la constitución del software.
Tabla 2.1. Coecientes aerodinámicos
Coeciente Valor Coeciente Valor
CL 4:9776 CDe 0:0001
CL0 0:045454 Clp  0:50201
CLq 11:2434 CY   0:8043
CD0 0:011903 CY r  0:4664
CD 0:00013 CY p 0:01256
CDq 0:000008 Cna 0:00848
Cmq  18:4358 Cnr 0:059
Cm  3:5685 Cla 0:207
Cn 0:16133 Clr 0:0116
Cnr  0:1821 CY a 0:01462
Cnp  0:00468 CY r  0:1565
Cl 0:15875 Cme  1:6459
Clr 0:0394 CLe 0:58448
Por otro lado, la condición de vuelo considera que  = 5,  = p = q = r = 0, esto con la
nalidad de obtener los coecientes aerodinámicos para un régimen de vuelo en equilibrio que
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servirán para la construcción del simulador en el ambiente Matlab Simulink del UAV de ala ja
B-25 Mitchell.
Tabla 2.2. Propiedades B-25 Mitchell.
Parámetro Valor Unidad
Peso máximo 8 kg
Span (envergadura) 2:05 m
Area de el ala 0:55 m2
Cuerda media aerodinámica 0:28 m
Longitud 1:6 m
Momento de inercia Ixx 0:5528 kgm2
Momento de inercia Iyy 0:6335 kgm2
Momento de inercia Izz 1:0783 kgm2
Momento de inercia Ixz 0:0015 kgm2
Los coecientes aerodinámicos calculados anteriormente proporcionan las características
propias del avión que se está modelando, como es el caso del UAV modelo B-25 Mitchell, y
junto con las especicaciones mostradas en la Tabla 2.2.3, complementan el modelo dinámico
del UAV.
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2.3. Ecuaciones dinámicas de un UAV de ala ja
Las ecuaciones que representan el comportamiento dinámico de un vehículo aéreo no tripu-
lado de ala ja de acuerdo a (2.1.4)-(2.1.7) están descritos por las ecuaciones
_d = R()v
_ = W 1()!
f + T = m( _v + !  v) mRT ()g
n = I _! + !  I! (2.3.1)
con f y n contienen toda la aerodinámica (2.2.14)-(2.2.33) que se parametriza a partir de una
condición de vuelo equilibrado por los coecientes aerodinámicos mostrados en la Tabla 2.1.
Note que, en los momentos aerodinámicos n se encuentran las entradas de control a; e; r
(como se explica en la sección 2.2.2) que comandan la orientación del vehículo. Por otro lado,
en T = [Tx; 0; 0]T se encuentra el empuje, que es la entrada de control para la velocidad del
avión.
Dada la ecuación (2.3.1) se concluye el modelado matemático de un vehículo aéreo no
tripulado de ala ja. Sin embargo, el objetivo es controlar dicha aeronave. Por lo tanto, en el
siguiente Capítulo se abordan las técnicas de control por modos deslizantes de orden superior,
las cuales serán utilizadas para diseñar los controladores para los UAVs.
Capítulo 3
Control y Observación de sistemas
dinámicos
El objetivo de este capítulo es introducir los conceptos básicos de las técnicas de control por
modos deslizantes. Dicha metodología es aplicable a sistemas con incertidumbres en el modelo y
son robustos ante perturbaciones externas [33]. En la primera sección, se aborda el control por
modos deslizantes cuya principal desventaja es el efecto chattering debido a la alta frecuencia
de conmutación, lo que representa en sistemas de vuelo un gran problema, puesto que puede
desestabilizar la aeronave.
Se describen dos técnicas de control por modos deslizantes de orden superior, el control cuasi-
continuo y el control super twisting adaptativo, los cuales serán aplicados a un UAV de ala ja
y a un sistema doble rotor de 3gdl. Esto gracias a sus propiedades de robustez. Finalmente,
se revisa el uso de observadores basados en modos deslizantes. Estos serán utilizados para
proporcionar el estado necesario para el control de los sistemas de vuelo.
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3.1. Control por modos deslizantes
Las técnicas de control por modos deslizantes se utilizan cuando se necesita un esquema
de control robusto, es decir, que el sistema presenta incertidumbres internas y externas en
el modelado. El control por modos deslizantes es un esquema de control robusto basado en el
concepto de una estructura variable del control en respuesta a los cambios de estado del sistema
con el n de obtener una respuesta deseada (ver para más detalles [33]).
Se usa una acción de control con alta velocidad de conmutación entre diferentes estructu-
ras y la trayectoria del sistema es forzada a moverse a través de una determinada supercie
de conmutación o variedad en el espacio de estado. El comportamiento del sistema en lazo
cerrado se determina por la supercie deslizante. El control por modos deslizantes permite la
separación del movimiento del sistema completo en componentes parciales independientes de
dimensiones inferiores, y reduce la sensibilidad a las variaciones de los parámetros de la planta
y perturbaciones.
Estas propiedades convierten a los modos deslizantes en una herramienta eciente para
controlar sistemas con dinámicas de alto orden operando bajo condiciones inciertas, presentes
en muchos procesos. La principal desventaja de los modos deslizantes estándar es la presencia de
oscilaciones de alta frecuencia llamadas chattering causado por alta frecuencia de conmutación
en el control.
Considerando una supercie dada por la ecuación s = y h(t) = 0, donde y es una variable
medible de salida de un sistema dinámico incierto de una entrada y una salida SISO, y h(t) es
una entrada continuamente diferenciable a ser seguida en tiempo real. Entonces, el control por
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modos deslizantes estándar u =  ksign(s), donde
sign(x) =
8>><>>:
1 si x > 0
0 si x = 0
 1 si x < 0
debe ser considerado como un controlador universal aplicable, si el grado relativo es 1, es decir,
si _s depende del control u y _su ! 0.
3.2. Control por modos deslizantes de orden superior
Como se describe en la sección anterior, el principal problema del control por modos des-
lizantes estándar es el efecto chattering. Sin embargo, han surgido nuevas técnicas para dar
solución a este problema. La idea principal es cambiar la dinámica en una pequeña vecindad
de la supercie de discontinuidad con el n de evitar la discontinuidad real y al mismo tiempo
preservar las propiedades principales de todo el sistema [34].
No obstante, la exactitud y robustez del último modo deslizante se pierde parcialmente.
Recientemente [34], se desarrollaron modos deslizantes de orden superior (HOSM). Estos ge-
neralizan la idea básica de modo deslizante, actuando sobre las derivadas temporales de orden
superior de la desviación del sistema a partir de la restricciones impuestas por la inuencia de la
desviación de la primera derivada como ocurre en modos deslizantes estándar. Preservando las
principales ventajas del enfoque original, al mismo tiempo que eliminan totalmente el efecto de
chattering y además, proporcionan una mayor precisión en la realización. Algunos controladores
se han descrito en la literatura, por ejemplo en [25, 35].
El control por modos deslizantes de orden superior es realmente un movimiento sobre un
conjunto discontinuo de un sistema dinámico entendido en el sentido de Filippov [36]. El orden
deslizante caracteriza el grado de suavidad en la dinámica dentro de la vecindad del modo
deslizante. Si la tarea es mantener una restricción dada por la igualdad de una función suave s
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a cero, el orden de deslizamiento es un número de derivadas totales continuas de s (incluyendo
el cero) en la vecindad del modo deslizante. Por lo tanto, el r-ésimo orden del modo deslizante
se determina por la igualdad
s = _s = s = : : : = s(r 1) = 0
formando una condición r-dimensional, sobre el estado del sistema dinámico.
Los modos deslizantes estándar, sobre los cuales la mayoría de los sistemas de estructura
variable están basados son de primer orden ( _s es discontinua). Mientras que los modos desli-
zantes estándar cuentan con convergencia en tiempo nito, la convergencia de HOSM puede
ser asintótica. La realización del r-modo deslizante puede proporcionar hasta el r-ésimo orden
de precisión de deslizamiento con respecto al intervalo de medición.
El principal problema en la implementación de los HOSM, es que se incrementa la demanda
de información. De manera general, cualquier controlador r-modo deslizante manteniendo s = 0
necesita que s = _s = s = : : : = s(r 1) estén disponibles. Una excepción es el llamado Super
Twisting, un controlador de segundo orden, el cual sólo necesita mediciones de s.
Por otro lado, un diferenciador robusto con convergencia en tiempo nito permite resolver
de forma teórica el problema de encontrar las derivadas de la supercie deslizante.
Entonces, con el objetivo de controlar el vuelo de vehículos aéreos no tripulados, en esta
tesis se consideran las técnicas de control por modos deslizantes de orden superior, como lo son,
el control Cuasi-continuo y el Super Twisitng Adaptativo. El diseño de estos controladores se
presentan en lo subsecuente.
3.2.1. Control Super Twisting Adaptativo
En esta sección, se introduce el algoritmo de control super twisting adaptativo [26].
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Considere el algoritmo de control super twisting ST (para mas detalle, ver [35]) descrito por
us =  K1 j s j1=2 sign(s) + v;
_v =  K2
2
sign(s); (3.2.1)
donde K1 y K2 son las ganancias, y s es la supercie deslizante. El objetivo de la técnica de
control super twisting adaptativo, es hacer las ganancias adaptables, y se denen como
K1 = K1(t; s; _s); K2 = K2(t; s; _s): (3.2.2)
Ahora, considere el sistema no lineal en la siguiente forma
_x = f(x; t) + g(x; t)u; (3.2.3)
donde x 2 IRn es el estado, u 2 IR la entrada de control, f(x; t) 2 IRn es una función continua
y g(x; t) 2 IRm es un vector que multiplica al control.
Entonces, se introducen las siguientes suposiciones:
H1. Existe una supercie deslizante s = s(x; t) 2 IR tal que, la dinámica deseada del sistema
(3.2.3) se alcanza dentro del modo deslizante s = s(x; t) = 0.
H2. El sistema (3.2.3) es considerado de grado relativo 1 con respecto a la supercie deslizante
s. Entonces, la dinámica de entrada-salida puede ser escrita como
_s = a(x; t) + b(x; t)u: (3.2.4)
donde a(x; t) = @s
@t
+ @s
@x
f(x; t), b(x; t) = @s
@x
g(x).
H3. La función b(x; t) 2 IR es desconocida y diferente de cero 8x y t 2 [0;1). Además,
b(x; t) = b0(x; t) + b(x; t), donde b0(x; t) es la parte nominal de b(x; t) la cual es conocida, y
existe 1 una constante positiva desconocida tal que b(x; t) satisface la siguiente desigualdadb(x; t)b0(x; t)
  1:
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H4. Existe una constante 2 positiva desconocida tal que la derivada de la función a(x; t) es
acotada i.e.
j _a(x; t) j 2: (3.2.5)
Así, mediante la metodología de super twisting adaptativo, un controlador se puede diseñar sin
sobreestimación de la ganancia . Más aún, controlar la variable deslizante s y su derivada _s a
cero en tiempo nito, bajo perturbaciones acotadas del tipo aditivas y multiplicativas con cotas
desconocidas 1 y 2.
Entonces, el sistema en lazo cerrado (3.2.4) llega a ser
_s = a(x; t) K1b(x; t) j s j1=2 sign(s) + b(x; t);
_ =  K2sign(s); (3.2.6)
Además, considere el siguiente cambio de variable
& = (&1; &2)
T = (jsj1=2 sign(s); b(x; t) + a(x; t))T : (3.2.7)
entonces, el sistema (3.2.4), en las nuevas coordenadas, se puede escribir como sigue
_& = ~A(&1)& + ~g(&1)%(x; t); (3.2.8)
donde
~A(&1) =
1
2 j&1j
"
 b(x; t)K1 1
 2b(x; t)K2 0
#
; ~g(&1) =
"
0
1
#
:
con %(x; t) = _b(x; t) + _a(x; t) = 2%(x; t) &1j&1j .
Con el objetivo de probar la estabilidad del sistema en lazo cerrado, se hace la siguiente
consideración.
H5. _b(x; t) es acotada con cotas desconocidas 3 i:e: j _b(x; t) j< 3.
Entonces, el sistema (3.2.8) puede ser escrito como sigue
_& =
1
2j&1jA&; A(&1) =
"
 b(x; t)K1 1
 2b(x; t)K2 + 2%(x; t) 0
#
; (3.2.9)
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con j&1j = jsj1=2, es llamado a considerar la función cuadrática
V (s) = &T ~P&; (3.2.10)
donde ~P es una matriz constante, simétrica y positiva, como una estricta función candidata de
Lyapunov para (3.2.1)-(3.2.2). Tomando la derivada con respecto al tiempo de V (s) a través
de las trayectorias de (3.2.1), tenemos
_V (s) =  jsj1=2&T ~Q&; (3.2.11)
casi donde sea, y para cada ~Q = ~Q
T
> 0, existe una solución única ~P = ~P
T
> 0 de la Ecuación
Algebraica de Lyapunov
A
T ~P + ~PA =   ~Q; (3.2.12)
Puesto que A es Hurwitz para b(x; t)K1 > 0, 2b(x; t)K2 + 2% > 0, entonces V (s) es un función
de Lyapunov estricta.
Nota 3.2.1. La estabilidad del equilibrio & = 0 de (3.2.8) es completamente determinada por
la estabilidad de la matriz A. Sin embargo, versiones clásicas del teorema de Lyapunov [36] no
puede ser usado, puesto que requiere una función continuamente diferenciable, o al menos un
función de Lyapunov continua localmente Lipschitz , aunque V (s) (3.2.10) es continua pero no
localmente Lipschitz. Sin embargo, como se explica en el teorema 1 en [37], es posible mostrar las
propiedades de convergencia por medio del teorema de Zubov, que requiere solamente funciones
de Lyapunov continuas. Este argumento es válido en la prueba del presente controlador. De
modo que, más discusión de esas cuestiones no serán requeridas.
A partir de la Consideración H4 y H5, sigue que
0 < %(x; t) < 2 + 3 = 4:
Note que, mientras &1 y &2 converge a 0 en tiempo nito, sigue que s y _s converge a 0 en
tiempo nito, también. El diseño del control basado en la técnica Super Twisting Adaptativo
está formulado en el siguiente teorema.
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Teorema 1. [26] Considerando el sistema (3.2.4) satisfaciendo las consideraciones H3, H4 y
H5 para ganancias desconocidas 1; 2 > 0. Entonces, para cualquier condición inicial x(0); y
s(0), existe un tiempo nito 0 < tF y un parámetro , mientras la condición
K1 >
1 (+ 4
2
) + 

+
[21     42]2
4
;
se cumple, si j s(0) j> , de modo que un modo deslizante, i.e. j s j 1 y j _s j 2, es
establecido 8t  tF , bajo la acción del control STA (3.2.1) con las ganancias adaptativas
_K1 =
8<: !1
r
1
2
sign(j s j  ); si K1 > K;
K; si K1  K;
K2 = 2K1;
(3.2.13)
donde ; ; 1; !1;  son constantes positivas arbitrarias, y 1  , 2 > 0.
Prueba 1. Para profundizar en el análisis de estabilidad del sistema en lazo cerrado (3.2.8),
considere la siguiente función candidata de Lyapunov
V (&; K1; K2) = V0 +
2X
i=1

1
2i
(Ki  Ki )2

(3.2.14)
donde
V0 = &
T ~P&; donde ~P =

+ 42  2
 2 1

(3.2.15)
y ; ; 2; K1 y K

2 > 0. Note que la matriz ~P es positiva denida si  > 0 y  2 IR. Entonces,
tomando la derivada con respecto al tiempo de la función candidata de Lyapunov (3.2.14),
resulta que
_V (&;K1; K2) = _V0 +
2X
i=1
1
i
(Ki  Ki ) _Ki; (3.2.16)
donde
_V0 = &
Tf ~A(&1)T ~P + ~P ~A(&1)g&    1j&1j&
T ~Q&: (3.2.17)
Además, la matriz simétrica ~Q está dada por
~Q =

2K1 + 4(2K1  K2)  2(+ 42)1 
(K2   2K1     42) + 21 4

(3.2.18)
Mediante la selección de la ganancia K2 como sigue
K2 = 2K1; (3.2.19)
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entonces, la matriz ~Q será denida positiva con un valor propio mínimo min( ~Q)  2, si la
siguiente desigualdad se mantiene
K1 >
21 + (+ 4
2
)(2 + 1) + 

(3.2.20)
Ahora, considerando que
_V0    1j&1j&
T ~Q&   2j&1jk&k
2; (3.2.21)
y
min( ~P )k&k2  &T ~P&  max( ~P )k&k2; (3.2.22)
donde k&k2 = jsj + &22 ; j&1j = jsj1=2  k&k 
r
V0(&)
min(
~P )
: Entonces, con una apropiada selección
de las ganancias de acuerdo a (3.2.19),(3.2.20), resulta que
_V0   rV 1=20 ; r = 2
q
min( ~P )
max( ~P )
: (3.2.23)
De acuerdo a las ecuaciones (3.2.16) y (3.2.23), tenemos
_V (&; K1; K2)   rV 1=20 +
2X
i=1
1
i
Ki _K

i ; (3.2.24)
donde Ki = (Ki   Ki ) para i=1,2. Puesto que (x2 + y2 + z2)
1
2  jxj + jyj + jzj, la siguiente
desigualdad se mantiene
 rV 1=20  
2X
i=1
!ip
2i
jKij  0
p
V (&; K1; K2); (3.2.25)
con !2 > 0, 0 = min(r; !1; !2). De acuerdo a la desigualdad (3.2.25), la ecuación (3.2.24) se
puede reescribir como
_V (&; K1; K2)   0
p
V (&; K1; K2) +
2X
i=1

1
i
Ki _K

i +
!ip
2i
jKij

: (3.2.26)
Ahora, recordando la denición de las ganancias adaptativas (3.2.13), una solución en el do-
minio  < jsj  1 puede ser construida como
K1 = K1(0) + !1
r
1
2
t; 0  t  tF : (3.2.27)
K1 es así acotada, como K2 = 2K1, es acotada también.
Dentro del dominio jsj  , las ganancias de control K1 y K2 son decrecientes. Por lo tanto,
las ganancias K1 y K2 son acotadas en el modo deslizante. Entonces, existen unas constantes
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positivas K1 y K

2 tal que Ki   Ki < 0, 8t  0, y para i = 1; 2. Por lo tanto, la ecuación
(3.2.26) satisface la siguiente desigualdad
_V (&; K1; K2)   0
p
V (&; K1; K2) + b; (3.2.28)
donde b =   2X
i=1
jKij

1
i
_Ki   !ip
2i

:
Entonces, si jsj >  y K1 > K1 ; 8t  0, tenemos
b =   jK2j 1
2
_K2   !2p
22

:
Así, seleccionando  = !22!1
q
2
1
, resulta que
_K2 = !2
r
2
2
: (3.2.29)
A partir de (3.2.29), el termino b en (3.2.28) llega a ser b = 0. Finalmente, tenemos
_V (&; K1; K2)   0
p
V (&; K1; K2): (3.2.30)
Por otra parte, cuando jsj < , K1 está dada por (3.2.13), y el término b llega a ser
b = ( 2 jK1  K1 j !1p21 ; K1 > K;  jK  K1 + tj 1   !1p21 ; K1  K; (3.2.31)
Por lo tanto, durante el proceso de adaptación, la supercie deslizante s alcanza el dominio
jsj   en tiempo nito. Si s deja el dominio en un tiempo nito, es garantizado que se
mantendrá en un dominio más largo jsj  1; 1 >  en un modo deslizante.
Dentro del dominio jsj  , el valor jsj puede ser estimado de acuerdo a (3.2.1), (3.2.13) y
(3.2.19) como
jsj  f(1  1)K1 + 1g 12 + K1(1  1)(t2   t1) = 1; (3.2.32)
donde t1 y t2 son el tiempo cuando s entra y sale el dominio jsj  , respectivamente. Si
 < jsj  1, entonces
j _sj  (1 + 1)(p1 + )(K1(t2) + !1
r
11
2
)(t3   t2) + 1p1 = 2; (3.2.33)
donde t2; t3; t3 > t2, son los instantes de tiempo cuando s salen y entra el dominio jsj  
respectivamente.
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A partir de estas condiciones (3.2.32)-(3.2.33), obtenemos
j _sj  max(1; 2) = 2; (3.2.34)
y así es probada la existencia del domino del modo deslizante
W = fs; _s : jsj  1; j _sj  2; 1 > g (3.2.35)
QED
3.2.2. Control cuasi-continuo por modos deslizantes
Los modos deslizantes de orden superior son aplicables a sistemas inciertos SISO de grado
relativo arbitrario [25]. Estos controladores convergen en tiempo nito y requieren conocer el
grado relativo r del sistema. El control que se obtiene es una función discontinua del error de
seguimiento s y sus derivadas sucesivas calculadas en tiempo real s; _s; s:::s(r 1).
Considere una clase de sistemas no lineales representado por
_x = f(x) + g(x)u; x(t0) = x0; (3.2.36)
donde t0  0; x 2 Bx  IRn es el vector de estado, u 2 IRp es el vector de la entrada de control,
los campos vectoriales f y g se suponen acotados, con sus componentes siendo funciones suaves
de x. Siendo el sistema entendido en el sentido de Filippov (ver [36]). El grado relativo r del
sistema se supone conocido y constante, i.e., el control aparece en la r-ésima derivada total con
respecto al tiempo de s, y una función suave de salida s, en la que
s(r) = h(t; x) +m(t; x)u (3.2.37)
donde h(t; x) = s(r) ju=0; m(t; x) = (@=@u)s(r) 6= 0. Se considera que para Km; KM y C son
positivos
0 < Km  @
@u
s(r)  KM j s(r) ju=0 C (3.2.38)
lo cual es cierto, al menos localmente. Las trayectorias de (3.2.36) son supuestas innitamente
extendibles en el tiempo para cualquier control u acotado, y medible en el sentido de Lebesgue.
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Con el objetivo de diseñar un control por modos deslizantes de alto orden para el sistema,
se considera la supercie no lineal denida por:
s = s(x  xd(t)) (3.2.39)
donde xd(t) es el punto de equilibrio del sistema, y cada función s es un función C1 tal que
s(0) = 0. Entonces, dado que las derivadas sucesivas de tiempo s; _s; :::; s(r 1) son funciones
continuas de las variables en el espacio de estado del sistema, y el movimiento de
s = _s = ::: = s(r 1) = 0 (3.2.40)
es llamado r-modo deslizante.
Cualquier control continuo u = U(s; _s; :::; s(r 1)) que lleve a s  0, satisface la igualdad
U(0; 0; :::; 0) =  h(x; t)=m(x; t), siempre que la ecuación (3.2.40) se cumpla. Por ello, el control
se comporta de manera discontinua, al menos sobre el conjunto (3.2.40) y es r-deslizante homo-
géneo, lo cual signica que la identidad U(s; _s; :::; s(r 1))  U(krs; kr 1 _s; :::; ks(r 1)) se cumple
para k > 0.
A partir de (3.2.2) y (3.2.38), se tiene que
s(r) 2 [ C;C] + [Km; KM ]u (3.2.41)
La inclusión diferencial cerrada es entendida en el sentido de Filippov, lo cual signica que el
conjunto de vectores al lado derecho de la ecuación (3.2.36) es agrandado en forma especial,
con el objetivo de satisfacer convexidad y condiciones de semi-continuidad. Esta inclusión no
se aplica al sistema (3.2.36) excepto las constantes r, C, Km y KM . Asi, la estabilización en
tiempo nito de (3.2.41) en el origen. Por lo tanto, resuelve el problema simultáneamente para
(3.2.36) satisfaciendo (3.2.38).
Para i = 0; :::; r   1, sean
'0;r = s; N0;r =j s j; 	0;r = '0;r=N0;r = sign(s); (3.2.42)
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y
'i;r = s
(i) + iN
(r i)=(r i+1)
i 1;r 	i 1;r (3.2.43)
Ni;r =j s(i) j +iN (r i)=(r i+1)i 1;r (3.2.44)
	i;r = 'i;r=Ni;r (3.2.45)
donde i; :::; r 1 son numeros positivos.
Teorema 2. [38] A condición de que i; :::; r 1;  > 0 sean seleccionados sucientemente
grandes, el controlador
uqc =  	r 1;r(s; _s; :::; s(r 1)) (3.2.46)
es homogéneo r-modo deslizante y provee estabilidad en tiempo nito para (3.2.46) y (3.2.41).
También, se establece la estabilidad en tiempo nito de r-modo deslizante s = 0 en el sistema
(3.2.36) y (3.2.46).
La prueba del teorema anterior se puede encontrar en [38].
Cada selección de parámetros i; :::; r 1 determina una familia de controladores aplicables
a todos los sistemas (3.2.36) de grado relativo r. El parámetro  se selecciona especícamente
para cualquier C;Km; KM jo. Además  < 0 con (@=@u)s(n) < 0.
Los siguientes controladores son elegibles para sistemas con grado relativo r  4, el cual se
propuso en [35].
u =  sign(s) (3.2.47)
u =  sign( _s+ jj1=2sign(s))=(j _sj+ jsj1=2) (3.2.48)
u =  [s+ 2(j _sj+ jsj2=3) 1=2( _s+ jsj2=3sign(s))]=[jsj+ 2(j _sj+ jsj2=3)1=2] (3.2.49)
'3;4 = s+ 3[s+ (j _sj+ 0:5jsj3=4) 1=3( _s+ 0:5jsj3=4sign(s))][jsj+ (j _sj+ 0:5jsj3=4)2=3] 1=2
N3;4 = jsj+ 3[jsj+ (j _sj+ 0:5jsj3=4)2=3]1=2
u =  '3;4=N3;4 (3.2.50)
Entonces, esta claro que es necesario conocer las derivadas del modo deslizante s para los
controladores de segundo orden y siguientes. Una solución es calcular dichas derivadas por
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medio de un diferenciador robusto. A continuación, se presenta la combinación del controlador
y diferenciador para obtener un esquema de control basado en la retroalimentación de la salida.
3.2.3. Esquema de control-observador cuasi-continuo [39]
Aquí solamente se da la forma general para construir un controlador combinado del control
cuasi-continuo y un diferenciador para un sistema de una entrada una salida SISO.
u =  sign(r 1;r(z0; z1; :::; zr 1)) (3.2.51)
_z0 = v0;
v0 =  0;0L1=rjz0   sj(r 1)=rsign(z0   s) + z1
_z1 = v1;
v1 =  0;1L1=(r 1)jz1   v0j(r 2)=(r 1)sign(z1   v0) + z2
...
_zr 2 = vr 2;
vr 2 =  0;r 2L1=2jzr 2   vr 3j1=2sign(zr 2   vr 3) + zr 1
_zr 1 =  0;r 1Lsign(zr 1   vr 2) (3.2.52)
donde los parámetros i = 0;iL1=(r 1) del diferenciador se seleccionan de acuerdo a la condición
jrj  L;L  C + KM .
De aquí en adelante, los parámetros 0i se seleccionan de antemano para L = 1. De este
modo, los parámetros del controlador (3.2.51) se seleccionan por separado del diferenciador.
En caso que C y KM sean conocidos, solamente el parámetro  es necesario sintonizar, de otra
forma L y  deben ser determinados heuristicamente.
Por otro lado, sean las condiciones iniciales del diferenciador pertenecientes a un conjunto
compacto. Entonces, para cualquier 2 discos embebidos, con centro en el origen, del espacio de
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_; ; :::; (r 1), los parámetros del controlador combinado pueden ser tomados tal que una ruta
de todas las trayectorias comenzando en un pequeño disco no alcance un disco grande durante
su convergencia al origen en tiempo nito.
Con mediciones discretas, en la ausencia de alguna entrada de ruido, el controlador produce
para el orden r-ésimo deslizante real supjj   r [40], donde  es un intervalo de muestreo.
Más aún, el diferenciador no evita que el r-deslizante sea asintótico si la entrada de ruido
está ausente. También produce un controlador robusto con una exactitud proporcional al error
máximo de la medición de la entrada (la magnitud de la entrada de ruido).
3.3. Observadores por modos deslizantes
Los observadores por modos deslizantes se han utilizado en sistemas lineales y no lineales
y en muchas aplicaciones como en robótica [41], motores AC [42], convertidores [43]. Este tipo
de observadores se ha usado y desarrollado ampliamente por la siguientes razones [34]:
Trabajar con una dinámica del error de observación reducida.
Convergencia en tiempo nito de los estados observables.
Diseñar bajo algunas condiciones, un observador para sistemas no suaves.
Robustez ante variaciones paramétricas es posible, si la condición (dualidad de la bien
conocida matching condition) se satisface.
Históricamente, en la teoría de control no lineal, se ha investigado el problema de diseñar un
observador con la linealización del la dinámica del error de observación para una clase de siste-
mas no lineales, llamada forma de inyección de la entrada [44]. Algunas condiciones necesarias
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y sucientes para obtener tal forma se dan en [45]. A partir de esta forma, es relativamente
fácil diseñar un observador.
Desafortunadamente, las condiciones geométricas para obtener esta forma son frecuente-
mente muy restrictivas con respecto al sistema considerado. Así, en [46] se proporciona una
extensión de los resultados obtenidos en [44, 45], para sistemas que pueden ser escritos en una
forma de inyección de la salida y la inyección de la derivada de la salida. Primero recordamos
este resultado y entonces tratamos con un caso más general, el cual es la forma observable
triangular [47].
En lo subsecuente se presentan dos técnicas para diseñar observadores por modos deslizantes
propuestas en [40, 48], estas serán consideradas para el desarrollo de este trabajo, las cuales
son el observador Super Twisting y el Diferenciador robusto.
3.3.1. Observador super twisting [48]
Considerando un sistema no lineal de una entrada y una salida SISO en la forma observable:
_x1 = x2
...
_xn 1 = xn
_xn = f(x) + g(x)u (3.3.1)
donde x = [x1; : : : ; xn]T 2 IRn es el vector de estado, y = x1 2 IR es la salida y u 2 IR es la
entrada desconocida. f(x) y g(x) son funciones escalares suaves acotadas. Considerando que el
estado del sistema es uniformemente acotado, i.e. para todo t > 0, j xi(t) j< di, y para todo
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t > 0:
j f(x) j < C1; j _f(x) j<; C1
j g(x) j < C2; j _g(x) j< C2;
j u j < C3; j _u j< C3;
donde Ci y Ci son constantes positivas. El diseño del siguiente observador propuesto por [48]
es:
_^x1 = ~x2 +G1 j e1 j1=2 sign(e1)
_~x2 = g1sign(e1)
_^x2 = E1

~x3 +G2 j e2 j1=2 sign(e2)

_~x3 = E1g2sign(e2)
_^x3 = E2

~x4 +G3 j e3 j1=2 sign(e3)

...
_~xn 1 = En 3gn 2sign(en 2)
_^xn 1 = En 2

~xn +Gn 1 j en 1 j1=2 sign(en 1)

_~xn = En 2gn 1sign(en 1)
_^xn = En 1

 +Gn j en j1=2 sign(en)

_~ = En 1gnsign(en) (3.3.2)
donde, ei = ~xi  x^i para i = 1; : : : ; n con ~x1 = x1 y [~x; ~]T = [~x1; ~x2; : : : ; ~xn; ~]T es la salida del
observador. Para i = 1; : : : ; n  1, las funciones escalares Ei son denidas como
Ei =
(
1; si j ej j=j ~xj   x^j j; 0
0; si j ej j> 0;
(3.3.3)
donde 0 es una pequeña constante positiva. Las ganancias del observador Gi y gi son escalares
positivas.
62
3.3.2. Diferenciador robusto exacto de orden arbitrario
Un nuevo tipo de controladores por modos deslizantes ha sido propuesto en [40], en donde
la ley de control está expresada en función de s y de sus r   1 derivadas. Entonces, es nece-
sario conocer las mediciones de estas derivadas. Más aún, para evitar el uso de sensores, un
diferenciador robusto que converge en tiempo nito es combinado con el control para propor-
cionar las estimaciones de las r  1 derivadas de s. De esta forma se obtiene un controlador por
retroalimentación de salida para aplicarlo al seguimiento de trayectorias.
Como ventajas más notables cabe destacar que se consigue un diferenciador que es exacto
en ausencia de ruidos y robusto en presencia de ruidos [40]. A continuación se muestra como
construir un diferenciador robusto por modos deslizantes arbitrario. Lo único que necesitamos
es la salida deseada del sistema.
_z0 = v
v =  0jz0   f(t)jn=(n+1)sign(z0   f(t)) + z1
_z1 = v1
v1 =  1jz1   v0)j(n 1)=nsign(z1   v0) + z2
...
_zn 1 = vn 1
vn 1 =  n 1jzn 1   vn 2)j1=2sign(zn 1   vn 2) + zn
_zn =  nsign(zn   vn 1) (3.3.4)
Teorema 3. [40] Los parámetros siendo apropiadamente escogidos, las siguientes igualdades
se satisfacen en la ausencia de entradas de ruido después de un tiempo nito de un proceso
transitorio
z0 = f0(t); zi = vi 1 = f i0(t); i = 1; :::; n (3.3.5)
Por otra parte, las soluciones correspondientes de los sistemas dinámicos son estables en el
sentido de Lyapunov, es decir, estables en tiempo nito.
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El teorema signica que las igualdades zi = vi 1 = f i0(t) se mantiene dentro del segundo
modo deslizante, i = 1; :::; n  1.
Teorema 4. Sea la entrada de ruido que satisface la desigualdad jf(t)  f0(t)j  . Entonces,
las desigualdades siguientes se cumplen en tiempo nito, para alguna constante positiva i, i
dependiendo exclusivamente de los parámetros del diferenciador.
jzi   f i0(t)j  i(n i+1)=(n+1); i = 0; :::; n:
jvi   f i+10 (t)j  i(n i)=(n+1); i = 0; :::; n  1:
Considere el caso de muestreo discreto cuando z0(tj)  f(tj) se sustituye por z0   f(t) con
tj  t  tj+1, tj+1   tj =  > 0.
Teorema 5. Sea  > 0 la entrada del intervalo de muestreo constante en la ausencia de ruidos.
Entonces, las desigualdades siguientes son establecidas en tiempo nito para alguna constante
positiva i, i dependiendo exclusivamente de los parámetros del diferenciador.
jzi   f i0(t)j  i (n i+1); i = 0; :::; n
jvi   f i+10 (t)j  i (n i); i = 0; :::; n  1
En particular el error de la n ésima derivada es proporcional a  . El último teorema signica
que existe un número real de modo deslizante de ordenes diferentes. Sin embargo, nada puede
decirse de las derivadas de vi y _zi porque no son funciones continuamente diferenciables.
Homogeneidad de los diferenciadores. Los diferenciadores son invariantes, con respecto a la
transformación
(t; f; zi; vi; wi) 7! (t; n+1f; n i+1zi; n ivi; n iwi)
Los parámetros i, i son escogidos recursivamente en forma tal que 1; 1; 2; 2; :::; n; n,
n proporciona la convergencia del diferenciador (n   1)-ésimo orden con la misma constante
de Lipschitz L y 0; 0 son sucientemente grandes (0 se escoge primero). La mejor forma
para seleccionarlos es calcularlos por simulación. La demostración de los teoremas se pueden
consultar en [25].
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Nota 3.3.1. Cabe mencionar, que gracias a la convergencia en tiempo nito de los observado-
res por modos deslizantes, es posible diseñar el observador y la ley de control por separado, es
decir, el principio de separación se satisface. Si el controlador aplicado es conocido por esta-
bilizar el sistema, una de las maneras admisibles es seleccionar la dinámica del observador lo
sucientemente rápida para garantizar el cálculo de las variables estimadas antes de salir de la
región de convergencia, donde la estabilidad es asegurada.
Con lo anterior concluimos este Capítulo, donde se trataron las técnicas de control y obser-
vación por modos deslizantes de orden superior, las cuales se utilizarán en el siguiente Capítulo
con el n de diseñar los controladores para manipular el vuelo de algunos vehículos aéreos no
tripulados.
Capítulo 4
Control de un vehículo aéreo no tripulado
ala ja
En el presente capítulo, se aborda el control de vuelo para un vehículo aéreo no tripulado
de ala ja. Utilizando el principio de separación en escalas de tiempo, es posible disminuir la
dimensión del problema de control, resultando en dos problemas de orden menor. Por lo tanto,
los controladores para manipular la orientación y la velocidad del UAV de ala ja se realizan
independientemente. Adicionalmente, los controladores propuestos se comparan con un control
de rechazo de perturbaciones basados en un PID. Finalmente, se muestran los resultados en
simulación.
4.1. Análisis del modelo
Con el objetivo de distinguir la dinámica traslacional y la rotacional, las ecuaciones que
representan la dinámica de un avión (2.3.1), pueden ser reescritas como2666664
_d
d
_
_!
3777775 =
2666664
Vi
1
m
R()
 
faero + T +mR
T ()g + f ext +

W 1()!
I 1 (K + naero + next   !  I!)
3777775 (4.1.1)
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donde las fuerzas externas se denen como faero = qS[Cx; Cy; Cz]
T , esta fuerza representa las
fuerzas aerodinámicas, f ext modela una perturbación externa (debida a la acción del viento
principalmente),
 = qS
2664
Cxa Cxe Cxr
Cya Cye Cyr
Cza Cze Czr
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es una matriz que acopla la dinámica de rotación con la dinámica de traslación de la aeronave,
K = qS
2664
bCla 0 0
0 cCme 0
0 0 bCnr
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es una matriz que multiplica directamente las entradas de control de la dinámica de ro-
tación,  = [a; e; r]T y representan las entradas de control de la dinámica de rotación,
naero = qS[Cl; Cm; Cn]
T corresponde a los momentos aerodinámicos del vehículo en función
de su estructura física. Finalmente, next = sk()f ext representa el efecto de las perturbaciones
externas sobre la dinámica de rotación.
Note que el sistema (4.1.1) es triangular, es decir, que la dinámica del i-ésimo estado depende
sólo del estado i+ 1. Entonces, la dinámica del UAV se puede describir de la siguiente forma
_x1 = f1(x2)
_x2 = f2(x2; x3; u1; u2; u3; u4)
_x3 = f3(x3; x4)
_x4 = f4(x2; x3; x4; u1) + I
 1[u2; u3; u4]T (4.1.2)
donde x1 = d, x2 = V i, x3 = , x4 = !, u1 = [Tx; 0; 0]T y [u2; u3; u4]T = . Esta propiedad
permite, por ejemplo determinar fácilmente el grado relativo del sistema como parte de un
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sistema de seguimiento de trayectoria x1(d):
 = x1   x1(d)
_ = f1(x2)  _x1(d)
 =
@f1
@x2
_x2   x1(d) = @f1
@x2
f2(x2; x3; u1; u2; u3; u4)  x1(d)
: : : (4.1.3)
(4) = F (x1; x2; x3; x4; u1; _u1; u1) +G(x1; x2; x3; x4)[u2; u3; u4]
T (4.1.4)
A partir de la segunda derivada, se observa el surgimiento del término [u2; u3; u4]T a través de
la función f2 que corresponde a un acoplamiento entre la dinámica de la traslación y el sistema
que genera los momentos de rotación.
Este término, representa la dinámica cero en el sistema a través de un lazo de anticipación.
Los vehículos aéreos son sistemas estrictamente de fase no-mínima [49]. Entonces, para generar
una ley de control acoplado [u2; u3; u4]T , el control crea un término parásito que provoca un
acoplamiento dinámico entre la dinámica de traslación y la de rotación.
Este término parásito R()A[u2; u3; u4]T , introducido en un lazo de anticipación en la
dinámica de traslación, da origen a la dinámica de cero, [50], revela la importancia del término
de acoplamiento. Por otro lado, en [51], se calcula la dinámica cero inducida a partir del modelo
(4.1.1), esto de la siguiente manera.
Suponiendo que el centro de gravedad x1 sigue perfectamente la trayectoria de referencia
x1(d), se obtiene:
x1   x1(d) = 033; x2   x2(d) = 033; _x2   _x2(d) = 033 (4.1.5)
Sustituyendo esta relación en las dos primeras ecuaciones del modelo (4.1.1), se deduce:
 = mRT () _V i  mRT ()g   faero   T   f ext (4.1.6)
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Multiplicando la última ecuación de (4.1.1) por  = K 1 y sustituyendo  de la ecuación
(4.1.6), se tiene
I _! =  ( !  I! + naero + next)  faero   T   f ext  mRT ()g +mRT () _Vi (4.1.7)
Entonces, la orientación Re se relaciona con el punto de equilibrio ! = 033 y _! = 033 se
obtiene a partir de (4.1.7)
mRTe ae =
(naero + next)  faero   T   f ext (4.1.8)
donde ae = g   _Vi(d). Teniendo en cuenta que el error de posición eR = RT ()Re pueda
ser linealizado por eR = Id33 + sk() donde  2 IR3 corresponde al eje de rotación y
 2 [0; 2] al ángulo de rotación (pequeño). Entonces, combinando (4.1.1), (4.1.7) y (4.1.8),
la dinámica de rotación que resulta, se linealiza alrededor del punto de equilibrio R() = Re
y ! = 033, y está dada por
_ = !
 _! =  (naero + next)  faero   T   f ext  meRReTae
, I  = msk(ReTae)  (4.1.9)
con  = .
Ahora, descomponiendo la matriz simétrica I)T ( I) en valores singulares i.e.
( I)T ( I)) = USV ;
donde U y V son las matrices de transición y S es una matriz diagonal, donde los elementos
de la diagonal son positivos, y en orden descendente). Entonces, se obtiene la expresión que
representa la dinámica cero
S ~ =  A ~
~ = V ; A = mU 1( I)T sk(ReTae)V  1 (4.1.10)
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La matriz A depende sólo de la geometría y de la distribución de peso del vehículo. Si
los valores propios de A son estrictamente no negativos, entonces la orientación diverge. Las
técnicas convencionales de control no lineal, tales como la dinámica inversa no lineal son muy
sensibles a una dinámica cero inestable. Una aplicación directa de la inversión dinámica para
un sistema de fase no mínima puede causar oscilaciones no deseadas o una salida inestable. En
el caso en que A sea Hurwitz, la orientación oscila periódicamente alrededor del equilibrio Re.
Esta oscilación no deseada no se amortiza, pero la amplitud baja.
Por lo tanto, una solución es diseñar una ley de control robusta, la cual permanezca estable
a pesar de la dinámica parásita. Si se desprecia esta dinámica de acoplamiento bajo el supuesto
de que es estable, es posible establecer por separado la dinámica de rotación y la dinámica de
traslación [17, 52].
4.1.1. Principio de separación en escalas de tiempo
El principio de separación en escalas de tiempo está basado en la teoría de perturbaciones
singulares que ha sido propuesta por [52]. La idea es que el sistema se puede desacoplar en dos
subsistemas de orden menor, estos subsistemas poseen una dinámica lenta y una rápida. En [53]
se ha extendido la arquitectura del control clásico PID en cascada, en el caso no lineal separa
las ecuaciones de movimiento en una dinámica dinámica de traslación y una de rotación, en el
ejemplo de un PVTOL en el plano vertical. Entonces, aplica un control lineal para el control
de la traslación y un control backstepping no lineal para la rotación.
En esta tesis, se propone aplicar este principio al modelo tridimensional de 6 gdl de un
vehículo aéreo no tripulado de ala ja, que se planteó en el Capítulo 2. Para lograr esto, es
suciente por ejemplo, determinar las ganancias del control que rigen la dinámica de traslación
en lazo cerrado diez veces más pequeños que los que actúan en la dinámica de rotación.
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La constante de tiempo de la dinámica de traslación es entonces 10 veces más lenta que la
de rotación. Denimos  = 1=10 como la constante de tiempo entre las las dinámicas rápida y
lenta, resultando
_xl = fl(xl; xr; ) (4.1.11)
 _xr = fl(xl; xr; u; ) (4.1.12)
donde, xl = [d; vi]T corresponden al estado que tiene una dinámica lenta y xr = [; !]T es el es-
tado que posee la dinámica rápida. Si  = 0, se dice que, las variables de estado correspondientes
a la dinámica rápida converge instantáneamente a los estados cuasi-estacionarios.
_xl = fl(xl; xr; 0) (4.1.13)
0 = fl(xl; xr; u) (4.1.14)
Por lo tanto, obtenemos xr = Fr(xl; u) y que _xl = Fl(xl; u) un sistema autónomo. La idea es
seleccionar xr este estado, como entrada de control (en este caso virtual), de tal manera que
el sistema autónomo fuerza al vector de estado xl a seguir el vector de referencia. Entonces,
el control u permite que xr converja cuasi-instantáneamente a xr, valor estabilizante para la
dinámica lenta xl.
A partir de esta hipótesis de trabajo, el problema de seguimiento de trayectoria para un
vehículo aéreo no tripulado de ala ja que poseé un sistema de grado relativo 4, se transforma
en dos sistemas de grado relativo igual a 2. El primer sistema de orden 2 de dinámica lenta,
transforma el problema de seguimiento de trayectoria en una sucesión cuasi-estática de con-
signas angulares. Estas consignas aparecen entonces como el objetivo a seguir por el segundo
sistema, el de dinámica rápida, es decir, la rotación. Entonces, el problema inicial se convirtió
en dos sub problemas:
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Guiado
Llamaremos Guiado al hecho de encontrar un control estabilizante T para la dinámica de
traslación, dado por
_d = Vi (4.1.15)
d =
1
m
R()
 
f + T +mRT ()g

(4.1.16)
Con el objetivo de alcanzar la referencia de rotaciónd, ésta asegure que la posición d converja
a la posición deseada dd después de la trayectoria de referencia en la navegación deseada local.
Pilotaje
Llamaremos Pilotaje el hecho de encontrar un control  para la dinámica de rotación,
representada por
_ = W 1()! (4.1.17)
_! = I 1 (K + naero + next   !  I!) (4.1.18)
que mediante la entrada de control u garantizamos la convergencia de  a d.
Por otra parte, llamaremos Localización al hecho de estimar a partir de las mediciones
disponibles, las variables físicas necesarias para el control del guiado y pilotaje respectivamente.
Finalmente, la Navegación es el cálculo de la trayectoria de referencia para así realizar la
misión.
Con el objetivo de entender los conceptos mencionados, la Figura 4.1 muestra cómo están
relacionados el guiado, pilotaje, localización y navegación.
72
Figura 4.1. Estructura de control
4.2. Diseño del control de pilotaje
Con el n de obtener una expresión inercial de la orientación, la ecuación (4.1.17) se reescribe
como
! =W () _ (4.2.1)
y su derivada es
_! =W () +
d
dt
W () (4.2.2)
Ahora, se sustituye la ecuación (4.1.18) en (4.2.2) y se despeja la aceleración de la orientación,
representada por
 = (IW ()) 1
h
 IN  

W () _ IW () _

+ qSC +K
i
: (4.2.3)
donde
K =
2664
bCla 0 0
0 cCme 0
0 0 bCnr
3775 ; C =
2664
bCl
cCm
bCc
3775 ;
N =
d
dt
W () _ =
2664
 C _ _ 
 S _ _ + CC _ _   SS _ _ 
 C _ _   SC _ _ + CS _ _ 
3775 ; u =  =
2664
a
e
r
3775 :
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Entonces, el objetivo es controlar la orientación denida mediante los ángulos de Euler [; ;  ]T
tal que converja a las trayectorias deseadas (acotadas) [d(t); d(t);  d(t)]T . Por lo tanto, a partir
de la ecuación (4.2), se denen las siguientes variables de estado
x ,
 

_
!
=
 
x1
x2
!
2 IR6 (4.2.4)
Ahora, la representación en espacio de estados, se expresa de la siguiente manera
_x1 = x2
_x2 = f(x) + g(x)u+ (t) (4.2.5)
donde (t) = [1;2;3]T se considera un vector de perturbaciones externas, el vector de
entradas de control es u =  = [u; u; u ]T , el vector f(x) es
f(x) = (IW (x1))
 1 ( IN   (W (x1)x2  IW (x1)x2) + qSC) (4.2.6)
y nalmente la matriz g(x) está denida como
g(x) = (IW (x1))
 1K (4.2.7)
Una vez planteado el problema de control, se necesitan las siguientes condiciones:
Las señales de  y _ se pueden medir o estimar ya sea por sensores a bordo o mediante
el uso de observadores.
Las trayectorias deseadas xd(t) y sus primera y segunda derivada están acotadas.
Nota 4.2.1. De acuerdo con la denición de W (x1), esta matriz tiene una singularidad en
 = =2. Por lo tanto, en este trabajo no se consideran vuelos con maniobras que involucren
los valores mencionados.
Entonces, el diseño del controlador para la orientación de un UAV de ala ja, utilizando las
técnicas de control por modos deslizantes de orden superior (cuasi-continuo y super twisting
adaptivo) se presentan a continuación.
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Control cuasi-continuo
El objetivo, es aplicar un controlador robusto ante incertidumbre paramétrica y perturba-
ciones externas para la orientación de un UAV de ala ja. Por lo tanto, la siguiente ecuación
debe ser satisfecha.
lm
t!t1
j x1   x1d(t) j= 0
donde x1(d) es la trayectoria deseada. Entonces, la supercie deslizante se dene como
s = [s1; s2; s3]
T = [x1   x1d(t)] = [  d;    d;     d]T (4.2.8)
Obviamente, s = 0 describe la dinámica del sistema que se pretende. Considerando el controla-
dor cuasi-continuo de segundo orden basado en modos deslizantes de orden superior para una
entrada y una salida (SISO), con el objetivo de controlar cada ángulo de orientación de un UAV
de ala ja, dado por la siguiente ecuación [38]:
uqci =  i _si + &i j si j
1=2 sign(si)
j _si j +&i j si j1=2 (4.2.9)
para i = ; ;  , de tal manera que el control queda denido como u = [a; e; r]T =
[uqc; uqc; uqc ]
T . Además, las ganancias i y &i para i = ; ;  determinan el comportamiento
del sistema. Más aún, debido a la complejidad para medir _s de este sistema, se usa un dife-
renciador de primer orden para la estimación de _s. Entonces, el diferenciador de primer orden
es
_z0;i =  1;i j z0;i   si j1=2 sign(z0;i   si) + z1;i
_z1;i = Lsign(z1;i   z0i) (4.2.10)
donde z0;i y z1;i son las estimaciones de si y _si, para i = ; ;  ; respectivamente. Por otro lado,
la selección de las ganancias del controlador y diferenciador están dados en la Tabla 4.1.
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Control super twisting adaptativo
Considerando el controlador super twisting adaptativo, es necesario denir otra supercie
deslizante, esta debe satisfacer la condición de grado relativo del sistema igual a 1 con respecto
a la variable deslizante. Por lo tanto, la supercie deslizante se dene como
s =
2664
s
s
s 
3775 =
266664
_  _d(t) +  (  d(t))
_   _d(t) +  (   d(t))
_   _ d(t) +  (    d(t))
377775 (4.2.11)
a diferencia del control cuasi-continuo este control no necesita las derivadas sucesivas de la
supercie deslizante, por lo tanto el controlador esta descrito por [26]:
usi =  K1i j si j1=2 sign(si) + i;
_i =  K2i
2
sign(si); (4.2.12)
con las ganancias adaptativas denidas por
_K1i =
8><>: !1
r
1
2
sign(j s j  ); si K1 > K;
K; si K1  K;
K2i = 2K1;
para i = ; ;  respectivamente, de tal manera que el control está dado por u = [a; e; r]T =
[us; us; us ]
T y la selección de las gananciasK1i yK2i para i = ; ;  determinan el desempeño
de la orientación del UAV de ala ja.
Observador super twisting [48]
Por otro lado, como ya se mencionó sólo se considera medible la posición angular . En-
tonces, se propone usar un observador para estimar las velocidades angulares necesarias para
la implementación del controlador. En este caso se usan dos alternativas, la primera basada en
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un observador super twisting el cual se utiliza para obtener la velocidad angular y está descrito
por la siguiente ecuación
_^x1i = ~x2i +G1i j e1i j1=2 sign(e1i)
_~x2i = g1isign(e1i) (4.2.13)
para i = ; ;  donde, ei = ~xi  x^i para i = 1; : : : ; n con ~x1 = x1 y ~x es la salida del observador.
Diferenciador robusto
Otra manera de estimar las variables de estado no medibles es por medio de un diferenciador
robusto dado por la ecuación (4.2.10). Para el caso de la estimación de velocidades angulares,
dado por:
_z0;i =  1;i j z0;i   xi j1=2 sign(z0;i   xi) + z1;i
_z1;i = Lsign(z1;i   z0i) (4.2.14)
para i = ; ;  donde zi es la estimación del estado.
Hasta aquí, se han aplicado los controladores de orientación de un UAV de ala ja. Sin
embargo, típicamente no se considera la dinámica de los dispositivos encargados de realizar la
acción de control. En el presente trabajo, estas dinámicas se toman en cuenta con el n de
representar lo más aproximadamente la dinámica real del UAV. A continuación, se describe
brevemente los actuadores encargados de mover las supercies móviles del UAV de ala ja, i.e.,
los alerones, el elevador y el timón.
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4.2.1. Actuadores para las supercies móviles de un UAV de ala ja
Figura 4.2. Servomotor [54]
Las supercies de control en un avión son deexiones que se efectúan por medio de unas
extensiones en el ala. Sin embargo, estas supercies móviles deben ser accionadas por medio de
un actuador, usualmente se utilizan actuadores de segundo orden. No obstante, también existen
actuadores de primer orden para controlar supercies móviles. En este trabajo, se consideran
actuadores de segundo orden tipo servomotor (ver Figura 4.2) para posicionar las supercies
móviles del avión. El comportamiento lineal de un servomotor Futaba modelo 300 está dado
por la siguiente ecuación
G(s) =
w2n
s2 + 2wns+ w2n
(4.2.15)
donde wn = 150rad=s es la frecuencia natural y  = 0:6 es el coeciente de amortiguamiento.
Adicionalmente, el rango de voltaje aplicado es [4:8v, 6v]. Más aún, los límites físicos, es decir,
las máximas deexiones posibles por las supercies móviles del UAV Mitchell B-25 son: para
el elevador 7deg, para los alerones 13deg y para el timón 17deg. Esto se traduce, en una
saturación en la posición de la echa del motor.
Cabe mencionar que esta dinámica no se considera en el control de orientación. Sin embargo,
se aplica en el simulador con el objetivo de asegurar que la señal de control generada se realice
por el actuador.
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4.3. Diseño del control de velocidad.
Partimos de la ecuación que representa la dinámica traslacional en el marco de referencia
adjunto al vehículo, la cual está dada por
1
m
(f + T ) = _v + !  v  mRT ()g (4.3.1)
Ahora, recordando también que existe una matriz de rotación  denida en el Capítulo 2 y está
en función de los ángulos  y  ángulo de ataque y deslizamiento respectivamente, esta matriz
transforma las coordenadas del marco referencial adjunto al vehículo a un marco de referencia
relativo al viento. Entonces se puede deducir que
V v = v (4.3.2)
Reemplazando los elementos de la velocidad v de la ecuación (4.3.1) por su correspondiente
valor en coordenadas relativas al viento, se obtiene
1
m
 (f + T ) = 
d
dt
(TV v) + !  v  mRT ()g (4.3.3)
Ahora, las ecuaciones expresadas en el marco de referencia relativo al viento, se deducen
1
m
(f v + T v) =

T _V v

+ !v  V v  mRT ()g (4.3.4)
Finalmente, desarrollando la ecuación anterior, se tiene
1
m
(f v + T v) =

_V v +
vV v

+ !v  V v  mRT ()g (4.3.5)
donde

v =  _
T
= 
 
 _ + _
T
(4.3.6)
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el cual está dado explícitamente por

v =
2664
0   _   _ cos 
_ 0 _ sin 
_ cos    _ sin  0
3775
El vector V v no tiene componente en y y z y la componente en x corresponde a la velocidad
relativa del avión V , el término

_V v +
vV v

se puede reducir a

_V v +
vV v

=
2664
_V
0
0
3775+
2664
0   _   _ cos 
_ 0 _ sin 
_ cos    _ sin  0
3775
2664
V
0
0
3775 =
2664
_V
_V
_V cos 
3775 (4.3.7)
Entonces, las ecuaciones que representan la dinámica de la velocidad relativa del vehículo V ,
el ángulo de ataque  y el ángulo de deslizamiento  son
m _V = Tx cos cos   D  mg1 (4.3.8)
m _V =  Tx cos sin  + Y +mV (rv) +mg2 (4.3.9)
m _V cos  =  Tx sin  L+mV (qv) +mg3 (4.3.10)
donde 2664
g1
g2
g3
3775 = RT ()g =
2664
g[ ccs + ssc + sccc]
g[css + csc   sccc]
g[ss + scc]
3775
Una vez que se obtienen las ecuaciones dinámicas en el marco de referencia relativo al viento,
se selecciona la ecuación (4.3.8), dada por
_V =
1
m
(Tx cos cos   D)  g1 (4.3.11)
donde V es la velocidad relativa del UAV, m la masa total del vehiculo, D es la resistencia de
la aeronave, y Tx es el empuje generado por un motor y la entrada de control.
Entonces, el objetivo es controlar que la velocidad relativa del UAV de ala ja V converja
a la velocidad deseada (acotada) Vd(t). Por lo tanto, a partir de la ecuación (4.3.11), se dene
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la siguiente variable de estado
x , V 2 IR (4.3.12)
Ahora, la ecuación (4.3.11) se puede expresar de la siguiente manera
_x = f(x) + g(x)u+ P (t) (4.3.13)
donde P (t) se considera una perturbación externa, la entrada de control es u = Tx, el vector
f(x) es
f(x) =
D
m
  g1 (4.3.14)
y nalmente g(x) resulta
g(x) =
cos cos 
m
: (4.3.15)
Una vez planteado el problema de control, se requieren las siguientes condiciones:
Las señal de V se puede medir por sensores a bordo.
Las trayectorias deseadas Vd(t) y su derivada están acotadas.
Con el objetivo de diseñar un controlador robusto, basado en las técnicas de control por modos
deslizantes de orden superior, se dene una supercie deslizante como sigue
s = (V   Vd): (4.3.16)
Entonces, el propósito es que s tienda a cero y se mantenga. Con base en lo anterior, se proponen
dos controladores por modos deslizantes de orden superior. En primera instancia, el controlador
cuasi-continuo y después el controlador super twisting adaptativo.
Controlador cuasi-continuo
Dado que (4.3.11) es un sistema de primer orden, el control cuasi-continuo para sistemas de
primer orden es
uqc =  sign(s) (4.3.17)
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el cual es el modo deslizante estándar. Sin embargo, con el objetivo de reducir el efecto chatte-
ring, se aplica un control para sistemas de segundo orden, dado por la siguiente ecuación
uqc =   _s+ & j s j
1=2 sign(s)
j _s j +& j s j1=2 (4.3.18)
donde s es la supercie deslizante,  y & son las ganancias del controlador. Como puede ob-
servarse el controlador necesita la información de s y de _s. Por lo tanto, las derivadas de la
supercie deslizantes se obtienen por medio de un diferenciador robusto por modos deslizantes,
el cual está dado por
_z0 =  1 j z0   s j1=2 sign(z0   s) + z1
_z1 = Lsign(z1   z0) (4.3.19)
donde z0 y z1 son las estimaciones de s y _s respectivamente.
Considere la dinámica de la velocidad relativa del avión (4.3.11) en lazo cerrado con el con-
trolador cuasi-continuo de segundo orden (4.3.18) junto con un diferenciador robusto (4.3.22)
mediante retroalimentación de la salida. Entonces, la velocidad del avión V sigue la veloci-
dad deseada Vd en tiempo nito, en presencia perturbaciones externas e incertidumbres en el
modelado.
Super twisting adaptativo
Para el caso del controlador super twisting adaptativo, se usa la supercie deslizante (4.3.16),
a diferencia del control cuasi-continuo, en esta ocasión el sistema (4.3.11) de primer orden cum-
ple la condición de grado relativo del sistema igual a 1 con respecto a la supercie deslizante.
Además, este controlador no necesita las derivadas sucesivas. Por lo tanto, se utiliza el contro-
lador super twisting adaptativo (4.3.20).
us =  K1 j s j1=2 sign(s) + ;
_ =  K2
2
sign(s); (4.3.20)
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con las ganancias adaptivas denidas como
_K1 =
8><>: !1
r
1
2
sign(j s j  ); si K1 > K;
K; si K1  K;
K2 = 2K1;
Por otro lado, se utiliza un observador para estimar la velocidad del vehículo. Para este n,
se usan dos alternativas; la primera basada en un observador super twisting, el cual se diseña
para obtener la velocidad del avión, y está descrito por
_^x1 = ~x2 +G1 j e1 j1=2 sign(e1)
_~x2 = g1sign(e1) (4.3.21)
donde, x^1 es el estado estimado de V .
Otra opción es por medio de un diferenciador robusto, el cual está dado por la ecuación
(4.3.22). Entonces, para la estimación de la velocidad el diferenciador está, dado por
_z0 =  1 j z0   x j1=2 sign(z0   x) + z1
_z1 = Lsign(z1   z0) (4.3.22)
donde z0 es la estimación de la velocidad relativa V .
Considere la dinámica de la velocidad relativa del avión (4.3.11) en lazo cerrado con el
controlador super twisting adaptativo (4.3.20) combinado con un observador super twisting
(4.3) o un diferenciador robusto (4.3.22) mediante retroalimentación de la salida. Entonces, la
velocidad del avión V sigue la velocidad deseada Vd en tiempo nito, en presencia perturbaciones
externas e incertidumbres en el modelado.
En este trabajo no se considera el comportamiento dinámico de los dispositivos encargados
de realizar la acción de control. Puesto que, se supone una relación entre el voltaje aplicado al
motor y el empuje generado por el mismo. A continuación, se describe brevemente lo anterior.
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4.3.1. Actuador para la generación de empuje en un UAV de ala ja
Figura 4.3. Motor con hélice de un UAV de ala ja [55].
En los vehículos aéreos no tripulados de ala ja de talla pequeña, se utilizan frecuentemente
motores sin escobillas puesto que proporcionan más potencia a menor consumo de energía.
Estos motores a su vez hacen girar una hélice que produce una aceleración en el vehículo y
básicamente depende de la velocidad angular del motor y de la hélice. En la Figura 4.3 se
observa un motor y una hélice del tipo mencionado.
En este trabajo se considera que existe una constante de proporcionalidad entre el empuje
que genera la hélice y el voltaje aplicado a los motores. Esto se puede describir por
Tx = KhVa (4.3.23)
donde Tx es el empuje, Va es el voltaje aplicado al motor, y la constante Kh está denida en
función de las características aerodinámicas de la hélice, es decir, el radio, el ángulo de ataque,
etc.
Puesto que el UAV de ala ja Mod. Mitchell B-25 posee dos motores, la fuerza de empuje
Tx es la suma de los empujes generados por cada uno de los motores. Por lo tanto, los voltajes
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se obtienen de la siguiente manera
V1 =
1
2Kh
(Tx) ; V2 =
1
2Kh
(Tx) (4.3.24)
Hasta ahora, se aplicaron los algunos controladores por modos deslizantes de orden superior
para controlar un UAV de ala ja, esto mediante las técnicas de control por modos deslizantes
de orden superior. Sin embargo, se propone una comparación con un controlador de rechazo
de perturbaciones basado en un PID llamado aquí ADRC (por sus siglas en inglés Active
Disturbance Rejection Control). Esta técnica se seleccionó debido a que reporta [56] el mismo
problema abordado en esta tesis. Además, dicha técnica presenta un comparativo con el típico
PID mostrando ventajas respecto al esfuerzo de control y robustez. Este controlador se explica
a continuación.
4.4. Control de rechazo de perturbaciones
En este apartado, se propone un control activo de rechazo de perturbaciones ADRC [57],
con el n de comparar las técnicas de control propuestas anteriormente. Algunas ventajas de
ADRC son: a) No es necesario conocer el modelo completo del sistema puesto que se basa en
un observador extendido, el cual estima la información del sistema, así como las perturbaciones
externas por medio de un estado extendido, y b) Además, utiliza un controlador PID que es
conocido por su simplicidad.
Entonces, el diseño se realiza a partir de lo siguiente.
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Observador extendido no lineal [57]
Partiendo de la ecuación general afín en el control
_x1 = x2
...
_xn 1 = xn
_xn = xn+1 + b0u;
_xn+1 = (x) (4.4.1)
donde [x1;    ; xn+1]T es el estado, b0 representa el valor nominal de b, con b = b0 + b y la
variable de estado adicional xn+1 = F (xn+1) + bb0 u estima la perturbación total del sistema.
Puesto que el grado relativo para los subsistemas del UAV de ala ja es igual a 2, considere
un sistema de segundo orden como
_x1 = x2
_x2 = x3 + b0u;
_x3 = (x)
y = x1 (4.4.2)
A continuación se presentan las siguientes hipótesis de trabajo:
H6. F (), u y sus derivadas (x) = _F (xn+1)+bb0 _u; son localmente Lipschitz en sus argumentos y
acotados con el dominio de interés. Además, las condiciones iniciales se suponen como F ()jt=0 =
0, y _F ()jt=0 = 0.
H7. La salida y = x1; y sus derivadas hasta el 4 ésimo orden son acotadas.
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Entonces, el siguiente sistema
_^x1 = x^2  G1f(~x; 1; );
_^x2 = x^3  G2f(~x; 2; ) + b0u;
_^x3 =  G3f(~x; 3; ); (4.4.3)
es un observador que estima los estados no medibles de (4.4.2) donde: G1 a G3 son las ganancias
del observador, ~x(t) = y   x^1 es el error de estimación del estado xi; i = 1; 3, b0 representa un
valor constante, una aproximación de b, y x^1 a x^3 son las estimaciones de los estados. El término
f(~x; ; ) es una función no lineal que se usa para incrementar la velocidad de convergencia de
las señales observadas, y está denida como
f(~x; ; ) =
(
j~xj sign(~x); si j~xj > 
~x
~x1  ; si j~xj  
(4.4.4)
donde  y  son parámetros de diseño.
Note que la función no lineal f(~x; ; ) se relaciona frecuentemente con la asignación actual.
Sin embargo es opcional. Por ejemplo, para ^1 = ^2 = ^3 = 1, el observador se reduce al
observador Luenberger. Algunos métodos se usan para encontrar los parámetros G1; G2; : : : ; Gn;
del observador. Por ejemplo, comenzando con una ganancia lineal f(~x; ; ) = e, el método por
ubicación de polos se usa en [58] para el diseño inicial de este observador.
Para simplicar, los polos de la ecuación característica, estos se colocan en un término (b!i)
y las ganancias del observador se pueden expresar como
Gj = ljb!j; j = 1; 2; : : : ; n (4.4.5)
donde los parámetros lj; j = 1; 2; : : : ; n; se seleccionan tal que el polinomio característico
p(s) = s3 + l1s
2 + l2s+ l3 sea Hurwitz. b! > 0 es un parámetro de diseño, el ancho de banda de
la señal de salida del observador. Es común seleccionar el parámetro b! como una compensación
entre la velocidad de convergencia de la estimación del estado y la inuencia de ruido y el
periodo de muestreo. Un estudio de convergencia de este observador se presenta en [57] y [59].
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PID
Por otro lado, el diseño del controlador PID está dado por
upid = Kpe+Ki
Z t
t0
ed +Kd
de
dt
(4.4.6)
donde e, es el error de seguimiento, Kp, Ki, y Kd son las ganancias del control PID. En la
Figura 4.4 se aprecia un esquema de la metodología ADRC.
Figura 4.4. Esquema de control ADRC
A continuación, se presentan los resultados obtenidos en simulación numérica para el control
de un vehículo aéreo no tripulado de ala ja.
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4.5. Resultados en Simulación.
Figura 4.5. Estructura de simulación
Los resultados en simulación muestran la efectividad de los esquemas de control propuestos,
cuasi-continuo y super twisting adaptativo, ambos controladores usados para el control de vuelo
de UAVs. Estas metodologías de control se implementaron en el ambiente MATLAB/SIMULINK
(ver diagrama general en Figura 4.5), así como el modelo dinámico completo del aeroplano a
escala Mitchell-B25. El modelado dinámico de este vehículo aéreo de ala ja incluye:
Modelo del UAV de ala ja de 6-gdl.
Aerodinámica.
Dinámica de los actuadores de segundo orden que manipulan las supercies de control de
un avión.
Una señal ruidosa aplicada al estado que se supone medible, con el objetivo de simular
una medición real.
Las simulaciones se enfocan en los siguientes aspectos:
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1) Demostrar la capacidad de los esquemas de control propuestos para controlar un UAV
de ala ja para el seguimiento de trayectorias.
2) Comprobar la robustez de los controladores para el control de orientación y de velocidad
ante incertidumbres en el modelado, dinámica acoplada y perturbaciones externas.
3) Ilustrar el desempeño de los controles propuestos mediante la comparación con otras
técnicas.
Por otra parte, las ganancias que denen el comportamiento del controlador de orientación,
y de ambos observadores están denidos en la Tabla 4.1.
Tabla 4.1. Ganancias de los controladores de orientación
Control de alabeo 1 & 1 L  !1 1   G1 gs
Cuasi-continuo + diferenciador :06 :001 5 9
Super twisting Adaptativo-Diferenciador 3 1 1 :1 :01 :01 1
Super twisting Adaptativo-Observador ST 2 :3 0:01 :01 :2 5 :1
Control de cabeceo
Cuasi-continuo + diferenciador :08 :001 5 9
Super twisting Adaptativo-Diferenciador 4 :1 1 :2 :01 :01 1
Super twisting Adaptativo-Observador ST 1 :1 :01 :01 1 5 :1
Control de guiñada
Cuasi-continuo + diferenciador :6 :001 5 9
Super twisting Adaptativo-Diferenciador 4 4 1 :001 :01 :01 1
Super twisting Adaptativo-Observador ST 1 :2 :01 :01 :2 10 1
y las ganancias que denen el comportamiento de ambos controladores de velocidad están
denidos en la Tabla 4.2.
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Tabla 4.2. Ganancias del control de velocidad
Control de velocidad 1 & 1 L  !1 1   G1 gs
Cuasi-continuo + diferenciador 8 :001 5 1
Super twisting Adaptativo-Diferenciador 1 1 1 :1 :01 0:1
Super twisting Adaptativo-Observador ST 1 1 :01 :1 :1 1 :1
4.5.1. Resultados del control cuasi-continuo.
Los resultados del control cuasi-continuo se presentan a continuación, donde en la Figura
4.6 se observa el esquema de control correspondiente a dicha técnica.
Figura 4.6. Diagrama del control cuasi-continuo
En la Figura 4.7 se aprecia la trayectoria deseada a seguir por el UAV de ala ja, la cual
consiste de un círculo seguido de un óvalo con cambios en la velocidad a partir de 15m=s a
20m=s. Más aún, se consideran también cambios en altitud partiendo de una altura de 100m,
el UAV se eleva a 120m a los 20s, asciende a 140m a los 90s y otro ascenso a 180m a los 130s.
Esta trayectoria tiene 3 componentes espaciales xd(t); yd(t); zd(t) inerciales y 3 componentes
rotacionales d(t); d(t);  d(t), donde la traslación deseada se mapea a Vd(t) en una sola varia-
ble que representa la velocidad relativa del vehículo deseada y las componentes rotacionales
corresponden a los ángulos de Euler deseados.
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Figura 4.7. Trayectoria deseada. Caso cuasi-continuo
Por otro lado, en este caso se consideran las siguientes perturbaciones externas:
Una perturbación externa representada mediante una entrada escalón, se aplica directa-
mente al eje longitudinal del UAV x de magnitud 4m=s en el instante t  35s.
Una perturbación externa aplicada directamente al eje transversal del UAV y de magnitud
4m=s en el instante t  75s.
Una perturbación externa aplicada directamente al eje vertical del UAV z de magnitud
1m=s en el instante t  105s.
La respuesta de los ángulos de orientación se muestra en la Figura 4.8, donde se obtiene
el seguimiento de los ángulos de alabeo , cabeceo  y de guiñada  a los ángulos deseados
d(t); d(t);  d(t) respectivamente.
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Figura 4.8. Orientación del UAV. Caso cuasi-continuo.
Las señales de control se pueden observar en la Figura 4.9. Estas señales representan la
posición de las supercies móviles que controlan la orientación del UAV de ala ja.
Figura 4.9. Entradas de control. Caso cuasi-continuo.
El error de seguimiento con respecto a los ángulos deseados se ilustra en la Figura 4.10,
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donde el control cuasi-continuo tiende a cero y la diferencia más notoria con respecto al control
ADRC se muestra en el error del ángulo de guiñada.
Figura 4.10. Error de seguimiento. Caso cuasi-continuo.
Figura 4.11. Control de velocidad. Caso cuasi-continuo.
Los resultados de la velocidad del vehículo se muestran en la Figura 4.11. En la primera
subgráca se observa la convergencia de la velocidad del avión a la velocidad comandada. En
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la subgráca intermedia se muestra el empuje que se debe generar en este caso por un par de
hélices. Finalmente en la subgráca inferior se traza el error de seguimiento.
Discusión.
La sintonización de estos controladores fué una tarea muy importante. Puesto que este hecho
signica una reducción del efecto chattering, por esta razón en las grácas de las respuestas
del control no se aprecia este efecto indeseado. Desde el punto de vista de control de vuelo, el
chattering representa una gran demanda a los actuadores, provocando movimientos indeseados
en las supercies de control del UAV de ala ja, esto signica que puede desestabilizar la
aeronave. Por lo tanto, la sintonía de los controladores propuestos se realizaron por métodos
heurísticos hasta lograr una respuesta suave.
Por otro lado, el desempeño del controlador propuesto depende del periodo de muestreo
usado en la implementación, es decir, existe un compromiso entre el muestreo y los resultados
obtenidos. Considerando que no sea un factor que impida la implementación del controlador en
una tarjeta electrónica. Además, el método numérico para dar solución a esta implementación
es un factor importante a tomar en cuenta, logrando los mejores resultados con el método
númerico Runge-Kutta con paso de integración jo a 0:001s.
Con respecto al control ADRC con el que el control propuesto fue comparado, este esquema
de control se selecciono ya que se encontró en la literatura se utiliza para una aplicación similar
a la de la presente tesis, este tiene algunas ventajas como que no necesita conocer el modelo de
forma exacta, puesto que estima tanto la información de la dinámica no conocida como la de
las perturbaciones externas, esto mediante el uso de un observador extendido. Este controlador
completa el lazo mediante un control PID y resulta en una técnica robusta. Sin embargo,
por el hecho que calcula dinámica no conocida y perturbaciones en un estado extendido por
consecuencia lo hace sensible al ruido en las mediciones y diculta la sintonización.
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4.5.2. Resultados del control Super twisting Adaptativo.
Se presentan dos casos del control Super Twisting Adaptativo basado en:
Un observador super twisting.
Un diferenciador robusto.
A continuación se desglosan los resultados.
Super twisting Adaptativo basado en Observador Super Twisting
La Figura 4.12 muestra el esquema de control.
Figura 4.12. Diagrama del control super twisting adaptativo + observador
En la Figura 4.13 se muestra la trayectoria deseada a seguir por el UAV de ala ja, la cual
consiste de un circulo seguido de un óvalo con cambios en la velocidad a partir de 15m=s a
20m=s. Más aún, se consideran cambios en altitud, la condición inicial es de vuelo a una altura
de100m, de inmediato desciende a 80m, posteriormente asciende a 100m a los 85s, y nalmente
se eleva a 140m a los 125s.
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Figura 4.13. Trayectoria deseada. Caso STA+Observador ST
Por otro lado, en este caso se consideran perturbaciones externas, las cuales se representan
mediante una entrada escalón y se aplican de la siguiente manera:
En el eje longitudinal del UAV x de magnitud 4m=s en el instante t  50  55s.
En el eje transversal del UAV y de magnitud 4m=s en el instante t  110  115s.
En el eje vertical del UAV z de magnitud  1m=s en el instante t  140  145s.
La respuesta de los ángulos de orientación se graca en la Figura 4.14, donde se muestra la
convergencia de cada uno de los ángulos de orientación del vehículo aéreo no tripulado de ala
ja a los ángulos de referencia, de esta forma garantizamos el seguimiento de la trayectoria del
vehículo.
97
0 20 40 60 80 100 120 140 160 180
−0.2
0
0.2
φ (
rad
)
 
 
ref
ASTA
ADRC
0 20 40 60 80 100 120 140 160 180
−0.1
0
0.1
θ 
(ra
d)
 
 
0 20 40 60 80 100 120 140 160 180
0
2
4
6
8
ψ 
(ra
d)
Time(s)
 
 
Figura 4.14. Orientación del UAV. Caso STA + Observador ST
Las señales de control se pueden observar en la Figura 4.15, estas señales representan la
posición de las supercies móviles que controlan la orientación del UAV de ala ja, mostrando
magnitud dentro del rango de operación de los actuadores electromecánicos.
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Figura 4.15. Entradas de control. Caso STA + Observador ST.
El error de seguimiento con respecto a los ángulos deseados se ilustra en la Figura 4.16.
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Figura 4.16. Error de seguimiento. Caso STA + Observador ST.
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Figura 4.17. Ganancias adaptativas. Caso STA + Observador ST.
El comportamiento dinámico de las ganancias adaptivas se observa en la Figura 4.17, donde
se aprecia la actividad cuando existen perturbaciones externas.
Los resultados de la velocidad del vehículo se trazan en la Figura 4.18. En la primera
subgráca se observa la convergencia de la velocidad del avión a la velocidad comandada. En
99
la subgráca intermedia se muestra el empuje. Finalmente, en la subgráca inferior se traza el
error de seguimiento.
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Figura 4.18. Control de velocidad. Caso STA + Observador ST.
Por otro lado, en la Figura 4.19 se observa una animación donde se traza la trayectoria del
UAV de ala ja. Dicha representación se realizó por medio de Simulink 3D animation.
Figura 4.19. Animación de la trayectoria. Caso STA + Observador ST.
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Discusión
La sintonización de estos controladores se realizó heurísticamente. Puesto que este hecho
representa buen desempeño, uno de los factores a tomar en consideración en la sintonía del
controlador, es la selección adecuada de la velocidad de adaptación de la ganancia adaptativa.
Este factor es muy importante, puesto que regula que tan rápido se adapta la ganancia del
controlador. Sin embargo, existe un compromiso entre la rapidez con que controla y/o rechaza
una perturbación y el desempeño adecuado de la aeronave, en otras palabras, para la selección
adecuada de la velocidad de adaptación es indispensable conocer la rapidez de la dinámica que
se está controlando.
Una de las ventajas de este control es que no presenta chattering. Este efecto puede dañar
o en su caso desestabilizar el UAV. Además, no necesita un periodo de muestro tan pequeño
para funcionar adecuadamente, para este trabajo se utilizaron 10 milisegundos de periodo de
muestreo. Lo que representa que se puede implementar con un equipo electrónico no muy
poderoso, y por lo tanto no tan costoso. Ahora, el hecho de usar un observador super twisting,
reduce la cantidad de sensores en el vehículo, ya que estima sobre todo las velocidades angulares.
Este hecho representa un posible ahorro tanto en la instrumentación del UAV de ala ja como
en el costo del mismo. Este observador al ser de primer orden no representa una gran dicultad
en la sintonización, además obtiene las estimaciones a pesar de mediciones ruidosas lo que
sucede con los dispositivos de medición (giroscopios).
Con respecto a control ADRC con el que el control propuesto fue comparado, este tiene
algunas ventajas como que no necesita conocer el modelo de forma exacta, puesto que estima
tanto la información de la dinámica no conocida como la de las perturbaciones externas, esto
mediante el uso de un observador extendido. Este controlador completa el lazo mediante un
control PID y resulta en una técnica robusta. Sin embargo, por el hecho que estima la dinámica
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desconocida junto con perturbaciones externas dentro de un estado extendido, por consecuencia
lo hace sensible al ruido en las mediciones y diculta la sintonización.
Super twisting Adaptativo basado en diferenciador
La Figura 4.20 ilustra el diagrama de control.
Figura 4.20. Diagrama del control STA + diferenciador
En la Figura 4.21 se aprecia la trayectoria deseada a seguir por el UAV de ala ja, la cual
consiste de dos círculos a semejanza de un ocho, con cambios en la velocidad a partir de 15m=s
a 20m=s, y en altitud, con la condición inicial de vuelo a una altura de 100m, a los 10s se
comienza a elevar hasta alcanzar 180m, después a los 90s desciende hasta llegar a 120m de
altura.
102
0
100
200
300
400
500
0200
400600
800
50
100
150
200
x−axis
y−axis
z−
a
xi
s
INICIO
FIN
Perturbacion
Perturbacion
Perturbacion
Figura 4.21. Trayectoria deseada. Caso STA + diferenciador.
Por otro lado, en este caso se aplican al UAV de ala ja las siguientes perturbaciones
externas:
En el eje longitudinal del UAV x de magnitud 4m=s en el instante t  30s.
En el eje transversal del UAV y de magnitud 4m=s en el instante t  70s.
En el eje vertical del UAV z de magnitud  1m=s en el instante t  105s.
La respuesta de los ángulos de orientación del UAV de ala ja se observa en la Figura 4.22,
donde se obtiene el seguimiento de los ángulos de alabeo, cabeceo y de guiñada a los ángulos
deseados.
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Figura 4.22. Orientación del UAV. Caso STA + diferenciador.
Las señales de control de este esquema de control se pueden ver en la Figura 4.23.
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Figura 4.23. Respuestas del control. Caso STA + diferenciador.
El error de seguimiento con respecto a los ángulos deseados se ilustra en la Figura 4.24,
donde el control super twisting adaptativo por modos deslizantes mantiene una superioridad
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notoria en el error de seguimiento del ángulo de guiñada.
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Figura 4.24. Error de seguimiento. Caso STA + diferenciador.
El comportamiento dinámico de las ganancias adaptivas se observa en la Figura 4.25, donde
se aprecia la actividad cuando existen perturbaciones externas.
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Figura 4.25. Ganancias adaptativas. Caso STA + diferenciador.
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Los resultados de la velocidad del vehículo son mostrados en la Figura 4.26. En la primera
subgráca se observa la convergencia de la velocidad del avión a la velocidad comandada. En la
subgráca intermedia se muestra el empuje que se debe generar por las hélices. Por último, en
la subgráca inferior se traza la dinámica de la ganancia adaptativa del control de velocidad.
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Figura 4.26. Control de velocidad. Caso STA + diferenciador.
Adicionalmente, en la Figura 4.27 se observa el recorrido del UAV de ala ja, esto mediante
la recreación digital del vuelo.
Figura 4.27. Animación del UAV de ala ja. Caso STA + diferenciador.
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Discusión
En el esquema de control super twisting adaptativo basado en un diferenciador para el
vuelo de un UAV de ala ja, se consideró una trayectoria diferente, este hecho implica un
ajuste relativamente pequeño en la sintonía de las ganancias del controlador, esto debido a que
se utiliza un observador distinto. En este caso el diferenciador robusto que tiene como objetivo
estimar las variables de velocidad necesaria para la implementación del controlador.
Como se mencionó en el caso anterior, la sintonía adecuada depende principalmente de la
selección correcta de la velocidad de adaptación en la ganancia adaptativa del controlador, de
otro modo el control puede desestabilizar el UAV, dado que si es muy rápida, se incrementa
tanto la ganancia del controlador que no puede regresar a la zona de estabilidad. Por otro lado,
las respuestas obtenidas muestran que este esquema de control es viable para implementación,
teniendo precisión en el seguimiento de trayectorias, y robustez ante perturbaciones externas.
Además, el control trabaja adecuadamente bajo condiciones de ruido en las mediciones (no se
cuenta con la magnitud de ruido que tolera el diferenciador), considerando niveles de ruido
típicos en los dispositivos de medición.
4.6. Conclusiones
Las técnicas de control por modos deslizantes de orden superior, especícamente el control
cuasi-continuo y el control super twisting adaptativo, fueron aplicados para controlar el vuelo
de un vehículo aéreo no tripulado de ala ja, con el n de seguir trayectorias en presencia de
incertidumbres en el modelado, dinámicas acopladas y perturbaciones externas. Estas técnicas
mostraron un gran desempeño puesto que cumplen con los objetivos de control.
Por otro lado, la aplicación de los controladores propuestos en sistemas de vuelo es novedosa,
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puesto que estas técnicas no han sido aplicadas a UAVs de ala ja, una razón es debido al
chattering que produce el control por modos deslizantes tradicional. Sin embargo, al utilizar las
técnicas de modos deslizantes de orden superior se reduce notoriamente este efecto no deseado.
Aunque ambas técnicas cuasi-continuo y super twisting adaptativo satisfacen los requeri-
mientos de control de vuelo, éstas poseen características distintas: desde el periodo de muestreo
necesario para su correcta implementación, donde el control super twisting adaptativo mostró
superioridad, tanto en esquema con el observador super twisting como con el diferenciador. Ca-
da uno de los controladores tienen distintas dicultades. El control cuasi-continuo con menos
parámetros de sintonía, el principal problema radica en ajustar el diferenciador que calcula las
derivadas de la supercie deslizante. Por otro lado el control super twisting adaptativo cuenta
con más parámetros, esto resulta en una sintonización más versátil, pero con un incremento en
la complejidad.
Además, los esquemas de control propuestos fueron comparados con la técnica de control
conocida como control activo de rechazo de perturbaciones, el cual consta de un controlador PD
o PID que usa la información de un observador extendido. Este observador estima la dinámica
del sistema y las perturbaciones externas juntas. Con esta información el controlador puede
cerrar el lazo de control. Esta comparación, se hizo con el objetivo de mostrar el desempeño de
los esquemas de control propuestos.
Como conclusión, en este trabajo se aplican el control cuasi-continuo y el control super
twisting adaptativo al problema de vuelo de un vehículo aéreo no tripulado de ala ja para el
seguimiento de trayectorias deseadas, bajo condiciones de incertidumbre en el modelado, diná-
mica acoplada y perturbaciones externas. Resultados en simulación demuestran la efectividad
y desempeño de los esquemas de control propuestos.
Capítulo 5
Control de un sistema doble rotor de
3GDL
En este capítulo, se muestra el control de orientación para un sistema doble rotor de 3
grados de libertad (TROS de 3gdl). El objetivo es controlar cada uno de los ángulos de la
orientación. Para lograr esta consigna, se trabaja con el modelo matemático proporcionado por
el fabricante. Posteriormente, se implementa una estrategia de control virtual. Puesto que el
TROS tiene 2 entradas de control y como salida presenta 3 variables.
A partir de esta premisa, se procede con el diseño de los controladores Super Twisting
Adaptativos. Además, un control PID se propone con el n de medir el desempeño del esquema
de control propuesto. Por otra parte, los resultados experimentales se ilustran, haciendo dos
pruebas: estabilización y seguimiento de trayectoria deseada.
5.1. Modelo de un sistema doble rotor de 3 GDL
En esta sección, se considera el modelo matemático para representar la dinámica de un
sistema doble rotor de 3 grados de libertad (TROS 3gdl). Considere la Figura 5.1 la cual consiste
en una base sobre la cual un brazo es montado. El brazo carga el cuerpo del helicóptero 3gdl
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de Quanser compuesto por 2 hélices controladas por motores en uno de los extremos, y un
contrapeso en el otro extremo. Las 3 partes están conectadas mediante eslabones giratorios,
dando los siguientes 3 grados de libertad: el ángulo de dirección  , el ángulo de elevación  y
el ángulo de cabeceo .
Figura 5.1. Sistema doble rotor de 3gdl Quanser [7].
La orientación del helicóptero se controla por medio de las fuerzas de empuje Fb y Ff
las cuales se generan por medio de 2 hélices. Esto signica que este sistema es un sistema
subactuado dado que hay 2 entradas de control mientras que hay 3 grados de libertad, los 3
ángulos de orientación. En el siguiente modelo la dinámica de los motores de corriente directa
DC se desprecia con respecto a la dinámica del helicóptero 3gdl. La relación entre los voltajes
aplicados a los motores y el empuje producido es proporcional, es decir"
Ff
Fb
#
=
"
KFVf
KFVb
#
(5.1.1)
donde KF es la constante de fuerza-empuje de la hélice.
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Modelado dinámico
La estructura cinemática de los 3 grados de libertad del sistema doble rotor admite tres
grados de libertad rotacionales. Los primeros dos ejes, i.e. los de dirección y elevación (ver
Figura 5.2), son mutuamente perpendiculares y cruzan el tercer eje, el eje de cabeceo en el
origen del marco de coordenadas global.
Figura 5.2. Diagrama de cuerpo libre del helicóptero 3gdl [7].
Las ecuaciones dinámicas de movimiento se obtienen mediante técnicas clásicas usadas en ro-
bótica. Primero de todo, los sistemas de coordenadas son denidos para cada eslabón usando
la notación del algoritmo modicado Denavit-Hartenberg (MDH) [60]. Entonces, las transfor-
maciones se calculan y se usan para evaluar las fuerzas, las cuales actúan sobre el sistema doble
rotor de 3gdl. Finalmente, se obtiene un modelo dinámico no lineal. Considere las siguientes
suposiciones
1. Los ejes de dirección y elevación son perpendiculares.
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2. Todos los ejes se intersectan en el mismo punto, el origen del marco de coordenadas global.
3. El marco del TROS de 3gdl y el centro de masa del contrapeso son colineales con el eje
de cabeceo.
4. La fricción en la articulación, la resistencia del aire y las fuerzas centrífugas se desprecian
para simplicar el modelo.
5. La fuerza de empuje es proporcional al voltaje del motor y las dinámicas de las hélices se
desprecian.
Note que los segundo y tercer puntos se utilizan para simplicar el modelo. En efecto, hay
una distancia (algunos centímetros) entre el eje de cabeceo, y la intersección de los ejes de
dirección y elevación. Además, como se muestra en la Figura 5.1, el marco del TROS de 3gdl
y el centro de masa del contrapeso no están exactamente colineales con el eje del cabeceo. Por
lo tanto, se requiere un control robusto para controlar el TROS de 3gdl en presencia de esas
consideraciones. Así, el modelo dinámico se describe mediante
J = g(MhLa  MwLw) cos + La cos  u1 (5.1.2)
J = Lh u2 (5.1.3)
J  = La cos  sin  u1 (5.1.4)
donde "
u1
u2
#
=
"
Ff + Fb
Ff   Fb
#
; (5.1.5)
Debido a las restricciones mecánicas, el espacio de trabajo se dene como
Ángulo de cabeceo  es tal que  45    +45.
Ángulo de elevación  es tal que  27:5    +30.
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En la Tabla 5.1 se muestran la denición y los valores correspondientes de las variables del
helicóptero de 3gdl.
Símbolo Descripción Valor Unidad
Vf y Vb Voltaje de los motores frontal y trasero. [ 24;+24] V
Kf Constante de fuerza-empuje de la hélice. 0:1188 N=V
g Constante de gravedad. 9:81 m:s2
Mh Masa del helicóptero. 1:426 Kg
Mw Masa del contrapeso. 1:87 Kg
La Distancia entre el eje de dirección al cuerpo del helicóptero. 0:660 m
Lw Distancia entre el eje de dirección al contrapeso. 0:470 m
Lh Distancia entre el eje de cabeceo a cada motor. 0:178 m
J" Momento de inercia sobre la elevación. 1:0348 Kg:m2
J Momento de inercia sobre el cabeceo. 0:0451 Kg:m2
J Momento de inercia sobre la dirección. 1:0348 Kg:m2
Tabla 5.1. Especicaciones del TROS de 3gdl [7].
Note que la dinámica de  es tal que no es posible controlar el ángulo de dirección cuando
 = 0. Esta característica signica que para hacer un cambio en el ángulo de dirección, es
necesario cambiar el ángulo de cabeceo.
5.2. Estrategia de control para un sistema doble rotor de
3 GDL
Esta sección describe el esquema para diseñar el controlador, considerando que
Las dinámicas de elevación y dirección dependen directamente del valor del cabeceo, y se
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controlan mediante una sola entrada de control.
La segunda entrada de control actúa sobre la dinámica de cabeceo.
El sistema es subactuado al contar con solo 2 entradas de control.
Estas consideraciones previas implican la necesidad de diseñar un esquema de control para
comandar los 3 grados de libertad con sólo 2 entradas de control. A partir del conocimiento de
las trayectorias deseadas (denidas por el usuario) para la dirección y la elevación, se obtiene una
trayectoria deseada para el cabeceo. Esta trayectoria de cabeceo tendrá un impacto, tanto en la
dinámica de dirección como en la dinámica de elevación. Entonces, se presenta a continuación
una estrategia llamada control virtual para el diseño de la trayectoria de cabeceo deseada.
5.2.1. Diseño del control virtual
Considere el sistema como un punto de masa localizado en el extremo del eslabón, situado
en el centro del segmento denido por los dos rotores. En tal caso, su posición puede ser
completamente denida en un espacio de trabajo esférico de dos dimensiones ( ; ). Se dene
lo siguiente: un vector de control virtual [61] (u1; ; ) = [1 2]T tal que
1 = u1 cos  sin 
2 = u1 cos   G cos  (5.2.1)
con G =   g
La
(MhLa  MwLw). A partir de (5.1.2), se logra
 =
La
J 
1 (5.2.2)
 =
La
J
2 (5.2.3)
 =
Lh
J
u2: (5.2.4)
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Signica que, si la entrada virtual existe, el sistema se transforma en un sistema desacoplado,
i.e.  ,  y  son controladas respectivamente por 1, 2 y u2. A partir de (5.2.1), se obtiene
u21 sin
2  =
21
cos2 
; (5.2.5)
u21 cos
2  = (2 +G cos )
2: (5.2.6)
y se deduce que
u21 =
21
cos2 
+ (2 +G cos )
2 (5.2.7)
Entonces, se tiene
u1 = S 
r
21
cos2 
+ (2 +G cos )2 (5.2.8)
con S que se dene como
S =
(
sign(2 +G cos ) si 2 6= 0
0 si 2 = 0
(5.2.9)
Además,  tiene que satisfacer, de (5.2.5),
tan  =
1
cos (2 +G cos )
(5.2.10)
Entonces, una manera para desacoplar el sistema (5.2.2) consiste en forzar el ángulo  a seguir
la trayectoria deseada denida por
d(t) = tan
 1

1
cos (2 +G cos )

; (5.2.11)
mientras la entrada de control u1 se dene (5.2.8). Esta estrategia de control permite denir el
esquema de piloto automático como sigue (ver Figura 5.3)
La primera parte del piloto automático permite calcular las entradas de control 1 y 2 a
partir de los errores de seguimiento entre  y  y sus trayectorias deseadas  d(t) y d(t).
Partiendo del punto anterior, primero se obtiene la entrada de control u1 de (5.2.8), y
después provee una trayectoria deseada para el cabeceo d(t) de (5.2.11). A partir de esta
última trayectoria deseada, el control de cabeceo permite proporcionar u2.
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Figura 5.3. Esquema del piloto automático.
5.2.2. Trayectorias deseadas y voltajes de control
Figure 4.6. 3D view of the helicopter with the sinusoidal trajectory 
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Figura 5.4. Trayectoria deseada.
Con el objetivo de validar los controladores diseñados, se usan trayectorias para elevación
y dirección, la trayectoria deseada del ángulo de cabeceo es calculada en tiempo real mediante
el control virtual. Las trayectorias deseadas (ver Figura 5.4) se denen mediante dos ondas
sinusoidales.
El periodo de la onda de elevación es dos veces más grande que el periodo de la onda
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de dirección; de esta manera, la trayectoria deseada en el espacio de trabajo ( ; ) es cíclica.
Note que esas trayectorias se pueden diseñan tomando en cuenta las restricciones de los valores
máximos de velocidad, aceleración y entradas de control.
Los voltajes de control para los motores frontal y trasero se obtienen de (5.1.1) y (5.1.5)
Vf =
1
2KF
(u1 + u2) ; Vb =
1
2KF
(u1   u2) (5.2.12)
5.3. Diseño de los controladores para la orientación
En esta sección, las entradas de control 1, 2 y u2 se diseñan para seguir las trayectorias
deseadas  d(t), d(t) y d(t) respectivamente, siendo u1 obtenida a partir de (5.2.8). Lo mostrado
anteriormente, las entradas de control 1, 2 y u2 están basadas en el algoritmo de control
Super Twisting Adaptativo para lograr un seguimiento de trayectoria robusto de los ángulos de
elevación, dirección y cabeceo.
5.3.1. Diseño del control Super Twisting Adaptativo
El control Super twisting adaptativo está descrito por
usta =  K1 j s j1=2 sign(s) + ;
_ =  K2
2
sign(s); (5.3.1)
con las ganancias denidas como
_K1 =
8><>: !1
r
1
2
sign(j s j  ); si K1 > K;
K; si K1  K;
K2 = 2K1;
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El primer paso del diseño consiste en denir las variables deslizantes, conociendo que el grado
relativo del sistema, con respecto a la variable deslizante, es 1, para lo cual
s =
2664
s 
s
s
3775 =
266664

_   _ d(t)

+  (    d(t))
( _  _d(t)) +  (  d(t))
_   _d(t)

+  (   d(t))
377775 (5.3.2)
los cuales dan, a partir de (5.2.2),
_s =
266666664
La
J 
1    d(t) +  ( _   _ d(t))
La
J
2   d(t) + ( _  _d(t))
Lh
J
u2   d(t) + ( _   _d(t))
377777775
(5.3.3)
Todas las entradas de control, 1, 2 y u2, se obtienen de (5.3.1). La selección de estos parámetros
se hace con el n de obtener resultados para la orientación del sistema doble rotor de 3gdl y
robustos ante perturbaciones externas. Además, esta elección permite hacer la dinámica del
error de seguimiento para el cabeceo más rápida con respecto a las de elevación y dirección,
este hecho para generar primero el ángulo de cabeceo deseado, el cual denirá la elevación y
dirección.
5.3.2. Diseño del control PID
Con el objetivo de mostrar la eciencia y robustez de la metodología propuesta, una com-
paración entre el control Super Twisting Adaptativo y un Proporcional Integral Derivativo se
presenta a continuación. Para el diseño del control PID, la entrada de control v = [v1; v2]T , está
dada por
v = Kpe+Ki
Z t
t0
ed +Kd
de
dt
(5.3.4)
con e = [e ; e]T , el error de seguimiento de los ángulos de dirección y elevación respectivamente,
Kp, Ki, y Kd son las ganancias del control PID. Puesto que, la trayectoria deseada del ángulo
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de cabeceo es generada mediante los controles virtuales v1 yv2, se diseña un controlador PD
(u2). Este control se selecciona con el objetivo de obtener una respuesta más rápida que el PID,
y está determinado por
u2 = Kpe +Kd
de
dt
; (5.3.5)
donde e, es el error de seguimiento del ángulo de cabeceo, Kp, y Kd son las ganancias del
controlador PD.
Además, las ganancias de los controladores PID se sintonizan tomando en cuenta las reglas
por ubicación de polos. Las ganancias del PID son denidas a partir de lo siguiente
Kp = 3A!
2
2; Kd = 3A!2; Ki = &A!
3
2
donde A = diag
h
J 
La
; J
La
i
, !2 = [0:6; 1:6]T , y & = [0:25; 0:15]T han sido denidas.
Por otra parte, las ganancias del controlador PD, son dadas por
Kp = A!
2
 ; Kd = 2A!;
con A =
J
Lh
y ! = 6.
Además, las ganancias de los controladores PID y PD han sido determinadas como en la
tabla 5.3.2.
Tabla 5.2. Ganancias de los controladores PID y PD.
Control Kp Ki Kd
De dirección  1.6933 0.0677 2.8222
De elevación  12.0413 0.9633 7.5258
De cabeceo  9.1213 0 3.0404
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5.4. Simulación
Los parámetros de las ganancias adaptativas del controlador Super Twisting Adaptativo para
el control de los ángulos de elevación, dirección y cabeceo (ver (5.3.1) se denen respectivamente
como en la Tabla 5.3.
Tabla 5.3. Ganancias de los controladores STA.
Control !1   1 
De dirección  0.1 3 0.1 0.1 0.1
De elevación  0.1 2 0.1 0.1 0.1
De cabeceo  0.1 1 0.1 0.1 0.1
La Figura 5.5 muestra los resultados de seguimiento de ondas sinusoidales de los ángulos
de orientación del sistema doble rotor de 3 grados de libertad. Es claro que los controladores
siguen la referencia.
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Figura 5.5. Orientación del sistema doble rotor 3gdl.
La Figura 5.6 grafíca las entradas de control Vf y Vb, estas representan los voltajes aplicados a
los rotores frontal y trasero respectivamente. Además, es posible apreciar el consumo de energía.
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Figura 5.6. Voltaje aplicados a los motores dc.
Por otra parte, el error de seguimiento se puede apreciar en la Figura 5.7, donde el error
tiende a mantenerse en cero.
0 20 40 60 80 100 120
−0.01
0
0.01
E ψ
0 20 40 60 80 100 120
−0.05
0
0.05
E ε
0 20 40 60 80 100 120
−0.05
0
0.05
E θ
Tiempo (s)
Figura 5.7. Error de seguimiento (deg).
Finalmente, en la Figura 5.8 se observa la evolución de las ganancias K1 , K1 y K1; note
que las ganancias tienden a permanecer en un valor mínimo.
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Figura 5.8. Ganancias adaptativas.
5.5. Validación Experimental
Con el n de mostrar el desempeño del controlador, se propone un esquema de experimen-
tación, el cual consiste en una comparación entre un controlador PID y un Super Twisting
Adaptativo. Las condiciones del experimento son las siguientes:
Se proponen dos pruebas, estabilización y la trayectoria que muestra la Figura 5.4.
Una perturbación externa es aplicada al Helicóptero de 3gdl, la cual consiste en una
corriente de viento generada por un ventilador, este abanico se localiza de tal manera que
produce una corriente de aire lateral al helicóptero, i.e., el ángulo de dirección es el más
afectado.
El equipo donde se realizó el experimento tiene las siguientes características:
PC IBM modelo MT-M 8183-D7G, procesador Pentium 4 a 3Ghz, RAM 1:5G.
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Sistema doble rotor de 3gdl Quanser (ver [?]).
Matlab 2009a, y Matlab Simulink.
Sensores (encoders) y actuadores (motor Pitman) proporcionados por Quanser.
Tiempo de muestreo  = 0:01s.
Finalmente, en la Figura 5.9 se puede ver la plataforma de experimentación. Con respecto a la
perturbación externa, esta se genera mediante un ventilador colocado a un costado del sistema
doble rotor.
Figura 5.9. Plataforma de experimentación
5.5.1. Estabilización
Ambos controladores deben mantener cero las variables de dirección  y elevación . La
Figura 5.10 grafíca la regulación de las variables de orientación del sistema doble rotor de 3
gdl, donde se observa que el control Super Twisting Adaptativo rechaza mejor la perturbación.
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El ángulo de dirección es el más afectado por la perturbación. Entonces, para rechazar dicha
perturbación es necesario producir un ángulo de cabeceo proporcional.
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Figura 5.10. Resultados experimentales de regulación.
Por otra parte, en la Figura 5.11 se muestran los voltajes aplicados a los motores frontal y
trasero, tanto para el controlador super twisting adaptativo como para el PID.
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Figura 5.11. Regulación. Voltajes aplicados.
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Las respuestas del error de seguimiento de cada una de las variables de orientación denidos
como E =     d error del ángulo de dirección, E =   d, de elevación, y E =    d es el
error del ángulo de cabeceo se muestran en la Figura 5.12, donde el controlador STA presenta
un error menor. Note que, el ángulo de cabeceo que genera al controlador PD no es suciente
para rechazar la perturbación, es por eso que el error de seguimiento del ángulo de dirección es
más grande con el control PID.
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Figura 5.12. Regulación. Error de seguimiento
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Figura 5.13. Regulación. Ganancias adaptivas
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Se puede observar el comportamiento de las ganancias en la Figura 5.13. Note que las
ganancias siempre mantienen el valor mínimo establecido, pero si aparece una perturbación se
incrementan, y después de que haya pasado la perturbación regresa al nivel mínimo, lo cual
garantiza la no sobreestimar las ganancias del controlador.
5.5.2. Trayectoria deseada
En esta sección, se presentan los resultados del controlador Super twisting Adaptativo para
una trayectoria deseada (ver Figura 5.4). Se propone una trayectoria sinusoidal para los ángulos
de dirección y elevación respectivamente. Note que la perturbación está localizada de tal manera
que interere al ángulo de dirección. Entonces, un movimiento en el ángulo de cabeceo es
necesario para rechazar dicha perturbación. Esto se puede observar en la Figura 5.14.
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Figura 5.14. Seguimiento de trayectoria del sistema doble rotor de 3gdl.
En la Figura 5.15, se aprecian los voltajes aplicados a los motores frontal y trasero, donde el
voltaje Vb del control Super Twisting Adaptativo tiene una magnitud mayor respecto al voltaje
Vb del PID. Este hecho, es debido a que el controlador STA genera un ángulo de cabeceo tal
que rechaza la perturbación.
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Figura 5.15. Seguimiento. Voltajes aplicados a los motores
En la Figura 5.16 se gracan los errores de seguimiento de ambos controladores. Los resul-
tados son similares con respecto a la prueba de estabilización, donde el control Super Twisting
Adaptativo del ángulo de dirección  presenta una mayor precisión.
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Figura 5.16. Seguimiento. Error de seguimiento (deg)
Las ganancias adaptativas de los controladores de cada uno de los ángulos de orientación
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del helicóptero de 3gdl se muestran en la Figura 5.17, donde se puede ver que se ajustaron al
valor necesario para mantener la supercie deslizante a cero.
0 20 40 60 80 100 120
0
0.5
1
K 1
ψ
0 20 40 60 80 100 120
0
0.5
1
K 1
ε
0 20 40 60 80 100 120
0
0.2
0.4
K 1
θ
Tiempo(s)
Figura 5.17. Seguimiento. Ganancias adaptativas
5.6. Conclusión
La técnica de control super twisting adaptativo se aplicó al sistema doble rotor de 3 grados
de libertad, con el objetivo validar la nueva técnica para el control de un artefacto volador.
Esta metodología está comenzando en este tipo de aplicaciones debido a sus características de
robustez. Más aún, al tener las ganancias adaptativas se garantiza no sobreestimar las ganancias,
lo cual tiene como consecuencia que no se desaproveche energía y que no necesite conocer la
cota de la perturbación.
Se realizaron pruebas experimentales con el n de medir el desempeño del controlador super
twisting adaptativo, para tal propósito, una perturbación directamente al ángulo de dirección
del sistema doble rotor de 3gdl fué aplicada mediante un ventilador. Entonces, el control se
somete a realizar una trayectoria deseada y así observar el desempeño del mismo.
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Además, se realizó una comparación entre el control propuesto y un control proporcional
integral derivativo. Se observó mejor respuesta para el control super twisting adaptativo, puesto
que, el seguimiento de trayectorias fue más preciso que el PID, i.e., la perturbación fue rechazada
mejor por el STA. Note, que para generar un movimiento en el ángulo de dirección es necesario
un movimiento en el ángulo de cabeceo. Entonces, el controlador PID no fue capaz de producir
suciente ángulo de cabeceo para rechazar la perturbación. Debido a lo anterior, el desempeño
global del sistema doble rotor de 3gdl es mejor con el controlador super twisting adaptativo.
Como conclusión, el control super twisting adaptativo demostró ser viable en esta aplica-
ción. El control de vuelo de un sistema doble rotor y debido a estos resultados, se plantea la
posibilidad de expander las aplicaciones en el campo de Aeronáutica.
Capítulo 6
Conclusiones
En este trabajo, se presentaron varios esquemas de control robusto para el control de un
vehículo aéreo no tripulado de ala ja y un sistema doble rotor de 3 grados de libertad en
presencia de incertidumbres en el modelado, y perturbaciones externas tales como el viento.
Estos esquemas de control se diseñaron usando las técnicas de control por modos deslizantes
de orden superior, como lo son el control cuasi-continuo y el control super twisting adaptativo,
dichas técnicas se aplicaron al modelo completo de 6 grados de libertad de un ala ja, tomando
en cuenta la complejidad aerodinámica, donde se consideraron medibles únicamente la posición
angular, por lo que se usaron observadores por modos deslizantes para estimar el estado necesa-
rio para implementar dichos controladores. Resultados en simulación verican la efectividad de
los esquemas de control propuestos ante incertidumbre en el modelo, y perturbaciones externas.
Por otro lado, se realizaron pruebas experimentales en una plataforma de doble rotor de
3gdl, con el objetivo de medir el desempeño del controlador Super Twisting Adaptativo, donde
una perturbación directamente al ángulo de dirección del sistema doble rotor de 3gdl se aplicó
mediante un ventilador. Además, se realizó una comparación con un controlador clásico Pro-
porcional Integral Derivativo, el cual es conocido por su simplicidad. El desempeño global del
sistema doble rotor de 3gdl fué superior con el controlador Super Twisting Adaptativo.
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Las técnicas de control utilizadas en esta tesis. Debido a su estructura, no se han usado para
aplicaciones en aeronáutica. Puesto que las técnicas de control por modos deslizantes estandar
presenta el fenómeno del chattering, el cual puede causar daños a los vehículos. Sin embargo, en
los resultados presentes en este trabajo no se observó tal fenómeno. Por lo que la presente tesis
contribuye con la introducción de estas metodologías de control en aplicaciones aeronáuticas.
Entonces, de los resultados obtenidos y haciendo una comparación con los objetivos trazados
se puede concluir lo siguiente.
Se deduce el modelo matemático completo de 6 grados de libertad que representa la
dinámica de un avión.
Se calcularon algunos de los coecientes aerodinámicos de forma analítica mediante el uso
de un software especializado, esto es una forma de obtener los coecientes al no disponer
de un túnel de viento para experimentación. Dichos coecientes contribuyeron a completar
el modelo matemático del avión.
Se implemento el modelo dinámico proporcionado por el fabricante de un sistema doble
rotor de 3gdl.
Con base en el modelado matemático, se construyó una plataforma de simulación de un
UAV de ala ja, esto bajo el ambiente Matlab/Simulink.
Se diseñaron los controladores con base en las técnicas de modos deslizantes de orden
superior, que por sus propiedades de robustez ante incertidumbres internas y externas,
propiedades muy importantes cuando se trata de diseñar controles con modelos con incer-
tidumbres paramétricas y perturbaciones externas. Estos controladores se implementaron
según distintos esquemas de control-observador, para el caso del UAV de ala ja:
 Cuasi-continuo + diferenciador Robusto.
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 Super twisting Adaptativo + Observador Super Twisting.
 Super twisting Adaptativo + Diferenciador Robusto.
Se comprobaron mediante simulación la efectividad de los controladores propuestos, los
controles fueron capaces de seguir la trayectoria de vuelo deseada en presencia de pertur-
baciones externas.
Se validó experimentalmente el control Super Twisting Adaptativo en la plataforma de
experimentación Sistema doble rotor de 3 grados de libertad, fabricado por Quanser.
Trabajo a futuro
Para darle continuidad a este trabajo de tesis se recomienda los siguientes trabajos de
investigación:
Aplicación de turbulencia como perturbaciones externas y vericar el desempeño de los
controladores.
Diseñar trayectorias de vuelo con alto grado de maniobrabilidad.
Realizar pruebas experimentales, dotando de los dispositivos necesarios para la automa-
tización del UAV de ala ja modelo B-25 Mitchell.
Proveer un control de navegación que calcule las trayectorias en tiempo real, con el ob-
jetivo que el vehículo aéreo sea capaz de evitar obstáculos y recalcular su trayectoria
óptima.
Expander las aplicaciones en aeronáutica de los controladores por modos deslizantes de
orden superior.
Considerar los efectos del retardo existente en los medios de comunicación en el UAV.
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