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Abstract
Using radio-frequency (RF) sensing techniques for human posture recognition has attracted growing
interest due to its advantages of pervasiveness, contact-free observation, and privacy protection. Con-
ventional RF sensing techniques are constrained by their radio environments, which limit the number of
transmission channels to carry multi-dimensional information about human postures. Instead of passively
adapting to the environment, in this paper, we design an RF sensing system for posture recognition
based on reconfigurable intelligent surfaces (RISs). The proposed system can actively customize the
environments to provide the desirable propagation properties and diverse transmission channels. How-
ever, achieving high recognition accuracy requires the optimization of RIS configuration, which is a
challenging problem. To tackle this challenge, we formulate the optimization problem, decompose it
into two subproblems and propose algorithms to solve them. Based on the developed algorithms, we
implement the system and carry out practical experiments. Both simulation and experimental results
verify the effectiveness of the designed algorithms and system. Compared to the random configuration
and non-configurable environment cases, the designed system can greatly improve the recognition
accuracy.
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2I. INTRODUCTION
Recently, leveraging widespread radio-frequency (RF) signals for wireless sensing applications
is of special interests. Different from methods based on wearable devices or surveillance cameras,
the RF sensing techniques need no contection with sensing targets and will raise no privacy con-
cerns. [1]. The basic principle behind RF sensing is that the influence of the sensing objectives on
the wireless signal propagation can be potentially recognized by the receivers [2]. In RF sensing,
posture recognition has been one of the most commonly studied topics with many applications
such as surveillance [3], ambient assisted living [4], and remote health monitoring [5]. It is
crucial to design RF sensing systems with high posture recognition accuracy.
RF posture recognition aims to automatically recognize different human postures such as
standing, walking, sitting, and lying by analyzing the propagation characteristics and impacts of
different postures on wireless signal propagation between sensors and receivers [6]. Such posture
information can be extracted from the received signals. In literature, several wireless posture
recognition systems have been proposed. In [7], the authors designed a system to recognize
different human postures through the signals extracted by an RFID tag. In [8], the human fall
is detected by analyzing the phase shift of the received signals via a pair of Wi-Fi devices.
It is shown that the accuracy of posture recognition increases with the number of independent
reflected paths between the transmitter and receiver, as multi-dimensional posture information
are carried in the channels. To increase the number of paths, the multi-antenna transceivers
were employed to recognize postures such as standing, sitting, and lying [9]. In [10], multiple
transceivers were used to identify different parts of human body, which can be used to recognize
human postures.
However, due to the complicated and unpredictable wireless environments, the accuracy and
flexibility of posture recognition are greatly affected by unwanted multi-path fading [11] and the
limited number of independent channels from the transmitters to the receivers in the conventional
RF sensing systems. Recently, the reconfigurable intelligent surface (RIS) technique has been
developed as a promising technology to actively customize the propagation channels to create
favorable propagation environment [12]. By optimizing and programming the configurations, the
RIS is able to customize the wireless channels and generate a favorable massive number of
independent paths to enhance the posture recognition accuracy [13].
3In this paper, we propose an RIS-based RF sensing system for human posture recognition1.
By periodically programming RIS configurations, the developed system can create multiple
independent paths carrying out richer information of the human postures to achieve high accuracy
of human posture recognitions.
There are several challenges in designing an RIS-based posture recognition system. First,
in order to obtain high posture recognition accuracy, RIS configurations need to be carefully
designed to create the favorable propagation conditions for posture recognition at the receiver.
However, the complexity of finding the optimal configuration is extremely high due to the large
number of RIS elements and different states in each RIS element. Second, the decision function
for posture recognition also greatly affects the recognition accuracy and is coupled with the RIS
configuration optimizations. Therefore, it is necessary to jointly optimize the configuration and
decision function to maximize recognition accuracy.
To tackle the above challenges, we decompose the problem into two subproblems, i.e., config-
uration optimization subproblem and decision function optimization subproblem, and then apply
an alternating optimization algorithm and a supervised learning algorithm to solve these two
subproblems, respectively. More importantly, to demonstrate its benefits in practical systems, we
implement our designed system using universal software radio peripheral (USRP) devices and
carry out simulations and practical experiments which verify the effectiveness of our system
design and proposed algorithms. The contributions of this paper can be summarized as below:
• We construct a human posture recognition system assisted by the cost-efficient RIS tech-
nique and USRP transceivers. By optimizing the RIS configuration to create the optimal
propagation links, the system can accurately obtain information about the human postures.
• We formulate a joint RIS configuration and decision function optimization problem for the
false recognition cost minimization. The formulated problem is decoupled and solved by
our proposed algorithms, where the configuration and the decision function are optimized,
respectively. The convergence of the proposed algorithms is analyzed.
• We implement the proposed design in practical testbed. Both simulations and experiments
verify the effectiveness of the proposed system and algorithms. It is shown that the posture
1 In this paper, we focus on designing the RIS-based RF sensing systems for posture recognition. Nevertheless, since the RISs
have the capability of customizing radio environments for RF sensing, they can be adopted for various sensing applications,
such as object detecting and localization systems, to enhance the performance.
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Fig. 1. Components of RIS-based posture recognition system.
recognition accuracy increase with the size of the RIS and the number of independently
controllable groups. Compared with the random configuration and the non-configurable
environment case in the conventional RF sensing systems, the RIS-based posture recognition
with optimized configuration can significantly improve the recognition accuracy.
The rest of this paper is organized as follows. In Section II, we introduce the design of RIS
based human posture recognition system. In Section III, we formulate a problem to optimize
the RIS configurations and the decision function to minimize the average cost of false posture
reconfiguration, and develop algorithms to solve the problem in Section IV. In Section V, we
introduce the system implementation. Numerical and experimental results in Section VI validate
our proposed algorithms and analysis. Finally, conclusions are drawn in Section VII.
II. SYSTEM DESIGN
In this section, we propose the RIS-based posture recognition system. As shown in Fig. 1,
the system is composed of a pair of single-antenna transceivers and an RIS. The transmitter
continuously transmits a single-tone RF signal of frequency fc. The RIS reflects the incident
signals, which are then reflected by the human body and reach the receiver.
In the following, we first introduce the RIS in Section II-A and the channel model in Sec-
tion II-B. Then, we propose a periodic configuring protocol to perform posture recognition for
the proposed system.
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Fig. 2. Incidence and reflection angles for signals reflected on an RIS element.
A. RIS Model
The RIS is an artificial thin film of electromagnetic and reconfigurable materials, which is
composed of a large number of uniformly distributed and electrically controllable RIS elements.
We denote the number of RIS elements by N and the set of them by N . As shown in Fig. 1,
the RIS elements are arranged in a two-dimensional array.
Each RIS element is made of multiple metal patches connected by electrically controllable
components, e.g., PIN diodes [12], which are assembled on a dielectric surface. Each PIN diode
can be switched to either an ON or OFF state based on the applied bias voltages. The state of
an RIS element is determined by the states of the PIN diodes on the RIS element. Each state of
the RIS element shows its own electrical property, leading to a unique reflection coefficient for
the incident RF signals. Suppose that an RIS element contains ND PIN diodes, and thus the RIS
element can be configured into 2ND possible states. We will describe the detailed implementation
of the RIS elements in Section V.
For simplicity, we refer to the set of all possible states of each RIS element as an available state
set, denoted by Sa. We denote that the number of available states by Na, and the i-th (i ∈ [1, Na])
state in Sa is denoted by sˆi. For frequency fc, the reflection coefficient of the RIS element can
be expressed as r(θI ,θR, s), which is a function of the incidence angle θI = (θI,1, θI,2), the
reflection angle θR = (θR,1, θR,2), and state s. An example of the incidence angle and the
reflection angle is depicted in Fig. 2. The value of reflection coefficient is a complex number,
6i.e., r(θI ,θR, sn) ∈ C, and |r(θI ,θR, s)| and ∠r(θI ,θR, s) denote the amplitude ratio and the
phase shift between the reflection and incidence signals, respectively.
However, since the number of RIS elements N is usually large, it is costly and inefficient
to control each RIS element independently. To alleviate the controlling complexity, we divide
the RIS elements into groups. Each group contains the same number of RIS elements, and the
RIS elements in the same group are located within a square region, as shown in Fig. 1. To be
specific, the RIS elements are equally divided into L groups, and the set of RIS elements in the
l-th group is denoted Nl, which satisfies Nl ∩Nl′ = ∅ (∀l, l′ ∈ [1, L], l 6= l′) and
⋃L
l=1Nl = N .
Moreover, we denote the size of group by NG = N/L.
In the designed system, we control the RIS elements in the basic unit of the group, that is,
the RIS elements in the same group are in the same state, and different groups of RIS elements
are controlled independently. We denote the state of the l-th group by νl, i.e., sn = νl, ∀n ∈ Nl.
We refer to the state vector of the L groups, i.e., ν, as the configuration of the RIS. Through
changing the configurations, the RIS is able to modify the waveforms of the reflected signals to
form beamforming [14]. By using the beamforming capability, the RIS is then able to generate
various different waveforms which enhance posture recognition.
B. Channel Model
As shown in Fig. 1, the pair of transceivers consists of a transmitter and a receiver, which are
equipped with single antennas to transmit and receive RF signals, respectively. The transmitter
continuously transmits a unit baseband signal at carrier frequency fc with transmit power Pt.
The antenna at the transmitter is a directional antenna and is referred to as the Tx antenna. The
main lobe of the Tx antenna is pointed towards the RIS, and therefore, most of the transmitted
signals are reflected and modified by the RIS. The modified signals enter the region in front of
the RIS and are reflected by the human body at different positions. The antenna of the receiver,
referred to as the Rx antenna, is an omni-directional vertical antenna, and thus all the signals
reflected by the human body can be received. Besides, the Rx antenna is located right below the
RIS, so the signals reflected by the RIS are not received by the Rx antenna directly.
The transmission channel from the transmitter to the receiver can be modeled as a Rice
channel [15], which is composed of a direct line-of-sight (LoS) component, multiple reflection
dominated components, and a multi-path component. As shown in Fig. 1, the direct LoS com-
ponent accounts for signal path from the Tx antenna to the Rx antenna without any reflection;
7the reflection dominated component indicates the signals transmitted from the transmitter to the
receiver via the shortest paths reflected from the RIS elements and human body. The multi-path
components account for the signals after the complex environment reflection and scattering.
To better describe the received signals at the receiver, we first define the region in front of the
RIS as the space of interest, where the human postures are positioned in. Specifically, the space
of interest is a lx× ly× lz cuboid region, as shown in Fig. 1. Besides, we discretize the space of
interest into M equally-sized space blocks, as shown in Fig. 1. Based on [16], the human body
in the space of interest can be considered as a reflector for the wireless signals. For generality,
we denote the reflection coefficients of the M space blocks as η = (η1, ..., ηM), which is referred
to as the space reflection vector 2. Here, ηm (m ∈ [1,M ]) is the reflection coefficient of the
m-th space block for the signals reflected from the RIS to the receiver. Intuitively, the space
reflection vector is determined by the human postures in the space of interest. For example, for
a given posture, if a space block contains part of the human body, its reflection coefficient will
be nonzero. Otherwise, if the m-th space block is empty, ηm = 0. In other words, the space
reflection vector carries the information of human postures.
Given configuration ν and space reflection vector η, the received signal can be expressed as
y = hd · Pt · x+
∑
m∈[1,M ]
∑
l∈[1,L]
∑
n∈Nl
hn,m(νl, ηm) · Pt · x+ hrl · Pt · x+ σ, (1)
where the first term indicates the signals of the direct LoS component, the second term is the
signals of the N ×M reflection dominated components, the third term represents the multi-path
component, and δ denotes the noise signals. Here, hd is the channel gain of the direct LoS path
and can be calculated by
hd =
λ
4pi
·
√
gT,losgR,los · e−j2pidlos/λ
dlos
, (2)
where λ is the wavelength of the carrier signal, gT,los and gR,los denote the gains of the transmitter
and the receiver for the direct LoS component, respectively, and dlos is the distance of the direct
LoS path from the Tx antenna to the Rx antenna.
Besides, hn,m(νl, ηm) denotes the channel gain for the signals reflected by the n-th RIS
element in the l-th group in state νl (νl ∈ Sa) and by the m-th space block and then reach
2 For simplicity of description, we assume single human in the space of interest. Nevertheless, it can be observed in Section IV
that the proposed algorithms are independent of the number of humans. Therefore, the system and algorithm proposed in this
paper can also be easily extended to the case of multi-objective posture recognition.
8the receiver directly. Based on [17], channel gain hn,m(νl, ηm) which involves an RIS element
can be calculated by
hn,m(νl, ηm) =
λ · rn,m(νl) · ηm · √gT,ngR,m · e−j2pi(dn+dn,m)/λ
4pi · dn · dn,m , (3)
where rn,m(νl) = r(θIn,θ
R
m, νl) denotes the reflection coefficient of the n-th RIS element for the
incidence signal towards the m-th space block in state νl, gT,n is the gain of the transmitter
towards the n-th RIS element, gR,m is the gain of the receiver towards the m-th space block, dn
is the distance from the Tx to the n-th RIS element, and dn,m denotes the distance from the n-th
RIS element to the Rx antenna via the m-th space block. Finally, hrl and σ are random values
following the complex normal distributions, i.e., which can be expressed as hrl ∼ CN (0, rl),
σ ∼ CN (0, n) with rl and n being the variances.
C. Protocol Design
To coordinate the RIS and the transceiver in performing the posture recognition, we propose
the periodic configuring protocol as follows. The timeline in the protocol is in unit of frame with
time duration δ. Moreover, instead for RIS to change the configurations in the unit of frame,
in each frame, each RIS element changes from state sˆ1 to sˆNa sequentially. The duration that
each RIS element is in each state is the parameter to be designed in frame configuration. Under
the proposed protocol, the limitations of the RIS due to the discreteness of the available state
sets of RIS elements can be alleviated. In a certain frame, for the l-th group, the time duration
for the RIS elements to be in the Na available states are denoted by t˜l = (t˜l,1, ..., t˜l,Na)T with∑Na
i=1 t˜l,i = δ.
Based on this, we can define the frame configuration of the RIS by vector t = (t˜T1 , ..., t˜
T
L)
T ,
which has size L ·Na and indicates the time duration for L groups to be at the Na states. In the
RIS-based posture recognition system, the reflected waveforms of the RIS needs to be carefully
designed through designing frame configurations, so that the human postures can be recognized
with high accuracy. To alleviate the complexity of the frame configuration design for the RIS,
we propose the periodic frame configurations of the RIS. We define the recognition period as the
time interval that the sequence of frame configurations of the RIS repeats. As illustrated in Fig. 3,
the recognition period is composed of K frames. The K frame configurations in the recognition
period is referred to as the configuration matrix, which can be expressed as T = (t1, ...tK)T ,
where tk = (t˜Tk,1, ..., t˜
T
k,L)
T (k ∈ [1, K]) is the configuration of the RIS in the k-th frame of the
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Fig. 3. Examples of frame, frame configurations and recognition period with Na = 4.
recognition period with t˜k,l (l ∈ [1, L]) being the frame configuration of the l-th group in the
k-th frame.
To recognize the human postures in a recognition period, the receiver measure the K mean
values of the signals received in the K frames. Based on (3) and (4), in the k-th frame, the
mean value of the received signal can be computed as
yk = hd · Pt · x+
M∑
m=1
L∑
l=1
∑
n∈Nl
∑
i∈Sa
tk,l,i · hn,m(sˆi, ηm) · Pt · x+ h¯rl · Pt · x+ σ¯
= hd · Pt · x+ Pt · x · tTkAη + h¯rl · Pt · x+ σ¯. (4)
Here, A = (α1, . . . ,αM), where αm = (αˆTm,1, . . . , αˆ
T
m,L)
T with αˆm,l = (αˆm,l,1, . . . , αˆm,l,Na)T
and αˆm,l,i =
∑
n∈Nl λ · rn,m(νl) ·
√
gT,ngR,m · e−j2pidn,m/λ/(4pidn,m), (l ∈ [1, L], i ∈ [1, Na]),
Besides, h¯rl and σ¯ denote the average gains of the multi-path component and the noise signal
in one frame.
The receiver recognizes the human postures based on the measured K mean values, which
constitute a measurement vector and can be denoted as y(T ,η) = (y1, ..., yK)T or y for
simplicity. Based on (4), the measurement vector can be expressed as
y = hd · Pt · x+ Pt · x · TAη + h¯rl · Pt · x+ σ¯. (5)
Since matrix TA determines how the information of human postures is mapped to the measure-
ment, we denote Γ = TA and refer to Γ as the measurement matrix. More specifically, y is
a K-dimensional complex vector, i.e., y ∈ CK . Given measurement vector y and configuration
matrix T , the receiver adopts a likelihood function to perform the posture recognition, which
is referred to as the decision function and can be expressed as L(Hi|y)T , i ∈ [1, NP ]. Here,
Hi (i ∈ [1, NP ]) denotes the hypothesis for the human posture to be the i-th posture, and NP
10
denotes the total number of human postures. The values of the likelihood function give the
probabilities for the receiver to determine the human posture as different postures.
It can be observed that the performance of the posture recognition depends on the design of
the decision function as well as the configuration matrix, which need to be optimized in order
to obtain high recognition accuracy. We will formulate the optimizations for the configuration
matrix and the decision function in Section III and propose algorithms to solve the formulated
optimization problems in Section IV.
III. PROBLEM FORMULATION OF RIS-BASED POSTURE RECOGNITION
In this section, we formulate the problem to optimize the RIS-based posture recognition system
by minimizing the average cost of false posture recognition. We then decompose it into two
subproblems, i.e., the configuration optimization and the decision function optimization.
A. Problem Formulation
For the i-th posture, let us denote by ηi the corresponding space reflection vector. The
measurement vector for the i-th posture can be expressed as yi = y(T ,ηi). Since the objective
of the system is to recognize human postures accurately, we minimize the average cost due to
the false recognition of the system. The objective function, which we refer to as the average
false recognition cost, can be calculated as
ΨL =
∑
i,i′∈[1,Np], i 6=i′
pi · χi,i′ ·
∫
yi∈CK
Pr(yi|ηi) · L (Hi′|yi) · dyi, (6)
where pi ∈ [0, 1] denotes the probability for the i-th human posture to appear and
∑
i∈[1,NP ] pi =
1, χi,i′ ∈ R+ denotes the cost for the false recognition of actual i-th posture as the i′-th posture,
and Pr(yi|ηi) denotes the probability for the measurement vector to be yi, given space reflection
vector ηi.
Based on (4) and (6), the optimization for the RIS-based posture recognition system can be
formulated as
(P1) : min
T ,L
ΨL, (7)
s.t. L (Hi′|yi) ≥ 0, ∀yi ∈ CK , i, i′ ∈ [1, Na], (8)∑
i∈[1,NP ]
L (Hi′ |yi) = 1, ∀y ∈ CK , (9)
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yi = hd · Pt · x+ Pt · x · TAηi + h¯rl · Pt · x+ σ¯, ∀i ∈ [1, NP ], (10)
1T t˜k,l = δ, ∀k ∈ [1, K], l ∈ [1, L], (11)
t˜k,l,i ≥ 0, ∀k ∈ [1, K], l ∈ [1, L], i ∈ [1, Na]. (12)
In (P1), the optimization variables are the decision function, i.e., L, and the configuration matrix,
i.e., T . Constraints (8) and (9) are due to the fact that the decision function returns probabilities.
Constraint (10) denotes the relationship between measurement vector yi and space reflection
vector of the i-th posture ηi. Constraints (11) and (12) indicate that the time duration for all the
states is positive and sum up to δ in each frame.
B. Problem Decomposition
In (P1), the configuration matrix and the decision function are coupled and need to be opti-
mized jointly, which makes (P1) hard to solve. To handle this difficulty, we decompose (P1) into
two sub-problems by separating the configuration matrix optimization and the decision function
optimization. The two sub-problems are referred to as the configuration matrix optimization
problem and the decision function optimization problem, which are described as follows.
1) Configuration Matrix Optimization: Given a decision function, the optimization problem
for configuration matrix T can be formulated as
(P2) : min
D
ΨL, (13)
s.t. yi = hd · Pt · x+ Pt · x · TAηi + h¯rl · Pt · x+ σ¯, ∀i ∈ [1, NP ], (14)
1T t˜k,l = δ, ∀k ∈ [1, K], l ∈ [1, L], (15)
t˜k,l,i ≥ 0, ∀k ∈ [1, K], l ∈ [1, L], i ∈ [1, Na]. (16)
2) Decision Function Optimization: Given a configuration sequence, the optimization for the
decision function L can then be formulated as
(P3) : min
L
ΨL, (17)
s.t. L (Hi′|yi) ≥ 0, ∀yi ∈ CK , i, i′ ∈ [1, Na], (18)∑
i∈[1,NP ]
L (Hi′ |yi) = 1, ∀y ∈ CK . (19)
In the following Section IV, we design the algorithms to solve the configuration matrix
optimization and the decision function optimization problems, respectively.
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IV. ALGORITHMS FOR CONFIGURATION MATRIX AND DECISION FUNCTION
OPTIMIZATIONS
In this section, we first propose the algorithms to solve the configuration optimization and
decision function optimization. Then, we analyze the convergence of the proposed algorithms.
A. Configuration Optimization Algorithm
In (P2), we optimize the configuration matrix to minimize the average false recognition cost.
Solving (P2) explicitly requires the space reflection vectors, i.e., ηi (i ∈ [1.NP ]) to be known
in prior. Besides, the optimized configuration matrix for specific known coefficient vectors
may be sensitive to the subtle changes of the postures. Therefore, instead of optimizing RIS
configurations given specific space reflection vectors, we will find an optimal configuration
matrix for the general posture recognition scenarios.
As the decision function recognizes the human postures based on measurement vector y, we
consider optimizing the configuration matrix T so that y is able to carry the richest information
about the human postures. As indicated in (14), the information of human body distribution is
contained in space reflection vector η. Therefore, intuitively, it requires that η can be potentially
reconstructed from y with the minimum loss.
Since the signals from the multi-path component and the noise are usually much smaller than
the reflection channels gains and are random values determined by the environment, we neglect
them and consider the relation between η and y as y = Pt · x · TAη. Since the number of
space blocks is large, we assume M  K. In this case, y = Pt ·x ·TAη is an underdetermined
equation which has an infinite number of solutions. Therefore, the true η cannot be reconstructed
from y given TA, unless additional constraints on η are employed.
One of the usually employed constraints to reconstruct the target signals in an underdetermined
equation is that the signal to reconstruct is sparse. Intuitively, the target signal, i.e., η, is sparse
when the number of its nonzero entries is sufficiently smaller than the dimension of the signal
vector, i.e.,
|supp(η)|  dim(η). (20)
Here, dim(η) denotes the dimension of η, supp(η) = {ηi|ηi 6= 0, i ∈ [1, dim(η)]} indicates the
support set of η, and | · | provides the cardinality of a set [18]. From Fig. 1, it can be observed
that in the proposed fall-detection system, most of the space blocks are empty and thus have
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zero reflection coefficients. Besides, for the space blocks where the human body lies, only those
that contain the surfaces of the human body with specific angles can reflect the incidence signals
towards the receiver and have non-zero reflection coefficients. Therefore, η is a space vector,
and condition (20) is satisfied. The sparse target signals in an underdetermined equation can be
reconstructed efficiently using the approaches such as compressive sensing [19].
Based on [20], to minimize the loss of reconstruction for sparse target signals, we can minimize
the averaged mutual coherence of measurement matrix Γ = TA, which is defined as
µ(Γ) =
1
M(M − 1) ·
∑
m,m′∈[1,M ],m 6=m′
|γTmγm′ |
‖γm‖2 · ‖γm′‖2 , (21)
where γm = Tαm denotes the m-th column of Γ, and ‖ · ‖2 denotes the l2-norm.
Therefore, based on (21), we can reformulate the configuration sequence optimization as the
following mutual coherence minimization problem.
(P4) min
T
µ(Γ), (22)
s.t. γm = Tαm, ∀m ∈ [1,M ], (23)
1T t˜k,l = δ, ∀k ∈ [1, K], l ∈ [1, L], (24)
t˜k,l,i ≥ 0, ∀k ∈ [1, K], l ∈ [1, L], i ∈ [1, Na]. (25)
Due to the non-convex objective function, (P6) is a non-convex optimization problem and NP-
hard. Besides, it can be observed that the number of variables of (P4) is K ·L ·Na. In practical
scenarios, the number of measurements and the number of groups can be large, which makes K ·
L ·Na a large number. Moreover, the variables of (P4) are coupled together, and thus (P4) cannot
be separated into independent sub-problems, resulting in prohibitive computational complexity.
To solve (P4) in an acceptable complexity in practice, we propose a low-complexity algorithm
to solve (P4) sub-optimally based on the alternating optimization (AO) technique. The proposed
algorithm is referred to as the frame configuration alternating optimization (FCAO) algorithm.
In the FCAO algorithm, we alternately optimize each of the frame configuration in an iterative
manner by fixing the other K − 1 frame configurations, until the convergence is achieved.
In each iteration, we need to optimize (P4) with respect to tk, with T−k=(t1, ..., tk−1, tk+1, ..., tK)
fixed. Besides, we denote the coherence of γm and γm′ by um,m′ , i.e.,
um,m′ =
γTmγm′
‖γm‖2 · ‖γm′‖2 , (26)
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and arrange um,m′ (m,m′ ∈ [1,M ],m 6= m′) as vector u = (u1,2, ..., u1,M , ..., u2,3, ..., uM−1,M).
The optimization problem for each iteration can then be formulated as
(P5) min
tk,u
‖u‖1, (27)
s.t. um,m′ =
γTmγm′
‖γm‖2 · ‖γm′‖2 , m,m
′ ∈ [1,M ],m 6= m′, (28)
1T t˜k,l = δ, ∀l ∈ [1, L], (29)
t˜k,l  0, ∀l ∈ [1, L], (30)
where ‖ · ‖1 denotes the l1-norm of the contained vector.
To solve (P5), we can adopt the augmented Lagrangian method [21], where the original con-
strained optimization problem is handled by solving a sequence of unconstrained minimizations
for the augmented Lagrangian function. To express the augmented Lagrangian function, we first
define the indicator function for (P5) as
I(tk) =
 1, if t˜k,l  0 and 1
T t˜k,l = 1, ∀l ∈ [1, L],
0, otherwise.
(31)
The augmented Lagrangian function for (P6) can be expressed as
LA(tk,u;β, ρ,T−k) = ‖u‖1 + I(tk) (32)
+
∑
m,m′∈[1,M ],
m 6=m′
βm,m′
(
um,m′ − γ
T
mγm′
‖γm‖2 · ‖γm′‖2
)
+
∑
m,m′∈[1,M ],
m6=m′
ρ
2
∣∣∣∣um,m′ − γTmγm′‖γm‖2 · ‖γm′‖2
∣∣∣∣2 ,
where ρ is a positive scaling factor and β = (β1,2, β1,3, . . . , β1,M , β2,3, . . . , βM−1,M) ∈ CM(M−1)/2
is the vector for Lagrange multipliers. The augmented Lagrangian method finds a local optimal
solution to (P5) by minimizing a sequence of (32) where β is fixed in each iteration. Specifically,
the sequence of unconstrained Lagrangian minimization can be solved using an alternating
minimization procedure, in which u is updated while tk is fixed and vice versa. The completed
algorithm to solve (P6) by the augmented Lagrangian method can be found in Appendix A.
However, the augmented Lagrangian method may result in a local optimum far from the global
optimum, if the starting point is badly chosen. Therefore, we adopt an intuitive algorithm named
pattern search [22], which can obtain a good initial point for the augmented Lagrangian method.
The complete FCAO algorithm for (P4) can be summarized as Algorithm 1.
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Algorithm 1: FCAO algorithm for solving (P4)
Input : Initial random feasible configuration matrix T (0).
Output: Optimal averaged mutual coherence µ∗ and configuration matrix T ∗ for (P4).
1 Compute initial µ(0) based on (23) given T (0);
2 Set the number of consecutive iterations with no improvements as Nnon = 0 and current frame index k = 1;
3 for i = 1, 2, ... do
4 Invoke pattern search method in [22] for (P5) to obtain a initial t′k which results in low average mutual
coherence given fixed T (i−1)−k ;
5 Using tk as an initial point, solve (P5) by using the augmented Lagrangian method in described in
Appendix A, and denote the resulting minimum mutual coherence as µ′ and optimal configuration as t′k;
6 If µ′ < µ(i), update µ(i) = µ′, the k-th frame configuration in T (i) as t(i)k = t
′
k, T
(i)
−k = T
(i−1)
−k , and
Nnon = 0; otherwise, set Nnon = Nnon + 1;
7 If Nnon < K, set k = mod(k + 1,K) + 1; otherwise, return µ∗ = µ(i) and T ∗ = T (i);
8 end
Algorithm 2: Supervised learning algorithm for solving (P6)
Input : Training data set D = {(yj , Lj)}. Learning rate ζ.
Output: Trained parameter θ∗, which is the solution for (P6).
1 Obtain initial θ(0) with random value which follows uniform distribution within (0, 1);
2 Calculate the current average recognition cost for the training data set Ψ(0) =
∑Nd
j=1Ej based on (38);
3 for i = 1,2,... do
4 for (yj , Lj) ∈ D do
5 Input yj to the NN Lθ|θ=θ(i−1) and obtain output p˜j ;
6 Calculate the gradient of the loss with respect to the current parameter θ, i.e. ∂Ej/∂θ;
7 Update parameter by θ′ = θ(i−1) + ∆θ based on (39);
8 end
9 Calculate Ψ′ =
∑Nd
j=1Ej based on (38) using the updated Lθ;
10 If Ψ′ ≥ Ψ(i−1), break and output θ∗ = θ(i−1); otherwise, set Ψ(i) = Ψ′ and θ(i) = θ′.
11 end
B. Supervised learning algorithm for solving (P6)
To solve (P3) efficiently, we parameterize L by a real-valued parameter vector θ ∈ RL. Let
us denote the parameterized function as Lθ, and the decision function optimization problem can
16
be formulated as
(P6) : min
θ
Ψθ({sk}Kk=1), (33)
s.t. Lθ (Hi|y) ≥ 0, ∀y ∈ CK , i ∈ [1, Np], (34)∑
i∈[1,Na]
Lθ (Hi|y) = 1, ∀y ∈ CK . (35)
To solve (P6), we propose the following algorithm based on the supervised learning approach
using neural network (NN) [23]. In the designed human posture recognition system, we adopt a
fully connected NN for the decision function Lθ. The fully connected NN consists of the input
layer, hidden layers, and the output layer, which are connected successively. The input layer takes
the K-dimensional complex-valued measurement vector y in a recognition period and passes it
to the first hidden layer. The j-th hidden layer has nhid,j nodes. Each node calculates a biased
weighted sum of its input, processes the sum with an activation function, and outputs the result
to the nodes connected to it in the next layer. In the output layer, the number of nodes is number
of posture Np. The output nodes handle their input with a softmax function fsoftmax [24], which
can be expressed as
y = fsoftmax(x) =
[
ex1∑Np
n=1 e
xn
, . . . , e
xNp∑Np
n=1 e
xn
]
. (36)
It can be observed that the softmax function converts the input of the output layer x to y
which satisfies constraints (34) and (35) and can be considered as the probabilities for the Np
postures. In the NN, the parameters for the decision function, i.e., θ, stands for the weights of
the connections and the biases of the nodes.
It can be seen that parameter θ in NN determines how the input is processed into output and
thus determines the performance of the decision function in terms of average false recognition
cost (33). Therefore, (P5) is equivalent to finding the optimal θ for the NN, which minimize (34).
To solve (P5), we propose the following algorithm based on the back-propagation algorithm [25].
To train the NN requires a training data set of the measurement vectors labeled with the postures,
which can be expressed as
D = {(yj, Lj)}Ndataj=1 . (37)
Here, yj and Lj denote the j-th measurement vector and its label, i.e., the index of posture,
respectively, and Ndata denotes the size of data set. The data set is collected in prior for a given
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configuration sequence. Besides, the number of labeled data for the i-th posture needs to be
approximately pi ·Ndata, where pi is defined in (6).
For yj in a data pair (yj, Lj), we assume that the output of the NN is denoted by p˜j , which
is a Np-dimensional vector. The i-th element in p˜j is the probability that the posture is detected
as the i-th posture. In accordance with (6), for (yj, Lj), the loss function, i.e., the recognition
cost incurred by the NN is defined as
Ej =
Np∑
i=1
Np∑
i′=1
p˜j,i′χi,i′Ij,i, (38)
where Ij = (Ij,1, ..., Ij,Np) is a one-hot indicator vector for the j-th data. To be specific, Ij,i′ = 1
if i′ = Lj; otherwise, Ij,i′ = 0. Based on the back-propagation algorithm, the parameters of
the NN need to be updated in the negative gradient direction of the loss function (38). The
adjustment of θ can be expressed as
∆θ = −ζ ∂Ej
∂θ
, (39)
where η ∈ (0, 1) denotes the learning rate. The update of parameter θ proceeds iteratively and
repeatedly until the average loss, i.e., the average recognition cost due to the NN over the data
set, converges. The algorithm to solve (P6) is summarized as Algorithm 2.
C. Convergence Analysis
In the following, we analyze the convergence of the proposed algorithms in this section.
1) Convergence of FCAO Algorithm: Based on Algorithm 1, in the (i + 1)-th iteration, a
better configuration matrix which results in lower µ can be obtained given configuration matrix
T (i) in the (i+ 1)-th iteration. Therefore, we have µ(T (i+1)A) ≤ µ(T (i)A), which implies that
the objective value obtained in Algorithm 1 is non-increasing after each iteration of the FCAO
algorithm. Since the average mutual coherence of Γ = TA has lower-bound of 0, the proposed
FCAO algorithm is guaranteed to converge.
2) Convergence of Supervised Learning Algorithm: Similar to the convergence analysis of the
FCAO algorithm, in the (i+ 1)-th iteration, parameter θ only updates to θ′ when the resulting
average cost ψ′ < ψ(i). Therefore, the objective value obtained in Algorithm 2 is also non-
increasing. As the average false recognition cost is lower bounded with zero, the proposed
Supervised learning is guaranteed to converge.
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TABLE I
NORMAL DIRECTION FORWARD TRANSMISSION GAIN OF RIS ELEMENT IN DIFFERENT STATES
State
Bias Voltages on PIN Diodes Normal direction forward Transmission Gains in CST Simulation
PIN # 1 PIN #2 PIN #3 Phase Shift Amplitude Ratio
sˆ1 0V (OFF) 0V (OFF) 0V (OFF) pi/4 0.97
sˆ2 0V (ON) 0V (OFF) 3.3V (ON) 3pi/4 0.97
sˆ3 3.3V (ON) 0V (OFF) 3.3V (ON) 5pi/4 0.92
sˆ4 3.3V (ON) 3.3V (ON) 0V (OFF) 7pi/4 0.88
RIS 
(16 groups, 2,304 elements)
Group
(12×12 RIS elements)
RIS element
LayoutPhoto
PIN
 #1,
2,3
Choke 
inductance
Substrate
Via hole
Copper Patch
Ground layer
RIS Controller
(Altera AX 310)
Fig. 4. RIS controller, RIS, and RIS element.
V. SYSTEM IMPLEMENTATION
In this section, we elaborate on the implementation of the RIS-based posture recognition
system. We first elaborate on the implementation of the RIS, and then describe the implementation
of the transceiver module.
A. Implementation of RIS
We adopt the electrically modulated RIS proposed in [26], which is shown in Fig. 4. The
RIS is with the size of 69 × 69 × 0.52 cm3 and is composed of a two-dimensional array of
electrically controllable RIS elements. Each row/column of the array contains 48 RIS elements,
and therefore, the total number of RIS elements is 2, 304.
Each RIS element has the size of 1.5×1.5×0.52 cm3 and is composed of 4 rectangle copper
patches printed on a dielectric substrate (Rogers 3010) with dielectric constant of 10.2. Any two
adjacent copper patches are connected by a PIN diode (BAR 65-02L), and each PIN diode has
two operation states, i.e., ON and OFF, which are controlled by applied bias voltages on the
via holes. Specifically, when the applied bias voltage is 3.3V (or 0V), the PIN diode is at the
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ON (or OFF) state. Besides, to isolate the DC feeding port and microwave signal, four choke
inductors of 30nH are used in each RIS element. Besides, as shown in Fig. 4, an RIS element
contains four choke inductors that are used to isolate the DC feeding port and RF signals.
As there are ND = 3 PIN diodes for an RIS element, the total number of possible states for
an RIS element is 8. We simulate the S21 parameters, i.e., the forward transmission gain, of
the RIS element in 4 selected states for normal-direction incidence RF signals in CST software,
Microwave Studio, Transient Simulation Package [27]. Table I provides the amplitude ratios
and phase shifts of the RIS element in four selected states for incidence sinusoidal signals with
frequency 3.198 GHz. It can be observed that the four selected states have the phase shift values
equaling to pi/4, 3pi/4, 5pi/4 and 7pi/4, respectively. We pick these four states with a phase shift
interval equaling to pi/2 as the available state set Sa, i.e., Sa = {sˆ1, sˆ2, sˆ3, sˆ4}.
The RIS elements are divided into 16 groups, and thus each group contains 12× 12 adjacent
RIS elements arranged squarely. The RIS elements within the same group are in the same state.
As shown in Fig. 4, the states of the 16 groups are controlled by a RIS controller, which is
implemented by a field-programmable gate array (FPGA) (ALTERA AX301). Specifically, we
use the expansion ports on the FPGA to control the frame configuration of the RIS. Every three
expansion ports control the state of one group by applying bias voltages on the PIN diodes.
Besides, the FPGA is pre-loaded with the configuration sequence matrix in Section IV-A. The
configurations of the RIS are changed automatically with the control of the FPGA.
B. Implementation of Transceiver Module
As shown in Fig. 5, the transceiver module of the designed RIS-based posture recognition
system consists of the following components:
• Tx and Rx USRP devices: We implement the transmitter and receiver based on two US-
RPs (LW-N210), i.e., a Tx USRP and an Rx USRP, which are capable of converting baseband
signals to RF signals and vise versa. The USRP is composed of the hardwares such as the
RF modulation/demodulation circuits and baseband processing unit and can be controlled
using software [28].
• Low-noise amplifiers (LNAs): Two LNA (ZX60-43-S+) are connected to the input port
and output port of the two USRP, respectively, which amplify the transmitted and received
RF signals of the USRPs. The LNAs connect the Tx and Rx USRP with the Tx and Rx
antennas, respectively.
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(RIGOL DG4202)
Ethernet switch
Tx USRP
(LW-N210)
LNA
(ZX60-43-S+)
Tx antenna
(LB-800)
Rx antenna
(HT3500LC)
Rx USRP
(LW-N210)
LNA
(ZX60-43-S+)
Fig. 5. Components of the transceiver module.
• Tx and Rx antennas: The Tx antenna is a directional double-ridged horn antenna (LB-
800), and the Rx antenna an omnidirectional vertical antenna (HT3500LC). Both antennas
are linearly polarized.
• Signal synchronizer: For the Rx USRP to obtain the relative phases and amplitudes of
the received signals with respect to the transmitted signals of the Tx USRP, we employ a
signal source (RIGOL DG4202) to synchronize the Tx and Rx USRPs. The signal source
provides the reference clock signal and the pulses-per-second (PPS) signal to the USRPs,
which ensures the modulation and demodulation of the USRPs to be coherent.
• Ethernet switch: The Ethernet switch connects the USRPs and a host computer to a
common Ethernet, where they exchange the transmission and received signals.
• Data processor: The data processor is a host computer which controls the two USRPs by
using Python programs based on GNU packet [29]. Besides, the host computer extracts the
measurement vectors from the received signals of the Rx USRP and handles the them by
the NN trained by Algorithm 2 to obtain the decisions of postures.
VI. SIMULATION AND EXPERIMENTAL RESULTS
In this section, we first describe the system setting for the simulation and experiments and then
specify the adopted parameters. Simulation results and experimental results are then provided
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Fig. 6. Layout of the simulation and experiment of the RIS-based posture recognition system. (a) is the layout used for
simulation, and (b) is the layout for the experiment, which is arranged in accordance with the layout in (a).
and discussed.
A. System Setting for Simulation and Experiment
In the simulation, the layout of the RIS, the Tx and Rx antennas, and the space of interest
is depicted as Fig. 6 (a). To be specific, the origin of the 3D-coordinate is located at the center
of the RIS, and the RIS is in the y − z plane. Besides, the z-axis is vertical to the ground and
pointing upwards, and the x- and y-axes are parallel to the ground.
The Tx antenna is located more than 10λ (around 0.936 m) away from the RIS, so that
the incidence signals on the RIS elements can be approximated as a plane wave. Therefore,
the incidence angles of the incidence signals on the RIS elements are approximately the same,
which is (60◦, 0◦). The human body is in the space of interest, which is a cuboid region located
at 1 m from the RIS. Since the space of interest is behind the Tx antenna and the Tx antenna is
directional horn antenna, no LoS signal path from the Tx antenna to the space of interest exists.
The side lengths of the space of interest are lx = 0.4 m, ly = 1.0 m, and lz = 1.6 m. Besides,
the space of interest is further divided into M = 80 cubics with side length 0.2 m.
Besides, we obtain the reflection coefficient function of the RIS elements by using the CST. We
model an RIS element according to Fig. 4 and simulate the far-field radiation pattern under the
stimulation of a z-axis polarized plane wave with the incidence angle (60◦, 0◦). The simulation
is executed in the frequency domain with the unit-cell boundary. Moreover, we project the
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TABLE II
SIMULATION PARAMETERS.
Parameter Value Parameter Value 
Tx antenna gain (𝑔"#) 15 dBi LNA gain (𝑔$%&) 15.8 dB 
Rx antenna gain (𝑔'#) 6 dBi Number of groups (𝐿) 16 
Tx power (𝑃*) 100 mW Duration of frame (𝛿) 0.3 s 
Number of RIS elements (𝑁) 2,304 Side length of space block (Δ) 0.2 m 
Signal frequency (𝑓/) 3.198 GHz Size of space of interest (𝑙#, 𝑙2, 𝑙3	) (0.5, 0.9, 1.7) m 
Signal wavelength (𝜆) 0.0936 m Number of postures (𝑁6) 4 
Number of available states (𝑁7) 4 Number of iterations for augmented Lagrangian (𝑁&$) 50 
Number of iterations for alternating minimization 
(𝑁&8) 50 Learning rate (𝜁) 0.1 
results onto the z-axis to obtain the reflection coefficients since the Tx and Rx antenna are both
linearly-polarized along the z-axis.
Fig. 6 (b) shows the experiment environment and layout of the implemented system. We
conduct practical experiments on the implemented RIS-based posture recognition system in a
low-reflection environment, where the walls are covered with the wave-absorbing materials. This
environment set-up imitates a vast and empty room, where the RIS is fixed on a wall with a
low reflection rate for the 3.2 GHz wireless signals. The Tx and Rx antennas are in the room,
while the USRPs, host computer, and the connecting circuits are located behind the RIS.
In Table II, we summarize the adopted parameters in the simulation. The values of the
parameters are taken according to the ones that we input to the algorithms and the ones that we
obtained from the specifications of the employed devices, i.e., the antennas and the LNA.
B. Simulation Results
Fig. 7 shows the average mutual coherence of Γ vs. the number of iterations in Algorithm 1,
under different numbers of frames K. It can be observed that average mutual coherence decreases
with the number of iterations, which verifies the effectiveness of the FCAO algorithm. Besides,
it can also be seen that the converged optimal average mutual coherence of Γ decreases with
number of frames K. This can be explained as follows. Since γm, i.e., the m-th column of
Γ indicates the measurement of the m-th space block. Since γm = Tαm (∀m ∈ [1,M ]), to
reduce the mutual coherence of Γ, it requires that the configuration matrix T maps αm to γm
where different γm have large elements at different dimensions. When K is large, the number of
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Fig. 7. Average mutual coherence of measurement matrix vs. the number of iterations in FCAO algorithm, under different
numbers of frames.
dimensions of γm (∀m ∈ [1,M ]) is large, and therefore, the probability of finding T to distribute
the large components of γm at different dimensions is larger.
Besides, we illustrate the configuration matrix and the corresponding coherence vectors before
and after the configuration matrix optimization with K = 10. The configuration sequence shown
in Fig. 8 (a) is a random configuration matrix where the duration of all the states in each
configuration follows the same uniform distribution with a fixed sum equaling to δ. Fig. 8 (c)
shows the coherence of column vectors of Γ, i.e., um,m′ (∀m,m′ ∈ [1,M ], m 6= m′). The
configuration matrix in Fig. 8 (c) is the optimized configuration matrix obtained by using Algo-
rithm 1, and Fig. 8 (d) shows the mutual coherence of the measurement matrix corresponding to it.
Comparing Figs. 8 (b) and (d), it can be seen that most of the coherence values corresponding to
the optimized configuration matrix is lower than that corresponding to the random configuration
matrix. Besides, it can also be observed that the average mutual coherence corresponding to
the optimized configuration matrix is significantly reduced. Therefore, the effectiveness of the
FCAO algorithm is verified.
Figs. 9 (a) and (b) show the optimal average mutual coherence obtained by Algorithm 1 under
different sizes of the RIS and different sizes of group, respectively. In Fig. 9 (a), the size of the
RIS is determined by the number of groups, L, and each group contains NG = 12 × 12 RIS
elements. It can be seen that the optimal average mutual coherence decreases with the number
of groups that the RIS contains, i.e., the size of the RIS. In Fig. 9 (b), the size of the RIS is
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fixed, and the RIS contains N = 48 × 48 elements. The value of NG determines the number
of groups of the RIS, which can be controlled independently. It can be seen that the optimal
average mutual coherence increases with the size of groups.
Based on Section IV-A, the average mutual coherence is negatively related to the recognition
accuracy, which is proved in the experimental results in the following subsection. Therefore, the
results shown in Figs. 9 (a) and (b) also indicate that the posture recognition accuracy of the
system increase with the size of the RIS and the number of independently controllable groups.
C. Experimental Results
We use the implemented posture recognition system described in Section V to perform the
experiments. We set K = 10, i.e., there are 10 frames in each recognition period. As for the
25
1 4 9 16
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
12 12 24 24 48 48
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
1 4 9 16
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
12 12 24 4 48 8
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Number of Groups, !
O
pt
im
al
 A
ve
ra
ge
 M
ut
ua
l C
oh
er
en
ce
O
pt
im
al
 A
ve
ra
ge
 M
ut
ua
l C
oh
er
en
ce
Size of Group, "#
(a) (b)
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Standing Sitting Bending Lying down
Fig. 10. Human postures for recognition: standing, sitting, bending, and lying down.
human postures for recognition, we consider the NP = 4 postures shown in Fig. 10. For each
posture, we collect 150 labeled measurement vectors in the random configuration matrix case and
the optimized configuration matrix case, respectively, and form the data sets. Then, we divide
the data set into the training set and the testing set in each case. The training data set contains
120 labeled measurement vectors, and the testing data set contains 30 measurement vectors to
be processed. In each case, we train the decision function, i.e., the NN using the training data
set based on Algorithm 2. Then, we use the trained NN to process the measurement vectors in
the testing set and record the probabilities of the decisions on each posture.
For comparison, we also perform the same experiments in the non-configurable environment
case, which serves as a benchmark. In the non-configurable environment case, the RIS elements
are fixed to state sˆ1, and therefore, the system work as a single-antenna RF sensing system.
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Fig. 11 shows the average false recognition cost vs. the number of iterations of Algorithm 2,
where the costs of true and false recognition are set to 0 and 1, respectively, i.e., χi,i′ = 0 if i = i′;
otherwise, χi,i′ = 1. It can be observed that the average false recognition cost decreases with the
number of iterations. Besides, the converged value of average false recognition cost using the
optimized configuration matrix is about 10 times smaller than that using a random configuration
matrix. This verifies that the optimized configuration matrix, which has a measurement matrix
with low average mutual coherence, can results in lower false recognition cost compared to
the random configuration matrix. Moreover, by comparing with the benchmark case, we can
observe that the capability of the RIS to customize the environment helps the RF sensing system
to reduce the average false recognition cost.
Figs. 12 (a) and (b) shows the accuracy of the posture recognition in the optimized configu-
ration matrix case and the random configuration matrix case, respectively. It can be seen that in
the optimized configuration matrix case, the recognition accuracy is much higher than that in the
random configuration matrix case. This verifies that the optimized configuration matrix, which
has a measurement matrix with low average mutual coherence, can result in higher recognition
accuracy in the practical posture recognition system. Besides, it can be observed that the system
with optimized configuration can achieve 14.6% higher recognition accuracy compared with that
with random configuration. Moreover, by comparing with the benchmark case, we can observe
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Fig. 12. Posture recognition accuracy in the (a) optimized configuration matrix case; (b) random configuration matrix case; and
(c) non-configurable environment case. K = 10.
that the capability of the RIS to customize the environment increases the posture recognition
accuracy of RF sensing systems with 23.5%.
VII. CONCLUSION
In this paper, we have designed an RIS-based posture recognition system. To facilitate the
configuration design, we have proposed a frame-based periodic configuring protocol. Based on
the protocol, we have formulated the optimization problem for false recognition cost mini-
mization. To solve the problem, we have decomposed it into the configuration matrix and the
decision function optimization problems, and proposed the FCAO algorithm and the supervised
learning algorithm to solve them, respectively. Besides, based on USRPs, we have implemented
the designed system and executed posture recognition experiments in practical environments.
Simulations have verified that the FCAO algorithm can obtain the optimal configuration matrix,
which leads to a measurement matrix with low average mutual coherence. The experimental
results prove that the configuration matrix with lower average mutual coherence has higher
recognition accuracy and a lower false recognition cost. Besides, combing the simulation and
experimental results, we have shown that the posture recognition accuracy increase with the size
of the RIS and the number of independently controllable groups. Moreover, compared with the
random configuration and the non-configurable environment cases, the optimized configuration
can achieve 14.6% and 23.5% higher recognition accuracy, respectively.
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APPENDIX A
AUGMENTED LAGRANGIAN ALGORITHM FOR (P5)
The augmented Lagrangian method finds a local optimal solution to (P5) by minimizing a
sequence of (32) where β and ρ are held fixed in each iteration. Specifically, the sequence of
augmented Lagrangian minimization can be solved using an alternating minimization procedure,
in which u is updated while tk is held fixed, and vice versa. The alternating minimization
procedure can be described as follows.
1. Update Step for u: We consider the u update step in the alternating minimization procedure
for (32) minimization given β, ρ and fixed T−k, and tk. As the first step, we introduce the
auxiliary variable zm,m′ =
γTmγm′
‖γm‖2·‖γm′‖2 − βi,j/ρ and arrange the auxiliary variables into a vector
z = (z1,2, z1,3, . . . , z1,M , z2,3, . . . , zM−1,M). Then, update u to solve the minimization for (equ:
convenient aug. Lagrangian) can be handled by the proximal gradient method [30], which is
equivalent to solving
Pu : min
u
‖u‖1 + ρ
2
‖u− z‖22. (40)
Since the sum of norm functions are convex, (Pu) is an unconstrained convex optimization
problem, which can be solved efficiently by using existing convex optimization algorithms [31].
2. Update Step for tk: We then consider the tk update step. We first introduce the auxiliary
variable κm,m′ = um,m′ + βm,m′/ρ. Then, the minimization for the augmented Lagrangian given
fixed u can be reduced to the following non-convex optimization problem:
(Ptk) min
dk
∑
1≤m<m′≤M
ρ
2
∣∣∣∣ γTmγm′‖γm‖2 · ‖γm′‖2 − κm,m′
∣∣∣∣2 (41)
s.t. 1T t˜k,l = 1, ∀l ∈ [1, L], (42)
t˜k,l  0, ∀l ∈ [1, L]. (43)
Due to the complicated objective function, the optimum to (Ptk) is hard to solve. Nevertheless,
an approximate update for tk can be found using the proximal gradient method proposed in [32].
After the alternating minimization procedure, dual variable βm,m′ is updated by
βm,m′ = βm,m′ + ρ
(
um,m′ − γ
T
mγm′
‖γm‖2 · ‖γm′‖2
)
. (44)
Besides, ρ is updated by using the method described in [21]. In summary, the algorithm to solve
the augmented Lagrangian function minimization is proposed as Algorithm 3.
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Algorithm 3: Alternating minimization algorithm for solving (P5).
Input : Number of iterations for solving augmented Lagrangian function (NAL); Number of iterations for
the alternating minimization procedure (NAM); Maximum iteration number Nmax; t
(0)
k , u
(0).
Output: Optimized d∗k and u∗ which are a sub-optimal solution for (P5).
1 Calculate u(0)m,m′ =
(γ(0)m )
Tγ
(0)
m′
‖γ(0)m ‖2·‖γ(0)m′ ‖2
based on t(0)k , and set random β
(1)
m,m′ ∈ (0, 1), ∀m,m′ ∈ [1,M ], m < m′;
2 for a = 1, . . . , NAL do
3 Set u(a,0) = u(a−1), t(a,0)k = t
(a−1)
k ;
4 for b = 1, . . . , NAD do
5 Update u: Obtain u(a,b+1) by solving Pu using convex optimization algorithm in [31], given t
(a,b)
k ,
β(a), and ρ(a);
6 Update tk: Obtain t
(a,b+1)
k by solving Ptk using proximal gradient method in [32], given u
(a,b+1),
β(a), and ρ(a);
7 end
8 Compute the dual variables β(a+1) by (44) and compute ρ(a+1) by using the method in [21].
9 end
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