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Abstract
This paper deals with Lyapunov equations for continuous-time Markov jump linear
systems (MJLS). Out of the bent which wends most of the literature on MJLS, we
focus here on the case in which the Markov chain has a countably infinite state space.
It is shown that the infinite MJLS is stochastically stabilizable (SS) if and only if the
associated countably infinite coupled Lyapunov equations have a unique norm bounded
strictly positive solution. It is worth mentioning here that this result do not hold for mean
square stabilizability (MSS), since SS and MSS are no longer equivalent in our set up (see,
e.g., [J. Baczynski, Optimal control for continuous time LQ-problems with infinite Markov
jump parameters, Ph.D. Thesis, Federal University of Rio de Janeiro, UFRJ/COPPE,
2000]). To some extent, a decomplexification technique and tools from operator theory in
Banach space and, in particular, from semigroup theory are the very technical underpinning
of the paper.
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1. Introduction
Our main concern in this paper is with the so-called class of continuous
time Markov jump linear systems (MJLS). Considering a finite set for the jump
Markov chain state space, the following stability result was established in [21]
(Theorem 1): a MJLS is stochastically stabilizable if and only if the associated
Lyapunov equation has a unique positive definite solution. Our aim here is to
extend this result for the countably infinite state space case. This paper is a
continuation of our previous effort of extending the results available for MJLS to
the countably infinite state space case (see, e.g., [2,9]), by framing the problems
in terms of semigroup theory and operator theory in Banach space.
A cursory examination of the proof of Theorem 1 in [21] reveals that a
fundamental aspect in the “sufficiency” part of the proof is the explicit use of
the fact that the Markov chain takes values in a finite set. Since it was not possible
to adequate the technique used in [21] to our setting, we get around this problem
by making use of a germane result proved in [2] (reproduced here as Lemma 5),
which shows that the concept of stochastic stabilizability (SS) is bounded up with
the spectrum of a certain infinite dimensional Banach space operator.
For the “necessity” part of the proof of our main result, we followed closely
the spirit of the proof in [21]. However we deal with some technical issues which
unveil significant differences from the proof in [21]. For instance, differentiability
must focus on certain decomplexifications Rg in lieu of the original functions g
(see Section 3). Moreover, we strongly benefited from Lemma 5, mentioned
above, to rigorously extend a finite dimension auxiliary result.
The more general complex setting to the problem is necessary not just for
the sake of comprehensiveness, but because it is a well-known fact that in
dealing with the spectrum of an operator, it is always tacitly more convenient
to assume that the operator is defined on a complex space. Indeed, this is true,
for instance, to perform in [2] the proof of Lemma 5 mentioned above. On the
other hand, this more general framework prevents us from employing the usual
procedures to specify the infinitesimal generator of the Markov process {x, θ}
applied to a certain (nonholomorphic) quadratic functional with domain in the
complex space Cn. For this case, as in [2], we consider a natural adaptation
of the decomplexification concept, described in [1, Section 18], for nonlinear
complex functions with range in R, from which we establish a certain version of
the gradient concept and, from this, the linear approximation to nonholomorphic
functionals. With such a tool in hand, we were allowed to conveniently specify
the above infinitesimal generator.
There is nowadays an extensive theory surrounding MJLS. An initial trickle
of papers [31,33,34] soon grew to a considerable amount (see, e.g., [2–4,6,
10–15,17–19,21–23,25–28] and references therein), with a sober eye towards
applications, as befits a maturing field (see, e.g., [5,20,26,32] and references
therein). Potential applications include, inter alia, safety-critical and high-
M.D. Fragoso, J. Baczynski / J. Math. Anal. Appl. 274 (2002) 319–335 321
integrity systems (e.g., aircraft, chemical plants, nuclear power station, robotic
manipulator systems, large scale flexible structures for space stations such as
antenna, solar arrays, etc.), typically, systems which may experience abrupt
changes in their structure. In addition, the recent unfolded connection between
linear dynamically varying (LDV) systems and jump linear systems, which has
been exploited in [7] and [8], will certainly give a new impetus to MJLS in the
intervening years.
The outline of the content of this paper is as follows. In Section 2 we provide
the bare essential of notations and assumptions. The model description is stated in
Section 3. Some preliminaries are given in Section 4. The main result is exhibited
in Section 5. We conclude the paper with an appendix which provides some
support results.
2. Notations and remarks
As usual, Cn (respectively Rn) stands for the n-dimensional Euclidean space
over the field of complex (respectively real) numbers C (respectively R) and
N = {1,2, . . .}. We denote M(Cm,Cn) the normed linear space of all n by m
complex matrices and, for simplicity, write M(Cn) whenever n=m. We use the
superscripts −, ′ and ∗ for complex conjugate, transpose and conjugate transpose,
respectively. The notation L  0 and L > 0 is adopted if a self-adjoint matrix
is positive semidefinite or positive definite, respectively. We denote M(Cn)+ =
{L ∈M(Cn); L= L∗  0}. Furthermore, ‖ · ‖Y indicates a norm in the space Y .
Except otherwise mentioned, ‖ · ‖ represents either the Euclidean norm in Cn or
the spectral induced norm in M(Cn).
For z ∈ C, we write zRe and zIm for the real and imaginary parts of z,
respectively, so that z = zRe + ιzIm, where ι is the pure imaginary complex
number. For x ∈ Cn we denote the real vectors xRe := (x1 Re, . . . , xnRe)′ and
xIm := (x1Im, . . . , xn Im)′, which we call the real and imaginary parts of x ∈ Cn,
and we may write x = xRe + ιxIm (The notation xj Re and xj Im abbreviates
the more precise notation (xj )Re and (xj )Im respectively, j = 1, . . . , n). So,
by the decomplexification of an arbitrary x ∈ Cn is meant the operation Cn 
x → Rx = (x ′Re, x ′Im)′ ∈ R2n and of a generic operator g : [0,∞) × Cn → R
is meant the operator Rg : [0,∞) × R2n → R that coincides with g pointwise,
i.e.,
Rg
(
t, Rx
)= g(t, x) for all t ∈ [0,∞) and x ∈Cn, (2.1)
a natural adaptation of the concept devised in [1].
Remark 2.1. Every element inM(Cn) has a Cartesian self adjoint decomposition
[29, p. 376] and every self adjoint operator in M(Cn) can be decomposed in
positive and negative parts [29, p. 464]. Thus, for any L ∈M(Cn), there exist
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X+, X−, Y+, Y− inM(Cn)+ such that L= (X+−X−)+ ι(Y+−Y−). Moreover
X+  X+ −X− = (L+ L∗)/2 and thus ‖X+‖ ‖L‖. Similarly ‖X−‖ ‖L‖,
‖Y+‖ ‖L‖ and ‖Y−‖ ‖L‖.
Set Hm,n1 (respectively Hm,n∞ ) the linear space made up of all infinite se-
quences of complex matrices H = (H1,H2, . . .), Hi ∈M(Cm,Cn) such that∑∞
i=1 ‖Hi‖<∞ (respectively sup{‖Hi‖, i ∈ N} <∞). For H ∈ Hm,n1 (respec-
tively H ∈ Hm,n∞ ) we define a norm in Hm,n1 (respectively Hm,n∞ ) by ‖H‖1 =∑∞
i=1 ‖Hi‖ (respectively ‖H‖∞ = sup{‖Hi‖, i ∈N}). We shall writeHn1 andHn∞
whenever n=m, the positive semidefinite sets Hn+1 = {H ∈Hn1 , Hi ∈M(Cn)+,
i ∈ S} and Hn+∞ = {H ∈Hn∞, Hi ∈M(Cn)+, i ∈ N}. For H = (H1,H2, . . .) and
L= (L1,L2, . . .) inHn+1 we shall use the notationH  L to indicate that Hi  Li
for each i in N. We have that
H L ⇒ ‖H‖1  ‖L‖1. (2.2)
We shall denote (l1,‖ · ‖1), and (l∞,‖ · ‖∞), respectively, the sets made
up of all infinite sequences of complex numbers x = (x1,x2, . . .) such that∑∞
i=1 |xi | <∞ and sup{|xi|, i = 1,2, . . .} <∞, equipped with the usual norm‖x‖1 =∑∞i=1 |xi | and ‖x‖∞ = sup{|xi |, i = 1,2, . . .}.
Remark 2.2. It is easy to verify that (Hm,n1 ,‖ · ‖1) and (l1,‖ · ‖1) are uniformly
homeomorphic. Similarly, (Hm,n∞ ,‖ · ‖∞) and (l∞,‖ · ‖∞) can be shown to be
uniformly homeomorphic. Since (l1,‖ · ‖1) and (l∞,‖ · ‖∞) are Banach spaces,
we have that (Hm,n1 ,‖ · ‖1) and (Hm,n∞ ,‖ · ‖∞) are also Banach spaces.
We shall write H˘n+∞ = {H ∈ Hn+∞ , Hi > αHI for some αH > 0, i ∈ S} and
shall say that each element of H˘n+∞ is strictly positive.
Remark 2.3. Consider Q= (Q1,Q2, . . .) ∈Hn1 . From Remark 2.1, Qi = (X+i −
X−i ) + ι(Y+i − Y−i ), where X+i , X−i , Y+i and Y−i belong to M(Cn)+. Now,
define X+ = (X+1 ,X+2 , . . .), X− = (X−1 ,X−2 , . . .), Y+ = (Y+1 , Y+2 , . . .) and Y− =
(Y−1 , Y
−
2 , . . .). Since Q ∈Hn1 , it follows, again from Remark 2.1, that X+, X−,
Y+ and Y− also belong to Hn1 . Therefore, Q can always be decomposed as
Q= (X+ −X−)+ ι(Y+ − Y−)
with X+, X−, Y+ and Y− in Hn+1 .
For any complex Banach space X, we denote by Blt(X) the Banach space of all
bounded linear transformations of X into X equipped with the uniform induced
norm represented by ‖ · ‖, and for L ∈ Blt(X) we denote σ(L) the spectrum of L.
Finally, we denote by 1A {.} the indicator function for some measurable set A,
write {η} for any process {η(t), t  0} and adopt E[·] for the usual expectation.
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A function f : [0,∞)→ E, E standing forR orC, is said o(δ) if limδ↓0 |f (δ)|δ = 0.
In addition, a function f :Y → R, Y a finite dimensional space, is denoted
o(‖r‖) if limr→0 f (r)/‖r‖Y = 0, with r approaching zero by any path in Y . For
g :Rn →R, with partial derivatives ∂g(x)/∂xi , i = 1, . . . , n, we denote
∇xg(x)=
(
∂g(x)
∂x1
· · · ∂g(x)
∂xn
)′
the gradient of g.
3. Problem statement
Let us fix an underlying complete probability space (Ω,F ,P) carrying a right
continuous filtration {Ft , t  0} and consider the following class of stochastic
differential equations
x˙(t)=Aθ(t)x(t)+Bθ(t)u(t), t  0,
x(0)= x0, θ(0)= θ0, (3.1)
where x(t) ∈ Cn denotes the state vector and u(t) ∈ Cm the control input adapted
to Ft . The system parameters are functions of a homogeneous Markov process
{θ(t), t  0} with right continuous trajectories and an infinite countable state
space which, for convenience, we assign to the set S = N. We assume that {θ}
has stationary standard transition probability matrix function (see [24, p. 138])
{Pτ (i, j)}i,j∈S in that, for τ  0,
Pτ (i, j)=P
{
θ(t + τ )= j | θ(t)= i}= {λij τ + oij (τ ), i = j ,
1+ λiiτ + oij (τ ), i = j , (3.2)
with infinitesimal matrix Λ = [λij ]i,j∈S , where λij  0 for i = j . The Markov
process {θ} is conservative in that ∑∞j=1,j =i λij = −λii , i ∈ S . Moreover, we
assume the coefficients −λii to be bounded above, uniformly on i , say by a
constant c. We assume that {A(.),B(.)} are such that for any j ∈ S and for
θ(t) = j , Aθ(t) = Aj and Bθ(t) = Bj , with Aj , Bj being constant matrices in
M(Cn) and M(Cm,Cn), respectively. In addition, the parameters are supposed
norm bounded in that A= (A1,A2, . . .) ∈Hn∞ and B = (B1,B2, . . .) ∈Hm,n∞ . We
consider x0 a second order random variable (r.v.) which may depend on the r.v. θ0,
and we shall denote ϑ0 = ϑ0(x0, θ0) the joint initial distribution of x0 and θ0.
We shall denote system (3.1) and (3.2) by (A,B,Λ).
We consider the time homogeneous Borel measurable control functions
u : {Cn,S}→Cm such that u(x, i)=−Gix , G= (G1,G2, . . .) ∈Hn,m∞ .
We shall show that (A,B,Λ) is stochastically stabilizable (see Definition 4.1)
if and only if the associated Lyapunov equation (given by 5.1) has a unique
solution in H˘n+∞ (i.e., a unique norm bounded strictly positive definite solution).
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4. Preliminaries
The following lemma and corollary are specializations of the ones given in
Section 4.2 of [30].
Lemma 1. Let the bounded linear operator A :Y → Y be the infinitesimal
generator of the uniformly continuous semigroup TA(t) :Y → Y , Y a Banach
space. Then the following assertions are equivalent.
(1) sup{Reλ: λ ∈ σ(A)}< 0.
(2) There are constants M  1 and ω > 0 such that ‖TA(t)‖M exp(−ωt).
(3) ∫∞0 ‖TA(t)y‖dt <∞, for every y ∈ Y.
Corollary 2. If Assertion 2 of Lemma 1 holds, then β‖y‖, with β = M
ω
, is an
upper bound for Assertion 3.
For arbitrary initial condition (x0, θ0), let us now consider the homogeneous
dynamic system{
x˙(t)= Fθ(t)x(t), t > 0,
x(0)= x0, θ(0)= θ0, (4.1)
with F = (F1,F2, . . .) ∈ Hn∞, and define Q(t) = (Q1(t),Q2(t), . . .) ∈ Hn
+
1 ,
t  0, where
Qi(t)=E
[
x(t)x(t)∗1{θ(t)=i}
] ∈M(Cn)+, i ∈ S. (4.2)
Furthermore, for H = (H1,H2, . . .) ∈Hn1 , let us define the operator D, withD(H)= (D1(H),D2(H), . . .), such that
Di (H )= FiHi +HiF ∗i +
∞∑
j=1
λjiHj . (4.3)
Preserving the terminology, often used in the literature dealing with the class
of models described here, we consider the following notion of stability:
Definition 4.1 (Stochastic stabilizability). We say that the system (A,B,Λ) is
stochastically stabilizable (SS) if there exists G ∈Hn,m∞ such that for any joint
initial distribution ϑ0, we have that
∫∞
0 E[‖x(t)‖2]dt <∞, where x(t) is given
by (3.1) with u(t) = −Gθ(t)x(t), i.e., x˙(t) = Fθ(t)x(t), t > 0, with Fθ(t) =
Aθ(t)−Bθ(t)Gθ(t). In this case we say that x˙(t)= Fθ(t)x(t) is stochastically stable
and G stabilizes (A,B,Λ).
The following propositions and lemma in this section are proved in Sec-
tions 6.2 and 6.3 of [2].
M.D. Fragoso, J. Baczynski / J. Math. Anal. Appl. 274 (2002) 319–335 325
Proposition 3. D ∈ Blt(Hn1).
Proposition 4. For D given by (4.3), consider the linear differential equation in
Banach space{
Q˙(t)=D(Q(t)), t  0,
Q(0)=Q0+ ∈Hn+1
(4.4)
or equivalently, the countably infinite set of interconnected linear differential
equations Q˙i(t)=Di (Q(t)), t  0, with initial value Qi(0)=Q0+i , i ∈ S . Then
there is a unique Hn+1 -valued function, say Q(t), continuous and continuously
differentiable, satisfying (4.4). Moreover, Q(t) is expressed by
Q(t)= T (t)Q0+ ∈Hn+1 , t  0, (4.5)
where T (t) :Hn1 →Hn1 , t  0, is the uniformly continuous semigroup of bounded
linear transformations generated by D, its infinitesimal operator.
Lemma 5. Consider the operatorD given by (4.3) and some G= (G1,G2, . . .) ∈
Hn,m∞ . Then the system (A,B,Λ) is SS with stabilizing G if and only if
sup
{
Reλ: λ ∈ σ(D)}< 0, Fi =Ai −BiGi. (4.6)
Proposition 6. The unique Hn+1 -valued solution to (4.4) initialized by Q0+i =
E[x0x∗0 1{θ0=i}], i ∈ S , can be expressed by (4.2) where x(t) is given by (4.1).
5. The countably infinite coupled Lyapunov equations
The main results here reads as follows.
Theorem 7 (Sufficiency). Consider G= (G1, . . .) ∈Hn,m∞ . The system (A,B,Λ)
is SS with stabilizing G if, for some V ∈ H˘n+∞ , there is S ∈ H˘n+∞ satisfying the
countably infinite set of coupled Lyapunov equations given by
F ∗i Si + SiFi +
∞∑
j=1
λij Sj =−Vi, i ∈ S, (5.1)
with Fi =Ai −BiGi , i ∈ S .
Proof. Let us first define the Lyapunov function φS :Hn+1 →R, S ∈ H˘n
+
∞ , as
φS(H)=
∞∑
i=1
tr(SiHi)
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noting that 0 < φS(H) n‖S‖∞‖H‖1 <∞ for nonzero S and H . Now, for the
continuously differentiable function t → Q(t) ∈Hn+1 given as in Proposition 4
with arbitrary initial condition Q0+ ∈ Hn+1 , and S ∈ H˘n
+
∞ satisfying (5.1)
equipped with arbitrary V ∈ H˘n+∞ , let us first obtain an expression for the
derivative of φS(Q(t)), as follows.
d
dt
φS
(
Q(t)
)= lim
M→∞
M∑
i=1
d
dt
tr
(
SiQi(t)
)= lim
M→∞
M∑
i=1
tr
(
SiQ˙i(t)
)
= lim
M→∞
M∑
i=1
tr
(
Si
{
FiQi(t)+Qi(t)F ∗i +
∞∑
j=1
λjiQj (t)
})
= lim
M→∞
M∑
i=1
tr
({
SiFi + F ∗i Si +
∞∑
j=1
λij Sj
}
Qi(t)
)
=−
∞∑
i=1
tr
(
ViQi(t)
)=−φV (Q(t)) (5.2)
where we rely, in this order, on the convergence of
∑M
i=1 tr(SiQi(t)) uniformly
on t , on the linearity of the differential operator d
dt
, on (4.4), on (4.3), on the
fact that tr(AB) = tr(BA) for square matrices A and B , on the continuity and
linearity of the trace operator and on (5.1). Although it may appear, prima facie,
a tautology, we would like to point out that (5.2) relies on the fact that, for
arbitrary i0, j0 ∈ {1, . . . , n}, the induced norm by M(Cn) on the linear subspace
{[aij ]i,j=1,...,n: ai0j0 = y ∈C, aij = 0, i = i0, j = j0} is equivalent to the standard
norm on Cn.
Let us assume for the moment that there is a positive constant ρ, which may
depend on S and V , such that
φV
(
Q(t)
)
> ρφS
(
Q(t)
)
, t  0. (5.3)
Hence, defining ψ(t)= φS(Q(t)), we have, from (5.2), that ψ(t) satisfies{
d
dt
ψ(t) <−ρψ(t), t  0,
ψ(0)= ψ0 = φS(Q0+), Q0+ ∈Hn+1 .
To apply a comparison theorem, let us define the scalar differential equation given
by {
d
dt
ζ(t)=−ρζ(t), t  0,
ζ(0)=ψ0
which is satisfied by ζ(t) = ψ0e−ρt , t  0. Now, ψ(t) and ζ(t) are continuous
and continuously differentiable real valued functions (recall that Q(t) is contin-
uous and continuously differentiable) and ψ(0) = ζ(0). Hence we may apply
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Lemma 10 in the appendix to obtain that 0ψ(t) < ζ(t)=ψ0e−ρt , t  0, where
ψ0  0. Since S ∈ H˘n+∞ , there is α > 0 such that Si > αI for every i ∈ S . Since,
in addition, Qi(t) 0, it follows that tr(SiQi(t)) tr(αIQi(t)). Hence,
ψ0e−ρt > ψ(t)=
∞∑
i=1
tr
(
SiQi(t)
)

∞∑
i=1
tr
(
αIQi(t)
)
 α
∞∑
i=1
∥∥Qi(t)∥∥
= α∥∥Q(t)∥∥1
where we used the fact that tr(A) ‖A‖ for every positive semidefinite matrix A.
Integrating the expression above and recalling (4.5),
∞∫
0
∥∥T (t)Q0+∥∥1 dt < φS(Q0+)α
∞∫
0
e−ρt dt = φS(Q
0+)
αρ
<∞
for every Q0+ ∈Hn+1 . Now, from Remark 2.3, there exists X+, X−, Y+ and Y−
in Hn+1 such that Q0 = (X+ −X−)+ ι(Y+ − Y−), for every Q0 ∈Hn1 . Hence
∞∫
0
∥∥T (t)Q0∥∥1 dt 
∞∫
0
∥∥T (t)X+∥∥1 dt +
∞∫
0
∥∥T (t)X−∥∥1 dt
+
∞∫
0
∥∥T (t)Y+∥∥1 dt +
∞∫
0
∥∥T (t)Y−∥∥1 dt <∞.
Now, from implication (3)⇒ (1) of Lemma 1 it follows that sup{Reλ: λ ∈ σ(D)}< 0.
But (see Lemma 5) this means that the system (A,B,Λ) is stochastically stabi-
lizable, with stabilizing G= (G1,G2, . . .) ∈Hn,m∞ .
Let us now show that (5.3) holds. Since S is norm bounded and Si  0, i ∈ S ,
it follows that Si < βI for some positive and finite β . By its turn, V ∈ H˘n+∞ , so
that there is η > 0 such that Vi > ηI . Consequently, Vi > ηβ Si , i ∈ S . Moreover,
since Qi(t)  0 and defining ρ = ηβ , we have that tr(ViQi(t)) > ρ tr(SiQi(t)),
which means that
∞∑
i=1
tr
(
ViQi(t)
)
> ρ
∞∑
i=1
tr
(
SiQi(t)
)
,
so that (5.3) follows. ✷
Theorem 8 (Necessity). Consider G = (G1, . . .) ∈Hn,m∞ . The system (A,B,Λ)
is SS with stabilizing G only if, for any V ∈ H˘n+∞ , there is S ∈ H˘n+∞ satisfying
the countably infinite set of coupled Lyapunov equations given by (5.1) with
Fi = Ai −BiGi , i ∈ S . Moreover S is the unique solution to (5.1).
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Proof. Let us choose the stabilizing control policy u(t) =−Gθ(t)x(t), t  0, so
that system (A,B,Λ) of Section 3 reads as
x˙(t)= Fθ(t)x(t), t  0, Fθ(t) =Aθ(t)−Bθ(t)Gθ(t). (5.4)
We shall be interested in the specialized initial condition x(0)= x and θ(0)= i ,
where x and i are deterministic and arbitrary in Cn and S respectively.
For arbitrary V ∈ H˘n+∞ , let us consider the expression
x(t)∗Sθ(t)(T − t)x(t)
=Ex(t),θ(t)
[ T∫
t
x(t)∗M
(
τ, t, θ(t), ζ
)∗
Vθ(τ)M
(
τ, t, θ(t), ζ
)
x(t) dτ
]
=Ex(t),θ(t)
T∫
t
x(τ )∗Vθ(τ)x(τ ) dτ (5.5)
where Sθ(t)(T − t) is well defined in M(Cn)+ with M(·) ∈M(Cn) determined
in Lemma 13. Note that the value of the expression on the left-hand side of (5.5)
does not change if we apply a same shift on t and T , preserving the same values
for the conditioning r.v., so that, in fact, it suffices to Sθ(t)(·) to be a function of
T − t .
Since Vi ∈M(Cn)+, it is clear, from (5.5) that Si(T − t) ∈M(Cn)+ and that
0 Si(T1 − t) Si(T2 − t) (5.6)
for every T1, T2 ∈ (t,∞), T1 < T2, and i ∈ S . Let us assume for the moment that
Si(T − t) dI, i ∈ S, T ∈ (t,∞) (5.7)
for some constant d which does not depend on i and T . Then, from (5.6)
and (5.7) and bearing in mind a standard monotonicity result concerning positive
semidefinite matrices, there exists Si ∈M(Cn)+ such that
lim
T→∞Si(T − t)= Si . (5.8)
Now fix i arbitrarily. From (5.7) and recalling (2.2), it follows that ‖Si(T − t)‖
d for every T ∈ (t,∞) and so ‖Si‖ d . Consequently S ∈Hn+∞ . Let us now show
that, in fact, S ∈ H˘n+∞ . Bearing in mind that Vi  αI , i ∈ S , for some α > 0, that
the trajectories of {x} are continuous from the right and, from the monotonicity
property, that Si  Si(T − t), we may write, for some fixed T > t , that
x∗Six  x∗Si(T − t)x =Ex(t)=x,θ(t)=i
T∫
t
x(τ )∗Vθ(τ)x(τ ) dτ
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Ex(t)=x, θ(t)=i
t+δ∫
t
x(τ )∗Vθ(τ)x(τ ) dτ
Ex(t)=x, θ(t)=i
t+δ∫
t
x(τ )∗αIx(τ ) dτ
= x∗αδIx + o(δ) x∗αδIx − γ δ = x∗(α − γ )δIx
where we picked 0 < γ < α and δ = δ(γ ) sufficiently small to obtain the last
inequality. Since x is arbitrary, there is η = (α − γ )δ > 0 such that Si  ηI ,
i ∈ S .
Let us now define gT (t, x, i)= x∗Si(T − t)x and use (5.5), so that
lim
h↓0
1
h
Ex(t),θ(t)
[
gT
(
t + h,x(t + h), θ(t + h))− gT (t, x(t), θ(t))]
= lim
h↓0
1
h
Ex(t),θ(t)
[
Ex(t+h),θ(t+h)
[ T∫
t+h
x∗(τ )Vθ(τ)x(τ ) dτ
]
−Ex(t),θ(t)
[ T∫
t
x∗(τ )Vθ(τ)x(τ ) dτ
]]
= lim
h↓0
1
h
Ex(t),θ(t)
[
−
t+h∫
t
x∗(τ )Vθ(τ)x(τ ) dτ
]
=− lim
h↓0
1
h
Ex(t),θ(t)
[
x∗(t)Vθ(t)x(t)h+ o(h)
]=−x∗(t)Vθ(t)x(t).
From (5.7) and recalling (2.2), it follows that S(T − t) ∈ Hn+∞ . Moreover,
from (5.5), t → Si(T − t), i ∈ S , is differentiable. Bearing in mind (5.4), it follows
that the infinitesimal generator of the Markov process {x, θ} reads as
lim
h↓0
1
h
Ex(t),θ(t)
[
gT
(
t + h,x(t + h), θ(t + h))− gT (t, x(t), θ(t))]
= x(t)∗
{
S˙θ(t)(T − t)+ F ∗θ(t)Sθ(t)(T − t)+ Sθ(t)(T − t)Fθ(t)
+
∞∑
j=1
λθ(t)jSj (T − t)
}
x(t) (5.9)
where S˙θ(t)(T − t) refers to ddt Si(T − t). The above expression relies, in part,
on a decomplexification technique, from which we establish a certain version of
the gradient concept and from this, the linear approximation to nonholomorphic
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functionals (see Lemmas 11 and 12 of the Appendix; see also [2] and [16]). Now,
both expressions above gives us that
−x∗(t)Vθ(t)x(t)
= x(t)∗
{
S˙θ(t)(T − t)+ F ∗θ(t)Sθ(t)(T − t)+ Sθ(t)(T − t)Fθ(t)
+
∞∑
j=1
λθ(t)jSj (T − t)
}
x(t). (5.10)
But (5.10) is valid for every x(t), and so
−Vθ(t) = S˙θ(t)(T − t)+ F ∗θ(t)Sθ(t)(T − t)+ Sθ(t)(T − t)Fθ(t)
+
∞∑
j=1
λθ(t)jSj (T − t).
Now, since Si(T − t) converges to Si for every t , Si(T − t) is not time varying
as T → ∞. Therefore, taking limits as T → ∞ on the above expression and
denoting i instead of θ(t), we have that, for arbitrary V ∈ H˘n+∞ , there is a unique
S ∈ H˘n+∞ given by (5.5) and (5.8), for which (5.1) holds.
Finally, let us show that (5.7) indeed holds. Recalling that G ∈ Hn,m∞ is
stabilizing we have, from Lemma 5, that sup{Reλ: λ ∈ σ(D)}< 0 with D given
by (4.3). Now, D generates an uniformly continuous semigroup, say T (t), so we
may invoke the equivalence among Assertions (1), (2) and (3) of Lemma 1, as
well as Corollary 2, obtaining, for some finite constant β , that
∞∫
0
∥∥T (t)Q0∥∥1 dt  β∥∥Q0∥∥1 for every Q0 ∈Hn1
and, particularly, for Q0+ = (Q0+1 ,Q0+2 , . . .) ∈ Hn+1 , Q0+j = E[x(0)x(0)∗ ×
1{θ(0)=j}]. Now, from Propositions 4 and 6 we may write that
∞∫
0
∥∥Q(t)∥∥1 dt  β∥∥Q0+∥∥1 (5.11)
where Q(t) is expressed by (4.2). Now, with n standing for the dimension of x(t),
we have that ‖Q0+‖1  E[‖x(0)‖2] = ‖x‖2 (which does not depend on i) and
E[‖x(t)‖2] n‖Q(t)‖1 (see [2]). So, defining d1 = nβ , which does not depend
on x nor on i , (5.11) becomes
∞∫
0
Ex(0)=x, θ(0)=i
[∥∥x(t)∥∥2]dt  d1‖x‖2
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where we used the fact that Ex(0)=x, θ(0)=i[‖x(t)‖2] = E[‖x(t)‖2] for determin-
istic initial condition (x(0), θ(0)). Now, from (5.5), using Fubini and defining
d = ‖V ‖∞d1, it follows that
x∗Si(T − t)x =Ex(0)=x, θ(0)=i
T∫
t
x(τ )∗Vθ(τ)x(τ ) dτ
=Ex(0)=x, θ(0)=i
T−t∫
0
x(τ)∗Vθ(τ)x(τ ) dτ
 ‖V ‖∞Ex(0)=x, θ(0)=i
T−t∫
0
∥∥x(τ)∥∥2 dτ
 ‖V ‖∞Ex(0)=x, θ(0)=i
∞∫
0
∥∥x(τ)∥∥2 dτ  d‖x‖2 = x∗dIx
and since x is arbitrary, (5.7) follows. ✷
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Appendix A. Support to the proof of Theorem 7
Lemma 9. Let h and g be real valued functions defined on [0, a] for some
a > 0, differentiable from the right at the origin and such that g˙(0) < h˙(0) and
h(0)= g(0). Then, there is δ > 0 such that g(s) < h(s), 0 < s  δ.
Proof. Define q(t) = h(t) − g(t). Then, it suffices to prove that q(s) > 0,
0 < s < δ, for some δ > 0. Let now q¯(s) = q(s)
s
, s ∈ (0, a]. Since q(0) = 0,
we have that q˙(0) = lims↓0 q¯(s) so that, for every ε > 0, there is δ(ε) such
that |q¯(s) − q˙(0)|  ε, 0 < s  δ(ε). Since q˙(0) > 0, there is ε1 > 0 such that
q˙(0) ε1 so that, setting ε = ε13 , we have that q¯(s) q˙(0)− ε13  ε1 − ε13 > ε13 ,
which implies q¯(s) > 0, 0< s  δ( ε13 ), or else, q(s) > 0, 0 < s  δ(
ε1
3 ). ✷
Lemma 10. Let h and g be real valued functions defined on [0,∞) with h(0)=
g(0) and suppose that h is a continuous and continuously differentiable solution
to the differential equation h˙(t)= a(h(t)), t  0, for some scalar function a. Let
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us also assume that g is continuous and continuously differentiable and satisfies
the inequality g˙(t) < a(g(t)), t  0. Then, g(t) < h(t), t  0.
Proof. Since h(0)= g(0), we have that g˙(0) < a(g(0))= a(h(0))= h˙(0). From
these two conditions we may apply Lemma 9 so that there exists δ1 > 0 such that
g(t) < h(t), 0 < t  δ1. Now, from continuity of h and g, there exists δ2 > δ1
such that
g(t) < h(t), δ1 < t < δ2. (A.1)
We shall show by contradiction that, in fact, δ2 =∞. So, suppose that there exists
a finite δ2 for which
g(δ2)= h(δ2). (A.2)
(The above assertion suffices, referring to g(δ2)  h(δ2), bearing in mind the
continuity of g and h.) In such a case g˙(δ2) < a(g(δ2)) = a(h(δ2)) = h˙(δ2). By
its turn, from (A.1) and (A.2) we have that
g(δ2)− g(δ2 − s)
s
>
h(δ2)− h(δ2 − s)
s
for 0 < s < δ2 − δ1.
Passing this last expression to the limit as s ↓ 0 and since h and g are differentiable
at t = δ2, it follows that g˙(δ2) > h˙(δ2). ✷
Appendix B. Support to the proof of Theorem 8
Based on the decomplexification concept defined in Section 2, we provide
the linear approximation for functions g with domain in the complex space Cn,
exhibiting differentiable decomplexifications Rg. More stringent conditions as g
being holomorphic are not required.
Lemma 11. Assume the decomplexification Rg : [0,∞)×R2n →R, of g : [0,∞)×
Cn →R, (Fréchet)-differentiable. Then, for every (t, x) ∈ [0,∞)×Cn, g has the
linear approximation
g(t + s, x +w)= g(t, x)+ ∂
∂t
g(t, x)s +∇Rx Rg
(
t, Rx
)′ Rw
+ o(∥∥(s,w)∥∥). (B.1)
Proof. We shall consider a simplified version of the proposition, assuming the
decomplexification Rg :R2n → R, of g :Cn → R, (Fréchet)-differentiable and
proving that, for any x ∈Cn, g has the linear approximation
g(x +w)= g(x)+∇Rx Rg
(Rx)′ Rw+ o(‖w‖). (B.2)
The proof for the required extension of this fact follows a standard procedure. It
is a well known fact that differentiability of Rg means that it exhibits the linear
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approximation
Rg(v + r)= Rg(v)+∇v Rg(v)′r + o
(‖r‖), v, r ∈R2n. (B.3)
Now, defining x and w in Cn such that v = Rx and r = Rw, it follows that
Rg(v+ r)= Rg(Rx+ Rw)= Rg(R(x+w))= g(x+w) and Rg(v)= Rg(Rx)=
g(x). Now define l(w) = o(‖r‖) and let us assume, for the moment, that l(w)
may be written as o(‖w‖). Then, substitution of the above expressions in (B.3)
yields (B.2). Now, ‖r‖ = ‖w‖, so we may write l(w)‖w‖ = o(‖r‖)‖r‖ , which yields
lim
r→0
l(w)
‖w‖ = limr→0
o(‖r‖)
‖r‖ = 0.
But
lim
r→0
l(w)
‖w‖ = lim‖r‖→0
l(w)
‖w‖ = lim‖w‖→0
l(w)
‖w‖ .
Hence l(w) may be denoted o(‖w‖). ✷
Lemma 12. Let g be the (nonholomorphic) function given by Cn  (x)→ g(x)=
x∗Zx ∈R with Z = Z∗ ∈M(Cn). Then,
∇Rx Rg
(Rx)= (∇xRe Rg(Rx)∇xIm Rg(Rx)
)
= 2
(
(Zx)Re
(Zx)Im
)
or else, ∇Rx Rg(Rx)′ Rw=w∗Zx + x∗Zw.
Proof. See [2]. ✷
Appendix C. Trajectories of the state process {x}
Lemma 13. For arbitrary t (not necessarily a jump point), {θ} as given in
Section 3 and F = (F1,F2, . . .) ∈Hn∞, consider the homogeneous system x˙(τ )=
Fθ(τ)x(τ ), τ  t , with initial condition (x(t), θ(t)). Then, for every τ  t and
defining τ0 = t and the r.v. ζ = (θ(τn−1), . . . , θ(τ1), τn−1, . . . , τ1), the trajectory
of the state process {x} with jump times τ1 < τ2 < · · ·< τN is represented by
x(τ)=M(τ, t, θ(t), ζ )x(t) a.s., τn−1  τ < τn, (C.1)
for n= 1,2, . . . ,N , where
M
(
τ, t, θ(t), ζ
)
=


exp
(
Fθ(t)(τ − t)
)
, n= 1
exp
(
Fθ(τn−1)(τ − τn−1)
)
exp
(
Fθ(τn−2)(τn−1 − τn−2)
)
· · ·exp(Fθ(t)(τ2 − τ1)) exp(Fθ(t)(τ1 − t)), n= 2, . . . ,N
(C.2)
and N is either finite with τN =∞ or infinite with limN→∞ τN =∞ a.s.
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Proof. The trajectories of the state process {x} are connected solution pieces
of x˙(τ )= Fθ(τn−1)x(τ ), τn−1  τ < τn, with initial condition (x(τn−1), θ(τn−1))
and therefore given by
x(τ)= exp(Fθ(τn−1)(τ − τn−1))x(τn−1) a.s., τn−1  τ < τn. (C.3)
A consequence of the continuity of (C.3) on every jump point is that x(τn) =
limτ↑τn x(τ )= exp(Fθ(τn−1)(τn−τn−1))x(τn−1) from which, substitution in (C.3)
yields
x(τ)= exp(Fθ(τn−1)(τ − τn−1)) exp(Fθ(τn−2)(τn−1 − τn−2))x(τn−2)
a.s., τn−1  τ < τn,
and consecutive substitutions lead us to (C.1) with M(τ, t, θ(t), ζ ) and ζ as stated
in the lemma. In (C.1), N is finite whenever there is an absorbing state (i.e.,
whenever there is some null λii , i ∈ S), in which case τN =∞. Otherwise N is
infinite. Now, since −λii are bounded from above, it follows that in any interval
[0, d], d < ∞, almost all sample paths of {θ} have only finitely many jump
points τn. Consequently, with probability one, jump points sequences converging
to some finite point τ ′ do not exist, so that, whenever N is infinite, we have that
limN→∞ τN =∞ a.s. and so (C.1) represents the trajectory of the state process
{x} for every τ  t , either with N finite or infinite. ✷
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