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Abstract Motivated by the likelihood ratio test under the Gaussian assumption, we develop a
maximum sum-of-squares test for conducting hypothesis testing on high dimensional mean vector.
The proposed test which incorporates the dependence among the variables is designed to ease
the computational burden and to maximize the asymptotic power in the likelihood ratio test.
A simulation-based approach is developed to approximate the sampling distribution of the test
statistic. The validity of the testing procedure is justified under both the null and alternative
hypotheses. We further extend the main results to the two sample problem without the equal
covariance assumption. Numerical results suggest that the proposed test can be more powerful
than some existing alternatives.
Keywords: High dimensionality, Maximum-type-test, Simulation-based approach, Sparsity, Sum-
of-squares test
1 Introduction
Due to technology advancement, modern statistical data analysis often deals with high dimen-
sional data arising from many areas such biological studies. High dimensionality poses significant
challenge to hypothesis testing. In this paper, we consider a canonical hypothesis testing problem
in multivariate analysis, namely inference on mean vector. Let {Xi}ni=1 be a sequence of i.i.d
p-dimensional random vectors with EXi = θ. We are interested in testing
H0 : θ = 0p×1 versus Ha : θ 6= 0p×1.
When p≪ n, the Hotelling’s T 2 test has been shown to enjoy some optimal properties for testing
H0 against Ha [Anderson (2003)]. However, for large p, the finite sample performance of the
Hotelling’s T 2 test is often unsatisfactory. To cope with the high dimensionality, several alternative
approaches have been suggested, see e.g Bai and Saranadasa (1996), Srivastava and Du (2008),
Srivastava (2009), Chen and Qin (2010), Lopes et al. (2009), Cai et al. (2014), Gregory et al.
(2015) and references therein. In general, these tests can be categorized into two types: the sum-of-
squares type test and the maximum type test. The former is designed for testing dense but possibly
weak signals, i.e., θ contains a large number of small non-zero entries. The latter is developed for
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testing sparse signals, i.e., θ has a small number of large coordinates. In this paper, our interest
concerns the case of sparse signals which can arise in many real applications such as detecting
disease outbreaks in early stage, anomaly detection in medical imaging [Zhang et al. (2000)] and
ultrasonic flaw detection in highly scattering materials [James et al. (2001)].
Suitable transformation on the original data, which explores the advantages of the dependence
structure among the variables, can lead to magnified signals and thus improves the power of the
testing procedure. This phenomenon has been observed in the literature [see e.g. Hall and Jin
(2010); Cai et al. (2014); Chen et al. (2014); Li and Zhong (2015)]. To illustrate the point,
we consider the signal θ = (θ1, . . . , θ200)
′, where θ contains 4 nonzero entries whose magnitudes
are all equal to ψj
√
log(200)/100 ≈ 0.23ψj with ψj being independent and identically distributed
(i.i.d) random variables such that P (ψj = ±1) = 1/2. Let Σ = (σi,j)pi,j=1 with σi,j = 0.6|i−j|,
and Γ = Σ−1. Figure 1 plots the original signal θ as well as the signal after transformation and
studentization θ˜ = (θ˜1, . . . , θ˜p)
′ with θ˜j = (Γθ)j/
√
γjj. It is clear that the linear transformation
magnifies both the strength and the number of signals (the number of nonzero entries increases
from 4 to 12 after the linear transformation). In the context of signal recovery, the additional
nonzero entries are treated as fake signals and need to be excised, but they are potentially helpful
in simultaneous hypothesis testing as they carry certain information about the presence of signal.
In general, it appears to be sensible to construct a test based on the transformed data, which
targets not only for the largest entry [see Cai et al. (2014)] but also other leading components in θ˜.
Intuitively such test can be constructed based on Z¯ = ΓX¯ with X¯ =
∑n
i=1Xi/n being the sample
mean, which serves as a natural estimator for Γθ. For known Γ, a test statistic which examines the
largest k components of Γθ can be defined as,
Tn(k) = n max
1≤j1<j2<···<jk≤p
k∑
s=1
z¯2js
γjs,js
.
If the original mean θ contains exactly k nonzero components with relatively strong signals, it
seems reasonable to expect that Tn(k) outperforms Tn(1). Interestingly, we shall show that the
test statistic Tn(k) is closely related with the likelihood ratio (LR) test for testing H0 against a
sparse alternative on θ.
Our derivation also provides insight on some methods in the literature. In particular, we show
that the data transformation based on the precision matrix proposed in Cai et al.(2014) can be
derived explicitly using the maximum likelihood principle when Θa is the space of vectors with
exactly one nonzero component. We also reveal a connection between Tn(k) and the thresholding
test in Fan (1996).
The rest of the paper is organized as follows. Adopting the maximum likelihood viewpoint,
we develop a new class of tests named maximum sum-of-squares tests in Section 2.1. Section 2.2
presents a power analysis. In Section 2.3, we introduce the feasible testing procedure by replacing
the precision matrix by its estimator. A simulation-based approach is proposed to approximate
the sampling distribution of the test. We describe a modified testing procedure in Section 2.4.
Section 2.5 presents some theoretical results based on the Gaussian approximation theory for high
dimensional vector. We extend our main results to the two sample problem in Section 3. Section
2
0 50 100 150 200
−
0.
4
−
0.
2
0.
0
0.
2
0.
4
Before transformation
Dimension
M
ag
ni
tu
de
0 50 100 150 200
−
0.
4
−
0.
2
0.
0
0.
2
0.
4
After transformation
Dimension
M
ag
ni
tu
de
Figure 1: Signals before (left panel) and after (right panel) the linear transformation Γ. The
non-zero entries are denoted by △.
4 reports some numerical results. Section 5 concludes. The technical details are deferred to the
appendix.
Notation. For a vector a = (a1, . . . , ap)
′ and q > 0, define |a|q = (
∑p
i=1 |ai|q)1/q and |a|∞ =
max1≤j≤p |aj |. Set | · | = | · |2. Denote by || · ||0 the l0 norm of a vector or the cardinality of
a set. For C = (cij)
p
i,j=1 ∈ Rp×p, define ||C||1 = max1≤j≤p
∑p
i=1 |cij |, ||C||2 = max|a|=1 |Ca|
and ||C||∞ = max1≤i,j≤p |cij |. Denote by diag(C) the diagonal matrix diag(c11, c22, . . . , cpp). The
notation Np(θ,Σ) is reserved for the p-variate multivariate normal distribution with mean θ and
covariance matrix Σ.
2 Main results
2.1 Likelihood ratio test
Let Xi = (xi1, . . . , xip)
′ be a sequence of i.i.d Np(θ,Σ) random vectors with Σ = (σij)
p
i,j=1. We
are interested in testing
H0 : θ ∈ Θ0 = {0p×1} versus Ha : θ ∈ Θa ⊆ Θc0. (1)
Let Θa,k = {b ∈ Rp : ||b||0 = k}, where || · ||0 denotes the l0 norm of a vector. Notice that Θa ⊆
Θc0 = ∪pk=1Θa,k. A practical challenge for conducting high dimensional testing is the specification
of the alternative space Θa, or in another word, the direction of possible violation from the null
hypothesis.
Hypothesis testing for high-dimensional mean has received considerable attention in recent
literature, see e.g. Srivastava and Du (2008), Srivastava (2009), Chen and Qin (2010), Lopes et
al. (2009), Cai et al. (2014), Gregory et al. (2015) among others. Although existing testing
procedures are generally designed for a particular type of alternatives, the alternative space is not
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often clearly specified. In this paper, we shall study (1) with the alternative space Θa stated in a
more explicit way (to be more precise, it is stated in terms of the l0 norm). By doing so, one can
derive the test which targets for a particular type of alternative. This formulation also sheds some
light on some existing tests. To motivate the subsequent derivations, we consider the following
problem
H0 : θ ∈ Θ0 versus Ha,k : θ ∈ Θa,k. (2)
Given the covariance matrix Σ or equivalently the precision matrix Γ = (γij)
p
i,j=1 := Σ
−1, we
shall develop a testing procedure based on the maximum likelihood principle. Under the Gaussian
assumption, the negative log-likelihood function (up to a constant) is given by
ln(θ) =
1
2
n∑
i=1
(Xi − θ)′Γ(Xi − θ).
The maximum likelihood estimator (MLE) under Ha,k is defined as
θˆ = arg min
θ∈Θa,k
n∑
i=1
(Xi − θ)′Γ(Xi − θ). (3)
To illustrate the idea, we first consider the case Γ = Ip, i.e., the components of Xi are i.i.d N(0, 1).
It is straightforward to see that the k nonzero components of θˆ are equal to x¯j∗s =
∑n
i=1 xij∗s /n,
where
(j∗1 , j
∗
2 , . . . , j
∗
k) = argmax
1≤j1<j2<···<jk≤p
k∑
s=1
x¯2js .
Although the maximum is taken over
(
n
k
)
possible sets, it is easy to see that j∗1 , . . . , j
∗
k are just
the indices associated with the k largest |x¯j|, i.e., we only need to sort |x¯j | and pick the indices
associated with the k largest values. In this case, the LR test (with known Γ) can be written as
maximum of sum-of-squares, i.e.,
LRn(k) = n max
1≤j1<j2<···<jk≤p
k∑
s=1
x¯2js .
The LR test is seen as a combination of the maximum type test and the sum-of-squares type test and
it is designed to optimize the power for testing H0 against Ha,k with k ≥ 1. The two extreme cases
are k = 1 (the sparsest alternative) and k = p (the densest alternative). In the former case, we have
LRn(1) = n|X¯|2∞ = nmax1≤j≤p |x¯j|2, while in the latter case, LRn(p) = n|X¯ |2 = n
∑p
j=1 |x¯j |2,
where X¯ =
∑n
i=1Xi/n = (x¯1, . . . , x¯p)
′.
We note that an alternative expression for the LR test is given by
Thredn(δ) = n
p∑
j=1
x¯2j1{|x¯j | > δ}, (4)
for some δ > 0, where 1{·} denotes the indicator function. Thus LRn(k) can also be viewed as
a thresholding test [see Donoho and Johnstone (1994); Fan (1996)]. In this paper, we focus on
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the regime of very sparse (e.g. the number of nonzero entries grows slowly with n) while strong
signals (e.g. the cumulative effect of the nonzero entries of θ is greater than
√
2k log(p)/n), and
choose δ = |x¯j∗
k+1
| with |xj∗
1
| ≥ |xj∗
2
| ≥ · · · |xj∗p | in (4) (assuming that |xj∗k | > |xj∗k+1 |). For weaker
but denser signals, Fan (1996) suggested the use of δ =
√
2 log(pap)/n for ap = c1(log p)
−c2 with
c1, c2 > 0. A more delicate regime is where the signals are weak so that they cannot have a visible
effect on the upper extremes, e.g., the strength of signals is
√
2r log(p)/n for r ∈ (0, 1). In this
case, the signals and noise may be almost indistinguishable. To tackle this challenging problem,
the thresholding test with δ =
√
2s log(p)/n for s ∈ (0, 1) was recently considered in Zhong et al.
(2013). And a second level significance test by taking maximum over a range of significance levels
(the so-called Higher Criticism test) was used to test the existence of any signals [Donoho and Jin
(2004)].
It has been shown in the literature that incorporating the componentwise dependence helps to
boost the power of the testing procedure [Hall and Jin (2010); Cai et al. (2014); Chen et al. (2014)].
Below we develop a general test which takes the advantage of the correlation structure contained
in Γ. We first introduce some notation. For a set S ⊆ {1, 2, . . . , p}, let ΓS,S be the submatrix of Γ
that contains the rows and columns in S. Similarly we can define ΓS,−S with the rows in S and the
columns in {1, 2, . . . , p} \ S. Further let θS = (θj)j∈S, X¯S = (x¯j)j∈S and X¯−S = (x¯j)j∈{1,2,...,p}\S.
For a set S with ||S||0 = k, we consider the following optimization problem,
max
θ∈Rp:θj=0,j /∈S
(
θ′ΓX¯ − 1
2
θ′Γθ
)
= max
θS∈Rk
{
θ′S(ΓS,SX¯S + ΓS,−SX¯−S)−
1
2
θ′SΓS,SθS
}
.
The solution to the above problem is θS = Γ
−1
S,S(ΓS,SX¯S + ΓS,−SX¯−S) with the corresponding
maximized value equal to (ΓS,SX¯S+ΓS,−SX¯−S)′Γ−1S,S(ΓS,SX¯S+ΓS,−SX¯−S)/2. Based on the above
derivation, the LR test for testing H0 against Ha,k is given by
LRn(k) = max
θ∈Θa,k
n∑
i=1
{
X ′iΓXi − (Xi − θ)′Γ(Xi − θ)
}
= 2n max
θ∈Θa,k
(
θ′ΓX¯ − 1
2
θ′Γθ
)
=2n max
S:||S||0=k
max
θS∈Rk
{
θ′S(ΓS,SX¯S + ΓS,−SX¯−S)−
1
2
θ′SΓS,SθS
}
=n max
S:||S||0=k
(ΓS,SX¯S + ΓS,−SX¯−S)′Γ−1S,S(ΓS,SX¯S + ΓS,−SX¯−S).
Letting Z = (z1, . . . , zp)
′ = ΓX¯, a simplified expression is then given by
LRn(k) = n max
S:||S||0=k
Z ′SΓ
−1
S,SZS .
It is worth pointing out that LRn(k) is indeed the LR test for testing
H0 : θ ∈ Θ0 against Ha,1:k : θ ∈ ∪kj=1Θa,j,
because θˆ = argminθ∈∪kj=1Θa,j
∑n
i=1(Xi − θ)′Γ(Xi − θ) = argminθ∈Θa,k
∑n
i=1(Xi − θ)′Γ(Xi − θ). As
an illustration, we consider the following two examples.
5
Example 2.1 (Sparsest case). When k = 1, we have
LRn(1) = n max
1≤j≤p
|zj |2
γjj
,
which has been recently considered in Cai et al. (2014) in the two sample problem. Cai et al.
(2014) pointed out that “the linear transformation ΓXi magnifies the signals and the number of
the signals owing to the dependence in the data”. Although a rigorous theoretical justification
was provided in Cai et al. (2014), the linear transformation based on Γ still seems somewhat
mysterious. Here we “rediscover” the test from a different perspective.
Example 2.2 (Densest case). To test against the dense alternative Ha,p, one may consider
LRn(p) = nX¯
′ΓX¯ = n
p∑
i,j=1
x¯ix¯jγij,
or its U -statistic version,
LRn,U(p) =
1
n− 1
p∑
i,j=1
γij
∑
k 6=l
xkixlj .
In view of the results in Chen and Qin (2010), the asymptotic behavior of such test is expected
to be very different from LRn(k) with relatively small k. A serious investigation for this test is
beyond the scope of the current paper.
We note that the test statistic LRn(k) involves taking maximization over
(p
k
)
tuples (j1, . . . , jk)
with 1 ≤ j1 < · · · < jk ≤ p, which can be computationally very intensive if p is large. To reduce the
computational burden, we consider the following modified test by replacing ΓS,S with diag(ΓS,S)
which contains only the diagonal elements of ΓS,S. With this substitution, we have
Tn(k) =n max
S:||S||0=k
Z ′Sdiag
−1(ΓS,S)ZS = n max
1≤j1<j2···<jk≤p
k∑
l=1
|zjl |2
γjl,jl
.
To compute the modified statistic, one only needs to sort the values |zjl |2/γjl,jl and find the indices
corresponding to the k largest ones, say j∗1 , j
∗
2 , . . . , j
∗
k . Then the test statistic can be computed as
Tn(k) = n
k∑
l=1
|zj∗
l
|2
γj∗
l
,j∗
l
.
Therefore, the computation cost for Tn(k) with k > 1 is essentially the same as LRn(1). By
the matrix inversion formula Γ−j,j = −Σ−1−j,−jΣ−j,jγjj, zj/γjj = x¯j − Σj,−jΣ−1−j,−jX¯−j . From the
above derivation, we note that n|zj |2/γjj can be interpreted as the likelihood ratio test for testing
θj = 0 given that θk = 0 for k 6= j. This strategy is conceptually simple and can be conveniently
implemented in practice. Also it can be generalized to other parametric models.
Remark 2.1. One may employ the so-called graph-assisted procedure [see e.g. Jin et al. (2014);
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Ke et al. (2014)] to circumvent the NP hard problem in the definition of LRn(k). Under the
Gaussian assumption, Γ defines a graph (V,E) in terms of conditional (in)dependence, that is
the nodes i and j are connected if and only if γij 6= 0. Let J(1), . . . , J(q0) be all the connected
components of (V,E) with size less or equal to k. Then an alternative test statistic can be defined
as,
LRgraph,n(k) = nmax
k0∑
i=1
Z ′J(ji)Γ
−1
J(ji),J(ji)
ZJ(ji), (5)
where the maximization is over all {j1, . . . , jk0} ⊆ {1, 2, . . . , q0} such that
∑k0
i=1 ||J(ji)||0 ≤ k.
Under suitable assumptions on Γ, it was shown in Jin et al. (2014) that the number of all connected
components with size less or equal to k is of the order O(p) (up to a multi-log(p) term). Greedy
algorithm can be used to list all the sub-graphs. Note that Tn(k) corresponds to the case where
J(j) = {j} for 1 ≤ j ≤ p. Thus LRgraph,n(k) could be viewed as a generalized version of Tn(k)
with the ability to explore the dependence in Z via the connected components of (V,E).
Remark 2.2. Another strategy is to use marginal thresholding to screen out a large number of
irrelevant variables [see e.g. Fan et al. (2015)]. Specifically, define M = {1 ≤ j ≤ p : |zj |/√γj,j >
δ}, where δ is a proper threshold. A test statistic can be defined as
LRthreshold,n(k) =n max
S⊆M:||S||0=k
Z ′SΓ
−1
S,SZS ,
where the optimization can be solved for M with relatively small size using greedy algorithm.
2.2 Power analysis
To better understand the power performance of Tn(k), we present below a small numerical
study. LetW = (w1, w2, . . . , wp) ∼ Np(0,diag−1/2(Γ)Γdiag−1/2(Γ)) and recall that θ˜ = (θ˜1, . . . , θ˜p)′
with θ˜j = (Γθ)j/
√
γjj from the introduction. Define T
W (k; θ˜) = max1≤j1<j2<···jk≤p
∑k
l=1(wjl +√
nθ˜jl)
2. It is obvious that Tn(k) =
d TW (k; θ˜), where “=d” means equal in distribution. Denote by
Ck(α) the 100(1 − α)th quantile of TW (k; 0), which can be obtained via simulation (in our study,
Ck(α) is estimated via 100000 simulation runs). Define the power function
P(k, α, θ˜,Γ) = P (TW (k; θ˜) > Ck(α)).
We focus on the AR(1) covariance structure Σ = (σi,j)
p
i,j=1 with σi,j = 0.6
|i−j| and Γ = Σ−1.
The mean vector θ is assumed to contain k0 nonzero components with the same magnitude√
2r log(p)/n, where the locations of the nonzero components are drawn without replacement from
{1, 2, . . . , p}. Figure 2 presents the power function P(k, 0.05, θ˜,Γ) as a curve of r which determines
the signal strength, where k0 = 1, 5, 10, 20, and p = 200, 1000. These results are consistent with
our statistical intuition. In particular, for k0 > 1, the power of Tn(k) with k > 1 dominates the
power of Tn(1). Therefore from the power consideration, when θ contains more than one nonzero
component, it seems beneficial to use Tn(k) with k > 1. This is further confirmed in our simulation
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studies, see Section 4.
2.3 Feasible test
We have so far focused on the oracle case in which the precision matrix is known. However, in
most applications Γ is unknown and thus needs to be estimated. Estimating the precision matrix
has been extensively studied in the literature in recent years [see e.g. Meinshausen and Bu¨hlmann
(2006); Bickel and Levina (2008a; 2008b); Friedman et al. (2008); Yuan (2010); Cai and Liu
(2011); Cai et al. (2011); Liu and Wang (2012); Sun and Zhang (2013)].
When Γ is known to be banded or bandable, one can employ the banding method based on
the cholesky decomposition [Bickel and Levina (2008a)] to estimate Γ. For sparse precision matrix
without knowing the banding structure, the nodewise Lasso and its variants [Meinshausen and
Bu¨hlmann (2006); Liu and Wang (2012); Sun and Zhang (2013)] or the constrained l1-minimization
for inverse matrix estimation (CLIME) [Cai et al. (2011)] can be used to estimate Γ.
In this paper, we use the nodewise Lasso regression to estimate the precision matrix Γ [Mein-
shausen and Bu¨hlmann (2006)], but other estimation approaches can also be used as long as the re-
sulting estimator satisfies some desired properties [see (8)-(10)]. Let X˜ := (X˜1, X˜2, . . . , X˜n)
′ ∈ Rn×p
with X˜i = Xi− X¯. Let X˜−j be the n× (p− 1) matrix without the jth column. For j = 1, 2, . . . , p,
consider
γ̂j = arg min
γ∈Rp−1
(|X˜j − X˜−jγ|2/n+ 2λj |γ|1), (6)
with λj > 0, where γ̂j = {γ̂jk : 1 ≤ k ≤ p, k 6= j}. Let Ĉ = (ĉij)pi,j=1 be a p×p matrix with ĉii = 1
and ĉij = −γ̂ij for i 6= j. Let τ̂2j = |X˜j − X˜−j γ̂j|2/n+ λj |γ̂j |1 and write T̂ 2 = diag(τ̂21 , . . . , τ̂2p ) as a
diagonal matrix. The nodewise Lasso estimator for Γ is constructed as
Γ̂ = T̂−2Ĉ.
Remark 2.3. We note that Γ̂ does not have to be symmetric. As in Yuan (2010), we can improve
them by using a symmetrization step
Γ˜ = argmin
A:A=A′
||A− Γ̂||1,
which can be solved by linear programming. It is obvious that Γ˜ is symmetric, but not guaranteed to
be positive-definite. Alternatively, semi-definite programming, which is somewhat more expensive
computationally, can be used to produce a nonnegative-definite Γ˜.
Given a suitable precision matrix estimator Γ̂ = (γ̂ij)
p
j=1 (e.g. obtained via nodewise Lasso),
our feasible test can be defined by replacing Γ with its estimator, i.e.,
Tfe,n(k) =n max
1≤j1<j2···<jk≤p
k∑
l=1
|ẑjl |2
γ̂jl,jl
,
where Ẑ = Γ̂X¯ = (ẑ1, . . . , ẑp)
′. Under suitable assumptions, it has been shown in Cai et al. (2014)
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that Tfe,n(1) converges to an extreme distribution of Type I. To mimic the sampling distribution
of Tfe,n(k) for k ≥ 1 under sparsity assumption, we propose a simulation-based approach which is
related with the multiplier bootstrap approach in Chernozhukov et al. (2015). The procedure can
be described as follows:
1. Estimate Γ by Γ̂ using a suitable regularization method.
2. Generate Ẑ∗ = (ẑ∗1 , . . . , ẑ
∗
p)
′ = Γ̂
∑n
i=1(Xi − X¯)ei/n, where ei ∼i.i.d N(0, 1) are independent
of the sample.
3. Compute the simulation-based statistic as
T ∗fe,n(k) = n max
1≤j1<j2···<jk≤p
k∑
l=1
|ẑ∗jl |2
γ̂jl,jl
.
4. Repeat Steps 2-3 several times to get the 1 − α quantile of T ∗fe,n(k), which serves as the
simulation-based critical value.
2.4 Choice of k and a modified test
In this subsection, we propose a data dependent method for choosing k which is motivated
from the power consideration. Consider the Hotelling’s T 2 test T 2n := nX¯
′Ŝ−1X¯ with Ŝ being the
sample covariance matrix. Bai and Saranadasa (1996) showed that the asymptotic power function
for the Hotelling’s T 2 test under p/n→ b ∈ (0, 1) has the form
Φ
(
−z1−α +
√
n(n− p)
2p
θ′Γθ
)
, (7)
where Φ is the distribution function of N(0, 1) and z1−α is the 1−α quantile of N(0, 1). Intuitively,
for a set S with ||S||0 = k and k < n, one may expect that the asymptotic power function of
nZ ′SΓ
−1
S,SZS is determined by the term,√
n− k
2k
(Γθ)′SΓ
−1
S,S(Γθ)S .
For known Γ, we note that Z ′SΓ
−1
S,SZS − kn is an unbiased estimator for (Γθ)′SΓ−1S,S(Γθ)S . From the
power consideration, a natural test statistic can be defined as
max
1≤k≤M
max
||S||0=k
√
n− k
2k
(
Z ′SΓ
−1
S,SZS −
k
n
)
,
whereM is an upper bound. By replacing Γ−1S,S with diag
−1(ΓS,S), a computational feasible testing
procedure is then given by
T˜n(M) = max
1≤k≤M
max
||S||0=k
√
1− k/n
2k
(
nZ ′Sdiag
−1(ΓS,S)ZS − k
)
= max
1≤k≤M
√
1− k/n
2k
(Tn(k)− k) .
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Substituting Γ with Γ̂, we therefore propose the following test
T˜fe,n(M) = max
1≤k≤M
√
1− k/n
2k
(Tfe,n(k)− k) .
To approximate its sampling distribution, we suggest the following modified simulation-based
statistic in Step 3 above,
T˜ ∗fe,n(M) = max
1≤k≤M
√
1− k/n
2k
(
n max
1≤j1<j2···<jk≤p
k∑
l=1
|ẑ∗jl |2
γ̂jl,jl
− k
)
,
where Ẑ∗ = (ẑ∗1 , . . . , ẑ
∗
p)
′ = Γ̂
∑n
i=1(Xi − X¯)ei/n with ei ∼i.i.d N(0, 1) that are independent of the
sample.
2.5 Theoretical results
In this subsection, we study the theoretical properties of the proposed test and justify the
validity of the simulation-based approach. To facilitate the derivations, we make the following
assumptions. Denote by λmin(Σ) and λmax(Σ) the smallest and the largest eigenvalues of Σ re-
spectively. Let d = max1≤j≤p ||{γjk : k 6= j, 1 ≤ k ≤ p}||0.
Assumption 2.1. Suppose max1≤j≤p σj,j < c1 and c2 < λmin(Σ) for some c1, c2 > 0.
Assumption 2.2. Suppose d2 log(p)/n = o(1).
Let Σ̂ =
∑n
i=1(Xi− X¯)(Xi− X¯)′/n. Denote by Γ̂j and Γj the jth rows of Γ̂ and Γ respectively.
Proposition 2.1. Under Assumptions 2.1-2.2, we have
max
1≤j≤p
|γ̂jj − γjj| = Op
(√
d log(p)
n
)
, (8)
max
1≤j≤p
|Γ̂j − Γj |1 = Op
(
d
√
log(p)
n
)
, (9)
||Γ̂Σ̂Γ̂′ − Γ̂′||∞ = Op
(√
d log(p)
n
)
. (10)
By the arguments in the proofs of Lemma 5.3 and Lemma 5.4 in van de Geer et al. (2014), we
have (8), (9) and (10) hold if X˜i = Xi − X¯ is replaced by Xi − θ in the nodewise Lasso regression
and Σ̂ is replaced by
∑n
i=1(Xi− θ)(Xi− θ)′/n. A careful inspection of their proofs shows that the
conclusion remains valid when θ is replaced with X¯ . We omit the technical details here to conserve
space. We are now in position to present the main results in this section. Define the quantity
φ(Γ; k) = min|v|=1,||v||0≤k v
′Γv. Let Xn1 = {X1, . . . ,Xn}.
Theorem 2.1. Assume that k2d(log(np))5/2/
√
n = o(1) and φ(Γ; k) > c for some positive constant
c. Under Assumptions 2.1-2.2 and H0, we have
sup
t≥0
∣∣∣∣P (T ∗fe,n(k) ≤ t∣∣∣∣Xn1)− P (Tfe,n(k) ≤ t)∣∣∣∣ = op(1).
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Theorem 2.2. Assume that M4d(log(np))5/2/
√
n = o(1) and φ(Γ;M) > c for some positive
constant c. Under Assumptions 2.1-2.2 with k replaced by M and H0, we have
sup
tM≥tM−1≥···≥t1≥0
∣∣∣∣∣∣P
 M⋂
j=1
{
T ∗fe,n(j) ≤ tj
} ∣∣∣∣Xn1
− P
 M⋂
j=1
{Tfe,n(j) ≤ tj}
∣∣∣∣∣∣ = op(1).
As a consequence, we have
sup
t≥0
∣∣∣∣P (T˜ ∗fe,n(M) ≤ t∣∣∣∣Xn1)− P (T˜fe,n(M) ≤ t)∣∣∣∣ = op(1).
Next we study the power property of the proposed testing procedure. To proceed, we impose
the following conditions.
Assumption 2.3. Assume that max1≤j1<j2<···<jk≤p
∑k
l=1 γjl,jlθ
2
jl
≥ (2k + ǫ) log(p)/n for some
ǫ > 0.
Assumption 2.4. Suppose
∑p
j=1 I{θj 6= 0} = pr for some 0 ≤ r < 1/4, and the non-zero locations
are randomly uniformly drawn from {1, 2, . . . , p}. And the scheme is independent of {Xi − θ}ni=1.
Assumption 2.5. Let diag−1/2(Γ)Γdiag−1/2(Γ) = (νij)
p
i,j=1. Assume that max1≤i<j≤p |νij| ≤ c0 <
1 for some constant 0 < c0 < 1. Further assume that λmax(Σ) ≤ C0 for some constant C0 > 0.
Define c∗α(k) = inf{t > 0 : P (T ∗fe,n(k) ≤ t|Xn1 ) ≥ 1−α} and c˜∗α(M) = inf{t > 0 : P (T˜ ∗fe,n(M) ≤
t|Xn1 ) ≥ 1 − α} the simulation-based critical values. The consistency of the testing procedure is
established in the following theorem.
Theorem 2.3. Suppose k2d(log(np))5/2/
√
n = o(1). Under Assumptions 2.1-2.5, we have
P (Tfe,n(k) > c
∗
α(k))→ 1. (11)
Moreover, suppose Assumption 2.3 holds with k = M . Then for M such that
M4d(log(np))5/2/
√
n = o(1),
P (T˜fe,n(M) > c˜
∗
α(M))→ 1.
When k = 1, Assumption 2.3 reduces to max1≤j≤p |θj|/√σjj ≥
√
2{1/(σjjγjj) + ǫ0} log(p)/n,
for some ǫ0 > 0. According to Theorem 3 of Cai et al. (2014), the separation rate
√
log(p)/n is
minimax optimal.
Finally, we point out that the Gaussian assumption can be relaxed by employing the recently
developed Central Limit Theorem in high dimension [Chernozhukov et al. (2015)]. For a random
variable X, we define the sub-Gaussian norm [see Definition 5.7 of Vershynin (2012)] as
||X||ψ = sup
q≥1
q−1/2(E|X|q)1/q.
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Assumption 2.6. Assume that supv∈Sp−1 ||v′Xi||ψ < c3 and supv∈Sp−1 ||v′ΓXi||ψ < c4 for some
constants c3, c4 > 0.
Let W = (w1, w2, . . . , wp) ∼ Np(0,diag−1/2(Γ)Γdiag−1/2(Γ)) and define TW (k) =
max1≤j1<j2<···jk≤p
∑k
l=1w
2
jl
. Specifically we have the following result, which indicates that under
the sub-Gaussian assumption, the distribution of Tfe,n(k) can be approximated by its Gaussian
counterpart TW (k).
Proposition 2.2. Assume that d(k log(np))7/2/
√
n = o(1) and φ(Γ; k) > c for some positive
constant c > 0. Under Assumptions 2.1, 2.2, 2.6 and H0, we have
sup
t≥0
∣∣P (Tfe,n(k) ≤ t)− P (TW (k) ≤ t)∣∣ = o(1).
3 Extension to the two sample problem
3.1 Likelihood ratio test
The maximum likelihood viewpoint allows a direct extension of the above procedure to the
two sample problem. Consider two samples {Xi}n1i=1 ∼i.i.d Np(θ1,Σ1) and {Yi}n2i=1 ∼i.i.d Np(θ2,Σ2),
where the two samples are independent of each other. A canonical problem in multivariate analysis
is the hypothesis testing of
H ′0 : θ1 − θ2 ∈ Θ0 versus H ′a : θ1 − θ2 ∈ Θa ⊆ Θc0.
Given the priori θ1 − θ2 ∈ Θa,k, we consider
H ′0 : ∆ ∈ Θ0 versus H ′a,k : ∆ ∈ Θa,k,
where ∆ = θ1 − θ2.
Notation-wise, let Γj = Σ
−1
j for j = 1, 2. Define C1 = (n1Γ1 + n2Γ2)
−1n1Γ1 and C2 = (n1Γ1 +
n2Γ2)
−1n2Γ2. Further let Ω21 = C ′2Γ1C2, Ω
12 = C ′1Γ2C1, X˜ = C
′
2Γ1(X¯ − θ˜) and Y˜ = C ′1Γ2(Y¯ − θ˜),
where X¯ =
∑n1
i=1Xi/n1, Y¯ =
∑n2
i=1 Yi/n2 and
θ˜ = (n1Γ1 + n2Γ2)
−1
(
Γ1
n1∑
i=1
Xi + Γ2
n2∑
i=1
Yi
)
which is the MLE for θ := θ1 = θ2 under the null. The following proposition naturally extends the
result in Section 2.1 to the two sample case.
Proposition 3.1. The LR test for testing H ′0 against H
′
a,k is given by
LRn(k) = max
S:||S||0=k
(n1X˜S − n2Y˜S)′(n1Ω21S,S + n2Ω12S,S)−1(n1X˜S − n2Y˜S).
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3.2 Equal covariance structure
We first consider the case of equal covariance, i.e., Γ := Γ1 = Γ2. Simple calculation yields that
C1 = n1(n1 + n2)
−1, C2 = n2(n1 + n2)−1, θ˜ = (n1X¯ + n2Y¯ )/(n1 + n2), X˜ = n22Γ(X¯ − Y¯ )/(n1 +
n2)
2, Y˜ = n21Γ(Y¯ − X¯)/(n1 + n2)2 and n1Ω21S,S + n2Ω12S,S = n1n2Γ/(n1 + n2). Thus the LR test can
be simplified as,
LRn(k) = max
S:||S||0=k
n1n2
n1 + n2
(ΓX¯ − ΓY¯ )′S(ΓS,S)−1(ΓX¯ − ΓY¯ )S . (12)
We note that LRn(1) reduces to the two sample test proposed in Cai et al. (2014). By replacing
ΓS,S with diag(ΓS,S) in (12), we obtain the (infeasible) statistic
Tn(k) = max
1≤j1<j2<···<jk≤p
n1n2
n1 + n2
(ΓX¯ − ΓY¯ )2jl
γjl,jl
,
which is computationally efficient.
Let Γ̂ = (γ̂i,j)
p
i,j=1 be a suitable estimator for Γ based on the pooled sample. The feasible test
is given by
Tfe,n(k) = max
1≤j1<j2<···<jk≤p
n1n2
n1 + n2
(Γ̂X¯ − Γ̂Y¯ )2jl
γ̂jl,jl
.
To approximate the sampling distribution of the above test, one can employ the simulation-based
approach described below:
1. Estimate Γ̂ using suitable regularization method based on the pooled sample.
2. Let X∗ =
∑n1
i=1(Xi − X¯)ei/n1 and Y ∗ =
∑n2
i=1(Yi − Y¯ )e˜i/n1, where {ei} and {e˜i} are two
independent sequences of i.i.d N(0, 1) random variables that are independent of the sample.
3. Compute the simulation-based statistic T ∗fe,n(k) by replacing X¯ and Y¯ with X
∗ and Y ∗.
4. Repeat Steps 2-3 several times to get the 1 − α quantile of T ∗fe,n(k), which serves as the
simulation-based critical value.
Next, we briefly discuss the choice of k. By Theorem 2.1 in Bai and Saranadasa (1996), we
know that the asymptotic power function for the two sample Hotelling’s T 2 test is given by
Φ
(
−z1−α +
√
N(N − p)
2p
n1n2
N2
(θ1 − θ2)′Γ(θ1 − θ2)
)
,
under p/N → b ∈ (0, 1), where N = n1+n2−2. Thus for k < N , the asymptotic power of Tfe,n(k)
is related to √
N − k
2k
max
||S||0=k
{Γ̂(θ1 − θ2)}′Sdiag−1(Γ̂S,S){Γ̂(θ1 − θ2)}S .
Notice that
(ΓX¯ − ΓY¯ )′Sdiag−1(ΓS,S)(ΓX¯ − ΓY¯ )S −
k(n1 + n2)
n1n2
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is an unbiased estimator for {Γ(θ1 − θ2)}′Sdiag−1(ΓS,S){Γ(θ1 − θ2)}S . Thus we propose to choose
k by
k̂ =arg max
1≤k≤M ′
√
N − k
2k
(Tfe,n(k)− k) ,
whereM ′ is a pre-specified upper bound for k. Following the same spirit in Section 2.4, a modified
test statistic is given by
T˜fe,n(k) = max
1≤k≤M ′
√
1− k/N
2k
(
max
1≤j1<j2<···<jk≤p
n1n2
n1 + n2
(Γ̂X¯ − Γ̂Y¯ )2jl
γ̂jl,jl
− k
)
,
and the simulation-based procedure can be used to approximate its sampling distribution.
We can justify the validity of the testing procedure under both the null and alternative hy-
potheses. The arguments are similar to those in the one sample case, see Sections 2.3 and 6.2.
3.3 Unequal covariance structures
In the case of unequal covariance structures i.e., Γ1 6= Γ2, we cannot use the pooled sample
to estimate the covariance structures. Let Γ̂i with i = 1, 2 be suitable precision matrix estimators
based on each sample separately. Denote by Ĉi the estimator for Ci with i = 1, 2. A particular
choice here is given by
Ĉ1 = (n1Γ̂1 + n2Γ̂2)
−1n1Γ̂1, Ĉ2 = (n1Γ̂1 + n2Γ̂2)−1n2Γ̂2.
Further define Ω̂21 = Ĉ ′2Γ̂1Ĉ2, Ω̂
12 = Ĉ ′1Γ̂2Ĉ1, X̂ = Ĉ
′
2Γ̂1(X¯ − θ̂) and Ŷ = Ĉ ′1Γ̂2(Y¯ − θ̂), where
θ̂ = Ĉ1X¯ + Ĉ2Y¯ .
Let Ψ̂ = (ψ̂ij)
p
i,j=1 = n1Ω̂
21 + n2Ω̂
12, and Ĝ = (ĝ1, . . . , ĝp)
′ = n1X̂ − n2Ŷ . By replacing Ψ̂ with
diag(Ψ̂), we suggest the following computational feasible test,
Tfe,n(k) = max
1≤j1<j2<···<jk≤p
k∑
l=1
|ĝjl |2
ψ̂jl,jl
. (13)
When k = 1, we have
Tfe,n(1) = max
1≤j≤p
|ĝj |2
ψ̂jj
, (14)
which can be viewed as an extension of Cal et al. (2014)’s test statistic to the case of unequal
covariances. Again one can employ the simulation-based approach to obtain the critical values for
Tfe,n(k). In this case, a modified test can be defined in a similar manner as
T˜fe,n(k) = max
1≤k≤M ′′
√
1− k/N
2k
(
max
1≤j1<j2<···<jk≤p
k∑
l=1
|ĝjl |2
ψ̂jl,jl
− k
)
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for some upper bound M ′′.
4 Simulation studies
4.1 Empirical size and power
In this section, we report the numerical results for comparing the proposed testing procedure
with some existing alternatives. Specially we focus on the two sample problem for testing H ′0 :
∆ ∈ Θ0 against the alternatives H ′a,k : ∆ ∈ Θa,k. Without loss of generality, we set θ2 = 0. Note
that under H ′a,k, θ1 has k non-zero elements. Denote by ⌊x⌋ the largest integer not greater than
x. We consider the settings below.
(1) Case 1: k = ⌊0.05p⌋ and the non-zero entries are equal to ϕj
√
log(p)/n, where ϕj are i.i.d
random variables with P (ϕj = ±1) = 1/2.
(2) Case 2: k = ⌊√p⌋ and the strength of the signals is the same as (1).
(3) Case 3: k = ⌊p0.3⌋ and the nonzero entries are all equal to √4r log p/n with r =
0.1, 0.2, 0.3, 0.4, and 0.5.
Here the locations of the nonzero entries are drawn without replacement from {1, 2, . . . , p}. Fol-
lowing Cai et al. (2014), the following four covariance structures are considered.
(a) (block diagonal Σ): Σ = (σj,k) where σj,j = 1 and σj,k = 0.8 for 2(r − 1) + 1 ≤ j 6= k ≤ 2r,
where r = 1, . . . , ⌊p/2⌋ and σj,k = 0 otherwise.
(b) (‘bandable’ Σ): Σ = (σj,k) where σj,k = 0.6
|j−k| for 1 ≤ j, k ≤ p.
(c) (banded Γ): Γ = (γj,k) where γj,j = 2 for j = 1, . . . , p, γj,(j+1) = 0.8 for j = 1, . . . , p − 1,
γj,(j+2) = 0.4 for j = 1, . . . , p − 2, γj,(j+3) = 0.4 for j = 1, . . . , p − 3, γj,(j+4) = 0.2 for
j = 1, . . . , p− 4, γj,k = γk,j for j, k = 1, . . . , p, and γj,k = 0 otherwise.
(d) (block diagonal Γ): Denote by D a diagonal matrix with diagonal elements generated in-
dependently from the uniform distribution on (1, 3). Let Σ0 be generated according to (a).
Define Γ = D1/2Σ20D
1/2 and Σ = Γ−1.
For each covariance structure, two independent random samples are generated with the same
sample size n1 = n2 = 80 from the following multivariate models,
X = θ1 +Σ
1/2U1, Y = θ2 +Σ
1/2U2, (15)
where U1 and U2 are two independent p-dimensional random vectors with independent components
such that E(Uj) = 0 and var(Uj) = Ip for j = 1, 2. We consider two cases: Uj ∼ N(0, Ip), and the
component of Uj is standardized Gamma(4,1) random variable such that it has zero mean and unit
variance. The dimension p is equal to 50, 100 or 200. Throughout the simulations, the empirical
sizes and powers are calculated based on 1000 Monte Carlo replications.
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To estimate the precision matrix, we use the nodewise square root Lasso [Belloni et al. (2012)]
proposed in Liu and Wang (2012), which is essentially equivalent to the scaled-Lasso from Sun and
Zhang (2013). To select the tuning parameter λ in the nodewise square root Lasso, we consider
the following criteria,
λ∗ = argminλ∈Λn ||Γ̂(λ)Σ̂Γ̂(λ)′ − Γ̂(λ)||∞
where Σ̂ is the pooled sample covariance matrix and the minimization is taken over a prespecified
finite set Λn. Moreover, we employ the data dependent method in Section 3.2 to select k with the
upper boundM ′ = 40 (we also tried M ′ = 20, 80 and found that the results are basically the same
as those with M ′ = 40). For the purpose of comparison, we also implemented the Hotelling’s T 2
test and the two sample tests proposed in Bai and Saranadasa (1996), Chen and Qin (2010), and
Cai et al. (2014). As the results under the Gamma model are qualitatively similar to those under
the Gaussian model, we only present the results from the Gaussian model. Table 1 summarizes
the sizes and powers in cases 1 and 2. The empirical powers in case 3 with r ranging from 0.1
to 0.5 are presented in Figure 3. Some remarks are in order regarding the simulation results: (i)
the empirical sizes are reasonably close to the nominal level 5% for all the tests; (ii) the proposed
tests and the maximum type test in Cai et al. (2014) significantly outperform the sum-of-squares
type testing procedures in terms of power under Models (a), (b) and (d); Under Model (c), the
proposed method is quite competitive to Chen and Qin (2010)’s test which delivers more power
than Cai et al. (2014)’s test in some cases; (iii) Tfe,n(k) is consistently more powerful than Cai et
al. (2014)’s test in almost all the cases; (iv) the modified test T˜fe,n(M
′) is insensitive to the upper
boundM ′ (as shown in our unreported results). And its power is very competitive to Tfe,n(k) with
a suitably chosen k.
4.2 Power comparison under different signal allocations
We conduct additional simulations to compare the power of the proposed method with alterna-
tive approaches under different signal allocations. The data are generated from (15) with Gaussian
distribution and bandable covariance structure (b). Let k = ⌊0.1p⌋ and consider the following four
patterns of allocation, where the locations of the nonzero entries are drawn without replacement
from {1, 2, . . . , p}.
i (Square root): the nonzero entries are equal
√
4r log(p)/n
√
j/k for 1 ≤ j ≤ k.
ii (Linear): the nonzero entries are equal
√
4r log(p)/n(j/k) for 1 ≤ j ≤ k.
iii (Rational): the nonzero entries are equal
√
4r log(p)/n(1/j) for 1 ≤ j ≤ k.
iv (Random): the nonzero entries are drawn uniformly from (−
√
4r log(p)/n,
√
4r log(p)/n).
Figure 4 reports the empirical rejection probabilities for p = 100, 200, and r ranging from 0.1 to
0.5. We observe that the slower the strength of the signals decays, the higher power the tests
can generate. The proposed method generally outperforms the two sample tests in Chen and Qin
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(2010) and Cai et al. (2014) especially when the magnitudes of signals decay slowly. This result
makes intuitive sense as when the magnitudes of signals are close, the top few signals together
provide a stronger indication for the violation from the null as compared to the indication using
only the largest signal. To sum up, the numerical results demonstrate the advantages of the
proposed method over some competitors in the literature.
5 Concluding remark
In this paper, we developed a new class of tests named maximum sum-of-squares tests for
conducting inference on high dimensional mean under sparsity assumption. The maximum type
test has been shown to be optimal under very strong sparsity [Arias-Castro et al. (2011)]. Our
result suggests that even for very sparse signal (e.g. k grows slowly with n), the maximum type
test may be improved. It is worth mentioning that our method can be extended to more general
settings. For example, consider a parametric model with the negative log-likelihood (or more
generally loss function) L(Y,X ′β), where β ∈ Rp is the parameter of interest, X is the p-dimensional
covariate and Y is the response variable. We are interested in testing H0 : β = 0p×1 versus
Ha,k : β ∈ Θa,k. Given n observations {Yi,Xi}ni=1, the LR test for testing H0 against Ha,k is then
defined as LRn(β) = 2
∑n
i=1L(Yi, 0)− 2minβ∈Θa,k
∑n
i=1L(Yi,X ′iβ). In the case of linear model, it
is related with the maximum spurious correlations recently considered in Fan et al. (2015) under
the null. It is of interest to study the asymptotic properties of LRn(β) and investigate the Wilks
phenomenon in this more general context.
6 Technical appendix
6.1 Preliminaries
We provide proofs of the main results in the paper. Throughout the appendix, let C be a generic
constant which is different from line to line. Define the unit sphere Sp−1 = {b ∈ Rp : |b| = 1}.
For any 1 ≤ k ≤ p, define
A(t; k) =
(pk)⋂
j=1
Aj(t), Aj(t) = {w ∈ Rp : w′SjwSj ≤ t}.
Here Sj is the jth subset of [p] := {1, 2, . . . , p} with cardinality k for 1 ≤ j ≤
(p
k
)
. It is straightfor-
ward to verify that Aj(t) is convex and it only depends on wSj , i.e. the components in Sj. The
dual representation [see Rockafellar (1970)] for the convex set Aj(t) with 1 ≤ j ≤
(p
k
)
is given by
Aj(t) =
⋂
v∈Sp−1,vSj∈Sk−1
{w ∈ Rp : w′v ≤
√
t},
where we have used the fact that supv∈Sp−1,vSj∈Sk−1 w
′v = |wSj | by the Cauchy-Schwartz inequality.
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Define F = {v ∈ Sp−1, ||v||0 ≤ k}. It is not hard to see that
A(t; k) =
⋂
v∈F
{w ∈ Rp : w′v ≤
√
t}.
Let X be a subset of a Euclidean space and let ǫ > 0. A subset Nǫ of X is called an ǫ-net of
X if every point x ∈ X can be approximated to within ǫ by some point y ∈ Nǫ, i.e. |x − y| ≤ ǫ.
The minimal cardinality of an ǫ-net of X , if finite, is denoted by N(X , ǫ) and is called the covering
number of X .
Lemma 6.1. For ǫ > 0, there exists an ǫ-net of F , denoted by Fǫ, such that ||Fǫ||0 ≤
{
(2+ǫ)ep
ǫk
}k
and ⋂
v∈Fǫ
{w ∈ Rp : w′v ≤ (1− ǫ)
√
t} ⊆ A(t; k) ⊆
⋂
v∈Fǫ
{w ∈ Rp : w′v ≤
√
t}. (16)
Proof of Lemma 6.1. For the unit sphere Sk−1 equipped with the Euclidean metric, it is well-known
that the ǫ-covering numberN(Sk−1, ǫ) ≤ (1+2/ǫ)k, see e.g. Lemma 5.2 of Vershynin (2012). Notice
that
F = {v ∈ Sp−1, ||v||0 ≤ k} =
⋃
S⊆[p]:||S||0=k
{v ∈ Sp−1 : vS ∈ Sk−1},
where [p] = {1, 2, . . . , p}. Because (pk) ≤ (ep/k)k, we have
N(F , ǫ) ≤
(
p
k
)(
1 +
2
ǫ
)k
≤
{
(2 + ǫ)ep
ǫk
}k
.
Recall that
A(t; k) =
⋂
v∈F
{w ∈ Rp : w′v ≤
√
t}.
Let Fǫ be an ǫ-net of F with cardinality N(F , ǫ), and A1(t) := A1(t; ǫ) =
⋂
v∈Fǫ{w ∈ Rp : w′v ≤
(1− ǫ)√t}. It is easy to see that
A(t; k) ⊆
⋂
v∈Fǫ
{w ∈ Rp : w′v ≤
√
t}.
For any v ∈ F , we can find v0 ∈ Fǫ such that |v − v0| ≤ ǫ. Thus for w ∈ A1(t), we have
w′v = w′v0 + |v − v0|w
′(v − v0)
|v − v0| ≤ (1− ǫ)
√
t+ ǫmax
v1∈F
w′v1.
Taking maximum over v ∈ F , we obtain maxv∈F w′v ≤ (1− ǫ)
√
t+ ǫmaxv1∈F w′v1, which implies
that maxv∈F w′v ≤
√
t and thus w ∈ A(t; k). ♦
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6.2 Proofs of the main results
Proof of Theorem 2.1. The triangle inequality yields that
sup
t≥0
∣∣∣∣P (T ∗fe,n(k) ≤ t∣∣∣∣Xn1)− P (Tfe,n(k) ≤ t)∣∣∣∣
≤ sup
t≥0
|P (Tn(k) ≤ t)− P (Tfe,n(k) ≤ t)|
+ sup
t≥0
∣∣∣∣P (Tn(k) ≤ t)− P (T ∗fe,n(k) ≤ t∣∣∣∣Xn1)∣∣∣∣ := ρ1,n + ρ2,n.
We bound ρ1,n and ρ2,n in Step 1 and Step 2 respectively.
Step 1 (bounding ρ1,n): Let ξ̂j =
|ẑj |√
γ̂jj
and ξ̂(j) be the order statistic such that
ξ̂(1) ≥ ξ̂(2) ≥ · · · ≥ ξ̂(p).
Similarly we can define ξj and ξ(j) in the same way as ξ̂j and ξ̂(j) by replacing Γ̂ with the precision
matrix Γ. We have
|ξ̂j − ξj| ≤
∣∣∣∣∣ |ẑj |√γ̂jj − |zj |√γ̂jj
∣∣∣∣∣+
∣∣∣∣∣ |zj |√γ̂jj − |zj |√γjj
∣∣∣∣∣ ≤ |zj − ẑj |√γ̂jj +
∣∣∣∣∣
√
γjj −
√
γ̂jj√
γjj
√
γ̂jj
∣∣∣∣∣ |zj | := I1 + I2.
By Proposition 2.1, we have max1≤j≤p |Γ̂j − Γj|1 = Op(d
√
log(p)/n) and sup1≤j≤p |γjj − γ̂jj| =
Op(
√
d log(p)/n). Also note that c1 < min1≤j≤p γjj ≤ max1≤j≤p γjj < c2 for some constants
0 < c1 ≤ c2 <∞. Together with the fact that |X¯|∞ = Op(
√
log(p)/n), we deduce
sup
1≤j≤p
|zj − ẑj | ≤ max
1≤j≤p
|Γ̂j − Γj |1|X¯ |∞ = Op (d log(p)/n) ,
and
sup
1≤j≤p
|√γjj −
√
γ̂jj| = sup
1≤j≤p
∣∣∣∣∣ γjj − γ̂jj√γjj +√γ̂jj
∣∣∣∣∣ = Op (√d log(p)/n) . (17)
As sup1≤j≤p |zj | = Op(
√
log(p)/n), we obtain
sup
1≤j≤p
|ξ̂j − ξj | = Op (d log(p)/n) ,
and
sup
1≤j≤p
|ξ̂2j − ξ2j | = Op (d log(p)/n) sup
1≤j≤p
|ξ̂j + ξj| = Op
(
d(log(p)/n)3/2
)
.
Thus we deduce that
|Tn(k)− Tfe,n(k)| ≤ max
1≤j1<j2<···<jk≤p
n
k∑
l=1
∣∣∣ξ2jl − ξ̂2jl∣∣∣
≤nk max
1≤j≤p
|ξ̂2j − ξ2j | = Op
(
kd(log(p))3/2/
√
n
)
.
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By the assumption k2d(log(np))5/2/
√
n = o(1), we can pick ζ1 and ζ2 such that
P (|Tn(k)− Tfe,n(k)| ≥ ζ1) ≤ ζ2,
where ζ1k log(np) = o(1) and ζ2 = o(1). Define the event B = {|Tn(k)− Tfe,n(k)| < ζ1}. Then we
have
|P (Tn(k) ≤ t)− P (Tfe,n(k) ≤ t)|
≤P (Tn(k) ≤ t, Tfe,n(k) > t) + P (Tn(k) > t, Tfe,n(k) ≤ t)
≤P (Tn(k) ≤ t, Tfe,n(k) > t,B) + P (Tn(k) > t, Tfe,n(k) ≤ t,B) + 2ζ2
≤P (t− ζ1 < Tn(k) ≤ t) + P (t+ ζ1 ≥ Tn(k) > t) + 2ζ2.
Let Vi = diag
−1/2(Γ)ΓXi and V =
∑n
i=1 Vi/
√
n. Notice that {Tn(k) ≤ t} = {V ∈ A(t; k)} =
{maxv∈F v′V ≤
√
t}. By Lemma 6.1, we can find an ǫ-net Fǫ of F such that ||Fǫ||0 ≤ {(2 +
ǫ)ep/(ǫk)}k and
A1(t) :=
⋂
v∈Fǫ
{v′V ≤ (1− ǫ)
√
t} ⊆ A(t; k) ⊆ A2(t) :=
⋂
v∈Fǫ
{v′V ≤
√
t}.
We set ǫ = 1/n throughout the following arguments. Notice that
P (t− ζ1 < Tn(k) ≤ t)
=P (Tn(k) ≤ t)− P (Tn(k) ≤ t− ζ1)
≤P (max
v∈Fǫ
v′V ≤
√
t)− P (max
v∈Fǫ
v′V ≤ (1− ǫ)
√
t− ζ1)
≤P ((1− ǫ)(
√
t−
√
ζ1) ≤ max
v∈Fǫ
v′V ≤
√
t)
≤P ((1− ǫ)(
√
t−
√
ζ1) ≤ max
v∈Fǫ
v′V ≤ (1− ǫ)
√
t) + P ((1− ǫ)
√
t < max
v∈Fǫ
v′V ≤
√
t)
:=I1 + I2.
Because φ(Γ; k) > c > 0, we have var(
∑n
i=1 v
′Vi/
√
n) > c′ for all v ∈ F and some constant c′ > 0.
By the Nazarov inequality [see Lemma A.1 in Chernozhukov et al. (2015) and Nazarov (2003)],
we have
I1 ≤C
√
ζ1k log(np/k) = o(1). (18)
To deal with I2, we note when t ≤ k3{log(np/k)}2, ǫ
√
t ≤ k3/2 log(np/k)/n. Again by the Nazarov’s
inequality, we have
I2 ≤ P (
√
t− k3/2 log(np/k)/n < max
v∈Fǫ
v′V ≤
√
t) ≤ k2 log(np/k)
√
log(np/k)/n = o(1).
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When t > k3{log(np/k)}2, we have
I2 ≤ P ((1− ǫ)
√
t ≤ max
v∈Fǫ
v′V ) ≤ Emaxv∈Fǫ v
′V
(1− ǫ)k3/2 log(np/k) .
By Lemma 7.4 in Fan et al. (2015), we have Emaxv∈Fǫ v′V ≤ C
√
k log(np/k). It thus implies that
I2 ≤ C
√
k log(np/k)
(1− ǫ)k3/2 log(np/k) = o(1).
Summarizing the above derivations, we have ρ1,n = o(1).
Step 2 (bounding ρ2,n): Define V̂
∗ = diag−1/2(Γ̂)Γ̂
∑n
i=1(Xi−X¯)ei/
√
n with ei ∼i.i.d N(0, 1),
where ei’s are independent of X
n
1 . Further define
ρ¯ = max{|P (V ∈ A1(t))− P (V̂ ∗ ∈ A1(t)|Xn1 )|, |P (V ∈ A2(t))− P (V̂ ∗ ∈ A2(t)|Xn1 )|}.
Using similar arguments in Step 1, we have
P (V̂ ∗ ∈ A(t; k)|Xn1 ) ≤P (V̂ ∗ ∈ A2(t)|Xn1 ) ≤ P (V ∈ A2(t)) + ρ¯
≤P (V ∈ A1(t)) + ρ¯+ o(1)
≤P (V ∈ A(t; k)) + ρ¯+ o(1).
Similarly we have P (V̂ ∗ ∈ A(t; k)|Xn1 ) ≥ P (V ∈ A(t; k))− ρ¯− o(1). Together, we obtain
|P (V̂ ∗ ∈ A(t; k)|Xn1 )− P (V ∈ A(t; k))| ≤ ρ¯+ o(1).
Let D = diag−1/2(Γ)Γdiag−1/2(Γ) and D̂ = diag−1/2(Γ̂)Γ̂Σ̂Γ̂′diag−1/2(Γ̂), where Σ̂ =∑n
i=1(Xi − X¯)(Xi − X¯)′/n. Define ∆n = maxu,v∈F |u(D̂ − D)v|. Notice that V ∼ N(0,D) and
V̂ ∗|Xn1 ∼ N(0, D̂). To bound ρ¯, we note that by equation (49) in Chernozhukov et al. (2015),
sup
t≥0
|P (V ∈ A1(t))− P (V̂ ∗ ∈ A1(t)|Xn1 )|
=sup
t≥0
|P (max
v∈Fǫ
u′V ≤
√
t)− P (max
u∈Fǫ
u′V̂ ∗ ≤
√
t|Xn1 )|
≤C∆1/3n (k log(np/k))2/3.
and similarly |P (V ∈ A2(t))− P (V̂ ∗ ∈ A2(t)|Xn1 )| ≤ C∆1/3n (k log(np/k))2/3. Therefore we get
ρ2,n ≤ C∆1/3n (log(p))2/3 + o(1).
Step 3: Finally we bound ∆n. Note that for any u, v ∈ F ,
|u′(D̂ −D)v|
≤|u′(D̂ − diag−1/2(Γ̂)Γ̂′diag−1/2(Γ̂))v| + |u′(diag−1/2(Γ̂)Γ̂′diag−1/2(Γ̂)− diag−1/2(Γ̂)Γdiag−1/2(Γ̂))v|
+ |u′(diag−1/2(Γ̂)Γdiag−1/2(Γ̂)−D)v| := J1 + J2 + J3.
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For the first term, we have
J1 =|u′diag−1/2(Γ̂)(Γ̂Σ̂′Γ̂− Γ̂′)diag−1/2(Γ̂)v|
≤|diag−1/2(Γ̂)u|1|(Γ̂Σ̂′Γ̂− Γ̂′)diag−1/2(Γ̂)v|∞
≤|diag−1/2(Γ̂)u|1|diag−1/2(Γ̂)v|1||Γ̂Σ̂Γ̂′ − Γ̂′||∞
≤k|diag−1/2(Γ̂)u|2|diag−1/2(Γ̂)v|2||Γ̂Σ̂Γ̂′ − Γ̂′||∞ = Op(k
√
d log(p)/n),
where we have used Proposition 2.1. To handle the second term, note that
J2 =|v′diag−1/2(Γ̂)(Γ̂− Γ)diag−1/2(Γ̂)u|
≤|diag−1/2(Γ̂)v|1|(Γ̂− Γ)diag−1/2(Γ̂)u|∞
≤
√
k|diag−1/2(Γ̂)v|2|diag−1/2(Γ̂)u|∞ max
1≤j≤p
|Γ̂j − Γj |1 = Op(d
√
k log(p)/n).
Finally, we have
J3 ≤|u′(diag−1/2(Γ̂)Γdiag−1/2(Γ̂)− diag−1/2(Γ)Γdiag−1/2(Γ̂))v| + |u′(diag−1/2(Γ)Γdiag−1/2(Γ̂)−D)v|
≤||Γ||2||diag−1/2(Γ̂)||2 max
1≤j≤p
|1/√γjj − 1/
√
γ̂jj|+ ||Γ||2||diag−1/2(Γ)||2 max
1≤j≤p
|1/√γjj − 1/
√
γ̂jj|
=
√
d log(p)/n.
Under the assumption that k2d(log(np))5/2/
√
n = o(1), we have (log(np))2Ji = op(1) for 1 ≤ i ≤ 3.
Therefore we get (log(np))2∆n = op(1), which implies that ρ2,n = op(1). The proof is thus
completed by combining Steps 1-3. ♦
Proof of Theorem 2.2. We first note that by the triangle inequality,
sup
tM≥tM−1≥···≥t1≥0
∣∣∣∣∣∣P
 M⋂
j=1
{T ∗fe,n(j) ≤ tj}
∣∣∣∣Xn1
− P
 M⋂
j=1
{Tfe,n(j) ≤ tj}
∣∣∣∣∣∣
≤ sup
tM≥tM−1≥···≥t1≥0
∣∣∣∣∣∣P
 M⋂
j=1
{Tn(j) ≤ tj}
 − P
 M⋂
j=1
{Tfe,n(j) ≤ tj}
∣∣∣∣∣∣
+ sup
tM≥tM−1≥···≥t1≥0
∣∣∣∣∣∣P
 M⋂
j=1
{Tn(j) ≤ tj}
− P
 M⋂
j=1
{T ∗fe,n(j) ≤ tj}
∣∣∣∣Xn1
∣∣∣∣∣∣ := ̺1,n + ̺2,n.
Step 1 (bounding ̺1,n): Following the proof of Theorem 2.1, we have for any 1 ≤ j ≤M ,
max
1≤j≤M
|Tn(j) − Tfe,n(j)| ≤ nM max
1≤j≤p
|ξ̂2j − ξ2j | = Op
(
Md(log(p))3/2/
√
n
)
.
Under the assumption that M4d(log(np))5/2/
√
n = o(1), one can pick ζ such that
P (max1≤j≤M |Tn(j) − Tfe,n(j)| > ζ) = o(1) and ζM3 log(np) = o(1). Define B =
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{max1≤j≤M |Tn(j)− Tfe,n(j)| ≤ ζ}. We note that∣∣∣∣∣∣P
 M⋂
j=1
{Tn(j) ≤ tj}
− P
 M⋂
j=1
{Tfe,n(j) ≤ tj}
∣∣∣∣∣∣
≤P
 M⋂
j=1
{Tn(j) ≤ tj},
M⋃
j=1
{Tfe,n(j) > tj},B

+ P
 M⋃
j=1
{Tn(j) > tj},
M⋂
j=1
{Tfe,n(j) ≤ tj},B
+ o(1)
≤P
 M⋃
j=1
{tj − ζ < Tn(j) ≤ tj}
+ P
 M⋃
j=1
{tj < Tn(j) ≤ tj + ζ}
+ o(1).
By the arguments in the proof of Theorem 2.1, we have P (tj − ζ < Tn(j) ≤ tj) = o(1). A careful
inspection of the proof shows that
max
1≤j≤M
max{P (tj − ζ < Tn(j) ≤ tj) , P (tj < Tn(j) ≤ tj + ζ)}
≤C
{√
ζM log(np) +M2(log(np))3/2/n+ 1/(M
√
log(np/M))
}
,
where the uniformity over 1 ≤ j ≤M is due to the fact that the constant C in (18) is independent
of t. By the union bound, we deduce that∣∣∣∣∣∣P
 M⋂
j=1
{Tn(j) ≤ tj}
− P
 M⋂
j=1
{Tfe,n(j) ≤ tj}
∣∣∣∣∣∣
≤
M∑
j=1
(P (tj − ζ < Tn(j) ≤ tj) + P (tj < Tn(j) ≤ tj + ζ)) + o(1)
≤M max
1≤j≤M
(P (tj − ζ < Tn(j) ≤ tj) + P (tj < Tn(j) ≤ tj + ζ)) + o(1)
≤C
(√
ζM3 log(np) +M3(log(np))3/2/n+ 1/
√
log(np/M)
)
+ o(1) = o(1).
Step 2 (bounding ̺2,n): For t = (t1, . . . , tM ), define
A(t) =
M⋂
j=1
A(tj; j) =
M⋂
j=1
⋂
S⊆[p],||S||0=j
{w ∈ Rp : w′SwS ≤ tj}.
It is easy to see that
M⋂
j=1
{Tn(j) ≤ tj} = {V ∈ A(t)},
M⋂
j=1
{T ∗fe,n(j) ≤ tj} = {V̂ ∗ ∈ A(t)}.
23
By Lemma 6.1, we know for any fixed t,
A1(t) :=
M⋂
j=1
A1(tj) ⊆ A(t) ⊆ A2(t) :=
M⋂
j=1
A2(tj),
where A1(tj) =
⋂
v∈Fǫ(j){w ∈ Rp : w′v ≤ (1 − ǫ)
√
tj} and A2(tj) =
⋂
v∈Fǫ(j){w ∈ Rp : w′v ≤
√
tj}
with ǫ = 1/n and Fǫ(j) being an ǫ-net for F(j) := {v ∈ Sp−1 : ||v||0 ≤ j}. Note that A1(t) and
A2(t) are both intersections of no more than M{(2 + 1/n)epn}M half spaces. Thus following the
arguments in Steps 2 and 3 of the proof of Theorem 2.1, we can show that ̺2,n = op(1), which
completes our proof. ♦
Proof of Theorem 2.3. The proof contains two steps. In the first step, we establish the consistency
of the infeasible test Tn(k), while in the second step we further show that the estimation effect
caused by replacing Γ with Γ̂ is asymptotically negligible.
Step 1: Consider the infeasible test Tn(k) = max1≤j1<j2<···<jk≤n
∑k
l=1
nz2jl
γjl,jl
. Define θ˜ =
(θ˜1, . . . , θ˜p)
′ with θ˜j = (Γθ)j/
√
γjj, and qj =
zj−(Γθ)j√
γjj
. Note that
z2j
γjj
=
(
qj + θ˜j
)2
. Also by Lemma
3 of Cai et al. (2014), we have for any 2r < a < 1− 2r,
P
(
max
j∈H
|θ˜j −√γjjθj| = O(pr−a/2)max
j∈H
|θj |
)
→ 1, (19)
where H denotes the support of θ. Suppose
√
γj∗1 ,j∗1θj∗1 ≥
√
γj∗2 ,j∗2θj∗2 ≥ · · · ≥
√
γj∗p ,j∗pθj∗p .We deduce
that with probability tending to one,
Tn(k) = max
1≤j1<j2<···<jk≤n
k∑
l=1
n
(
q2jl + θ˜
2
jl
+ 2qjl θ˜jl
)
≥
(
n
k∑
l=1
γj∗
l
,j∗
l
θ2j∗
l
+ n
k∑
l=1
q2j∗
l
+ 2n
k∑
l=1
qj∗
l
√
γj∗
l
j∗
l
θj∗
l
)
(1 + o(1))
≥
n
k∑
l=1
γj∗
l
,j∗
l
θ2j∗
l
+ n
k∑
l=1
q2j∗
l
− 2n
(
k∑
l=1
q2j∗
l
)1/2( k∑
l=1
γj∗
l
j∗
l
θ2j∗
l
)1/2 (1 + o(1)).
We claim that n
∑k
l=1 q
2
jl
= Op(k) for any S˜ := {j1, . . . , jk} ⊆ [p]. Note that
var
(
k∑
l=1
(nq2jl − 1)/
√
k
)
=
2
k
k∑
i,l=1
γ2ji,jl/(γji,jiγjl,jl) ≤
C
k
k∑
i,l=1
γ2ji,jl =
C
k
Tr(Γ2
S˜,S˜
) ≤ C/λ2min ≤ C,
where Tr(·) denotes the trace of a matrix. Therefore conditional on S˜, n∑kl=1 q2jl = Op(k). As qj
is independent of the non-zero locations of θ, n
∑k
l=1 q
2
j∗
l
= Op(k).
By the assumption that
∑k
l=1 γj∗l ,j
∗
l
θ2j∗
l
≥ (2k + ǫ) log(p)/n and n∑kl=1 q2j∗
l
= Op(k), we obtain
Tn(k) ≥
{
(2k + ǫ) log(p) +Op(k)−Op(
√
(2k + ǫ)k log(p))
}
(1 + o(1)). (20)
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Under Assumption 2.5, we have by Lemma 6 of Cai et al. (2014),
max
1≤j1<j2<···<jk≤p
n
k∑
l=1
q2jl ≤ kn max1≤j≤p q
2
j = {2k log(p)− k log log(p)}+Op(1).
As shown in Theorem 2.1, the bootstrap statistic T ∗fe,n(k) imitates the sampling distribution of
max1≤j1<j2···<jk≤n
∑k
l=1 nq
2
jl
. By Step 2 in the proof of Theorem 2.1, we have
c∗α(k) ≤ {2k log p− k log log(p)}+Op(1). (21)
Combining (20) and (21), we get
P (Tn(k) > c
∗
α(k))→ 1.
Step 2: Next we quantify the difference between Tn(k) and Tfe,n(k). Note that
|Tn(k) − Tfe,n(k)| ≤ max
1≤j1<j2<···<jk≤p
n
k∑
l=1
∣∣∣ξ2jl − ξ̂2jl∣∣∣ ≤ nk max1≤j≤p |ξ̂2j − ξ2j |.
We define θ̂j and q̂j by replacing Γ with Γ̂ in θ˜j and qj. Simple algebra yields that
ξ̂2j − ξ2j =(q̂j + θ̂j)2 − (qj + θ˜j)2 = (q̂j − qj + θ̂j − θ˜j)(qj + θ˜j + q̂j + θ̂j). (22)
Using similar argument in Step 1 of the proof of Theorem 2.1, we obtain
max
1≤j≤p
|qj − q̂j | = Op (d log(p)/n) ,
and
max
1≤j≤p
|θ˜j − θ̂j| = Op(d
√
log(p)/n) max
1≤j≤p
|θj|+Op(
√
d log(p)/n) max
1≤j≤p
|θ˜j|,
where we have used (9), (17), the triangle inequality and the fact that max1≤j≤p |(Γθ)j | ≤
Cmax1≤j≤p |θ˜j | for some C > 0. By (19), we have with probability tending to one, maxj∈H |θ˜j | ≤
(C ′ + o(1))maxj∈H |θj| for C ′ > 0. Define the event
A =
{
max
1≤j≤p
|θj| < C0
√
log(p)/n
}
,
for some large enough constant C0 > 0. On A, we have max1≤j≤p |θ˜j − θ̂j| = Op(d log(p)/n). In
view of (22), we have on the event A,
|ξ̂2j − ξ2j | = Op(d(log(p)/n)3/2)
which implies that
|Tn(k)− Tfe,n(k)| ≤ Op(kd(log(p))3/2/
√
n).
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For any ǫ > 0, pick C ′′ such that
P (|Tn(k)− Tfe,n(k)| ≤ C ′′kd(log(p))3/2/
√
n|A) ≥ 1− ǫ.
Thus we have
P (Tfe,n(k) > c
∗
α(k)|A) ≥P (Tn(k) > c∗α(k) + |Tn(k)− Tfe,n(k)||A)
≥P (Tn(k) > c∗α(k) + C
′′
kd(log(p))3/2/
√
n|A)− ǫ.
(23)
Recall for ζ > 0 with ζk log(np) = o(1), we have
P (t ≤ Tn(k) ≤ t+ ζ) = o(1).
See Step 1 in the proof of Theorem 2.1. Under the assumption that k2d(log(np))5/2/
√
n = o(1),
we have
P (Tn(k) > c
∗
α(k)|A) − P (Tn(k) > c∗α(k) + C
′′
kd(log(p))3/2/
√
n|A)
=P (c∗α(k) < Tn(k) ≤ c∗α(k) + C
′′
kd(log(p))3/2/
√
n|A) = o(1).
Together with (23) and the result in Step 1, we obtain
P (Tfe,n(k) > c
∗
α(k)|A) ≥ P (Tn(k) > c∗α(k)|A) − o(1) − ǫ→ 1− ǫ.
Suppose max1≤j≤p |θj | = |θk∗
1
|. On Ac, we have for large enough C0,
Tn(k) ≥n
(
q2k∗
1
+ θ˜2k∗
1
+ 2qk∗
1
θ˜k∗
1
)
≥ C1 log(p) > 2k log(p)− k log log(p),
which holds with probability tending to one. It implies that P (Tn(k) > 2k log(p) −
k log log(p)|Ac)→ 1. Similar argument indicates that
P (Tfe,n(k) > c
∗
α(k)|Ac)→ 1. (24)
By (23) and (24), we deduce that
P (Tfe,n(k) > c
∗
α(k)) = P (A)P (Tfe,n(k) > c
∗
α|A) + P (Ac)P (Tfe,n(k) > c∗α|Ac)→ 1− ǫP (A).
The conclusion follows as ǫ is arbitrary.
Finally, we show the consistency of T˜fe,n(M). As T˜
∗
fe,n(M) imitates the sampling distribution
of T˜fe,n(M) under the null, we know
c˜∗α(M) =
√
2M log(p)(1 + op(1)).
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Therefore we have
P (T˜fe,n(M) > c˜
∗
α(M)) ≥ P
(√
1−M/n
2M
(Tfe,n(M)−M) > c˜∗α(M)
)
→ 1.
♦
Proof of Proposition 2.2. Under Assumption 2.6, we have |X¯ |∞ = Op(
√
log(p)/n) and |Z|∞ =
Op(
√
log(p)/n). By the arguments in van de Geer et al. (2014), (8), (9) and (10) still hold
under the sub-gaussian assumption. Therefore using the same arguments in Step 1 of the proof of
Theorem 2.1, we can pick ζ1 and ζ2 such that
P (|Tn(k)− Tfe,n(k)| > ζ1) ≤ ζ2,
where ζ1k log(np) = o(1) and ζ2 = o(1). Thus we have
|P (Tn(k) ≤ t)− P (Tfe,n(k) ≤ t)| ≤ P (t− ζ1 < Tn(k) ≤ t) + P (t+ ζ1 ≥ Tn(k) > t) + 2ζ2.
By Lemma 6.1, we have
P (t− ζ1 < Tn(k) ≤ t)
≤P ((1− ǫ)(
√
t−
√
ζ1) ≤ max
v∈Fǫ
v′V ≤ (1− ǫ)
√
t) + P ((1− ǫ)
√
t ≤ max
v∈Fǫ
v′V ≤
√
t).
Corollary 2.1 in Chernozukov et al. (2015) yields that
P (t− ζ1 < Tn(k) ≤ t)
≤P ((1 − ǫ)(
√
t−
√
ζ1) ≤ max
v∈Fǫ
v′W ≤ (1− ǫ)
√
t) + P ((1 − ǫ)
√
t ≤ max
v∈Fǫ
v′W ≤
√
t) + cn,p,k,
where ǫ = 1/n and cn,p,k = C{k log(pn/k)}7/6/n1/6 = o(1) under the assumption in Proposition
2.2. Thus following the arguments in the proof of Theorem 2.1, we can show that
sup
t≥0
|P (Tfe,n(k) ≤ t)− P (Tn(k) ≤ t)| = op(1), (25)
as we only need to deal with the Gaussian vector W and the arguments are analogous as above.
On the other hand, by Lemma 6.1 and Corollary 2.1 in Chernozukov et al. (2015), we have
P (Tn(k) ≤ t)− P
(
TW (k) ≤ t) ≤P (max
v∈Fǫ
v′V ≤
√
t)− P (max
v∈Fǫ
v′W ≤ (1− ǫ)
√
t)
≤P ((1 − ǫ)
√
t ≤ max
v∈Fǫ
v′W ≤
√
t) + cn,p,k. (26)
Similarly P
(
TW (k) ≤ t)−P (Tn(k) ≤ t) can be bounded above by the same quantity on the RHS
of (26). Thus we have
sup
t≥0
|P (Tn(k) ≤ t)− P
(
TW (k) ≤ t) | ≤ sup
t≥0
|P ((1 − ǫ)
√
t ≤ max
v∈Fǫ
v′W ≤
√
t)|+ cn,p,k = o(1), (27)
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where we have used the Nazarov inequality and Lemma 7.4 in Fan et al. (2015) to control the term
supt≥0 |P ((1− ǫ)
√
t ≤ maxv∈Fǫ v′W ≤
√
t)|. The conclusion thus follows from (25) and (27). ♦
Proof of Proposition 3.1. The negative log-likelihood (up to a constant) is given by
ln(θ1, θ2) =
1
2
n1∑
i=1
(Xi − θ1)′Γ1(Xi − θ1) + 1
2
n2∑
i=1
(Yi − θ2)′Γ2(Yi − θ2).
Under the null, we have θ := θ1 = θ2. The MLE for θ is given by
θ˜ = (n1Γ1 + n2Γ2)
−1
(
Γ1
n1∑
i=1
Xi + Γ2
n2∑
i=1
Yi
)
.
Define
(∆˜, θ˜2) = argmin
θ2∈Rp,∆∈Θa,k
ln(θ2 +∆, θ2)
and θ˜1 = θ˜2 + ∆˜. Taking the derivative of ln(θ2 + ∆, θ2) with respect to θ2 and setting it to be
zero, we obtain
θ˜2 = θ˜ −C1∆˜.
Thus by direct calculation, we have
min
θ1−θ2∈Θa,k
ln(θ1, θ2) = min
∆∈Θa,k
[
n1
2
{
∆′C ′2Γ1C2∆− 2∆′C ′2Γ1(X¯ − θ˜)
}
+
n2
2
{
∆′C ′1Γ2C1∆+ 2∆
′C ′1Γ2(Y¯ − θ˜)
}]
+ ln(θ˜, θ˜).
The log-likelihood ratio test for testing H ′0 against H
′
a,k is given by
LRn(k) =2ln(θ˜, θ˜)− 2 min
θ1−θ2∈Θa,k
ln(θ1, θ2)
= max
∆∈Θa,k
[
n1
{
2∆′C ′2Γ1(X¯ − θ˜)−∆′C ′2Γ1C2∆
}
− n2
{
∆′C ′1Γ2C1∆+ 2∆
′C ′1Γ2(Y¯ − θ˜)
}]
.
Recall that Ω21 = C ′2Γ1C2, Ω
12 = C ′1Γ2C1, X˜ = C
′
2Γ1(X¯ − θ˜) and Y˜ = C ′1Γ2(Y¯ − θ˜). Therefore we
have
LRn(k) = max
S:||S||0=k
max
∆S∈Rk
[
n1
{
2∆′SX˜S −∆′SΩ21S,S∆S
}
− n2
{
∆′SΩ
12
S,S∆S + 2∆
′
S Y˜S
}]
(28)
= max
S:||S||0=k
(n1X˜S − n2Y˜S)′(n1Ω21S,S + n2Ω12S,S)−1(n1X˜S − n2Y˜S),
where the maximizer in (28) is equal to ∆ˆS = (n1Ω
21
S,S + n2Ω
12
S,S)
−1(n1X˜S − n2Y˜S). ♦
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Figure 2: Power curves for Tn(k), where k = 1, 5, 10, 20, and Σ = (σi,j)
p
i,j=1 with σi,j =
0.6|i−j|. Here p = 200 for the left panels and p = 1000 for the right panels. The number of
Monte Carlo replications is 100000.
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Table 1: Rejection probabilities in % for Models (a), (b), (c), and (d), where p = 50, 100, 200,
and n1 = n2 = 80. The results are obtained based on 1000 Monte Carlo replications.
Model p T 2 BS CQ CLX Tfe,n(4) Tfe,n(8) Tfe,n(12) Tfe,n(24) T˜fe,n(40)
(a) H0 50 5.5 6.8 6.8 4.1 5.5 5.5 5.6 5.4 6.0
100 6.6 6.3 6.3 6.2 6.9 6.1 5.8 4.8 6.7
200 NA 5.1 5.1 5.7 6.8 5.3 5.5 4.3 5.1
Case 1 50 22.9 10.5 10.5 32.4 40.7 40.2 38.9 35.5 42.7
100 34.8 19.6 19.6 56.8 80.4 81.7 81.6 79.4 82.1
200 NA 28.9 28.9 81.7 96.5 97.7 98.4 98.6 98.5
Case 2 50 88.3 32.0 32.0 70.3 91.1 94.3 96.1 96.1 92.6
100 55.8 37.6 37.6 77.4 93.5 96.1 96.3 97.0 95.9
200 NA 42.0 42.0 97.9 99.9 100.0 100.0 100.0 100.0
(b) H0 50 5.5 6.6 6.6 5.2 5.9 6.7 5.9 6.2 6.4
100 6.6 8.2 8.2 5.8 8.7 6.6 5.9 5.6 6.9
200 NA 5.8 5.8 6.5 8.1 6.9 6.0 4.9 6.0
Case 1 50 16.5 9.2 9.2 23.0 28.2 28.7 27.4 24.6 29.1
100 30.9 16.8 16.8 35.3 53.0 53.2 52.2 49.5 53.4
200 NA 22.8 22.8 57.7 80.3 84.0 84.9 83.3 84.1
Case 2 50 71.5 24.6 24.5 62.6 83.2 87.9 88.4 86.7 83.6
100 47.0 31.3 31.3 50.1 74.8 77.9 78.7 79.7 77.7
200 NA 33.8 33.8 78.5 93.3 95.3 95.6 95.9 95.9
(c) H0 50 5.5 6.6 6.6 4.4 7.3 7.2 6.8 6.2 7.1
100 6.6 7.0 7.0 6.9 8.1 7.4 7.2 6.4 7.1
200 NA 5.9 5.9 7.5 8.2 7.4 6.3 5.8 6.5
Case 1 50 15.6 14.4 14.4 16.5 22.0 21.2 19.5 17.6 21.8
100 19.7 28.0 28.0 30.1 43.0 42.5 40.6 37.2 43.7
200 NA 47.9 47.9 45.9 69.4 71.9 71.4 68.4 71.1
Case 2 50 47.1 52.3 52.3 37.1 56.6 60.3 59.1 57.8 56.8
100 52.4 63.2 63.3 53.5 78.3 80.4 81.4 81.6 80.1
200 NA 70.0 70.0 60.0 82.9 86.6 87.5 87.9 87.7
(d) H0 50 5.5 6.6 6.5 3.5 5.6 5.9 5.9 5.7 5.6
100 6.6 6.3 6.3 5.1 7.0 6.2 5.7 5.5 6.7
200 NA 5.6 5.6 5.3 6.5 6.1 5.2 4.6 5.5
Case 1 50 32.3 7.7 7.7 26.2 35.7 35.2 33.2 30.2 35.5
100 36.8 7.8 7.8 77.5 91.9 93.8 93.8 93.1 93.6
200 NA 7.4 7.4 96.1 99.6 100.0 100.0 100.0 100.0
Case 2 50 79.9 8.2 8.2 82.7 95.9 98.0 98.4 99.0 97.5
100 86.3 7.7 7.7 99.9 100.0 100.0 100.0 100.0 100.0
200 NA 8.4 8.4 97.5 100.0 100.0 100.0 100.0 100.0
Note: T 2, BS, CQ and CLX denote the Hotelling’s T 2 test and the two sample tests in Bai and
Saranadasa (1996), Chen and Qin (2010), and Cai et al. (2014) respectively.
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Figure 3: Empirical powers for CQ, CLX and the proposed tests under Models (a), (b), (c),
and (d), and case 3, where n1 = n2 = 80 and p = 100, 200. The results are obtained based
on 1000 Monte Carlo replications.
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Figure 4: Empirical powers for CQ, CLX and the proposed tests under different signal
allocations, where n1 = n2 = 80 and p = 100, 200. The results are obtained based on 1000
Monte Carlo replications.
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