Health monitoring systems have evolved into complex diagnostic systems. Researchers are attempting to include prediction, or prognostics, into such systems and are resorting to hybrid systems fusing statistics, data mining, expert systems, neural networks, and more into system that perform not only health monitoring and diagnostics but prognostics as well. However, no work has been reported on systems based on chemical or other non-electrical processes where the interactions of the various operating parameters are subtle, complex, and correlated in unknown or difficult to elicit ways. This paper describes the use of neural networks to provide early detection of the onset of operational failure in such devices and suggests ways to use it as part of a prognostic system.
INTRODUCTION
Health monitoring systems have evolved into complex diagnostic systems. These systems have become so pervasive that copier users are walked through the steps necessary to remove paper jams, replace malfunctioning processor units, and so on without anyone giving it a second thought. Other examples abound in the marketplace. Recently, developers of health monitoring and diagnostic systems are attempting to expand the technology to include prediction. Prognostic technology has great economic implications, in that along with the early detection of an emergent problem comes the prediction of remaining life. This allows for continued operation at reduced capacity or for immediate cessation of operation to avoid more extensive damage. Many researchers are working on this next step. Prognostic techniques tend to be hybrids, fusing statistics, data mining, expert systems technology, neural networks, and so on into a more comprehensive intelligent system capable of doing not only monitoring and diagnostics but prognostics as well.
Although much relevant recent work has been reported in the literature [1] [2] [3] [4] [5] [6] [7] , no mention is found in recent literature of techniques providing intelligent prognosis for a large class of systems based on chemical or other non-electrical processes where the interactions of the various operating parameters are subtle, complex, and correlated in unknown or difficult to elicit ways. Examples of such systems are semiconductor manufacturing appliances, rocket engines, and chemical oxygen-iodine lasers (COILs), which depend on flow, pressures and temperatures for successful operation.
Most users of such complex systems are content to monitor the operating parameters and attempt to hold them to the prescribed values, trusting the design of the system to successfully complete the process. The only clue that the operators have that something is amiss is that the product yield fails to meet specifications. At that point, the operators are obliged to perform whatever preventative maintenance required. When such systems are first placed into production, often a group of them are run to failure, and then the statistics thus gathered are used as guidance for prescriptive maintenance. As of this writing, this is the only way to determine when to take a given system out of production and perform maintenance; otherwise, the operators must wait until it fails. In many settings, this is unacceptable, as running out of specification can be very expensive, as determining that process failure has occurred can take so long that several batches of product can be ruined before the first ruined batch is found to be defective. In other settings, knowing how many more cycles that can run before a shutdown is required can vital, as in a weapon system where a complex device such as a COIL is an essential part. Thus, the ability to detect emergent faults and providing a prognostic technique for such complex systems would provide a significant contribution. The purpose of this paper is to describe a technique for the early detection of emergent faults in such systems and suggest a way to use it in a prognostic setting.
HYPOTHESIS
The basis of this method is the hypothesis that if a neural network can detect the difference between proper operation and improper operation, it can detect the onset of improper operation in the following manner. Assume that the health monitoring system is taking readings at regular intervals while the process is on going. This is, of course, required by the control system of the device to regulate the flows and pressures being supplied. Temperature, pressure and other resulting parameters would be captured to supply the necessary feedback to the control system as well as to insure that a run-away condition would be detected and dealt with so as to protect the system from damage. A neural network would be trained to identify when the system is running properly and also when the system is running improperly and producing bad product. If the process engineers knew which subtle correlations meant that the process was not running properly, a neural net would not be needed, as they could devise a straight-forward algorithm to identify the trend towards process failure; however, as stated above, the meanings of the trends in this class of systems is extremely difficult to elicit, and the correlations are too subtle to be easily found. However, as archival data would be available as captured by the health monitoring system, it is easy to identify times at when the system is running properly and times when it running incorrectly. This data would be used to train the network. The notion is that when the network is presented with a system that is trending towards problems, a certain number of data sets would be interpreted as "bad," while the rest of them would be judged as "good". The closer to process failure, the higher the ratio of "bad" to "good" readings obtained. When the process proceeds to failure, the readings would be all "bad." This provides early detection of the emergent fault. Given a reasonable amount of archival data, two possible prognostic methods suggest themselves. One is that the degree of fault could be determined by the ratio of "bad" to "good" data points, with the system being taken out of service when a pre-determined bad/good ratio is achieved. This ratio could be determined by mining the archival data to determine what that ratio should be. The second is that the average number of cycles to failure can be determined from the archival data and an appropriate statistic developed that is used upon initial detection of the problem. Here, a certain number of cycles would be established as remaining time before maintenance is called for. Of course, a combination of the two methods could also be used, depending on how much variation there was in the time between first detection and process failure.
TESTING THE HYPOTHESIS 3.1 Establishing Feasibilty
To establish the feasibility of the hypothesis, a simple simulation was devised. Through a series of trials, it was determined that a simple back-propagation neural network would suffice to detect the "good" versus "bad" condition presented in the synthetic data generated by the model. The MatLab Tm neural network toolbox was used, and the result was a preliminary confirmation of the hypothesis, in that the "marginal" data showed progressively more and more "bad" points as the data was skewed incrementally from "good" to "bad" and presented to the trial networks. There was a non-linearity in the result, which was explained by the use of a hyperbolic tangent bipolar activation function in the inner layer of the network.
Testing With Real Data
To confirm the hypothesis, we need to attempt to use data from a real system. Data from test firings of a research COIL were obtained, one of the few times that the system was set to its baseline settings. Although this is an extreme example of the kind of system of interest, it was felt that the data would suffice to either confirm or refute the hypothesis. Normally, this COIL's parameters are altered in various ways to achieve the research goals of various experiments. The data obtained include three good firings, three marginal and three bad firings. The test here would be to train a network with the good and bad firings, then run all of the data through the network so trained to verify that the marginal firings would show some "partway" value in the means of the results, while the good and bad firings would run true to course and indicate all good or all bad, as the case may be. Because of the small amount of data, an independent training set could not be set aside; therefore, the training set was derived by bootstrapping one from out of the available data. At this juncture, a small digression is in order. First is a brief discussion of the COIL, followed by a similarly brief discussion of bootstrapping.
A chemical oxygen-iodine laser can be described as a rocket engine with portholes. The chemical reaction within the reaction chamber is the energy source for the laser. Chlorine, potassium hydroxide, and hydrogen peroxide react energetically, resulting in the production of singlet oxygen as part of the exhaust. As the exhaust passes through a venturi (for all intents, the rocket nozzle), where the pressure is lower than in the reaction chamber, it is seeded with iodine, which receives the energy from the singlet oxygen. The "pumped" iodine then reemits this energy as a photon. Bootstrapping is a statistical method used to "extend" Figure 1 . Chemical Oxygen Iodine Laser (COIL) data when a sufficiently large data set is not readily available. The principle relied on is that a set of data randomly chosen from the parent data set will mirror the statistics of the parent set. Thus, if such a set is used for training a neural network, it will provide ample statistical representation of the original data for the network to properly function with the actual data set without presenting all of the data. It is related to the statistical jackknife and other "leave one out" methods. A good basic discussion of bootstrapping can be found in reference [8] .
The training sample was derived as follows. First, the data was paired with target values. The target for the three "good" data sets was zero and the target for the "bad" data was one. The data was concatenated to form one 6000 sample set, the first 3000 being 1000 points from each of the "good" data sets and the second 3000 from 1000 points from each of the "bad" data sets. Then 1000 points were bootstrapped from the concatenated set to form the training set. The network was trained to point where the error was being the largest. The "bad" segments all are about 1, with the least being the last at 0.881. Meanwhile, the marginal runs weigh in at about the same as before, the values being 0.436, 0.385 and 0.0994, respectively. Under this scenario, the third marginal run could easily be mistaken for a good run, as in the more aggressively post-processed case. It would appear, then, that the post-processing used on the data as presented in figure 4 is appropriate to this kind of data.
For the particular COIL from which the data was obtained, the notion of prognostics is somewhat irrelevant, as it is not a production device; it is hardly ever used for very long in any given configuration. The relevance of this finding for this device is that it could provide a diagnostic indicator for this system. More importantly, however, is that this result seems to indicate the validity of the approach for complex systems of this type. For an application involving a production system, this method can be the starting point for a prognostic algorithm. To turn this method into a prognostic rather than a diagnostic, much more data would be required to determine a statistically derived average number of cycles until predicted failure, or an empirically determined signature of the maximum deviation from nominal to be used as a threshold. The two data points, in fact, might be required to determine just when to shut down and do whatever maintenance must be done to return the system to full efficiency. Then, the productive life left in the system until mandatory shutdown is required can be determined based on real operation and not an arbitrary schedule.
CONCLUSIONS
The conclusions that may be drawn from this series of experiments is that the original hypothesis is valid -that the network is able to detect the first signs of an impending failure in complex systems based on chemical or non-electrical processes. That it seems to be supported by real data even under the extreme circumstances found in a COIL is very encouraging. As of this writing, data from a semiconductor fabrication facility at the Rio Rancho Intel plant is being made available to this author. The economic impact of switching from prescriptive to predictive maintenance for these systems is estimated to be millions of dollars annually. If the method shown here can be applied to these systems, the benefit will be large. Thus, the next step will be to determine the suitability of this technique for these fabrication devices. There is potentially enough data available to actually attempt a full-up prognostic, going beyond the initial detection to predicting productivity remaining.
