Abstract-One of the main requirements of biometric systems is the ability of producing very low false acceptation rate, which very often can be achieved only by combining different biometric traits. The literature has shown that the pattern classification approach usually surpasses the classifier combination approach for this task. In this work we take into account the pattern classification approach, but considering the one-class classification approach. We show that one-class classification could be considered as an alternative for biometric fusion specially when the data is highly unbalanced or data from a single class is available. The results for one-class classification reported in this paper compares to the standard two-class SVM and surpasses all the conventional classifier combination rules tested.
biometric trait [7] . In the second case, the scores produced by each biometric system are considered as features to feed a classifier. In such a case, each input pattern should be labeled as genuine or impostor. In this vein, several works using different classification strategies such as neural networks, k-NN, quadratic classifiers, and Support Vector Machines (SVM), can be found in the literature [13] , [5] , [9] , [4] .
To the best of our knowledge, the works using the pattern classification approach for multimodal biometrics consider the classification problem as a two-class problem. The drawback of this strategy is that very often the amount of data available for training is not sufficient and not very representative to guarantee good parameter estimation and generalization capabilities [3] . In some cases just the patterns coming from one class (genuine or impostor) are available or the data is hugely unbalanced. In other cases just samples of the target class can be used to build a model. The boundary between the two classes has to be estimated from data of only one class (genuine or impostor). In other words, the task consists in defining a boundary around the target class, such that it accepts as much of the target samples as possible, while it minimizes the chance of accepting outliers. This is known in the literature as one-class classification.
In this paper we discuss the combination of different biometric matchers to improve accuracy, efficiency, robustness and fault tolerance of biometric systems. Our focus is to demonstrated that one-class classification can be considered as an alternative to combine different systems when only data coming from one class are available for training. We have carried out several experiments to better assess the results. First we apply conventional combination rules such as sum, product, mean, etc. Then we used a pattern classification approach with the standard two-class SVM to combine the biometric systems.
The last part of the experiments was devoted to the pattern classification approach using one-class SVM. We demonstrated that one-class classification can perform very well for biometric fusion when only data from one class (e.g., impostor) are available for training or the datasets are unbalanced. The results reported in this paper, using four different systems of the Biometric Scores Set, Release 1 database (NIST BSSR1), compare to the conventional twoclass SVMs and surpasse all the combination rules reported in the literature.
The remaining of this paper is organized as follows. Section II describes the NIST BSSR1. Section III briefly review the one-class methods and describes the basics about one-class SVM. Section IV reports all the experiments that were carried out. Finally, conclusions are stated in the last section.
II. DATABASE
The database used in this work is the NIST Biometric Scores Set, Release 1 (BSSR1) [11] , which contains face and fingerprint matching scores. The database was built with face and fingerprint data from 517 subjects. Two face matchers (C and G), and one fingerprint matcher (V) were used to produce the scores. Therefore, it contains four 517×517 similarity matrices: right index fingerprints scored by matcher V (R), left index fingerprints scored by matcher V (L), frontal face images scored by matcher C (C), and frontal face images scored by matcher G (G). Each similarity matrix contains 517 genuine scores and 266,772 (517×516) impostor scores. Figure 1 depicts this database. The Receiver Operating Characteristics (ROC) curves depicted in Figure 2 show the baseline performance for BSSR1 data. To better compare the results of the four matchers and make it possible further combinations, one should define a comparison criterion. One of the most used criterion when considering ROC, is the Area Under the Curve (AUC). The bigger the AUC, the better the system. A perfect system would have AUC = 1.0. In the context of the BSSR1 Set 1, the best performance is achieved by system C (Face with matcher C), which has an AUC = 0.989, against 0.982, 0.981, and 0.962 from G, R, and L, respectively.
Another way to compare systems using ROC is to define a FAR (e.g., 10 −4 ), and verify which system provides the best Genuine Acceptance Rate (GAR). This is a common request of biometric systems, since they usually require very low FAR. In this case, it is easy to observe from Figure 3 that the system R (Right Fingerprint) overcomes all the others by producing a GAR of 0.85 for the FAR fixed at 10 −4 . As we can see, even the system with the lower AUC (system L) performs better than C and G using this criterion.
III. ONE-CLASS CLASSIFICATION
The problem in one-class classification lies in making a description of a target set of objects and detecting which new objects resemble this training set. Differently from conventional binary classification, one-class classification faces the problem of having information available only from a single class. The objects from this class are called the target objects while all the others are hence the outlier objects.
Several different terms have been used to address one-class classification, such as outlier detection, novelty detection, and concept learning [6] , [18] . These different terms are usually used to represent different problems of one-class classification. The most common of them is outlier detection, which consists in detecting those samples that do not resemble the bulk of the dataset in some way. One-class classification is also indicated for those problems were one of the classes is sampled very well, while the other class is severely undersampled. This arrives often when the measurements on the undersampled class might be very expensive or difficult to obtain.
Several models have been proposed in the literature for one-class classification. Most of them can be categorized into two groups: density and boundary approaches. As the name indicates, the density approach uses a density method to directly estimate the density of the target objects [1] , [12] , [16] . In the testing procedure, a new sample is classified as outlier if its surrounding region has a probability density below a specified threshold. The problem here is that sometimes it could be impossible to estimate the complete density of the data (e.g., small sample sizes). Boundary approaches have been developed focusing only on the boundary of the data in order to overcome this kind of difficulty. Consequently, it can avoid the estimation of the complete probability density and makes it possible to learn from data when the exact target density distribution is unknown. For these methods, it is sufficient that the user indicates just the boundary of the target class by using examples. One does not have to model or sample the complete distribution [17] .
The first attempts on this direction were made by Moya et al. [10] , by training a neural network with extra constraints to give closed boundaries. More convincing results were presented by Scholkopf et al. [14] . They proposed to separate the target samples from the origin with maximal margin using a hyperplane. In the same vein, we can find the work of Tax and Duin [18] .
A. SVM Overview
In this section we briefly describe the standard Support Vector Machines (SVM) proposed by Vapnik [20] and the modifications introduced by Scholkopf et al. [14] to build the one-class SVM, with the aim of making this paper selfcontained.
The idea of the SVM is to map the input vectors into a high dimension feature space using the "kernel trick" and then construct a linear decision function in this space so that the dataset would be separated with a maximum margin. Let dataset (x 1 , y 1 ), ..., (x l , y l ), x ∈ n , y ∈ {1, −1} be a training set. The standard SVM should solve the following primal problem:
where Φ is the kernel function. The solution w and b of this equation form the linear decision function. ξ is known as slack variable. The parameter C indicates how severely errors have to be punished. The choice of C may have a strong effect on the behavior of the classifier for difficult classification problems, e.g., if the errors are punished too much, the SVM can overfit the training data. For computational reasons, instead of solving the problem of Equation 1 directly, the SVM solve its dual problem, as follows:
where
To avoid computing dot product in the high dimension feature space, the SVM uses a kernel function. One of the most common used kernel is the RBF Kernel, K(x 1 , x 2 ) = e −γ(x1−x2)(x1−x2)
Like the traditional SVM, the one-class algorithm maps the input data into a high dimensional feature space (via a kernel) and iteratively finds the maximal margin hyperplane which best separates the training data from the origin. It can be viewed as a classical two-class SVM where all the training data lies in the first class, while the origin is taken as the only member of the second class. It uses a parameter v ∈ {0, 1} to control the tradeoff between training error and model complexity [19] .
Given a training set without any class information, x i ∈ n , i = 1, . . . , l, the primal form of the one-class SVM is as follows:
The solution w and ρ of Equation 3 form the linear decision function. The dual problem of one-class SVM is as follows:
. Figure 4 presents a simple example of one-class SVM to illustrate how the data can be separated from the outliers. Considering the context of the biometric fusion, Figure  4a shows the distribution of the impostors (the support is indicated by the circle that encloses the data) and a small group of genuine (in this case, the outliers) in the input space. Outliers are any data instance that lie outside the support of the training data. After using a suitable kernel to project the data onto the feature space, the data distribution is shown in Figure 4b . The hyperplane w separates the training data from the origin by a maximal margin ρ ||w|| . Data mapped to the same side of the origin will be given a negative one-class SVM value (f oc < 0), whereas those mapped to the side of the training data will have positive values
In this work we have used the RBF kernel. However, differently from the traditional two class formulation, there is no explicit penalties for false positives. As a consequence, larger values of γ in the RBF kernel are required to achieve tight approximations for the performance region. What one can observe is that SVM tends to degenerate into Parzen window estimators as larger values for γ are used.
IV. EXPERIMENTS
As stated elsewhere, the main objective in combining several matchers is to improve the reliability of the system. In the ROC context, this means improving the AUC or more specifically, improving the GAR for a given FAR. In this work we adopted as metric the GAR for the FAR fixed at 10 −4 . In this section we present three different sets of experiments. As stated in the introduction, biometric fusion can be approached as a classifier combination problem or as a pattern classification problem. First, we report all the experiments carried out based on the classifier combination approach. Then, the remaining experiments are related to the pattern classification strategy. First we apply the classical two-class SVM and then the proposed one-class SVM. The objective of all these experiments is to provide a good basis for comparison.
A. Classifier Combination
Typically, matcher scores vary from one system to another in scale, distribution, and meaning. Consequently, matcher scores for each modality must be first normalized to the same interval. In these experiments we have used three wellknown normalization methods, namely, Z-Score, Min-Max, and Column-norm [8] , [15] .
After normalization, we have tested the following fusion rules: sum, weighted sum, product, max, min, and mean. Table I compares all these combination rules using the aforementioned normalization strategies. From Table I , we see that the normalization method MinMax usually leads to the best performance. The same findings were reported by Snelick et al. [15] . We also can observe that the weighted sum is the best combination rule for this database. Some justification for this behavior can be found in the works done by Jain and Ross [7] and Fierrez et al. [3] . They argue, and show through experimentation, that the performance of biometric systems can be further improved by learning user-specific parameters. In such a case, the parameters would be the weights used by each matcher, which indicate the importance of matching scores provided by each biometric trait. One drawback of this approach compared to other combination rules is the need of finding the best weights through some kind of search. In our experiments we have used an exhaustive search to define the best weights for the weighted sum approach. The best weights were 0.3C, 0.4G, 0.2R, and 0.1L. This combination achieved a GAR of 0.99 for the FAR fixed at 10 −4 . This emphasizes that all the matchers are important to produce a more reliable combination. Figure 5 shows the ROC for the weighted sum rule using Min-Max normalization. 
B. Two-class SVM
So far, we have seen that most of the combination rules can yield interesting improvements. In this section we report the experiments carried out using the standard two-class SVM. We demonstrate that the results achieved by the weighted sum rule can be further improved. Moreover, the results reported here will help us to better assess the results produced by the one-class SVM.
Since this is a pattern classification approach, the database should be divided into training, validation, and testing. Therefore, we have used 217 genuine and 240,000 impostors for testing and 300 genuine and 20,000 impostors for training and validation. For validation we have used a k-fold crossvalidation (k = 10) because of the small number of genuine samples. The kernel used in these experiments was the RBF and the parameters C and γ were determined through a grid search.
We have evaluated the impact of increasing both the number of genuine and impostor samples. For the genuine, the size of the database ranges from 100 to 300 while for the impostors it ranges from 100 to 20,000. We have noticed that increasing the number of genuine samples brings a slight improvement to the performance, but the highest improvement was achieved when the number of impostors was increased. What we could observe in the experiments is that after 10,000 impostors the results are no further improved. Figure 6 shows the performance of the standard two-class SVM and compares it to the weighted sum as well. [4] have used with success an SVM to compute a multimodal combined score using face, fingerprint and on-line signature. Jiang and Su [9] demonstrate that the fusion using SVM surpassed methods such as Fisher Linear Discriminant Analysis and weighted sum.
Similarly to the weighted sum approach, here we have noticed the same behavior regarding the importance of the matchers. We have performed an exhaustive feature selection (feasible because we have only four features) and the best results were produced when the four matchers were available.
C. One-class SVM
For the experiments regarding one-class classification the database was divided into 20,000 impostors for training, 2,000 impostors for validation, and 517 genuine plus 240,000 for testing. As for the two-class, here the kernel used was the RBF, where the following two parameters have to be adjusted: the maximum fraction of training error, v, and the kernel parameter, γ. According to Scholkopf et al. [14] , when the offset of the hyperplane for the origin is greater than zero, then the parameter v can be set to the highest allowable fraction of misclassification of the target class. In our case, we allow 1% of error on the training set, i.e., v = 0.01.
The impact of changing different values for v can be visualized in Figure 7 . In this experiment we have used two matchers (L and R) as features and two different values for v, 0.01 and 0.001. Using v = 0.01 we get a more specialized boundary, while v = 0.001 produces more generic boundary. In order to tune the kernel parameter, one can attemp to minimize the number of support vector, which is divided by the number of training examples. It gives a leave-one out bound on the test error of the training data [2] . Another alternative is to maximize the margin of separation from the origin, ( ρ ||w|| from Figure 4 ), which is equivalent to minimizing the radius of the smallest sphere enclosing the data [18] . In any case, the most common way to find the kernel parameter is through a validation set. Because of the nature of the problem, validation set rarely exists, which makes the task of parameter tuning more difficult.
Taking into account that we have access to few data coming from the genuine class, we could have used them to build a validation set to tune the parameters. But to better simulated the difficulties of the one-class classification we have used just samples (2,000) of impostors in our validation set.
Like in the previous simulations with the standard twoclass SVM, here we have also assessed the impact of the size of the database. We have varied the size of the database from 100 to 20,000 and noticed just a slight improvement until 5,000. After that, we have observed no improving. In other words, the 3,000 samples represent quite well the cluster of impostors. Figure 8 shows the ROC for the one-class SVM. Similarly to the two-class SVM, the one-class gets a GAR = 1.0 for FAR at 10 −4 . In general, one cannot expect the one-class classifier to have a good performance as a two-class classifier because training samples from two classes provide more information to define the decision boundary than just sampling on one side [22] . As stated before, once-class classification is very Fig. 8 . Performance of the one-class SVM useful when only one data class is available. As depicted in Figure 8 , one-class classification yielded the same ROC as the two-class SVM. In terms of recognition rate, one-class SVM achieved 99.67% on the test set against 99.80% of the two-class SVM.
As discussed earlier, the one-class tries to describe the target data domain by finding a hypersphere that contains most of the target data ( Figure 7) . A plausible justification for the good performance of the one-class classification on the BSSR1 data set is that the impostors are roughly distributed within a single spherical region. If the target samples were scattered in several small regions, a spherical boundary to fit the data would enclose a large empty area, consequently enhancing the chance of accepting outliers [21] . In that case, a two-class SVM would perform much better.
V. CONCLUSION
In this paper we have proposed the use of one-class classification with SVM to combine scores of four different biometric systems of the NIST BSSR1. Through a series of experiments we have demonstrated that one-class SVM surpasses all the combination rules and compares to the standard two-class SVM. It is worth of remark, though, that one-class SVM performs well when the target data meets certain constrains, such as, to be roughly distributed within a single spherical region.
Besides, this strategy is quite suitable when the data is highly unbalanced or only one class is available for training. For further works, we plan to investigate user-dependent feature selection to form more compact clusters. In this case, the volume of the hypershere could serve as criterion during the search. In addition, we plan to evaluate the oneclass strategy on different biometric datasets available in the literature.
