Introduction
Let A be a group and n ∈ Z. We will denote by A ≀ n Z a semidirect product of A n and Z with respect to the natural action of Z on A n by cyclic shifts of coordinates. More precisely, A ≀ n Z = A n ⋊ ϕ Z, where the homomorphism ϕ : Z → Aut A n is defined by ϕ(k)(a 0 , . . . , a n−1 ) = (a k mod n , . . . , a n−1+k mod n ) for all k ∈ Z, (a 0 , . . . , a n−1 ) ∈ A n . Such semidirect product A ≀ n Z is called the wreath product of A and Z.
Note that the following groups are same:
Definition 1.1. Let G be a minimal class of groups satisfying the following conditions: 1) 1 ∈ G; 2) if A, B ∈ G, then A × B ∈ G; 3) if A ∈ G and n ≥ 1, then A ≀ n Z ∈ G.
In other words a group G belongs to the class G iff G is obtained from trivial group by a finite number of operations ×, ≀ n Z. It is easy to see that every group G ∈ G can be written as a word in the alphabet A = {1, Z, (, ) , ×, ≀ 2 , ≀ 3 , ≀ 4 , . . . }. We will call such word a presentation of the group G in the alphabet A. Evidently, the presentation of a group is not uniquely determined.
For example, there are the following presentations for the same group
We will show that the number of symbols Z in the presentation of a group G ∈ G in the alphabet A is uniquely determined by G.
Denote by Z(G) and [G, G] the center and the commutator subgroup of G respectively. The main result of the article is the following theorem. Theorem 1.2. Let G ∈ G, ω be an arbitrary presentation of G in the alphabet A, and β 1 (ω) be the number of symbols Z in the presentation ω. Then there are the following isomorphisms:
Geometric interpretation. The groups from the class G appear as fundamental groups of orbits of Morse functions on surfaces.
Let M be a compact surface and D(M) be the group of C ∞ -diffeomorphisms of M. There is a natural right action of the group D(M) on the space of smooth functions
A map f ∈ C ∞ (M, P ) will be called Morse if all its critical points are non-degenerate. A Morse map f is generic if it takes distinct values at distinct critical points.
Homotopy types of stabilizers and orbits of Morse functions were calculated in a series of papers by Sergiy Maksymenko [Mak06] , [Mak12] , Bohdan Feshchenko [Fes16] , [Fes15] , and Elena Kudryavtseva [Kud12a] , [Kud12b] , [Kud13] , [Kud16] . In particular, E. Kudryavtseva shown that in the case M = S 2 for each Morse function f there is a free action of some finite group H on k-torus (
, and the general case of nontrivial G was described in [Kud12a] , [Kud12b] , [Kud13] , [Kud16] by E. Kudryavtseva. Furthermore, precise algebraic structure of such groups for the case M = S 2 , T 2 was described in [Mak12] . The following theorem relating π 1 O(f ) with the class G is a direct consequence of results of [Mak12] . As a consequence of our main result Theorem 1.2 and the previous theorem we get the following. 
In particular,
Proof. To prove the corollary we use the well-known Hurewicz theorem, see [Hat02] , stating that for every path-connected topological space X there is isomorphism
. As a consequence of the Hurewicz theorem, Theorem 1.3 and Theorem 1.2 we get
Structure of the paper. In §2 we prove Theorem 2.1 about centers of wreath products A ≀ X B of arbitrary groups A and B in the case of non-effective action of B on the set X. Let G ∈ G, ω be an arbitrary presentation of G. We also show in Theorem 2.6 that the center of a group G of the class G is isomorphic to Z β 1 (ω) , it is the first part of Theorem 1.2. In §3 we find the commutator subgroups of any group G, see Theorem 3.1, and the quotient groups
Centers of wreath products
Let A and B be two groups. Suppose there is an action of B on the set X. In other words we have the homomorphism ϕ from B to the permutation group Σ(X). For b ∈ B denote by ϕ b : X → X the corresponding permutation. Let also Map(X, A) be the group of all maps f : X → A with respect to the pointwise multiplication. Then the group B acts on Map(X, A) by the following rule: the result of the action of b ∈ B on f ∈ Map(X, A) is the composition map:
The semidirect product Map(X, A) ⋊ ϕ B corresponding to this action is called the unrestricted wreath product of A and B and denoted by A W r X B. Hence, it is the Cartesian product Map(X, A) × B with the multiplication given by the formula
Denote by σ(f ) the support of the function f ∈ Map(X, A): It follows from Theorem 4.2 [Mel95] that there are isomorphisms:
where the group B acts on X effectively. In the case of non-effective action of B on X for arbitrary groups A, B we get more general situation. In this subsection we extend the Theorem 4.2 [Mel95] and consider the case of non-effective action of B on X.
Denote the set of all the orbits of B on X by O, and the set of finite ones by O f in . Recall that the direct product indexed by infinite set consists of all infinite sequences, while the direct sum consists only of sequences with finitely many elements distinct from zero.
Theorem 2.1. There are the following isomorphisms:
LetQ be a subgroup of A W r X B whose elements (f, l) satisfy the conditions: a) f is constant on each orbit of B on X, i.e. f (x) = a λ for any x ∈ O λ , O λ ∈ O, and every a λ is the element of the center Z(A),
, where Z(B) is the center of B.
Obviously, if an element of A W r X B satisfies the conditions a) and b), then the element belongs to the center, soQ ⊂ Z(A W r X B). For any y ∈ X and c ∈ A we define the function g y,c ∈ Map(X, A) by:
Let S be the set of elements (g y,c , p) of A W r X B, where p ∈ B. The set S is also a subset of the restricted product A wr X B. Let the centralizer of the set S of A W r X B and the centralizer of the set S of A wr X B be denoted byC(S) and C(S) respectively. It is clear that Z(A W r X B) ⊂C(S) and Z(A wr X B) ⊂ C(S). Therefore, for the group Q we have inclusions:Q ⊂ Z(A W r X B) ⊂C(S).
Lemma 2.2. The following identities hold:
Proof. To prove the lemma it is enough to check the inclusionC(S) ⊂Q. Assume the element (g y,c , p) ∈ S and (f, l) ∈C(S), where f, g y,c ∈ Map(X, A), g y,c is defined by (3), and l, p ∈ B. Then, by definition, we get equality (f, l)(g y,c , p) = (g y,c , p)(f, l).
Therefore, lp = pl for any p, so l ∈ Z(B), and we also get
For x = y, x = ϕ −1 l (y) in (4) we have:
The equality (5) is true for an arbitrary p ∈ B, so f takes the same value on the whole orbit.
Notice that we can choose g y,c (x) with another fixed element y. Therefore f is constant on each orbit of B on X, i.e. f (x) = a λ for any
It remains to show that every a λ is the element of the center Z(A) and l ∈ ker ϕ.
To show this let us analyze the equality (4) for the case x = y. There are two cases:
(ii) if ϕ l (y) = y we get f (y)g y,c (y) = f (y).
The second case is impossible since g y,c (y) = e. Hence, l ∈ ker ϕ. It follows from the first case that for every y ∈ X we get f (y) ∈ Z(A) since g y,c (y) = c, where c is an arbitrary element of A. So, we obtain that the conditions a) and b) hold. Proof. Indeed, the inclusion (Z(A W r X B) ∩ (A wr X B)) ⊂ Z(A wr X B) is obvious. Let us check the inverse inclusion. Assume (f, l) ∈ Z(A wr X B). Since S ⊂ A wr X B we get
Proof of Theorem 2.1. If we have the unrestricted product A W r X B, then the number of orbits in Z(A W r X B) can be infinite. If we have the restricted product A wr X B, then there can be only a finite number of finite orbits in Z(A wr X B). According to Lemma 2.2 and Lemma 2.3, there are bijections
defined by ψ 1 (f, l) = (a 1 , a 2 , . . . , a s 1 , l) and ψ 2 (f, l) = (a 1 , a 2 , . . . , a s 2 , l). It is easy to check that ψ 1 and ψ 2 are homomorphisms.
Remark 2.4. If X = Z n we will denote a wreath product of A and B by A ≀ n B.
In this notation it was proved in Theorem 2.1 that D(A) × (ker ϕ ∩ Z(B)) is the subgroup of
Corollary 2.5.
Indeed, for groups A ≀ n Z of the class G we have only one orbit of the action of B on X.
According to Proposition 2.1, we obtain the first equivalence of Corollary 2.5. The second is obvious. For example,
Theorem 2.6. Let G ∈ G, ω be any presentation of G in the alphabet A, and β 1 (ω) be the number of symbols Z in the presentation ω.
Proof. The proof follows from Remark 2.5 and the induction on the number of symbols 1 and Z in the presentation ω denoted by l(ω). It will be convenient to denote by ω the group from the class G determined by a word ω. In particular, ω is a presentation of ω in the alphabet A. Since ω is a group isomorphic to G, we have
Obviously, if l(ω) = 1, then ω is either 1 or Z, so Z(G) ≃ 1 or Z(G) ≃ Z respectively. Suppose we proved that Z(G) ≃ Z β 1 (ω) for all words with l(ω) ≤ k. Let us show this for l(ω) = k + 1. In this case the presentation ω is either (1) a direct product
(2) a wreath product ω 1 ≀ n Z, where l(ω 1 ) = k. According to Remark 2.5, the induction assumption and the evident observation β 1 (ω 1 ) + β 1 (ω 2 ) = β 1 (ω 1 × ω 2 ) we get for the first case
and for the second case
Commutator subgroup
Theorem 3.1. For any group G the commutator subgroup of G ≀ n Z coincides with the following group
Proof. Let us first show that every g = (g 1 , g 2 , . . . , g n , 0) such that
We will prove that the elements h 1 , h 2 of the group G ≀ n Z,
. . , g n−2 , g n−1 g n , e, k), lie in the same conjugacy class, i.e.
Indeed, f = (e, e, . . . , e, g n , g 
Similarly, by induction, we can obtain that the elements
g i , e, e, . . . , e, k lie in the same conjugacy class.
Notice that for elements α = (a, e, . . . , e, 0), β = (b, e, e, . . . , e, 0) from G ≀ n Z we have the equality [α, β] = ([a, b], e, e, . . . , e, 0). So, every g = (g 1 , g 2 , . . . , g n , 0) such that 1 , a 2 , . . . , a n , l) and b = (b 1 , b 2 , . . . , b n , p) be the elements in G ≀ n Z. By straightforward calculation we obtain
So, evidently, k = 0. Obviously, in the notation (7) each a i , b i , a
enters once for each commutator aba −1 b −1 and its inverse. Each g ∈ [G ≀ n Z, G ≀ n Z] is generated by commutators with such property, so the product of its first n coordinates has a form
where c i may not be different, but the sum of powers of same elements is always zero.
j ] by permutations we cancel out all c i , so only commutators will remain. Thus, we get
Theorem 3.2. For any group G we have the following isomorphisms of quotient groups
Proof. Let us construct a homomorphism ϕ :
To check that ϕ is a homomorphism we compute
It is onto since for each element (h, n) ∈ G/[G, G] × Z there is (h, e, e, · · · , n) which satisfies ϕ(h, e, e, . . . , n) = (h, n).
The kernel of ϕ is then ker
Theorem 3.3. Let G ∈ G, ω be any presentation of G in the alphabet A, and β 1 (ω) be the number of symbols Z in the presentation ω.
Proof. The proof is similar to Theorem 2.6. One should only use Theorem 3.2 and the fact that for any two groups A and B it holds Theorem is proved.
Now we can get the evident proof of our main result, Theorem1.2. Let us recall it.
Theorem.1.2 Let G ∈ G, ω be an arbitrary presentation of G in the alphabet A, and β 1 (ω) be the number of symbols Z in the presentation ω. Then there are the following isomorphisms:
Proof. Under the same assumptions, we get in Theorem 2.6 that Z(G) ≃ Z β 1 (ω) , and in Theorem 3.3 that G/[G, G] ≃ Z β 1 (ω) . Thus, evidently,
