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Abstract— Nowadays, at the Federal Waterways Engineering
and Research Institute (BAW) the standard hydro-numerical
river model is a two dimensional, depth-averaged model with
relatively high horizontal resolution with one unique parameter
set being valid over the whole discharge range from low waters
to floods. However, in order to reduce the model dimensionality
(3D to 2D) a few factors need to be taken into account to offset
the information loss. In our approach using Nikuradse
roughness law the required singular, consistent set of
parameters can be only achieved when one uses the horizontal
eddy viscosity coefficient computed by the Elder approach. The
computed viscosity coefficients can get very high and lead to
unwanted consequences. In this context, it is often suggested to
switch to a vertically coarse discretised 3D-model which can be
almost as computationally efficient as a 2D-model but which is
closer to the physics and more credible when it comes to the
mathematical basis of the numerical model. In  this  study  we
do  the  recommended  step  and  have  a  look  at  the
consequences from the modeller’s point of view. We
investigate issues as computational costs, additional efforts
to the modeller, calibration properties, velocity distributions
and assess the advantages and disadvantages.
I. INTRODUTION
Nowadays, at the Federal Waterways Engineering and
Research Institute (BAW) the standard hydro-numerical river
model is a two dimensional, depth-averaged model with
relatively high horizontal resolution. It is due to the fact that
this sort of model provides a good balance between
simulation time and quality of results. However, in order to
reduce the model dimensionality (3D to 2D) a few factors
need to be taken into account to compensate for the
information loss. First of all, 2D-models cannot compute
neither vertical secondary flows and turbulence nor correct
velocity distribution in the entrance and the exit of a bend.
Significantly, the dispersion of the vertical velocity profile
needs to be taken into account. This becomes an important
issue when the model is to be calibrated over a whole
discharge range from low water levels to floods and for in-
stationary flow conditions as in morphological and flood
scenario applications. Furthermore, in trained rivers - such as
the German waterways - the hydraulic impact of 3D-
structures like groynes and parallel dams need to be
adequately represented with a single consistent set of
parameters. The whole discharge spectrum has to be taken
into account where the flow conditions in context of the
regulation structures change with rising water levels: from
emerged obstacles to barely submerged sills, showing critical
flow over their crest, to thoroughly submerged sills which
can be treated as additional form roughness to the flow.
These flow conditions lead to increased backwater as do the
momentum dispersion of the vertical velocity profile and
vertical turbulence. The 2D-model parameterises these
vertically induced losses by horizontal losses. Experience
shows that in our standard modelling approach using
Nikuradse roughness law the required singular, consistent set
of parameters can be only achieved when one uses the
horizontal eddy viscosity coefficient computed by the Elder
approach which combines turbulent losses and the effect of
momentum dispersion. The computed viscosity coefficients
can get very high and in certain combinations of geometrical
and flow conditions can then lead to distorted or wrong
velocity cross sections. Moreover, advanced horizontal
turbulence modelling becomes awkward.
In this context, it is often suggested to switch to a
vertically coarse discretised 3D-model which can be almost
as computationally efficient as a 2D-model but which is
closer to the physics and more credible when it comes to the
mathematical basis of the numerical model. Using the
Telemac suite allows a straightforward switch from 2D to 3D
using the same mesh and adding vertical layering.
Over the years, at BAW numerous 3D river models and
flume investigations also with other solvers, e.g. [1,2], were
set-up and successfully used in project work. One drawback
of these models is the computational effort which is needed,
even more so as river models get longer (> 25 km) and the
need for high resolution grows.
In this study we make the recommended step and have a
look at the consequences from the modeller’s point of view.
We will stay simple in the way the 3D-model is set-up and
look at computational cost, practical issues such as
calibration efforts and for differences in the results.
II. MODEL DESCRIPTION
A.  The 2D reference model
We have  chosen a  24  km long stretch  of  River  Rhine  as
study case. The 2D-Telemac [3] model is located between
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Fig. 1: Bottom elevation of the model area and grid structure
Xanten (Rhine kilometre (Rh-km) 825) and Emmerich (Rh-
km 849) in North Rhine-Westphalia, close to the Netherlands
border. This river section contains groynes, bends, flood
channel and many retention areas. The flood channel was
built between 2010 and 2015 and it is located in a bend
upstream Rees (Rh-km 834 – 838). It contains an opening
that allows ferry boat service between Rees and the village of
Niedermörmter.
The main channel is discretised with a mean resolution of
5 m in summing up to a total of 1.4 million elements. The
grid was divided in different areas according to its land uses
characteristics (river, groynes, arable land …) and its size.
Thus, the distribution of Nikuradse roughness coefficient ks
was realised in the model via 781 different zones.
TABLE I. NUMERICAL PARAMETERS OF THE 2D-TELEMAC MODEL
The model was calibrated by matching computed results
to water level references by adjusting Nikuradse roughness
coefficient ks. For calibration it is suitable to define identity
numbers for each roughness type and define the ks-values in
an external table. Having the most important impact on the
water level elevation, the ks-values of the river bed as well as
the values for the scour fillings occurring in the two up-
stream bends were modified from the lowest to the biggest
discharge in order to fit as best possible to the water level
measurements. For the rest of the roughness patches standard
values were chosen (see Table III). All of the main
parameters are reported in Table I. We have used 10 different
water level measurements which were taken between 2009
and 2015 and are all listed in Table II.
Some of the water level references are somewhat
outdated as they were taken before the flood channel was
opened  in  2015  (Q  =  1031  m³/s,  Q  =  2274  m³/s  and  Q  =
5469 m³/s). In order to finally validate the friction model the
flood channel was closed in the mesh and these three
discharge scenarios were simulated both with the current
model and the modified model with the closed flood channel.
TABLE II. DISCHARGES USED FOR THE 2D-MODEL SIMULATION
Discharges [m3/s]
Low water
1031* 1108 1526 1706
Mean water
1920 2009 2274* 3053
Flooding
4673 5469*
*: discharges used for 3D-simulations
The distribution of the most important ks-values over the
model domain after calibration is given in Table III.
TABLE III. KS VALUES FOR THE MODEL AREA
Zone type ks [m] Zone type ks [m]
River bed 0.02 -0.06 Arable land 0.35
Scour filling 0.025 – 0.15 Field 0.15
Bank 0.03 Wood 0.4
Groynes 0.5 Water body 0.05
Other areas 0.1
B. Extension to 3D
The 3D-Telemac [4] model uses the same horizontal base
mesh as the 2D-Telemac model described above. As the aim
of the study is to evaluate vertically coarse 3D-modelling and
not setting up a full 3D-modell, sigma layering with non-
uniform discretisation with three and five vertical levels
respectively was defined. All relevant numerical parameters
are given in Table IV. For this 3D-model, the aim was to
simulate three representative discharges (e.g. emerged and
submerged groynes) for this stretch of Rhine River.
TABLE IV. NUMERICAL PARAMETERS OF THE 3D-TELEMAC MODEL
No. total of elements Min./Max edge length [m]
1.4 Mio x 3 or 5 respectively 0,44/38,21
Turbulence Model Roughness Model
k-epsilon, mixing-length Nikuradse
Type of advection Time step [s]
14,5 2.0
Telemac Version Parallel Processes
v7p1, hydrostatic 140
A re-calibration of the 3D-model was needed and done
with the same water level references as used for the 2D-
model. Technically, in a 3D-model, ks is a boundary
condition. The chosen way of defining the ks-values via IDs
and tables is not available for the 3D-model. So, in order to
keep things simple for calibration, a uniform distribution of
ks was chosen. A ks-value of 0.04 m for the bottom was found
to give reasonable results and can be regarded as an averaged
No. total of elements Min./Max edge length [m]
1.4 Mio 0,44/38,21
Turbulence Model Roughness Model
Elder Nikuradse
Type of advection Time step [s]
14;5 1.0
Telemac Version Parallel Processes
V6p3 80
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value of the ks-distribution along the river bed defined in the
2D-model.
III. INVESTIGATIONS
Within  the  scope  of  the  study,  several  parameters  were
chosen and modified in order to compare the 2D- and 3D-
simulations. We have focused on the vertical and horizontal
turbulence model and the number of layers. Six scenarios
were analysed (Table V). Due to time limitations, other
vertical discretisation methods were not studied. Both models
are operated with stationary boundary conditions.
TABLE V. 3D-SCENARIOS
Turbulence model K-epsilon Isotropic
mixing length (vertical) + Smagoringsky
(horizontal)
mixing length (vertical) + constant
viscosity (horizontal) of 0.01 m²/s
Number of layers 3 log. distributed
5 log. distributed
We will focus on the additional effort for the modeller for
setting up a 3D-model, have a look at the computational
costs, we will look at the models’ behaviour with increasing
discharge in respect to computed water levels and look at the
velocity distribution.
IV. RESULTS
A. Additional effort for modeller for setting up a 3D-model
Although Telemac-2D and Telemac-3D are relatively
similar, the adjustment of the different parameters, data
management, modeller adaptation to a 3D-model and
simulation is an additional effort for modeller.
Furthermore, the 3D-result management is quite difficult:
first because of the amount of data and second because a pre-
treatment of the results is needed before any practical usage.
E.g. the 3D-result file needs to be sliced before analysing the
vertical distribution of the defined and/or computed
parameters is possible. An adequate and efficient processing
system is needed (e.g. Postel).
B. Computational Cost
Regarding the computational cost, we can consider two
different aspects for comparison: the computational time for
a given duration of simulation (here, we took 10 000 time
steps)  or  until  the  stationary  state  of  the  flow  was  reached.
Even though on average the 2D simulation time is
quantitatively less important than for 3D simulations, the
difference of duration to reach the steady state is not
significant. Table VIII offers a comparison of the
computational time. The 2D-model is about 3.75 times faster
than the “cheapest” 3D-model with three layers and the
mixing-length model combined with constant horizontal
viscosity. Adding the Smagorinsky turbulence model for
horizontal turbulence adds little to the computational effort.
As well known, the k-epsilon model costs much more
computational effort: it is 8.5 times slower than the 2D-
model, operated with Elder.
TABLE VI. COMPARISON OF THE COMPUTATIONAL TIME
AND STATIONARY REGIME ATTAIN TIME
Computational time
for 10 000 seconds
of simulation [min] per
processing unit
Time to attain
stationary regime [min]
2D-model 2,18 19,76
3 layers Q1031 Q2274 Q5469 Q1031 Q2274 Q5469
k-epsilon 17,47 17,18 18,51 127,53 77,31 155,48
mixing length,
Smagorinsky 9,03 9,47 11,1 67,73 52,09 69,57
mixing length,
constant viscosity 8,21 8,51 11,15 63,22 26,38 99,24
5 layers Q1031 Q2274 Q5469 Q1031 Q2274 Q5469
k-epsilonc 34,35 36,27 37,33 250,76 123,32 332,24
mixing
length,Smagorinsky
15,43 16,38 18,34 115,73 98,28 152,22
mixing length,
constant viscosity 13,48 14,59 17,17 103,80 72,95 169,98
C. Calibration over discharge spectrum with one
parameter set
As already claimed in the introduction, the standard
numerical two-dimensional river model set-up at BAW is
supposed to use one single set of parameters over the whole
discharge and flow condition spectrum. This also holds for
the 3D-simulations. In order to stay comparable within the
model variations, the ks-value of 0.04 m was not changed.
The restriction to one parameter set for all discharges has
caused some problems in the recalibration of water-levels. In
the case of the low and mean water discharges, the
differences between the model and the 2D reference are
small, even with the simpler ks-distribution used in 3D. Fig. 2
shows the water level differences between simulation and
measurements for all three discharges. In order to compare
with ease, we will stay in large scale and globality. But it is
evident that local modification of ks-coefficients is required
for better results and calibration. For low and mean flow, the
result for the 3D-model especially with k-epsilon and 3 layers
are slightly better or comparable to the 2D reference. k-
epsilon with 5 layers and the model operated with mixing-
length and Smagorinsky model give good results too. The
results for the combination of mixing-length and constant
viscosity model with 5 layers for low water (Fig. 2, above)
show water levels too high compared to the reference water
levels. The chosen horizontal viscosity of 0.01 m²/s is
obviously too high. The computed water levels for Q = 2274
m³/s (Fig. 2, middle) are on average above the 2D reference
water level with a peak at Rh-km 835 of 0.13 m. Lowest
water levels are computed by the model operated with k-
epsilon and 5 layers. For the flood event (Fig. 2, bottom) all
water levels computed by the 3D-models strongly
underestimate the water level of the 2D-simulation (0.25 m)
and reference water level (0.35 m).
 Partially these differences (∼0.05 m) result from the
absence of the flood channel during the measurements. The
rest is due to numerical reasons and cannot be improved
easily. From experience it is known that models run with k-
epsilon model usually are little sensitive to changes of ks-
values [3]. So in order to raise the computed water level by
0.30 m a very large ks-value would be needed and would
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Fig. 2: Water level difference between simulated and reference
water level for all of the 2D and 3D simulations
certainly lead to a massive overestimation of the water levels
for the other two discharges.
Models operating with mixing-length models  usually  are
more sensitive to this parameter but increasing the ks-values
would also lead to an overestimation of the water levels for
the other two discharges.
D. Lateral Velocity distribution
In order to look for differences in the lateral velocity
distribution of the models we extracted several cross-sections
from the result files (2D-depth-averaged for the 3D-
computations). Fig. 3 shows the scalar velocity in the cross
section Rh-km 832.2 for the 3 discharges simulated with 3
layers. It allows comparisons between the different
turbulence models in 3D-simulation with the 2D-model.
Some differences can be notified on the outer part of the right
bank and the river between 3D and 2D. The three turbulence
models calculate relatively similar velocities except in the
critical locations previously listed. Disparities come to 0.15
m/s at the left bank and 0.05 m/s in the bend.
Fig. 4 offers a comparison between the 2D-model, and
the Smagorinsky turbulence model with different numbers of
layers, 3 and 5. The selected cross section at Rh-km 838.1 is
located at the exit of the flood channel. The contrasts
between 3 and 5 layers are not significant. In fact, the
maximum difference between the two models is 0.01 m/s in
right and left bank and the river bend. Nevertheless, we can
notice a significant difference between 2D and 3D. First
of all, the peak of velocity in the bend is shifted by 50 m for
Q = 1031 m3/s (Fig. 4 a) and 100 m for Q = 5469 m³/s (Fig. 4
c). Moreover, in the channel exit we can observe a variation
of 0.1 to 0.3 m/s between the 2D and 3D simulations.
E. Velocity distribution in the entrance and exit of bends
In theory the lateral and longitudinal velocity distribution
in the entrance and exit of bends of depth-averaged 2D-
models differs from that of 3D-models. Especially at the exit
of the bend, where secondary flow is still fully developed it
takes some distance before the water body has switched back
to an “undisturbed” flow condition. Such a difference in
distribution of velocities can be significant when it comes to
the morphological and nautical assessment of river regulation
measures.
In  the  simulations  described  here  no  such  effect  was
clearly visible. There are differences but they are small and
cannot clearly be associated with this effect. Investigations at
BAW [5] on this matter showed little influence on the results
of transport modelling.
F. Velocity distribution in the vertical
When secondary flow occurs, the flow direction in the
upper parts of the water body differs from that of the lower
part. For transport, the bottom near flow direction is the
determining one. To see this effect it is enough to run
simulations with three layers. The effect is visible in both the
computationally cheaper mixing-length approach as  well  the
k-epsilon model.
V. DISCUSSION
To calibrate a river model with only one unique
parameter set for a large range of discharges means a harsh
restriction to the representation of the physics and the
modelling. In doing so, one can get along in 2D, using the
Elder approach, which combines turbulent losses and the
effect of momentum dispersion. All vertical losses are
transferred to the horizontal level, so, one often gets a good
result with an approach, that is nonphysical in this respect. A
roughness predictor like the van-Rijn predictor [6] can help
in getting correct water levels for very high discharges as it
adds roughness to account for the bed form hysteresis but can
bear disadvantages e.g. when it comes to investigating future
river training measures.
In 3D river models, the increasing losses which occur
with increasing discharge and which lead to backwater
effects can mostly be produced by the turbulence models.
This investigation showed that for parts of these losses
cannot be taken account for by the turbulence models used.
Again roughness predictors like the van-Rijn predictor [6]
might help as they increase roughness with increasing
discharges but very often, 3D river models are rather
insensitive to higher roughness coefficients, even more so
with high discharges. From other investigations [1] we
learned that switching to the non-hydrostatic version can also
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Fig. 3: Comparison of the computed scalar velocity along the
cross section Rh-km 832.2 for low flow (a) mean flow (b) high
flow (c) for the 3D simulation (3 layers, different turbulence
models) with the 2D simulation. A global view of the cross
section geometry is offered in plot d)
Fig. 4: Comparison of the computed scalar velocity along the
cross section Rh-km 838.1 for low flow (a) mean flow (b) high flow
(c) for the 3D simulation (Smagorinsky model, 3 and 5 layers) with
the 2D. A global view of the cross section geometry with the exit of
the flood channel is offered in plot d)
a)
b)
c)
d)
a)
b)
c)
d)
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lead to increased losses with increased discharges. If it also
works for very high discharges is still to be tested.
It is well known, that 3D-modelling increases the
computational time in relation to 2D-modelling depending on
the turbulence model and number of layers (in this study at
least 3.75 times more computational effort). On the other
hand it allows obtaining less artificial results. This type of
data is then useful for instance in the study of bed load
transport, as several horizontal layers allow vertical
variability of the velocity vector.
VI. CONCLUSION
The aim of this work was to explore if a vertically coarse
discretised 3D river model can be a substitute for a 2D-model
which’s “only” fault is its simplified model physics. The
investigation confirmed that even the 3D model with its
turbulence models as they are, cannot per se fulfil the
demand for a river model which can be operated with one set
of parameters over the whole discharge range. There seems
to be need for investigating formulations for river energy loss
modelling valid over the whole discharge range in order to
simplify the modellers life.
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