Abstract. In this paper, we investigate cyclic code over the ring
Introduction
Linear code over finite rings receives intensive study in the last decades of twentieth. This study over finite rings was motivated after the establishment of gray maps between non-linear codes and linear code over Z 4 e.g. in [7] and [10] . Calderbank et al. give the structure of cyclic codes over Z p m in [3] . C. Bachoc introduced the linear codes F p + uF p . These codes was also studied and them self-dual over F 2 + vF 2 and F 2 + vF 2 + v 2 F 2 in [ [2] , [6] , [13] , [12] ]. Recently some cyclic codes are studied on chain rings over F p where p is prime. In [4] Y. Yasemin establish a relation between cyclic code F p k + vF p k + v 2 F p k and code over F k p , and investigate the structure of cyclic codes over the ring F 3 + vF 3 in [5] . In [9] cyclic code over F p + vF p + v 2 F p was studies in term of there idempotents and skew codes over F q + vF q + v 2 F q in [1] , by given for all of them a gray map on a field.
Some generalizations have been done by on codes over F p + vF p + ... + v r F p , in [11] , J. Qian et al. introduced cyclic codes on those rings by analogy with Z p m case. They also set an open problem by suggesting an investigation on idempotents generator of those rings and determining the existence of self-dual code. In this paper, we investigate cyclic code over the ring
, p a prime number, r > 1 and gcd(r, p) = 1, we prove as generalisation of [9] that these code are principally generated, give generator polynomial and idempotent depending on idempotents over R r . we also give a gray map and proprieties of the related dual code.
The material is organized as follows. The next section contains the basics of codes over rings that we need for further notice. Section 3 derives the structure of cyclic codes over R, Section 4 derives the structure of dual cyclic codes over R and we conclude in section 5.
Preliminaries
Let A be a commutative ring, a code C of length n over A is an A-submodule of A n .The Hamming weight of a codeword is the number of non-zero components. an element e of A is called idempotent if e 2 = e. Let x = (x 1 , x 2 , ..., x n ) and y = (y 1 , y 2 , ..., y n ) be two elements of A n , the inner product of x and y ∈ R n r is defined by, xy = n i=1 x i y i Therefore from a linear code C of length n over A , the corresponding dual code is define by
Two codes are equivalent if one can be obtained from the other by permuting the coordinates.
A cyclic code C of length n over A is a linear code with property that if c = (c 0 , ..., c n−1 ) ∈ C then σ(c) = (c n−1 , c 0 , ..., c n−2 ) ∈ C. We assume that p is not divisible by n, and we represent codeword by polynomials. Then cyclic codes are ideals of the ring A[x]/(x n − 1). On every ring with at least one idempotent, one may apply the Peirce decomposition given by the following lemma. 
Lemma 1. If e is an idempotent in a ring
This decomposition is known as the Peirce decomposition of A with respect to e. If A have not identity (1 − e)A means {x − ex|x ∈ A}.
In the commutative case we have 
of degree at most equal to r, where F p k is the primitive field. R r is a characteristic p ring of size p r+1 . Proof. ..
Proposition 1. Let
-e 1 + e 2 + e 3 = 1?
So e 1 is an idempotent element. By the way we show that e 2 2 = e 2 .
-e i e j = 0?
∀i, j ∈ {1, 2, 3}, we get
i = e i and e i e j = 0, then we get:
In the following, R denotes the ring e 1 F p k ⊕ e 2 F p k ⊕ e 3 F p k which is a sub-ring of R r .
Proof. :
n where x i = e 1 s i + e 2 t i + e 3 u i , i = 1, 2, ..., n, the Gray map is given by,
where
If A, B are codes over R, we write A ⊕ B to denote the code {a + b|a ∈ A, b ∈ B} and A ⊗ B to denote the code {(a, b)|a ∈ A, b ∈ B}. Let C be a linear code over R, we define:
Following the same idea in [ [5] , [9] ], this means C = e 1 C 1 ⊕ e 2 C 2 ⊕ e 3 C 3 , So any code over R is characterized by its associative p-ary codes C 1 , C 2 , and C 3 and conversely.
Theorem 1. Let C be a linear code of length n over R, with its p-ary code
Proof. : ⇒: Let (s 1 , ..., s n , t 1 , ..., t n , u 1 , ..., u n ) ∈ φ(C), ∃x = (x 1 , ..., x n ) ∈ C such that φ(x) = (s 1 , ..., s n , t 1 , ..., t n , u 1 , ..., u n ). Since φ is injective, x i = e 1 s i + e 2 t i + e 3 u i , x = (e 1 s 1 + e 2 t 1 + e 3 u 1 , ..., e 1 s n + e 2 t n + e 3 u n ) = e 1 (s 1 , ..., s n ) + e 2 (t 1 , ..., t n ) + e 3 (u 1 , ..., u n ).
(s 1 , ..., s n ) ∈ C 1 , (t 1 , ..., t n ) ∈ C 2 and (u 1 , ..., u n ) ∈ C 3 , So we have (s 1 , ..., s n , t 1 , ..., t n , u 1 , ...,
where s = (s 1 , ..., s n ) ∈ C 1 , t = (t 1 , ..., t n ) ∈ C 2 and u = (u 1 , ..., u n ) ∈ C 3 , Then there exists codewords a = (a 1 , .., a n ), b = (b 1 , .., b n ), c = (c 1 , ..c n ) ∈ C such that: a = e 1 s + e 2 λ 1 + e 3 λ 2 , b = e 1 λ 3 + e 2 t + e 3 λ 4 , c = e 1 λ 5 + e 2 λ 6 + e 3 u where λ i ∈ F n p k , Since C is linear , we have h = e 1 a + e 2 b + e 3 c = e 1 s + e 2 t + e 3 u ∈ C. Hence (s 1 , ..., s n , t 1 , ..., t n , u 1 , ..., u n ) = φ(h) ∈ φ(C). Therefore we have φ(C) = C 1 ⊗ C 2 ⊗ C 3 , and since φ is bijective it is easy to see
3 Cyclic codes over Lemma 4 . Let C be a cyclic code in a ring a commutative ring A, then:
there exists a unique idempotent e(x) ∈ C such that C =< e(x) >, and 2. if e(x) is a nonzero idempotent in C, then C =< e(x) > if and only if e(x) is a unity in C
If C 1 and C 2 are codes of length n over a ring A , then C 1 + C 2 = {c 1 + c 2 |c 1 ∈ C 1 andc 2 ∈ C 2 } is the sum of C 1 and C 2 . Both the intersection and the sum of two cyclic codes are cyclic, and their generator polynomials and generating idempotents are determined in the next theorem which generalise in [9] . Theorem 2. Let C i be a cyclic code of length n over A with generator polynomial g i (x) and generating idempotent e i (x) for i = 1, 2, ..., t. Then:
On the other hand, for i = 1, 2, ..., t, c(x) ∈ C i ⇒ g i (x)|c(x), then deg(c(x)) ≥ deg(lcm (g 1 (x) , ..., g t (x))) = deg(g(x)). We get finally c(x)|g(x) and deg(c(x)) ≥ deg(g(x)), then the generator polynomial c(x) of C is lcm (g 1 (x) , ..., g t (x)). Since t i=1 e i (x) is an idempotent element and unity in C, According to the lemma 4 it is a generating idempotent of C.
(ii). Let g(x) = gcd(g 1 (x), ..., g t (x)) and
∀i ∈ {1, .., t}, g(x)|g i (x), which shows that
On the other hand, It follows from the Euclidean Algorithm that g(x) = g 1 (x)a 1 (x) + ...
By recurrence one can see that e(x, 2) is idempotent element, suppose it is now true until t − 1 ie :
i=1 e i (x) is idempotent element, So (e(x, t)+e t (x)−e t (x)e(x, t)) 2 = (e(x, t)+e t (x)−e t (x)e(x, t)). Hence e(x, t) + e t (x) − e t (x)e(x, t) =
where c i (x) ∈ C i . For each i = 1, ..., t, we may write the idempotent, under the isolation of one e i (x) as e(x) = e(x, i) + e i (x) − e i (x)e(x, i)
Since e(x) is an idempotent element and unity in t i=1 C i , According to the lemma 4 it is a generating idempotent of t i=1 C i . Corollary 1. Let C i be a cyclic code of length n over A for i = 1, 2, ..., t. Then:
is a linear code of length n over R, then C is a cyclic code over R if and only if C 1 ,C 2 ,and C 3 are p-ary cyclic codes of length n.
Proof. Let σ be the shift operator. all cyclic codes are stable from σ.
One the one hand, let C = e 1 C 1 ⊕ e 2 C 2 ⊕ e 3 C 3 be a linear code of length n over R and C i (i=1,...,n) p-ary cyclic codes. If c = (c 1 , ..., c n ) ∈ C then , c = (e 1 s 1 + e 2 t 1 + e 3 u 1 , ..., e 1 s n + e 2 t n + e 3 u n ) = e 1 (s 1 , ..., s n ) + e 2 (t 1 , ..., t n ) + e 3 (u 1 , ..., u n ) with
.., t n ) ∈ C 2 and σ(u 1 , ..., u n ) ∈ C 3 , then σ(c) ∈ C, which is in this case cyclic.
On the other hand, let C = e 1 C 1 ⊕ e 2 C 2 ⊕ e 3 C 3 a cyclic code. For s = (s 1 , ..., s n ) ∈ C 1 , t = (t 1 , ..., t n ) ∈ C 2 and u = (u 1 , ..., u n ) ∈ C 3 , we have e 1 s + e 2 t + e 3 u ∈ C . Since σ(e 1 s+e 2 t+e 3 u) = (e 1 σ(s)+e 2 σ(t)+e 3 σ(u)) ∈ C, then σ(s 1 , ..., s n ) ∈ C 1 , σ(t 1 , ..., t n ) ∈ C 2 and σ(u 1 , ..., u n ) ∈ C 3 . Therefore C i are cyclic.
Corollary 2. If C is a cyclic code of length n over R, then φ(C) is a quasi-cyclic code of order 3 and length 3n.
Proof. As φ(C) = C 1 ⊗ C 2 ⊗ C 3 and C cyclic. So according to the theorem 3, φ(C) is concatenation of 3 cyclic codes of length n, hence it is quasi-cyclic code of order 3 and length 3n.
, where g 1 (x),g 2 (x), g 3 (x) are the generator polynomial of C 1 ,C 2 ,and C 3 respectively.
Corollary 3. For any cyclic code C of length n over R there is a unique polynomial g(x) such that H =< g(x) > and g(x)|x n − 1, where
Moreover if g 1 (x) = g 2 (x) = g 3 (x), then g(x) = g 1 (x).
Corollary 4. Let C = e 1 C 1 ⊕ e 2 C 2 ⊕ e 3 C 3 be a cyclic code of length n over R, where gcd(n, p) = 1, C i =< f i >, g i (i = 1, 2, 3) are idempotents, then there is only one idempotent e ∈ C such that C =< e > where e = e 1 f 1 (x) + e 2 f 2 (x) + e 3 f 3 (x).
Cyclic Dual Codes
Recall that the ordinary inner product of vectors x = (x 1 , ...x n ), y = (y 1 , ..., y n ) ∈ R n is x.y = n i=1 x i y i . Therefore from a linear code of length n over R , the corresponding dual code is define by C ⊥ = {x ∈ R n |x.c = 0∀c ∈ C}. For a polynomial h of degree k, h * = x k h(x −1 ) will denote its reciprocal polynomial . 
