Abstract. A Morita context is constructed for any comodule of a coring and, more generally, for an L-C bicomodule Σ for a pure coring extension (D : L) of (C : A). It is related to a 2-object subcategory of the category of k-linear functors M C → M D . Strictness of the Morita context is shown to imply the Galois property of Σ as a C-comodule and a Weak Structure Theorem. Sufficient conditions are found also for a Strong Structure Theorem to hold.
Introduction
The application of Morita theory in the study of algebra extensions by a Hopf algebra (i.e. of comodule algebras for a Hopf algebra) originates in the work [22] of Cohen, Fischman and Montgomery. In that paper a Morita context has been associated to a comodule algebra of a Hopf algebra H, under the assumption that H is a finite dimensional algebra over a field (or a Frobenius algebra over a commutative ring). The construction has been extended by Doi in [23] to arbitrary Hopf algebras H. Using the observation [13] , that a comodule algebra of a Hopf algebra can be considered as a special instance of a base algebra of a coring with a grouplike element, in [20] a Morita context has been constructed for any coring with a grouplike element. Recall that the existence of a grouplike element in an A-coring C is equivalent to the existence of a (left or right) C comodule structure in A. In the paper [19] the particular C-comodule A in [20] was replaced by any C-comodule Σ, which is finitely generated and projective as an A-module. In all of the listed (more and more general) situations, strictness of the Morita context was related to properties of the extension (or the coring) behind.
The first aim of the present paper is to generalize the construction of a Morita context further. As a first step, in Section 2 we remove the finitely generated projectivity condition in [19] of an A-coring C. It connects the algebra of C-comodule endomorphisms of Σ and the A-dual algebra of C.
As a next step, in Section 3 we study pure coring extensions (D : L) of (C : A). By a definition in [14] , a coring D over a k-algebra L is a right extension of another coring C over a k-algebra A if C is a C-D bicomodule with the left regular C-comodule structure (i.e. via the coproduct ∆ C ). A coring extension D of C is said to be pure if
is a D ⊗ L D-pure equalizer in M L , for any right C-comodule (M, ̺). By [16, 22.3] and its Erratum (see also the arXiv version of [14, Theorem 2.6]), a pure coring extension induces a k-linear functor U : M C → M D , such that the forgetful functor M C → M k factorizes through U and the forgetful functor M D → M k . In this situation, to any L-C bicomodule Σ (i.e. left L-module and right C-comodule, with left L-linear Ccoaction) we associate a Morita context. It reduces to the Morita context in Section 2 if the coring D is trivial (i.e. equal to the ground ring k).
Note that -similarly to the identification of k-algebras with k-linear categories of a single object -one can identify Morita contexts with k-linear categories of two objects (cf. [10, Remark 3.2 (1)]). Namely, to a k-linear category with two objects a and b, associate a Morita context of the two endomorphism algebras, End(a) and End(b). The k-modules Hom(a, b) and Hom(b, a), of morphisms between the two objects, are bimodules via the composition of morphisms. Since the restrictions of the composition of morphisms in the category to Hom(a, b) ⊗ k Hom(b, a) and to Hom(b, a) ⊗ k Hom(a, b) are balanced in the appropriate sense, both connecting homomorphisms can be constructed as their projections. Via this identification, the Morita context in Section 3 corresponds to the full subcategory of the category of k-linear functors with two objects: the functor U : M C → M D , constructed by Brzeziński in [14] for a pure coring extension (D : L) of (C : A) on one hand, and the functor Hom
given in terms of the L-C bicomodule Σ, on the other hand.
Section 5 is devoted to a study of cleft L-C bicomodules. As in [1] and [20] , our main tool is provided by Morita theory. However, as mentioned in the introduction of [20] , using Morita contexts associated to comodules for one coring only (say, as in Section 2), it does not seem to be possible to go beyond a study of cleft entwining structures in [1] and [20] . On the other hand, our language of Morita contexts for pure coring extensions, developed in Section 3, gives a very natural framework to introduce the cleft property of an L-C bicomodule Σ for a pure coring extension (D : L) of (C : A). As a guiding example, consider a Hopf algebra H over a commutative ring k and its right comodule algebra A. Denote the coinvariants of A by B. The kmodule A ⊗ k H inherits a left A-module structure of A and it can be equipped with the structure of a right A-module in terms of the right H-coaction in A. The A-A bimodule A ⊗ k H is an A-coring with coproduct and counit inherited from H. The k-coring (coalgebra) H is a pure right extension of the A-coring A ⊗ k H and A is a k -(A ⊗ k H) bicomodule. The Morita context, corresponding to it, consists of two subalgebras of the convolution algebra Hom k (H, A). The two bimodules are given by the sets of right H-comodule maps H → A, w.r.t. the regular H-coaction in H, h → h (1) ⊗ k h (2) , and the twisted coaction, h → h (2) ⊗ k S(h (1) ), respectively, where S denotes the antipode of H. Both connecting homomorphisms are given by projections of the restrictions of the convolution product. In light of this observation, the H-cleft property of the extension B ⊆ A is equivalent to the existence of elements j and  in the two bimodules of the Morita context, such that the connecting homomorphisms map j ⊗  and  ⊗ j, respectively, to the unit element of the convolution algebra. Inspired by this example, we term an L-C bicomodule Σ, for a pure coring extension (D : L) of (C : A), to be cleft if there exist elements j and  in the two bimodules of the Morita context, associated to Σ in Section 3, such that the connecting homomorphisms map j ⊗  and  ⊗ j, respectively, to the unit element of the appropriate algebra in the Morita context. In Section 6 we show that most examples of 'cleft extensions' -i.e. cleft algebra extensions by Hopf algebras or pure Hopf algebroids, cleft extensions by partial group actions, as well as cleft (weak) entwining structures (over arbitrary base) -are covered by this definition. It has to be noted that, in contrast to cleft extensions by Hopf algebras (or just coalgebras), which determine cleft entwining structures, cleft extensions (in the sense of [10] ) by pure Hopf algebroids correspond to pure coring extensions which do not arise from any entwining structure. Cleft extensions by arbitrary (not necessarily pure) Hopf algebroids are not even known to correspond to cleft bicomodules for any pure coring extension. Instead, in Remark 6.8 we construct a Morita context of slightly different kind, such that the cleft property of an algebra extension by any Hopf algebroid corresponds to the existence of mutually inverse elements j and  in its bimodules.
As it is well known, an extension B ⊆ A of k-algebras is an H-cleft extension for a Hopf algebra H if and only if it is H-Galois with normal basis property. The Galois condition means that A is a right H-comodule algebra with coinvariants B, and A ⊗ B A is isomorphic (in the category of left A-modules, right H-comodules) to A ⊗ k H via the so called canonical isomorphism. The normal basis property means that A is isomorphic to B ⊗ k H in the category of left B-modules, right H-comodules.
The notion of Galois extensions went through a wide generalization in the past years. It was initiated by an observation by Brzeziński [13] that if B ⊆ A is an HGalois extension then C : = A ⊗ k H is a Galois A-coring. This means that A is a C-comodule with C-coinvariants B, and C is isomorphic to the canonical Sweedler's coring A ⊗ B A via the canonical isomorphism.
As a next step of generalization [26] , El Kaoutit and Gómez-Torrecillas introduced Galois comodules Σ for an A-coring C as right C-comodules that are finitely generated and projective as A-modules and C is isomorphic to a comatrix coring Hom A (Σ, A)⊗ T Σ via the canonical isomorphism, where the notation T : = End C (Σ) is used. The existence of such a Galois comodule Σ ensures that the comonad functor − ⊗ A C on the category M A of right A-modules comes from an adjunction of functors 
is a commutative diagram in the 2-category of categories, in the sense that the inner triangle strictly commutes (here M C denotes the category of right C-comodules and F C denotes the forgetful functor) and the outer one does upto the natural isomorphism
for any right A-module N, where
denotes the C-coaction in Σ. Finally, in [31] Wisbauer relaxed the finitely generated projectivity condition and defined Galois comodules Σ for an A-coring C with the requirement that the diagram (1.2) is commutative in the above sense, i.e. such that (1.3) is a natural isomorphism. Throughout the paper Galois comodules are meant in this most general sense.
As one of our main results, it is shown in Corollary 5.3 that an L-C bicomodule Σ, for a pure coring extension (D, L) of (C, A), is cleft if and only if it is a Galois comodule for C (in the sense of [31] ) and isomorphic to T ⊗ L D as a left module for the algebra T : = End C (Σ) and as a comodule for the coring D (i.e. the normal basis property holds).
Let Σ be a Galois comodule for an A-coring C in the sense of [31] , and T : = End C (Σ). Then the Eilenberg-Moore comonad for the adjunction (1.1) is naturally equivalent to the comonad − ⊗ A C, and the comparison functor is naturally equivalent to −⊗ T Σ : 
In Theorem 3.6 (1) and Theorem 4.1 we show that if Σ is an L-C bicomodule for a pure coring extension (D : L) of (C : A), then the surjectivity of one of the connecting homomorphisms in the associated Morita context implies both the Galois property of Σ as a right C-comodule and the fully faithfulness of the functor (1. Notational conventions. All algebras of the paper are associative unital algebras over a fixed commutative ring k. The multiplication in an algebra R will be denoted by µ R and the unit element by 1 R . The algebra with the same k-module structure and opposite multiplication is denoted by R op . For the category of right (resp. left) Rmodules we use the symbol M R (resp. R M) and for its hom sets we write Hom R (−, −) (resp. R Hom(−, −)). The forgetful functor M R → M k will be denoted by G R . R-rings over an algebra R are monoids in the monoidal category of R-R bimodules. An R-ring is determined by a pair, consisting of an algebra A and an algebra homomorphism (the unit of the monoid) η A : R → A.
Corings (co-rings) over an algebra R are meant to be comonoids in the monoidal category of R-R bimodules. That is, an R-coring C consists of an R-R bimodule (denoted by the same symbol C), an R-R bilinear coassociative coproduct ∆ C and an R-R bilinear counit ǫ C (see [16, 17.1] ). For the coproduct of an element c ∈ C we use Sweedler-Heyneman index notation, i.e. write ∆ C (c) = c (1) ⊗ R c (2) , without denoting summation explicitly. The category of right (resp. left) C-comodules (cf. [16, 18.1-2] ) will be denoted by M C (resp. C M) and its hom sets by Hom C (−, −) (resp. C Hom(−, −)). The forgetful functor M C → M R will be denoted by F C . Composition of morphisms in the k-linear category M C equips the set End C (Σ) of endomorphisms of an object Σ with an algebra structure. Symmetrically, also the composition of morphisms in C M makes the set C End(Λ) of endomorphisms of Λ ∈ C M an algebra.
Morita contexts associated to comodules
Generalizing constructions in [21] , [23] , [1] and [20] , Caenepeel, De Groot and Vercruysse in [19, Section 4] associated Morita contexts to comodules of an A-coring C. For any right C-comodule Σ, they constructed a Morita context, connecting the algebras End C (Σ) and the right dual C * of C (cf. M ′ (Σ) below). Dually, for a left C-comodule Λ they constructed a Morita context, connecting C End(Λ) op and the left dual, * C (cf. M ′ (Λ) below). In the case of a right C-comodule Σ, which is finitely generated and projective as right A-module, these constructions yield a Morita context connecting End C (Σ) and * C (cf. M ′ (Σ * ) below). In the present section we give a generalization of this last Morita context to arbitrary right C-comodules Σ. For generalities about Morita contexts, we refer to [4, Chapter II.3] , where they are termed sets of (pre-)equivalence data.
Recall (e.g. from [16, 17.8 and 19.1] , where however the convention of opposite multiplication is used,) that for an A-coring C the k-module
and unit map A → * C, a → c → ǫ C (ca) . Any right C-comodule Σ possesses a canonical right * C-module structure with action
C-colinear maps are * C-linear. In a symmetric way, also the right dual C * = Hom A (C, A) has an A-ring structure and there is a faithful functor C M → C * M. Recall from [19, Section 4] that, for a right comodule Σ of an A-coring C and
and Σ
They constitute a Morita context
with connecting homomorphisms
For the purposes of the present paper, however, another Morita context associated to Σ ∈ M C turns out to be more useful. Define the k-module
In the following lemma some properties of the k-module Q are collected, needed in order to see that Σ and Q are bimodules connecting the algebras T and * C.
Lemma 2.1. For an A-coring C and its right comodule Σ, the k-module Q in (2.2) obeys the following properties.
(1) Q is isomorphic to the k-module
defined in terms of the left A-module Σ * : = Hom A (Σ, A); (2) Let M be a right C-comodule. For any q ∈ Q and m ∈ M, the map Σ → M, x → mq(x) is right C-colinear, i.e. for every m ∈ M there is a k-linear map
Proof.
(1) The isomorphism is given by switching the arguments. That is, by the map
(2) Since * C is an A-ring and the elements of Q are right A-linear, the map Σ → M, x → mq(x) is right A-linear, for q ∈ Q and a right C-comodule M and m ∈ M. In order to see that it is also right C-colinear, use the right A-linearity of a C-coaction in the first equality and (2.2) in the second one, to conclude that, for any right Ccomodule M, m ∈ M, q ∈ Q and x ∈ Σ,
(3) Using the right A-linearity of q ∈ Q and the defining identity (2.2), one checks that, for x ∈ Σ, f ∈ * C and c ∈ C,
where in the first equality the form of the * C-action in Σ has been used, and in the last one the multiplication law in * C. (4) For f ∈ * C and q ∈ Q, f q is an element of Hom A (Σ, * C) by the right A-linearity of q and the fact that * C is an A-ring. Since q is an element of Q, so is f q as, for x ∈ Σ and c ∈ C,
where the first and last equalities follow by the the form of the * C-action in Q and the second and penultimate equalities follow by the multiplication law in * C. The third equality follows by (2.2).
Since q ∈ Q and t ∈ T are right A-linear, qt is an element of Hom A (Σ, * C). Since t ∈ T is colinear and q is an element of Q, it follows that qt ∈ Q as, for x ∈ Σ and c ∈ C, (qt)(
where the form of the T -action in Q has been used. It is straightforward to check that both actions are associative and unital and they commute.
Remark 2.2. In the case when C is a locally projective left A-module, the k-module (2.2) has a particularly simple characterization, as Q ≡ Hom * C (Σ, * C). Indeed, by Lemma 2.1 (3), Q ⊆ Hom * C (Σ, * C). The converse inclusion is proven as follows. Recall that local projectivity of the left A-module C means that for any finite subset S ⊂ C, there exists a dual basis {e i } ⊂ C and {f i } ⊂ * C such that c = i f i (c)e i , for all c ∈ S. For an element x ∈ Σ, fix finite sets {x j } ⊂ Σ and {c j } ⊂ C such that
Take q ∈ Hom * C (Σ, * C) and c ∈ C and introduce the set S : = {c 1 , · · · , c s , c (1) q(x)(c (2) )} ⊂ C. By the assumption of local projectivity, there exists a dual basis {e i } ⊂ C and {f i } ⊂ * C associated to S, hence we can write
where the fourth equality follows by the right * C-linearity of q. This shows that q belongs to the k-module Q in (2.2) .
If the A-coring C is locally projective as a left A-module then the image of a right C-comodule Σ under an element q ∈ Hom * C (Σ, * C) lies within the rational part ( * C) rat of * C, cf. [16, 20.1] . (Recall that the rational part of a right * C-module is the biggest * C-submodule that possesses a C-comodule structure.) This implies that Q = Hom * C (Σ,
If C is a finitely generated and projective left A-module, with dual bases {c i } ⊂ C and {f i } ⊂ * C, then * C possesses a right C-comodule structure with coaction
In light of Lemma 2.1, there is another Morita context associated to Σ,
where txf = t x [0] f (x [1] ) , for t ∈ T , x ∈ Σ and f ∈ * C, with connecting homomorphisms
In a symmetric way, to a left C-comodule Λ one can associate Morita contexts M ′ (Λ), connecting the algebras C End(Λ) op and * C, and M(Λ), connecting C End(Λ) op and C * .
Remark 2.3. Note that a finitely generated and projective right A-module Σ is a right comodule for an A-coring C if and only if Σ * is a left C-comodule. Indeed, with the help of a dual basis {x i } ⊂ Σ and
Since any right C-comodule Σ has also a right * C-module structure, one can associate a further Morita context with it, as in [4, II.4] . Namely,
with connecting maps :
In the next generalization of [19, Proposition 4.7] the relationship between the Morita contexts N(Σ) in (2.7) and M(Σ) in (2.4) is investigated. Proof. There exist inclusions T = End C (Σ) ⊂ End * C (Σ) and, by Lemma 2.1 (3), Q ⊂ Hom * C (Σ, * C). Comparing (2.5) and (2.6) with (2.8) and (2.9), it is straightforward to see that these inclusions, together with the identity maps of * C and Σ, establish a morphism of Morita contexts. Now assume that C is locally projective as left A-module. By [16, 19.2-3] , for any right C-comodules M and M ′ , Hom
. Hence in particular T = End * C (Σ). By Remark 2.2, Q = Hom * C (Σ, * C), which completes the proof.
By standard Morita theory, if the connecting map in the Morita context M(Σ) in (2.4) is surjective, then Σ is a finitely generated projective left T -module and a right * C-generator. If ▽ is surjective then Σ is a finitely generated projective right * C-module and a left T -generator. (1) If the connecting map in (2.5) is surjective then C is a finitely generated projective left A-module. (2) If the connecting map ▽ in (2.6) is surjective then Σ is a finitely generated projective right A-module.
(1) If is surjective then there exist finite sets {q i } ⊂ Q and {x i } ⊂ Σ such that
Introduce finite sets {f j } ⊂ * C and {c j } ⊂ C via the requirement that
We claim that they are dual bases. Indeed, for any c ∈ C,
where the second equality follows by the definition (2.2) of Q. Hence C is a finitely generated projective left A-module, as stated.
(2) If ▽ is surjective then there exist finite sets {x i } ⊂ Σ and {q i } ⊂ Q such that
A dual basis for the right A-module Σ can be constructed introducing finite sets {y j } ⊂ Σ and {ξ j } ⊂ Σ * via the requirement that
Theorem 2.6. Let C be an A-coring and Σ its right comodule. Consider the Morita context M(Σ), associated to Σ in (2.4). If the connecting map ▽ in (2.6) is surjective, then the functor − ⊗ T Σ :
Proof. The proof consists of a verification of the bijectivity of the unit of the adjunction of functors − ⊗ T Σ :
for any right T -module N. Choose elements {x i } ⊂ Σ and {q i } ⊂ Q such that
The inverse of the map (2.10) can be constructed as
Indeed, the identity η N • η N = N obviously holds true. For the other equality, use the associativity of the Morita context M(Σ) to compute, for ζ N ∈ Hom
where in the fourth equality we used the right
Proposition 2.7. Let C be an A-coring which is finitely generated and projective as a left A-module and let Σ be a right comodule. Put T : = End C (Σ). The following statements are equivalent.
(1) The Morita context M(Σ), associated to Σ in (2.4), is strict; (2) Σ is a Galois comodule and finitely generated and projective as a right A-module and faithfully flat as left T -module;
, is an equivalence with inverse (1.4).
Proof. (3) implies (1), Σ is a finitely generated and projective right A module by Lemma 2.5 (2). Then it is a Galois comodule and a faithfully flat left T -module by [16, 18.27 (2) (c)⇒ (a)].
Morita theory for coring extensions
Let D be a coring over the base k-algebra L and C a coring over the k-algebra A. Assume that C is a C-D bicomodule with the left regular C-coaction ∆ C and some right D-coaction τ C . By definition [16, 22.1] , this means that τ C is left A-linear (hence C ⊗ A C is also a D-comodule with coaction C ⊗ A τ C ) and the coproduct ∆ C is right 
Based on [16, 22.3] and its Erratum, the following can be proven (see also the arXiv version of [14, Theorem 2.6(2)]). If D is a pure right coring extension of C then there is a k-linear functor U = −2 C C :
involving U and four forgetful functors. The functor U has the following explicit form.
, for c ∈ C, (note our convention to use character τ for D-coactions and lower indices of the Sweedler type to denote the components of the coproduct and of the coactions of the coring D) the right L-action on M in (3.1) comes out as
The cotensor product M2 C C ∼ = M yields the D-coaction
denotes the C-coaction in M (note our convention to use character ̺ for C-coactions and upper indices of the Sweedler type to denote the components of the coproduct and of the coactions of the coring C). Note that τ M is well defined and coassociative by the purity assumption. It is straightforward to check that with this definition any right C-comodule map is D-colinear. In particular, a right C-coaction, being C-colinear by coassociativity, is D-colinear.
Consider the opposite of the category of k-linear functors and their natural transformations. The full subcategory defined by the two objects U and V determines a Morita context
where all algebra and bimodule structures are given by the opposite composition of natural transformations and both connecting homomorphisms and are given by projections of the restrictions of the opposite composition of natural transformations. In the following proposition an equivalent description of the Morita context (3.2), in terms of sets of (co)module maps, is given. In order to formulate it, we introduce a k-submodule of Q ′ , (i.e. the k-module associated to an L-C bicomodule Σ via (2.3)).
It is defined in terms of the
Proposition 3.1. Let Σ be an L-C bicomodule for a pure right coring extension (D : L) of (C : A). Consider the corresponding Morita context (3.2). There is a set of k-linear isomorphisms
where T denotes the algebra (and L-ring) End C (Σ). Moreover, the maps (3.4)-(3.7) establish an isomorphism of the Morita context (3.2) and the Morita context
The algebra structures, bimodule structures and connecting homomorphisms are given by the following formulae.
The bijectivity of α 1 is proven by constructing the inverse α
Since Σ is an L-C bicomodule, the map Σ → Σ, x → lx is right C-colinear for any l ∈ L. Hence α
is left L-linear by the naturality of Φ. The identity α
Using the right D-colinearity of Φ Σ (in the second equality), (3.17) (in the third equality) and the right C-colinearity of ϕ M together with the naturality of Φ (in the last equality), we conclude that
for any right C-comodule M. It is checked to be right D-colinear using the relation between the C and D-comodule structures of M, the right A-linearity of a C-coaction, the left C-colinearity and the right D-colinearity of u and the D-colinearity of the C-coaction:
This implies that we have a k-linear map α 2 :
In order to prove its bijectivity, we construct the inverse α −1 2 , mapping Ξ ∈ Nat(U, U) to Ξ C ∈ End D (C). We need to prove that Ξ C is left C-colinear. Note first that, for any right A-module N and n ∈ N, the map C → N ⊗ A C, c → n ⊗ A c is right C-colinear (where N ⊗ A C is a right C-comodule via N ⊗ A ∆ C ). Hence, by naturality,
On the other hand, the coproduct in C is right C-colinear (i.e. coassociative), hence naturality implies
Combining these two observations, we have the left C-colinearity of Ξ C proven. The identity α
2 (Ξ) = Ξ, for Ξ ∈ Nat(U, U), follows by the commutativity of the following diagram, for any right
Commutativity of this diagram follows by (3.18) , the right C-colinearity (i.e. coassociativity) of a right C-coaction and the naturality of Ξ.
To an element p ∈ L Hom D (D, Σ) associate the right D-colinear map,
We prove its bijectivity by constructing the inverse α
Its left L-linearity follows by the right C-colinearity of the map Σ → Σ, x → lx, for any l ∈ L, the naturality of Θ, and the fact that L is a subalgebra of T . The identity α
is obvious, and α 3 • α −1 3 (Θ) = Θ, for Θ ∈ Nat(V, U), follows by the naturality of Θ, i.e. the identity
for any right C-comodule M. The two forms of Ω q M are equal by the right D-colinearity of the C-coaction. It is a well defined map by the A-L bilinearity of q and Lemma 2.1 (2). The association q → Ω q defines a k-map α 4 : Q → Nat(U, V ). We prove its bijectivity by constructing the inverse α
By the right C-colinearity of the map C → N ⊗ A C, c → n ⊗ A c, for any right Amodule N and n ∈ N, and the naturality of Ω, the map Ω N ⊗ A C can be written as a composite of
Applying this fact to the case N = A, we conclude on the left A-linearity of Ω C , hence of α −1 4 (Ω). Consider the following commutative diagram.
The upper left square is commutative by the right C-colinearity (i.e. coassociativity) of the coproduct in C and the naturality of Ω. The lower left triangle is commutative by the previous observation that Ω N ⊗ A C factorizes through N ⊗ A Ω C , for any right A-module N. The squares in the middle column are commutative by the isomorphism of k-modules Hom • α 4 (q) = q, for q ∈ Q, follows by the right A-linearity of ǫ C and the left A-linearity of q. In order to prove the converse property,
The commutativity of the upper quadrangle follows by the naturality of Ω M . The left lower quadrangle commutes by the right D-colinearity of ρ M and the right lower quadrangle does by the right D-colinearity of Ω C and the fact that ǫ D is the counit of D. The property that Ω M ⊗ A C factorizes trough M ⊗Ω C implies that the triangle commutes as well. Evaluating the upper and lower incoming arrows in Hom 
The proof is completed by showing that the maps α 1 , α 2 , α 3 and α 4 define a morphism of Morita contexts. Indeed, it is straightforward to check that,
This ends the proof.
Remark 3.2. The commutative base ring k can be considered as a trivial (k-) coring, which is a pure right extension of any A-coring C. A right C-comodule Σ can be viewed as a k-C bicomodule for the pure right coring extension k of C, hence there is an associated Morita context (2) By the D-colinearity of a right C-coaction in a right C-comodule M, for any
where we used part (1) in the second equation. A → B is a comonadic functor and λ is a split epimorphism in the category A, such that F (λ) has a kernel in B, then also λ has a kernel in A and F preserves this kernel. Since for an A-coring C the forgetful functor M C → M A is obviously comonadic, the next lemma follows by this general result. Still, for the convenience of the reader we include a complete proof, which is a simplified version of Beck's arguments (as in our case the target category M A is Abelian). Proof. In terms of {κ ℓ } and {λ ℓ } as in (i), construct a map κ : M → N s defined by κ(m) = (κ ℓ (m)) ℓ . Clearly, κ has a left inverse, λ :
Recall that the category of comodules of any A-coring C has direct sums that do coincide with the direct sums in M A (see e.g. [30, 3.3] ), so λ and κ are morphisms in M C . In particular, λ and κ are right A-linear, so there is a split exact sequence in the Abelian category of right A-modules,
The proof is completed by showing that M ′ is a right C-comodule and ν is a C-colinear section. Denoting a right A-linear retraction of ν by ̟, introduce a right A-module map
Since the A-module maps satisfy ν • ̟ + κ • λ = N s , the colinearity of κ and λ implies that ν • ̟ is C-colinear. Hence
Composing (3.19) by ̟ on both sides and using the colinearity of ν • ̟, one obtains also
Furthermore, using (3.19) (in the first, second and fourth equalities) and the coassociativity of ̺ N s (in the third equality), one checks that
Since ν ⊗ A C ⊗ A C is a (split) monomorphism, this implies the coassociativity of ̺ M ′ . Finally, by the counitality of
which finishes the proof of the implication (i) ⇒ (ii). The converse implication is obvious.
Since L-C bicomodules, for an algebra L and an A-coring C, can be identified with right comodules for the L op ⊗ k A-coring L op ⊗ k C, Lemma 3.5 applies also to L-C bicomodules. 3.3) ) such that ℓ  ℓ j ℓ = C. In terms of the isomorphisms α 3 and α 4 in Proposition 3.1, we denote α 3 (j ℓ ) = J ℓ and α 4 (  ℓ ) = J ℓ , for all values of ℓ.
First we check that the surjectivity of implies the Galois property of the right C-comodule Σ. To this end, we construct the inverse of the canonical natural transformation (1.3). For any right A-module N, put
Since T is an L-ring, Υ N is a well defined map. It is natural in N, being a sum of composites of natural morphisms,
We claim that Υ yields the inverse of the canonical natural transformation (1.3) . Indeed, we find that, for n ⊗ A c ∈ N ⊗ A C,
On the other hand, for
where in the second equality we used the right D-colinearity of the C-coaction in Σ and the right A-linearity of φ N . Using Lemma 2.1 (2) at the right C-comodule Σ, we conclude that
is an element of T , for all x ∈ Σ and any value of the index ℓ. Hence
where the last equality follows by Lemma 3.3 (2), applied to the right C-comodule Σ. This proves that if the Morita map is surjective then Σ is a Galois C-comodule. Next we prove that Σ is a direct summand of (T ⊗ L D) s as T -D-bicomodule, where s is the cardinality of the index set {ℓ} above. For any value of ℓ, put
, and (3.20)
Since the left L-action in Σ is right C-colinear by assumption, and any C-colinear map is D-colinear, both the right C, and D-coactions in Σ are left L-linear. This way κ ℓ , being a composite of left L-linear right D-colinear maps, is left L-linear and right D-colinear. The map κ ℓ is obviously left L-linear and it is right D-colinear by the colinearity of j ℓ and any t ∈ T . It follows by Lemma 3.3 (2) that ℓ κ ℓ •κ ℓ (x) = x. By Lemma 3.5, this implies that Σ is a direct summand of (T ⊗ L D) s as T -D-bicomodule, where s is the cardinality of the index set {ℓ}.
In order to prove the converse statement, we make use of Lemma 3.5 again. Since Σ is a direct summand of (T ⊗ L D)
s as T -D-bicomodule, there exist maps
We can define maps j ℓ and  ℓ as follows. For any value of ℓ, put
By the colinearity of κ ℓ , j ℓ is right D-colinear. Since κ ℓ is left T -linear and L is a subalgebra of T , j ℓ is also left L-linear. Furthermore, Σ is a Galois C-comodule by assumption, hence we can set 
Here f c denotes a right A-linear morphism from A to C, defined for an element c ∈ C as f c (a) = ca. The lower square on the left hand side commutes because of the naturality of can −1 . By the explicit form (1.3) of can, for ξ ⊗ T x ∈ Σ * ⊗ T Σ,
Hence also the upper square on the left hand side commutes. The commutativity of the squares on the right hand side is obvious. Both the upper and lower horizontal lines express the map  ℓ . In terms of the map f c introduced above, ∆ C (c) = (f c (1) ⊗ A C)(c (2) ). Hence the commutativity of the diagram implies, for all c ∈ C and x ∈ Σ,
That is,  ℓ ∈ Q, for all values of the index ℓ. The surjectivity of (the 
where the third equality follows by the right C-colinearity of can A .
(2) Suppose that the Morita context (3.8) is strict. In view of part (1), we have to prove only that T ⊗ L D is a direct summand of Σ z , for some integer z. By the surjectivity of ♦ , there exist elements
Similarly to (3.20), for any value of i, we define left L-linear and right D-colinear morphisms,
where the second equality follows by C-and D-colinearity of t ∈ T , D-colinearity of h i , and right A-linearity of t ∈ T . By Lemma 3.5, we conclude that T ⊗ L D is a direct summand of Σ z , where z is the cardinality of the index set {i}. Finally, we show that if Σ is a Galois C-comodule and T ⊗ L D is a direct summand of
Repeating the arguments in part (1) (cf. (3.21) and (3.22)), we define maps h i ∈ L Hom D (D, Σ) and h i ∈ Q as
A .
For any x ∈ Σ, the association a → xa defines a right A-module map A → Σ. By naturality of the canonical maps (1.3), for x ∈ Σ, c ∈ C, and any value of the index i,
, for x ∈ Σ. Hence (3.24) implies the following equality of right A-linear endomorphisms of Σ.
for all x ∈ Σ and any value of the index i. Then it follows that, for d ∈ D,
This proves that i h i ♦ h i is the unit element of the algebra L Hom L (D, T ), and thus the surjectivity of the
Remark 3.7. It follows by the proof of Theorem 3.6 that the finite number s in the theorem can be chosen equal to the cardinality of the sets
Similarly, the number z can be chosen equal to the cardinality of the sets {h i } ⊂ L Hom D (D, Σ) and { h i } ⊂ Q, such that 
Proof. A retraction of the map (3.25) can be constructed in terms of the elements
It is a well defined map by Lemma 2.1 (2) . Being a composite of right D-colinear maps, it is D-colinear. Its T -linearity follows by the fact that any t ∈ T is C-colinear and hence, in particular D-colinear and A-linear. That σ is a retraction of the map (3.25) is a direct consequence of Lemma 3.3 (2).
Weak and strong structure theorems
As an L-C bicomodule Σ, for a right coring extension (D : L) of (C : A), is in particular a right C-comodule, it determines an adjunction of functors
from the category of right modules for the algebra T = End C (Σ) to the category of right comodules for the coring C, as in the bottom row of diagram (1.2), and
In the present section we study the 'descent theory' of pure coring extensions, i.e. investigate in what situations the functor (4.2) is fully faithful or an equivalence with inverse (4.1). Proof. The property, that the functor (4.2) is fully faithful, is equivalent to the bijectivity of the counit of the adjunction,
for T : = End C (Σ) and any right C-comodule M. Note that the restriction of the map
, which equals the restriction of can M . By Theorem 3.6 (1), the surjectivity of implies that Σ is a Galois C-comodule. Taking the explicit form of can −1 in the proof of Theorem 3.6 into account, we have
which is an element of Hom C (Σ, M) ⊗ T Σ, by Lemma 2.1 (2) . In light of these observations, the inverse of ε M can be constructed as Proof. If the connecting map in (2.5) is surjective then C is a finitely generated projective left A-module by Lemma 2.5 (1). Conversely, if C is a finitely generated projective left A-module then the connecting map (2.5) is equal to the counit (4.3) for the right C-comodule * C (cf. Remark 2.2). Then it is an isomorphism by Theorem 4.1.
Recall from Theorem 2.6 that a sufficient condition for the functor (4.1) to be fully faithful is the surjectivity of the map (2.6). Motivated by this result, in what follows we look for conditions under which the map (2.6) is surjective. (2)).
Proof. By Lemma 2.1 (1), Q can be viewed as a k-submodule of Q ∼ = Q ′ in (2.2). Hence (identifying q ∈ Q with the corresponding element of Q), it follows by the explicit forms of the maps ♦ and ▽ that (
where the penultimate equality follows by the left T -linearity of ▽ and the last one follows by (3.11). Since ▽ is T -T bilinear, this proves its surjectivity.
By standard Morita theory, Proposition 4.3 implies the following. (
Hence ǫ D is surjective, being L-L bilinear, so the considerations in part (1) apply. Proof. This is an immediate consequence of Theorem 4.1, Theorem 2.6 and Proposition 4.3.
Note that under the hypothesis of Theorem 4.6, Σ is a finitely generated and projective right A-module (cf. Lemma 2.5 (2)), hence a Galois comodule in the sense of [26] (cf. Theorem 3.6). On the other hand, under the assumptions in Theorem 4.6, Σ is not necessarily flat as a left T -module (equivalently, C is not necessarily flat as a left A-module). This way Theorem 4.6 covers cases which are not treated by the Galois Comodule Structure Theorem [16, 18.27 ]. This will be clear by the observation in Section 6, that the Fundamental Theorem of Hopf modules (for arbitrary Hopf algebras or Hopf algebroids) is a particular instance of Theorem 4.6.
Cleft bicomodules
The results in Section 3 and Section 4 allow for an application to the main case of interest, when there exist 'invertible' elements in the Morita context, associated to a bicomodule of a pure coring extension, in the following sense. Let D be an L-coring which is a pure right extension of an A-coring C. For an L-C bicomodule Σ consider the associated
where T = End C (Σ) and Q is the k-module (3.3).
C is called a cleft bicomodule for the pure right coring extension (D : L) of (C : A) provided there exist elements j ∈ L Hom D (D, Σ) and  ∈ Q such that  j = C and, in addition,
C is a (weak) cleft bicomodule for a pure right coring extension (D : L) of (C : A), with morphisms j ∈ L Hom D (D, Σ) and  ∈ Q as in Definition 5.1, then, by Proposition 3.1, the natural transformation α 4 ( ) in Proposition 3.1 is a (left) inverse of α 3 (j) there.
In standard Hopf Galois theory, cleft extensions are Galois extensions with additional 'normal basis property'. In order to derive a similar result for pure coring extensions, we impose the following definition. It is immediately clear from the definition that the Morita context (3.8), associated to a cleft bicomodule of a pure coring extension, is strict. Hence the proof of Theorem 3.6 and Remark 3.7 lead to the following relation between cleft bicomodules and Galois comodules which satisfy the normal basis property.
C is a weak cleft bicomodule for the pure right coring extension (D : L) of (C : A) if and only if Σ is a Galois C-comodule and satisfies the weak normal basis property;
(2) Σ ∈ L M C is a cleft bicomodule for the pure right coring extension (D : L) of (C : A) if and only if Σ is a Galois C-comodule and satisfies the normal basis property. 
Examples
The following proposition implies that most coring extensions occurring in this section are pure without any further assumption. 6.1. Cleft entwining structures. An entwining structure [15] consists of a k-algebra A, a k-coalgebra D and a k-linear map ψ :
ψ will be used, where implicit summation is understood. To an entwining structure (A, D, ψ) one can associate an A-coring Proposition 2.2]) . The left A-module structure is given by left multiplication in the first tensorand and the right A-module structure is given by (a
The coproduct is
and the counit is ǫ C : = A ⊗ k ǫ D . Clearly, C is a C-D bicomodule with the left regular C-coaction ∆ C and right D-coaction
That is, D is a right extension of C, moreover, a pure coring extension by Proposition 6.1. This implies that any right C-comodule possesses a right D-comodule structure. What is more, right C comodules (also called entwined modules) are those right D-comodules M that are right A-modules as well and the compatibility condition Proof. Let us assume first that (A, D, ψ) is a cleft entwining structure. In this case A is an entwined module, i.e. a right C-comodule, by assumption. Let λ : D → A be a right D-colinear map, with convolution inverseλ. Put j : = λ and  : C → A, a ⊗ k d → aλ(d). We need to prove that  is an element of the appropriate bimodule (3.3) in the Morita context M(A), associated to A as in (3.8) , that is, of
(which is equal to C Hom(C, A), cf. Remark 2.3). Note that, by [1, Lemma 4.7 1], the identity
where the second equality follows by the colinearity of λ. Similarly, sinceλ is also right convolution inverse of λ, for d ∈ D,
This proves that A is a cleft bicomodule, as stated.
Conversely, assume that A is a cleft bicomodule for the pure coring extension D of C. Then it is, in particular, an entwined module. Let j ∈ Hom D (D, A) and  ∈ Q be elements of the bimodules in the Morita context M(A), associated to A as in (3.8) , such that  j = C and
6.2. Cleft extensions of algebras by a coalgebra. Let D be a coalgebra over k and A a k-algebra and a right D-comodule. In [12] A has been termed a D-cleft extension of the subalgebra
if it is a D-Galois extension, i.e. the canonical map
is bijective, and there exists a convolution invertible right D-colinear map λ : D → A.
Recall that for any D-Galois extension A of T there exists a (unique) entwining structure (A, D, ψ) such that A is an entwined module (cf. [16, 34.6] ). On the other hand, the canonical map (6.9) is bijective for any cleft entwining structure (A, D, ψ) by [1, Proposition 4.8 1] . This means that cleft extensions of algebras by a coalgebra are in one-to-one correspondence with cleft entwining structures. Combining this observation with Proposition 6.2, we conclude that A is a D-cleft extension of T if and only if A is a cleft bicomodule for the pure coring extension D of C : = A ⊗ k D.
6.3. Cleft extensions of algebras by a Hopf algebra. Let D be a Hopf algebra over k and A a right comodule algebra. The algebra A and the coalgebra underlying D are entwined by the map 
and (6.10)
respectively, where e :
To a weak entwining structure (A, D, ψ) one can associate an A-coring [16, 37.4] ). The left A-module structure is given by left multiplication in the first tensorand, and the right A-module structure is given by (a1
The coproduct is given by the restriction of A ⊗ k ∆ D , i.e. by
The counit is given by the restriction of A ⊗ k ǫ D , i.e. by
C is a C-D bicomodule with the left regular C-coaction ∆ C and right D-coaction, given by the restriction of A ⊗ k ∆ D , i.e.
where the equality of the two forms of τ C follows by (6.10) 
(The first condition in (6.13) can be read as a convenient normalization. Indeed, if there existsλ ∈ Hom k (D, A), satisfying (6.6) and the second condition in (6.13), then it can be replaced by the (non-zero Proof. Let us assume first that (A, D, ψ) is a cleft weak entwining structure. We construct elements j and  in the bimodules of the Morita context (3.8), associated to A, such that  j = C. Put j : = λ and
where λ : D → A is a right D-colinear map andλ : D → A is a k-linear map, satisfying (6.6) and (6.13). Analogously to (6.7) and (6.8), assumption (6.6) implies that  is left C-colinear, i.e. an element of
and ( Together with the mapλ :
, for d ∈ D, they satisfy (6.13) and (6.6). Indeed, the first condition in (6.13) follows by the left A-linearity of  and (6.1). The second one follows by  j = C as, for d ∈ D,
where the third equality follows by the forms (3.15) of the map and (6.12) of the D-coaction in C. Condition (6.6) is easily seen to follow by the assumption that  is an element of the bimodule Q.
Note that the first condition in (6.13) and (6.6), imposed on a weak entwining structure in [2] , gain an explanation by Proposition 6.3. They mean thatλ ∈ Hom k (D, A) corresponds to an element of Q ⊆ A Hom(C, A) in Proposition 6.3, via the isomorphism
6.5. Cleft extensions by partial group actions. Extending the definition of (idempotent) partial actions of finite groups on commutative algebras in [24] and [25] , Caenepeel and De Groot introduced in [18] idempotent partial actions of finite groups G on arbitrary algebras A, as follows. An idempotent partial G-action on A consists of a collection {e σ } σ∈G of central idempotents in A and a collection {α σ : Ae σ −1 → Ae σ } σ∈G of isomorphisms of ideals, satisfying the conditions A 1 = A and α 1 = A, for the unit element 1 of G, and α σ α τ (ae τ −1 )e σ −1 = α στ (ae τ −1 σ −1 )e σ , for σ, τ ∈ G, a ∈ A.
They constructed an A-coring for such a partial action, {e σ , α σ } σ∈G of G on A, as a k-module C : = ⊕ σ∈G Ae σ with A-A bimodule structure
for a 1 , a 2 , a ∈ A, and elements ν σ of C, taking the value e σ in the component σ and 0 everywhere else, for σ ∈ G. The coproduct and the counit are inherited from the coalgebra k(G), the k-dual of the group algebra. Explicitly,
Note that the coalgebra (k-coring) k(G) is a pure right extension of the A-coring C. That is, there exists a left C-colinear right k(G)-coaction in C,
where {u σ } σ∈G is the k-basis for k(G), dual to the basis {σ} σ∈G of the group algebra. Since C possesses a grouplike element, (6.14) By a plausible definition we call A a cleft extension of its G-invariant subalgebra { a ∈ A | ∀σ ∈ G α σ (ae σ −1 ) = ae σ } if there exists a convolution invertible right colinear map from the right regular k(G)-comodule to A. Proposition 6.4. Let G be a finite group with an idempotent partial action {e σ , α σ } σ∈G on an algebra A. Let C be the associated A-coring. Then A is a cleft extension of its G-invariant subalgebra if and only if A is a cleft bicomodule for the pure coring extension k(G) of C.
Proof. The proof is surprisingly similar to that of Proposition 6.2.
Assume first that A is a cleft bicomodule, that is, there exist elements  ∈ Q and j ∈ Hom k(G) (k(G), A) in the bimodules of the Morita context M(A), associated to A as in (3.8) , such that  j = C and j ♦  = 1 A ǫ k(G) (−). Put λ : = j : k(G) → A. It is right colinear. We claim that it is also convolution invertible.
Using the notations, introduced earlier in this section, the k(G)-coaction in A, determined by the grouplike element (6.14), comes out as
Then, since k(G) is a free k-module of finite rank, the colinearity of λ means that
Condition (6.15) implies, in particular, that λ(u σ )e τ = λ(u σ ), for any σ, τ ∈ G. (Hence there exist no non-trivial right k(G)-comodule maps k(G) → A if the ideals {Ae σ } σ∈G have no non-trivial intersection.) Now putλ(u σ ) : = (ν σ ), for σ ∈ G. By  j = C,λ is left convolution inverse of λ. Similarly, it follows by
Using the colinearity of λ, i.e. the identity (6.15), we conclude thatλ is also right convolution inverse of λ. Conversely, assume that there exists a right k(G)-comodule map λ : k(G) → A with convolution inverseλ. We construct elements j ∈ Hom k(G) (k(G), A) and  ∈ Q such that  j = C and j ♦  = 1 A ǫ k(G) (−). Put j : = λ : k(G) → A. Sinceλ is convolution inverse of a right k(G)-comodule map λ, its range is in the intersection of the ideals {Ae σ } σ∈G . Hence we can put
The conditions  j = C and j ♦  = 1 A ǫ k(G) (−) follow easily by the assumptions that λ is left, and right convolution inverse of λ, respectively, and the colinearity condition (6.15). Furthermore, using thatλ is left convolution inverse of λ (in the second equality), the colinearity condition (6.15) (in the third one) and the assumption that λ is left convolution inverse of λ (in the last one), we deduce that
for a ∈ A and σ, τ ∈ G. Using the forms of the coproduct ∆ C in C and the C-coaction (determined by the grouplike element (6.14)) in A, it is straightforward to check that this is equivalent to the property that  is an element of the bimodule Q, associated to A as in (3.3).
6.6. Cleft entwining structures over arbitrary base. An entwining structure over an algebra L consists of an (a) A (with the right regular A-module structure) is an entwined module, i.e. it is a right D-comodule such that the compatibility condition
If conditions (a)-(c) in Proposition 6.5 hold, we call the L-entwining structure (A, D, ψ) cleft.
Note that if the coring D possesses a grouplike element x, then the left L-linearity of the D-coaction a → ψ(x ⊗ L a) in A is equivalent to the element x to be central in the L-L bimodule D.
6.7. Cleft extensions of algebras by a Hopf algebroid. A Hopf algebroid H consists of a left bialgebroid structure H L , over a base algebra L, and a right bialgebroid structure H R , over a base algebra R, on the same total algebra H, and a k-linear map S : H → H, called the antipode, relating the two bialgebroid structures [11] , [6] . For a Hopf algebroid H, we denote by γ L and π L (resp. γ R and π R ) the coproduct and the counit of the constituent bialgebroid H L (resp. H R ).
In a Hopf algebroid, the coproduct γ L : H → H ⊗ L H is a right H R -comodule map and γ R : H → H ⊗ R H is a right H L -comodule map. That is, (the coring underlying) H R is a right extension of (the coring underlying) H L and (the coring underlying) H L is a right extension of (the coring underlying) H R . Hopf algebroids, in which both of these coring extensions are pure, are called pure Hopf algebroids. We are not aware of any examples of Hopf algebroids that are not pure. For a pure Hopf algebroid H, the categories of right H L -comodules and of H Rcomodules are isomorphic monoidal categories such that the forgetful functor to the bimodule category R M R is strict monoidal, cf. [10, Corrigendum, Theorems 4 and 6]. Right H R -comodule algebras are defined as monoids in the category of right H Rcomodules, hence they are in particular R-rings [29] . A right H R -comodule algebra A determines an entwining structure over R with R-ring A and R-coring (H, γ R , π R ), underlying the bialgebroid H R (cf. [7, (3.17) ]). Hence there exists a corresponding A-coring C : = A ⊗ R H, with coproduct A ⊗ R γ R , inherited from H R . By right H Lcolinearity of γ R , C possesses a C-H L bicomodule structure with the left regular Ccoaction and right
the bialgebroid H L , is a right extension of the A-coring C = A ⊗ R H. Since H is a pure Hopf algebroid by assumption, also this coring extension is pure. Note that this coring extension does not correspond to any entwining structure.
Under the additional assumption that the right H R -comodule algebra A is also an L-ring with left L-linear H R -coaction, A becomes an L-C bicomodule, hence one can associate to it a Morita context M(A) as in (3.8) . In this situation one can associate to A also another Morita context like in [10, Remark 3.2 (1)]. Latter one is formulated in terms of the two convolution products, (f,
and g ′ ∈ R Hom(H, A) on the other hand. These two convolution products define the convolution algebras L Hom L (H, A) and R Hom R (H, A), respectively, and also their bimodules L Hom R (H, A) and R Hom L (H, A). The connecting homomorphisms of the Morita context are defined as projections of the appropriate convolution product.
The precise relation of the two Morita contexts in the previous paragraph is formulated in the following lemma. Lemma 6.6. Let H = (H L , H R , S) be a pure Hopf algebroid and A be a right H Rcomodule algebra. Denote the associated A-coring A ⊗ R H by C. Assume that A is also an L-ring and the H R -coaction on A is left L-linear. Then the Morita context M(A), associated to the L-C bicomodule A as in (3.8) , is isomorphic to a sub-Morita context of where the algebra and bimodule structures are given by the respective convolution product and the connecting homomorphisms and ♦ ♦ are defined as projections of the convolution products.
Proof. The endomorphism algebra T = End C (A) can be identified with the subalgebra of C (equivalently, H R ) -coinvariants in A, via T ∋ t → t(1 A ) cf. [16, 28.4 ]. This injection T ֒→ A of L-rings defines an injection of convolution algebras
The algebra of left C-colinear right H L -colinear endomorphisms of A ⊗ R H can be injected into the other convolution algebra R Hom R (H, A) via the map
For a pure Hopf algebroid H, any right H L -colinear map is also right H R -colinear, thus in particular right R-linear. So we have an obvious injection
Finally, by standard hom-tensor relations, we have an inclusion
It is left to the reader as an easy exercise to check that the four injections constructed define a morphism of Morita contexts.
Following [10] , a right H R -comodule algebra A (with R-ring structure η R : R → A) for a pure Hopf algebroid H = (H L , H R , S) is called an H-cleft extension of its H R -coinvariant subalgebra T if the following conditions are satisfied. 
(For more details on cleft extensions by Hopf algebroids, in particular for their characterization as crossed products, we refer to [10] .) This definition can be reformulated using the terminology of the present paper as follows. The proof is a simple generalization of that of Proposition 6.2, using [10, Lemmata 3.6 and 3.7].
Proposition 6.7. Let H = (H L , H R , S) be a pure Hopf algebroid and A be a right H Rcomodule algebra. Let C be the associated A-coring A ⊗ R H, with coproduct inherited from H R . A is an H-cleft extension of its H R -coinvariant subalgebra if and only if the following hold. (a) A is an L-ring; (b) A (with the left L-module structure in (a), the right regular A-module structure and the given H R -comodule structure) is a cleft L-C bicomodule for the coring extension H L of C.
It should be emphasized that cleft extensions of algebras by a pure Hopf algebroid are not examples of the kind discussed in Section 6.6. As explained, one can associate an R-entwining structure -with R-ring A and R-coring underlying H R -to a right H Rcomodule algebra A, for a Hopf algebroid H = (H L , H R , S). It isn't true, however, that this R-entwining structure was cleft for an H-cleft extension. The right H Rcoaction in A is determined by the grouplike element 1 H (cf. last paragraph in Section 6.6), which is not central in the R-R bimodule H R . Hence the right H R -coaction in A is not left R-linear in the sense of a cleft R-entwining structure (i.e. of Proposition 6.5 (b)). M : M → M ⊗ T A is well defined by the R-, and L-module map properties of j and j, and since T is an L-ring. For any m ∈ M, the element m
[0] j(m [1] ) is checked to be H R -coinvariant, using the right H R -colinearity of the A-action on M and the right H R -colinearity of j, the right H L -colinearity of the coproduct in H R , one of the antipode axioms in a Hopf algebroid, an anti-isomorphism between the base algebras L and R of both constituent bialgebroids, together with the right R-linearity of j and the counitality of the coproduct in H L . Hence the range of c (1) )j(m [1] (2) ) = m; (c
(1) )j(a [1] (2) ) = n ⊗ T a.
In the first equality in the last line we used that a [0] j(a [1] ) belongs to T , for any a ∈ A. The second equality in the last line follows by the right H L -colinearity of the H R -coaction on M. In the last equality of both computations we used that j and j are mutual inverses in the Morita context (6.17) , together with the counitality of the H R -coaction.
The inverse of e W is given by i j(a [1] i )j(1 H ).
Since a [0] j(a [1] ) belongs to T , for any a ∈ A, and by the H R -colinearity of j and the unitality of the coproduct in H R , the element j(1 H ) also belongs to T , the expression of e 
