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Abstract
This ﬁnal analysis of hadronic and leptonic cross-sections and of leptonic forward-backward asym-
metries in e+e− collisions with the OPAL detector makes use of the full LEP1 data sample com-
prising 161 pb−1 of integrated luminosity and 4.5 × 106 selected Z decays. An interpretation of the
data in terms of contributions from pure Z exchange and from γ/Z interference allows the param-
eters of the Z resonance to be determined in a model-independent way. Our results are in good
agreement with lepton universality and consistent with the vector and axial-vector couplings pre-
dicted in the Standard Model. A ﬁt to the complete dataset yields the fundamental Z resonance
parameters: mZ = (91.1852 ± 0.0030)GeV, ΓZ = (2.4948 ± 0.0041)GeV, σ0h = (41.501 ± 0.055) nb,
Rℓ = 20.823±0.044, and A0,ℓFB = 0.0145±0.0017. Transforming these parameters gives a measurement
of the ratio between the decay width into invisible particles and the width to a single species of charged
lepton, Γinv/Γℓℓ = 5.942 ± 0.027. Attributing the entire invisible width to neutrino decays and assum-
ing the Standard Model couplings for neutrinos, this translates into a measurement of the eﬀective
number of light neutrino species, Nν = 2.984± 0.013. Interpreting the data within the context of the
Standard Model allows the mass of the top quark, mt = (162
+29
−16)GeV, to be determined through its
inﬂuence on radiative corrections. Alternatively, utilising the direct external measurement of mt as
an additional constraint leads to a measurement of the strong coupling constant and the mass of the
Higgs boson: αs(mZ) = 0.127 ± 0.005 and mH = (390+750−280) GeV.
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1 Introduction
One of the principal goals of the Large Electron-Positron (LEP) collider project [1] at CERN is to
make precise measurements of the properties of the Z gauge boson, which are basic parameters of
nature. These include the Z mass and its total decay width, as well as the composition and angular
distributions of Z decay products. In combination with other precise measurements [2,3], these physical
observables provide the most stringent tests of the Standard Model (SM) of electroweak interactions [4]
yet possible, allowing it to be investigated at the level of higher-order electroweak corrections [5]. These
tests represent a unique probe of the underlying gauge structure of electroweak physics. Possible new
physics or new particles beyond those of the SM might be revealed through the subtle changes which
they would induce in the precise results reported here.
From 1989 to 1995 LEP produced e+e− collisions with centre-of-mass energies,
√
s, close to the
Z mass, mZ. This is referred to as the LEP1 programme. For much of this period
√
s was chosen
to be within about 200 MeV of mZ, close to the peak of the Z resonance curve, in order to obtain
the maximum number of Z decay events. These “on-peak” data provide high-statistics samples for
measurements of production cross-sections and Z decay properties, such as partial decay widths and
forward-backward asymmetries. Data were also recorded at several centre-of-mass energy points up to
4 GeV above and below the peak of the Z resonance. These “oﬀ-peak” data samples provide sensitivity
to the lineshape of the Z resonance and hence to its mass, mZ, and total decay width, ΓZ. The OPAL
collaboration has previously published measurements of Z properties based on LEP1 data recorded
up to the end of 1992 [6–9].
In this paper we report new OPAL measurements of hadronic and leptonic cross-sections and
leptonic forward-backward asymmetries based on the higher luminosity LEP1 runs which took place
during the years 1993–1995 and resulted in a four-fold increase of our data set. In 1993 and 1995
LEP energy scans were performed with signiﬁcant luminosity collected at the oﬀ-peak points, in order
to improve substantially the determination of mZ and ΓZ. These oﬀ-peak points were chosen to be
approximately 1.8 GeV below and above mZ. In 1994 all data were collected on peak. In the following
we will refer to the energy points below, close to and above the Z resonance peak as “peak−2”, “peak”
and “peak+2”, respectively. In parallel to the large increase of the data set, signiﬁcant progress has
been made in each of the many aspects which aﬀect the precision of the results and their interpretation,
namely the LEP energy calibration, the luminosity determination, the selection of the Z decay products
and the theoretical predictions of observable quantities. The measurements from the 1993–1995 data
are combined with those from previous years in order to determine the OPAL values for Z properties
based on the full LEP1 data sample.
We analyse our results by ﬁrst interpreting the cross-section and forward-backward asymmetry
measurements in a model-independent fashion, in which the Z couplings to hadrons and leptons are
allowed to vary freely. This provides a useful phenomenological description of observable Z properties
and allows basic predictions of the SM, such as lepton universality and the vector and axial-vector
structure of the couplings, to be veriﬁed. We then go on to make a ﬁt within the full context of the
SM, leading to a direct determination of the accessible SM parameters. In a forthcoming publication
these OPAL measurements will be combined with similar results from the ALEPH [10], DELPHI [11]
and L3 [12] collaborations, in order to determine the ﬁnal set of LEP results for Z parameters.
The structure of this paper is as follows. Section 2 contains a brief description of the OPAL detec-
tor, simulation program and LEP1 data samples. Section 3 gives an overview of the essential concepts
we use to deﬁne our measured sample of Z decays. The LEP centre-of-mass energy calibration is
outlined in Section 4. The luminosity measurement is reviewed brieﬂy in Section 5, full details being
available in [13]. The details of the hadronic and leptonic event selections and analyses are given
in Sections 6 and 7. The cross-section and leptonic forward-backward asymmetry measurements are
described in Sections 8 and 9. In Section 10 we introduce the basic formalism for the parametrisa-
tion of the Z resonance and discuss radiative corrections. The determination of Z properties, their
interpretation within the context of the SM and the implications for SM parameters are presented in
Section 11. The results are summarised in Section 12.
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2 The OPAL detector and its simulation
The OPAL detector is described in detail in [14]. Therefore only those aspects which are relevant to
the present analysis are mentioned brieﬂy here. In the following, a right-handed coordinate system
is used in which the origin is located at the geometrical centre of the tracking chambers, the z-axis
is along the electron beam direction, the x-axis points to the centre of the LEP ring, r is the radial
coordinate, normal to z, and the angles θ and φ are respectively the polar and azimuthal angles with
respect to z. The x-axis deﬁnes φ = 0. We set c = h¯ = 1 throughout.
Charged particle trajectories are reconstructed and their momenta are measured using cylindrical
central tracking detectors (CT). These consist of a silicon micro-vertex detector [15], a high precision
vertex wire chamber, a large volume jet chamber (CJ) and thin z-chambers. The jet chamber is
400 cm in length and 185 cm in radius. Its 24 azimuthal sectors are formed by planes of anode and
cathode wires stretched parallel to the z-axis. It provides up to 159 space points per track and also
measures the ionisation energy loss of charged particles, dE/dx [16]. The z-chambers, which improve
the track measurements in θ, are situated immediately outside and coaxial with the jet chamber.
Quality cuts are made to select well-reconstructed tracks emanating from the interaction point for use
in the analysis. In general no track is used which has a momentum component transverse to the beam
axis less than 100 MeV. The number of hits associated with the track in the central tracking chambers
must be at least 20. The distance of closest approach of the track to the nominal beam crossing point
must be less than 2 cm radially and less than 100 cm along the z-axis. Track ﬁnding is nearly 100%
eﬃcient within the angular region | cos θ | < 0.97. For the analyses presented here, slightly tighter
tracking requirements are imposed which are optimised for each of the Z decay channels. The whole
central detector is contained within a pressure vessel which maintains a constant absolute pressure
of 4 bar and a solenoid which provides a uniform axial magnetic ﬁeld of 0.435T. The solenoid is
surrounded by a time-of-ﬂight scintillation counter array.
The electromagnetic calorimeter (ECAL), located outside the CT pressure vessel and the solenoid,
measures the energies and positions of showering particles. The barrel consists of a presampler followed
by a cylindrical ensemble of 9440 lead glass blocks arranged such that each block points towards the
beam collision point, but the inter-block gaps point slightly away from the origin. Mechanically
the barrel lead glass calorimeter consists of 10 C-shaped modules. The two endcaps each consist
of a presampler followed by 1132 lead glass blocks aligned parallel to the beam axis. The barrel
covers the angular region | cos θ | < 0.82 while the endcaps cover 0.81 < | cos θ | < 0.98. Overall, the
electromagnetic calorimeter provides complete coverage for the entire angular range of | cos θ | < 0.98.
Only in the region where the barrel and endcaps overlap, and at the narrow boundaries between the
barrel modules, is the uniformity of response slightly degraded. For use in the analysis electromagnetic
clusters in the barrel are required to have a minimum energy of 100 MeV, and clusters in the endcaps
must consist of energy deposits in at least 2 adjacent lead glass blocks and must have a minimum
energy of 200 MeV.
Calorimeters close to the beam axis, and located on both sides of the interaction point, measure
the luminosity using small-angle Bhabha scattering events. They complete the geometrical acceptance
down to 25 mrad from the beam axis. These include the forward detectors (FD), which are lead-
scintillator sandwich calorimeters, and at smaller angles, silicon-tungsten calorimeters [13,17] (SiW),
which were installed in 1993, increasing the precision of the luminosity measurement by an order of
magnitude.
The iron return yoke of the magnet lies outside the electromagnetic calorimeter and is instrumented
with streamer tubes as a hadronic calorimeter (HCAL). Four layers of muon detectors [18] (MU) are
situated outside the hadronic calorimeter. Muons with momenta above 3 GeV usually penetrate to
the muon detectors. In addition, up to nine hits may be recorded for minimum ionising particles
traversing the hadronic calorimeter, further aiding muon identiﬁcation.
The OPAL data-acquisition system [19] reads out and records data associated with particular
events which are selected using a three-level system, consisting of a pretrigger [20], a trigger [21] and
an online event ﬁlter [22]. These make use of a large number of independent signals from a variety
8
of detector components and have very high eﬃciency and redundancy for the Z decay events which
are of interest for the analyses reported in this paper. The trigger ineﬃciency for Z events decaying
to charged fermions within the geometrical acceptance is less than 0.1% and the trigger redundancy
allows all eﬃciencies to be measured from the data. The online event ﬁlter serves primarily for data
quality monitoring, but also allows a small number of obvious non-physics events to be identiﬁed
through software reconstruction and rejected from the data stream. The fact that no good events are
rejected by the ﬁlter has been carefully tested using the redundancy of selection criteria and also in
numerous samples where rejection by the ﬁlter was temporarily disabled. Events selected by the ﬁlter
are fully reconstructed online and written into an oﬄine storage facility for further analyses [23].
Unless stated otherwise, all Monte Carlo event samples have been processed using a full simulation
of the OPAL detector [24] which treats in detail the detector geometry and material as well as the
eﬀects of detector resolution and eﬃciency. The simulated events have been reconstructed using
the same procedures that were used for the OPAL data. Monte Carlo event generators are further
discussed in Section 3.
2.1 LEP1 data samples
In Table 1 the integrated luminosities are given for all of the LEP1 data samples which are used in
this analysis. The total integrated luminosity is 161 pb−1, which includes 43 pb−1 of data recorded
oﬀ-peak. The peak data are dominated by the dedicated high-statistics running in 1992 and especially
1994, while most of the oﬀ-peak data were collected in the precision scans in 1993 and 1995, when
the running was conﬁned to three energies: on-peak and peak±2 GeV. During the “prescan” periods
in 1993 and 1995 running was conﬁned to the peak while all the necessary elements of the LEP beam
energy calibration were commissioned. These periods also coincide with the commissioning of the SiW
luminometer (1993) or the SiW bunch tagger (1995), described below.
The additional 117 pb−1 of luminosity from 1993 to 1995 has warranted a signiﬁcantly improved
analysis of the hadronic decay channel. This has reduced the systematic error in the hadronic accep-
tance by about a factor of three, which makes it comparable with the much reduced statistical error.
In the analysis of the leptonic channels studies of systematic eﬀects have beneﬁted from the greatly
increased statistics. Except for the measurement of the µ+µ− asymmetry in 1992 (see Section 9.1) the
data presented in our previous publications has not been reanalysed. However, we have retrospectively
applied corrections for a few small eﬀects (see Section 8).
2.1.1 LEP operation
Many aspects of the LEP experimental programme were optimised to reduce potential systematic ef-
fects in measuring the parameters of the Z. The oﬀ-peak data are essential for the measurements ofmZ
and ΓZ. For the 1993 and 1995 scans, the choice was made to run at only three points to maximise the
statistical precision in the measurement of these quantities: at the peak and approximately ±1.8 GeV
from the peak. The exact energies were chosen to allow a precise calibration of the LEP beam energies
by resonant depolarisation (see Section 11). In each scan the cross-sections at the two oﬀ-peak points
were typically measured in adjacent LEP ﬁlls, interspersed with ﬁlls at the Z peak. This reduces
any possible systematic biases resulting from changes in LEP or OPAL operating conditions, and also
gives balanced data samples at the oﬀ-peak points within each year. For the determination of mZ
the crucial experimental measurement is the ratio of the cross-sections above and below the Z peak,
and the impact of inter-year systematic eﬀects are minimised by the balance of peak+2 and peak−2
measurements within each year. A check of the stability of the LEP energy calibration can also be
made by measuring mZ in each scan year (see Section 11).
The determination of ΓZ, however, chieﬂy depends on the measurement of the ratio of oﬀ-peak to
on-peak cross-sections. The on-peak cross-sections are essentially determined by the 1992 and espe-
cially the 1994 data, while the oﬀ-peak cross-sections are determined by the 1993 and 1995 data. The
measurement of ΓZ therefore enjoys little inherent protection from time-dependent systematic shifts
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in the scale of the cross-section measurements. Control of potential inter-year systematic uncertainties
from changes in LEP operation or the OPAL detector conﬁguration are essential.
The operation of the LEP collider has evolved considerably over the years to increase the luminosity
delivered to the experiments and to improve the precision with which the centre-of-mass energy could
be calibrated (see Section 4). Initially LEP operated in a mode in which four bunches of electrons
and four bunches of positrons collided at the four interaction points every 22µs. From 1992 to 1994
LEP ran in a mode with 8 bunches of electrons and positrons which collide every 11µs. In 1995 the
LEP collider was operated in a new “bunch-train” mode, in which four equally spaced bunch-trains
replaced the usual bunches, and crossed at each interaction point every 22 µs. Each train consisted
of up to four (typically three) bunchlets, separated from each other by 247 ns. Preparations for the
bunch-train mode required a return to 4-bunch running at the end of 1994 (periods peak(c) and (d)).
The impact of these changes on the OPAL set up are described below.
2.1.2 OPAL detector stability
The conﬁguration of the OPAL detector has changed slightly over the entire period of these mea-
surements. Of greatest signiﬁcance was the installation of the precision SiW luminometer before the
1993 run. This yields absolute luminosity measurements for the 1993–1995 data samples which are an
order of magnitude more precise than the earlier, systematics-limited measurements using the forward
detectors.
A silicon micro-vertex detector was ﬁrst installed in OPAL before the 1992 running period. The
detector was augmented for the 1993 run. It was removed for repairs at the end of 1994 (periods
peak(c) and (d)), and replaced with an improved geometry for the 1995 run. Data from the micro-
vertex detector are not used directly in the reconstruction of tracks for this analysis. The ∼ 0.015X0 of
additional material it introduces aﬀects the conversion of photons into electron pairs, and is adequately
reproduced by the detector simulation program.
Halving the interval between bunch crossings from 22 to 11µsec in 1992 no longer allowed suﬃcient
time to form the full trigger information from the tracking chambers. OPAL adopted a pretrigger
scheme [20] in which very loose trigger conditions using fast signals identiﬁed a small fraction (∼ 1%)
of all bunch crossings for which sensitivity to interactions in the next crossing would be lost while
waiting for the full track trigger information. The pretrigger ineﬃciency for all relevant events was
determined to be negligible.
The new bunch-train mode of operation in 1995 required several modiﬁcations. In particular,
the SiW luminometer electronics were considerably modiﬁed to operate properly under these con-
ditions [13]. In addition, small corrections were applied to the electromagnetic calorimeter energy
measurements on the basis of bunchlet timing information obtained from the time-of-ﬂight detectors,
or from the tracking chambers. For most events, the tracking detectors are able to determine the
bunchlet crossing which produced the visible tracks, since only one potential choice of the origin for
the drift times yields good tracks passing through the interaction point. The misassignment of bunch-
let number could potentially cause problems in track reconstruction. The inﬂuence of such bunchlet
eﬀects on the event selection eﬃciencies has been checked using redundant selections and was found
to be negligible.
3 Selection and analysis of Z decay channels
In the SM the Z is expected to decay into a fermion-antifermion pair. With three generations of
fermions, there are eleven possible decay channels: ﬁve quark ﬂavours (the top quark is too heavy),
three neutrino species and three charged leptons. The approximate branching ratios are 70:20:10
to hadrons, neutrinos and charged leptons, respectively. Decays of the Z to neutrinos normally go
undetected and are referred to as invisible decays. No attempt is made in this analysis to separate
the diﬀerent quark ﬂavours, with all hadronic Z decays being classiﬁed as e+e− → qq events. Mea-
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surements of Z partial decay widths and forward-backward asymmetries using hadronic Z decays in
which the diﬀerent quark ﬂavours are distinguished have been published in [25].
The analysis described here is focused on selecting visible Z decay events in just four categories:
e+e− → qq, e+e−, µ+µ− and τ+τ−, where, in each case, initial- and ﬁnal-state radiation can lead
to one or more additional photons in the ﬁnal state. Also, the classiﬁcation e+e− → qq is inclusive
of all ﬁnal-state QCD interactions, including hard gluon bremsstrahlung. In general, events in these
categories can easily be distinguished from each other and from the remaining background, which is
very small compared to the Z resonance signal, leading to event selections of high eﬃciency and purity.
Typical examples of the four event categories as observed in the OPAL detector are shown in
Figure 1. Independent of the speciﬁc decay channel, the detected particles in Z events generally
exhibit momentum balance along the beam direction, in contrast to background events from two-
photon interaction processes (e+e− → e+e−ff). Events produced by the passage of cosmic rays through
the detector can normally be rejected since they are rarely consistent with the observed origin of true
signal events in space and time. The e+e− → qq events are characterised by high-multiplicity ﬁnal
states, due to quark fragmentation and hadronisation, in contrast to the low-multiplicity lepton-pair
events. The e+e− → e+e− events have two high-energy deposits from the ﬁnal-state electrons in
the electromagnetic calorimeter, associated with tracks reconstructed in the central detector. The
e+e− → µ+µ− events typically contain two high-momentum central detector tracks, with little energy
deposited in the electromagnetic calorimeter. The tracks are usually associated with track segments in
the muon chambers or the hadron calorimeter strips, which provide evidence for penetrating muons.
The e+e− → τ+τ− events are distinguished by two low-multiplicity ‘jets’, each consistent with the
decay of a τ , and typically a lower measured energy than the other lepton-pair ﬁnal states, due to
the undetected neutrinos from the τ decays. The detailed selection criteria for events in each of these
four categories are described in Sections 6 and 7. The selections have very little overlap, in particular
for the three leptonic selections it is ensured that no event is classiﬁed in more than one category (see
Section 7.5).
3.1 Experimental acceptance
The limited coverage of the tracking chambers in the forward direction prevents us from detecting lep-
tons close to the beam direction, but the simple topologies of the lepton-pair ﬁnal states allow a precise
experimental acceptance to be deﬁned in a restricted region of cos θ. In the case of the e+e− → µ+µ−
and τ+τ− channels the cross-sections in these regions (| cos θ| < 0.95 and 0.90 respectively) can then
be extrapolated to the full angular acceptance.
In addition to the Z s-channel annihilation diagram, the process e+e− → e+e− has contributions
from t-channel diagrams, dominated by photon exchange, which lead to a divergence of the forward
cross-section. This makes a similar extrapolation of the e+e− → e+e− cross-sections to the full angular
acceptance meaningless. We therefore restrict the e+e− → e+e− measurements to a region well within
the detector, | cos θ| < 0.70, which limits the t-channel contributions to a manageable level (15% at
the peak), and do not extrapolate them.
For e+e− → qq events, the hadronic jets are broad enough to ensure high eﬃciency even for events
with decay axes close to the beam direction. Hence we have almost 100% acceptance for Z events
decaying hadronically, and directly measure events produced over essentially the full angular region.
The approximately 0.5% ineﬃciency is dominated by very narrow 2-jet events oriented along the beam
line.
3.2 Kinematic acceptance for cross-sections and asymmetries
In order to interpret the measured cross-section and asymmetry for each reaction the limits of kine-
matic phase space must be speciﬁed in a precise manner, which is adapted to available theoretical
calculations, in order to take into account properly the eﬀect of initial- and ﬁnal-state photon radiation.
We therefore correct our raw measurements to correspond to simple, ideal, kinematical limits, which
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are chosen to correspond reasonably closely to the experimental acceptances to reduce the resulting
acceptance extrapolations. Table 2 summarises the limits of the ideal kinematic phase space within
which we deﬁne our cross-sections and asymmetries for each species. The experimentally observed
number of events in each channel is corrected for selection ineﬃciencies and background to give the
total number of events produced within the kinematic acceptance deﬁned by these idealised cuts.
We specify the kinematic phase space for the cross-sections for all species, except electrons, in terms
of a lower bound on either s′/s or m2
ff
/s. Here s′ is the squared centre-of-mass energy after initial-state
radiation and mff is the invariant mass of the ﬁnal-state fermion pair. Both deﬁnitions suﬀer from
some degree of ambiguity. In the case of e+e− → qq, QCD eﬀects obscure the precise meaning of
m2
ff
, while s′ suﬀers from the impossibility of distinguishing initial- from ﬁnal-state radiation. There
is, however, little quantitative diﬀerence in our regime between m2
ff
and s′. Switching between using
m2
ff
and s′ in the acceptance deﬁnition changes the hadronic cross-section, for example, by only a few
parts in 105.
The experimental acceptance becomes very small for events with low s′ or m2
ff
, but the number
of produced events in this region is also small. The calculated number of hard radiative events which
fall between our ideal and experimental acceptance limits in proportion to all accepted events is about
1.5× 10−4 for hadrons and 5× 10−3 for µ+µ− and τ+τ−. For e+e− → µ+µ− and τ+τ− the dominant
acceptance extrapolations (respectively ∼ 7% and 15%) are due to the limited angular region of the
experimental event selection.
For the process e+e− → e+e− the ideal kinematic acceptance is chosen very close to the experi-
mental acceptance, both being deﬁned by the range of polar angles allowed for the ﬁnal-state e− and
the maximum e+e− acollinearity. The total acceptance correction required is less than 1%.
For measuring the asymmetries we treat the kinematic acceptance for all the leptons similarly to
the electrons, and limit the range of polar angle of the ﬁnal-state fermions to the nominal experimental
acceptance. To reduce eﬀects associated with strong initial-state radiation, we also limit the maximum
acollinearity between the pair of leptons to 10◦ or 15◦, as shown in Table 2.
3.3 Four-fermion processes and radiative photon interference
Four-fermion diagrams, as shown in Figure 2, also contribute at a small level to the selected event
samples. Some of these, such as the conversion of initial- or ﬁnal-state photons to fermion pairs (Fig-
ure 2(b) and Figure 2(c)) are properly considered as radiative corrections to fermion pair production.
We therefore apply corrections to the selection eﬃciency where necessary to ensure that such events are
fully counted as part of the measured signal. Other four-fermion processes, such as multi-peripheral
diagrams (two-photon processes, Figure 2(d)) are clearly unrelated to the Z and we therefore subtract
them as background. A third class of four-fermion processes (Figure 2(e) and Figure 2(f)) are pair
corrections to scattering in the t-channel. Such events are treated as signal only in the e+e− → e+e−
channel. More details concerning the treatment of four-fermion ﬁnal states are given in Appendix A.1.
Our measured cross-sections and asymmetries include the eﬀects of interference between initial- and
ﬁnal-state photon radiation. Since our primary Monte Carlo programs, JETSET and KORALZ1 do
not include such interference, we adjusted the calculated event selection eﬃciency for our cross-section
measurements by corrections of O(10−4) to account for this deﬁciency, as described in Appendix A.2.
For the asymmetries there is a close correspondence between the experimental and ideal acceptances,
and no such acceptance correction is necessary.
3.4 Monte Carlo event generators
The following event generator programs have been used to simulate signal and background processes:
e+e− → qq events have been generated using the programs JETSET, version 7.3 [26], and HERWIG,
version 5.8 [27], with hadronisation parameters tuned using a sample of hadronic events selected from
1KORALZ can include initial-final-state interference, but only when radiative corrections are treated to O(α).
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OPAL LEP1 data [28]. Cross checks have been made using version 7.4 of the JETSET program [29]
with an updated set of parameters [30] tuned using a larger sample of OPAL LEP1 data. The KO-
RALZ program, version 4.02 [31], has been used for e+e− → µ+µ− and e+e− → τ+τ− events and the
BHWIDE program, version 1.00 [32], for e+e− → e+e− events. Background events produced by two-
photon interaction processes, e+e− → e+e−ff, have been studied using the programs PHOJET [33],
HERWIG and the program of Vermaseren [34], while those from e+e− → γγ have been calculated
using the RADCOR program [35]. The four-fermion signal processes in the s-channel have been stud-
ied using the FERMISV [36] generator. Background from t-channel four-fermion events has been
evaluated using PYTHIA [29] for e+e− → e+e−qq and grc4f [37] for e+e− → e+e−ℓ+ℓ−.
4 LEP energy
The LEP energy scale is one of the crucial ingredients in the determination of Z resonance parameters.
The initial energy calibration of LEP [38] was performed in 1989 and 1990 by circulating protons in the
LEP ring at 20 GeV and using magnetic measurements to obtain the centre-of-mass energy in physics
conditions. This resulted in errors on
√
s, and hence mZ, of 28 MeV and 22 MeV for the 1989 and
1990 data, respectively. Using the technique of resonant depolarisation [39], a precise calibration of
the LEP energy scale was achieved in 1991, resulting in a systematic uncertainty of 6 MeV on mZ and
approximately 5 MeV on ΓZ [40]. The recognition of energy shifts due to the alignment of the copper
RF cavities had particular importance at the two interaction points equipped with cavities (OPAL and
L3). The calibration of the LEP energy scale in 1992 [41] was performed using a similar procedure.
In 1992, however, calibrations with resonant depolarisation were successful only late in the year and
showed a large spread. The central value of the energy derived from the polarisation measurements
was found to be in good agreement with the one obtained from methods based on measuring the
magnetic ﬁeld in the LEP dipoles. The quoted error of 18 MeV on
√
s arises predominantly from the
scatter of the depolarisation measurements and the extrapolation to the beginning of the year using
magnetic measurements. Since the 1992 data have all been collected at the peak of the Z resonance,
this larger error has an insigniﬁcant impact on the precision of the derived Z resonance parameters.
In 1993 a more complete understanding of the time-dependent parameters that inﬂuence the LEP
energy, such as tidal deformations of the Earth and changes in magnet temperatures, as well as
more frequent polarisation measurements, led to a further increase in the precision of the energy
calibration. A concerted eﬀort to ensure the complete logging of all LEP parameters relevant to the
energy measurement allowed this inherent precision to be extended to a large fraction of all ﬁlls. This
resulted in a systematic uncertainty of 1.4 MeV on the absolute centre-of-mass energy of LEP [42], and
the point-to-point energy errors, including the error on the centre-of-mass energy spread, contributed
an uncertainty of 1.5 MeV on ΓZ. The quality of measurement was maintained throughout the 1994
running.
In 1995 vertical dispersion of the beam energy at the interaction point was introduced by bunch-
train operation, which required frequent vernier scans to control possible shifts in the mean centre-
of-mass collision energy [43]. More signiﬁcantly, additional instrumentation installed in the LEP
tunnel allowed the observation of an unexpected change in the beam energy during LEP ﬁlls. Leakage
currents from the electric railway system in the Geneva area ﬂow through the LEP tunnel and perturb
the magnetic ﬁeld of the LEP dipoles, which causes the bending ﬁeld (and hence, the beam energy)
to rise steadily during a ﬁll. The interplay between the rise introduced by the leakage currents and
that due to temperature variations in the dipole magnets necessitated a more detailed study of the
temperature-dependence of the bending ﬁeld, resulting in a much improved model of this behaviour.
This knowledge provides the deﬁnitive description of the LEP energy calibration for 1993–1995 [43].
In light of this improved understanding, the 1993 energies and their errors, ﬁrst published in [42], have
been revised, and the errors signiﬁcantly increased. The data needed for updating the less critical
calibrations for years earlier than 1993 are unavailable. However, these errors are uncorrelated with
the errors for 1993–1995, so the data can easily be combined.
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Taking these ﬁnal calibration results into account, the uncertainties in the LEP energy contribute
errors of 1.8 MeV and 1.3 MeV to the OPAL determination of mZ and ΓZ respectively, as described in
Section 11.2.1. At a scale a few times larger than the inherent precision of the LEP energy calibration
an important and completely independent test of its consistency over time can be made by studying
the stability in the value of mZ measured over the six years of data-taking (see Table 32).
The values for the spread of the centre-of-mass energies, due to the energy spread of the particles
in the beams, for the diﬀerent running periods and energy points are summarised in Tables 20 and 21
of reference [43]. For the 1993–1995 data they range between 54.6-56.7 MeV, increasing with
√
s, and
with uncertainties of 1.1 MeV in 1993–1994 and 1.3 MeV in 1995. The centre-of-mass energy spreads
for data from years before 1993 have been re-evaluated using measurements made in subsequent years.
They are between 43-53 MeV, with an error of 3 MeV. We quote our cross-sections and asymmetries
both as measured and after correction for the energy spread, as described in Appendix C.
5 The luminosity measurement
All OPAL cross-section measurements rely on normalising the observed number of events in any given
ﬁnal state to the integrated luminosity measured by counting the number of Bhabha scattering events
at angles small enough that t-channel photon exchange dominates the cross-section, and the inﬂuence
of the Z is reduced to a small correction (<∼ 1%).
The SiW luminometer and the associated luminosity selection, which are fully described in [13],
have been optimised to exploit the characteristics of Bhabha scattering, e+e− → e+e−. The small-angle
cross-section of e+e− → e+e− is dominated by the t-channel exchange of a photon, leading to a 1/θ3
spectrum, where θ is the angle of the out-going electron and positron with respect to the incoming
beams. By instrumenting a region at very small angles, the accepted e+e− → e+e− cross-section for
SiW is approximately 79 nb, suﬃciently larger than the total cross-section for Z production to limit
the importance of the statistical uncertainty in the luminosity measurement. The forward-peaked
1/θ3 Bhabha spectrum requires that the detector and luminosity analysis deﬁne the inner edge of the
acceptance with particularly high precision in order to reduce the systematic error. For example, to
achieve a precision of 10−3, the inner edge of the acceptance must be known to 10µrad, corresponding
to about 25µm in the radial coordinate of the showers produced in the calorimeters, which are located
at a distance of approximately 2.5m on each side of the beam crossing point.
For the measurement of the absolute luminosity, the experimental error achieved by the SiW lu-
minometer is 3.4× 10−4, which includes all intrinsic and time-dependent sources of experimental
uncertainty, such as detector geometry, gain variations, energy and positional biases in the detector
response to electromagnetic showers, variations in the LEP beam geometry, backgrounds and other
environmental inﬂuences. In 1995 the introduction of bunch-trains in LEP led us to install a “wagon
tagger” [13] which allowed the luminometer to measure Bhabha-scattering events in all bunchlet cross-
ings in each bunch-train with no compromise in performance.
For the ﬁrst four years of the LEP1 programme OPAL used the forward detectors [14] for measuring
the luminosity with a resulting systematic uncertainty of 4.1× 10−3. This uncertainty dominates the
total uncertainty on the hadronic pole cross-section obtained from the 1990–1992 data. The larger
systematic error of the FD measurement leads to a reduced weight from the earlier data (∼ 4%)
in determining the hadronic cross-section. Since the SiW luminometer was installed in front of FD,
obscuring its inner edge, no direct experimental cross-calibration of the two detectors is possible. A
retrospective check of the hadronic peak cross-sections measured from the 1992 and 1994 data shows
good agreement (0.4 ± 0.5)%.
The luminosity measurement requires that the theoretical cross-section for small-angle Bhabha
scattering within the experimental acceptance be accurately calculated. At the time of our last Z
resonance publication [9], techniques based on YFS exponentiation yielded an error of 2.5× 10−3 [44].
These calculations have been extended to include second-order next-to-leading log terms [45], and cal-
culations of third-order indicate that the error is 6.1× 10−4 [46]. Improved calculations of light pair
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corrections within the OPAL SiW acceptance result in a ﬁnal total theoretical error of 5.4× 10−4 [47].
The scale of our previously published cross-sections, normalised with the FD luminometer, have been
corrected in this analysis to incorporate these latest theoretical results in small-angle Bhabha scatter-
ing.
6 Measurement of e+e− → qq events
In the SM about 87% of visible Z decays are expected to result in quark-antiquark pairs, leading to
hadronic ﬁnal states. These events therefore provide the most accurate determination of mZ and ΓZ.
In general, hadronic events can be clearly distinguished from leptonic Z decays, or other background
processes, due to their high multiplicity and large visible energy of ﬁnal-state particles and the balance
of visible momentum along the beam direction. Problems mainly arise for events consisting of two
narrow jets in which most of the ﬁnal-state particles have trajectories with only a very small angle
relative to the beam axis. The geometrical coverage of the detector is incomplete in these regions,
because of the beam pipe and associated apparatus, and therefore only a fraction of the particles
from such an event are registered. The evaluation of the selection ineﬃciency which results from the
loss of such events depends on the modelling of QCD eﬀects in the process qq→ hadrons, which we
subsequently refer to as “hadronisation” modelling. Since the treatment of hadronisation in Monte
Carlo event generators is limited by phenomenological uncertainties, we have developed a new tech-
nique which uses the centre of the barrel region to emulate the setup and response of the detector
close to the beam axis. This allows us to estimate the ineﬃciency using real data events and results
in a factor of almost three reduction in the systematic error for the acceptance calculation compared
to our previous publications [8, 9].
6.1 Selection criteria
The selection of e+e− → qq events uses the information from tracks reconstructed in the central
detector (CT) and clusters of energy reconstructed in both the lead glass (ECAL) and the forward
detector (FD) electromagnetic calorimeters. Tracks are typically reconstructed with good eﬃciency
down to θ = 15o, ECAL clusters extend down to θ = 11o and the FD covers the range from 3o < θ < 9o.
The selection is based on the following event parameters. Ntrack is the total number of tracks.
Ncluster and NFD are the total numbers of ECAL clusters and FD clusters, respectively. E
i
cluster is the
energy of ECAL cluster i, (i = 1, Ncluster). E
j
FD is the energy of FD cluster j, (j = 1, NFD), where a
valid FD cluster must have at least 3 GeV. Each event is divided into two hemispheres with respect
to the thrust axis of the event, which is determined using all the tracks and clusters in the event.
The invariant mass of each hemisphere is calculated from the tracks and clusters which lie within it,
assigning the pion mass to tracks and zero mass to clusters. No attempt is made to eliminate the
implicit double counting of energy when using both track momenta and calorimeter energy for charged
particles, such as electrons. The sum of these two hemisphere invariant masses is mhemi.
Five selection criteria are used to deﬁne a candidate e+e− → qq event:
• Charged multiplicity: Ntrack ≥ 2 .
• Total multiplicity: Nall ≡ Ntrack +Ncluster +NFD ≥ 11 .
• Sum of the invariant masses of the two hemispheres: mhemi > 4.5 GeV.














s > 0.1 .
• Energy balance along the beam direction:
Renergybal ≡













where θi and θj are the polar angles of ECAL cluster i and FD cluster j, respectively.
Most Z decays to leptonic ﬁnal states are rejected by the cuts on Nall and mhemi. The additional
loose cut on Ntrack reduces the background arising from events induced by cosmic ray muons or
showers. The requirements on Emhcal /
√
s andRenergybal suppress contributions from two-photon interaction
processes. The factor 1/3, by which the weight of the FD energy is reduced in the construction of
Emhcal /
√
s, is chosen to optimise the separation between e+e− → qq signal events and two-photon
background. A comparison of distributions of some of the cut variables between data and Monte
Carlo simulation is shown in Figure 3.
The Monte Carlo prediction, based on the JETSET [26] event generator, for the e+e− → qq
selection ineﬃciency on-peak is ε¯MC = (48.1 ± 1.1)× 10−4 within s′/s > 0.01. The ineﬃciency of the
selection is approximately constant as a function of s′ down to s′/s = 0.25. For events with still harder
initial-state radiation (ISR) it rises rapidly and approaches 100% for s′/s = 0.01, most events being
rejected by the requirement on Renergybal . At the peak energy events with hard radiation (s
′/s < 0.25)
comprise only a small fraction (4 × 10−4) of the total cross-section and about half of these fail the
selection. At centre-of-mass energies away from the Z peak the relative rate of hard-radiation events
is higher, which slightly reduces the eﬃciency compared to the peak. Changes of −4.7 × 10−4 and
−1.4×10−4 were calculated using dedicated Monte Carlo samples at peak−2 and peak+2, respectively.
In addition, a small contamination (0.3 × 10−4 at the peak) from selected events with s′/s < 0.01 is
subtracted. Eﬀects from multiple ISR, which are not simulated in the JETSETMonte Carlo generator,
have been checked and were found to be negligible for determining the eﬃciency.
The total number of e+e− → qq events selected from the 1993–1995 data samples is 2 908 566, giving
a relative statistical error of 6× 10−4. In order to reduce the uncertainties on systematic eﬀects to a
corresponding level one must carefully disentangle the potential error sources and apply new techniques
which base the corrections largely on the observed data properties. In the following subsections we ﬁrst
describe a method to determine the ineﬃciency due to events lost along the beam axis based on well-
measured data events in the barrel region of the detector. We then discuss corrections and systematic
errors associated with the selection of e+e− → qq events and the background estimation. Unless
speciﬁed otherwise the quoted correction factors and uncertainties refer to the 1994 peak data. Full
details for all data periods are given in Table 3. Correlations between energy points and data-taking
years are speciﬁed in Table 17.
6.2 Acceptance hole emulation
The overall ineﬃciency of the event selection is approximately 5× 10−3. Most events which are lost
have narrow, two-jet ﬁnal states pointing into the very small polar-angle region (large | cos θ |, close
to the beam axis), where there is a “hole” in the acceptance. In contrast, the ineﬃciency in the entire
barrel region is about 1× 10−4. One of the principal systematic errors in the Monte Carlo calculation
of the selection ineﬃciency arises from uncertainties in the physics modelling of this class of events
and hence in the evaluation of the rate of events lost in the acceptance hole. In order to match the
goal of 5 × 10−4 acceptance uncertainty set by the statistical precision, the rate of such lost events
must be understood at the 10% level.
In previous OPAL analyses [8, 9] this hadronisation uncertainty was assessed by comparing the
ineﬃciencies predicted by diﬀerent Monte Carlo generators, JETSET and HERWIG, and by using
diﬀerent parameter settings within the JETSET program, which led to a systematic error assignment
of 0.11% in the cross-section. To reduce substantially this source of uncertainty a new technique was
developed, which uses data events collected in the barrel region of the detector as a control sample.
In this technique, which we refer to as the “acceptance hole emulation”, we modify the response
of both the real detector and its Monte Carlo simulation in the region surrounding the x-axis, i.e.
perpendicular to the beam axis, to correspond closely to the actual gaps and imperfections in detector
coverage around the z-axis.
The ﬁrst step of the acceptance hole emulation is to identify a sample of hadronic Z events whose
thrust axes lie within a well-deﬁned cone around the x-axis, chosen to be large enough to safely cover
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the corresponding problematic region around the z-axis (| cos θthr| > 0.90). This sample is complete
and unbiased due to the almost complete detection eﬃciency in the barrel region. We then emulate
the detector response which would have been observed if the deﬁning cone of this sample had been
oriented along the z-axis by degrading the actual detector response correspondingly. Since CT plays
a minor role in the selection, the edge of the CT acceptance is emulated simply by rejecting tracks
which point within the corresponding narrow cone about the x-axis. For the most crucial detector
component, ECAL, in addition to using such a geometric rejection, we emulate the position-dependent
energy response and cluster separation near the edge of the hole. Similarly, the FD is emulated using
the data from the ECAL clusters in the barrel by mapping the appropriate angular range, cluster
size and energy threshold. Small adjustments of the selection cuts are made, such that the exclusive
ineﬃciency of each cut2 due to the emulated hole matches the corresponding ineﬃciency due to the
endcap hole. We then re-apply the event selection criteria3 to determine the ineﬃciency of the selection
for the emulated, x-axis hole, ε¯datax .
This entire procedure is repeated with a sample of Monte Carlo events to determine the corre-
sponding ineﬃciency of the selection in the x-axis hole, ε¯MCx . To the extent that the emulated holes
in the Monte Carlo simulation and in the data are identical, the diﬀerences in ε¯datax and ε¯
MC
x will
be exclusively due to departures in the Monte Carlo model of hadronisation. The ratio between the
two emulated ineﬃciencies, ε¯datax /ε¯
MC
x , therefore provides a correction factor to the Monte Carlo cal-
culation, which accounts for the imperfections in the hadronisation modelling. The overall corrected





where ε¯MC is the overall selection ineﬃciency predicted by the Monte Carlo simulation. We obtain
ε¯ corr = (56.8 ± 1.3) × 10−4, which is 8.7 × 10−4 larger than ε¯MC. Accounting for detector simulation
deﬁciencies in the barrel region, as discussed in Section 6.3.1, reduces this diﬀerence to 5.5 × 10−4.
Note that it is suﬃcient to calibrate the rate of lost events with this method at the level of several
per-cent. It is not necessary, or expected, that either ε¯MCx or ε¯
data
x gives an accurate estimate of the
true ineﬃciency close to the z-axis. Small diﬀerences between the composition of the event samples
along the x- and z-axes, such as introduced by initial-state radiation, are completely negligible for this
purpose.
6.3 Selection uncertainties for e+e− → qq events
In this subsection the various sources of systematic uncertainties in the selection of e+e− → qq events
are discussed. The acceptance hole emulation strongly reduces the dependence on the hadronisation
modelling. However, it also introduces new systematic errors which are related to the quality of the
hole emulation and the detector simulation in the barrel for determining ε¯MCx . The direct reliance on
detector simulation for determining ε¯MC is the other main source of uncertainty. Here the simulation
of the endcap detectors is of particular importance. In our previous analysis [9] a detector simula-
tion uncertainty of 0.14% was assigned, based on the global comparison of data and Monte Carlo
energy distributions. Such broad checks cannot distinguish between detector simulation problems
and deﬁciencies in the physics modelling of the generator. They are also insensitive to possible local
inhomogeneities in detector response. In order to disentangle these eﬀects a new approach has been
adopted which investigates in more detail the simulation of individual hadronic and electromagnetic
showers in the calorimeters. Finally, the performance of the detector was carefully checked. Each
aspect of triggering, data taking and data quality which could bias the selection has been examined.
2The inefficiency due to events which fail just the cut under discussion.
3In applying this event selection all axis-sensitive quantities, such as Renergybal , are transformed from the z-axis to the
x-axis.
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6.3.1 Systematic errors in the acceptance hole emulation
Three diﬀerent sources contribute to systematic uncertainties of the acceptance hole emulation: (i) the
residual hadronisation dependence, (ii) limitations of the acceptance hole emulation program, and (iii)
the quality of the detector simulation in the barrel region for determining ε¯MCx . Table 4 summarises
the corresponding uncertainties.
Residual hadronisation dependence: The sensitivity of the method to uncertainties in the mod-
elling of hadronisation has been assessed by varying the parameters of the fragmentation model in the
JETSET [26] Monte Carlo event generator and by employing an alternative Monte Carlo program,
HERWIG [27], which uses a diﬀerent fragmentation mechanism. As an example, we changed the JET-
SET parameter Q0, the invariant mass cut-oﬀ below which gluon radiation stops, from its default value
of 1.0 GeV to 1.8 GeV. This change corresponds to one standard deviation as determined from a global
tuning of the JETSET parameters to OPAL LEP1 data [28], and shifts ε¯MC by (7± 1)× 10−4. Using
the acceptance hole emulation, however, the corresponding shift in ε¯ corr is only (0.8 ± 1.1) × 10−4,
which illustrates the eﬀectiveness of the method. The variation of other fragmentation parameters
yielded eﬀects of similar size. The value of ε¯ corr calculated using the sample of HERWIG Monte
Carlo events diﬀers by (2.3± 2.0) × 10−4 compared to the reference value obtained using JETSET
Monte Carlo events. We take this diﬀerence as the systematic error due to the residual sensitivity
to hadronisation. A further uncertainty arises from the small ineﬃciency in the barrel region which
is not addressed by the hole extrapolation. From similar Monte Carlo studies of the hadronisation
dependence, i.e., variation of fragmentation parameters and comparison of models, the largest change
in this ineﬃciency is found to be (2.2± 0.5) × 10−4, which is taken as an additional systematic error.
The total direct hadronisation uncertainty is 3.2× 10−4.
Limitations of the acceptance hole emulation procedure: The detector setup and response
diﬀers substantially between barrel and endcap, therefore the emulation of the endcap hole in the
barrel is only approximate. As discussed above the selection cuts for the barrel hole are adjusted
to match the exclusive ineﬃciency in the endcap hole. This scaling of the cuts changes ε¯ corr by
1.5 × 10−4 which we take as a systematic error. Furthermore, the radius deﬁning the edge of the
ECAL acceptance in the hole emulation program was varied over the full size of an ECAL block,
which leads to an additional uncertainty of 0.4× 10−4.
Detector simulation in the barrel region: The acceptance hole emulation procedure relies on
the quality of the barrel detector simulation for determining ε¯MCx . Figure 4 shows distributions of the
emulated variables used in the cuts for events close to the x-axis. There are small oﬀsets between the
data and Monte Carlo prediction for the energy and multiplicity distributions, although the shapes of
the distributions are well simulated. Rescaling the Monte Carlo energy and multiplicity distributions
in order to correct for these diﬀerences changes the value of ε¯ corr by 3.3× 10−4. Switching on and
oﬀ the correction methods described in Section 6.3.2, which are independent of assumptions about
hadronisation, gives a consistent diﬀerence in ε¯ corr. We take this value as a correction and assign to
it a 100% uncertainty.
In summary, the acceptance hole emulation leads to an eﬃciency correction of (5.5 ± 4.8) × 10−4.
6.3.2 Detector simulation uncertainties
In addition to hadronisation uncertainties, which are reduced by the hole emulation study, the event
selection eﬃciency also relies directly on the accuracy of the detector simulation for determining ε¯MC.
Since the main source of selection ineﬃciency occurs for events with jets close to the beam axis, the
simulation of the detector response in the endcap region is more critical than that in the barrel region.
The cut on Emhcal /
√
s causes the largest ineﬃciency and consequently the most important issue is the
simulation of the energy response in the ECAL and the FD.
The electromagnetic response of these calorimeters has been examined using lepton-pair events with
an identiﬁed low-energy radiated photon. The measured photon energy is compared to the energy
predicted from the momenta of the two leptons, assuming a three-particle ﬁnal state. Checks are
18
made for global diﬀerences between data and Monte Carlo distributions and for local inhomogeneities.
Most crucial for the e+e− → qq event selection ineﬃciency are the regions just inside the edges of the
acceptance, at small angles to the beam axis. The stability of the energy response of the ECAL endcap
inner rings has been found to be good and the simulation is accurate to the 5% level. This corresponds
to an uncertainty of 2.0× 10−4 on the overall ineﬃciency. There are further small diﬀerences between
the data and detector simulation for the remainder of the ECAL endcaps, leading to a further correction
to the ineﬃciency of (2.0± 2.0) × 10−4. A similar check for the FD electromagnetic response shows
good consistency between data and Monte Carlo simulation. The statistical precision of this check
translates into an uncertainty of 2.0× 10−4 on the overall ineﬃciency.
The studies described above provide veriﬁcation of the ECAL response to electromagnetic show-
ers. Also important is the ECAL response to hadrons. The energy spectra of single ECAL clusters
associated with isolated tracks in hadronic events were studied in narrow bins of track momentum
in both data and Monte Carlo simulation. The simulation did not reproduce the response spectra
exactly, although the mean detector behaviour was modelled adequately. The barrel, endcap, and
overlap regions of the ECAL were studied separately. In each momentum bin and detector region
a correction function depending on energy was then constructed to adjust the detailed shape of the
simulated calorimeter response to match that observed in the data. When this correction is applied
in the Monte Carlo event simulation to all ECAL energy deposits which arise from charged or neutral
hadrons (using the measured and true particle momentum, respectively), the overall selection eﬃ-
ciency shifts by (2.0± 2.0) × 10−4, which we take as a correction. The eﬀect of the correction on the
barrel ECAL response is used in deriving the hole emulation systematic uncertainty. Figure 5 shows
the distribution of ECAL cluster energies for all tracks summed over all momenta from the data and
from the Monte Carlo simulation before and after correction. The response of FD to hadrons plays a
minor role for the selection since most hadronic showers remain below the threshold of 3 GeV required
for a valid FD cluster. Therefore no additional uncertainty is assigned.
Overall, general improvements in the Monte Carlo simulation and detailed studies of the calorime-
ter response to electromagnetic and hadronic showers have reduced the direct detector simulation
uncertainty, and result in an eﬃciency correction of (4.0± 4.0) × 10−4.
6.3.3 Detector performance
The OPAL trigger system [21] uses a large number of independent signals from a variety of detector
components. This information is combined to form many diﬀerent event selection criteria, any one
of which is suﬃcient to trigger the OPAL detector to be read out. The relatively low beam-induced
background conditions of LEP1 permit the choice of very loose settings for these trigger conditions.
In general, e+e− → qq events satisfy many independent trigger criteria. This redundancy allows the
trigger ineﬃciency to be determined directly from the data. It is found to be less than 10−5. Each
subsequent step in the data-recording chain, from data acquisition, through online reconstruction, to
the ﬁnal writing of the data samples into the oﬀline storage facility, was investigated. Possible eﬀects,
such as incorrect logging of detector status, bookkeeping discrepancies at various stages or failures
of the event reconstruction have been examined. Only one problem has been found: very rarely,
individual events suﬀer from high electronic noise levels in the central tracking detector, which causes
the track reconstruction to fail. These events are not classiﬁed as e+e− → qq candidates, which causes
an ineﬃciency of about 0.8 × 10−4. Both the short-term and long-term stability of each of the detector
components used for the selection of e+e− → qq events have been examined, as have distributions of
the cut variables themselves. Only one signiﬁcant eﬀect has been found: for the FD small oﬀsets in
the energy distribution of the 1995 data give rise to an additional ineﬃciency of (5± 3)× 10−4. The
stability of the selection was checked by using alternative selection criteria, each based on data from
only a single detector component. No notable eﬀect is seen. In total an uncertainty of 2× 10−4 is
assigned due to irregularities in the detector performance during the 1993 and 1994 data-taking.
For the 1995 data further studies were performed to search for possible eﬀects on the e+e− → qq
selection ineﬃciency due to the bunch-train mode of operation of LEP. As discussed in Section 2.1 the
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bunch-train mode could potentially aﬀect the CT reconstruction and the ECAL response. In order
to check for such problems a tracking-independent selection has been developed, which is designed
to overlap as much as possible with the standard selection. Within statistics no bunchlet-dependent
eﬀects are observed. The 3× 10−4 precision of the check is assigned as a systematic uncertainty.
Together with the FD energy oﬀset discussed above and the general 2× 10−4 data-taking uncertainty,
the overall detector performance error for 1995 is 4.7× 10−4.
6.4 Background in the e+e− → qq channel
The largest backgrounds to the e+e− → qq event selection arise from e+e− → τ+τ− events and
from two-photon interaction processes, e+e− → e+e−qq. The background fraction from e+e− → τ+τ−
events is estimated to be 14.1 × 10−4 using the KORALZ Monte Carlo event generator [31]. Detailed
studies of variables sensitive to e+e− → τ+τ− events indicate that the Monte Carlo simulation un-
derestimates this background by 13%. Part of this underestimate is caused by deﬁciencies in the
simulation of the conversion of radiated photons into electron-positron pairs. Taking this into account
results in a corrected background estimate of (15.9 ± 2.0) × 10−4, where the assigned systematic error
is based on the observed discrepancy.
The background from two-photon interaction processes has been estimated directly from the data
by making use of the characteristics of two-photon events. In general they have low visible en-
ergy, Emhcal /
√
s, and large energy imbalance along the beam-axis, Renergybal (see Figure 3). The cross-
section for two-photon processes is proportional to log s and therefore the cross-section changes by
less than 1% in the energy range between peak−2 and peak+2. Figure 6 shows, for the three en-
ergy points, the cross-sections for low Emhcal /
√
s (0.10–0.18) or high Renergybal (0.50–0.75) events versus
the cross-section for events with high Emhcal /
√
s (> 0.18) and low Renergybal (< 0.50). Most events
from two-photon processes fall into the former category, whereas the latter is completely dominated
by hadronic Z decays. The constant cross-section from non-resonant background sources, mainly
two-photon events, is obtained from the intercept of a straight-line ﬁt to these data, which yields
0.051 ± 0.006 nb. The error is dominated by the data statistics available.
This estimate is corrected for the small fraction, (7± 5)%, of accepted two-photon events which
fall outside the deﬁned region of low Emhcal /
√
s or high Renergybal using the Monte Carlo generators
PHOJET [33] and HERWIG [27], which simulate two-photon interactions. Furthermore, the estimate
based on the data contains a small bias due to the larger fraction of events with high-energy initial-state
radiation photons at the oﬀ-peak energy points. These events tend to have a high value of Renergybal
and therefore give a small contribution from signal events to the ﬁtted non-resonant background.
This bias is estimated using Monte Carlo simulation to be 0.004 ± 0.002 nb. Overall, the non-resonant
background is 0.051 ± 0.007 nb, which amounts to (16.7 ± 2.3) × 10−4 at the peak energy point.
The background from four-fermion processes other than two-photon interactions is evaluated using
four-fermion event generators, FERMISV [36] for s-channel ℓ+ℓ− ff and PYTHIA [29] for t-channel
e+e− ff. Part of the t-channel four-fermion events are implicitly included in the two-photon subtrac-
tion. Adding the residual fraction and the s-channel four-fermion events results in a small contami-
nation at the 0.4× 10−4 level which is subtracted.
Other background sources are even lower; contributions from e+e− → e+e− and cosmic-ray induced
events are estimated to be 0.2 × 10−4 each. There is no indication of any backgrounds induced by
beam interactions with the residual gas in the LEP vacuum or the wall of the beam pipe.
7 Measurement of leptonic events
The branching fraction of the Z boson to charged leptons is approximately 10%. Consequently the
leptonic decays provide less information on mZ and ΓZ than the hadronic decays of the Z. Since the
Z bosons we observe at LEP are all produced through their coupling to electrons in the initial state,
however, the measurement of the leptonic decay channels is of particular interest. By measuring the
cross-sections for all visible Z decays, including electrons, the absolute branching fraction to invisible
20
ﬁnal states can be determined. Assuming these states are exclusively neutrinos coupling to the Z
according to the SM then allows the eﬀective number of such light neutrino species to be determined.
In contrast to the quarks in hadronic events, the charge of the leptons can be determined almost
unambiguously, thereby allowing the forward-backward charge asymmetry, AFB, to be measured.
Measurements of AFB determine the relative strengths of the vector and axial-vector couplings of
the Z to each of the three charged lepton species, gVℓ/gAℓ. In the SM, this ratio is related to the
weak mixing angle, sin2θW. When combined with the ℓ
+ℓ− cross-sections, which are proportional to
g2Vℓ + g
2
Aℓ, the couplings gAℓ and gVℓ are determined. In addition, comparisons among the partial Z
decay widths to the three charged lepton species and the respective forward-backward asymmetries
provide a precise test of the lepton universality of the neutral current.
7.1 Introduction
Leptonic decays of the Z boson, e+e− → ℓ+ℓ−, result in low multiplicity events. The diﬀerent leptonic
species are distinguished from each other mainly using the sum of the track momenta, ptotal, and the
energy deposited in the electromagnetic calorimeter, Etotal. The total momentum is calculated as a
scalar sum over the individual track momenta, ptotal =
∑
pitrack. Similarly the total energy is the
sum of the energies of the individual clusters in the electromagnetic calorimeter, Etotal =
∑
Eicluster.
Figure 7 shows the distribution of (ptotal, Etotal) for a small sample of Monte Carlo e
+e− → ℓ+ℓ−
events. The e+e− → e+e− events have both Etotal and ptotal concentrated around the centre-of-mass
energy,
√
s. However, due to ﬁnal-state and Bremsstrahlung photons the distribution of ptotal extends
to lower values. The e+e− → µ+µ− events are concentrated around ptotal =
√
s and have low values
of Etotal. Final-state radiation has the eﬀect of producing a small tail of events at higher values of
Etotal and correspondingly lower values of ptotal. Due to the undetected neutrinos from τ decays in
e+e− → τ+τ− events the distributions of both Etotal and ptotal are broad but well separated from the
other leptonic decays of the Z, with only a few events with Etotal or ptotal close to
√
s. Cuts on the
global quantities Etotal and ptotal provide the basis for separating the diﬀerent leptonic decay modes.
Detailed descriptions of the selection criteria for the three diﬀerent e+e− → ℓ+ℓ− categories are de-
scribed in Sections 7.2-7.4. The event selections use a series of cuts to reject background. The selections
are exclusive, with no event allowed to be classiﬁed in more than one category. The largest backgrounds
in the selected e+e− → e+e−, µ+µ− and τ+τ− event samples arise from cross-contamination between
the three lepton species. The treatment of four-fermion ﬁnal states is discussed in Appendix A.1.
Backgrounds from the processes, e+e− → qq, e+e− → e+e−ℓ+ℓ−, e+e− → γγ and cosmic ray events,
are all relatively small. The background from e+e− → qq is rejected by cuts on the number of ob-
served tracks and the number of clusters in the electromagnetic calorimeter. In two-photon processes,
e+e− → e+e−ℓ+ℓ−, the scattering angles of the incident electron and positron tend to be close to the
beam direction, beyond the experimental acceptance. This source of background is rejected by lower
bounds on variables such as Etotal or ptotal. Background from cosmic rays is removed by requiring the
event to originate from the e+e− interaction region and to be in time with the e+e− beam crossing.
7.1.1 Corrections and systematic uncertainties
Estimates of selection eﬃciencies and accepted background cross-sections are obtained from Monte
Carlo samples generated at peak and oﬀ-peak centre-of-mass energies. These eﬃciencies are corrected
to the s′ acceptance speciﬁed in Section 3 and are also corrected to account for interference between
initial- and ﬁnal-state radiation diagrams (see Appendix A.2). Data and Monte Carlo distributions
are compared to assess the quality of the simulation for each cut used in the event selection and where
necessary, corrections are derived. Depending on the exact nature of the systematic check, a single
correction factor is often adequate to describe all 1993–1995 data. Otherwise, where the eﬀect under
consideration is related to the performance of the detector, independent corrections are determined for
each year. Similarly, when the eﬀect depends on the centre-of-mass energy, diﬀerent corrections are
derived for each of the diﬀerent centre-of-mass energy points. The derived corrections greatly reduce
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the dependence on the accuracy of the Monte Carlo simulation.
There are two important sources of detector-related systematic uncertainty which aﬀect each of the
three lepton channels. The largest potential source of systematic bias arises from imperfect simulation
of the detector response to charged particles whose paths lie near one of the wire planes of the jet
chamber. The wire planes, which create the drift ﬁeld, are situated at 7.5◦ intervals in azimuth around
the chamber, alternating between the anode and cathode planes which form the 24 sectors of the jet
chamber. The reconstruction of tracks within ±0.5◦ of an anode wire plane can be problematic due
to ﬁeld distortions. This does not cause problems for low momentum tracks, which bend signiﬁcantly
in the axial magnetic ﬁeld, since only a small fraction of the trajectory will be close to a wire plane.
For high momentum particles with relatively straight trajectories, such as muons and electrons from
e+e− → ℓ+ℓ−, a serious degradation of track quality can occur in a small fraction of the events where
most of the track lies near an anode wire plane. This can result in a degraded momentum measurement,
single tracks being reconstructed as two tracks (split across a wire plane) or, in the worst instance,
failure to reconstruct the track at all, resulting in ‘lost’ tracks. Field distortions close to the wire planes
are simulated in the Monte Carlo but the numbers of tracks aﬀected is signiﬁcantly underestimated.
These eﬀects are particularly important in the selection of e+e− → µ+µ−. Events where the measured
momentum of one of the muons is anomalously low, due to wire plane eﬀects, result in the Monte
Carlo prediction of 0.3% for the selection ineﬃciency being under-estimated by approximately 0.4%
compared to the true value. Signiﬁcant corrections to the Monte Carlo selection eﬃciencies, relating to
these tracking problems, are therefore obtained from the data. Since e+e− → µ+µ− events measured
to have anomalously low total momenta are classiﬁed as e+e− → τ+τ−, the uncertainties in these
corrections lead to anti-correlated errors in the µ+µ− and τ+τ− selections. Details are given in
Sections 7.3.2 and 7.5.
The measurement of energy in the electromagnetic calorimeter plays the primary role in the se-
lection of e+e− → e+e− events and in discriminating them from e+e− → τ+τ−. An uncertainty
in the energy scale or in the response of the ECAL can therefore introduce correlated uncertain-
ties in the e+e− and τ+τ− cross-section measurements. The Monte Carlo simulation underestimates
the fraction of e+e− events which fail the selection due to imperfect Monte Carlo modelling of the
response of the electromagnetic calorimeter near the mechanical boundaries between calorimeter mod-
ules, at φ = ± 90◦ and | cos θ | = 0.22 and 0.60. In addition, there is an unsimulated problem in the
electronic gain calibration for two out of the 9440 barrel lead glass blocks for the 1994 and 1995 data
samples. As a result the Monte Carlo estimates of the e+e− → e+e− selection eﬃciency need to be
corrected by 0.1 − 0.2%. Details are given in Sections 7.2.3 and 7.5.
7.1.2 Trigger efficiency for e+e− → ℓ+ℓ− events
Low multiplicity events from e+e− → ℓ+ℓ− produce relatively few energy deposits in the detector. As
a result, there is the potential that events are lost due to trigger ineﬃciency. The trigger eﬃciency for
e+e− → ℓ+ℓ− events is determined using independent sets of trigger signals [21] from the electromag-
netic calorimeters, from the tracking chambers, from the muon chambers and from the time-of-ﬂight
counters. The eﬃciencies are determined in bins of polar and azimuthal angle and then combined into
an overall eﬃciency. When averaged over the three years of data analysed here, the trigger eﬃciencies
for the e+e− → e+e−, µ+µ− and τ+τ− selections are (> 99.99)%, (99.96 ± 0.01)% and (99.98 ± 0.01)%
respectively. The online event ﬁlter [22] is found to be 100% eﬃcient for e+e− → ℓ+ℓ− events and no
systematic error is assigned.
7.2 Selection of e+e− → e+e− events
The selection of e+e− → e+e− events is accomplished with high eﬃciency and purity by requiring
low-multiplicity events with large total electromagnetic energy and by requiring at least two electron4
4Throughout this section the word “electron” should be understood to imply “electron or positron”. Where a dis-
tinction is required, the symbols e− and e+ are used.
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candidates. In order to maintain high eﬃciency, an electron is identiﬁed simply as a high energy deposit
in the electromagnetic calorimeter which is associated with a track in the central detector. The main
experimental systematic uncertainties are from the energy response of the calorimeter, the edge of
the polar angle acceptance, the track reconstruction quality and the background from e+e− → τ+τ−
events.
7.2.1 t-channel contribution to e+e− → e+e−
The analysis of s-channel Z decays into e+e− pairs is complicated by indistinguishable contributions
from t-channel scattering processes, and interference between s- and t-channels. The t-channel ampli-
tude is non-resonant and is dominated by photon-exchange. These contributions are accounted for
when ﬁtting the e+e− → e+e− data (see Appendix B), but statistical and systematic uncertainties
on the magnitude of the t-channel contribution result in an overall reduction of the sensitivity of the
e+e− → e+e− analysis to the Z properties. The relative size of the t-channel amplitude depends on the
scattering angle (polar angle) of the electron, θe− , and becomes the major component at high values
of cos θe− . In order to enhance the s-channel component of the selected data sample, a cut is made, for
the e+e− → e+e− analysis only, constraining the polar angle to lie well within the barrel region of the
detector (| cos θe− | < 0.70, see Section 7.2.2). The relative size of the t-channel component is larger for
the oﬀ-peak data samples than the ∼ 15% it represents on-peak, due to the reduction of the s-channel
contribution from the Z resonance. This results in small diﬀerences in eﬃciencies, backgrounds and
systematic uncertainties amongst the e+e− → e+e− data samples at diﬀerent energy points. Because
of the t-channel diagram the diﬀerential cross-section rises steeply in the forward direction, resulting
in an increased sensitivity to the precise deﬁnition of the edge of the acceptance in cos θe− .
7.2.2 Selection criteria for e+e− → e+e−
The selection criteria for e+e− → e+e− events make use of information from the electromagnetic
calorimeter and the central tracking detectors by requiring:
• Low multiplicity:
2 ≤ Ntrack ≤ 8 and 2 ≤ Ncluster ≤ 8,
where Ntrack is the number of tracks and Ncluster is the number of clusters.
• High energy clusters:
The energies of the highest energy, E1, and second highest energy, E2, clusters must satisfy
E1 > 0.2
√
s and E2 > 0.1
√
s.







At least two of the three highest energy clusters of energy above 2 GeV must be associated with
a track, which is required to point to the cluster position to within ∆φ < 5◦ in azimuth and to
within ∆θ < 10◦ in polar angle. These clusters are identiﬁed as electron candidates.
• Geometrical and kinematic acceptance:
| cos θe− | < 0.70 and θacol < 10◦,
where θacol is the acollinearity angle of the e
+e− pair, deﬁned as 180◦ − α, where α is the opening
angle between the directions of the two tracks.
These criteria select 96 669 events from the 1993–1995 data sample. The eﬃciency and background
are ﬁrst estimated using a sample of Monte Carlo events. Corrections to these estimates are obtained
by studying the data. The correction factors and their associated systematic errors are summarised
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in Table 5 for the seven data samples recorded during 1993–1995 at the three energy points. The
systematic errors for the seven data samples are strongly correlated, as shown in Table 18. The main
corrections and systematic uncertainties are described below.
7.2.3 Selection efficiency for e+e− → e+e−
The Monte Carlo prediction for the e+e− → e+e− selection eﬃciency within the geometrical acceptance
of | cos θe− | < 0.70 is (99.44±0.02)% for peak data. The main corrections to this eﬃciency and related
systematic errors are described below.
Electromagnetic energy cuts: The main eﬀect of the cut on Etotal > 0.8
√
s, shown in Figure 8(a),
is to remove background from e+e− → τ+τ−. From the Monte Carlo simulation only 11 × 10−4
of e+e− → e+e− events are rejected by this cut. There is a discrepancy between data and Monte
Carlo in the vicinity of the cut, due to imperfect Monte Carlo modelling of the electromagnetic
calorimeter response near the mechanical boundaries between calorimeter modules and a problem
with the electronic gain calibration for two lead glass blocks in 1994 and 1995. These two eﬀects
introduce additional ineﬃciencies for the data, estimated to be (9± 10)× 10−4, (22± 7)× 10−4 and
(17 ± 8)× 10−4 for 1993, 1994 and 1995, respectively. These eﬃciency corrections are obtained from a
detailed study of events which fail only the cut on electromagnetic energy. For these events, the acopla-
narity, φacop ≡ ||φe− − φe+ | − 180◦|, and the sum of the track momenta, ptotal, are used to discrimi-
nate e+e− → e+e− events from the dominant e+e− → τ+τ− background. The distribution of φacop for
events which fail only the cut on electromagnetic energy is shown in Figure 8(b). The φacop distribution
for e+e− → e+e− events is strongly peaked at 0◦. The distribution for e+e− → τ+τ− events is broader
due to the momentum transverse to the tracks which is carried away by the unobserved neutrinos from
the τ decays. The excess of data events compared to Monte Carlo near φacop = 0
◦ indicates that the
excess of events in the region of the cut arises from e+e− → e+e−. This interpretation is corroborated
by the distribution of ptotal/
√
s for events in the region of small φacop, shown in Figure 8(c), where the
excess of data over Monte Carlo events is clustered near ptotal/
√
s = 1.0. The eﬃciency corrections
are derived from the distributions of φacop and ptotal in the region 0.6
√
s < Etotal < 0.8
√
s.
Electron identification: Electron candidates are deﬁned as electromagnetic clusters of energy
greater than 2 GeV which are associated with a track. An electron can fail these requirements if
the track associated with the cluster is of very low momentum, due to hard bremsstrahlung in the
material in front of the tracking detectors. It can also fail due to the emission of a hard ﬁnal state
photon or if, due to poor track reconstruction, the track fails the geometrical matching conditions or
the track quality requirements.
The ineﬃciency arising from the demand for at least two electron candidates is estimated from
Monte Carlo simulation to be (39± 2)× 10−4 for e+e− → e+e−. The ineﬃciency in the data is assessed
from a sample of events where only one electron candidate is found. This control sample is obtained
by assuming the electrons in the event correspond to the two highest energy clusters, only one of which
is identiﬁed as an electron candidate on the basis of the tracking requirements. The background from
the non-resonant QED process e+e− → γγ where one of the photons has converted to an e+e− pair is
reduced by removing events where two tracks are associated to the same cluster. Within this sample
there are more events in the data than the Monte Carlo predicts. The excess is concentrated in the
regions of φ near the wire planes of the jet chamber. In this region the polar angle resolution for
reconstructed tracks can be degraded suﬃciently such that the track no longer points to the cluster.
The excess of data over the Monte Carlo prediction is used to evaluate a correction to the Monte Carlo
estimate for these ineﬃciencies. The size of the correction diﬀers for each year of data-taking. For
example in the 1994 data an eﬃciency correction of (26 ± 5)× 10−4 is derived.
Acceptance definition: The geometrical and kinematic acceptance for e+e− → e+e− events is de-
ﬁned by cuts on | cos θe− | and on θacol, shown in Figure 9. The polar angle cut is made with respect
to θe− , the direction of the negatively charged lepton as measured in the electromagnetic calorimeter.
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This is determined from an energy-weighted average of the positions of the lead glass blocks which
form the cluster, which is then corrected for biases caused by showering in the material in front of
the calorimeter. The existence of any systematic oﬀset between the reconstructed cluster position and
the actual trajectory of the electron was studied by measuring the displacement between well mea-
sured electron tracks and their associated clusters near the critical cos θ boundaries. These studies
indicated that the eﬀective edge of the acceptance is oﬀset symmetrically from the nominal cut value
towards cos θe− = 0 by 0.0004 ± 0.0006 at cos θe− = ±0.70. Consistent displacements were obtained in
both the data and Monte Carlo simulation. The central value of the oﬀset is obtained from the high-
statistics Monte Carlo samples and the uncertainty is taken as the statistical precision of the study
based on data. For the peak data the uncertainty in the location of the cos θe− = ±0.70 boundary
results in an uncertainty of ±9× 10−4 in the measured cross-section.
Further corrections and uncertainties: The ineﬃciency arising from the multiplicity cuts is
estimated to be (1±1)×10−4. This estimate is obtained from the simulation and checked by examining
the electromagnetic calorimeter energy distribution for the events which fail only the multiplicity cuts.
The trigger ineﬃciency is determined to be less than 5×10−5 and no correction is applied. Corrections
related to four-fermion events, determined as described in Appendix A.1, are negligible and a 2×10−4
uncertainty is assigned.
7.2.4 Background in the e+e− → e+e− channel
The expected background in the peak data samples is (34 ± 6)× 10−4, dominated by e+e− → τ+τ−.
The energy-dependence of the e+e− → e+e− cross-section is diﬀerent from the other s-channel fermion-
pair production processes due to the t-channel photon exchange contributions. Consequently the
background fraction is dependent on centre-of-mass energy.
Background from e+e− → τ+τ−: The Monte Carlo estimate of this background for the peak
energy point is (32± 1)× 10−4. The majority of the e+e− → τ+τ− background is rejected by the cut
Etotal > 0.8
√
s, shown in Figure 8(a). The distribution of Etotal/
√
s is well reproduced by the Monte
Carlo simulation in the region dominated by the e+e− → τ+τ− background, Etotal < 0.70
√
s. To
investigate the level of the background within the e+e− → e+e− sample, events just above the energy
cut are selected, 0.8 < Etotal/
√
s < 0.9. For these events the data and Monte Carlo distributions
of ptotal and φacop are again used to distinguish e
+e− → e+e− events from e+e− → τ+τ−. The Monte
Carlo estimate of the e+e− → τ+τ− background has been found to be consistent with the observations
from the data, to within the statistical errors of the comparisons made. The systematic uncertainty
on the e+e− → τ+τ− background for the peak energy point is estimated to be 6× 10−4.
Other backgrounds: The energy deposits in the electromagnetic calorimeter from e+e− → γγ events
are similar to those from e+e− → e+e− events. However, for e+e− → γγ events to pass the electron
identiﬁcation requirements the two electromagnetic calorimeter clusters both must have associated
tracks. The probability that both the photons convert is about 1% and the e+e− → γγ cross-section
is relatively small. Consequently, the background fraction in the e+e− → e+e− sample is small
( ∼ 1× 10−4). The background from hadronic events is estimated to be about the same size. A 100%
relative uncertainty is assigned to the background from hadronic events and to that from e+e− → γγ
events. Backgrounds from two-photon interaction processes, e+e− → e+e−ff, and from cosmic ray
events are less than 1 × 10−4. No correction is applied, and this estimate is taken as a systematic
error.
7.3 Selection of e+e− → µ+µ− events
Of the three e+e− → ℓ+ℓ− channels, the µ+µ− ﬁnal state provides the cleanest environment for
precise measurements of the ℓ+ℓ− cross-sections and asymmetries. The µ+µ− channel does not suﬀer
from the theoretical uncertainties associated with t-channel corrections in the e+e− ﬁnal state nor
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the systematic uncertainties arising from the less well deﬁned experimental signature of the τ+τ−
ﬁnal state. However, of the three lepton channels, µ+µ− events are the most sensitive to systematic
uncertainties arising from track reconstruction. The e+e− → µ+µ− events are separated from other
Z decays and background processes by requiring exactly two tracks to be reconstructed in the central
detector both of which are identiﬁed as muons. The cross-sections are measured within the phase
space region deﬁned by m2µµ/s > 0.01. The selection criteria are summarised below.
7.3.1 Selection criteria for e+e− → µ+µ−
The selection criteria for e+e− → µ+µ− events are:
• Two tracks:
Exactly two tracks are required each of which satisﬁes
ptrack > 6 GeV, | cos θ | < 0.95,
where ptrack is the track momentum and θ is the reconstructed polar angle. Tracks identiﬁed as
coming from photon conversions are not counted.
• Azimuthal separation:
The azimuthal angular separation between the two tracks must satisfy cos(∆φ) < 0.95, i.e.
∆φ > 18◦, to avoid diﬃculties in the muon identiﬁcation of two closely separated tracks.
• Muon identiﬁcation:
Both tracks must satisfy at least one of the following three muon identiﬁcation criteria:
(a) At least two muon chamber hits are associated with the track.
(b) At least four hadronic calorimeter strips are associated with the track. The average num-
ber of strips in layers containing hits has to be less than two, in order to reject hadronic showers.
For | cos θ | < 0.65, where tracks traverse all nine layers of strips in the barrel calorimeter, at
least one hit in the last three layers of strips is required.
(c) The track has ptrack > 15 GeV and the sum of the energy deposited in the electromagnetic
calorimeter within a cone of half-angle 63 mrad about the track is less than 3 GeV.
• Visible energy:




where the visible energy, Eµvis, is the scalar sum of the two track momenta and the energy of the
highest energy cluster found in the electromagnetic calorimeter.
• Despite the fact that the OPAL detector is situated in a cavern 100m underground there is
still a large ﬂux of cosmic ray particles. The majority of these are muons which traverse the
detector volume. Those which happen to pass close to the beam interaction point and which are
synchronous with a bunch crossing can resemble e+e− → µ+µ− events. Cosmic ray background
is rejected by requiring that the selected events originate from the average e+e− interaction point
and are coincident in time with the beam crossing.
These criteria select 128 682 events which enter the cross-section analysis from the 1993–1995 data
sample. Control samples from the data are used to check and, where necessary, correct the Monte
Carlo estimates. The dominant corrections are due to tracking losses and the residual background from
e+e− → τ+τ− events. The resulting correction factors and their systematic errors are summarised in
Table 6 for the seven data samples recorded during 1993–1995 at the three energy points. The
systematic errors of the seven data samples are strongly correlated as shown in Table 19. Unless
otherwise speciﬁed, the illustrative errors quoted in the following text refer to the 1994 sample.
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7.3.2 Selection efficiency for e+e− → µ+µ−
The Monte Carlo prediction for the e+e− → µ+µ− selection eﬃciency is (91.34 ± 0.05)%. This
corresponds to a selection eﬃciency of (98.40± 0.03)% within the geometric acceptance of | cos θµ− | <
0.95. Small corrections are then applied to account for the Monte Carlo events generated below the
ideal kinematic acceptance limit of m2
ff
/s > 0.01, and for interference between photons radiated in
the initial and ﬁnal states, as described in Appendix A.2. Using the 1994 data as an example, the
selection eﬃciency from the Monte Carlo simulation is then corrected by (−76 ± 8) × 10−4 through
comparisons with the data. The main eﬃciency corrections and systematic errors are described below.
Tracking losses: The selection of e+e− → µ+µ− events relies heavily on track reconstruction in the
central detector, which is required to measure Eµvis and to associate tracks with activity in the outer
detectors used for muon identiﬁcation. As discussed in Section 7.1.1, of particular concern are tracks
whose paths lie within ±0.5◦ of an anode wire plane of the jet chamber. Figure 10(a) shows the
distribution of Eµvis for events passing all other selection cuts. There is a clear discrepancy between
data and Monte Carlo. The origin of this discrepancy is the imperfect Monte Carlo simulation of
tracking in the region close to the jet chamber wire planes. The discrepancy becomes more apparent
in Figure 10(b) which shows the corresponding Eµvis distribution for tracks within 0.5
◦ of the anode
wire planes.
The wire plane eﬀect was investigated using an alternative e+e− → µ+µ− selection procedure. This
selection is independent of the central detector, relying instead on back-to-back signals in the muon
chambers (within 30 mrad) and electromagnetic calorimeters (within 50 mrad). By using relatively
tight cuts on the acollinearity measured in the outer detectors the background from e+e− → τ+τ−
events is strongly suppressed. This is mainly due to the greater deﬂection in the magnetic ﬁeld
experienced by the lower momentum charged particles from τ decays. Background is suppressed further
by requiring at least one identiﬁed muon in the event. The eﬃciency of the tracking-independent
selection is approximately 79%.
The events which are selected by the tracking-independent selection but fail the default µ+µ−
selection are concentrated in regions where one of the muons passes near a jet-chamber wire plane.
The numbers of “lost” e+e− → µ+µ− events, selected by these cuts, are corrected for the ineﬃciency
of the tracking-independent selection. The corrected numbers are compared between data and Monte
Carlo simulation in bins of cos θ for each year of data taking. There is an excess of lost events in the
data, indicating that the Monte Carlo estimate of 30×10−4 for the ineﬃciency due to tracking problems
is too low. The diﬀerence is (42 ± 4)× 10−4 for the 1994 data. The uncertainties are the combined
statistical errors of the data and Monte Carlo control samples. The correction factors obtained in this
manner are applied to the Monte Carlo ineﬃciency estimates.
Track multiplicity cuts: In addition to the tracking losses discussed above, 0.5% of e+e− → µ+µ−
events are rejected by the requirement of exactly two tracks due to additional tracks from converted
ﬁnal-state photons which have failed to be classiﬁed as such, or if a track is poorly reconstructed and
split into two tracks. A correction to the Monte Carlo prediction for the ineﬃciency due to this cut is
made on the basis of a visual scan of both data and Monte Carlo events containing three, four or ﬁve
tracks, but which otherwise pass the e+e− → µ+µ− selection. The resulting corrections, typically less
than 10−3, are listed in Table 6, with the errors reﬂecting the data and Monte Carlo statistics and the
uncertainty of the scanning procedure.
Muon identification: Both tracks in a selected e+e− → µ+µ− event are required to be identiﬁed as
muons using data from at least one of three independent detector subsystems; the muon chambers,
the hadronic calorimeter and the electromagnetic calorimeter. The Monte Carlo estimate of the inef-
ﬁciency introduced by the muon identiﬁcation requirement is (79±5)×10−4. Most of this ineﬃciency
occurs in geometrical regions where either the muon chamber coverage or the hadronic calorimeter
coverage are incomplete. In particular, for one sixth of the total azimuth in the polar angle range
0.65 < | cos θ | < 0.85 these gaps overlap due to support structures, leaving coverage only from the
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electromagnetic calorimeter. For collinear e+e− → µ+µ− events there is a high degree of correlation
between the muon identiﬁcation ineﬃciencies of the two tracks due to the symmetry of the detectors.
The redundancy of the three muon identiﬁcation requirements is used to determine the single
track muon identiﬁcation eﬃciency in bins of azimuthal and polar angle. For each muon identiﬁcation
criterion, the muon identiﬁcation criteria from the other two outer detectors are used to deﬁne a
control sample of tagged muons. The single track eﬃciencies, determined in bins of (cos θ, φ), are used
to calculate overall muon identiﬁcation ineﬃciencies for e+e− → µ+µ− events accounting for expected
angular distributions. The total ineﬃciency determined in this way is compared between data and
Monte Carlo prediction separately for each year of data. There is good agreement for the 1993 and
1995 data, and no correction is applied. For the 1994 data, it is found that the ineﬃciency from the
corresponding Monte Carlo sample needs to be corrected by (15± 4)× 10−4 where the errors reﬂect
the statistical power of the checks. The correction arises due to inadequate simulation of the response
of the hadron calorimeter in the Monte Carlo sample used to simulate data from the 1994 operation
of the OPAL detector.
Acceptance definition: Both muon tracks are required to lie within the geometrical acceptance
| cos θ | < 0.95. The measurement of cos θ in this region therefore aﬀects the overall event selection
ineﬃciency and any discrepancy between data and Monte Carlo simulation must be corrected. A
1 mrad bias in angle at | cos θ | = 0.95 corresponds to a bias in the acceptance of 5× 10−4.
For muon tracks there are generally three separate detector components which can be used to
measure cos θ; the track reconstructed in the central detector, the energy cluster in the electromagnetic
calorimeter and the track found in the muon chambers. For muons close to | cos θ | = 0.95 the end-cap
muon chambers have the best polar angle resolution, approximately 1 mrad, and this measurement
is used when available, otherwise the angle from the reconstructed central detector track is used
(about 10% of cases). The changes to the numbers of e+e− → µ+µ− events selected when using
alternative measurements of the polar angle are investigated and compared between data and Monte
Carlo simulated events, separately for each year of data. Based on the scatter of these comparisons
a systematic error of 10 × 10−4 is assigned for the 1993 data sample, and 5 × 10−4 for the 1994 and
1995 data samples.
Further efficiency corrections: The trigger ineﬃciency for e+e− → µ+µ− events is estimated to
be (6± 2)× 10−4, (5± 2)× 10−4 and (2± 2)× 10−4 for the 1993, 1994 and 1995 data, respectively.
Corrections to the selection eﬃciency related to four-fermion events are determined as described in
Appendix A.1. Finally, the ineﬃciency associated with the cosmic ray veto is found to be less than
1× 10−4.
7.3.3 Background in the e+e− → µ+µ− channel
The background in the e+e− → µ+µ− event selection is approximately 1%, dominated by misclassiﬁed
e+e− → τ+τ− events. The backgrounds from two-photon interaction processes, such as e+e− →
e+e−µ+µ−, and from events induced by the passage of cosmic ray muons through the detector are
small. The Monte Carlo background estimates are corrected for discrepancies between simulated
and real data. These corrections are described below and the resulting background estimates are
summarised in Table 6.
e+e− → τ+τ− background: The lifetime of the τ lepton is suﬃciently short that only the de-
cay products of the τ are registered in the detector. For e+e− → τ+τ− events to be selected as
e+e− → µ+µ− both tau decays must result in an identiﬁed muon and the visible energy requirement
must be satisﬁed, Eµvis > 0.6
√
s. Approximately 17% of τ leptons decay into a muon and neutrinos,
consequently about 3% of e+e− → τ+τ− events result in a visible µ+µ− ﬁnal state. In addition, other
decays of the τ to single charged particles, in particular τ → πν, can be misidentiﬁed as muons.
Two control samples are selected from the data to check the simulation of the τ+τ− background.
The ﬁrst is sensitive to problems with the visible energy distribution and the second is sensitive to
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possible problems with muon identiﬁcation. For the ﬁrst control sample the Eµvis cut in the µ
+µ−
selection is relaxed to Eµvis > 0.5
√
s and the low visible energy region considered, Eµvis < 0.8
√
s.
Events with tracks within 0.5◦ in azimuth of a wire plane are rejected to remove poorly measured
e+e− → µ+µ− events. The τ+τ− background is further enhanced by rejecting events, predominantly
µ+µ−, which have low acoplanarity < 20 mrad. A loose cut is also made to eliminate events with high
energy radiated photons by requiring the acollinearity to be less than 150 mrad. This selected control
sample is predicted by Monte Carlo simulation to be made up of approximately 97% e+e− → τ+τ−
events with the remainder being e+e− → µ+µ− events. The data are in good agreement with the
Monte Carlo prediction.
A second, higher statistics control sample is selected by relaxing the Eµvis requirement of the
e+e− → µ+µ− selection to 0.5 < Eµvis < 0.8, and requiring exactly one of the tracks to be identiﬁed as
a muon. Approximately 99.2% of Monte Carlo generated events selected in this way are e+e− → τ+τ−
events, in the majority of which one τ decays to a muon and the other τ decays to a single charged
particle which is not a muon. From the 1993 and 1995 samples there is good agreement between the
numbers of events selected in the data and the Monte Carlo expectation. In the 1994 samples an
excess of about 4% of Monte Carlo over data events is observed. On the basis of these two studies the
Monte Carlo prediction for the e+e− → τ+τ− background of 1.00% for the 1994 e+e− → µ+µ− data
sample is corrected to (0.97 ± 0.04)%. No corrections are made for the 1993 or 1995 samples, and a
systematic uncertainty of 2× 10−4 is assigned.
Other background: Most events from the two-photon process e+e− → e+e−µ+µ− are rejected by
the cut on visible energy, Eµvis > 0.6
√
s. The Monte Carlo predicts the remaining background to be
approximately 0.05% on-peak and 0.1% oﬀ-peak, at which energies the resonant Z production is less
dominant. The two-photon background is evaluated separately for each year and systematic errors
of 1 × 10−4 are assigned to these calculations. The backgrounds from cosmic ray events, estimated
from time-of-ﬂight and vertex information, were (2± 2)× 10−4 in 1993 and 1994 and (3± 2)× 10−4
in 1995.
7.4 Selection of e+e− → τ+τ− events
Tau leptons produced in the process e+e− → τ+τ− decay before entering the sensitive volume of the
detector. The branching ratio for the decay τ− → ℓ−ντνℓ is about 35%, and the resulting electron or
muon has, in general, less momentum than a directly produced fermion from Z → ℓ+ℓ− due to the
two associated neutrinos. In τ decays to hadrons the associated single neutrino also reduces the total
visible energy of the ﬁnal state. The τ -decay branching ratio to three or more charged hadrons is about
15%, and electrons from the conversion of photons from π0 decays further increase the average charged
multiplicity of the ﬁnal state. The experimental signature for e+e− → τ+τ− events is therefore less
well deﬁned than that for either e+e− → e+e− or e+e− → µ+µ− events. Consequently, the cuts used
to select e+e− → τ+τ− events are relatively involved.
7.4.1 Selection criteria for e+e− → τ+τ−
The selection criteria used to identify e+e− → τ+τ− events remain unchanged with respect to our
previous publications where a more detailed description is provided [7–9]. The selection is summarised
below:
• Multiplicity cuts, shown in Figures 11(a) and 11(b), to reject hadronic Z decays:
2 ≤ Ntrack ≤ 6 and Ntrack +Ncluster ≤ 15.
• e+e− → τ+τ− event topology:
Events are reconstructed using a cone jet-ﬁnding algorithm [7] with a cone half-angle of
35◦. The sum of the electromagnetic calorimeter energy and scalar sum of track momenta in
each cone has to be more than 1% of the beam energy. Exactly two cones containing tracks are
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required, not counting cones which contain only tracks associated with photon conversions. The
direction of each τ candidate is taken to be the total momentum vector reconstructed from the
tracks and electromagnetic clusters in its cone.
• e+e− → τ+τ− event acollinearity:
θacol < 15
◦
where the acollinearity angle, θacol, is 180
◦ minus the angle between the directions of the two
τ candidates.
• Geometrical acceptance:
| cos θτ | < 0.9.
where θτ is the polar angle of the event axis, deﬁned using the vectorial diﬀerence between the
momenta of the two τ candidates.
• Rejection of e+e− → µ+µ− events:
Events selected as e+e− → µ+µ− by the criteria described in Section 7.3.1 are rejected.





s, shown in Figure 11(c). For the region | cos θτ | > 0.7, where
there is additional material in front of the electromagnetic calorimeter, it is also required that:
Eτvis < 1.05
√
s or Etotal < 0.25
√
s, (for | cos θτ | > 0.7),
where Eτvis is the total visible energy, E
τ
vis = Etotal + ptotal.




• Cosmic ray background is rejected by requiring that the selected events originate from the
average e+e− interaction point and are coincident in time with the beam crossing.
These criteria select 107 340 events from the 1993–1995 data sample. The selection eﬃciency and
background contributions from processes other than e+e− → τ+τ− are estimated using Monte Carlo
events. These eﬃciencies and backgrounds are corrected for the observed diﬀerences between data
and Monte Carlo. The corrections and systematic errors are summarised in Table 7 and are described
below. The systematic errors of the seven data samples are strongly correlated, as shown in Table 20.
Unless otherwise speciﬁed, the numbers quoted in the text correspond to the 1994 data.
7.4.2 Selection efficiency for e+e− → τ+τ−
The Monte Carlo prediction for the e+e− → τ+τ− selection eﬃciency is (75.18 ± 0.07)%. This
corresponds to a selection eﬃciency of (87.70 ± 0.05)% within the geometric acceptance of | cos θτ | <
0.90. Small corrections are then applied to account for the Monte Carlo events generated below the
ideal kinematic acceptance limit of m2
ff
/s > 0.01, and for interference between photons radiated in
the initial and ﬁnal states, as described in Appendix A.2 and listed in Table 7. Within the angular
acceptance, the largest source of ineﬃciency arises from the cuts used to reject background from
e+e− → e+e−. To estimate the eﬃciency for data, the ineﬃciency introduced by each cut exclusively
is ﬁrst estimated from the Monte Carlo simulation. These estimates are corrected by comparing the
data and Monte Carlo. The decomposition into exclusive ineﬃciencies is appropriate since only 0.6%
of events fail more than one of the classes of selection cuts. Using the 1994 data as an example,
the selection eﬃciency from the Monte Carlo simulation is corrected by (−1.30 ± 0.28)% to give an
estimated selection eﬃciency of (73.88± 0.29)%. Details of the main corrections to the eﬃciency and
the main sources of systematic uncertainty are given below.
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Multiplicity cuts: The multiplicity requirements exclusively reject (1.32 ± 0.02)% of Monte Carlo
e+e− → τ+τ− events. However, a number of eﬀects which can inﬂuence multiplicity are not perfectly
modelled, such as the simulation of the material of the detector which aﬀects the rate of photon
conversions and the two-track resolution. To assess the eﬀect using the data, the multiplicity cuts
are removed from the e+e− → τ+τ− selection yielding a sample dominated by e+e− → τ+τ− and
e+e− → qq. In this sample, e+e− → τ+τ− events are identiﬁed by requiring that one of the two τ cones
is consistent with being a τ → µνµντ decay. This requirement removes essentially all e+e− → qq events.
Backgrounds from e+e− → µ+µ− and e+e− → e+e−µ+µ− are rejected using cuts on acoplanarity and
momentum. In this way a sample of e+e− → τ+τ− events is isolated using only the multiplicity
information from a single τ cone. The other τ cone is used to provide an unbiased estimator for the
multiplicity distribution for a single τ cone. By convolving this measured single cone multiplicity
distribution with itself, the e+e− → τ+τ− multiplicity distribution is estimated using data alone. The
convolution is performed in two dimensions, track and total multiplicity. The multiplicity cuts are
applied to the convolved distribution to determine the exclusive ineﬃciency of (1.69 ± 0.11)% for the
1994 data sample5. The validity of the procedure is veriﬁed using diﬀerent Monte Carlo samples.
Acollinearity and cone cuts: The acollinearity cut and the requirement that there be exactly
two charged τ cones in the event reject (3.29 ± 0.03)% of Monte Carlo e+e− → τ+τ− events. These
cuts reject background from e+e− → e+e− and e+e− → qq. To study the eﬀect of these cuts, the
acollinearity and cone requirements are replaced by cuts using particle identiﬁcation information such
as dE/dx. Relatively hard cuts are necessary to be able to study the acollinearity distribution for
e+e− → τ+τ− events since, in the region of the cut, the background from e+e− → e+e− domi-
nates. Figure 12(a) shows the acollinearity distribution for this alternative selection which has an
eﬃciency for e+e− → τ+τ− of approximately 33% but has little background (less than 0.5%). For
Monte Carlo e+e− → τ+τ− events it is veriﬁed that the alternative selection does not signiﬁcantly
bias the acollinearity distribution. In the region θacol < 15
◦ the good agreement between data and
Monte Carlo indicates that the modelling of the eﬃciency of the particle identiﬁcation cuts is reason-
able. The relative normalisations of the data and Monte Carlo in the region 15◦ < θacol < 45◦ are used
to determine corrections to the Monte Carlo eﬃciencies for the diﬀerent centre-of-mass energies. A
similar check of the ineﬃciency related to the cone requirements is made. The corrected ineﬃciency
due to the acollinearity and cone cuts is (3.55 ± 0.14)%.
Definition of | cos θτ |: A systematic uncertainty on the selection eﬃciency of 0.1% is assigned due
to the uncertainty in the deﬁnition of the geometrical acceptance, | cos θτ | < 0.9. This estimate is
obtained by comparing relative numbers of selected events in data and Monte Carlo using various
deﬁnitions of | cos θτ |, e.g. calculated using tracks, using clusters in the electromagnetic calorimeter
or using both tracks and clusters.
e+e− → e+e− rejection cuts: The Monte Carlo simulation predicts an exclusive ineﬃciency due
to the e+e− → e+e− rejection cuts of (3.40 ± 0.03)%. To investigate potential biases, the energy-
based e+e− → e+e− rejection is replaced by cuts using electron identiﬁcation information. Imperfect
modelling of the detector response in the region | cos θτ | > 0.7, shown in Figure 12(b), results in the
Monte Carlo underestimating the true ineﬃciency. The ineﬃciency for the data is estimated to be
(3.92 ± 0.17)%.
Further corrections and uncertainties : By using lepton identiﬁcation information the eﬀect
of the cuts used to reject e+e− → µ+µ− and e+e− → e+e−ℓ+ℓ− events are found to be adequately
modelled by the Monte Carlo, however corrections, consistent with unity, and corresponding uncer-
tainties are obtained from the data. The trigger eﬃciency for e+e− → τ+τ− events is estimated to
5We give here, by way of example for all these corrections, the correspondence between this correction to the exclusive
inefficiency and the multiplicity correction factor, f , in Table 7. f = 1.0 + (0.0169 − 0.0132)/(0.7388 + 0.0169), where
0.7388 is the overall corrected efficiency, i.e. 1.3536−1 .
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be (99.98 ± 0.02)%. During 1995, when LEP operated in bunch-train mode, no discernible eﬀect
on the e+e− → τ+τ− selection is observed and no systematic error is assigned. Uncertainties in the
branching ratios of the τ lepton result in a 0.05% uncertainty in the e+e− → τ+τ− selection eﬃciency.
The uncertainty on the mean τ polarisation [48] has a negligible eﬀect on the e+e− → τ+τ− selection
eﬃciency (< 0.01%). Corrections to the selection eﬃciency related to four-fermion events are deter-
mined as described in Appendix A.1. A 10% uncertainty is assigned to the Monte Carlo expectation
that 0.6% of events fail more than one of the classes of selection cuts.
7.4.3 Background in the e+e− → τ+τ− channel
For peak data approximately 2.6% of the events passing the e+e− → τ+τ− selection come from back-
ground processes. This is signiﬁcantly larger than the corresponding backgrounds in the e+e− → e+e−
and e+e− → µ+µ− selections. The main backgrounds are from e+e− → e+e− (0.4%), e+e− → µ+µ−
(1.1%), e+e− → qq (0.4%) and e+e− → e+e−ℓ+ℓ− (0.6%). The background fractions from e+e− →
e+e− and e+e− → e+e−ℓ+ℓ− are higher for the oﬀ-peak samples. To estimate the size of the back-
ground contributions using the data, cuts are applied to the selected e+e− → τ+τ− sample to enhance
the various background sources. The resulting background estimations and systematic uncertainties
are given in Table 7 and are summarised below (for peak data).
Background from e+e− → e+e−: The Monte Carlo expectation for the e+e− → e+e− background
fraction is (0.26 ± 0.02)%. For the reasons discussed in Section 7.2.3, the Monte Carlo underesti-
mates the e+e− → e+e− background in the barrel region of the detector. The techniques described in
Section 7.2.3 are used to estimate the eﬀect on the background level in the e+e− → τ+τ− selection.
Similar studies indicate that the e+e− → e+e− background in the end-cap region, (| cos θτ | > 0.7), is
well modelled. The corrected total background from e+e− → e+e− is then (0.47 ± 0.07)%
Background from e+e− → µ+µ−: The e+e− → µ+µ− background is estimated from Monte Carlo
simulation to be (0.98 ± 0.02)%. For e+e− → µ+µ− events to enter the e+e− → τ+τ− sample either
one of the tracks must fail the muon identiﬁcation criteria of Section 7.3 or Eµvis must be less than 0.6
√
s.
The e+e− → µ+µ− background in the e+e− → τ+τ− sample is enhanced by requiring at least one
identiﬁed muon and by imposing loose momentum and electromagnetic energy cuts. The acoplanarity
distribution of the surviving events is used to estimate corrections to the Monte Carlo expectation for
the e+e− → µ+µ− background. Discrepancies between data and Monte Carlo are observed for tracks
near the anode planes of the central jet chamber as indicated in Figure 12(c). As a result of these
comparisons, the Monte Carlo background estimate for the 1994 data is corrected to (1.17 ± 0.09)%.
Background from e+e− → qq: The Lund string model as implemented in the JETSET program
is used to describe the hadronisation process for the generated Monte Carlo samples. The parameters
within JETSET are tuned to describe the properties of OPAL e+e− → qq events [28, 30]. Although
these Monte Carlo samples provide a good description of the global properties of e+e− → qq, e.g.
event shape variables, there is no guarantee that they adequately describe the low multiplicity region.
This is illustrated by the comparison of the e+e− → qq background expectations obtained from Monte
Carlo samples using two diﬀerent JETSET tunes, [28] and [30], which give respective background
estimates of (0.40 ± 0.02)% and (0.88 ± 0.02)%.
To assess the e+e− → qq background fraction from the data, the multiplicity cuts of the e+e− → τ+τ−
selection are relaxed and events where one of the τ cones is consistent with a leptonic τ decay are
removed from the selected e+e− → τ+τ− sample. Events in the predominant τ+τ− track multiplicity
topologies, 1 − 1, 1 − 3 and 3 − 3, are also rejected. In this way e+e− → τ+τ− events are removed
whilst retaining a large fraction of the e+e− → qq background. For example, Figure 12(d) shows the
distribution of track multiplicity after the e+e− → qq enhancement. The resulting background en-
riched sample allows the e+e− → qq background fraction to be estimated from the data by ﬁtting
the track and total multiplicity distributions with contributions from e+e− → τ+τ− and e+e− → qq
where the shapes are taken from Monte Carlo and the normalisations left free. In this manner the
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e+e− → qq background is estimated to be (0.41 ± 0.11)%. The systematic error reﬂects the sensitivity
to the Monte Carlo model used to describe the shape of the multiplicity distributions.
Background from e+e− → e+e−ℓ+ℓ−: At the Z peak, the Monte Carlo prediction of the back-
ground from e+e− → e+e−ℓ+ℓ− two-photon processes is (0.53 ± 0.02)%. The Monte Carlo predictions
for the background from e+e− → e+e−e+e− and e+e− → e+e−µ+µ− backgrounds are checked by re-
quiring both cones in selected e+e− → τ+τ− events to be consistent with being electrons and muons
respectively. Distributions of Eτvis/
√
s and missing transverse momentum are used to estimate the
background directly from data. No deviations from the Monte Carlo expectation are found. The
statistical precision of the check is taken as the systematic error. A 100% systematic uncertainty is
assigned to the background from e+e− → e+e−τ+τ−. The resulting estimate of the background from
two-photon processes for the 1994 data is (0.58 ± 0.07)%.
Other backgrounds: The background from four-fermion processes (see Appendix A.1) is estimated
to be (4 ± 1) × 10−4 for the peak data. The cosmic ray background is estimated from the data and
found to be small, (2± 2)× 10−4 for the 1994 data.
7.5 Correlations among lepton species
Although the cross-sections for each lepton species are measured independently, the requirement that
there is no overlap in the selections leads to anti-correlations between the systematic errors for each
species. These anti-correlations reduce the precision with which the inter-species ratios can be mea-
sured. However, components of the total systematic uncertainties which are anti-correlated between
lepton species do not contribute signiﬁcantly to the uncertainty on the leptonic cross-section from all
species taken together.
The separation of e+e− → e+e− and e+e− → τ+τ− events is made primarily on the basis of the
cut on the total deposited electromagnetic energy, Etotal. Almost all e
+e− events failing this cut are
accepted by the τ+τ− selection, while τ+τ− events which exceed this cut appear as background in the
e+e− sample. Consequently, the covariance between e+e− and τ+τ− cross-section measurements is
taken as the product of the systematic uncertainty in e+e− eﬃciency due to the electromagnetic energy
cut and the uncertainty of τ+τ− background in the e+e− sample. A second source of anti-correlation
arises from e+e− → µ+µ− events being explicitly excluded from the e+e− → τ+τ− sample. The
covariance is taken as the product of the uncertainty in the estimated µ+µ− background in the τ+τ−
sample and the uncertainty in the loss of τ+τ− events improperly identiﬁed as µ+µ−. The covariance
between the µ+µ− and τ+τ− selections and between the τ+τ− and e+e− selections are of similar size,
with the exact values listed in Table 21. Due to their very diﬀerent experimental signatures, there is
no cross-talk between the e+e− → e+e− and e+e− → µ+µ− selections.
8 Cross-section measurements
Table 1 gives the number of selected events in each channel used in the cross-section analysis of the
entire OPAL LEP1 data sample. For measuring the cross-section of a particular ﬁnal state both the
detector sub-systems relevant for the selection and the luminosity detector are required to be fully
operational. Since the detector sub-systems used in the diﬀerent event selections are not identical, the
luminosity and mean beam energy diﬀer slightly for each ﬁnal state. Within these ‘detector status’
requirements, the number of selected ﬁnal state events, the number of luminosity events, the luminosity
weighted beam energy and the beam-energy spread are calculated for each data sample. The cross-
sections in the idealised phase space described in Section 3 are then calculated by multiplying the
number of selected events by the correction factors given in Tables 3, 5, 6 and 7, and dividing by the
integrated luminosity. Details of the luminosity calculation entering these tables can be found in [13].
Tables 8, 9, 10, and 11 give the measured fermion-pair cross-sections within the kinematic cuts
described in Section 3, for hadrons, electrons, muons, and taus respectively. The “measured” cross-
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sections have been corrected for all eﬀects except the spread of collision energies. The “corrected”
cross-sections have been corrected for this spread according to the expected curvature of the cross-
section as a function of energy, and correspond to the true cross-section at the central beam energy, as
described in Appendix C. The cross-section measurements from 1990–1992 correspond to the results
published in [7–9], except for two corrections. The small eﬀect of initial-ﬁnal state interference (see
Appendix A) has been applied retrospectively to the lepton cross-sections. In addition, the improved
theoretical calculations (see Section 5) of the small-angle Bhabha scattering cross-section causes a
slight change of the FD luminosity used for the 1990–1992 cross-sections.
The SiW luminosity detector was fully operational for 94% of the 1994 peak running and the
energy scans in 1993 and 1995 (but not during the 1993 and 1995 prescan periods). During the
periods when the SiW luminosity detector was not fully functional, the data are used to measure
ratios of cross-sections. For these measurements the integrated luminosity is determined from the
number of selected e+e− → qq events using the expected cross-section. A common 10% normalisation
uncertainty is assigned to these “pseudo-cross-sections”. This arbitrary large uncertainty ensures that
these pseudo-cross-section measurements only contribute to the measurement of Rℓ, but do not aﬀect
the determination of mZ, ΓZ or σ
0
h (see Section 11). Table 12 gives the pseudo-cross-sections, where
the errors given are statistical only. The systematic errors, and their correlations, are taken to be
the same as those for the peak cross-sections measured in the same year, except for the correlated
normalisation scale error.
For the 1990 data the systematic uncertainties on the absolute luminosity and centre-of-mass
energy scales are signiﬁcantly larger than in subsequent years (see Section 4). For this reason the 1990
cross-section measurements are treated as pseudo-cross-sections with a common luminosity as well as
LEP energy scale error imposed across all decay channels and energy points. Since the 1990 data
includes oﬀ-peak as well as on-peak points, it contributes to the measurement of Rℓ and ΓZ, but not
to mZ or σ
0
h.
The quoted errors on the measured cross-sections listed in Tables 8–11 are the statistical errors
from the counting of signal and luminosity events. Systematic errors, which arise from uncertainties
of the LEP centre-of-mass energy, the luminosity measurement and the event selections, have varying
degrees of correlation between the diﬀerent ﬁnal-state species and the various data-taking periods.
Tables 13–15 give the covariance matrices for the LEP energy and its spread. The covariance matrix
for the luminosity is speciﬁed in Table 16 and Tables 17–21 show the covariance matrices for the
hadron and lepton event selections. Appendix C describes in detail how the full covariance matrix for
the cross-sections (and asymmetries) is constructed.
Many checks were made to ensure the consistency of the event sample over widely varying time
scales. One example is shown in Figure 13, which shows the distributions of the number of luminosity
events observed between consecutive e+e− → qq events and vice versa. If OPAL had temporarily lost
sensitivity to small angle Bhabha scattering events in the SiW detector or e+e− → qq decays (but
not both) for a continuous period of a few minutes in the approximately six months of OPAL live
time spent running at the peak during 1993–1995, the failure would be visible as a tail in one of these
distributions. Similar tests involving the lepton species also revealed no such problems. Other checks
probing the constancy of event type ratios at time scales varying from hours to months revealed no
statistically signiﬁcant eﬀect. For the 1995 data, the cross-section for each ﬁnal state was determined,
speciﬁc to each bunchlet in the bunch-train. No signiﬁcant variation was observed.
9 The asymmetry measurements





where σF and σB are the cross-sections integrated over the forward (0 < cos θℓ− < 1) and backward
(−1 < cos θℓ− < 0) hemispheres respectively, and θℓ− is the angle between the ﬁnal state ℓ− and the e−
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beam direction.
In the SM the s-channel contribution to the diﬀerential cross-section for the reaction e+e− → ℓ+ℓ−
with unpolarised beams is expected to have an approximately quadratic dependence on the cosine of
the lepton scattering angle:
dσ
d(cos θℓ−)
∝ 1 + 8
3
AℓℓFB cos θℓ− + cos
2θℓ− . (3)
For e+e− → e+e− events, the angular dependence is more complex due to the large contributions from
the t-channel and interference between s- and t-channels, discussed in Appendix B. The magnitude
and energy-dependence of AℓℓFB are sensitive to the vector and axial-vector couplings between leptons
and the Z (see Section 11). Within the SM, the asymmetry is predicted to be about 0.01 at
√
s = mZ
(after unfolding initial-state radiation) and to increase with
√
s.
In principle the measurement of AℓℓFB is simple and suﬀers from few systematic uncertainties. The
statistically most powerful method of extracting a measurement of the forward-backward asymmetry
is to perform an unbinned maximum likelihood ﬁt of the diﬀerential cross-section with AℓℓFB as the




(1 + (cos θiℓ−)
2) +AℓℓFB cos θ
i
ℓ− , (4)
where θiℓ− is the polar angle of the negatively charged lepton in the ith event. This method, which
is used for the e+e− → µ+µ− and e+e− → τ+τ− channels, has the advantage of being insensitive to
any event selection ineﬃciencies, or any variation of the eﬃciency with cos θℓ− , provided there is no
forward-backward charge asymmetry in the eﬃciency function itself. Technically, the inclusion of a
selection eﬃciency term in the event weights results in an additive constant when taking the logarithm
of the likelihood function provided the eﬃciency can be expressed in terms of | cos θiℓ− |. This is in
contrast to the event-counting method (see below) which must be corrected for selection ineﬃciencies.
The ﬁt yields a value for AℓℓFB over the full polar angle range. This can be corrected to a restricted
range | cos θ | < k using a simple geometrical factor




This region corresponds to the ideal acceptance deﬁnition of Table 2 and is chosen to correspond
closely to the geometric acceptance of the event selection. In addition, small corrections to the
measured asymmetry are required to take account of background and other biases.
The measurement of the forward-backward asymmetry in the e+e− → e+e− channel is more
complicated. Due to the t-channel contributions, the angular distribution in e+e− → e+e− events can
not be parametrised as a simple function of the forward-backward asymmetry, AeeFB. For this reason






This counting method is also used as a cross check of the unbinned maximum likelihood method in
the e+e− → µ+µ− and e+e− → τ+τ− channels and yields consistent results.
In each of the three leptonic channels the choice of which particle (ℓ+ or ℓ−) is used to deﬁne
the polar angle of the event is varied at random from event to event. This reduces many possible
geometrical biases to the asymmetry measurement arising from an asymmetry in the detector. In
the cases where the ℓ+ track is used, the angle θ is measured relative to the e+ beam direction.
The measured asymmetries are corrected for the energy spread of the colliding beams as described
in Appendix C. Corrections are required to account for charge misassignment and for diﬀerences
between the experimental acceptance and the ideal acceptance of Table 2. Details of these corrections
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and the main systematic uncertainties are given below. Note that our measured asymmetries implicitly
include the eﬀects of initial-ﬁnal-state interference. We make no correction to remove these eﬀects
from our measurements, but calculate the predicted asymmetries accounting for this interference
using ZFITTER. The asymmetry measurements are dominated by statistical rather than systematic
uncertainties even when all data sets are combined.
9.1 e+e− → µ+µ− forward-backward asymmetry
The forward-backward asymmetry of muon pairs, AµµFB, is a conceptually simple measurement. Muon
pair events are selected with high eﬃciency and the asymmetry measurement itself is robust against
many systematic eﬀects. Compared to our previous publication [9] the analysis presented here rep-
resents a signiﬁcant improvement in the understanding of the experimental biases. To beneﬁt from
the resulting reduction in systematic uncertainties, the asymmetry in the 1992 data sample has been
re-evaluated.
In addition to the e+e− → µ+µ− selection cuts of Section 7.3.1, the acollinearity angle between
the directions of the two muon tracks is required to be less than 15◦. This removes about 1.3% of the
total sample by rejecting events with high-energy radiated photons. Such events distort the angular
distribution and bias the asymmetry measurement due to the lower value of the eﬀective centre-of-mass
energy,
√
s′. Equivalent acceptance cuts are made inside the ZFITTER program [49] when evaluating
the theoretical predictions used to ﬁt the data, as discussed in Section 11.
About 1.2% of the selected e+e− → µ+µ− events have the same sign assigned to both candidate
muon tracks. These events are concentrated in the region where the tracks are close to the jet chamber
wire planes or are in the forward region, | cos θ| > 0.90. The probability that a track is assigned the
incorrect charge is found to be dependent both on the polar angle of the track and on its direction of
curvature. Both positive tracks with cos θ < 0 and negative tracks with cos θ > 0 are more likely to be
assigned the wrong charge. Rejection of same-sign events would therefore lead to a selection ineﬃciency
which is both asymmetric and charge-dependent, removing more events in the backward hemisphere
than in the forward hemisphere and producing a positive bias in AµµFB. The origin of this eﬀect is
not understood. The size of this bias is found to be 0.0010. These “like-charge” events are recovered
by determining which track was the most likely to have been assigned the wrong charge, based on
numbers of assigned track hits, measured momentum and its uncertainty and the acoplanarity angle
for tracks close to the anode wire planes of the central detector. The eﬃciency of this procedure is
determined using the sample of events where the charge can be almost unambiguously determined from
the acoplanarity as measured in the muon chambers. The resulting charge measurement is estimated
to be correct for 93% of like-charge events. A small correction is made for the 7% of like-charge events
where the assignment is incorrect. The fraction of events where both muons are assigned the wrong
charge is small, 2× 10−4, and has negligible impact on the measurement.
For Monte Carlo events the cut on Eµvis introduces a small additional bias, approximately 1×10−4,
in the measured asymmetry with respect to the asymmetry within the ideal acceptance of Table
2. However there is an additional bias for the data, related to the detector response, from events
which fail the Eµvis cut due to being mismeasured. These events are concentrated in two regions
either | cos θ| > 0.90 or within 0.5◦ of an anode wire plane. Additional selection criteria were applied
to recover these mismeasured events. The main background in the region Eµvis < 0.6 arises from
e+e− → τ+τ−. Cuts based on acoplanarity and the reconstructed momenta of the two muon tracks
reduced this background to a manageable level. The inclusion of the recovered events in the event
sample changes the measured value of AµµFB by (6± 2)× 10−4.
Figure 15 shows the observed angular distribution of e+e− → µ+µ− events from the 1993–1995
data samples, after applying small corrections for ineﬃciency and background. The asymmetries
are obtained from unbinned maximum likelihood ﬁts to the observed distributions of cos θµ− and
corrected to the restricted acceptance of | cos θ| < 0.95 using Equation 5. In the event selection both
reconstructed muons are required to be within | cos θ| < 0.95. In contrast, the acceptance for the
muon pair asymmetry is deﬁned constraining only | cos θµ− | < 0.95, thus including a larger fraction
36
of events with signiﬁcant initial state radiation. The measured asymmetries are therefore corrected
for the resulting bias of about 0.0003, which was estimated using KORALZ Monte Carlo events. The
forward-backward asymmetry measurements for the e+e− → µ+µ− channel, fully corrected to the
acceptance deﬁnition of Table 2, are summarised in Table 22.
For each of the data sets the systematic errors are less than 10% of the statistical uncertainties.
The total systematic uncertainty on the measured asymmetry for the highest statistics data sample
is estimated to be 0.0004. The largest uncertainty is related to charge misassigned events, described
above, varying between ±0.0002 and ±0.0010 depending on the data sample. The second largest
systematic error, ±0.0002, comes from limits on the possible inadequacies of the ﬁtting function in
the maximum likelihood ﬁt. In addition, small systematic uncertainties, each less than 0.0002, are
assigned due to the deﬁnition of the angular acceptance, the residual tau pair background and biases
from the event selection. The systematic errors for the diﬀerent data samples and their correlations
are given in Table 25.
9.2 e+e− → τ+τ− forward-backward asymmetry
Measurement of AττFB begins with the deﬁnition of a suitable event sample. In addition to the
e+e− → τ+τ− selection cuts of Section 7.4.1, events in which the sums of the charges in both τ cones
have the same sign are rejected and the sum of the charges of the tracks in at least one of the tau
cones must be either ±1. These additional requirements reject approximately 2% of the selected
e+e− → τ+τ− events. Unlike in the muon-pair asymmetry measurement, the softer momentum spec-
trum of charged particles from tau decays allows like-charged events to be rejected without introducing
a signiﬁcant bias. The charge misassignment in e+e− → τ+τ− events mainly arises from track re-
construction ambiguities for tau decays producing three or more closely separated tracks. Another
diﬀerence with respect to the muon-pair asymmetry measurement is that the tau-pair asymmetry is
subject to a potentially important background from electron-pair events. Due to the t-channel con-
tribution, e+e− → e+e− background events have a large forward-backward asymmetry. To reduce the
sensitivity of the AττFB measurement to uncertainties in the e
+e− → e+e− background, additional cuts
are applied. These cuts, based on dE/dx, acoplanarity and Etotal, reduce the e
+e− → e+e− back-
ground by over 90% and remove only 1.5% of e+e− → τ+τ− events. Figure 14 shows the angular
distributions of the events selected for the e+e− → τ+τ− asymmetry measurement. Figure 16 shows
the corresponding distributions after corrections for background and selection eﬃciency are applied.
Unbinned maximum likelihood ﬁts to the uncorrected observed data distributions are used to measure




where fbkg is the background fraction and A
bkg
FB is the asymmetry of the background. The resulting
corrections are small, corresponding to less than 10% of the statistical error.
The measured values of AττFB correspond to the asymmetry in the selected sample extrapolated
to the full cos θ acceptance. These are corrected to the acceptance deﬁnition | cos θτ− | < 0.9 and
θacol < 15
◦ given in Table 2. The corrections are obtained using Monte Carlo e+e− → τ+τ− events
which are treated in the same manner as data. The corrections also take into account other biases
such as the eﬀect of the non-zero average polarisation of the τ lepton. The visible energy spectra from
decays of positive and negative helicity τ leptons are diﬀerent. The e+e− → τ+τ− event selection is
approximately 1.5% more eﬃcient for the negative helicity ﬁnal states than for positive helicity ﬁnal
states and a bias arises since the forward-backward asymmetries for the two helicity states are diﬀerent.
For each energy point, the measured asymmetry from the Monte Carlo sample is compared with the
true asymmetry within the acceptance | cos θτ− | < 0.9 and θacol < 15◦ obtained from the Monte Carlo
generator information. The diﬀerences are used to obtain corrections to the measured asymmetries
of −0.0027 ± 0.0017, −0.0014 ± 0.0011 and −0.0013 ± 0.0015 for the peak−2, peak and peak+2 data
samples, respectively, where the errors include statistical and systematic components. These correc-
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tions and uncertainties implicitly include eﬀects due to possible inadequacies of the function used in
the maximum likelihood ﬁt.
The corrected forward-backward asymmetry measurements for the e+e− → τ+τ− channel are sum-
marised in Table 23. The overall systematic uncertainties on AττFB are 0.0018, 0.0012 and 0.0016 for the
peak−2, peak and peak+2 data points, respectively. The errors for the diﬀerent data sets and their
correlations are listed in Table 25. The systematic errors are dominated by the uncertainties on the
Monte Carlo correction from the measured asymmetries to the asymmetry deﬁnition of Table 2. The
systematic error associated with the measurement of cos θ is studied by using 12 diﬀerent deﬁnitions
of this angle, e.g. using tracks and clusters, using tracks alone, taking the average value from the
two tau cones. The shifts in the measured asymmetries compared to the default result are reasonably
well reproduced by the Monte Carlo and a systematic error of 0.0005 is assigned. The knowledge
of the absolute angular scale, or length-width ratio of the detector, has negligible impact on these
measurements. As a consequence of the additional e+e− → e+e− rejection cuts, the systematic errors
arising from the uncertainties in the background fractions are small (typically 0.0002).
9.3 e+e− → e+e− forward-backward asymmetry





Here NF and NB are the numbers of events within 0.00 < cos θe− < 0.70 and −0.70 < cos θe− < 0.00,
respectively, and θe− is the e
− scattering angle. In 1.5% of the selected e+e− → e+e− events the signs
of reconstructed charges of the tracks are the same. These events are retained for the asymmetry
measurement by using the acoplanarity angle between the electromagnetic calorimeter clusters asso-
ciated with the two electron candidates to distinguish their charges. This method is limited by the
experimental resolution of the acoplanarity measurement giving the correct assignment in about 92%
of events. This performance is studied in both data and Monte Carlo by applying the cluster-based
acoplanarity method to selected events in which the two tracks have been assigned opposite charges.
We therefore correct the measured asymmetry for residual bias due to the fact that we make the wrong
charge assignment for an estimated 1.2× 10−3 of all events when we recover the like-sign events using
the acoplanarity method. The resulting corrections to AeeFB are 0.0010 ± 0.0005, 0.0004 ± 0.0003 and
0.0004 ± 0.0006 for the peak−2, peak and peak+2 energy points, respectively.
In the process e+e− → e+e−, there is a small diﬀerence in the event selection eﬃciency for forward
and backward events due mainly to the cut on the electromagnetic energy. This is caused by the softer
energy spectra of ISR photons from s-channel Z than from t-channel photon exchange processes. ISR
photons tend to be produced along the beam direction and are therefore likely to remain undetected.
Consequently, events with harder ISR are more likely to be rejected by the cut on the total visible
electromagnetic energy in the event, Etotal > 0.80
√
s. The t-channel contribution is relatively more
important in the forward direction while the contribution from the Z dominates in the backward direc-
tion. As a result a small forward-backward asymmetry in the e+e− → e+e− event selection eﬃciency
arises. The resulting
√
s-dependent eﬀect on AeeFB is evaluated using the Monte Carlo simulation to be
−0.0002 ± 0.0004, −0.0003 ± 0.0003 and −0.0007 ± 0.0008 for the peak−2, peak and peak+2 energy
points, respectively.
Unlike the unbinned maximum likelihood ﬁt, the counting method used to obtain AeeFB is sensitive to
variations in the selection eﬃciency as a function of | cos θ|. The eﬃciency variations for e+e− → e+e−,
however, are small enough to have negligible impact on the asymmetry measurement. The background
in the e+e− → e+e− sample is dominated by e+e− → τ+τ− events for which the expected asymmetry
is diﬀerent from that of e+e− → e+e− events. Small corrections for background are obtained in the
same manner as used for AττFB. The corresponding systematic uncertainties are negligible.
The oﬀset of 0.0004 ± 0.0005 in the eﬀective edge of the acceptance in polar angle relative to the
nominal value (see Section 7.2.3) causes a small bias in the measured asymmetry. The size of this
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eﬀect has been evaluated numerically, using the SM prediction for the diﬀerential cross-section at the
acceptance edges. Corrections of 0.0003 ± 0.0009, 0.0002 ± 0.0004 and 0.0002 ± 0.0005 are obtained
for the peak−2, peak and peak+2 energy points, respectively. The systematic errors correspond to
the uncertainty on the edge of the acceptance. The accuracy of the deﬁnition of the boundary at
cos θ = 0.0 is also important for the asymmetry measurement, since this is used to separate forward
events from backward events. However, by randomly choosing either the e− or the e+ to classify each
event, the eﬀect of any possible small bias is largely cancelled and is reduced to a negligible level. As a
check of the asymmetry measurement, AeeFB has also been evaluated using several diﬀerent methods to
classify events as forward or backward: using only e− clusters and tracks; using only e+ clusters and
tracks; using only θ measurements from tracks rather than from clusters when a high quality track is
found; and using only events in which the two tracks have been assigned opposite charges. There are
no signiﬁcant diﬀerences between these results, beyond what is expected from statistical ﬂuctuations.
The forward-backward asymmetry measurements for the e+e− → e+e− channel are summarised
in Table 24. The systematic errors for the diﬀerent data samples and their correlations are given in
Table 25. Figure 17 shows the electron diﬀerential cross-sections at the three main energy points, fully
corrected for the eﬀects discussed above.
10 Parametrisation of the Z resonance
Before proceeding to interpret the measurements we ﬁrst discuss the basic formalism used to de-
scribe cross-sections and asymmetries at the Z resonance. Then we give a brief overview of radiative
corrections and the programs which we use for their calculation. Finally, we describe the t-channel
corrections which need to be accounted for in e+e− ﬁnal states.
10.1 Lowest order formulae
The process e+e− → ff can be mediated in the s-channel by two spin-1 bosons, a massless photon
and a massive Z boson. In lowest order and neglecting fermion masses the diﬀerential cross-section
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ZZ = gˆVegˆAegˆVf gˆAf . (11)
Here α is the electromagnetic coupling constant, GF is the Fermi constant and Qf is the electric charge
of the ﬁnal state fermion f. The colour factor Nc is 1 for leptons and 3 for quarks, mZ is the mass
of the Z boson and ΓZ its total decay width.
6 gˆAf and gˆVf are the axial-vector and vector couplings
between the participating fermions and the Z boson.
The ﬁrst term in Equation 8 accounts for pure photon exchange, the second term for γ/Z interfer-







6The bars on mZ and ΓZ distinguish quantities defined in terms of the Breit-Wigner parametrisation with an s–
independent total width from mZ and ΓZ which are defined in terms of an s–dependent total width, as discussed in
connection with Equation 21.
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terms symmetric (‘s’) and antisymmetric (‘a’) in cos θ. The relative size and the energy dependence of
the ﬁve components of the diﬀerential cross-section (three symmetric terms for γ, γ/Z and Z, and two
anti-symmetric terms for γ/Z and Z) as expected in the SM are shown in Figure 18. The symmetric
terms are clearly dominated by pure Z exchange. In contrast, the antisymmetric pure Z term is much
smaller in magnitude than the corresponding contribution from γ/Z interference, except very close to
the pole of the Z resonance, where the latter crosses zero.












where σ0f is the “pole cross-section”, i.e. the total cross-section at s = m
2
Z. It is given in terms of the
















where Γee and Γff are the partial decay widths of the Z to electron pairs and the fermion pair ff,














The anti-symmetric terms in Equation 8 give rise to the forward-backward asymmetry AFB deﬁned in













The ﬁrst term arises from the γ/Z interference and the second from pure Z exchange. The former gives
the dominant contribution to AFB except very close to the pole and causes a strong
√
s dependence,
as illustrated in Figure 18 (b). The latter is termed the “pole forward-backward asymmetry”, A0,fFB,









One should note that the relations presented so far are generally valid for the exchange of a massive
spin-1 boson, independent of the speciﬁc form or size of the couplings between the heavy boson and
the fermions. Only the well-tested prediction of QED for the strength of the vector-type coupling
between photon and fermions is assumed. Within the SM, however, gˆAf and gˆVf are given at tree level




f , gˆVf = I
3
f − 2Qf sin2θW . (17)
10.2 Radiative corrections
Radiative corrections signiﬁcantly modify the e+e− → ff cross-sections and forward-backward asym-
metries with respect to the tree level calculation. One can distinguish four main categories:
• Photon vacuum polarisation: Vacuum polarisation leads to a scale dependence of the elec-
tromagnetic coupling constant α:
α(0) −→ α(s) = α(0)
1−∆α(s) . (18)
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Due to uncertainties in the hadronic contribution to ∆α(s) the value of α at s = m2Z has a
considerable uncertainty (α(m2Z)
−1 = 128.886 ± 0.090 [50]), despite the high precision of α at
s = 0 (0.04 ppm). There is also a small imaginary component of ∆α(s) which leads to an
additional contribution to the γ/Z interference in conjunction with the imaginary part of the Z
propagator in Equation 9.
• Initial-state radiation: Photonic radiation in the initial state has a profound eﬀect on the Z
lineshape. It reduces the peak height by about 25%, shifts the peak upward by about 100 MeV
and increases the apparent (FWHM) width by about 500 MeV, as illustrated in Figure 18 (e).
Initial-state radiative corrections can be implemented in terms of a radiator function, H(s, s′),
which relates the electroweak cross-section, σff , to the observable cross-section, σ
obs
ff
, in terms of







′)H(s, s′) ds′ , (19)
where smin is the minimum invariant mass squared of the system after initial state radiation.
• Final-state radiation: The radiation of photons or gluons (only for qq) in the ﬁnal state
increases the partial widths in ﬁrst order by factors












where αs is the strong coupling constant. For hadronic ﬁnal states δQCD causes a sizeable
correction which allows a precise determination of αs(m
2
Z) from the inclusive hadronic width,
Γhad.
• Electroweak corrections: Quantum-loop eﬀects in the Z propagator and vertex corrections
involving the Higgs and the top quark give rise to radiative corrections, which in leading order
depend quadratically on the mass of the top quark, mt, and logarithmically on the Higgs boson
mass, mH. These eﬀects give sensitivity to physics at much larger scales than m
2
Z.
When higher order corrections are considered mixed corrections arise; in particular QED/QCD and
QCD/electroweak corrections are signiﬁcant. In addition to γ and Z exchange, box diagrams also make
small contributions to the process e+e− → ff, with a relative size ≤ 10−4 close to the Z resonance.
After unfolding the eﬀects of initial and ﬁnal-state radiation one can still retain the form of the
diﬀerential cross-section expressed in Equation 8 with a few modiﬁcations:
• α(0) must be replaced by the (complex) α(m2Z).
• Electroweak corrections can be absorbed by replacing the tree-level axial-vector and vector cou-
plings, gˆAf and gˆVf , by the corresponding eﬀective couplings GAf and GV f , which are complex
numbers with small imaginary components. In general, the eﬀect of these imaginary components,
termed “remnants”, on the diﬀerent terms of the diﬀerential cross-section is small. Most notable
is their contribution to the symmetric part of the γ/Z interference, as shown in Figure 18 (c).
• Loop corrections to the Z propagator lead to an s–dependent decay width [51]. This can be









s−m2Z + i smZΓZ
. (21)
One should note that this does not alter the form of the resonance curve but corresponds to a
transformation which redeﬁnes both the Z mass, mZ = mZ
√
1 + ΓZ/mZ , and width,
ΓZ = ΓZ
√
1 + ΓZ/mZ . Numerically, mZ is shifted by about +34 MeV and ΓZ by +1 MeV.
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The Z resonance measurements are conveniently interpreted in terms of “model-independent” param-
eters, such as mass, total width, partial widths or pole cross-section, and pole asymmetry. In the
presence of radiative corrections these parameters are no longer direct observables but depend on the
speciﬁc choice of which radiative corrections to unfold or include and are therefore termed “pseudo-
observables”. In this paper we deﬁne the Z mass and width, mZ and ΓZ, in terms of the s–dependent
Breit-Wigner of Equation 21. Following the standard convention adopted by the LEP experiments,
the partial decay widths absorb all ﬁnal-state and electroweak corrections, such that their sum equals












Here, RfV and R
f
A account for ﬁnal-state corrections and fermion masses and ∆ew/QCD accounts for
non-factorisable mixed electroweak/QCD contributions. After unfolding initial-state radiation the


















The factor 1/δQED (Equation 20) is needed to cancel the ﬁnal-state radiative corrections in Γee when
used to describe the couplings to the initial state.
In contrast, for the pole asymmetries (Equation 16), the eﬀects of ﬁnal-state radiation and imagi-








with gVf ≡ Re(GfV) , gAf ≡ Re(GfA) . (24)
The imaginary remnants (Im(GfA), Im(GfV) ) are evaluated in the SM and the corresponding corrections
are applied.
For the calculation of radiative corrections we used the programs ZFITTER [49] and TOPAZ0 [52].
Initial-state radiation is implemented completely to O(α2) [53] with leading O(α3) corrections [54].
The radiation of fermion pairs in the initial state is also included to O(α3) [55]. Photon radiation
in the ﬁnal state as well as initial and ﬁnal state interference is treated to O(α). The calculation of
ﬁnal-state radiation deserves a further comment. For the asymmetries and e+e− → e+e− cross-section,
which are measured within tight kinematic cuts, we use α(0) as recommended in [56]. In contrast,
for the other cross-sections, which are measured within inclusive cuts, we use α(m2Z), which implicitly
covers the dominant part of small eﬀects from ﬁnal-state pair production.
In addition to the one-loop level electroweak corrections, TOPAZ0 and ZFITTER include the
leading (O(m4t )) and sub-leading (O(m2tm2Z)) two-loop corrections [57]. QCD corrections are calculated
to O(α3s ) [58], with mixed terms included to O(ααs) and the leading O(m2tαs) terms [59,60].
10.3 t-channel contributions to e+e− → e+e−
For e+e− → e+e− events not only s-channel annihilation contributes but also the exchange of γ and
Z in the t-channel. Since t-channel exchange is not included in our main ﬁtting program, ZFITTER,
an external treatment is needed to account for it. We use the program ALIBABA [61] to calculate
the expected contribution from t-channel and s-t interference and add them to the pure s channel
contributions calculated with ZFITTER. The details of how we treat these contributions in the ﬁt and
the associated uncertainties are described in Appendix B. The uncertainties on the ﬁtted e+e− partial
width, Γee, and pole asymmetry, A
0,e
FB, due to the t-channel are 0.11MeV and 0.0015, respectively,
with a correlation coeﬃcient of 0.85.
42
11 Determination of electroweak and Standard Model parameters
The 211 measurements of cross-sections and asymmetries listed in Tables 8 – 12 and Tables 22 – 24
form the basis of our tests of SM expectations, and our determination of electroweak parameters.
The cross-section measurements at the three energy points of the precision scan determine the basic
parameters of the Z resonance, its mass, mZ, width, ΓZ, and its pole production cross-sections, σ
0
f , for
each of the four ﬁnal states. By combining the measured pole cross-sections one can determine directly
the absolute branching ratios (Γff/ΓZ) to hadrons and leptons, as can be seen from Equation 23. The
branching ratio to invisible states, such as neutrinos, can be inferred from the diﬀerence between unity
and the sum of the visible branching ratios. Combining the branching ratios with the total width yields
the decay widths to each species. For leptons these widths provide a precise check of SM predictions
for the leptonic couplings. The hadronic width, through QCD eﬀects, provides a measurement of αs.
In contrast to almost all other measurements of this quantity, no hadronisation corrections are needed
to compare with QCD calculations, which are available in O(α3s ). Therefore QCD uncertainties are
small. The charge asymmetries of the leptons produced at the peak allow the ratios of the leptonic
vector and axial-vector couplings to be determined. Finally, through radiative eﬀects on the eﬀective
couplings, limits can be placed on the mass of the Higgs boson.
The interpretation of our measured cross-sections and asymmetries in terms of electroweak pa-
rameters proceeds in three stages. First, we use a parametrisation based on Equation 8, where the
C coeﬃcients are treated as independent parameters, not imposing the constraints of Equations 10
and 11. Secondly, we perform the analysis in terms of the “model-independent Z parameters”, which
are based on mass, total width, pole cross-sections and pole asymmetries of the Z. The main dif-
ference with respect to the ﬁrst approach is that in deriving the model-independent Z parameters
the γ/Z interference is constrained to the theoretical prediction. Finally, we compare our measured
cross-sections and asymmetries directly with calculations made in the context of the SM. This allows
us to test the consistency of our measurements with the theoretical prediction and also to determine
the SM parameters, mZ, mt, mH and αs.
For all our ﬁts we use ZFITTER, version 6.21, with the default settings7 to calculate the cross-
sections and asymmetries within our ideal kinematic acceptance as functions of the ﬁt parameters.
The ﬁt parameters are obtained from a χ2 minimisation based on MINUIT [62], which takes into
account the full covariance matrix of our data. In Appendix C we describe how the various sources of
uncertainty are combined to construct the covariance matrix.
The SM calculations require the full speciﬁcation of the fundamental SM parameters. The main
parameters are the masses of the Z boson (mZ), the top quark (mt) and the Higgs boson (mH), and
the strong and electromagnetic coupling constants, αs and α. Unless explicitly speciﬁed otherwise, we
use for the calculation of imaginary remnants (Im(GfA), Im(GfV) ), non-factorisable corrections and for
comparison with the SM predictions the following values and ranges:
mZ = 91.1856 ± 0.0030 GeV , mt = 175± 5 GeV , (25)
mH = 150
+850
−60 GeV , αs = 0.119 ± 0.002 [2] ,
∆α
(5)
had = 0.02804 ± 0.00065 .
The values and ranges of mt and αs diﬀer slightly from the most recent evaluations [63, 64]. They
were chosen for consistency with the corresponding publications of the other LEP experiments; the
small diﬀerences are completely negligible for the results presented here. The range of mH corre-
sponds approximately to the lower limit from direct searches [65] and the upper limit from theoretical
considerations [66]. The electromagnetic coupling α is expressed here in terms of ∆α
(5)
had, the contri-
bution of the ﬁve light quark ﬂavours to the running of α at s = m2Z as described in Equation 18.
The quoted value for ∆α
(5)
had corresponds to α(m
2
Z)
−1 = 128.886 ± 0.090 [50] when the contributions
7Except for ∆α
(5)
had, which we specify directly (flag ALEM = 2), and the correction of [60], which is used only for the
SM fits in Section 11.4 (flag CZAK) as recommended by the authors of ZFITTER.
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from the top quark and the leptons are also included. A further crucial parameter is the Fermi con-
stant GF, which can be determined precisely from the muon lifetime. We use the most recent value,
GF = (1.16637 ± 0.00001) × 10−5GeV−2 [67], which includes two-loop QED corrections. Other input
parameters of the SM, such as the masses of the ﬁve light quarks8 and the leptons, are ﬁxed to their
present values [2].
11.1 C-Parameter fits
Our ﬁrst analysis is based on a parametrisation according to Equation 8, treating the C-coeﬃcients as
independent ﬁt parameters. In this ansatz, which we ﬁrst introduced in the analyses of our 1990/1991







ZZ, which express the symmetric and anti-symmetric contributions from
γ/Z interference and pure Z exchange, respectively. Speciﬁcally we do not impose the constraints
expressed in Equations 10 and Equations 11, which are in principle generally valid for the exchange of
a massive vector boson with arbitrary axial-vector and vector couplings interfering with the photon.
Contributions from new physics, however, such as an additional heavy vector boson, would lead to
additional terms in Equation 8. In particular one would expect contributions from the interference
between the Z and the extra boson, which would have the same form as the γ/Z interference. In
the case of leptonic ﬁnal states, the measurements of cross-sections and asymmetries are sensitive to
all four parameters independently. Fitting the data with independent interference terms retains the
sensitivity to such new physics eﬀects. In addition, from the independent determination of CsγZ and
CaγZ one can distinguish gVf and gAf and determine the relative signs of the couplings, as discussed
below in Section 11.3.3. This is not possible from the pure Z terms CsZZ and C
a
ZZ alone, which are
symmetric in gVf and gAf .
In this analysis we do not include any hadronic forward-backward asymmetry data and hence
only the terms symmetric in cos θ, CsγZ and C
s
ZZ, are accessible. However, the sensitivity to the γ/Z
interference (CsγZ) is small at centre-of-mass energies close to mZ, since a shift of the interference
term is essentially equivalent to a shift in mZ. The fact that high statistics measurements of the
cross-section are available only for three diﬀerent centre-of-mass energies further aggravates the lack
of discrimination between shifts in mZ and the interference term. In the following analysis we therefore
use the C-parametrisation only for leptons. The hadrons are parametrised in terms of an s–dependent
Breit-Wigner resonance (Equation 23) with mZ, ΓZ and σ
0
h as ﬁt parameters. The hadronic γ/Z
interference term is ﬁxed to the SM prediction. This constraint allows a precise determination of mZ.
With the leptonic γ/Z interference terms left free in the ﬁt, mZ is determined from the hadronic data
and the CsγZ parameters for leptons therefore depend on the assumed interference term for hadrons.
For the precise deﬁnition of the C-parameters several choices could be made. We employ a deﬁ-
nition such that the parameters can be interpreted directly in terms of the real parts of the eﬀective
couplings, i.e. the meaning of the C-parameters in the SM corresponds to Equations 10 and 11 with
gˆAf and gˆVf replaced by gAf and gVf as in Equation 24. We use ZFITTER to correct for initial and
ﬁnal-state radiation and the running of α and to calculate the imaginary remnants of the couplings.
Since these remnants are small and essentially independent of the centre-of-mass energy in the LEP1
region, this SM correction does not compromise the independence of the parametrisation from theo-
retical assumptions, but it preserves a transparent interpretation of the C-parameters in terms of SM
couplings.
If lepton universality is not assumed, there are a total of 15 parameters: mZ,ΓZ, σ
0
h and four






ZZ – for each lepton species. These ﬁtted parameters are shown in
column two of Table 26. The values obtained from the diﬀerent lepton species for the C-parameters
are consistent with one another, compatible with lepton universality. Column three of Table 26 gives
the results for a 7 parameter ﬁt when lepton universality is imposed by requiring each of the four
C-parameters to be equal across the three lepton species. The SM predictions are shown in the last
8See [49] for details on the treatment of quark masses.
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column. The error correlation matrices are given in Tables 27 and 28.
Figure 19 compares the parameters measured assuming lepton universality with the SM predictions
as a function of mH. We see agreement for all parameters. The largest discrepancy, of about two
standard deviations, occurs in the parameter CaγZ. The same tendency was observed in our previous
analysis using only the data collected from 1990 to 1992 [9]. This parameter corresponds to the energy
dependence of the leptonic forward-backward asymmetry.
As a check we also performed a ﬁt releasing the SM constraint for the hadronic γ/Z interference by
introducing a scale factor for the γ/Z interference contribution (fγ/Z = 1 in the SM) which was treated
as an additional free parameter. The ﬁt resulted in mZ = 91.190 ± 0.011 GeV and fγ/Z = 0.0 ± 3.0,
with a correlation coeﬃcient of −0.96. This is in good agreement with the mZ result in Table 26
and with fγ/Z = 1. The large increase of the mZ uncertainty and the high anti-correlation with fγ/Z
illustrates the fact that LEP1 measurements alone give marginal discrimination between hadronic γ/Z
interference eﬀects and mZ shifts. In combination with measurements at energies further away from
the Z resonance, e.g., the fermion-pair cross-sections at LEP2, this problem can be resolved [3].
An alternative model-independent parametrisation of the Z resonance is the S-Matrix formal-
ism [68]. In practice this approach is equivalent to the C-parameters. Since the S-Matrix parametri-
sation is the standard framework for combined LEP1 and LEP2 cross-section and asymmetry mea-
surements we also give the S-Matrix results in Appendix D.
11.2 Results of the model-independent Z parameter fits





as given in Equations 23 and 24, as well as the ratios of hadronic to leptonic widths:
Rℓ ≡ Γhad
Γℓℓ
(ℓ = e, µ, τ) . (26)
The partial widths include ﬁnal-state and electroweak corrections as deﬁned in Equation 22. This set
of pseudo-observables is closely related to the experimental measurements and suﬃcient to parametrise
the Z properties; correlations between the parameters are small. For this reason it has been adopted
by the four LEP collaborations to facilitate the comparisons and averaging of the Z resonance mea-
surements.
The essential diﬀerence between this ﬁt and the C-parameter ﬁt above is that now, in addition to
the hadronic interference term, the leptonic γ/Z interference terms (CsγZ and C
a
γZ) are also constrained





equivalent to the CsZZ and C
a
ZZ formulation.
The results of the 9 parameter ﬁt (without lepton universality) and the 5 parameter ﬁt (assuming
lepton universality) are shown in Table 29, together with the SM predictions in the last column. The
error correlations are given in Tables 30 and 31. For the ﬁts where lepton universality is not imposed
the large mass of the τ is expected to reduce Γττ by about 0.2%. Lepton universality would therefore
be reﬂected in Rτ being 0.047 larger than Re and Rµ. In the 5 parameter ﬁt, where lepton universality
is imposed, the τ mass eﬀect is corrected; Γℓℓ refers to the partial decay width of the Z into massless
charged leptons. Figure 20 compares the parameters ﬁt assuming lepton universality with the SM
prediction as a function of the Higgs mass. The agreement for all parameters is good.
In the context of this parameter set, we also make a test of the consistency of the LEP energy
calibration. To make this test, we replace the single parameter mZ with three independent parameters
for the three periods which distinguish the stages in the evolution of the LEP calibration; these are
1990–92, 1993–94 and 1995. The results are given in Table 32. The errors of the three mZ values are
largely uncorrelated, and the stability of the LEP energy calibration is veriﬁed within the precision of
our measurements.
The value of mZ we obtain in the ﬁt to the model-independent Z parameters is about 1 MeV
smaller than the value we obtain in the ﬁt to the C-parameters. This diﬀerence is due to the fact that
in the C-parameter ﬁt the leptons contribute much less to themZ measurement, since the leptonic γ/Z
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interference terms are allowed to vary freely. One should also note that mZ shifts by −0.5 MeV when
lepton universality is imposed, in both the ﬁt with C-parameters and the ﬁt with model-independent
Z parameters. This is due to a subtle eﬀect in the e+e− → e+e− t-channel correction, which gives an
additional weak constraint on mZ (see Appendix B).
Figures 21 and 22 compare the cross-section and asymmetry measurements with the results of the
9-parameter model-independent ﬁt. Figure 23 shows the contours in the A0,ℓFB – Rℓ plane, separately
for the three lepton species as well as for a universal charged lepton. There is a large anti-correlation
between A0,eFB and Re, due to the appreciable non-s-channel contributions, as discussed in Appendix B.
11.2.1 Error composition and χ2
Table 33 shows the approximate error composition for the model-independent Z parameters and for
the derived parameters which are discussed below. Only in the case of σ0h and Rτ do systematic
uncertainties exceed the statistical errors. For ΓZ and the asymmetries the statistical errors are
still much larger than the systematics. This parameter set also beneﬁts from a division of the major
systematic uncertainties. The LEP energy mainly aﬀects mZ and ΓZ, the luminosity uncertainty enters
nearly exclusively in σ0h, and t-channel uncertainties are isolated in Re and A
0,e
FB. Such a separation of
eﬀects greatly facilitates the combination of the results with the other LEP experiments, since these
are the uncertainties which are common to all experiments. For other possible parametrisations, e.g.,
in terms of partial widths, C-parameters or the S-matrix, the systematic eﬀects on the parameters are
much more poorly separated.
The χ2 values of our ﬁts are somewhat lower than expected, for example in the 9-parameter model-
independent ﬁt χ2 = 155.6 with 194 degrees of freedom.9 The probability to obtain χ2 ≤ 155.6 is 2%.
The low value of χ2 can be attributed predominantly to anomalously low statistical ﬂuctuations in the
data with lower precision taken in the early phase of LEP running (1990–1992). It was already present
in our earlier publications [7–9]. A ﬁt to the 1993–1995 data alone results in χ2/d.o.f. = 34.2/40, where
the probability to obtain a lower χ2 is 27%.
11.2.2 Theoretical uncertainties
The relatively large eﬀects from theoretical uncertainties in the luminosity determination and the
e+e− → e+e− t-channel correction are discussed elsewhere in this paper; these are already treated in
the ﬁt procedure and included in the quoted parameter errors. Additional uncertainties arise from
the deconvolution of initial-state radiation (ISR), possible ambiguities in the precise deﬁnition of
the pseudo-observables and residual dependence on the values of the SM parameters which we have
assumed.
ISR corrections substantially aﬀect the Z lineshape. In the ﬁtting programs ZFITTER and
TOPAZ0, their implementation is complete to O(α2) and includes the leading O(α3) terms. In a
recent evaluation [69] diﬀerent schemes have been compared and the eﬀect of missing higher order
terms estimated; the residual uncertainties are limited to 0.004 nb for σ0h, 0.1 MeV for mZ and ΓZ, and
are negligible for other parameters. A related eﬀect is the correction for fermion-pair radiation in the
initial state. Although this correction is about two orders of magnitude smaller than the ISR correction
it gives rise to somewhat larger uncertainties. Comparing diﬀerent schemes and implementations10
leads to uncertainties of 0.3 MeV for mZ, 0.2 MeV for ΓZ and 0.006 nb for σ
0
h.
We further investigated possible diﬀerences in the deﬁnition of pseudo-observables or their imple-
mentation by comparing the programs ZFITTER and TOPAZ0. In a very detailed comparison [56]
the authors of the two packages demonstrated the good overall consistency in their implementations
of radiative corrections and SM calculations. In addition, we evaluated diﬀerences between the two
9For determining the number of degrees of freedom one needs to account for the six sets of “pseudo-cross-sections”
(Section 8) and for the fact that we allow the absolute normalisation of the cross-sections and the energy scale to float
in the 1990 data. Therefore the number of effective measurements is reduced from 211 to 203.
10We repeated the fits varying the ZFITTER flags ISPP=2,3,4 which select the parametrisations of [55] and two
variants of [70]. The maximal difference is taken as the error.
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programs by using one to calculate a set of cross-sections and asymmetries and using the other to re-ﬁt
this set. The eﬀective diﬀerences in terms of pseudo-observables are 0.2 MeV for mZ, 0.1 MeV for ΓZ,
0.003 nb for σ0h, 0.004 for Rℓ, and 0.0001 for A
0,ℓ
FB. The diﬀerence in Rℓ is the only notable eﬀect; it
corresponds to 10% of the experimental error. Further eﬀects from missing higher order electroweak
corrections have also been studied. Such corrections are small and aﬀect the pseudo-observables only
through the tiny SM remnants. Numerically, the changes are found to be negligible.
Finally, we evaluated the dependence of the ﬁtted pseudo-observables on the SM parameters α(m2Z),
αs(m
2
Z), mt and mH. The values assumed for these parameters aﬀect the ﬁtted pseudo-observables
mainly through the γ/Z interference which is taken from the SM. The eﬀects, however, are small; the
only notable impact is on mZ, which changes by 0.2 MeV when varying mH from 90 to 1000 GeV.
The overall theoretical uncertainties for the Z resonance parameters from all these sources are
given in the last column of Table 33. These have a negligible eﬀect on our results, since in all cases
the theoretical error is much less than the total uncertainty; the largest eﬀects are for σ0h with 15%
and mZ and Rℓ with 10% of the total error.
11.3 Interpretation
The model-independent Z parameters were chosen to be closely related to the measured quantities
and have minimal correlations with each other. These parameters can easily be transformed to other
equivalent sets of physical quantities for the interpretation of our results.
11.3.1 Z decay widths
From the model-independent Z parameters ΓZ, σ
0
h, Re, Rµ, and Rτ the partial Z decay widths Γinv,
Γee, Γµµ, Γττ , and Γhad can be derived, and are shown in Table 34. Here Γinv is the width of the Z to
ﬁnal states not accounted for in the analysis of e+e− → e+e−, µ+µ−, τ+τ− and qq processes discussed
in the previous sections
Γinv ≡ ΓZ − Γee − Γµµ − Γττ − Γhad . (27)
The correlations between the partial widths are large and are given in Tables 35 and 36. In Table 34
good agreement is seen among the measured lepton partial widths and with the SM expectations. By
assuming lepton universality, our measurement of Γinv becomes more precise.
A quantity sensitive to a possible deviation of the data from the SM prediction for the invisible




In this ratio experimental errors partially cancel and theoretical uncertainties due to the assumed
values of mt and mH are strongly reduced. In the SM only neutrinos contribute to Γinv. The ﬁrst Z
resonance measurements at SLC and LEP in 1989 [71] demonstrated the existence of three generations




= 5.974 ± 0.004 ,
where the uncertainty corresponds to variations of mt = 175 ± 5 GeV and 90 < mH < 1000 GeV.
Taking into account the correlation between Γinv and Γℓℓ our measured value is
Rinv = 5.942 ± 0.027 .
Dividing Rinv by the SM expectation for a single generation, Γνν/Γℓℓ, gives
Nν = 2.984 ± 0.013 .
The measurements of the total and partial Z decay widths give important constraints for extensions
of the SM which predict additional decay modes of the Z into new particles. From the diﬀerence
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between measured widths and the SM predictions (assuming three neutrino species) one can derive
upper limits for such contributions from new physics. New particles could contribute either to one of
the visible decay channels in the partial widths or to the invisible width, depending on their speciﬁc
properties. In order to calculate the upper limits for such extra contributions to the widths we added
the experimental and theoretical errors in quadrature. For the latter we evaluated the change of the





experimental precision (Equation 25). For the mass of the Higgs boson we used 1000 GeV. This results
in the smallest theoretical predictions for the widths and therefore in the most conservative limits.
We obtain
ΓnewZ < 14.8MeV and Γ
new
inv < 3.7MeV (29)
as one-sided upper limits at 95% conﬁdence level for additional contributions to the total (ΓnewZ ) and
the invisible width (Γnewinv ). The limits for mH = 150 GeV and for the visible partial widths are given
in Table 37. All limits are Bayesian with a prior probability which is uniform for positive Γnewx .
11.3.2 Coupling parameters and the effective mixing angle
From the measured pole asymmetries A0,ℓFB it is straightforward (Equation 24) to determine the cou-
pling parameters Aℓ, which quantify the asymmetry of the Z–lepton coupling for each lepton species.
The results for the three lepton species are consistent with each other and agree well with the SM
predictions, as shown in Table 38. However, since the measured A0,µFB and A
0,τ
FB are products of Ae with
either Aµ or Aτ , large anti-correlations (Table 39) arise between Ae and Aµ, Aτ .
An equivalent formulation of the coupling asymmetries can be made in terms of the eﬀective weak








= 0.2325 ± 0.0010 , (30)
which is in good agreement with the world average of 0.23151 ± 0.00017 [3].
11.3.3 Vector and axial-vector couplings
Using the set of the model-independent Z parameters one can determine the leptonic vector and axial-
vector couplings gVℓ and gAℓ for the neutral currents. The results are given in Table 40. There are
strong anti-correlations between the e+e− couplings on one side and the µ+µ− and τ+τ− couplings on
the other, and also between vector and axial-vector couplings for each lepton species. This is shown
in Table 41 and illustrated in Figure 24. When lepton universality is imposed the anti-correlation
between gVℓ and gAℓ is reduced to −29%. Good agreement is found with the prediction of the SM.
Being determined primarily from the lepton cross-sections, gAℓ has a small relative error. Ratios of









= 1.0014+0.0036−0.0034 . (31)
For the vector couplings the relative uncertainties are much larger. They are also very asymmetric and
strongly correlated between lepton species. Because the observables A0,µFB or A
0,τ
FB are each products of
gVµ or gVτ and gVe, the derived values of gVµ and gVτ diverge if gVe approaches zero. This pathology
is visible in the strongly asymmetric errors in gVµ and gVτ and the corresponding tails in Figure 24.
When we form the vector coupling ratios the non-Gaussian behaviour of the uncertainties is further









= 0.91+0.25−0.21 . (32)
One should emphasise that the non-linearities in the determination of gVℓ are driven by the observed,
statistically limited, measurement of A0,eFB. Our value of A
0,e
FB is small and only two standard deviations
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above zero, although compatible with the SM prediction. The problem is less apparent and the
propagated errors in the vector couplings are signiﬁcantly reduced when A0,eFB happens to be large, as
is the case for example in [10].
The pure Z pseudo-observables Rℓ and A
0,ℓ
FB are symmetric in gVℓ and gAℓ, as can be seen from
Equations 14 and 16. The results would not change if the values of gVℓ and gAℓ were interchanged.
Our measurements of the C-parameters describing the γ/Z interference (Equation 10) can be used to





s dependence of the asymmetries (Equation 15). The results of the ﬁt, as given in Table 26,




ZZ also determine the signs of gAµ and gAτ relative
to gAe (and the signs of gVµ and gVτ relative to gVe). The last remaining ambiguity, which the
lineshape and asymmetry data alone cannot resolve, is the relative sign11 of gVℓ and gAℓ. This can be
determined by measurements of the τ polarisation asymmetries [72] or the left-right asymmetry [73],
which determine directly the ratio gVℓ/gAℓ for a speciﬁc ﬂavour.
11.3.4 αs from the Z resonance parameters
As discussed in Section 10.2 the hadronic partial decay width, Γhad, is increased by ﬁnal state QCD
corrections, in ﬁrst order by a factor 1 + αsπ . In ZFITTER corrections up to O(α3s ) are included.
The largest contribution to ΓZ is from Γhad. As a result several Z resonance parameters are
sensitive to αs, namely the total width ΓZ directly, the ratio of hadronic to leptonic partial width
Rℓ, the hadronic pole cross-section σ
0
h and ﬁnally the leptonic pole cross-section σ
0
ℓ (obtained by
transforming the results in Table 29, σ0ℓ = 1.9932 ± 0.0043 nb). From the three observables Rℓ, σ0h,
σ0ℓ only two are independent and the best constraint on αs is obtained in a simultaneous ﬁt to all
parameters. This is discussed in Section 11.4. However, from the experimental point of view rather
diﬀerent eﬀects dominate the uncertainty of each of these observables, and it is therefore instructive to
examine the value of αs derived from each individual observable. The measurement via ΓZ is statistics
limited and free of normalisation errors, that via Rℓ is independent of the luminosity and limited by
lepton statistics and systematics, while for the measurement via σ0h statistics, selection systematics
and luminosity uncertainties contribute about equally, and ﬁnally, the measurement via σ0ℓ is free of
any hadronisation uncertainties.
Figure 25 shows these observables and the SM prediction as implemented in ZFITTER as a function
of αs. Also shown are the eﬀects of varying the parameters mt, mH and α(m
2
Z). The resulting values
for αs are listed in Table 42. They are in good agreement within the experimental errors.
Since σ0ℓ , σ
0
h and Rℓ are ratios of partial or total widths, the values of αs derived through these
parameters are rather insensitive to variations of the SM parameters, which aﬀect Γℓℓ, Γhad and ΓZ
similarly, while the value derived through ΓZ depends more strongly on mt and mH. It is interesting
to note that αs from σ
0
ℓ , a measurement relying entirely on leptonic ﬁnal states, has by far the smallest
uncertainty. This somewhat counter-intuitive result is due to the fact that σ0ℓ depends quadratically
on ΓZ and is therefore most sensitive to the eﬀect of αs on Γhad, through the dominant contribution
of the latter to ΓZ.
QCD uncertainties on the determination of αs(m
2
Z) from the Z resonance parameters are small.
The dominant eﬀect comes from the unknown terms of O(α4s ) and higher. However, several evaluations
exist in the literature, which result in rather diﬀerent error estimates. In Reference [58], which is the
basis of the ZFITTER QCD corrections, the renormalisation scale dependence (1/4 < µ2/m2Z < 4) of
the massless non-singlet terms entering Γhad translates into −0.0002 < δαs < +0.0013 for αs = 0.125.
Other contributions, such as the renormalisation scheme or the uncertainty of the b quark mass, are
below ±0.0005. In Reference [64] the renormalisation scale dependence of Rℓ is evaluated based on an
eﬀective parametrisation of Rℓ as function of αs. Using a wider range (1/16 < µ
2/m2Z < 16) results in
−0.0004 < δαs < +0.0028. In Reference [74] a similar scale dependence of αs(m2Z) from Rℓ is found.
However, the authors then resum additional terms (“π2 terms”) in the perturbative expansion of Rℓ,
11The absolute sign of one of the axial-vector or vector couplings needs to be defined. By convention one takes gAe as
negative.
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which leads to a slight correction of +0.6% for the resulting αs(m
2
Z) and reduces the renormalisation
scale uncertainty to ±0.0005.
Given the small size of this correction, and to remain consistent with the other LEP collaborations,
we do not correct our result obtained from ZFITTER and assign a conservative systematic error
of ±0.002 as the QCD uncertainty for αs derived from the Z resonance parameters, which is still
signiﬁcantly smaller than the experimental precision. In principle, αs dependent propagator corrections
enter diﬀerently in the various Z resonance observables.12 However, since these corrections are much
smaller than the dominating αs correction to Γhad, these diﬀerences can be safely neglected for the
overall QCD uncertainty.
11.4 Standard Model fits
As a last step we compare our measured cross-sections and asymmetries directly with the full SM
calculations implemented in ZFITTER, using as ﬁt parameters mZ, αs, mt and mH. In addition, the
electromagnetic coupling constant is constrained by ∆α
(5)
had = 0.02804 ± 0.00065 [50]. The lineshape
and asymmetry measurements alone are not suﬃcient to determine simultaneously mt, mH and αs.
The leading electroweak radiative corrections in terms of m2t and − log(mH) have the same form for all
fermion partial widths and lepton asymmetries. The only exception is the b-quark partial width, which
has uniquemt dependent vertex corrections. This leads to a somewhat diﬀerent mt dependence for the
inclusive hadronic width, Γhad. However, this potential discrimination power is absorbed by αs when
it can vary freely in the ﬁt. Therefore additional constraints on these parameters or supplementary
electroweak precision measurements are needed for a simultaneous ﬁt to mt, mH and αs.
We choose to restrict ourselves to three scenarios: (i) determination of αs andmt from the lineshape
and asymmetry measurements alone, restricting mH to the range 90–1000 GeV, with a central value
of 150 GeV; (ii) determination of mH and αs, using the direct Tevatron measurement of the top quark
mass, mt = 174.3±5.1 GeV [63], as an external constraint; and (iii) determination of mH alone, using
in addition to the mt constraint also the recent world average of αs = 0.1184 ± 0.0031 [64].
The results of these ﬁts are shown in Table 43. Our measured cross-sections and asymme-
tries are consistent with the SM predictions as indicated both by the absolute χ2/d.o.f. and by
its small change with respect to the model-independent ﬁts. In ﬁt (i) we determine a value of
mt = 162 ± 15+25−5 (mH) GeV through the indirect eﬀect of radiative corrections, which agrees well
with the direct measurement. This agreement is a sensitive validation of the electroweak loop correc-
tions. In ﬁt (ii) we obtain
αs(m
2
Z) = 0.127 ± 0.005 ± 0.002 (QCD) (33)
for the strong coupling constant, which is consistent within about 1.5 standard deviations with the
world average. Also in ﬁt (ii) we ﬁnd mH = 390
+750
−280 GeV as the mass of the Higgs boson. In ﬁt
(iii), when we further use the external value of αs, the ﬁtted result for the Higgs mass moves lower,
to mH = 190
+335
−165 GeV, due to the correlation between αs and mH. The correlation is illustrated in
Figure 26 which shows the 68% C.L. contour of αs and mH for ﬁt (ii). Since the leading radiative
corrections depend logarithmically on mH the uncertainty of mH is very asymmetric. But even in
terms of logmH the error is asymmetric. This is due to the fact that the ﬁt allows a wide range for
mH but only for mH ≫ mW is the logarithmic dependence a good approximation.
It is important to verify that performing a SM ﬁt on the level of pseudo-observables is equivalent
to ﬁtting the cross-sections and asymmetries directly. Using the results of the 9-parameter model-
independent ﬁt (Tables 29 and 31) as input to the SM ﬁt yields consistent results: the central values for
the SM parameters agree within 10% of the error; uncertainties and correlations are indistinguishable
within the quoted precision. This is illustrated in Figure 26 which also shows the 68% contour from
12 The residual differences are caused by QCD effects in terms involving the top-quark mass which almost completely
cancel in quantities that depend on the ratio of widths. At present, uncertainties in these effects [75] are equivalent to
an error ∼ 1 GeV in mt, and are much smaller than the uncertainty on the measured top mass.
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the pseudo-observable ﬁt. When these results are combined with other electroweak measurements [3]
to determine SM parameters, the ﬁts are performed at the level of pseudo-observables.
12 Summary and conclusions
We present here the OPAL analysis of the Z cross-section and lepton forward-backward asymmetry
measurements. This analysis includes the entirety of the OPAL data sample taken near the Z resonance
from 1990 to 1995. In addition to the nearly four-fold increase in statistics since our last publication [9]
many improvements have been made in the experimental and theoretical systematic uncertainties of
the measurements. One important contribution is the reduction of the experimental error of the
luminosity determination [13] by more than a factor of ten. New techniques to evaluate systematic
eﬀects of the event selections more than halved this source of uncertainty for the hadronic cross-section.
Similar progress has been made in the precision of the external inputs to our measurements, namely
the precise determination of the LEP centre-of-mass energy [43] and the theoretical calculation of
the luminosity cross-section [46,47], as well as in the theoretical tools and programs used to evaluate
and interpret our results [49, 52, 56]. Overall, these coherent eﬀorts allowed us to exploit most of the
inherent statistical precision of our 4.5× 106 measurable Z decays.
In a model-independent ansatz we parametrise independently the contributions from pure Z ex-
change and from γ/Z interference. Our results are in good agreement with lepton universality and
consistent with the vector and axial-vector couplings between the Z and fermions as predicted in
the SM. Our main results in terms of Z resonance parameters, assuming lepton universality, can be
summarised as:
mZ = 91.1852 ± 0.0030GeV ,
ΓZ = 2.4948 ± 0.0041GeV ,
σ0h = 41.501 ± 0.055 nb ,
Rℓ = 20.823 ± 0.044 ,
A0,ℓFB = 0.0145 ± 0.0017 .
Transforming these parameters yields the ratio of invisible to leptonic decay width,
Γinv/Γℓℓ = 5.942 ± 0.027 .
Assuming the SM couplings for leptons this can be converted into a measurement of the eﬀective
number of light neutrino species
Nν = 2.984 ± 0.013 .
Alternatively, one can use the SM prediction of Γinv for three neutrino generations and derive an upper
limit for additional contributions from new physics to the invisible or the total Z width:
Γnewinv < 3.7MeV or Γ
new
Z < 14.8MeV at 95% C.L.
Finally, we compare our measured cross-sections and asymmetries with the full SM calculations.
Radiative corrections are sensitive to the parameters mt, mH and αs(m
2
Z), allowing our measurements
to determine:
mt = 162± 15+25−5 (mH) GeV ,
αs(m
2
Z) = 0.125 ± 0.005+0.004−0.001 (mH) ± 0.002 (QCD) ,
where we ﬁxed mH = 150
+850
−60 GeV. Including the direct measurement of the top quark mass (mt =









These Z lineshape and asymmetry measurements test and conﬁrm the SM at the level of quantum
loop corrections and set tight constraints on new physics.
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A Four-fermion processes and radiative photon interference
Small radiative corrections to fermion-pair production due to four-fermion ﬁnal states and the interfer-
ence between initial- and ﬁnal-state photon radiation are not treated by the fermion-pair Monte Carlo
generators, JETSET and KORALZ, which we used in determining our event selection eﬃciencies. We
describe here, in some technical detail, how we derived the small acceptance corrections arising from
these eﬀects.
A.1 Treatment of four-fermion final states
The selection criteria for hadronic and lepton-pair events deﬁne samples which are primarily the
result of fermion-pair production processes e+e− → ff. Studies have been made of the much smaller
contributions arising from four-fermion ﬁnal states e+e− → ffFF, as shown in Figure 2. Some classes
of four-fermion events have little connection to Z production, and can properly be considered as
background, for example multi-peripheral (d) or pair corrections to t-channel scattering (e,f). Other
four-fermion events (b,c) however, must be considered as radiative corrections to the fermion-pair
production (a) which interests us. In the following we use the designation ff to refer to the primary
fermion pair of interest and FF to refer to the radiated pair, although a rigid distinction between the
pairs cannot always be made.
From the theoretical point-of-view it is desirable to design the selection of fermion pairs in such
a way that no stringent cuts are imposed on events with photon radiation and pair production. One
then beneﬁts from cancellations between real and virtual corrections leading to smaller uncertainties
in the theoretical calculations. In practice, however, the event selection eﬃciency for events with
radiated pairs can be expected to be diﬀerent from the eﬃciency for events without such radiation,
and this eﬃciency cannot be evaluated using the standard Monte Carlo event generators for fermion-
pair production since they do not in general include such four-fermion ﬁnal states. Studies have been
made following the approach described in [76] using a specially generated sample of Monte Carlo
four-fermion events.
An unambiguous separation of signal and background four-fermion events is not possible due to
the interference of amplitudes which lead to the same ﬁnal states. We therefore adopt a practical
signal deﬁnition based on kinematics. Typically the fermion pair (ff) from Z decay is of high invariant
mass and the radiated pair (FF) is of low mass. Four-fermion ﬁnal states from t-channel and multi-
peripheral diagrams tend to occupy a region of phase space well separated from the signal events of
interest. We ignore the interference between s-channel and t-channel diagrams and generate separate
four-fermion Monte Carlo samples: four-fermion events from s-channel diagrams are generated using
the FERMISV program, while those from the t-channel diagrams are generated using the grc4f (version
1.11) and Pythia programs.
For channels other than e+e− → e+e−, (e+e− → ff, with f 6= e), we identify four-fermion events




The second requirement is common to our deﬁnition of the fermion-pair signal phase space. All other
four-fermion events arising from s-channel diagrams failing these requirements, as well as those from
t-channel diagrams and the two photon process, are regarded as background.
In case of e+e− → e+e−, four-fermion ﬁnal states are considered as signal if the ﬁnal-state electron-
pair meets the normal requirements for the e+e− → e+e− signal in terms of electron energy, acollinear-
ity and electron polar angle. Here, four-fermion events from t-channel diagrams are treated as signal.
In principle even contributions from Figure 2(e) where the lower boson is a virtual Z are considered
as signal. The number of such events falling within our ideal acceptance, however, is negligible.




(εff − εffFF) , (34)
where σ is the total cross-section for ff production including the eﬀects of pair-production, and σffFF
is the cross-section for four-fermion events ffFF deﬁned as signal. The selection eﬃciency calculated
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using the fermion-pair Monte Carlo is denoted by εff , and the selection eﬃciency calculated for the
four-fermion signal contributions is εffFF.
We expect the largest eﬀect in the case of the e+e− → µ+µ− selection, where the requirement
that the number of tracks be exactly two explicitly excludes all the visible four-fermion ﬁnal states,
even those which need to be counted as part of the signal. Here we ﬁnd that the eﬃciency for signal
four-fermion ﬁnal states is typically 20–30% for e+e− → µ+µ−µ+µ−, µ+µ−qq, µ+µ−τ+τ−, and about
80% for e+e− → µ+µ−e+e−, but the resulting correction to the e+e− → µ+µ− eﬃciency is only
about 0.1%. Background from the t-channel diagrams gives a very small contribution of 2×10−5, and
background four-fermion events from s-channel diagrams give an even smaller contribution. We ﬁnd
a correction of similar size for the e+e− → τ+τ− selection.
In the e+e− → e+e− selection no tight multiplicity requirement is made. The eﬃciency for signal
four-fermion events is found to be high (over 90%). As a result, the eﬃciency correction is nearly
cancelled by the small background contributions, and no overall correction due to four-fermion ﬁnal
states is necessary. In the case of e+e− → qq the event selection is very inclusive so that there is
no notable eﬀect on the eﬃciency. We subtract a very small four-fermion background contribution of
0.4 × 10−4.
The theoretical programs ZFITTER and TOPAZ0 which we use to compute expected cross-sections
and asymmetries treat pair radiation inclusively in the pair mass and do not include contributions
from virtual Z bosons. Therefore the four-fermion signal deﬁnition as described here cannot be exactly
mapped to these calculations, e.g. the separation between signal and background based on the mass
of the pairs is not made in these programs. However the diﬀerences are quantitatively negligible [77].
A.2 Initial-final state interference
The eﬀect of interference between initial and ﬁnal state photon radiation is in general strongly sup-
pressed at the Z resonance. In view of the high precision measurements presented here, however, we
studied several possible eﬀects. The main eﬀect of initial-ﬁnal state interference is a change in the
angular distribution, proportional to the value of the diﬀerential cross-section, but of opposite sign in
the forward and backward hemispheres, giving an increasing eﬀect towards cos θ = ±1. The size of
the eﬀect depends on the cuts, mainly on s′ or mℓℓ: in general the tighter the cut on the energy of
radiated photon, the larger the eﬀect.
Initial-ﬁnal state interference is not included in the Monte Carlo event samples used to calculate the
event selection eﬃciency for the e+e− → qq, µ+µ−, or τ+τ− processes, while it is included in our use
of ZFITTER. We therefore do not remove its eﬀects in our measured cross-sections and asymmetries
but need to make small corrections to our calculated selection eﬃciencies to account for its absence in
the Monte Carlo samples. Since the major source of the event selection ineﬃciency is due to limited
angular acceptance near | cos θ| = 1 and reduced acceptance at small s′(mℓℓ), the missing initial-ﬁnal
state interference in these Monte Carlo samples can cause some bias in the acceptance extrapolation.
The eﬀect of this missing initial-ﬁnal state interference was evaluated using the program ZFITTER,
for which this eﬀect can be switched on and oﬀ. To incorporate the event selection eﬃciency in the
calculation, a matrix of eﬃciency resolved in bins of cos θ and the invariant mass of the ﬁnal state
lepton pair, m2ℓℓ, was calculated using the KORALZ Monte Carlo sample. The expected observed
cross-section was obtained by multiplying the eﬃciency in each bin by the corresponding diﬀerential
cross-section calculated using ZFITTER, and then summing over the full phase space. The overall
eﬃciency was calculated as the ratio of the observed to the total cross-section. Two calculations were
performed, one with and one without initial-ﬁnal state interference, and the two results compared.
For both e+e− → µ+µ− and e+e− → τ+τ− the eﬀect of missing initial-ﬁnal state interference is
found to be small (at 10−4 level) as a result of the large acceptance (in both cos θ and m2ℓℓ) of both
these selections. For e+e− → qq, the eﬀect of initial-ﬁnal state interference is more complicated to
calculate due to the presence of a mixed QED and QCD parton shower in the ﬁnal state. The size of
the eﬀect is strongly suppressed, however, by the almost complete acceptance of the e+e− → qq event
selection in both cos θ and s′ (the selection ineﬃciency is only 0.5%), as well as the smaller size of the
54
quark charges. Without considering the eﬀect of the parton shower, we evaluated the eﬀect to be less
than 10−5, which we neglect.
In the e+e− → e+e− selection, the experimental acceptance and ideal kinematical acceptance are
very close. No appreciable phase-space extrapolation which could introduce a signiﬁcant correction
for the eﬀect of initial-ﬁnal state interference is needed. Therefore no correction is applied to the
e+e− → e+e− selection eﬃciency.
B t-channel contributions to e+e− → e+e−
For the reaction e+e− → e+e− not only s-channel annihilation but also the t-channel exchange of γ
and Z contribute. Since our primary ﬁtting program (ZFITTER) includes only s-channel processes an
external correction is needed to account for the contributions from t-channel exchange diagrams and
their interference with the s-channel. To ensure a consistent treatment of the s-channel in all ﬁnal
states we continue to calculate the e+e− → e+e− s-channel terms using ZFITTER, but proceed as
follows. We use the program ALIBABA [61] to calculate the SM prediction for both the pure s-channel
and the full s+t channel, separately for forward and backward cross-sections. The contributions from
t-channel and s-t interference are obtained by subtracting the ALIBABA s-channel cross-section from
the full ALIBABA s+t cross-section, σAL,tF(B) = σ
AL,s+t
F(B) −σAL,sF(B). To these t and s-t contributions we then
add the s-channel cross-sections calculated with ZFITTER (σZF,sF , σ
ZF,s
B ) to obtain the predictions for
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The separation into forward and backward cross-sections ensures a correct propagation of errors to
the ﬁtted s-channel observables Re and A
0,e
FB. The non s-channel contributions lead to a statistical
correlation of −11% between Re and A0,eFB.
The size of the t-channel corrections changes rapidly as a function of centre-of-mass energy, since
the s-t interference is proportional to
√
s−mZ in the vicinity of the Z pole. We therefore parametrise
the corrections σAL,tF and σ
AL,t
B as a function of (
√
s −mZ) in order to account for their variation as
mZ converges in the ﬁt. In this way our results for Re and A
0,e
FB properly respect the uncertainty of
our ﬁtted mZ and the corresponding correlations. However, one should note a subtle side eﬀect of
this treatment. When lepton universality is assumed in the ﬁt the measurement of σee at the peak
contributes to the determination of mZ. The imposition of lepton universality introduces a tension
in the ﬁt since ﬂuctuations induce discrepancies between the measured and predicted cross-sections
for each lepton species at the peak point. This tension can be relaxed in the case of the electron
cross-section by shifting mZ since the non-s contributions in the electron channel have a non-zero
slope with energy at the pole. This eﬀect is responsible for the shift of 0.5 MeV of mZ between the
ﬁts with and without lepton universality (Section 11.2).
Theoretical uncertainties of the t-channel correction have been estimated in [78] and the uncertain-
ties in the forward and backward cross-section have also been determined separately [79]. Adjusting
these estimates to the smaller angular acceptance used in our e+e− selection results in the uncertain-
ties listed in Table 44 which are separated into three classes according to the centre-of-mass energy
(below, at and above the peak). For the ﬁt these uncertainties are translated into the corresponding
uncertainties of the measured σee and A
ee
FB and included in the covariance matrix. It is not known to
what extent the errors between the energy points and the forward-backward regions are correlated.
We tested several possibilities – uncorrelated, fully correlated and fully anti-correlated – and found
that our ﬁtted parameters are insensitive within the eﬀective t-channel errors to the scenario chosen.
For the results presented here we assumed no correlation between forward and backward regions, full
correlation between data points within each centre-of-mass energy class and no correlation between
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data points of diﬀerent classes. The eﬀective t-channel theory uncertainties on Re and A
0,e
FB amount
to 0.027 and 0.0015, respectively, with a correlation of −0.85. Overall, statistical errors and the
theoretical t-channel uncertainties lead to a correlation of −0.20 between Re and A0,eFB.
C Fit covariance matrix and energy spread corrections
For all our ﬁts we perform a χ2 minimisation using the MINUIT [62] package. The χ2 is deﬁned as
χ2 = ∆TC−1∆ , (36)
where ∆ is the vector of residuals between the measured and predicted cross-sections and asymme-
tries and C is the covariance matrix describing the statistical and systematic uncertainties of the
measurements and their correlations. In total we have 211 measured points, 124 cross-sections and
87 asymmetries. Therefore 22366 components Cij need to be determined to specify the full matrix C.
Due to the large variety of error sources entering the measurements and non-trivial correlations, the
















The elements C XXij are in general constructed from ‘small’ covariance matrices V
XX, which describe
the year, energy point and ﬁnal state dependencies. In the following we give a brief overview of how
each uncertainty is treated. The indices i and j refer to the 211 measured points; k and l to the
speciﬁc element in the V matrices. So the notation σki refers to the i-th cross-section which is related
to the row or column k in the matrix V .
Statistical errors of the cross-sections (σi) are determined by the number of selected events, Nsel,







Luminosity statistical errors are common to all cross-sections for a speciﬁc running period. They are
calculated as






where δlumi,statk is the relative statistical luminosity error and σ
k
i,j refers to the four cross-sections in
each running period k.
Systematic errors from the event selection aﬀect mostly a speciﬁc ﬁnal state. A large fraction of
this error is fully correlated but there are also components which are independent or only partially
correlated for diﬀerent running periods or energy points. Therefore these errors are themselves speciﬁed
in a covariance matrix of relative errors, V sel. We use three such matrices, one for the hadron cross-
sections (Table 17), one for the three leptonic cross-sections (Tables 18–21), and one for the three
lepton asymmetries (Table 25). In this way correlations among the three lepton species are accounted
for. C sel,systij is given by











There is no correlation between the experimental errors for the cross-sections and those for the asym-
metries.
Luminosity errors include the experimental systematics and the theoretical uncertainties of the
luminosity measurement. They aﬀect all cross-section measurements, but similar to the selection
errors there are components which are only partially correlated between running periods or energy
points. Therefore a covariance matrix of relative luminosity errors, V lumi, is also used (Table 16):








t-channel errors refer to the theoretical uncertainty in the t-channel correction for e+e− cross-
sections and asymmetries. These are speciﬁed in terms of forward and backward cross-sections, ∆σF
and ∆σB (Table 44). Diﬀerent data points are only correlated if both energies are either below, at, or
above the peak (Appendix B). Then C t−chanij is given by:
σiee ↔ σjee : C t−chanij = (∆σkF)2 + (∆σkB)2 (41)























Centre-of-mass energy errors have been determined in [43] and are speciﬁed as a covariance
matrix V Ecm (see Tables 13 and 14). They are transformed into the corresponding cross-section or








(O = σ or AFB). (42)
The slopes dσ/dE and dAFB/dE are determined numerically using ZFITTER (σ
ZF) in an iteration
during the ﬁt. For cross-sections the dependence of the luminosity on the centre-of-mass energy must
also be taken into account. Since this is a tiny eﬀect it is suﬃcient to consider only the dominant
1/E2 dependence of the low-angle Bhabha cross-section, neglecting small distortions due to the γ/Z










Beam-energy spread of the electrons and positrons in LEP leads to a dispersion of the centre-of-
mass energy with a width δEcm ≈ 50 MeV. Therefore the measured cross-sections and asymmetries
do not correspond to a sharp energy, Ei, but form a weighted average around Ei± δEcm which can be
shifted from the value exactly at Ei. A similar eﬀect is caused by the fact that many LEP ﬁlls are
combined for each data point. These ﬁlls are not at precisely the same energy but scatter by typically
10 MeV around the average. Moreover, within a ﬁll the energy also varies by several MeV. These two






























and added to the measured σi and A
i
FB. The ﬁrst and second derivatives of σ and AFB are again
determined numerically with ZFITTER during the ﬁt.
The spread δEcm has typically an uncertainty of about 1.2 MeV, which is largely correlated between
years and energy points and speciﬁed in detail in the energy spread covariance matrix V δE (Table 15).
It enters the ﬁt covariance matrix as


















The S-Matrix formalism [68] is an alternative phenomenological approach to describe the s-channel
reaction e+e− → ff by the exchange of two spin-1 bosons, a massless photon and a massive Z boson.
The lowest-order total cross-section, σ0tot, and forward-backward asymmetry, A
0























s is the centre-of-mass energy. The S-Matrix ansatz uses a Breit-Wigner denominator with
s–independent width for the Z resonance, s−m2Z + imZΓZ. As discussed in Section 10.2 the two
Breit-Wigner forms with s–independent width and s–dependent width, respectively, are equivalent.
They diﬀer only in that the deﬁnition of the mass and width, mZ and ΓZ are shifted with respect to
mZ and ΓZ. Note that in order to avoid confusion with diﬀerent deﬁnitions we quote values for mZ
and ΓZ, rather than mZ and ΓZ, by applying the respective transformations.
The S-Matrix parameters rf , jf and gf , which are real numbers, describe the Z exchange, γZ
interference and photon exchange contributions, respectively. For the latter (gf) the QED prediction
is in general used. The parameters rf and jf are identical at tree-level to the C-parameters introduced
in Section 10.1, apart from constant factors:
rtotf = κ



















≈ 1.50. When radiative corrections are considered the relation is less direct; the S-
Matrix parameters absorb by deﬁnition all electroweak and ﬁnal state corrections. Further diﬀerences
are caused by the treatment of the imaginary components in α(m2Z) and the couplings GAf and GV f .
In the S-Matrix approach the qq ﬁnal states are also parametrised in terms of rq and jq. For the
inclusive hadronic ﬁnal state these are summed over all colours and open quark ﬂavours to yield the
corresponding parameters rhad and jhad. The results of the full ﬁt with 16 parameters are given in
Table 45. The 12 parameters describing the three lepton ﬂavours are consistent with lepton universality
and we ﬁnd overall good agreement with the SM expectations. The interpretation suﬀers, however,
from the large correlations between the ﬁtted parameters (Table 46). As discussed in Section 11.1
the precision of the ﬁtted mZ is much reduced when the hadronic interference, jhad, is treated as a ﬁt
parameter; the correlation coeﬃcient between mZ and jhad is −0.96. For comparison, we performed
a ﬁt with the hadronic interference ﬁxed to the SM prediction. The results are shown in Table 45.
This parametrisation is in practice equivalent to the C-parameters (Table 26); we transformed the
C-parameters into S-Matrix parameters, accounting for the diﬀerences in the treatment of radiative





∫ L dt Nhad Nee Nµµ Nττ
sample (GeV) (pb−1)
peak−3 88.22 0.5 2229 169 109 81
peak−2 89.23 0.6 5322 306 231 214
peak−1 90.23 0.4 7045 320 316 221
1990 peak 91.22 3.5 103664 3363 4834 3563
peak+1 92.21 0.5 10412 271 527 364
peak+2 93.22 0.6 6848 203 308 260
peak+3 94.22 0.6 4373 128 202 161
prescan 91.25 5.1 156592 5624 7563 6059
peak−3 88.48 0.7 3646 297 176 166
peak−2 89.47 0.8 7991 451 363 289
peak−1 90.23 0.9 16011 683 744 569
1991 peak 91.22 3.0 92025 3365 4422 3603
peak+1 91.97 0.8 20353 566 916 734
peak+2 92.97 0.6 8356 325 478 436
peak+3 93.72 0.9 9404 284 404 359
1992 peak 91.30 24.9 733059 23998 32492 27036
1990–1992 Total 44.4 1187330 40353 54085 44115
prescan(a) 91.14 0.3 9905 345 454 370
prescan(b) 91.32 5.3 162218 5256 7139 6002
1993 peak−2 89.45 8.5 85727 4595 3884 3336
peak 91.21 8.8 265494 8766 10871 9712
peak+2 93.04 9.0 125320 3549 5521 4612
peak(ab) 91.22 50.1 1520277 49142 67791 55886
1994 peak(c) 91.43 0.4 11255 345 500 381
peak(d) 91.22 2.3 69062 2170 3060 2478
prescan(a) 91.80 0.2 5941 178 259 191
prescan(b) 91.30 9.9 300676 9642 13401 11049
1995 peak−2 89.44 8.4 84236 4407 3768 3185
peak 91.28 4.6 140749 4623 6338 5262
peak+2 92.97 8.9 127707 3651 5696 4876
1993–1995 Total 116.7 2908566 96669 128682 107340
Grand Total 161.1 4095896 137022 182767 151455
Table 1: Summary of the data samples used for the cross-section measurements, showing the numbers
of selected events for each ﬁnal state at each energy point and the integrated luminosities (
∫ L dt)
for the e+e− → qq analyses. The integrated luminosities for the other ﬁnal states vary within about
1% due to diﬀerent requirements on the status of the detector performance for the various event
selections. For the leptonic forward-backward asymmetry measurements the data samples available
for analysis are generally larger since there is no reliance on the operation of the luminometers. The
peak data from 1994, and from the 1993 and 1995 prescan data samples, have been divided into subsets




Measurement process Emin(GeV) θ
max
acol | cos θℓ− |max (s′/s)min (m2ff/s)min
e+e− → qq − − 1.00 0.01 −
cross-sections e+e− → µ+µ− − − 1.00 − 0.01
e+e− → τ+τ− − − 1.00 − 0.01
e+e− → e+e− 0.2 10◦ 0.70 − −
e+e− → e+e− 0.2 10◦ 0.70 − −
asymmetries e+e− → µ+µ− 6.0 15◦ 0.95 − −
e+e− → τ+τ− 6.0 15◦ 0.90 − −
Table 2: The measured cross-sections and asymmetries are corrected to correspond to ideal regions of
phase-space adapted to theoretical calculations. The phase-space is deﬁned by the maximum | cos θℓ− |
in which the fermion must fall, and, either the minimum ﬁnal-state energy fraction, or a combined
requirement on the minimum fermion energy, Emin(GeV), and θ
max
acol where θacol is the acollinearity
angle of the fermion pair, deﬁned as 180◦ − α, where α is the opening angle between the directions of
the two fermions. The ﬁnal-state energy fraction is deﬁned in terms of either the squared centre-of-
mass energy available after initial-state radiation, (s′/s), or the ﬁnal-state fermion pair mass squared,
(m2
ff
/s). The symbol (−) indicates that no requirements are made on the indicated quantity.
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1993 1994 1995
peak−2 peak peak+2 peak peak−2 peak peak+2
f ∆f/f f ∆f/f f ∆f/f f ∆f/f f ∆f/f f ∆f/f f ∆f/f
(%) (%) (%) (%) (%) (%) (%)
e+e− → qq Monte Carlo 1.00481 0.011 1.00481 0.011 1.00481 0.011 1.00481 0.011 1.00481 0.011 1.00481 0.011 1.00481 0.011
ISR effects 1.00037 0.030 0.99997 0.003 1.00007 0.010 0.99997 0.003 1.00037 0.030 0.99997 0.003 1.00007 0.010
Acceptance
Hadronisation 1.00055 0.048 1.00055 0.048 1.00055 0.048 1.00055 0.048 1.00055 0.048 1.00055 0.048 1.00055 0.048
Detector simulation 0.99960 0.040 0.99960 0.040 0.99960 0.040 0.99960 0.040 0.99960 0.040 0.99960 0.040 0.99960 0.040
Detector performance 1.00008 0.020 1.00008 0.020 1.00008 0.020 1.00008 0.020 1.00058 0.047 1.00058 0.047 1.00058 0.047
Corrected Acceptance 1.00542 0.071 1.00501 0.066 1.00511 0.067 1.00501 0.066 1.00593 0.083 1.00551 0.079 1.00561 0.079
Backgrounds
e+e− → τ+τ− 0.99841 0.020 0.99841 0.020 0.99841 0.020 0.99841 0.020 0.99841 0.020 0.99841 0.020 0.99841 0.020
Non-resonant
(0.051± 0.007 nb) 0.99490 0.070 0.99833 0.023 0.99637 0.050 0.99833 0.023 0.99490 0.070 0.99833 0.023 0.99637 0.050
Four fermion 0.99994 0.004 0.99996 0.003 0.99992 0.006 0.99996 0.003 0.99994 0.004 0.99996 0.003 0.99992 0.006
e+e− → e+e− plus
Cosmics 0.99988 0.009 0.99996 0.003 0.99992 0.006 0.99996 0.003 0.99988 0.009 0.99996 0.003 0.99992 0.006
Background Sum 0.99314 0.073 0.99666 0.031 0.99463 0.055 0.99666 0.031 0.99314 0.073 0.99666 0.031 0.99463 0.055
Total Correction 0.99852 0.102 1.00166 0.073 0.99971 0.086 1.00166 0.073 0.99902 0.111 1.00216 0.085 1.00021 0.096
Table 3: Summary of the correction factors, f , and their relative systematic errors, ∆f/f , for the e+e− → qq cross-section measurements. These
numbers, when multiplied by the number of events actually selected, give the number of signal events which would have been observed in the ideal
acceptance described in Table 2. ISR eﬀects encompass the oﬀ-peak acceptance change due to initial-state radiation and the contamination from
events with s′/s < 0.01. Hadronisation refers to the full correction and uncertainty resulting from the acceptance hole emulation (Table 4). The
error correlation between the energy points and data-taking years is speciﬁed in Table 17.
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Uncertainty (×10−4)
Residual hadronisation model dependence:
Ineﬃciency correction 2.3
Ineﬃciency from barrel region 2.2
Adjustment of cut variables 1.5
Change of ECAL acceptance radius 0.4
Barrel detector simulation 3.3
Total 4.8
Table 4: Systematic errors on the selection ineﬃciency for e+e− → qq events arising from uncertainties
of the acceptance hole emulation.
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1993 1994 1995
peak−2 peak peak+2 peak peak−2 peak peak+2
f ∆f/f f ∆f/f f ∆f/f f ∆f/f f ∆f/f f ∆f/f f ∆f/f
(%) (%) (%) (%) (%) (%) (%)
Monte Carlo
e+e− → e+e− Monte Carlo 1.0063 0.06 1.0056 0.02 1.0061 0.04 1.0056 0.02 1.0063 0.06 1.0056 0.02 1.0061 0.04
Acceptance Correction
Electromagnetic energy 1.0009 0.10 1.0009 0.10 1.0009 0.10 1.0022 0.07 1.0017 0.09 1.0017 0.08 1.0017 0.09
Electron identiﬁcation 1.0025 0.08 1.0025 0.08 1.0025 0.08 1.0026 0.05 1.0031 0.08 1.0031 0.08 1.0031 0.08
Acceptance deﬁnition 1.0000 0.14 1.0000 0.09 1.0000 0.10 1.0000 0.09 1.0000 0.14 1.0000 0.09 1.0000 0.10
Low multiplicity 1.0001 0.01 1.0001 0.01 1.0001 0.01 1.0001 0.01 1.0001 0.01 1.0001 0.01 1.0001 0.01
Other Corrections
Four-fermion events 1.0000 0.03 1.0000 0.02 1.0000 0.03 1.0000 0.02 1.0000 0.03 1.0000 0.02 1.0000 0.03
Signal Correction 1.0098 0.20 1.0091 0.16 1.0096 0.17 1.0105 0.13 1.0112 0.20 1.0105 0.15 1.0110 0.17
Backgrounds
e+e− → τ+τ− 0.9982 0.04 0.9968 0.06 0.9965 0.07 0.9968 0.06 0.9982 0.04 0.9968 0.06 0.9965 0.07
e+e− → γγ 0.9999 0.01 0.9999 0.01 0.9999 0.02 0.9999 0.01 0.9999 0.01 0.9999 0.01 0.9999 0.02
e+e− → qq 0.9999 0.01 0.9999 0.02 0.9998 0.02 0.9999 0.02 0.9999 0.01 0.9999 0.02 0.9998 0.02
e+e− → e+e−ℓ+ℓ− 1.0000 0.01 1.0000 0.01 1.0000 0.01 1.0000 0.01 1.0000 0.01 1.0000 0.01 1.0000 0.01
Background Correction 0.9979 0.04 0.9966 0.06 0.9961 0.08 0.9966 0.06 0.9979 0.04 0.9966 0.06 0.9961 0.08
Total Correction Factor 1.0078 0.21 1.0057 0.17 1.0057 0.19 1.0071 0.14 1.0091 0.20 1.0070 0.16 1.0070 0.18
Table 5: Summary of the correction factors, f , and their relative systematic errors, ∆f/f , for the e+e− → e+e− cross-section measurements. The
Monte Carlo correction factor corresponds to the eﬃciency for events within the ideal phase space deﬁnition. The factors listed under acceptance
corrections take into account the observed discrepancies between the data and Monte Carlo. The total correction factor, when multiplied by the
number of events actually selected, gives the number of signal events which would have been observed in the ideal acceptance described in Table 2.
The error correlation matrix is given in Table 18.
63
1993 1994 1995
peak−2 peak peak+2 peak peak−2 peak peak+2
f ∆f/f f ∆f/f f ∆f/f f ∆f/f f ∆f/f f ∆f/f f ∆f/f
(%) (%) (%) (%) (%) (%) (%)
Monte Carlo
e+e− → µ+µ− Monte Carlo 1.0995 0.10 1.0955 0.07 1.0986 0.10 1.0948 0.04 1.1032 0.12 1.0970 0.05 1.1001 0.10
s′ cut correction 0.9971 – 0.9990 – 0.9980 – 0.9990 – 0.9971 – 0.9990 – 0.9980 –
Initial/ﬁnal state interference 1.0003 – 1.0002 – 1.0001 – 1.0002 – 1.0003 – 1.0002 – 1.0001 –
Acceptance Correction
Tracking losses 1.0046 0.06 1.0046 0.06 1.0046 0.06 1.0042 0.04 1.0043 0.06 1.0043 0.06 1.0043 0.06
Track multiplicity cuts 0.9999 0.05 1.0007 0.04 1.0000 0.04 1.0004 0.02 1.0007 0.09 1.0010 0.04 1.0013 0.08
Muon identiﬁcation 1.0000 0.05 1.0000 0.05 1.0000 0.05 1.0015 0.04 1.0000 0.06 1.0000 0.06 1.0000 0.06
Acceptance deﬁnition 1.0000 0.10 1.0000 0.10 1.0000 0.10 1.0000 0.05 1.0000 0.05 1.0000 0.05 1.0000 0.05
Other Corrections
Trigger eﬃciency 1.0006 0.02 1.0006 0.02 1.0006 0.02 1.0005 0.02 1.0002 0.02 1.0002 0.02 1.0002 0.02
Four-fermion events 1.0009 0.01 1.0011 0.01 1.0011 0.01 1.0011 0.01 1.0009 0.01 1.0011 0.01 1.0011 0.01
Signal Correction 1.1032 0.17 1.1022 0.15 1.1034 0.17 1.1024 0.09 1.1071 0.18 1.1034 0.12 1.1056 0.16
Backgrounds
e+e− → τ+τ− 0.9914 0.02 0.9914 0.02 0.9914 0.02 0.9903 0.04 0.9905 0.02 0.9905 0.02 0.9905 0.02
e+e− → e+e−µ+µ− 0.9988 0.01 0.9995 0.01 0.9991 0.01 0.9996 0.01 0.9987 0.01 0.9995 0.01 0.9990 0.01
Cosmic rays 0.9998 0.02 0.9998 0.02 0.9998 0.02 0.9998 0.02 0.9997 0.02 0.9997 0.02 0.9997 0.02
Background Correction 0.9900 0.03 0.9907 0.03 0.9903 0.03 0.9897 0.05 0.9889 0.03 0.9897 0.03 0.9892 0.03
Total Correction Factor 1.0922 0.17 1.0920 0.16 1.0927 0.17 1.0910 0.10 1.0948 0.18 1.0920 0.12 1.0937 0.17
Table 6: Summary of the correction factors, f , and their relative systematic errors, ∆f/f , for the e+e− → µ+µ− cross-section measurements.
These numbers, when multiplied by the number of events actually selected, give the number of signal events which would have been observed in the
ideal acceptance described in Table 2. The eﬀects tracking losses, track multiplicity cuts and muon identiﬁcation were, in principle, simulated by
the Monte Carlo. The quoted corrections were introduced to take into account the observed discrepancies between the data and Monte Carlo for
these eﬀects. The error correlation matrix is given in Table 19.
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1993 1994 1995
peak−2 peak peak+2 peak peak−2 peak peak+2
f ∆f/f f ∆f/f f ∆f/f f ∆f/f f ∆f/f f ∆f/f f ∆f/f
(%) (%) (%) (%) (%) (%) (%)
Monte Carlo
e+e− → τ+τ− Monte Carlo 1.3384 0.22 1.3302 0.09 1.3388 0.19 1.3302 0.09 1.3384 0.22 1.3302 0.09 1.3388 0.19
s′ cut correction 0.9976 – 0.9992 – 0.9984 – 0.9992 – 0.9976 – 0.9992 – 0.9984 –
Initial/ﬁnal state interference 1.0005 – 1.0004 – 1.0001 – 1.0004 – 1.0005 – 1.0004 – 1.0001 –
Acceptance Correction
Multiplicity cuts 1.0018 0.16 1.0017 0.16 1.0019 0.17 1.0049 0.14 1.0021 0.16 1.0021 0.16 1.0022 0.17
Acollinearity and cone cuts 0.9999 0.25 1.0002 0.23 1.0007 0.28 1.0034 0.19 1.0008 0.25 1.0008 0.23 1.0012 0.28
Deﬁnition of | cos θτ | 1.0000 0.10 1.0000 0.10 1.0000 0.10 1.0000 0.10 1.0000 0.10 1.0000 0.10 1.0000 0.10
e+e− → e+e− rejection 1.0037 0.25 1.0038 0.26 1.0037 0.25 1.0068 0.23 1.0044 0.25 1.0045 0.26 1.0043 0.25
e+e− → µ+µ− rejection 0.9997 0.08 0.9997 0.08 0.9997 0.08 0.9998 0.05 0.9993 0.08 0.9994 0.08 0.9993 0.08
e+e− → e+e−ℓ+ℓ− rejection 1.0019 0.12 1.0018 0.11 1.0019 0.12 1.0014 0.07 1.0000 0.10 1.0000 0.10 1.0000 0.10
Cosmic ray cuts 1.0001 0.01 1.0001 0.01 1.0001 0.01 1.0001 0.01 1.0001 0.01 1.0001 0.01 1.0001 0.01
Combinations of cuts 1.0000 0.09 1.0000 0.08 1.0000 0.10 1.0000 0.08 1.0000 0.09 1.0000 0.08 1.0000 0.10
Other Corrections
Trigger eﬃciency 1.0002 0.01 1.0002 0.01 1.0002 0.01 1.0002 0.01 1.0002 0.01 1.0002 0.01 1.0002 0.01
Tau branching ratios 1.0000 0.05 1.0000 0.05 1.0000 0.05 1.0000 0.05 1.0000 0.05 1.0000 0.05 1.0000 0.05
Four-fermion events 1.0012 0.04 1.0013 0.04 1.0018 0.04 1.0013 0.04 1.0012 0.04 1.0013 0.04 1.0018 0.04
Signal Correction 1.3473 0.50 1.3414 0.45 1.3502 0.51 1.3536 0.39 1.3467 0.50 1.3409 0.44 1.3490 0.50
Backgrounds
e+e− → e+e− 0.9921 0.16 0.9966 0.07 0.9963 0.08 0.9953 0.07 0.9906 0.16 0.9959 0.07 0.9957 0.08
e+e− → µ+µ− 0.9900 0.12 0.9902 0.11 0.9902 0.11 0.9886 0.09 0.9892 0.13 0.9893 0.12 0.9894 0.13
e+e− → qq 0.9961 0.10 0.9960 0.11 0.9961 0.10 0.9960 0.11 0.9961 0.10 0.9960 0.11 0.9961 0.10
e+e− → e+e−ℓ+ℓ− 0.9848 0.22 0.9948 0.07 0.9893 0.16 0.9943 0.07 0.9838 0.22 0.9947 0.07 0.9887 0.16
Four-fermion 0.9991 0.02 0.9994 0.02 0.9993 0.02 0.9994 0.02 0.9991 0.02 0.9994 0.02 0.9993 0.02
Cosmic rays 0.9991 0.05 0.9997 0.02 0.9994 0.04 0.9996 0.02 0.9993 0.06 0.9998 0.02 0.9996 0.04
Background Correction 0.9618 0.32 0.9768 0.19 0.9708 0.24 0.9733 0.18 0.9587 0.32 0.9752 0.19 0.9690 0.25
Total Correction Factor 1.2960 0.59 1.3105 0.48 1.3108 0.56 1.3178 0.42 1.2913 0.59 1.3077 0.48 1.3074 0.56
Table 7: Summary of the correction factors, f , and their relative systematic errors, ∆f/f , for the e+e− → τ+τ− cross-section measurements. These
numbers, when multiplied by the number of events actually selected, give the number of signal events which would have been observed in the ideal
acceptance described in Table 2. The error correlation matrix is given in Table 21.
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√
s(GeV) e+e− → qq cross-section (nb)
Sample mean rms measured corrected ﬁt
peak-3 88.2510 0.0481 4.669 ± 0.110 4.667 4.605
peak-2 89.2510 0.0490 8.501 ± 0.130 8.494 8.687
peak-1 90.2490 0.0500 18.899 ± 0.281 18.890 18.713
1990 peak 91.2440 0.0510 30.445 ± 0.130 30.488 30.500
peak+1 92.2350 0.0520 21.400 ± 0.271 21.394 21.529
peak+2 93.2380 0.0529 12.434 ± 0.180 12.427 12.450
peak+3 94.2350 0.0539 7.947 ± 0.130 7.944 8.045
prescan 91.2540 0.0471 30.355 ± 0.099 30.391 30.510
peak-3 88.4810 0.0441 5.326 ± 0.095 5.323 5.258
peak-2 89.4720 0.0451 10.087 ± 0.126 10.080 10.210
peak-1 90.2270 0.0461 18.243 ± 0.171 18.234 18.398
1991 peak 91.2230 0.0471 30.370 ± 0.129 30.407 30.469
peak+1 91.9690 0.0481 24.603 ± 0.215 24.605 24.836
peak+2 92.9680 0.0490 14.058 ± 0.178 14.051 14.304
peak+3 93.7170 0.0500 9.916 ± 0.115 9.912 9.949
1992 peak 91.2990 0.0520 30.566 ± 0.045 30.609 30.514
peak-2 89.4505 0.0564 10.053 ± 0.037 10.042 10.048
1993 peak 91.2063 0.0570 30.352 ± 0.070 30.407 30.433
peak+2 93.0351 0.0570 13.856 ± 0.043 13.847 13.808
peak(ab) 91.2199 0.0565 30.379 ± 0.029 30.433 30.463
1994 peak(c) 91.4287 0.0562 30.308 ± 0.339 30.353 30.163
peak(d) 91.2195 0.0557 30.598 ± 0.138 30.650 30.462
peak-2 89.4415 0.0568 9.989 ± 0.037 9.978 9.981
1995 peak 91.2829 0.0578 30.559 ± 0.097 30.614 30.520
peak+2 92.9715 0.0581 14.282 ± 0.044 14.272 14.278
Table 8: The e+e− → qq production cross-section near the Z resonance. The cross-section is corrected
to the simple kinematic acceptance region deﬁned by s′/s > 0.01. For each data sample, we list here
the mean
√
s of the colliding beams, its root-mean-square (rms) spread, and the observed e+e− → qq
cross-section. The errors shown are statistical only. The cross-section measurements are also shown
after being corrected for the beam energy spread to correspond to the physical cross-section at the
central value of
√
s. The ﬁt values are the result of the 9-parameter model-independent ﬁt.
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√
s(GeV) e+e− → e+e− cross-section (nb)
Sample mean rms measured corrected ﬁt
peak-3 88.2510 0.0481 0.3520 ± 0.0281 0.3519 0.3403
peak-2 89.2510 0.0490 0.4850 ± 0.0281 0.4848 0.4795
peak-1 90.2490 0.0500 0.8110 ± 0.0451 0.8109 0.7762
1990 peak 91.2420 0.0510 1.0120 ± 0.0180 1.0132 1.0054
peak+1 92.2350 0.0520 0.6010 ± 0.0371 0.6007 0.6307
peak+2 93.2380 0.0529 0.3650 ± 0.0261 0.3648 0.3594
peak+3 94.2350 0.0539 0.2310 ± 0.0210 0.2309 0.2429
prescan 91.2540 0.0471 0.9875 ± 0.0140 0.9886 1.0036
peak-3 88.4810 0.0441 0.3623 ± 0.0239 0.3622 0.3636
peak-2 89.4720 0.0451 0.5628 ± 0.0280 0.5626 0.5282
peak-1 90.2270 0.0461 0.7617 ± 0.0299 0.7616 0.7677
1991 peak 91.2230 0.0471 1.0093 ± 0.0190 1.0104 1.0079
peak+1 91.9690 0.0481 0.6885 ± 0.0300 0.6884 0.7422
peak+2 92.9680 0.0490 0.4165 ± 0.0270 0.4163 0.4114
peak+3 93.7170 0.0500 0.3020 ± 0.0180 0.3019 0.2920
1992 peak 91.2990 0.0520 1.0062 ± 0.0065 1.0074 0.9958
peak-2 89.4505 0.0564 0.5414 ± 0.0080 0.5411 0.5231
1993 peak 91.2063 0.0570 1.0064 ± 0.0109 1.0080 1.0098
peak+2 93.0351 0.0570 0.3945 ± 0.0067 0.3942 0.3973
peak(ab) 91.2197 0.0565 1.0047 ± 0.0046 1.0063 1.0083
1994 peak(c) 91.4286 0.0562 0.9422 ± 0.0512 0.9434 0.9635
peak(d) 91.2195 0.0557 0.9676 ± 0.0210 0.9691 1.0083
peak-2 89.4415 0.0568 0.5260 ± 0.0080 0.5257 0.5209
1995 peak 91.2829 0.0578 1.0074 ± 0.0150 1.0089 0.9988
peak+2 92.9715 0.0581 0.4088 ± 0.0068 0.4085 0.4107
Table 9: The e+e− → e+e− production cross-section near the Z resonance. The cross-section is
corrected to the simple kinematic acceptance region deﬁned by | cos θe− | < 0.70 and θacol < 10◦.
For each data sample, we list here the mean
√
s of the colliding beams, its root-mean-square (rms)
spread, and the observed e+e− → e+e− cross-section. The errors shown are statistical only. The cross-
section measurements are also shown after being corrected for the beam energy spread to correspond
to the physical cross-section at the central value of
√




s(GeV) e+e− → µ+µ− cross-section (nb)
Sample mean rms measured corrected ﬁt
peak-3 88.2510 0.0481 0.2450 ± 0.0243 0.2449 0.2345
peak-2 89.2510 0.0490 0.4181 ± 0.0284 0.4178 0.4302
peak-1 90.2490 0.0500 0.8432 ± 0.0477 0.8427 0.9116
1990 peak 91.2440 0.0510 1.4833 ± 0.0221 1.4854 1.4779
peak+1 92.2350 0.0520 1.0841 ± 0.0477 1.0838 1.0467
peak+2 93.2380 0.0529 0.5961 ± 0.0345 0.5958 0.6102
peak+3 94.2350 0.0539 0.3970 ± 0.0284 0.3969 0.3983
prescan 91.2540 0.0471 1.4851 ± 0.0182 1.4869 1.4784
peak-3 88.4810 0.0441 0.2319 ± 0.0202 0.2318 0.2657
peak-2 89.4720 0.0451 0.5171 ± 0.0273 0.5167 0.5034
peak-1 90.2270 0.0461 0.9082 ± 0.0353 0.9078 0.8965
1991 peak 91.2230 0.0471 1.4859 ± 0.0232 1.4877 1.4764
peak+1 91.9690 0.0481 1.2447 ± 0.0424 1.2448 1.2057
peak+2 92.9680 0.0490 0.6836 ± 0.0354 0.6833 0.6994
peak+3 93.7170 0.0500 0.4794 ± 0.0242 0.4792 0.4899
1992 peak 91.2990 0.0520 1.4781 ± 0.0083 1.4802 1.4785
peak-2 89.4505 0.0564 0.4964 ± 0.0081 0.4959 0.4956
1993 peak 91.2072 0.0568 1.4563 ± 0.0142 1.4589 1.4748
peak+2 93.0351 0.0570 0.6681 ± 0.0091 0.6677 0.6755
peak(ab) 91.2200 0.0565 1.4752 ± 0.0058 1.4778 1.4761
1994 peak(c) 91.4286 0.0562 1.4786 ± 0.0674 1.4808 1.4617
peak(d) 91.2195 0.0557 1.4762 ± 0.0272 1.4787 1.4761
peak-2 89.4415 0.0568 0.4912 ± 0.0081 0.4907 0.4923
1995 peak 91.2827 0.0578 1.5085 ± 0.0193 1.5111 1.4789
peak+2 92.9715 0.0581 0.6894 ± 0.0093 0.6889 0.6981
Table 10: The e+e− → µ+µ− production cross-section near the Z resonance. The cross-section is
corrected to the simple kinematic acceptance region deﬁned by m2
ff
/s > 0.01. For each data sample,
we list here the mean
√
s of the colliding beams, its root-mean-square (rms) spread, and the observed
e+e− → µ+µ− cross-section. The errors shown are statistical only. The cross-section measurements
are also shown after being corrected for the beam energy spread to correspond to the physical cross-
section at the central value of
√




s(GeV) e+e− → τ+τ− cross-section (nb)
Sample mean rms measured corrected ﬁt
peak-3 88.2510 0.0481 0.2152 ± 0.0245 0.2151 0.2343
peak-2 89.2510 0.0490 0.4304 ± 0.0296 0.4301 0.4299
peak-1 90.2490 0.0500 0.9328 ± 0.0633 0.9323 0.9109
1990 peak 91.2440 0.0510 1.4566 ± 0.0245 1.4587 1.4767
peak+1 92.2350 0.0520 1.0292 ± 0.0552 1.0289 1.0459
peak+2 93.2380 0.0529 0.6518 ± 0.0409 0.6515 0.6097
peak+3 94.2350 0.0539 0.4095 ± 0.0327 0.4094 0.3980
prescan 91.2540 0.0471 1.4325 ± 0.0194 1.4343 1.4771
peak-3 88.4810 0.0441 0.2769 ± 0.0235 0.2768 0.2655
peak-2 89.4720 0.0451 0.4845 ± 0.0297 0.4841 0.5029
peak-1 90.2270 0.0461 0.8331 ± 0.0368 0.8327 0.8957
1991 peak 91.2230 0.0471 1.4384 ± 0.0256 1.4402 1.4751
peak+1 91.9690 0.0481 1.1892 ± 0.0450 1.1893 1.2047
peak+2 92.9680 0.0490 0.6953 ± 0.0409 0.6950 0.6988
peak+3 93.7170 0.0500 0.4989 ± 0.0276 0.4987 0.4895
1992 peak 91.2990 0.0520 1.4734 ± 0.0092 1.4755 1.4773
peak-2 89.4505 0.0564 0.5074 ± 0.0092 0.5069 0.4951
1993 peak 91.2060 0.0570 1.5048 ± 0.0158 1.5074 1.4734
peak+2 93.0351 0.0570 0.6660 ± 0.0102 0.6656 0.6750
peak(ab) 91.2198 0.0565 1.4812 ± 0.0065 1.4838 1.4749
1994 peak(c) 91.4286 0.0562 1.3708 ± 0.0724 1.3730 1.4605
peak(d) 91.2195 0.0557 1.4477 ± 0.0301 1.4502 1.4748
peak-2 89.4415 0.0568 0.4892 ± 0.0091 0.4887 0.4919
1995 peak 91.2827 0.0578 1.4988 ± 0.0213 1.5014 1.4776
peak+2 92.9715 0.0581 0.7089 ± 0.0105 0.7084 0.6976
Table 11: The e+e− → τ+τ− production cross-section near the Z resonance. The cross-section is
corrected to the simple kinematic acceptance region deﬁned by m2
ff
/s > 0.01. For each data sample,
we list here the mean
√
s of the colliding beams, its root-mean-square (rms) spread, and the observed
e+e− → τ+τ− cross-section. The errors shown are statistical only. The cross-section measurements
are also shown after being corrected for the beam energy spread to correspond to the physical cross-
section at the central value of
√




s (GeV) input (nb) pseudo-cross-sections (nb)
Sample mean rms e+e− → qq e+e− → e+e− e+e− → µ+µ− e+e− → τ+τ−
1993
prescan(a) 91.1386 0.0867 30.176 ± 0.306 1.056 ± 0.057 1.499 ± 0.071 1.444 ± 0.078
prescan(b) 91.3211 0.0566 30.479 ± 0.076 0.988 ± 0.014 1.461 ± 0.018 1.471 ± 0.020
peak 91.1964 0.0576 30.383 ± 0.198 1.024 ± 0.036 1.420 ± 0.045 1.435 ± 0.050
1994
peak(ab) 91.2183 0.0568 30.437 ± 0.122 1.051 ± 0.023 1.469 ± 0.028 1.426 ± 0.031
1995
prescan(a) 91.7990 0.0568 26.910 ± 0.352 0.810 ± 0.061 1.278 ± 0.080 1.129 ± 0.084
prescan(b) 91.3030 0.0576 30.501 ± 0.056 0.983 ± 0.010 1.481 ± 0.013 1.463 ± 0.014
Table 12: For some periods of running at the Z peak a precise luminosity measurement is not
available. We nevertheless use this data to measure inter-species cross-section ratios. To make these
data compatible with other cross-section measurements, we ﬁx each e+e− → qq cross-section to its
expected value, and normalise the cross-sections for the three lepton species measured in the same
period to this arbitrary hadron cross-section. We term such measurements pseudo-cross-sections, and
allow the absolute scale of each set of four to ﬂoat by 10% in the ﬁt using appropriate error matrices.
For each data sample we list here the mean
√
s of the colliding beams, its rms spread, and the observed




−3 −2 −1 0 +1 +2 +3 0 −3 −2 −1 0 +1 +2 +3
−3 193 194 195 196 197 198 199 6.1 7.4 7.0 6.6 6.1 5.7 5.1 4.7
−2 194 195 196 197 198 199 200 5.8 6.7 6.4 6.1 5.8 5.5 5.2 4.9
−1 195 196 197 198 199 200 201 5.5 5.9 5.8 5.6 5.5 5.4 5.2 5.0
1990 0 196 197 198 199 200 202 203 5.1 5.0 5.1 5.1 5.1 5.2 5.2 5.2
+1 197 198 199 200 202 203 204 4.8 4.0 4.3 4.5 4.8 5.0 5.2 5.4
+2 198 199 200 202 203 204 205 4.4 2.4 3.3 3.8 4.4 4.8 5.2 5.6
+3 199 200 201 203 204 205 206 4.0 −1.9 1.8 2.9 3.9 4.6 5.3 5.8
pre 6.1 5.8 5.5 5.1 4.8 4.4 4.0 20.3 6.6 6.3 6.1 5.8 5.6 5.2 5.0
−3 7.4 6.7 5.9 5.0 4.0 2.4 −1.9 6.6 9.7 7.8 7.3 6.6 6.0 5.2 4.4
−2 7.0 6.4 5.8 5.1 4.3 3.3 1.8 6.3 7.8 8.8 6.9 6.3 5.9 5.2 4.6
−1 6.6 6.1 5.6 5.1 4.5 3.8 2.9 6.1 7.3 6.9 8.2 6.1 5.7 5.2 4.8
1991 0 6.1 5.8 5.5 5.1 4.8 4.4 3.9 5.8 6.6 6.3 6.1 7.6 5.6 5.2 4.9
+1 5.7 5.5 5.4 5.2 5.0 4.8 4.6 5.6 6.0 5.9 5.7 5.6 7.3 5.2 5.1
+2 5.1 5.2 5.2 5.2 5.2 5.2 5.3 5.2 5.2 5.2 5.2 5.2 5.2 7.3 5.3
+3 4.7 4.9 5.0 5.2 5.4 5.6 5.8 5.0 4.4 4.6 4.8 4.9 5.1 5.3 7.4
Table 13: The signed square-root of the covariance matrix elements for systematic errors in the LEP
centre-of-mass energy calibration for 1990–1991. The column and row headings label the centre-of-
mass energies relative to the peak in GeV. The entries are the absolute errors in units of MeV. The
energy measurement in 1992 is uncorrelated with other years. Its error is 18.0 MeV.
Centre-of-mass energy errors
1993 1993 1993 1994 1995 1995 1995
pk−2 peak pk+2 peak pk−2 peak pk+2
1993 pk−2 3.55 2.88 2.73 2.36 1.31 1.21 1.22
1993 peak 2.88 6.76 2.77 2.49 1.16 1.22 1.17
1993 pk+2 2.73 2.77 3.09 2.28 1.25 1.27 1.35
1994 peak 2.36 2.49 2.28 3.78 1.25 1.32 1.26
1995 pk−2 1.31 1.16 1.25 1.25 1.83 1.28 1.26
1995 peak 1.21 1.22 1.27 1.32 1.28 5.41 1.38
1995 pk+2 1.22 1.17 1.35 1.26 1.26 1.38 1.74
Table 14: The signed square-root of the covariance matrix elements for systematic errors in the LEP
centre-of-mass energy in 1993 – 1995. These errors are speciﬁc to the OPAL interaction point. The
entries are the absolute errors in units of MeV.
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Centre-of-mass energy spread errors
1990 1991 1992 1993 1993 1993 1994 1995 1995 1995
pk−2 peak pk+2 peak pk−2 peak pk+2
1990 3.0 3.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
1991 3.0 3.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
1992 0.0 0.0 3.0 1.8 1.8 1.8 1.8 1.8 1.8 1.8
1993 pk−2 0.0 0.0 1.8 1.1 1.1 1.1 1.1 1.1 1.1 1.1
1993 peak 0.0 0.0 1.8 1.1 1.1 1.1 1.1 1.1 1.1 1.1
1993 pk+2 0.0 0.0 1.8 1.1 1.1 1.1 1.1 1.1 1.1 1.1
1994 peak 0.0 0.0 1.8 1.1 1.1 1.1 1.1 1.1 1.1 1.1
1995 pk−2 0.0 0.0 1.8 1.1 1.1 1.1 1.1 1.3 1.3 1.3
1995 peak 0.0 0.0 1.8 1.1 1.1 1.1 1.1 1.3 1.3 1.3
1995 pk+2 0.0 0.0 1.8 1.1 1.1 1.1 1.1 1.3 1.3 1.3
Table 15: The signed square-root of the covariance matrix elements for systematic errors in the LEP
centre-of-mass energy spread. The entries are the absolute errors in units of MeV.
Luminosity errors
1990 1991 1992 1993 1993 1993 1994 1995 1995 1995
pk−2 peak pk+2 peak pk−2 peak pk+2
1990 3000.00 30.91 30.91 5.40 5.40 5.40 5.40 5.40 5.40 5.40
1991 30.91 60.25 30.91 5.40 5.40 5.40 5.40 5.40 5.40 5.40
1992 30.91 30.91 41.82 5.40 5.40 5.40 5.40 5.40 5.40 5.40
1993 pk−2 5.40 5.40 5.40 6.52 6.27 6.09 6.26 6.44 6.26 6.08
1993 peak 5.40 5.40 5.40 6.27 6.52 6.27 6.44 6.26 6.44 6.26
1993 pk+2 5.40 5.40 5.40 6.09 6.27 6.52 6.26 6.08 6.26 6.44
1994 peak 5.40 5.40 5.40 6.26 6.44 6.26 6.49 6.26 6.44 6.26
1995 pk−2 5.40 5.40 5.40 6.44 6.26 6.08 6.26 6.59 6.33 6.15
1995 peak 5.40 5.40 5.40 6.26 6.44 6.26 6.44 6.33 6.58 6.33
1995 pk+2 5.40 5.40 5.40 6.08 6.26 6.44 6.26 6.15 6.33 6.58
Table 16: The signed square-root of the covariance matrix elements for systematic errors in the
luminosity measurement. The entries are the relative errors in units of 10−4. The theoretical error in
the calculated luminometer acceptance is included. The large error for the 1990 luminosity has been
artiﬁcially inﬂated, as explained in the text.
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e+e− → qq cross-section errors
1990 1991 1992 1993 1993 1993 1994 1995 1995 1995
pk−2 peak pk+2 peak pk−2 peak pk+2
1990 40.00 19.00 19.00 10.51 10.51 10.51 10.51 10.51 10.51 10.51
1991 19.00 19.00 19.00 7.27 7.27 7.27 7.27 7.27 7.27 7.27
1992 19.00 19.00 19.00 7.27 7.27 7.27 7.27 7.27 7.27 7.27
1993 pk−2 10.51 7.27 7.27 10.24 8.05 9.28 7.80 10.04 7.80 9.07
1993 peak 10.51 7.27 7.27 8.05 7.32 7.75 7.04 7.80 7.04 7.49
1993 pk+2 10.51 7.27 7.27 9.28 7.75 8.65 7.49 9.07 7.49 8.41
1994 peak 10.51 7.27 7.27 7.80 7.04 7.49 7.32 7.80 7.04 7.49
1995 pk−2 10.51 7.27 7.27 10.04 7.80 9.07 7.80 11.08 9.10 10.21
1995 peak 10.51 7.27 7.27 7.80 7.04 7.49 7.04 9.10 8.46 8.84
1995 pk+2 10.51 7.27 7.27 9.07 7.49 8.41 7.49 10.21 8.84 9.63
Table 17: The signed square-root of the covariance matrix elements for systematic errors in the
measurement of the e+e− → qq cross-section. The hadrons are not appreciably correlated with any
of the leptons. The entries are the relative errors in units of 10−4. They do not include errors in the
luminosity measurement, which are speciﬁed separately in Table 16.
e+e− → e+e− cross-section errors
1990 1991 1992 1993 1993 1993 1994 1995 1995 1995
pk−2 peak pk+2 peak pk−2 peak pk+2
1990 70.0 22.0 22.0 14.0 14.0 14.0 14.0 14.0 14.0 14.0
1991 22.0 22.0 22.0 14.0 14.0 14.0 14.0 14.0 14.0 14.0
1992 22.0 22.0 23.0 14.0 14.0 14.0 14.0 14.0 14.0 14.0
1993 pk−2 14.0 14.0 14.0 20.0 17.0 18.0 15.0 18.0 15.0 16.0
1993 peak 14.0 14.0 14.0 17.0 17.0 17.0 14.0 15.0 14.0 15.0
1993 pk+2 14.0 14.0 14.0 18.0 17.0 19.0 15.0 16.0 15.0 17.0
1994 peak 14.0 14.0 14.0 15.0 14.0 15.0 14.0 15.0 14.0 15.0
1995 pk−2 14.0 14.0 14.0 18.0 15.0 16.0 15.0 19.0 17.0 17.0
1995 peak 14.0 14.0 14.0 15.0 14.0 15.0 14.0 17.0 16.0 16.0
1995 pk+2 14.0 14.0 14.0 16.0 15.0 17.0 15.0 17.0 16.0 18.0
Table 18: The signed square-root of the covariance matrix elements for systematic errors in the
measurement of the e+e− → e+e− cross-section. Additional terms arise between electrons and taus,
which are given in Table 21. The entries are the relative errors in units of 10−4. They do not include
errors in the luminosity measurement, which are speciﬁed separately in Table 16.
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e+e− → µ+µ− cross-section errors
1990 1991 1992 1993 1993 1993 1994 1995 1995 1995
pk−2 peak pk+2 peak pk−2 peak pk+2
1990 50.0 16.0 16.0 9.0 9.0 9.0 9.0 9.0 9.0 9.0
1991 16.0 25.0 16.0 9.0 9.0 9.0 9.0 9.0 9.0 9.0
1992 16.0 16.0 16.0 9.0 9.0 9.0 9.0 9.0 9.0 9.0
1993 pk−2 9.0 9.0 9.0 17.0 13.3 13.3 8.4 9.8 9.8 9.8
1993 peak 9.0 9.0 9.0 13.3 16.0 13.3 8.4 9.8 9.8 9.8
1993 pk+2 9.0 9.0 9.0 13.3 13.3 17.0 8.4 9.8 9.8 9.8
1994 peak 9.0 9.0 9.0 8.4 8.4 8.4 10.0 8.5 8.5 8.5
1995 pk−2 9.0 9.0 9.0 9.8 9.8 9.8 8.5 18.0 10.6 10.6
1995 peak 9.0 9.0 9.0 9.8 9.8 9.8 8.5 10.6 12.0 10.6
1995 pk+2 9.0 9.0 9.0 9.8 9.8 9.8 8.5 10.6 10.6 17.0
Table 19: The signed square-root of the covariance matrix elements for systematic errors in the
measurement of the e+e− → µ+µ− cross-section. Additional terms arise between muons and taus,
which are given in Table 21. The entries are the relative errors in units of 10−4. They do not include
errors in the luminosity measurement, which are speciﬁed separately in Table 16.
e+e− → τ+τ− cross-section errors
1990 1991 1992 1993 1993 1993 1994 1995 1995 1995
pk−2 peak pk+2 peak pk−2 peak pk+2
1990 130. 40. 40. 20. 20. 20. 20. 20. 20. 20.
1991 40. 76. 40. 20. 20. 20. 20. 20. 20. 20.
1992 40. 40. 43. 20. 20. 20. 20. 20. 20. 20.
1993 pk−2 20. 20. 20. 60. 48. 54. 33. 45. 34. 34.
1993 peak 20. 20. 20. 48. 49. 47. 35. 34. 37. 34.
1993 pk+2 20. 20. 20. 54. 47. 57. 32. 34. 33. 43.
1994 peak 20. 20. 20. 33. 35. 32. 42. 33. 35. 33.
1995 pk−2 20. 20. 20. 45. 34. 34. 33. 60. 47. 55.
1995 peak 20. 20. 20. 34. 37. 33. 35. 47. 48. 47.
1995 pk+2 20. 20. 20. 34. 34. 43. 33. 55. 47. 58.
Table 20: The signed square-root of the covariance matrix elements for systematic errors in the
measurement of the e+e− → τ+τ− cross-sections. The ττ−ee terms and ττ − µµ terms are given
in Table 21. The entries are the relative errors in units of 10−4. They do not include errors in the
luminosity measurement, which are speciﬁed separately in Table 16.
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inter-species cross-section errors
1990 1991 1992 1993 1993 1993 1994 1995 1995 1995
pk−2 peak pk+2 peak pk−2 peak pk+2
ττ ττ ττ ττ ττ ττ ττ ττ ττ ττ
1990 ee −20.0 −4.8 −4.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0
1991 ee −4.8 −18.0 −4.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0
1992 ee −4.4 −4.1 −15.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
1993 pk−2 ee 0.0 0.0 0.0 −14.0 −9.0 −9.4 −2.9 −3.1 −2.9 −3.0
1993 peak ee 0.0 0.0 0.0 −9.0 −10.0 −7.9 −2.4 −2.6 −2.4 −2.5
1993 pk+2 ee 0.0 0.0 0.0 −9.4 −7.9 −11.0 −2.5 −2.8 −2.5 −2.6
1994 peak ee 0.0 0.0 0.0 −2.9 −2.4 −2.5 −9.0 −2.5 −2.3 −2.4
1995 pk−2 ee 0.0 0.0 0.0 −3.1 −2.6 −2.8 −2.5 −11.0 −7.5 −7.9
1995 peak ee 0.0 0.0 0.0 −2.9 −2.4 −2.5 −2.3 −7.5 −9.0 −7.1
1995 pk+2 ee 0.0 0.0 0.0 −3.0 −2.5 −2.6 −2.4 −7.9 −7.1 −10.0
1990 µµ −40.0 −8.0 −7.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0
1991 µµ −8.0 −24.0 −5.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0
1992 µµ −7.3 −5.3 −18.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
1993 pk−2 µµ 0.0 0.0 0.0 −11.0 −8.3 −8.3 −2.4 −3.1 −2.9 −3.0
1993 peak µµ 0.0 0.0 0.0 −8.3 −11.0 −8.3 −2.4 −3.1 −2.9 −3.0
1993 pk+2 µµ 0.0 0.0 0.0 −8.3 −8.3 −11.0 −2.4 −3.1 −2.9 −3.0
1994 peak µµ 0.0 0.0 0.0 −2.4 −2.4 −2.4 −8.0 −2.8 −2.5 −2.6
1995 pk−2 µµ 0.0 0.0 0.0 −3.1 −3.1 −3.1 −2.8 −14.0 −9.8 −10.1
1995 peak µµ 0.0 0.0 0.0 −2.9 −2.9 −2.9 −2.5 −9.8 −12.0 −9.4
1995 pk+2 µµ 0.0 0.0 0.0 −3.0 −3.0 −3.0 −2.6 −10.1 −9.4 −13.0
Table 21: The signed square-root of the covariance matrix elements for systematic errors correlated
between species in the measurement of the lepton cross-sections. The entries are the relative errors
in units of 10−4. They do not include errors in the luminosity measurement, which are speciﬁed
separately in Table 16.
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√
s(GeV) e+e− → µ+µ− asymmetry
Sample mean rms Nµµ measured corrected ﬁt
peak-3 88.2600 0.0481 130 −0.1590 ± 0.0830 −0.1591 −0.2720
peak-2 89.2550 0.0490 258 −0.2780 ± 0.0570 −0.2782 −0.1781
peak-1 90.2570 0.0500 391 −0.0770 ± 0.0480 −0.0772 −0.0825
1990 peak 91.2430 0.0510 4963 0.0100 ± 0.0130 0.0100 0.0047
peak+1 92.2420 0.0520 576 0.0490 ± 0.0400 0.0491 0.0735
peak+2 93.2450 0.0529 354 0.0940 ± 0.0510 0.0941 0.1218
peak+3 94.2420 0.0539 231 0.0830 ± 0.0610 0.0830 0.1561
prescan 91.2540 0.0471 7563 0.0020 ± 0.0110 0.0020 0.0056
peak-3 88.4800 0.0441 176 −0.2280 ± 0.0700 −0.2281 −0.2515
peak-2 89.4720 0.0451 363 −0.1060 ± 0.0500 −0.1061 −0.1573
peak-1 90.2270 0.0461 744 −0.0690 ± 0.0340 −0.0691 −0.0853
1991 peak 91.2240 0.0471 4422 −0.0220 ± 0.0140 −0.0220 0.0032
peak+1 91.9690 0.0481 916 0.0020 ± 0.0310 0.0021 0.0571
peak+2 92.9680 0.0490 478 0.1520 ± 0.0420 0.1521 0.1101
peak+3 93.7170 0.0500 404 0.0850 ± 0.0460 0.0851 0.1393
1992 peak 91.2989 0.0520 33733 0.0088 ± 0.0051 0.0088 0.0092
prescan(a) 91.1354 0.0868 449 −0.0439 ± 0.0442 −0.0439 −0.0041
prescan(b) 91.3209 0.0566 7325 0.0081 ± 0.0109 0.0081 0.0109
1993 peak-2 89.4502 0.0564 3937 −0.1503 ± 0.0146 −0.1505 −0.1594
peak 91.2063 0.0570 12066 −0.0020 ± 0.0085 −0.0020 0.0018
peak+2 93.0348 0.0570 5628 0.1001 ± 0.0124 0.1002 0.1130
peak(ab) 91.2198 0.0565 70493 0.0040 ± 0.0035 0.0040 0.0028
1994 peak(c) 91.4285 0.0561 637 0.0182 ± 0.0371 0.0183 0.0193
peak(d) 91.2194 0.0558 3157 0.0096 ± 0.0166 0.0096 0.0028
prescan(a) 91.7994 0.0568 256 0.0523 ± 0.0585 0.0524 0.0460
prescan(b) 91.3032 0.0575 14619 0.0094 ± 0.0077 0.0094 0.0095
1995 peak-2 89.4414 0.0568 3739 −0.1414 ± 0.0151 −0.1416 −0.1603
peak 91.2826 0.0578 6510 0.0198 ± 0.0115 0.0198 0.0079
peak+2 92.9716 0.0581 5688 0.1170 ± 0.0123 0.1171 0.1103
Table 22: The e+e− → µ+µ− forward–backward charge asymmetry near the Z resonance. The
measured asymmetry is corrected to the simple kinematic acceptance region deﬁned by | cos θℓ− | < 0.95
and θacol < 15
◦, with the energy of each fermion required to be greater than 6.0 GeV. For each data
sample we list here the mean
√
s of the colliding beams, its root-mean-square (rms) spread, and the
observed e+e− → µ+µ− asymmetry. The errors shown are statistical only. The asymmetries are also
shown after being corrected for the beam energy spread to correspond to the physical asymmetry at
the central value of
√
s. The ﬁt values are the result of the 9-parameter model-independent ﬁt.
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√
s(GeV) e+e− → τ+τ− asymmetry
Sample mean rms Nττ measured corrected ﬁt
peak-3 88.2610 0.0481 102 −0.3467 ± 0.0800 −0.3468 −0.2651
peak-2 89.2540 0.0490 224 −0.0667 ± 0.0620 −0.0669 −0.1743
peak-1 90.2630 0.0500 281 −0.0954 ± 0.0550 −0.0956 −0.0810
1990 peak 91.2460 0.0510 3722 −0.0084 ± 0.0150 −0.0084 0.0034
peak+1 92.2420 0.0520 416 0.0686 ± 0.0460 0.0687 0.0700
peak+2 93.2480 0.0529 302 0.1277 ± 0.0550 0.1278 0.1171
peak+3 94.2400 0.0539 183 0.0887 ± 0.0720 0.0887 0.1503
prescan 91.2540 0.0471 6059 0.0146 ± 0.0120 0.0146 0.0040
peak-3 88.4800 0.0441 166 −0.2547 ± 0.0680 −0.2548 −0.2454
peak-2 89.4720 0.0451 289 −0.1017 ± 0.0540 −0.1018 −0.1541
peak-1 90.2270 0.0461 569 −0.0714 ± 0.0390 −0.0715 −0.0843
1991 peak 91.2240 0.0471 3603 −0.0004 ± 0.0160 −0.0004 0.0017
peak+1 91.9690 0.0481 734 0.0386 ± 0.0350 0.0387 0.0540
peak+2 92.9680 0.0490 436 0.0947 ± 0.0440 0.0948 0.1056
peak+3 93.7170 0.0500 359 0.1697 ± 0.0480 0.1697 0.1340
1992 peak 91.2990 0.0520 28037 0.0152 ± 0.0056 0.0152 0.0075
prescan(a) 91.1361 0.0867 347 −0.0191 ± 0.0508 −0.0191 −0.0053
prescan(b) 91.3211 0.0566 5745 −0.0084 ± 0.0136 −0.0084 0.0092
1993 peak-2 89.4504 0.0564 3255 −0.1497 ± 0.0167 −0.1499 −0.1561
peak 91.2052 0.0570 10374 −0.0060 ± 0.0094 −0.0060 0.0002
peak+2 93.0348 0.0570 4551 0.1106 ± 0.0142 0.1107 0.1085
peak(ab) 91.2196 0.0565 56230 0.0008 ± 0.0040 0.0008 0.0013
1994 peak(c) 91.4277 0.0561 451 −0.0926 ± 0.0438 −0.0925 0.0172
peak(d) 91.2194 0.0558 2471 −0.0193 ± 0.0189 −0.0193 0.0013
prescan(a) 91.7987 0.0568 195 0.1095 ± 0.0673 0.1096 0.0432
prescan(b) 91.3032 0.0575 11765 0.0006 ± 0.0088 0.0006 0.0078
1995 peak-2 89.4413 0.0568 3060 −0.1334 ± 0.0171 −0.1336 −0.1569
peak 91.2823 0.0578 5242 0.0227 ± 0.0132 0.0227 0.0062
peak+2 92.9715 0.0581 4711 0.0938 ± 0.0139 0.0939 0.1058
Table 23: The e+e− → τ+τ− forward–backward charge asymmetry near the Z resonance. The
measured asymmetry is corrected to the simple kinematic acceptance region deﬁned by | cos θℓ− | < 0.90
and θacol < 15
◦, with the energy of each fermion required to be greater than 6.0 GeV. For each data
sample we list here the mean
√
s of the colliding beams, its root-mean-square (rms) spread, and the
observed e+e− → τ+τ− asymmetry. The errors shown are statistical only. The asymmetries are also
shown after being corrected for the beam energy spread to correspond to the physical asymmetry at
the central value of
√
s. The ﬁt values are the result of the 9-parameter model-independent ﬁt.
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√
s(GeV) e+e− → e+e− asymmetry
Sample mean rms Nee measured corrected ﬁt
peak-3 88.2610 0.0481 194 0.3730 ± 0.0670 0.3731 0.3877
peak-2 89.2550 0.0490 321 0.3290 ± 0.0530 0.3291 0.2977
peak-1 90.2610 0.0500 384 0.2260 ± 0.0500 0.2261 0.1911
1990 peak 91.2460 0.0510 3719 0.0850 ± 0.0160 0.0849 0.1004
peak+1 92.2450 0.0520 308 0.0790 ± 0.0570 0.0789 0.0691
peak+2 93.2470 0.0529 236 −0.0070 ± 0.0650 −0.0070 0.0994
peak+3 94.2420 0.0539 160 0.2180 ± 0.0780 0.2181 0.1588
prescan 91.2540 0.0471 5624 0.0900 ± 0.0130 0.0899 0.0999
peak-3 88.4790 0.0441 297 0.4700 ± 0.0510 0.4701 0.3697
peak-2 89.4690 0.0451 451 0.2750 ± 0.0450 0.2751 0.2759
peak-1 90.2270 0.0461 683 0.1820 ± 0.0380 0.1821 0.1948
1991 peak 91.2200 0.0471 3365 0.1070 ± 0.0170 0.1069 0.1022
peak+1 91.9690 0.0481 566 0.1180 ± 0.0420 0.1179 0.0705
peak+2 92.9680 0.0490 325 0.0780 ± 0.0550 0.0780 0.0866
peak+3 93.7170 0.0500 284 0.0580 ± 0.0590 0.0580 0.1256
1992 peak 91.2990 0.0520 25280 0.0996 ± 0.0063 0.0995 0.0969
prescan(a) 91.1447 0.0857 343 0.2141 ± 0.0528 0.2139 0.1076
prescan(b) 91.3213 0.0566 5254 0.0930 ± 0.0137 0.0928 0.0955
1993 peak-2 89.4502 0.0565 4750 0.2619 ± 0.0140 0.2621 0.2778
peak 91.2055 0.0571 9628 0.1052 ± 0.0101 0.1051 0.1032
peak+2 93.0346 0.0570 3664 0.0958 ± 0.0164 0.0958 0.0894
peak(ab) 91.2196 0.0565 51939 0.1046 ± 0.0044 0.1045 0.1022
1994 peak(c) 91.4282 0.0562 462 0.1312 ± 0.0461 0.1310 0.0893
peak(d) 91.2195 0.0558 2281 0.0999 ± 0.0208 0.0998 0.1022
prescan(a) 91.7987 0.0567 261 0.0894 ± 0.0617 0.0892 0.0740
prescan(b) 91.3032 0.0575 10741 0.0943 ± 0.0096 0.0941 0.0967
1995 peak-2 89.4417 0.0568 4451 0.2840 ± 0.0144 0.2842 0.2787
peak 91.2823 0.0578 4812 0.0736 ± 0.0144 0.0735 0.0980
peak+2 92.9715 0.0581 3706 0.0878 ± 0.0164 0.0878 0.0867
Table 24: The e+e− → e+e− forward–backward charge asymmetry near the Z resonance. The
measured asymmetry is corrected to the simple kinematic acceptance region deﬁned by | cos θℓ− | < 0.70
and θacol < 10
◦, with the energy of each fermion required to be greater than 0.2 GeV. For each data
sample we list here the mean
√
s of the colliding beams, its root-mean-square (rms) spread, and the
observed e+e− → e+e− asymmetry. The errors shown are statistical only. The asymmetries are also
shown after being corrected for the beam energy spread to correspond to the physical asymmetry at
the central value of
√
s. The ﬁt values are the result of the 9-parameter model-independent ﬁt.
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lepton asymmetry errors
1990 1991 1992 1993 1993 1993 1994 1995 1995 1995
pk−2 peak pk+2 peak pk−2 peak pk+2
ee ee ee ee ee ee ee ee ee ee
1990 ee 5.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
1991 ee 1.0 3.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
1992 ee 1.0 1.0 2.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
1993 pk−2 ee 1.0 1.0 1.0 1.1 1.0 1.0 1.0 1.0 1.0 1.0
1993 peak ee 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
1993 pk+2 ee 1.0 1.0 1.0 1.0 1.0 1.2 1.0 1.0 1.0 1.0
1994 peak ee 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
1995 pk−2 ee 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.1 1.0 1.0
1995 peak ee 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
1995 pk+2 ee 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.2
µµ µµ µµ µµ µµ µµ µµ µµ µµ µµ
1990 µµ 1.0 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4
1991 µµ 0.4 1.0 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4
1992 µµ 0.4 0.4 0.5 0.4 0.4 0.4 0.4 0.4 0.4 0.4
1993 pk−2 µµ 0.4 0.4 0.4 1.1 0.4 0.4 0.4 0.4 0.4 0.4
1993 peak µµ 0.4 0.4 0.4 0.4 0.7 0.4 0.4 0.4 0.4 0.4
1993 pk+2 µµ 0.4 0.4 0.4 0.4 0.4 1.0 0.4 0.4 0.4 0.4
1994 peak µµ 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4
1995 pk−2 µµ 0.4 0.4 0.4 0.4 0.4 0.4 0.4 1.2 0.4 0.4
1995 peak µµ 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.9 0.4
1995 pk+2 µµ 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.9
ττ ττ ττ ττ ττ ττ ττ ττ ττ ττ
1990 ττ 3.0 3.0 2.0 1.8 1.2 1.6 1.2 1.8 1.2 1.6
1991 ττ 3.0 3.0 2.0 1.8 1.2 1.6 1.2 1.8 1.2 1.6
1992 ττ 2.0 2.0 2.0 1.8 1.2 1.6 1.2 1.8 1.2 1.6
1993 pk−2 ττ 1.8 1.8 1.8 1.8 1.2 1.6 1.2 1.8 1.2 1.6
1993 peak ττ 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2
1993 pk+2 ττ 1.6 1.6 1.6 1.6 1.2 1.6 1.2 1.6 1.2 1.6
1994 peak ττ 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2
1995 pk−2 ττ 1.8 1.8 1.8 1.8 1.2 1.6 1.2 1.8 1.2 1.6
1995 peak ττ 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2
1995 pk+2 ττ 1.6 1.6 1.6 1.6 1.2 1.6 1.2 1.6 1.2 1.6
Table 25: The signed square-root of the covariance matrix elements for systematic errors in the
measurement of the lepton asymmetries. There are no appreciable inter-species correlations in the
asymmetry measurements. The entries are the absolute errors in units of 10−3.
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Parameter Interpretation in Without Lepton With Lepton Standard Model
terms of couplings Universality Universality Prediction
mZ (GeV) 91.1866 ± 0.0031 91.1861 ± 0.0030 input
ΓZ (GeV) 2.4942 ± 0.0042 2.4940 ± 0.0041 2.4949+0.0021−0.0074
σ0h (nb) 41.505 ± 0.055 41.505 ± 0.055 41.480+0.012−0.011
CsZZ(e






Ve) 0.06330 ± 0.00031
CsZZ(µ






Vµ) 0.06359 ± 0.00025
CsZZ(τ






Vτ ) 0.06366 ± 0.00033
CsZZ(ℓ
+ℓ−) (g2Aℓ + g
2
Vℓ)
2 0.06353 ± 0.00022 0.06382+0.00009−0.00031
CaZZ(e
+e−) gAegVegAegVe 0.000189 ± 0.000094
CaZZ(µ
+µ−) gAegVegAµgVµ 0.000320 ± 0.000049
CaZZ(τ
+τ−) gAegVegAτgVτ 0.000293 ± 0.000064
CaZZ(ℓ
+ℓ−) (gAℓgVℓ)2 0.000294 ± 0.000036 0.000336+0.000014−0.000039
CaγZ(e
+e−) gAegAe 0.242 ± 0.022
CaγZ(µ
+µ−) gAegAµ 0.232 ± 0.011
CaγZ(τ
+τ−) gAegAτ 0.234 ± 0.013
CaγZ(ℓ
+ℓ−) g2Aℓ 0.2350 ± 0.0080 0.25130+0.00013−0.00047
CsγZ(e
+e−) gVegVe −0.0262 ± 0.0139
CsγZ(µ
+µ−) gVegVµ −0.0029 ± 0.0093
CsγZ(τ
+τ−) gVegVτ −0.0011 ± 0.0106
CsγZ(ℓ
+ℓ−) g2Vℓ −0.0075 ± 0.0064 0.00134+0.00006−0.00015
χ2/d.o.f 146.6 / 188 151.8 / 196
Table 26: Results of the C-parameter ﬁts to the measured cross-section and lepton asymmetry data
with and without imposing lepton universality (7 and 15 parameters). Theory uncertainties, other
than those on the t-channel for the electrons and the luminosity, are not included in the errors (see
section 11.2.2). In the last column we give the values predicted by the SM assuming the parameter
variations given in Equation 25.
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Parameters 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 mZ 1.000 .043 .034 −.092 −.008 −.005 −.054 .067 .052 .009 .009 .009 −.088 −.142 −.122
2 ΓZ .043 1.000 −.354 .572 .710 .542 .003 .024 .017 .000 .049 .043 −.024 .022 .021
3 σ0h .034 −.354 1.000 −.098 −.120 −.090 .006 .008 .007 −.004 −.007 −.006 −.011 −.018 −.016
4 CsZZ(e
+e−) −.092 .572 −.098 1.000 .457 .338 .171 −.007 −.007 −.003 .029 .024 .055 .033 .030
5 CsZZ(µ
+µ−) −.008 .710 −.120 .457 1.000 .413 .009 .032 .014 −.003 .059 .032 −.018 .158 .020
6 CsZZ(τ
+τ−) −.005 .542 −.090 .338 .413 1.000 .005 .014 .027 −.001 .028 .075 −.012 .017 .127
7 CaZZ(e
+e−) −.054 .003 .006 .171 .009 .005 1.000 −.014 −.011 .080 −.001 −.001 −.004 .010 .008
8 CaZZ(µ
+µ−) .067 .024 .008 −.007 .032 .014 −.014 1.000 .016 .001 .208 .003 −.008 .008 −.010
9 CaZZ(τ
+τ−) .052 .017 .007 −.007 .014 .027 −.011 .016 1.000 .001 .002 .184 −.006 −.009 .008
10 CaγZ(e
+e−) .009 .000 −.004 −.003 −.003 −.001 .080 .001 .001 1.000 .000 .000 .217 −.001 −.001
11 CaγZ(µ
+µ−) .009 .049 −.007 .029 .059 .028 −.001 .208 .002 .000 1.000 .002 −.003 −.084 .000
12 CaγZ(τ
+τ−) .009 .043 −.006 .024 .032 .075 −.001 .003 .184 .000 .002 1.000 −.002 .000 −.089
13 CsγZ(e
+e−) −.088 −.024 −.011 .055 −.018 −.012 −.004 −.008 −.006 .217 −.003 −.002 1.000 .025 .020
14 CsγZ(µ
+µ−) −.142 .022 −.018 .033 .158 .017 .010 .008 −.009 −.001 −.084 .000 .025 1.000 .033
15 CsγZ(τ
+τ−) −.122 .021 −.016 .030 .020 .127 .008 −.010 .008 −.001 .000 −.089 .020 .033 1.000
Table 27: Error correlation matrix for the C-parameters in Table 26 which do not assume lepton universality.
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Parameters 1 2 3 4 5 6 7
1 mZ 1.000 .011 .059 −.052 .064 .004 −.207
2 ΓZ .011 1.000 −.353 .796 .028 .064 .025
3 σ0h .059 −.353 1.000 −.135 .009 −.010 −.032
4 CsZZ(ℓ
+ℓ−) −.052 .796 −.135 1.000 .051 .078 .119
5 CaZZ(ℓ
+ℓ−) .064 .028 .009 .051 1.000 .185 .005
6 CaγZ(ℓ
+ℓ−) .004 .064 −.010 .078 .185 1.000 −.031
7 CsγZ(ℓ
+ℓ−) −.207 .025 −.032 .119 .005 −.031 1.000
Table 28: Error correlation matrix for the C-parameters in Table 26 which assume lepton universality
Without lepton With lepton SM
universality universality prediction
mZ (GeV) 91.1858 ± 0.0030 91.1852 ± 0.0030 input
ΓZ (GeV) 2.4948 ± 0.0041 2.4948 ± 0.0041 2.4949+0.0021−0.0074
σ0h (nb) 41.501 ± 0.055 41.501 ± 0.055 41.480+0.012−0.011
Re 20.902 ± 0.084 20.738+0.015−0.023
Rµ 20.811 ± 0.058 20.738+0.015−0.023
Rτ 20.832 ± 0.091 20.785+0.015−0.023
Rℓ 20.823 ± 0.044 20.738+0.015−0.023
A0,eFB 0.0089 ± 0.0044
A0,µFB 0.0159 ± 0.0023
A0,τFB 0.0145 ± 0.0030
A0,ℓFB 0.0145 ± 0.0017 0.0158+0.0007−0.0018
χ2/d.o.f. 155.6/ 194 158.3/ 198
Table 29: Results of ﬁtting the model-independent Z parameters to the measured cross-sections and
asymmetries. The theory uncertainties given in Table 33, other than those on the t-channel for the
electrons and the luminosity, are not included in the errors. In the last column we give the values






mZ 1.00 0.05 0.03 0.04 0.07
ΓZ 0.05 1.00 −0.35 0.02 −0.01
σ0h 0.03 −0.35 1.00 0.29 0.02
Rℓ 0.04 0.02 0.29 1.00 −0.01
A0,ℓFB 0.07 −0.01 0.02 −0.01 1.00












mZ 1.00 0.05 0.03 0.11 0.00 0.00 −0.05 0.08 0.06
ΓZ 0.05 1.00 −0.35 0.01 0.02 0.01 0.00 0.00 0.00
σ0h 0.03 −0.35 1.00 0.15 0.22 0.14 0.01 0.01 0.01
Re 0.11 0.01 0.15 1.00 0.09 0.04 −0.20 0.03 0.02
Rµ 0.00 0.02 0.22 0.09 1.00 0.06 0.00 0.01 0.00
Rτ 0.00 0.01 0.14 0.04 0.06 1.00 0.00 0.00 0.01
A0,eFB −0.05 0.00 0.01 −0.20 0.00 0.00 1.00 −0.02 −0.01
A0,µFB 0.08 0.00 0.01 0.03 0.01 0.00 −0.02 1.00 0.02
A0,τFB 0.06 0.00 0.01 0.02 0.00 0.01 −0.01 0.02 1.00
Table 31: Error correlation matrix for the 9 parameter ﬁt without assuming lepton universality given
in Table 29.
mZ (GeV) 1990–2 1993–4 1995
1990–2 91.1851 ± 0.0091 1.00 0.02 0.01
1993–4 91.1870 ± 0.0046 0.02 1.00 0.09
1995 91.1851 ± 0.0039 0.01 0.09 1.00
Table 32: Results of the model-independent Z parameters ﬁt with independentmZ for the three main
data-taking phases, 1990–2, 1993–4 and 1995. The correlations are given in columns 3–5.
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Error sources
Parameter statis- included systematics addtl.
tics selection lumi t-chan. Ebeam theory
mZ (GeV) 0.0023 0.0001 0.0003 0.0001 0.0018 0.0003
ΓZ (GeV) 0.0036 0.0010 0.0007 0.0000 0.0013 0.0002
σ0h (nb) 0.031 0.033 0.029 0.0000 0.011 0.008
Re 0.067 0.040 0.009 0.027 0.014 0.004
Rµ 0.050 0.027 0.008 0.000 0.000 0.004
Rτ 0.055 0.071 0.010 0.000 0.000 0.004
A0,eFB 0.0038 0.0016 0.0000 0.0018 0.0004 0.0001
A0,µFB 0.0022 0.0004 0.0000 0.0000 0.0003 0.0001
A0,τFB 0.0026 0.0014 0.0000 0.0000 0.0003 0.0001
Rℓ 0.034 0.027 0.008 0.005 0.003 0.004
A0,ℓFB 0.0015 0.0006 0.0000 0.0003 0.0002 0.0001
σ0ℓ (nb) 0.0032 0.0021 0.0018 0.0005 0.0004 0.0005
Γhad (MeV) 2.8 1.8 0.7 0.3 0.8 0.3
Γℓℓ (MeV) 0.12 0.05 0.03 0.01 0.04 0.01
Γinv (MeV) 1.9 1.6 0.7 0.2 0.5 0.3
Γinv/Γℓℓ 0.017 0.018 0.010 0.002 0.004 0.003
αs 0.0035 0.0026 0.0026 0.0008 0.0006
log10(mH/GeV) 0.41 0.06 0.13 0.05 0.07
Table 33: Contribution of the various error sources to the uncertainty in the direct and derived Z
resonance parameters. “Statistics” include the event counting and luminosity point-to-point statistical
errors; “selection” are the systematic errors associated with the event selection; “lumi” errors contain
the experimental systematic uncertainties and the theoretical error of the luminosity cross-section;
“t-channel” are the theoretical uncertainties of the t-channel correction for e+e− → e+e−; “Ebeam”
includes the uncertainties in the LEP centre-of-mass energy and centre-of-mass energy spread; “addtl.
theory” gives the uncertainties related to the determination of the ﬁt parameters from the measured
cross-sections and asymmetries which are not included in the tables.
Without lepton With lepton Standard Model
universality universality prediction
Γinv(MeV) 494.4 ± 4.2 498.1 ± 2.6 501.64+0.26−0.93
Γee(MeV) 83.66 ± 0.20 83.977+0.058−0.206
Γµµ(MeV) 84.03 ± 0.30 83.976+0.058−0.206
Γττ (MeV) 83.94 ± 0.41 83.786+0.058−0.206
Γℓℓ(MeV) 83.82 ± 0.15 83.977+0.058−0.206
Γhad(MeV) 1748.8 ± 4.6 1745.4 ± 3.5 1741.5+1.8−5.9
Table 34: Z partial decay widths obtained from a parameter transformation from the ﬁtted model-
independent Z parameters given in Table 29. In the last column we give the values of the widths
calculated in the context of the SM assuming the parameter variations given in Equation 25.
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Γinv Γee Γµµ Γττ Γhad
Γinv 1.00 0.81 −0.40 −0.35 −0.63
Γee 0.81 1.00 −0.19 −0.15 −0.25
Γµµ −0.40 −0.19 1.00 0.33 0.64
Γττ −0.35 −0.15 0.33 1.00 0.47
Γhad −0.63 −0.25 0.64 0.47 1.00
Table 35: Error correlation matrix for the measurements of the partial widths, without assuming
lepton universality, presented in Table 34.
Γinv Γℓℓ Γhad
Γinv 1.00 0.60 −0.27
Γℓℓ 0.60 1.00 0.36
Γhad −0.27 0.36 1.00
Table 36: Error correlation matrix for the measurements of the partial widths, assuming lepton
universality, presented in Table 34.
Γexp − ΓSM (MeV) errors (MeV) Γnew95 (MeV)
mH(GeV) 150 1000 150 1000
ΓZ −0.1 7.1 ±4.1 ±2.1 9.0 14.8
Γinv −3.5 −2.6 ±2.6 ±0.2 3.4 3.7
Γhad 3.9 9.6 ±3.5 ±1.9 10.8 16.2
Γℓℓ −0.15 0.05 ±0.15 ±0.05 0.22 0.34
Γee −0.31 −0.11 ±0.20 ±0.05 0.26 0.35
Γµµ 0.05 0.25 ±0.30 ±0.05 0.63 0.78
Γττ 0.16 0.36 ±0.41 ±0.05 0.93 1.08
Table 37: Upper limits for total and partial Z widths. The second column gives the diﬀerence
between the measured width and the expected width in the SM for mH = 150 GeV, and the third
column for mH = 1000 GeV. These two results share the same errors, which are given in the fourth
column. The ﬁrst error is experimental and the second error reﬂects parametric uncertainties in the
SM input parameters αs, mt and ∆α
(5)
had as speciﬁed in Equation 25. The last two columns show the
corresponding upper limits (one-sided Bayesian limits at 95% C.L.) for new contributions, beyond the
SM. For Γℓℓ, Γinv and Γhad the experimental results with lepton universality imposed have been used.
Both experimental and theoretical uncertainties are correlated between the diﬀerent widths, therefore
the limits cannot be used simultaneously.






Table 38: The leptonic coupling parameters obtained from a parameter transformation from the
model-independent Z parameters given in Table 29. In the last column we give the value of the
parameter calculated in the context of the SM assuming the parameter variations given in Equation 25.
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Ae Aµ Aτ
Ae 1.000 −0.869 −0.777
Aµ −0.869 1.000 0.681
Aτ −0.777 0.681 1.000
Table 39: Error correlation matrix for the measurements of the leptonic coupling parameters, pre-
sented in Table 38.










Table 40: Axial-vector and vector couplings obtained from a parameter transformation from the
standard LEP parameter set given in Table 29. In the last column we give the values of the couplings
calculated in the context of the SM assuming the parameter variations given in Equation 25.
gAe gAµ gAτ gVe gVµ gVτ
gAe 1.00 −0.37 −0.29 −0.41 0.34 0.31
gAµ −0.37 1.00 0.49 0.70 −0.83 −0.54
gAτ −0.29 0.49 1.00 0.52 −0.45 −0.70
gVe −0.41 0.70 0.52 1.00 −0.87 −0.77
gVµ 0.34 −0.83 −0.45 −0.87 1.00 0.68
gVτ 0.31 −0.54 −0.70 −0.77 0.68 1.00
Table 41: Error correlation matrix for the measurements of the axial vector and vector couplings,
without assuming lepton universality, presented in Table 40.
Observable αs
Rℓ 0.132 ± 0.007+0.003−0.001
ΓZ 0.119 ± 0.008+0.017−0.004
σ0h 0.114 ± 0.010+0.002−0.001
σ0ℓ 0.127 ± 0.005+0.003−0.001
Table 42: Determination of αs from the Z resonance parameters. The central value is obtained with
the SM parameters mt, mH and ∆α
(5)
had as speciﬁed in Equation 25. The second error reﬂects the
eﬀect on αs when these are varied within the given ranges. In all cases an additional uncertainty of
±0.002 arises from QCD uncertainties on Γhad, and must be included.
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OPAL Z resonance external external
measurements alone mt = (174.3 ± 5.1)GeV mt = (174.3 ± 5.1)GeV
αs = 0.1184 ± 0.0031
mZ (GeV) 91.1851±0.0030 91.1851±0.0030 91.1852±0.0030
mt (GeV) 162±15+25−5 174.3±5.1 173.4±5.1
∆α
(5)
had (×102) 2.803±0.064−0.003+0.001 2.802±0.065 2.800±0.064
αs(m
2











χ2/d.o.f. 159.7/200 159.7/200 161.7/201
Table 43: Results of the full SM ﬁt to the measured cross-sections and asymmetries. In the second
column mH is ﬁxed to 150 GeV. The second errors show the variation for mH = 90 GeV (lower) and
mH = 1000 GeV (upper). In the remaining columns mH is determined from the data, with additional
external constraints, as indicated. In all cases the electromagnetic coupling constant ∆α
(5)
had was used
as additional ﬁt parameter with the constraint given in Equation 25.
∆σ(pb)
σeeF (pk −) 1.28
σeeF (pk 0) 1.12
σeeF (pk +) 1.20
σeeB (pk −) 0.32
σeeB (pk 0) 0.32
σeeB (pk +) 0.32
Table 44: Uncertainties in the forward (σeeF ) and backward (σ
ee
B ) electron cross-section for t-channel
plus s-t interference diagrams. The designations (pk −), (pk 0), and (pk +) refer to the energy points
respectively below, at and above the Z resonance, where the peak region is taken to lie within ±0.9
GeV of mZ.
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mZ (GeV) 91.1901 ± 0.0115 91.1866 ± 0.0031 input
ΓZ (GeV) 2.4936 ± 0.0047 2.4943 ± 0.0041 2.4949+0.0021−0.0074
rtothad 2.962 ± 0.010 2.963 ± 0.009 2.9627+0.0051−0.0173
jtothad 0.01 ± 0.650 0.2181+0.0048−0.0139
rtote 0.14122 ± 0.00085 0.14138 ± 0.00069
rtotµ 0.14205 ± 0.00061 0.14212 ± 0.00056 0.14260+0.00020−0.00070
rtotτ 0.14221 ± 0.00078 0.14229 ± 0.00074
jtote −0.085 ± 0.052 −0.076 ± 0.044
jtotµ −0.013 ± 0.042 −0.003 ± 0.030 0.0043+0.0002−0.0005
jtotτ −0.007 ± 0.045 0.003 ± 0.034
rfbe 0.00134 ± 0.00086 0.00140 ± 0.00084
rfbµ 0.00265 ± 0.00046 0.00261 ± 0.00044 0.00300+0.00013−0.00035
rfbτ 0.00238 ± 0.00059 0.00234 ± 0.00057
jfbe 0.763 ± 0.070 0.763 ± 0.070
jfbµ 0.732 ± 0.036 0.732 ± 0.036 0.7985+0.0007−0.0016
jfbτ 0.740 ± 0.042 0.740 ± 0.042
χ2/d.o.f. 146.6 / 187 146.7 / 188
Table 45: Results of the 16 and 15 parameter S-Matrix ﬁts to the measured cross-section and lepton
asymmetry data. The uncertainties on the LEP energy are included in the errors quoted. In the last
column we give the predictions of the SM assuming the parameters and variations given in Table 25.
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Parameters 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 mZ 1.000 −.441 −.428 −.964 −.578 −.357 −.281 −.537 −.709 −.658 −.252 .295 .237 .024 .002 .007
2 ΓZ −.441 1.000 .934 .466 .684 .757 .595 .232 .344 .320 .116 −.117 −.096 −.011 .043 .035
3 rtothad −.428 .934 1.000 .457 .679 .755 .594 .222 .333 .310 .117 −.110 −.090 −.013 .043 .036
4 jtothad −.964 .466 .457 1.000 .585 .377 .296 .536 .708 .657 .247 −.289 −.232 −.023 .000 −.005
5 rtote −.578 .684 .679 .585 1.000 .561 .433 .338 .431 .400 .277 −.175 −.141 −.027 .024 .017
6 rtotµ −.357 .757 .755 .377 .561 1.000 .475 .186 .359 .259 .098 −.079 −.075 −.011 .059 .028
7 rtotτ −.281 .595 .594 .296 .433 .475 1.000 .147 .218 .277 .076 −.073 −.043 −.008 .027 .074
8 jtote −.537 .232 .222 .536 .338 .186 .147 1.000 .395 .365 .130 −.161 −.129 .189 −.002 −.004
9 jtotµ −.709 .344 .333 .708 .431 .359 .218 .395 1.000 .482 .181 −.190 −.170 −.017 −.041 −.003
10 jtotτ −.658 .320 .310 .657 .400 .259 .277 .365 .482 1.000 .168 −.197 −.138 −.016 .000 −.051
11 rfbe −.252 .116 .117 .247 .277 .098 .076 .130 .181 .168 1.000 −.084 −.068 .054 −.001 −.002
12 rfbµ .295 −.117 −.110 −.289 −.175 −.079 −.073 −.161 −.190 −.197 −.084 1.000 .082 .008 .181 .004
13 rfbτ .237 −.096 −.090 −.232 −.141 −.075 −.043 −.129 −.170 −.138 −.068 .082 1.000 .006 .002 .162
14 jfbe .024 −.011 −.013 −.023 −.027 −.011 −.008 .189 −.017 −.016 .054 .008 .006 1.000 .000 .000
15 jfbµ .002 .043 .043 .000 .024 .059 .027 −.002 −.041 .000 −.001 .181 .002 .000 1.000 .002
16 jfbτ .007 .035 .036 −.005 .017 .028 .074 −.004 −.003 −.051 −.002 .004 .162 .000 .002 1.000
Table 46: Error correlation matrix for the S-Matrix ﬁt in Table 45 without assuming lepton universality, and without ﬁxing jtothad, which controls















e+e− → e+e− e+e− → µ+µ−
e+e− → τ+τ− e+e− → qq
Figure 1: Typical examples for the four event categories. These views of the four ﬁnal states measured
in this analysis all show the detector projected along the beam axis, parallel to the magnetic ﬁeld
generated by the solenoid located between CT and ECAL. The approximately radial lines within the
volume of the central tracker (CT) represent the reconstructed tracks of inonising particles. The
dark trapezoids in the volumes of the electromagnetic calorimeter (ECAL) and hadronic calorimeter
(HCAL) represent corresponding observed energy deposits. The arrows within the volume of the























































Figure 2: Two- and four-fermion diagrams.
(a) The basic fermion-pair s-channel diagram which is responsible for almost all of the ff signal.
(b) Radiative correction to (a) with a fermion pair FF in the initial state. Treated as signal.
(c) Radiative correction to (a) with a fermion pair FF in the ﬁnal state. Treated as signal.
(d) Multiperipheral (two-photon) diagram. Treated as background.
(e) Initial-state pair production in the t-channel, treated as background except for e+e− → e+e−.
(f) Final-state pair production in the t-channel, treated as background except for e+e− → e+e−.




































Figure 3: The e+e− → qq event selection. A comparison of the cut variables between data and Monte
Carlo simulation: (a) the total multiplicity, Nall, (b) the hemisphere invariant mass sum,mhemi, (c) the
visible energy, Emhcal /
√
s, (d) the energy imbalance along the beam direction, Renergybal . The points are
the data and the open histograms the e+e− → qq Monte Carlo simulation. The shaded histograms
show the background Monte Carlo prediction which is dominated in the case of (a) and (b) by
e+e− → ℓ+ℓ− and in the case of (c) and (d) by e+e− → e+e−ff. The cuts are indicated by the arrows.




































Figure 4: Distributions of the emulated cut variables for e+e− → qq events at small angles to the
x-axis, which have been processed by the acceptance hole emulation program, as described in the text.
The data (points) and the JETSET Monte Carlo events (histogram) are compared. For these plots





































0 0.2 0.4 0.6 0.8 1 1.2
Figure 5: Detector simulation study for the e+e− → qq selection. The plots show the energy spectra
(normalised to the number of tracks) for single ECAL clusters near isolated tracks for data (his-
togram), for the standard Monte Carlo simulation (closed circles) and for the corrected Monte Carlo
simulation (open circles). The upper plot is for tracks pointing into the endcaps of the electromagnetic
calorimeter. The lower plot is for tracks pointing into the barrel region. Both plots are summed over



















Figure 6: The non-resonant background evaluation for the e+e− → qq selection. The plot shows
the cross-section for events having a low visible energy, 0.10 < Emhcal /
√
s < 0.18, or a large energy
imbalance along the beam direction, 0.50 < Renergybal < 0.75, (σlow) versus the cross-section for events
having a high Emhcal /
√
s (> 0.18) and a small Renergybal (< 0.50) (σhigh). The intercept of the ﬁtted
straight line yields the non-resonant background estimate. The distributions for Emhcal /
√
s and Renergybal






















Figure 7: The separation of Monte Carlo e+e− → ℓ+ℓ− events using the energy deposited in the
electromagnetic calorimeter summed over all clusters, Etotal versus the scalar sum of the momenta of
the reconstructed tracks in the event, ptotal. Both quantities are scaled to the centre-of-mass energy√
s. The triangles show e+e− → e+e− events, the solid squares show e+e− → µ+µ− events and the































0 0.25 0.5 0.75 1
ptotal/√s
(c)
Figure 8: The e+e− → e+e− event selection.
(a) Distribution of the sum of electromagnetic energy, Etotal/
√
s, after all the other cuts have been
applied, in the angular range | cos θe− | < 0.70. The arrow indicates the selection cut used.




(c) Distribution of the scalar sum of the track momenta, ptotal/
√
s, for the events satisfying
0.7 < Etotal/
√
s < 0.8 and φacop < 0.2
◦. In each case the points are the on-peak data, the open his-
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Figure 9: The e+e− → e+e− event acceptance. Angular distributions and acollinearity distributions
from data samples at three diﬀerent centre-of-mass energies. In each case the points are the data, the
open histogram shows the Monte Carlo expectation and the shaded histogram shows the contribution




























Figure 10: Distribution of Eµvis for events passing all of the e
+e− → µ+µ− selection cuts with
the exception of Eµvis > 0.6
√
s. The 1993–1995 data are shown by the points and the histograms
indicate the Monte Carlo expectation. The shaded histograms represent the background (mainly
e+e− → τ+τ−). Figure (a) gives the distribution for all events, while (b) shows those events with




































Figure 11: Cuts used in the e+e− → τ+τ− event selection. Distributions of (a) and (b) the charged
and total multiplicity, Ntrack and Ntrack+Ncluster used to reject background from e
+e− → qq, (c) Etotal
for events with | cos θτ | < 0.7 showing the cut used to reject the background from e+e− → e+e− in this
barrel region of the detector and (d) Eτvis/
√
s showing the cut used to reject two-photon interaction
events. In all cases all other selection cuts have been applied. The points represent the 1993–1995 data
(on-peak and oﬀ-peak), the histograms show the Monte Carlo expectation and the shaded histograms
indicate the background component, predominantly e+e− → qq in (a) and (b), e+e− → e+e− in (c)
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Figure 12: Systematic checks of the e+e− → τ+τ− event selection.
Each plot corresponds to one of the control samples used to check the eﬃciency and background of
the e+e− → τ+τ− event selection. Plot a) corresponds to the sample used to assess the eﬀect of
the acollinearity cut, b) corresponds to the check of the ineﬃciency due to the cut on Eτvis in the
region | cos θτ | > 0.7, c) shows the excess of e+e− → µ+µ− background events in the region of the jet
chamber anode planes, and d) shows the distribution of Ntrack for the control sample used to assess
the e+e− → qq background. In all plots the data are shown by the points, the total Monte Carlo
expectations are shown by the histograms and the contributions from events other than e+e− → τ+τ−


































Figure 13: The distribution of the number of events of type (a) observed between adjacent events of
type (b) forms a sensitive test for the constancy of the a/b rate ratio. When the ratio truly remains
constant, the resulting distribution is a pure exponential, indicated by the line, whose logarithmic slope
depends on the event type ratio. The upper plot shows the number of e+e− → qq events observed
between adjacent luminosity events in the 1993–1995 peak data. The lower plot shows the reverse:
the number of luminosity events observed between adjacent e+e− → qq events. The tails of these
distributions are particularly sensitive to any interruption in the experimental sensitivity to events of
type (b), at the level of a few minutes in the sample of about six months of livetime shown. There

































Figure 14: The e+e− → τ+τ− distribution of polar angle. Distributions of cos θτ− for the com-
bined 1993–1995 data (points) separated into peak−2, peak and peak+2 energy points. For these
plots | cos θτ− | is determined from the average of the polar angles of the positive and negative τ cones
determined using tracks and electromagnetic clusters. The additional cuts used for the asymmetry
analysis have been applied. The Monte Carlo expectation is shown by the histogram and the back-
























Figure 15: Observed diﬀerential cross-sections as a function of cos θ for the process e+e− → µ+µ−
at the three centre-of-mass energies in the 1993–1995 data. Corrections have been applied for ineﬃ-
ciency and background. Only statistical errors are shown, bin-by-bin systematic uncertainties are not
























Figure 16: Observed diﬀerential cross-sections as a function of cos θ for the process e+e− → τ+τ−
at the three centre-of-mass energies in the 1993–1995 data. Corrections have been applied for ineﬃ-
ciency and background. Only statistical errors are shown, bin-by-bin systematic uncertainties are not





























Figure 17: Observed diﬀerential cross-sections as a function of cos θ for the process e+e− → e+e−
at the three centre-of-mass energies in the 1993–1995 data. Corrections have been applied for ineﬃ-
ciency and background. Only statistical errors are shown, bin-by-bin systematic uncertainties are not
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Figure 18: The contribution at tree level of the ﬁve terms of equation 8 (solid lines) to the diﬀerential
cross-section of e+e− → µ+µ− (dσ /dz (z = 1), z ≡ cos θ, in (pb)) as a function of √s. Plots
(a), (c) and (e) give the symmetric terms from γ, γ/Z and Z exchange respectively; (d) and (f) the
antisymmetric γ/Z and Z exchange terms. The dashed line in (c) demonstrates the eﬀect when the
imaginary parts of the couplings are taken into account. The dashed line in (e) illustrates the profound
change of the lineshape due to initial-state radiation. The dashed curve in (f) shows the γ/Z term
of (d) superposed to illustrate how rapidly it dominates the more interesting ZZ term as the energy
moves away from the peak. (b) shows the forward-backward asymmetry which results from the γ/Z
(solid) and ZZ (dashed) terms when the cross-sections are integrated over −1 < cos θ < +1. The
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Figure 19: Comparison of the results from the C-parameter ﬁt with the SM prediction as a function
of Higgs mass mH. The vertical bands indicate the ﬁt results and their horizontal widths correspond
to one standard deviation error intervals. The shaded area shows (linearly) the variation of the SM
prediction for mt, αs, and ∆α
(5)
had in the indicated ranges. These parameters are insensitive to αs, and


































mt=175±5 GeV αs =0.119±0.002 ∆αh(5) =0.02804±0.00065
Figure 20: Comparison of the results of the 5-parameter model-independent ﬁt with the SM prediction
as a function of Higgs mass mH. The vertical bands indicate the ﬁt results and their horizontal widths
correspond to one standard deviation error intervals. The shaded area shows (linearly) the variation
of the SM prediction for mt, αs, and ∆α
(5)








































































































































91.2 91.3 92.9 93 93.1
Figure 21: The measured cross-sections for hadronic and leptonic ﬁnal states as a function of centre-of-
mass energy. The errors shown are statistical only. The solid line is the result of the 9-parameter model-
independent ﬁt to the combined leptonic and hadronic data (without assuming lepton universality)
described in Section 11.2. The lower plots show the residuals to the ﬁt. For the electrons, the dashed
























































































91.2 91.3 92.9 93 93.1
Figure 22: The measured forward-backward asymmetry in leptonic ﬁnal states as a function of
centre-of-mass energy. The errors shown are statistical only. The solid line is the result of the
9-parameter model-independent ﬁt to the combined leptonic and hadronic data (without assuming






















Figure 23: Contours of 68% probability in the A0,ℓFB –Rℓ plane for each of the three lepton species
(dotted, dashed). The solid contour results from a ﬁt assuming lepton universality. In this plot, the
results for the τ are corrected for the mass eﬀect so that a direct comparison with other lepton species
is possible. The SM prediction with αs, mt, mH and ∆α
(5)
had as speciﬁed in Equation 25 is also shown
as the intersection of the three arrows. The arrows indicate the range of the variation when αs, mt
























Figure 24: Contours of 68% probability in the gVℓ – gAℓ plane for each of the three lepton species
(dotted, dashed). The solid contour results from a ﬁt assuming lepton universality and is also shown
enlarged in the inset ﬁgure. Here, the band indicates the SM prediction when mt and mH are varied













































Figure 25: Comparison of Z resonance parameters with the SM prediction as a function of αs. The
vertical bands indicate the ﬁt results and their horizontal widths correspond to one standard deviation
error intervals. The hatched area shows (linearly) the variation of the SM prediction when mt, mH
and ∆α
(5)
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Figure 26: Contours of 68% probability in the αs –mH plane with mt constrained to
174.3 ± 5.1 GeV [63]. The undashed contour is obtained from the SM ﬁt to cross-sections and asym-
metries. For the dashed contour the ﬁt was made on the results of the 9-parameter model-independent
ﬁt. The small circle and the star give the central values for the two ﬁts, respectively. In both cases
a numerical evaluation of the 68% C.L. contour was performed which accounts for asymmetric or
non-parabolic parameter dependencies (MINUIT contour [62]).
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