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Abstract
The essential support of the symbol of a semiclassical pseudodif-
ferential operator is characterized by semiclassical wavefront sets of
distributions. The proof employs a coherent state whose center in
phase space is dependent on Planck’s constant.
1 Introduction
In microlocal analysis, it is well known that the wavefront set WF(A) of a
pseudodifferential operator A is characterized as follows;
WF(A) =
⋃
u
WF(Au)
where u ranges over all distributions with compact support (Ho¨rmander [6,
Corollary 28.1.26]). Although an extension to the semiclassical setting is
stated in Zworski [9, Theorem 8.1.6], (which is our Corollary 1 with δ = 0),
the proof seems to require a more precise argument. The extension to the
semiclassical setting claims that the semiclassical wavefront set WFh(A) of
a semiclassical pseudodifferential operator A is characterized as follows;
WFh(A) =
⋃
u
WFh(Au)
where u ranges over all families u = {u(h)}0<h<h0 ⊆ L2(Rn) which are
bounded with respect to h. While the proof in [9] of the inclusion
WFh(A) ⊆
⋃
u
WFh(Au)
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simply indicates the use of the coherent state, it is possible that (x0, ξ0) 6∈
WFh(Aφx0,ξ0,h) even if (x0, ξ0) ∈WFh(A), where φx0,ξ0,h is the coherent state
centered at (x0, ξ0) (see Section 3). This shows the difficulty of the problem
and the proof requires a more detailed argument than that in [9]. In this
note, we give a complete proof of this result using the coherent state whose
center is dependent on the semiclassical parameter.
For any 0 6≡ φ ∈ S (Rn) (the space of Schwartz functions), we define the
corresponding coherent state φx0,ξ0,h ∈ S (Rn) centered at (x0, ξ0) ∈ T ∗Rn
by
φx0,ξ0,h(x) = h
−n
4 φ
(
x− x0
h
1
2
)
ei〈x,ξ0〉/h.
We next recall the basic properties of the semiclassical wavefront set fol-
lowing Zworski [9, Chapter 8] (see also [1], [2], [3], [4], [5], [7]). The symbol
class Sδ with δ ≥ 0 is defined as
Sδ = {a(x, ξ; h) ∈ C∞(T ∗Rn)| |∂αx∂βξ a(x, ξ; h)| ≤ Cα,βh−δ(|α|+|β|)}.
We set S = S0. A semiclassical pseudodifferential operator with symbol
a ∈ Sδ is defined as
Opt,h(a)u(x) = (2pih)
−n
∫∫
a(tx+ (1− t)y, ξ; h)ei〈x−y,ξ〉/hu(y)dydξ
where t ∈ [0, 1] is the quantization parameter. We note that
Op1,h(a)u(x) = F−1h (a(x, ξ; h)Fhu(ξ))(x),
Op0,h(a)u(x) = F−1h (Fh(a(y, ξ; h)u(y))(ξ))(x),
where Fh is the semiclassical Fourier transform with the convention
Fhu(ξ) = (2pih)−n2
∫
u(x)e−i〈x,ξ〉/hdx.
For a ∈ Sδ with 0 ≤ δ < 12 , we say that (x0, ξ0) 6∈ ess-supp(a) ⊆
T ∗Rn if and only if there exists an open neighborhood U of (x0, ξ0) such
that a = OC∞(U)(h∞). The semiclassical wavefront set WFh(A) of a semi-
classical pseudodifferential operator A = Opt,h(a) is defined as WFh(A) =
ess-supp(a). It is well known that if Opt,h(a) = Ops,h(b), then b(x, ξ; h) ∼∑∞
j=0
1
j!
(i(s− t)h〈Dx, Dξ〉)j a(x, ξ; h). Thus ess-supp(a) = ess-supp(b) and
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the definition of the semiclassical wavefront set WFh(A) is independent of
the quantization parameter t ∈ [0, 1] if δ ∈ [0, 1
2
).
We next recall the definition of the semiclassical wavefront set WFh(u) ⊆
T ∗Rn of a family of distributions u = {u(h)}0<h<h0. For simplicity, we assume
that ‖u(h)‖L2 ≤ C for some constant C. We say that (x0, ξ0) 6∈ WFh(u) if
and only if there exists a symbol a ∈ S with infh |a(x0, ξ0; h)| > 0 such
that Opt,h(a)u = OL2(h∞). Note that this definition is independent of the
quantization parameter t ∈ [0, 1] since Opt,h(a) = Ops,h(b) with a − b =
OS(h). It is known (see Zworski [9, Theorem 8.1.5]) that
WFh(Au) ⊆WFh(A) ∩WFh(u)
if the symbol of A is in Sδ, (0 ≤ δ < 12), which proves the inclusion ⊇ in
Corollary 1.
Our main theorem is the following:
Theorem 1. Suppose that a ∈ Sδ, (0 ≤ δ < 12), and (x0, ξ0) ∈ ess-supp(a).
Then there exists (xh, ξh) ∈ T ∗Rn such that (x0, ξ0) ∈ WFh(Op1,h(a)φxh,ξh,h)
for every φ ∈ S (Rn) whose Fourier transform is nonnegative and has com-
pact support.
This leads to a characterization of the semiclassical wavefront set of a
semiclassical pseudodifferential operator:
Corollary 1. For a semiclassical pseudodifferential operator A whose symbol
is in Sδ, (0 ≤ δ < 12),
WFh(A) =
⋃
u
WFh(Au)
where u ranges over all families u = {u(h)}0<h<h0 ⊆ L2(Rn) which are
bounded with respect to h.
Remark 1. The semiclassical wavefront set WFh in this paper coincides with
the finite part of the semiclassical wavefront set WFfh in [1], [3].
Remark 2. Theorem 1 is not true in general if we set (xh, ξh) = (x0, ξ0)
even if the symbol has an asymptotic expansion of the form a(x, ξ; h) ∼∑∞
j=0 h
jaj(x, ξ) (see Section 3). In the proof of Theorem 1, we choose (xh, ξh)
carefully.
In the Appendix, we give a lower bound on WFh(b(x)e
i
h
φ(x)) assuming no
condition on b or φ whose proof is close to that of Theorem 1.
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2 Coherent State
In this section, we recall the basic properties of the coherent state. The
semiclassical Fourier transform is given by
Fhφx0,ξ0,h(ξ) = h−
n
4 ei〈x0,ξ0〉/hφˆ
(ξ − ξ0
h
1
2
)
e−i〈x0,ξ〉/h.
Proposition 1. Let a ∈ S, φ ∈ S (Rn) and r0 > 0. Then
Opt,h(a)φx0,ξ0,h = OL2(h∞)
uniformly for (x0, ξ0) ∈ T ∗Rn with dist((x0, ξ0), suppa) > r0.
Proof. Since dist((x0, ξ0), suppa) > r0, we can take χ ∈ C∞c (Rn) which equals
to 1 near 0 and b, c ∈ S such that a = b+ c and suppχ(x− x0) ∩ suppb = ∅,
suppχ(ξ − ξ0) ∩ suppc = ∅. The standard semiclassical calculus implies
Opt,h(b)χ(x−x0) = OL2→L2(h∞) and Opt,h(c)χ(hD−ξ0) = OL2→L2(h∞). We
also have (1 − χ(x − x0))φx0,ξ0,h = OL2(h∞) and (1 − χ(hD − ξ0))φx0,ξ0,h =
OL2(h∞) since φ ∈ S (Rn) and χ = 1 near 0. These complete the proof since
Opt,h(a)φx0,ξ0,h = Opt,h(b)χ(x− x0)φx0,ξ0,h +Opt,h(b)(1− χ(x− x0))φx0,ξ0,h
+Opt,h(c)χ(hD − ξ0)φx0,ξ0,h +Opt,h(c)(1− χ(hD − ξ0))φx0,ξ0,h.
Corollary 2. Suppose that (x0, ξ0) 6∈ WFh(u), where u = OL2(1). Then
there exists a neighborhood V of (x0, ξ0) such that
(u, ψxh,ξh,h)L2 = O(h∞)
for any ψ ∈ S and (xh, ξh) ∈ V .
Proof. By the definition of WFh(u), there exists a symbol a ∈ S with
infh |a(x0, ξ0; h)| > 0 such that Opt,h(a)u = OL2(h∞). The standard sym-
bol calculus implies that there exists b ∈ S such that
Opt,h(b)Opt,h(a) = Opt,h(χ) +OL2→L2(h∞),
where 0 ≤ χ ∈ C∞c (T ∗Rn) is h-independent and equals to 1 near (x0, ξ0). We
note that
(u, ψxh,ξh,h)L2 = (u,Op1−t,h(1− χ)ψxh,ξh,h)L2 + (Opt,h(χ)u, ψxh,ξh,h)L2.
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Proposition 1 implies Op1−t,h(1 − χ)ψxh,ξh,h = OL2(h∞) if (xh, ξh) is suffi-
ciently close to (x0, ξ0). We also have Opt,h(χ)u = OL2(h∞) since Opt,h(a)u =
OL2(h∞). These complete the proof.
Remark 3. Corollary 2 is often stated when ψ is Gaussian (see [2, Proposition
22]) and closely related to the FBI transform (see [9, Theorem 13.14]). We
use Corollary 2 for ψ ∈ C∞c (Rn).
3 Counter Examples
Using Corollary 2 it is easy to verify that WFh(φx0,ξ0,h) = {(x0, ξ0)} for every
φ ∈ S (Rn). However, (x0, ξ0) ∈ WFh(A) does not imply WFh(Aφx0,ξ0,h) =
{(x0, ξ0)}, which suggests that the proof of Corollary 1 requires a precise
argument. Here is an intuitive counter example;
Example 1. Take h-independent a0 ∈ S such that (0, 0) ∈ suppa0 and
a0(x, ξ) = 0 if x1 < 0. If we set a(x, ξ; h) = a0(x1 − h 14 , x2, . . . , xn, ξ), it is
obvious that a ∈ S and (0, 0) ∈ ess-supp(a). We have ‖φ0,0,h‖L2({x1≥ 12h 14 }) =O(h∞) since φ ∈ S (Rn). Thus ‖Opt,h(a)φ0,0,h‖L2 = O(h∞) and hence
(0, 0) 6∈WFh(Opt,h(a)φ0,0,h).
One can also find a counter example a which has an asymptotic expansion
of the form a(x, ξ; h) ∼∑∞j=0 hjaj(x, ξ);
Example 2. Take h-independent aj ∈ S such that (0, 0) 6∈ suppaj and
lim
j→∞
dist((0, 0), suppaj) = 0.
By Borel’s theorem, we can take a ∈ S such that a(x, ξ; h) ∼∑∞j=0 hjaj(x, ξ).
Then (0, 0) ∈ ess-supp(a). On the other hand, ‖Opt,h(a)φ0,0,h‖L2 = O(h∞)
since ‖Opt,h(aj)φ0,0,h‖L2 = O(h∞) for any j by Proposition 1. Thus (0, 0) 6∈
WFh(Opt,h(a)φ0,0,h).
4 Proof of Theorem 1
Proposition 2. Suppose a ∈ Sδ, δ ≥ 0 and ‖a‖L∞ = O(hα), α ≥ 0. Then,
‖hδ∂a‖L∞ = O(hα(1−ε)) for any ε > 0.
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If we apply Proposition 2 to the derivatives of a, we learn
Corollary 3. Under the assumption of Proposition 2, a = OSδ(hα(1−ε)) for
any ε > 0.
Remark 4. By considering a(hδx, hδξ) ∈ S, Proposition 2 is reduced to the
case of δ = 0 , which is a consequence of Kolmogorov’s general theorem from
[8, Section 6]. We give a proof of Proposition 2 for the sake of completeness.
Proof of Proposition 2. Recall the well known gradient estimate (for example
[9, Lemma 4.31]), ‖∂f‖L∞ ≤ C‖f‖
1
2
L∞‖∂2f‖
1
2
L∞ for any bounded f ∈ C∞(Rn).
We assume that Proposition 2 is proved for ε = εn (ε0 = 1). If we apply
Proposition 2 for ε = εn to h
δ∂a ∈ Sδ with ‖hδ∂a‖L∞ = O(hα(1−εn)), we
obtain ‖h2δ∂2a‖L∞ = O(hα(1−εn)2). We apply the gradient estimate to a
and obtain ‖hδ∂a‖L∞ = O(h 12α+ 12α(1−εn)2). Thus Proposition 2 is proved
for ε = εn+1 with 1 − εn+1 = 12 + 12(1 − εn)2. It is then easy to see that
limn→∞ εn = 0.
Proof of Theorem 1. We assume a ∈ Sδ, δ ∈ [0, 12) and (0, 0) ∈ ess-supp(a).
This means by definition that a 6= OC∞(B(r))(h∞) for any r > 0, if we denote
B(r) = {(x, ξ) ∈ T ∗Rn| |x|2 + |ξ|2 < r2}. In fact, this is equivalent to saying
that a 6= OL∞(B(r))(h∞) for any r > 0. To see this, take χ ∈ C∞c (B(r)) such
that χ = 1 on B( r
2
). If a = OL∞(B(r))(h∞), then aχ ∈ Sδ and ‖aχ‖L∞ =
O(h∞). The gradient estimate applied to the derivatives of aχ implies aχ =
OC∞(h∞). Thus a = OC∞(B( r
2
))(h
∞), which is a contradiction.
Set α(r) = sup{α|a = OL∞(B(r))(hα)}. This is finite by the above remark.
Since α(r) is monotone, we can take r1 > r2 > · · · → 0 such that α(r) is
continuous at r = rj for j = 1, 2, . . . . Set αj = α(rj).
In the following, we fix ε > 0 so that ε < 1
2
(1
2
− δ). We first give an upper
bound on the first derivatives.
Lemma 1. For any j = 1, 2, . . . , there exists s > 0 such that
‖hδ∂a‖L∞(B(rj+s)) = O(hαj−ε).
Proof. This follows from Proposition 2, the continuity of α(r) at r = rj and
the cut off argument as above.
We next choose the center (xh, ξh) of our coherent state.
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Lemma 2. There exists {(xh, ξh)} ⊆ T ∗Rn such that for every j ≥ 1 there
exists a sequence h1, h2 · · · → 0 which satisfies {(xhk , ξhk)}∞k=1 ⊆ B(rj) and
|a(xhk , ξhk ; hk)| ≥ hαj+εk , k = 1, 2, . . . .
Proof. We can take 0 < h1 < 1 and (x1, ξ1) ∈ B(r1) such that
|a(x1, ξ1; h1)| ≥ hα1+ε1
by the definition of α(r). We can take 0 < h2 < h1 and (x2, ξ2) ∈ B(r2) such
that
|a(x2, ξ2; h2)| ≥ hα2+ε2 .
by the same reason. We next choose similarly 0 < h5 < h4 < h3 <
min{h2, 2−1} and (x3, ξ3) ∈ B(r1), (x4, ξ4) ∈ B(r2), (x5, ξ5) ∈ B(r3) such
that
|a(x3, ξ3; h3)| ≥ hα1+ε3 , |a(x4, ξ4; h4)| ≥ hα2+ε4 , |a(x5, ξ5; h5)| ≥ hα3+ε5 .
We next choose similarly 0 < h9 < h8 < h7 < h6 < min{h5, 3−1} and
(x6, ξ6) ∈ B(r1), (x7, ξ7) ∈ B(r2), (x8, ξ8) ∈ B(r3), (x9, ξ9) ∈ B(r4) which
satisfy similar estimates. We repeat this process and obtain a sequence h1 >
h2 > · · · → 0. We set (xh, ξh) = (xj , ξj) if h = hj and otherwise (xh, ξh) =
(0, 0). Then Lemma 2 is easily verified.
Take 0 6≡ φ ∈ S (Rn) such that the Fourier transform φˆ = F1φ is nonneg-
ative and of compact support. We now prove (0, 0) ∈WFh(Op1,h(a)φxh,ξh,h).
Assume on the contrary that (0, 0) 6∈ WFh(Op1,h(a)φxh,ξh,h). We take j ≥ 1
such that B(rj) ⊂ V (V is that in Corollary 2). By Lemma 2, we can
take a sequence h1, h2 · · · → 0 which satisfies {(xhk , ξhk)}∞k=1 ⊆ B(rj) and
|a(xhk , ξhk ; hk)| ≥ hαj+εk . We take 0 ≤ ψ ∈ C∞c (Rn) such that ψ(0) = 1.
Then Corollary 2 implies
(Op1,h(a)φxhk ,ξhk ,h, ψxhk ,ξhk ,h)L2
= (2pi)−
n
2 h−nk
∫∫
ψ
(x− xhk
h
1
2
k
)
a(x, ξ; hk)e
i〈x−xhk ,ξ−ξhk〉/hk φˆ
(ξ − ξhk
h
1
2
k
)
dξdx
= (2pi)−
n
2
∫∫
a(xhk + h
1
2
k x, ξhk + h
1
2
k ξ; hk)ψ(x)φˆ(ξ)e
i〈x,ξ〉dxdξ
= O(h∞k ).
To estimate this integral from below, we recall the following inequality.
7
Lemma 3. If a function f takes its values in the sector Sθ0,θ = {z ∈
C|| arg z − θ0| ≤ θ} with 0 ≤ θ < pi2 , then∣∣∣∣
∫
fdx
∣∣∣∣ ≥ cos θ
∫
|f |dx.
Proof. By considering e−iθ0f , we may assume θ0 = 0. Then we have Ref ≥
cos θ|f | and thus∣∣∣∣
∫
fdx
∣∣∣∣ ≥ Re
∫
fdx =
∫
Refdx ≥ cos θ
∫
|f |dx.
Lemma 1 implies that for (x, ξ) ∈ supp(ψ(x)φˆ(ξ))
|a(xhk + h
1
2
k x, ξhk + h
1
2
k ξ; hk)− a(xhk , ξhk ; hk)|
= |h
1
2
k
∫ 1
0
((x · ∂x + ξ · ∂ξ)a)(xhk + th
1
2
k x, ξhk + th
1
2
k ξ; hk)dt|
. h
1
2
k h
αj−ε−δ
k
since supp(ψ(x)φˆ(ξ)) is compact and thus (xhk+th
1
2
k x, ξhk+th
1
2
k ξ) ∈ B(rj+s)
for large k (s is that in Lemma 1). We recall that |a(xhk , ξhk ; hk)| ≥ hαj+εk .
We also recall that ε < 1
2
(1
2
− δ) and thus we have 1
2
+ αj − ε− δ > αj + ε.
These imply that
∣∣∣∣∣
a(xhk + h
1
2
k x, ξhk + h
1
2
k ξ; hk)− a(xhk , ξhk ; hk)
a(xhk , ξhk ; hk)
∣∣∣∣∣ ≤
1
2
for large k. Thus we have
|a(xhk + h
1
2
k x, ξhk + h
1
2
k ξ; hk)| ≥
1
2
h
αj+ε
k
and ∣∣∣∣∣arg
a(xhk + h
1
2
k x, ξhk + h
1
2
k ξ; hk)
a(xhk , ξhk ; hk)
∣∣∣∣∣ ≤
pi
6
on the support of ψ(x)φˆ(ξ). Moreover, if we take suppψ sufficiently small,
| arg ei〈x,ξ〉| ≤ pi
6
on the support of ψ(x)φˆ(ξ) since φˆ has compact support.
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Thus the integrand a(xhk + h
1
2
k x, ξhk + h
1
2
k ξ; hk)ψ(x)φˆ(ξ)e
i〈x,ξ〉 takes its values
in the sector {z ∈ C|| arg z − arg a(xhk , ξhk ; hk)| ≤ pi3} and Lemma 3 implies
|
∫∫
a(xhk + h
1
2
k x, ξhk + h
1
2
k ξ; hk)ψ(x)φˆ(ξ)e
i〈x,ξ〉dxdξ|
≥ 1
2
∫∫
|a(xhk + h
1
2
k x, ξhk + h
1
2
k ξ; hk)ψ(x)φˆ(ξ)e
i〈x,ξ〉|dxdξ
≥ 1
4
∫∫
h
αj+ε
k ψ(x)φˆ(ξ)dxdξ
& h
αj+ε
k .
which is a contradiction.
Appendix
The following lower bound on WFh(b(x)e
i
h
φ(x)) with no condition on b or φ
may be new and its proof is similar to that of Theorem 1.
Proposition 3. Let b, φ ∈ C∞c (Rn) be h-independent and Imφ ≥ 0. Then,
(1). WFh(b(x)e
i
h
φ(x)) ⊆ {(x, ∂φ(x))|x ∈ suppb, Imφ(x) = 0}.
(2). {(x, ∂φ(x))|b(x) 6= 0, Imφ(x) = 0} ⊆WFh(b(x)e ihφ(x)).
Remark 5. We note that ∂φ(x) is real if Imφ(x) = 0, since Imφ ≥ 0 every-
where and thus ∂Imφ(x) = 0.
Corollary 4. If φ is real valued,
WFh(b(x)e
i
h
φ(x)) = {(x, ∂φ(x))|x ∈ suppb}.
Remark 6. Both inclusions in Proposition 3 may be strict for a complex val-
ued φ. For (1), we take φ(x) = ix2 and b(x) = e−
1
x2 near 0. Then (0, 0) be-
longs to the right hand side of (1). On the other hand, b(x)e
i
h
φ(x) = OL2(h∞)
near 0 and thus (0, 0) 6∈ WFh(b(x)e ihφ(x)) since e−
1
x2 e−
x2
h ≤ e−2
√
1
x2
·x
2
h =
e−2
√
1
h .
For (2), we take φ(x) = ix2 and b(x) = x2 near 0. Then (0, 0) does not
belong to the left hand side of (2). On the other hand, corollary 2 implies
(0, 0) ∈ WFh(b(x)e ihφ(x)) since (x2e−x
2
h , ψ0,0,h)L2 = h
n
4
+1
∫
x2e−x
2
ψ(x)dx 6=
O(h∞) for 0 ≤ ψ ∈ C∞c (Rn).
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Proof of Proposition 3. We set u(x) = b(x)e
i
h
φ(x).
(1). The upper bound is easy. Take any (x0, ξ0) from the complement of
the right hand side of (1). If x0 6∈ suppb, or Imφ(x0) 6= 0, then (x0, ξ0) 6∈
WFh(u) since u is O(h∞) near x0. If ξ0 6= ∂φ(x0), we see that (x0, ξ0) 6∈
WFh(u) using the differential operator L =
hDx
ξ−∂φ(x)
, which is well defined
near (x0, ξ0), and the integration by parts argument.
(2). Note that WFh(u) is closed. Suppose that b(x0) 6= 0 and Imφ(x0) =
0. We now show (x0, ∂φ(x0)) ∈ WFh(u). We may assume that x0 = 0 ,
φ(x0) = 0 and ∂φ(x0) = 0. Then Taylor’s theorem implies that
0 ≤ Imφ(x) ≤ C|x|2, |Reφ(x)| ≤ C|x|2
near 0. We take ψ ∈ C∞c (Rn) such that ψ ≥ 0 and ψ(0) = 1. If we take
suppψ sufficiently close to 0,
|Reφ(x)| ≤ C|x|2 ≤ pi
6
, | arg b(x)/b(0)| ≤ pi
6
on the support of ψ. If (0, 0) 6∈WFh(u), Corollary 2 implies that
(u, ψ0,0,h)L2 = h
−n
4
∫
ψ(h−
1
2x)b(x)eiφ(x)/hdx
= h
n
4
∫
ψ(x)b(h
1
2x)eiφ(h
1
2 x)/hdx = O(h∞).
Since | arg b(h 12x)/b(0)| ≤ pi
6
and
|Reφ(h 12x)/h| ≤ C|h 12x|2/h = C|x|2 ≤ pi
6
on the support of ψ, the integrand ψ(x)b(h
1
2x)eiφ(h
1
2 x)/h takes its values in
the sector {z ∈ C|| arg z − arg b(0)| ≤ pi
3
} and Lemma 3 implies
|
∫
ψ(x)b(h
1
2x)eiφ(h
1
2 x)/hdx| ≥ 1
2
∫
ψ(x)|b(h 12x)|e−Imφ(h
1
2 x)/hdx.
Since we also have 0 ≤ Imφ(h 12x)/h . 1 as in the case of the real part, we
obtain by Fatou’s lemma,
lim inf
h→0
∫
ψ(x)|b(h 12x)|e−Imφ(h
1
2 x)/hdx &
∫
ψ(x)|b(0)|dx > 0
which is a contradiction.
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