We study an online problem in which a set of mobile resources or centers have to be moved in order to optimally serve a set of demands. There is a set of n nodes and a set of k resources that are placed at some of the nodes. Each node can potentially host several resources and the resources can be moved between the nodes. At the nodes, demands arrive in an online fashion, and the cost for serving the demands is a function of the number of demands and resources at the different nodes. An online algorithm has to move resources in order to keep the service cost low, however as moving resources is expensive, the objective of an online algorithm is to minimize the total number of movements.
Introduction
Some of the most fundamental combinatorial optimization problems are of the following general type. There is a set V of nodes or sites and there is a set of demands or requests such that each demand is placed at some node in V . Further, there is a (possibly limited) set of resources or centers that have to be activated or placed at some nodes in V in order to serve the demands. Classic examples, e.g., include facility location and k-median [3, 5, 9, 15, 17] In the present paper, we consider the following online problem of the above type. There is a set V of n nodes and there are k resources, where each resource has to be placed at one of the nodes. Further, there are demands that arrive at the nodes in an online fashion. We assume that any node can potentially host an arbitrary number of resources. Formally, the cost for serving the demands at each node v is given by a general cost function that depends on v, on the number of demands at node v, as well as on the number of resources placed at v. Generally, the more demands there are at some nodes, the more it costs to serve these demands. Further, if we place more resources at a given node, the cost for serving the demands at this node becomes smaller. A somewhat similar type of cost function has also been studied in the context of facility location in [16] . In [16] , it is assumed that the cost of a facility increases as a function of the demands it needs to serve.
As the demands arrive one by one, we study online algorithms that possibly have to react whenever a new demand arrives. We assume that the resources are movable and the objective of an algorithm is to move around some of the resources in order to keep the overall service cost low. As moving a resource is an expensive operation, we need to keep the number of movements as small as possible. An online algorithm has to be competitive with an optimal offline algorithm that can wait until all demands have arrived and just perform all the necessary resource movements at the very end.
We believe that the abstract problem studied in this paper might have applications in cases where resources are relatively large entities such that while they can be moved, doing this is a relatively costly operation, irrespective of, e.g., between which nodes a movement occurs. Think for example of a company that has several project teams. Moving a whole team to a new location is expensive, however depending on where new customers arrive, it might still be desirable to do. The cost for serving the customers at as certain location clearly depends (in a possibly non-linear way) on the number of project teams and on the number of customers at the location. Alternatively think of a distributed service that is offered on a large network such as the Internet. To offer the service, a provider might have a budget to place k servers at some nodes in the network. The best placement of servers depends on the distribution of the users of the distributed service and as the set of users might grow (or even change arbitrarily) over time, from time to time, we might have to move some of the servers, even though migrating a whole server might be a relatively costly thing to do.
In Section 4.1 we give a deterministic online algorithm that guarantees to bound the movement cost while keeping the overall service cost close to optimal at all times. More specifically, we fix two parameters α ≥ 1 and β ≥ 0 and we require that given α and β, an algorithm has to guarantee that at all times, the overall service cost of the online algorithm is within a multiplicative factor α and an additive term β of the current optimal service cost. We show that for α = 1, if β = Ω(k), the number of movements of our online algorithm by time t is at most S * t + O(k log k), where S * t denotes the optimal service cost at time t. For α > 1, we show that for any β ≥ 0, the movement cost of our algorithm is at mostÕ(k log S * t ), where thẽ O notation hides logarithmic factors in k and some model parameters. In addition, in Section 5, we prove a lower bound, which shows that both these bounds are best possible up to at most a logarithmic factor. For a formal and more general statement of the contributions of the present paper, we refer to Section 3. Related Work: The most closely related of the classic problems are the facility location and the k-median problems. 1 Both problems have been widely studied in both computer science and operations research [3, 5, 6, 9, 15, 17] . When studying facility location, usually the position of the facilities is fixed. A variant where facilities are movable has been introduced as the mobile facility location in [7, 14] as a generalization of the standard k-median and facility location problems. The problem falls into a larger class of movement problems, which were introduced by Demaine et al. in [7] . In [1, 14] , mobile facility location is modeled in such a way that the algorithm moves each facility and client to a point where in the final configuration, each client is at a node with some facility. The goal is to minimize the total movement cost of facilities and clients. We hope that our paper is also useful as a first step towards analyzing the movement cost of the online version of the mobile facility location problem. Ahmadian et al. [1] recently presented a (3+ǫ)-factor approximation algorithm, matching the best-known approximation factor for the k-median problem [3] . An approximation-preserving reduction in [14] also shows that the mobile facility location indeed generalizes the k-median problem.
There exist various natural models in which the locations of demands are not known in advance, and a solution must be built or maintained gradually over time without any knowledge about future demands. The first algorithm for online facility location was introduced by Meyerson [20] . The paper presents a randomized algorithm with a competitive ratio of O(log n). Fotakis observed that with a simple modification of the same argument, the competitive ratio can be improved to O log n log log n [12] . The paper also gives a 1 Note that there are some significant differences between the problem studied in this paper on the one hand and facility location and k-median on the other hand. In facility location and k-median, having some distance function between nodes and facilities/centers is central. In our problem, service and also movement cost do not depend on any distances. However, unlike classically in facility location or k-center, we model the service cost by a general (possibly non-linear) cost function. deterministic algorithm with the same competitive ratio and this is shown to be optimal. Further, an online algorithm that is computationally more efficient has been presented in [2] .
Another online type of the problem, known as incremental facility location (and also k-median), is studied in [10] . In this variant of the problem, it is possible to close open facilities and assign all their demands to another open facility. Incremental algorithms were introduced in the context of clustering applications where merging clusters is quite natural [6] . A relaxed variant of incremental facility location is presented in [8] (also see [11] ). In this variant, similarly as in our problem, the facilities can be moved to reduce the overall cost. However unlike in our paper, in [8] , moving a facility is for free.
For a broader discussion of models and results on online and incremental facility location problems, we refer to the recent detailed survey in [13] .
Finally, a classic online algorithm where one has to serve a set of online requests while trying to minimize the movement cost of the resources is the k-server problem [4, 18, 19] . While in our model all past requests have to be permanently served, in the k-server problem, each request only has to be served once when it arrives by moving some resource to the location of the request. Hence, the goal of the k-server problem is to minimize the total movement cost 2 needed to serve all requests. In our case, we at all times need to keep both the current service cost for serving all present request, as well as the overall movement cost as low as possible.
Problem Statement
We are given a set V of n nodes and there is a set of k resources. Further, there are demands 1, 2, . . . that arrive one at a time. We assume that at time t ≥ 1, demand t arrives at node v(t) ∈ V . For a node v ∈ V , let d v,t be the number of demands at node v after t demands have arrived, i.e., d v,t := | {i ≤ t : v(i) = v} |. In order to keep the overall service cost small, an algorithm can move the resources between the nodes (if necessary, for answering one new demand, we allow an algorithm to also move more than one resource). However throughout the execution, each of the k resources is always placed at one of the nodes v ∈ V . We define a feasible solution for an algorithm by integers f v ∈ N 0 for each v ∈ V such that v∈V f v = k. We describe such a feasible solution by a set F of pairs as follows:
We use F 0 to denote the initial configuration of the k resources. Further, for a given (deterministic) algorithm A, for any m ≥ 1, we let 
Service cost:
We implicitly assume that if a node v has some resources, all demands at v are served by these resources (this also implies that the "assignment" of demands to resources can change over time). Depending on the number of resources and the number of demands at a node v ∈ V , the algorithm has to pay some service cost to serve the demands located at v. This service cost of node v is defined by a service cost function σ v such that σ v (x, y) ≥ 0 is the cost for serving y demands if there are x resources at node v. For convenience, for t ≥ 1, we also define σ v,t (x) := σ v (x, d v,t ) to be the service cost with x resources at node v at time t. For a feasible solution F = {(v, f v ) : v ∈ V }, we denote the total service cost at time t by S t (F ):
For a given (deterministic) online algorithm A, we denote the (feasible) solution at time t by F A (t), where
denotes the number of resources at node v at time t (after A has reacted to the first t demands and immediately before demand t + 1 arrives). The total service cost S A t of an algorithm A at time t (i.e., after t demands) can then be written as
Movement cost: In addition, we define the movement cost M A t of an algorithm A to be the total number of resource movements by time t. Generally, for two feasible solutions,
we define a distance χ(F, F ′ ) between the two solutions as follows:
The distance χ(F, F ′ ) is equal to the number of movements that are needed to get from configuration F to F ′ (or vice versa). Based on the definition of χ, we can also express the movement cost of an algorithm A as
Total cost: Our objective is to minimize the overall cost of the online algorithm, that is, we aim to keep S A t + M A t as small as possible. To achieve this, our online algorithm keeps the service cost S A t within predefined bounds it and simultaneously tries to minimize the movement cost M A t . Optimal offline cost: An offline algorithm knows the set of demands in advance and can therefore move the resources after all demands have arrived. As a consequence, while the optimal service cost is potentially unbounded, the movement cost of an offline solution is at most k. In Appendix A, we show that the movement cost of an offline algorithm can also be accounted for by appropriately adjusting the service cost function σ. Formally, we therefore only charge an offline algorithm for its service cost. Let F * (t) be the set of optimal solutions at time t (i.e., if the set of demands consists of exactly the first t demands). We use S * t to denote the optimal offline service cost at time t. We therefore have
Service cost function properties: In order for the competitive analysis to work, the service cost function σ has to satisfy a number of natural properties. First of all, for every v ∈ V , σ v (x, y) has to be monotonically decreasing in the number of resources x that are placed at node v and monotonically increasing in the number of demands y at v.
Further, the effect of adding additional resources to a node v should become smaller with the number of resources and it should not decrease if the number of demands gets larger. Therefore, for all v ∈ V and all x, y ∈ N 0 , we have
Finally, we define two constants characterizing the properties of the service cost function. We first define a constant ∆ max > 0, denoting the maxmum effect a single demand can have on the service cost of a node,
Even though we do not explicitly bound ∆ max , we think of ∆ max as being bounded by some constant. In order to capture that also an optimal offline algorithm has to pay at least some minimal cost when moving any resources, we define
as the minimum cost any algorithm has to pay for a feasible solution F = F 0 (i.e., if at least one resource has been moved away from its initial node). 
Contributions
In Section 4.1, we describe a simple, deterministic online algorithm A with the following properties. For two parameters α ≥ 1 and β ≥ 0, A guarantees that at all times t ≥ 0, S A t < αS * t + β. The algorithm A achieves this while keeping the overall movement cost small. More precisely, we prove the following main theorem.
Theorem 3.1 (Upper Bound).
For any α ≥ 1 and β ≥ 0 satisfying (12) , there is a deterministic online algorithm A, such that for all times t ≥ 0, we have S A t < αS * t + β and where the total movement cost M A t is bounded as follows.
• If α = 1, for any ℓ ≥ 1, ε > 0, and β ≥ k(3k) 1/ℓ /ε, we have
• For α ≥ 1 + ε, for some constant ε > 0, and any β ≥ 0, we have
Note that by choosing α > 1, the dependency of the movement cost M A t on the optimal service cost S * t is only logarithmic. As a bound on the total cost, the theorem implies the following corollary.
Corollary 3.2.
For any constant 0 < δ ≤ 1 and every ε ≥ 1/ log 1−δ k, there is a deterministic algorithm A satisfying
Proof. Follows from the first bound of Theorem 3.1 by choosing ℓ = Θ
We also prove an almost matching lower bound. Our lower bound holds for any deterministic online algorithm and even for a particularly simple (and natural) scenario, where the service cost at a node with at least 1 resource is 0 and where serving y demands at a node without resource costs y. When modeling the service cost like this, we need to explicitly keep track of the movement cost. We use M * t to denote χ(F 0 , F * t ), the optimal movement cost for the first t demands. For a description of how to incorporate the movement cost of an offline algorithm into the general cost function, see Appendix A. As a consequence our lower bound also applies to the online version of the movement minimization problem in standard metric mobile facility location, even for uniform metrics [1, 7] . • If α = 1, for any ℓ ≥ 1, ε > 0, and
As a corollary, we obtain:
Corollary 3.4. Let 0 < δ ≤ 1 and ε > 1/ log 1−δ k and assume that there exists some deterministic online algorithm A that guarantees that for all t ≥ 0,
Online Algorithm

Algorithm Description
The goal of our algorithm is two-fold. On the one hand, we want to guarantee that the service cost of the algorithm is always within some fixed bounds of the optimal service cost. On the other hand, we want to achieve this while keeping the overall movement cost low. Specifically, for two parameters α and β, we guarantee that at all times
where S t denotes the total service cost of the algorithm at time t. Condition (11) is maintained in the most straightforward greedy manner. Whenever after a new demand arrives, (11) is not satisfied, the algorithm greedily move resources until (11) holds again. Hence, as long as (11) does not hold, the algorithm moves a resource that reduces the total service cost as much as possible. The algorithm stops moving any resources as soon as the validity of (11) is restored. For our analysis to work, we need to guarantee that the algorithm tolerates a deviation from the optimal service cost that is at least in the order of the effect of adding a single demand. We therefore assume that the parameters α and β are chosen such that
Whenever the algorithm moves a resource, it does a best possible move, i.e., a move that achieves the best possible service cost improvement. Thus, the algorithm always moves a resource from a node where removing a resource is as cheap as possible to a node where adding a resource reduces the cost as much as possible. Therefore, for each movement m, we have
where arg min v and arg max v denote the sets of nodes minimizing and maximizing the respective terms.
Analysis Overview
While the algorithm itself is quite simple, its analysis turns out relatively technical. We thus first describe the key steps of the analysis by discussing a simple case. We assume that the service cost at any node is equal to 0 if there is at least one resource at the node and the service cost is equal to the number of demands at the node otherwise. Further, we assume that we run the algorithm of 4.1 with parameters α = 1 and β = 0, i.e. after each demand arrives, the algorithm moves to a solution with optimal service cost. Note that these parameter settings violate Condition (12) and we will therefore get a weaker bound than the one promised by Theorem 3.1. First, note that in the described simple scenario, the algorithm clearly never puts more than one resource to the same node. Further, whenever the algorithm moves a resource from a node u to a node v, the overall service cost has to strictly decrease and thus, the number of demands at node v is larger than the number of demands at node u. Consider some point in time t and let d min (t) := min v∈V :fv,t=1 d v,t be the minimum number of demands among the nodes v with a resource at time t. Hence, whenever at a time t, the algorithm moves a resource from a node u to a node v, node u has at least d min (t) demands and consequently, node v has at least d min(t) + 1 demands. Further, if at some later time t ′ > t, the resource at node v is moved to some other node w, because the algorithm always removes a resource from a node with as few demands as possible, we have
, there is some resource that is moved more than once, we know that d min (t 1 ) < d min (t 2 ). In our analysis, we use this observation to partition time into phases, where the first phase starts at time 0 and where phases are maximal time intervals in which each resource is moved at most once (cf. Def. 4.1 in the formal analysis of the algorithm). Note that clearly, as there are only k different resources, the number of movements in a phase can be at most k (cf. Observation 4.2).
The above argument implies that after each phase d min increases by at least one and therefore at any time t in phase p, we have d min (t) ≥ p − 1 and at the end of phase p, we have d min (t) ≥ p. In Section 4.3, the more general form of this statement appears in Lemma 4.3. There, γ p is defined to be the smallest service cost improvement of any movement in phase p (γ p = 1 in the simple case considered here), and Lemma 4.3 shows that d min grows by at least γ p in phase p.
Assume that at some time t in phase p, a resource is moved from a node u to a node v. Because node u already had its resource at the end of phase p − 1, we have d u,t = d min (t) ≥ p − 1. Consequently, at the end of phase p, there is at least one node (the source of the last movement) that has no resource and at least p − 1 demands. The corresponding (more technical) statement in our general analysis appears in Lemma 4.5.
Our algorithm guarantees that at all times, the service cost is within fixed bounds of the optimal service cost (in the simple case here, the service cost is always equal to the optimal service cost). Knowing that there are nodes with many demands and no resources, therefore allows to lower bound the optimal service cost. In the general case, this is done by Lemmas 4.8 and 4.9. In the simple case, considered here, as at the end of phase p, there are k nodes with at least p demands (the nodes that have resources) and there is at least one additional node with at least p − 1 demands, we know that at the end of phase p, the optimal service cost is at least p − 1. Consequently, since the number of movements per phase is at most k, the total number of movements of the algorithm is at most k times the cost of an optimal offline algorithm.
Algorithm Analysis
We are now going to analyze the algorithm of Section 4.1. In the following, whenever we refer to the algorithm introduced Section 4.1, we omit the superscript A. For the analysis of the described algorithm, we partition the movements into phases p = 1, 2, . . . , where roughly speaking, a phase is a maximal consecutive sequence of movements in which no resource is moved twice. We use m p to denote the first movement of phase p (for p ∈ N) . Formally, the phases are defined as follows. 
For a phase p ≥ 1, let λ p := m p+1 − m p be the number of movements of Phase p. As an immediate consequence of the above definition, we obtain that the maximum number of movements in each phase is at most k. The algorithm moves resources in order to improve the service cost. For a given movement m, we use γ(m) > 0 to denote service cost improvement of m:
For each Phase p, we define the improvement γ p of p and the cumulative improvement Γ p by Phase p as follows
We are now ready to prove our first technical lemma, which lower bounds the cost of removing resources from nodes with resources at any point in the execution. Proof. We will show that for each resource movement m ∈ N of the algorithm, it holds that
where p is the phase in which movement m occurs (i.e., the claim of the lemma holds immediately after movement m). The lemma then follows because a) any solution {(v, f v ) : v ∈ V } occurring after movement m is the solution F m ′ for some movement m ′ ≥ m, b) the values Γ p−1 are monotonically increasing with p, and c) by (10) , for all v ∈ V , the value σ v,t (f − 1) − σ v,t (f ) is monotonically non-decreasing with t. It therefore remains to prove (18) for every m, where p is the phase of movement m. We prove a slightly stronger statement. Generally, for a movement m ′ and a phase p ′ , let V dst p ′ ,m ′ be the set of nodes that have received a new resource by some movement m ′′ ≤ m ′ of Phase p ′ . Hence,
We show that in addition to (18) , it also holds that
We prove (18) and (19) together by using induction on m. Induction Base (m = 1): The first movement occurs in Phase 1. By (17), Γ 0 = 0 and by (7), we also have (16) and (17) . Induction Step (m > 1): We first show that Inequalities (18) and (19) hold immediately before movement m and thus,
If m is not the first movement of Phase p, Inequalities (20) and (21) We can now prove (18) and (19) . For all nodes v / ∈ v src m , v dst m , we have f v,m = f v,m−1 and we further have
and (19) therefore directly follow from (20) and (21), respectively. For the two nodes involved in movement m, first note that v src m / ∈ V dst p,m−1 . It therefore suffices to show that
We have f v src m ,m = f v src m ,m−1 − 1 and f v dst m ,m = f v dst m ,m−1 + 1. Inequality (22) therefore directly follows from (20) and from (9) . For (23), we have
≥ Γ p .
This completes the proof of (18) and (19) and thus the proof of the lemma.
For each phase number p, let θ p := τ mp be the time of the the first movement m p of Phase p. Before continuing, we give lower and upper bounds on γ p , the improvement of Phase p. For all p ≥ 1, we define
Lemma 4.4. Let m be a movement of Phase p and let F * = {(v, f * v ) : v ∈ V } ∈ F * (τ m ) be an optimal feasible solution at time τ m . We then have
Proof. For the upper bound, observe that we have
as clearly the service cost cannot be improved by a larger amount. Because at all times t, the algorithm keeps the service cost below αS * t + β, we have S τm−1 (F m−1 ) < αS * τm−1 + β ≤ αS * τm + β. As the single demand arriving at time τ m can only increase the service cost by at most ∆ max , the upper bound on γ(m) follows from (24) and because S * τm ≤ S * θ p+1
. For the lower bound on γ(m), we need to prove that χ(F m−1 , F * ) ≥ η p /γ(m). Because the algorithm moves a resource at time τ m , we know that S τm (F m−1 ) ≥ αS τm (F * ) + β and applying the Definition (24) of η p , we thus have S τm (F m−1 ) − S τm (F * ) ≥ η p . Intuitively, we have χ(F m−1 , F * ) ≥ η p /γ(m) because the algorithm always chooses the best possible movement and thus every possible movement improves the overall service cost by at most γ(m). Thus, the number of movements needs to get from F m−1 to an optimal solution F * has to be at least η p /γ(m). For a formal argument, assume that we are given a sequence of ℓ := χ(F m−1 , F * ) movements that transform solution F m−1 into solution F * . For i ∈ [ℓ], assume that the i th of these movements moves a resource from node u i to node v i . Further, for any i ∈ [ℓ] let f i be the number of resources at node u i and let f ′ i be the number of resources at node v i before the i th of these movements. Because the sequence of movements is minimal to get from F m−1 to F * , we certainly have
For the service cost improvement γ of the i th of these movements, we therefore obtain
The last inequality follows from (13), (14) , and (16) . As the sum of the ℓ service cost improvements has to be at least η p , we obtain ℓ = χ(F m−1 , F * ) ≥ η p /γ(m) as claimed.
We can now lower bound the distribution of demands at the time of each movement. 
and
Proof. It suffices to prove the statement for t = τ m . For larger t, the claim then follows from (10) . Consider an optimal feasible solution
at the time τ m of movement m. Let us further consider the solution F m−1 of the algorithm immediately before movement m. Consider a pair of nodes u and v such that f * u > f u,m−1 and f v,m−1 > f * v . By the optimality of F * , we have 
To prove the lemma, it therefore suffices to show that v∈V max {f v,m−1 , f * v } ≥ k + η p /γ(m), as we can then set ψ v := max {f v,m−1 , f * v } and (26) implies the claim of the lemma. By (4), we have
We therefore need that χ(F m−1 , F * ) ≥ η p /γ(m), which follows from Lemma 4.4.
In the next lemma, we derive a lower bound on S * θp , the service cost of an optimal offline algorithm when Phase p starts. For each phase p ≥ 1, we first define S p as follows. ≥ σ min and since
Induction
Step (p > 2): We use the induction hypothesis to assume that the claim of the lemma is true up to Phase p and we prove that it also holds for Phase p + 1. Therefore by the induction hypothesis, for all
For all i ∈ [p], we define η i := (α − 1)S i + β and δ i := max
γp As a consequence of (24) and (28), we get that η i ≥ η i for all i ∈ [p]. In the following, let p ′ ∈ [2, p] be some phase. Lemma 4.5 implies that after the last movement m of Phase p ′ , there are non-negative integers
As there are only k resources for any feasible solution
Hence, after the last movement of Phase p ′ , for any feasible solution
At the beginning of Phase p + 1 (for p ≥ 2), the total service cost of an optimal offline algorithm therefore is
We define ζ i for all i ∈ [3, p] as follows:
Using the definition of δ i , we thus have
Considering the definition of η i we get
We therefore have ζ p+1 = S p+1 directly from (27) and thus the claim of the lemma follows.
In order to explicitly lower bound the optimal service cost after p phases, we need the following technical statement. 
Proof. The first part of the claim follows from the means inequality (the fact that the arithmetic mean is larger than or equal to the geometric mean). In the following, we nevertheless directly prove both parts together. We let x = (x 1 , . . . , x ℓ ) ∈ R ℓ be a vector ℓ real variables and we define multivariate functions f (x) : R ℓ → R and g(x) : R ℓ → R as follows:
We further define X ⊂ R ℓ as X := (z 1 , . . . , z ℓ ) ∈ R ℓ | ∀i ∈ [ℓ] : c min ≤ z i ≤ c max . We need to show that for x ∈ X, f (x) and g(x) are lower bounded by the right-hand sides of Inequalities (I) and (II) above, respectively. Note that X is a closed subset of R ℓ and because c min > 0, both functions f (x) and g(x) are continuous when defined on X. The minimum for x ∈ X is therefore well-defined for both f (x) and g(x). We show that both f (x) and g(x) attain their minimum for
Note that x * is the unique solution x ∈ X to the following system of equations
Because we know that min x∈X f (x) = f (x * ) and min x∈X g(x) = g(x * ), it is therefore sufficient to show that for any y ∈ X that does not satisfy (31), f (y) and g(y) are not minimal. Let us therefore consider a vector y = (y 1 , . . . , y ℓ ) ∈ X that does not satisfy (31). First note that both f (x) and g(x) are strictly monotonically increasing in x 1 and strictly monotonically decreasing in x ℓ . If either y 1 > c min or y ℓ < c max , it is therefore clear that f (y) and g(y) are both not minimal (over X). Let us therefore assume that y 1 = c min and y ℓ = c max . From the assumption that y does not satisfy (31), we then have an i 0 ∈ {2, . . . , ℓ − 1} for which
and thus y i 0 = √ y i 0 −1 y i 0 +1 . We define a new vector
and y ′ i = y i for all i = i 0 and we will show that f (y ′ ) < f (y) and g(y ′ ) < g(y). Define
We then have
Note that λ ≥ 0 and C > 0. In both cases, we therefore need to show that
:
This follows because the function h : [c min , c max ] → R, h(z) :=
is strictly convex for z ∈ [c min , c max ] and it has a stationary point at z = √
As long as (α − 1)S * θp < β, the effect of the (α − 1)S * θp -term on η p (and thus of the αS * t term in (11)) is relatively small. Let us therefore first analyze how the service cost grows by just considering terms that depends on β (and not on α). Note that the following lemma also holds if σ min = 0.
Lemma 4.8. For all p ≥ 3, we have
Proof. Assume that S * θp < β/(α − 1) as otherwise the claim of the lemma is trivially true. By Lemma 4.6, using α ≥ 1, for all p ≥ 3, we get
for all p ≥ 3. We define γ min = min {γ 1 , . . . , γ p−1 } and γ max = max {γ 1 , . . . , γ p−1 }. By Lemma 4.4 and because η 1 ≤ · · · ≤ η p−1 , we have γ min ≥ η 1 /k and γ max ≤ η p + ∆ max . From α ≥ 1 and (24), we have η 1 ≥ (α − 1)σ min + β. Further, we have η p = (α − 1)S * θp + β < 2β. We therefore have γ min ≥ [(α − 1)σ min + β]/k and γ max < 2β + ∆ max and thus
The lemma now follows from (33) and from Inequality (I) of Lemma 4.7.
On the other hand, as soon as S * θp > max σ min , β α−1 , the effect of the β-term in (11) becomes relatively small. As a second case, therefore, we analyze how the service cost grows by just considering terms that depends on α (and not on β). 
Proof. By Lemma 4.6, using β ≥ 0, for all p > p 0 , we get S p ≥ 1 + (α − 1)
for all p ≥ p 0 . Similarly to before, we define γ min = min {γ p 0 −1 , . . . , γ p−1 } and γ max = max {γ p 0 −1 , . . . , γ p−1 }. By Lemma 4.4, the assumptions regarding p 0 , and because the values η i are non-decreasing in i, we have
The last inequality follows because S * θp ≥ S p ≥ S p 0 ≥ max σ min , β α−1 and by applying (12) . We can now apply Inequality (II) from 4.7 to obtain
In the following, assume that
Note that if (36) does not hold, the claim of the lemma is trivially true. By replacing S * θp on the right-hand side of (35) with the upper bound of (36), we obtain
The lemma then follows because we assumed that
As a result of Observation 4.2 and Lemmas 4.8 and 4.9, it is possible to prove the main upper bound theorem as given in Section 3.
Proof of Theorem 3.1. First note that by Observation 4.2, the movement cost of our algorithm by time θ p is at most
Together with the lower bounds on S * θp of Lemmas 4.8 and 4.9, this allows to derive an upper bound on the movement cost of our algorithm as a function of S * θp . Note that as all upper bound claimed in the theorem have an additive term of O(k) (with no specific constant), it is sufficient to prove that the theorem holds for all time t = θ p , where p ≥ 2 is a phase number.
Let us first consider the case where α = 1. Because in that case β/(α − 1) is unbounded, we can only apply Lemma 4.8 to upper bound the movement cost as a function of S * t . We choose ℓ ≥ 1 and assume that β ≥ k(3ρk) 1/ℓ . Together with (37), for p ≥ ℓ + 2, Lemma 4.8 then gives
The first part of Theorem 3.1 then follows because the total movement cost for the first ℓ + 2 phases is at most O(ℓk). The special cases are obtained as follows. For β = Ω(k), we set ρ = Θ(1) and ℓ = Θ(log k), whereas for β = Ω(k log ε k), we set ρ = Θ(1) and ℓ = Θ log k log log k . Let us therefore move to the case where α > 1. Let p 0 be the first phase p 0 ≥ 2 for which S * θp 0 ≥ S 0 , where S 0 = max σ min , β α−1 as in Lemma 4.9. Further, we set p 1 = p 0 + ⌈2 log α (3k)⌉. Using Lemma 4.9, for p ≥ p 1 , we have
We therefore get
The second claim of Theorem 3.1 then follows by showing that
If S 0 = σ min , we have p 0 = 2. Otherwise, we can apply Lemma 4.8 to upper bound p 0 as the smallest value p 0 for which
log log k , the assumption that α is at least 1 + ε for some constant ε > 0 gives that p 0 = Θ log k log log k . Otherwise, (i.e., for large α), we obtain p 0 = Θ(log α−1 k) = Θ(log α k).
Lower Bound
The aim of this section is to prove our lower bound theorem stated in Section 3. For convenience, we in the following assume that the cost for a single movement is 1. As discussed in Section 3, the lower bound even holds for a natural special case where each node v ∈ V can only have either 0 or 1 resources (i.e., having more than 1 resources does not improve the service cost), where the service cost at a node with 1 resource is 0, the service cost at a node with 0 resources is equal to the number of demands at the node, and where an offline algorithm is also charged for its movement cost.
We start with a sketch of the lower bound proof. Assume that we are given parameters α ≥ 1 and β ≥ 0 and an algorithm A which guarantees that at all times t, S A t < α(S * t + M * t ) + β. Given A, we construct an execution in which A has to perform a large number of movements while the optimal service cost does not grow too much. Such an execution is constructed as follows. Analogously to the analysis of the upper bound, we divide the time into phases such that in each phase, A has to move Ω(k) resources and the optimal service cost grows as slowly as possible. For p phases, we define a sequence of integers k/3 ≥ n 1 ≥ n 2 ≥ . . . n p ≥ 1 and values Γ 1 < Γ 2 < · · · < Γ p . In the following, let v be a free node if v does not have a resource. Roughly, at the beginning of a phase i, we choose a set N i of n i (ideally) free nodes and make sure that all these nodes have Γ i demands. Note that constructing an execution means to determine where to add the demand in each iteration. The value Γ i is chosen large enough such that throughout Phase i a service cost of n i Γ i is sufficiently large to force an algorithm to move. Hence, whenever there are n i free nodes with Γ i demands, A has to move at least one resource to one of these nodes. For each such movement, we pick another free node that currently has less than Γ i demands and make sure it has Γ i demands. We proceed until there are k nodes with Γ i demands at which point the main part of the phase ends. Except for the nodes in N i , each of the k nodes with Γ i demands leads to a movement of A and therefore, A has to move at least k − n i = Ω(k) resources in Phase i. At the end of Phase i, we can guarantee that there are exactly k nodes with Γ i demands, n i nodes with Γ i−1 demands, n i−1 − n i nodes with Γ i−2 demands, etc. Assuming that for all v, σ v (x, y) = (1 − x)y, we can then compute the optimal service cost after Phase p as
By choosing the values n p appropriately, we obtain the claimed bounds. In the following, we provice a formal proof of Theorem 3.3.
Proof of Theorem 3.3. We need n to be sufficiently large, for simplicity assume that n ≥ 3k. As we can assume that each node either has 0 or 1 resource, we slightly overload notation and simply denote a feasible solution by a set F ⊂ V of size |F | = k. For convenience, we further define V ′ := V \ F 0 to be the nodes with no resources at the beginning. As a first step in our execution, we pick a set N 0 ⊂ V ′ of |N 0 | = k nodes and we add 2 demands to all nodes in N 0 . Note that an optimal offline algorithm would now move a resource to each node in N 0 resulting in a solution with service cost 0 and movement cost k. For the rest of the execution, we only add demands to nodes in V ′ . Hence, from now on, at each point t in the execution, an optimal solution F * t places resources at the k nodes in V ′ with the most demands (breaking ties arbitrarily if there are several nodes with the same number of demands). Also, at a time t after adding the 2 demands to each node in N 0 , the optimal movement cost will remain to be k and the optimal service cost is equal to the total number of demands at nodes in V ′ \ F * t for an arbitrary optimal solution F * t . From now on time is divided into phases. As described in the outline, we define integers Γ 1 < Γ 2 < . . . such that at the end of Phase i, there are exactly k nodes with Γ i demands (and all other nodes have fewer demands). For each phase i, we define V i to be this set of nodes with k demands and for convenience, we also define V 0 := N 0 and Γ 0 := 2, i.e., we interpret the above execution prefix as Phase 0. We also fix integers k/3 ≥ n 1 ≥ n 2 ≥ · · · ≥ 1 and at the beginning of each phase i, we pick a set N i of n i nodes to which we directly add demands so that all of them have exactly Γ i demands. For i = 1, we pick N 1 as an arbitrary subset of V ′ \ V 0 . For i ≥ 2, we choose N i as an arbitrary subset of V i−2 \ V i−1 . Clearly, at the end of Phase i, we have N i ⊆ V i as otherwise there would be more than k nodes with exactly Γ i demands. Note that because N i−1 ⊆ V i−1 and because N i−1 ∩ V i−2 = ∅, V i−2 \ V i−1 contains n i−1 ≥ n i nodes and it is therefore possible to choose N i as described. Note also that because N i ⊂ V i−2 \ V i−1 , at the beginning of Phase i all nodes in N i have exactly Γ i−2 demands. The remaining ones of the k nodes that end up in V i (and thus have Γ i demands at the end of Phase i) are chosen among the nodes in V i−1 . Consequently, at the end of Phase i − 1 and thus at the beginning of Phase i, there are exactly k nodes V i−1 with Γ i−1 demands,
with Γ i−3 demands, n i−3 − n i−2 nodes with Γ i−4 demands, and so on. Now, n i of the nodes in V i−2 \ V i−1 are chosen as set N i and we increase their number of demands to Γ i . From now on, throughout Phase i, there are k + n i nodes with at least Γ i−1 demands such that at most k of these nodes have Γ i demands. The number of nodes with less than Γ i−1 demands is the same as at the end of Phase i − 1. In fact nodes that are not in V i−1 ∪ N i do not change their number of demands after Phase i − 1. As a consequence, after increasing the number of demands in N i to Γ i , the optimal service cost remains constant throughout Phase i ≥ 1 and it can be evaluated to
(n j − n j+1 )Γ j−1 .
For convenience, we also define Σ * 0 := 0. Now assume that there is an algorithm A which guarantees that S A t < α(S * t + M * t ) + β at all times t ≥ 0. When Phase 1 starts, we have M * t = k and therefore the condition simplifies to S A t < αS * t + β ′ , where β ′ = β + αk.
In the following, let v be a free node at some point in the execution, if the algorithm currently has no resource at node v. We now fix a phase p ≥ 1 and assume that we are at a time t, when we have already picked the set N p and increased the number of demands of nodes in N p to Γ p . By the above observation, we have S * t = Σ * p and therefore A is forced to move if there are n p free nodes with Γ p demands and if we choose Γ p such that
We can now describe how and when the remaining k − n p nodes of V p are chosen after picking the nodes in N p . As described above, the nodes are chosen from V p−2 \ V p−1 . We choose the nodes sequentially. Whenever we choose a new node from V p , we pick some free node v ∈ V p−1 with less than Γ p demands and increase the number of demands of v to Γ p . As described above, Γ p is chosen large enough (as given in (38)) such that throughout Phase p there are never more than n p − 1 free nodes with Γ p demands. Because |N p ∪ V p−1 | = k + n p , as long as there are at most k nodes with Γ p demands there always needs to be a free node v ∈ V p−1 that we can pick and we actually manage to add k nodes to V p . Note that the choice of which nodes to add to V p depends on the actions of the algorithm and consequently in the case of a randomized algorithm A, our lower bound only holds for an adaptive online adversary.
Let us next count the number of movements of A in a given phase p. At each point in time t during the phase, let Φ t be the number of free nodes with Γ p demands (possibly including a node v that we already chose to be added to V p ). We know that for all t, Φ t < n p . Whenever we decide to add a new node v to V p , Φ t increases by 1 (as v is a free node). The value of Φ t can only decrease when A moves a resource and each resource movement reduces the value of Φ t by at most 1. As after fixing N p , we add k − n p nodes to V p , we need at least k − 2n p ≥ k/3 movements to keep Φ t below n p throughout the phase. Consequently, every online algorithm A has to do at least k/3 movements per phase.
To finish the proof, it remains to upper bound the optimal offline cost Σ * p as a function of α, β, and p. Using (38), for all p ≥ 0, we have
For p ≥ 1, we then get
In the following, we for simplicity assume that for i = 1, 2, . . . , p, n i does not have to be an integers. For integer n i , the proof works in the same way, but becomes more technical and harder to read. We fix the values of n i as n i := (k/3)
such that n 1 = k/3 and n p = 1. For all i ≥ 1, we then have The claim of the theorem now follows analogously to the argument in the proof of Theorem 3.1.
Conclusions
In the present paper, we considered the following online problem: There is a set of k moveable resources, each located at one of n nodes. Demands arrive in an online fashion at the nodes and the resources have to be moved between nodes in order to keep the service cost (modeled using a general cost function for each node) low. We give nearly tight upper and lower bounds for the problem of minimizing the total number of movements and the overall service cost as a function of the current optimal offline cost. As a special case, our bounds apply to an online version of the standard mobile metric facility location problem [1, 14] if the underlying metric is uniform (i.e., all distances are equal). We hope that some of the techniques of our paper are also useful when studying movement minimization for general mobile metric facility location or for similar related online problems.
