Introduction
We present a new technique for computing the effective permeability in heterogeneous reservoirs on a coarse scale. The method is based on the assumption that the permeability is given at a fine scale and that it is necessary to reduce the number of blocks in the reservoir model.
Traditional upscaling methods depend on local boundary conditions. It is well known that such approaches often lead to non-unique solutions. The new global method is applicable whenever these local methods fail to produce an acceptable permeability field, e.g., for upscaling of blocks close to wells and in cases involving heterogeneities on the coarse grid block scale. In such cases it is impossible to compute an effective permeability based on local observations of the pressure and velocity fields. The properties of the coarse reservoir model simply depend heavily on the global flow pattern.
The basic idea behind the new method is to minimize the global errors introduced in the pressure and velocity fields by the upscaling process. In this approach the total mass flux over each coarse grid block interface will be preserved on the coarse mesh. This leads to very accurate production and injection rates in the wells for the coarse model. Moreover, the associated minimization problem can be solved very efficiently. The solution of the fine scale pressure equation is, however, required. It turns out that, in view of modern numerical methods for elliptic differential equations, the efficiency of the new global scheme is comparable to the performance of the traditional local methods.
We report test results for the new global technique and for the traditional local upscaling method for a fluvial reservoir containing 20 wells. The global approach produces flow patterns that are closer to the fine scale flow field (obtained by simulating directly on the fine scale) than the local methods. The amount of required CPU time is the same for both methods.
Global upscaling
Traditional upscaling methods are based on solving the flow equation on each coarse grid-block. Usually a no flow boundary condition is applied to all faces of the block except for two opposite faces where constant Dirichlet boundary conditions are applied. The coarse grid-block permeability is then determined such that the total flow across the block is preserved, see Durlofsky [1] and Warren and Price [4] .
In this paper a different approach is studied. As mentioned above, in the global scheme the upscaling problem is formulated as a minimization problem. More precisely, the upscaled permeability is defined as the permeability that minimizes the differences, measured in proper norms, between the pressure and the velocity fields generated by the fine and coarse scale pressure equations, respectively. In the literature addressing parameter identification problems (inverse problems) this approach is often referred to as an output least squares (OLS) method. Therefore we will refer to the new method as the OLS scheme.
Let , Ô and Ú represent the fine scale permeability, pressure and velocity field, respec- 
and
give solutions that are close to Ô Ö Ô Ö and Õ Ö Õ Ö , respectively. Here, represents the union of all the boundaries of the coarse scale grid blocks, Ò is the outwards directed normal vector to these boundaries, and are block indices (Ô Ö is the pressure in block and Õ Ö is the flux from block to block ).
In order to minimize the functionals given in (1) and (2), with respect to À , it seems to be impossible to avoid computing the fine scale pressure. This leads to a large linear equation system where the number of unknowns is the number of fine scale blocks. However, the most efficient linear equation solvers today use computer time proportional to the number of unknowns, see e.g. [2] . Recall that if local upscaling techniques are applied then a fine scale problem is solved on each coarse block, see e.g. [1] . Thus, the CPU-time needed for solving one fine scale pressure equation, defined on the entire reservoir, is comparable to the time needed by local upscaling methods for solving all of the fine scale problems on the coarse blocks.
In a finite difference reservoir simulator the permeabilities are only used for calculating the transmissibilities. Thus, we will focus on computing transmissibilities, instead of permeabilities, in the algorithm presented below. Clearly, Ô Ö and Õ Ö are reproduced on the coarse grid if the transmissibilities satisfy the equation
where and are neighbor blocks and Ì À represents the transmissibility of the associated block interface. This follows easily from conservation of mass and the discretized fine and coarse scale pressure equations, cf. [3] .
With this notation at hand our minimization problem can be formulated as follows; Let Ì Ä and Ì Í be given lower and upper bounds for Ì À . For further details, more accurate algorithms (Algorithm 2 used below) and analyses of their performance we refer to [3] .
Ä ¾ minimization problem

Numerical experiments
We consider a fluvial reservoir with a net/gros equal to 0.4. The reservoir is ½½¼¼¼Ñ long, ¿¼¼¼Ñ wide, and is having a depth of ¼Ñ. The channel dimensions are given by Gaussian fields, with a wideness with expectation value ¼¼Ñ and standard deviation ¾¼¼Ñ, and a thickness with expectation value Ñ and standard deviation ¾Ñ. The reservoir contains 20 vertical wells penetrating the entire reservoir, of which 7 are injection wells and 13 are production wells, see 
Steady State Solutions
In this part we perform a steady-state test of the reservoir with no flow on the boundaries and fixed pressure in the wells. The specified pressure in the producers and injectors is set to 2 and 3, respectively. We apply two different algorithms for the global upscaling, Algorithm 1 (as described above) and a refined version, Algorithm 2, which both are part of the OLS method and described in detail in the original paper [3] . Essentially, Algorithm 1 finds the transmissibilities of the coarse grid block interfaces by dividing the flow rates between two neighboring blocks by the pressure differences between the blocks. If a transmissibility is outside a permitted interval, the corresponding value is truncated to the value of the closest endpoint for this interval. Algorithm 2 is an iterative extension of Algorithm 1 which modifies the pressures in more and more of the neighboring blocks in order that the ratios between flow rates and pressure differences always are inside the permitted interval for the transmissibilities. The rates in the wells and the pressure and velocity distributions in the entire reservoir are found by solving the fine scale pressure equation. The results of the global upscaling from Algorithms 1 and 2 can be compared to the fine scale solution. The local upscaling is tested by using a Warren and Price type of boundary condition on each coarse grid block. Table 2 : Production and injection rates in the wells obtained for the fluvial reservoir. A calculation of the root mean square of the relative deviations for the rates yields a mean deviation of 3.0% for the rates of Algorithm 2 and a mean deviation of 8.1% for the rates of Algorithm 1. In comparison, the rates due to the local upscaling method are methodically underestimated and deviate on the average by 39.3% from the fine scale rates. Table 1 contains the relative errors introduced in the pressure and velocity fields by the OLS method (Algorithms 1 and 2) vs. the traditional local upscaling method. The relative errors referred to as "Projection" represent the best approximations on the coarse scale of the fine scale pressure and velocity fields. Hence, it is not possible to obtain smaller relative errors than those given by the projection errors in any type of upscaling. We observe that the relative error of the pressure field for Algorithm 2 is very close to the projection error. For the relative error of the velocity field Algorithm 1 is doing slightly better than Algorithm 2. In both cases, Algorithms 1 and 2 are performing significantly better than the local upscaling method. These observations are confirmed in Table 2 . Here the flow rates referred to as "Fine scale" represent the true solution rates. Both Algorithm 1 and Algorithm 2 produce rates that are fairly close to the fine scale rates.
Perturbations
The OLS scheme is tested by assuming five different sets of boundary conditions 1 for the wells. The different boundary conditions may represent the variation over time for the reservoir. They may also reflect the uncertainty connected to our knowledge of the boundary conditions. Since the OLS method depends on the boundary conditions of the reservoir, the idea here is to test the sensitivity of the global upscaling results against perturbations of these boundary conditions. In these experiments we used Algorithm 2 as defined in [3] .
In this perturbation scheme the transmissibilities from the global upscaling are first obtained for each set of perturbed boundary conditions. These transmissibilities are then applied on the coarse grid with the unperturbed boundary conditions. The unperturbed boundary conditions are specified by a pressure equal to 2 in all the production wells and a pressure equal to 3 in all the injection wells. The perturbed boundary conditions are defined by adding a normally distributed variable to the pressures with an expectation value 0 and standard deviations of 0, .1, .25, .5 and 1, for the five sets of boundary conditions respectively. The first case, with a zero standard deviation for this variable, naturally gives the same results as the unperturbed reservoir. A standard deviation of .1 corresponds to 10% of the difference in pressures between the injectors and the producers in the fine scale solution. In this sense the perturbation of the reservoirs from the fine scale solution is 0%, 10%, 25%, 50% and 100%, as indicated in Tables 3 and 4 . In our test the actual pressures of the wells with a 10% perturbation were 2.92, 3.08, 2.98, 3.04, 2.84, 3.18, and 2.88 for the injection wells 1 -7, and 1.99, 1.83, 1.97, 1.99, 2.01, 1.99, 1.92, 1.86, 2.05, 2.16, 2.00, 1.98, and 1.90 for the production wells 8 -20. We have used the same random numbers for the five sets of boundary conditions such that the perturbation of each well is just a scaling from one set to another. As expected, the results of Tables 3 and 4 show that the results of the OLS method is better the closer the boundary conditions used for finding the transmissibilities are to the actual boundary conditions of the reservoir. A root mean square calculation of the relative deviations for the rates yields deviations of 3.0%, 7.7%, 12.2%, 39.7%, and 30.5% for the 0%, 10%, 25%, 50%, and 100% perturbation, respectively. Given that the rates due to the local upscaling method deviate by 39.3% from the fine scale rates, we conclude that even with a 25% perturbation of the boundary conditions the OLS method gives far better results than the local upscaling technique for this reservoir. In the cases of 50% and 100% perturbation of the boundary conditions, the deviations of the well rates for the OLS method is roughly the same as the corresponding deviation produced by the local upscaling method. 
