A key element in modern text retrieval systems is the weighting of individual words for importance. Early in the development of document retrieval methods it was recognized that performance could be improved if weights were based at least in part on the frequencies of individual terms in the database. This observation led investigators to propose inverse document frequency weighting, which has become the most commonly used approach. Inverse document frequency weighting can be given some justification based on probabilistic arguments. However, many different formulas have been tried and it is difficult to distinguish between these on a purely theoretical basis. Witten, Moffat and Bell, have proposed a monotonicity condition as fundamental: 'a term that appears in many documents should not be regarded as more important than a term that appears in a few'. Based on this monotonicity assumption and probabilistic arguments we show here how the TREC data can be used to learn ideal global weights. Using cross-validation we show that these weights are a modest but statistically significant improvement over IDF weights. One conclusion is that IDF weights are close to optimal within the probabilistic assumptions that are commonly made.
Introduction
Inverse document frequency (IDF) term weights seem to have been first defined and used by Williams and Perriens [1] in the form: (1) where N represents the number of documents in the collection and n t the number of documents in the collection containing the term t. However, Sparck Jones [2] was the first to systematically study IDF weighting for index terms and to show that such weighting is effective in improving retrieval over simple coordination level matching of documents with queries. She noted that high-frequency terms were less important than low-frequency terms, but nevertheless were needed to obtain good retrieval. Based on this she argued that one should weight terms in the reverse order of their frequencies. She appealed to the Zipf distribution to justify the formula: (2) Currently formula (1) has become a rather standard approach in the field of document retrieval and is known as collection frequency weighting (CFW) [3] [4] [5] . This formula can be given some justification as an approximation to relevance-based probabilistic weighting by making simplifying assumptions [3, 6] . However, numerous other methods for assigning global term weights have also been examined [7, 8] and the general conclusion has been that no one method can claim to be clearly superior to all others. Greiff [9] specifically examined the question of the optimality of IDF weighting using concepts of mutual information and weight of evidence. Based on several approximations, he was only able to conclude that IDF weighting should perform well.
Here we wish to examine further the question of how best to compute global term weights for document retrieval. We base our approach on the assumption that Bayesian probabilistic weighting is an important ideal model that we should seek to approximate as closely as possible in order to enhance performance. The Bayesian probabilistic approach generally involves log N n t ϩ 1 idf_w t ϭ log N n t some assumption about the independence of terms as well as a choice of whether term absence as well as term presence should be used in the weighting. These options were considered by Robertson and Sparck Jones [10] in their investigation of the ideal form for weighting of search terms based on relevance data. Borrowing from their formulation, the particular possibilities that we will find useful are:
q Independence Assumption I2 -the distribution of terms in relevant documents is independent and the distribution of terms in non-relevant documents is independent.
q Ordering Principle O1 -that probable relevance is based only on the presence of search terms in documents.
q Ordering Principle O2 -that probable relevance is based on both the presence of search terms in documents and their absence from documents.
The Independence Assumption I2 is the natural assumption that one needs to allow term weighting to distinguish the relevant from the non-relevant material in the database. This assumption is widely invoked in probabilistic treatments of document retrieval either implicitly or explicitly [4, [11] [12] [13] [14] [15] . The assumption can be somewhat weakened as pointed out by Cooper [16] , but this observation has no effect on how the assumption is used in practice. We will take the standard approach using I2. Of the two ordering principles O2 is the more correct theoretically, as observed by Robertson and Sparck Jones [10] . While Robertson and Sparck Jones also observed that O2 was superior to O1 in testing on real data, we will find in our use that O1 performs as well as O2 and gives a simpler formula. While I2 and O1 or O2 provide the necessary foundation for relevance-based weighting, they are generally applied to produce a weight specific for each individual index term from each individual query in a test set. Such maximally specific weights yield the best performance in ranking documents in response to queries. However, such specific weights have no, or very little, generality. They can really only be applied in the precise setting in which they were produced. In order to provide weights with a certain level of generality we pool the data from all the terms of a given frequency in all the queries in the test set. In order to have a generous supply of data for this purpose we use queries 50-200 from the TREC (text retrieval conference) collection [17, 18] in their long form (title+description+narrative). In order to pool the data at different term frequencies we make use of an additional assumption. While this assumption is perhaps part of the folklore of the subject, it has been given a concise expression by Witten et al. [14] : q Monotonicity Assumption M1 -a term that appears in many documents should not be regarded as being more important than a term that appears in a few.
When coupled with I2 and either O1 or O2 this monotonicity assumption will lead to a natural method of pooling the data to obtain weights.
Weighting formulas
Natural weighting of terms arises from a Bayesian analysis of the probability of document relevance to a query based on the terms in the query and in the document. Let q represent a query and d an arbitrary document. Further let dRq stand for 'd relevant to q' and dR -q stand for 'd not relevant to q '. For any t ʦ q let us set:
Then term weights are given by:
under the assumptions I2 and O2. If O1 is used instead of O2 the formula simplifies to:
The derivations of eqns (4) and (5) are given in Robertson and Sparck Jones [10] , while the derivation of eqn (4) may also be found in many other sources [3, 4, 11, 12, 15] .
We will begin with eqn (5) and show how it may be transformed to a form convenient for estimation. We first apply Bayes' theorem to derive (6) This allows us to rewrite eqn (5) as (7) We now consider the assumption M1. This requires that w t be a non-increasing function of term frequency. Because the second term on the right in eqn (7) is a (7) as (8) In order to apply eqns (7) and (8) to estimate weights as defined in eqn (5), we assume we are given a set of queries Q on a database D and that for each q ʦ Q and d ʦ D we have available the information as to which of dRQ or dR -q is true. We then follow a two-step estimation procedure.
Estimation procedure
Step 1. To calculate C r estimate the value p(dRq) as the average number of relevant documents per query in Q divided by the number of documents in the database D.
Step 2.
, q) to equal 1 if dRq and 0 otherwise. Consider the data points (idf _ w t , n(t, d, q)) and determine that non-decreasing probability function pr (idf _ w t ) that maximizes the probability of seeing the data:
Substitute the value pr(idf _ w t ) for p(dRqԽt ʦ d) in eqn (7) to complete the estimate for w t .
There is a simple and elegant algorithm for the determination of non-decreasing maximal likelihood estimator pr(x) in step 2. It is known as the pool adjacent violators (PAV) algorithm [19, 20] . In the operation of the PAV algorithm the data is pooled over all term occurrences in query and document pairs so that the final estimate of p(dRqԽt ʦ d) only depends on the frequency of t and is a non-increasing function of that frequency. (For an explanation of the PAV Algorithm see the Appendix.) Because the result of PAV is a maximal likelihood estimate there is a sense in which it is optimal under the constraint M1.
Thus far we have shown how to estimate w t from eqn (5) under the assumption O1. If we instead make the assumption O2 we focus on the right side of eqn (4) . The first term is estimated just as described by the estimation procedure above. The same approach is also applied to determine the second term. We first apply Bayes' theorem: (10) We may take the log to obtain:
Now we have used M1 as equivalent to the statement that weights must be non-increasing as term frequency increases. Equivalently by eqn (7) p(dRqԽt ʦ d) must be non-increasing as term frequency increases. In fact one may argue directly from M1 to this statement regarding p(dRqԽt ʦ d). Higher frequency terms are generally less important and thus a high-frequency term t ʦ d ʝ q provides less evidence that dRq than would be provided by a lower frequency and generally more important term. A related argument suggests that p(dRqԽ t d) should also be non-increasing as term frequency increases. While a low-frequency term t ʦ q is more important and more indicative of dRq when it is present in d it is less surprising when it is absent from such a related d because of its low frequency. Thus its absence is more permissive of dRq than would be the absence of a higher frequency term from the query. We conclude that p(dRqԽt d) should be non-increasing as term frequency increases (more discussion of this point is given in the last section of the paper). This monotonicity allows us to estimate p(dRqԽt d) from the raw data using the PAV algorithm by the same scheme as outlined in the estimation procedure above. By this means we are able to estimate w t as defined in eqn (4). What we have said thus far does not guarantee that the weights determined by eqn (4) will be monotonically non-increasing with increasing frequency. However, in practice the decrease in the term in eqn (4) coming from eqn (6) is much greater than the increase in the term coming from eqn (10) as term frequency increases. This results in a function that at least closely approximates the monotonicity required by M1.
Learning on TREC data
We applied the estimation procedure outlined above to the long form of queries 50-200 from the TREC collection. In carrying out the estimation procedure for p(dRqԽt ʦ d) we obtained 217,641,276 data points. Each data point is of the form (idf_w t , n(t, d, q) ) and regression is on the value idf_w t . A similar procedure is applied to estimate p(dRqԽt d). In principle the PAV algorithm can be applied directly to the idf_w t but it is much easier and loses no important information to bin the idf_w t values into discrete bins. We do this by dividing the range of 0-20 for idf_w t into 1000 equal sized bins. The data points in each bin are averaged and this average is given a weight equal to the number of points involved. The result is a set of 1000 weighted data points on which PAV may be conveniently applied. In our case the results are shown in Fig. 1 .
For the TREC data we are studying p(dRq) is 0.000340. Values for p(dRqԽt ʦ d) begin just a little above p(dRq) at 0.0005 and end at 0.28, while values for p(dRqԽt d) begin at 0.00014 and end at 0.00029.
Based on the curves pictured in Fig. 1 we computed the values of w t using O1 (eqn (5)) and using O2 (eqn (4)). The results of these calculations are displayed in Fig. 2 . The curve for O1 is monotonic non-decreasing as it must be. The curve for O2 fails slightly to be monotonic at the lower end, while overall it approaches the O1 curve more closely at its upper end in harmony with the fact that the additional term in eqn (4) is nonincreasing as idf_w t increases. The straight line in Fig.  2 passes through the origin and shows how close the computed weights come to being a constant multiple of IDF weights.
We tested the computed weights obtained from the estimation procedure and displayed in Fig. 2 by using them in place of IDF weights. In order to obtain reasonable retrieval results it is necessary to use local weights as well as global weights on the TREC data. We chose two formulas for local weighting that have appeared in the literature and have been used successfully on the TREC collection in the past. The first is a formula published by Robertson and Walker [21] : (13) Here tf is by convention the local frequency of the term t in the document d. The value len d is the total number of term occurrences in d of all terms in d and avgdoclen is the average of len d over the TREC collection. We shall refer to this formula as LW1. The second formula was published by Ponte and Croft [22] : (14) and is ascribed by them to Robertson. In a general form it appears in Sparck Jones [3, 5] . We refer to this second formula as LW2. We tested IDF, O1 and O2 weighting in combination with either LW1 or LW2. The results appear in the table that follows. We give the results as interpolated precisions at 11 recall values as well as the lw td ϭ tf interpolated 11-point average precisions [14] . All results are based on queries 50-200 of the TREC collection.
An examination of Table 1 shows that LW2 outperforms LW1 when combined with either IDF or O1 weightings. Based on this finding LW1 was dropped from further testing. The combination LW2&O2 was found to be inferior to LW2&O1. Because the combination LW2&O1 gave superior performance we used cross-validation to remove any possibility of overtraining in the results based on O1 learning. We removed each of the 150 queries in turn from the estimation procedure of Section 2 and estimated the weights from eqn (5) based on the remaining data. The re-estimated weights were then used to do the retrieval on the query that had been removed from the estimation procedure. The results on the 150 queries were then combined in the standard way to produce the interpolated precisions in the table. It is evident that the results are almost as good as LW2&O1 without crossvalidation. We believe this is not surprising as the cross-validation in each case removed only a small fraction of the data (on average less than 1%). Also the data set is itself very large and this should minimize overtraining.
Discussion
Perhaps the first question that is raised by the results in Table 1 is why the LW2&O2 performance is worse than the LW2&O1 performance. In order to confirm that LW2&O2 is in fact worse we performed statistical testing using the bootstrap shift precision test [23] . One million resamplings of the data confirmed the difference between LW2&O2 and LW2&O1 to be significant at the 0.001 level. We next ask whether the assumption that p(dRqԽt d) is a non-decreasing function of idf_w t is appropriate. This assumption underlies the estimation of p(dRqԽt d) and the derivation of the O2 weights as pictured in Fig. 2 . We claim that the assumption is reasonable based on the results of applying the regression procedure to the data as pictured in Fig. 1 . On the left half of the curve for p(dRqԽt d) the regression procedure yields an increasing function. This would not happen if the function were either decreasing or a constant over this range. Thus the left half of the picture would seem to be an appropriate representation of the function. On the right the regression procedure produces a constant. However, the function has already essentially reached its limit at midpoint according to the relationship (12) . Thus over the upper half of its range the function can only be a constant or a decreasing function. Yet the upper half of the range where frequencies are low is that part of the range where the argument that p(dRqԽt d) should be non-decreasing seems most certain to be true. This follows from the fact that for any query q the set R q of documents relevant to q is much smaller than the set NR q of non-relevant documents. Thus as the frequency of an already infrequent term t decreases, the fraction of NR q documents not containing t increases much less Another issue that may have some bearing on the relatively poor performance obtained from LW2&O2 is the validity of the independence assumption I2. While this sort of assumption is routinely made it is recognized as not strictly true. In fact the presence of lowfrequency subject-specific terms often implies the presence also of high-frequency terms of a more general nature. For example the phrases 'city of San Francisco' or 'transforming growth factor-beta gene' have the general high-frequency terms 'city' and 'gene' coupled with much more specific low-frequency terms. One way to attempt to correct for this coupling or dependence would be to down-weight the high-frequency terms. O1 in effect does this and it is possible that this is actually beneficial to retrieval. The value of such down-weighting may depend on the number of terms in the average query. A larger number of terms per query increases the likelihood of significant dependencies. The TREC data studied here has 49.7 terms per query on average. We may recall that the original study by Robertson and Sparck Jones [10] concluded that O2 was superior to O1 based on relevance judgments. However, the test sets they worked with had relatively few terms per query (7.9 on average for the Cranfield 1400 collection and 5.3 for the Keen collection). What we have put forward here is only a suggested explanation for an incompletely understood phenomenon.
We find that LW2&O1(cross-validated) achieves a 5.3% improvement over LW2&IDF in 11-point average precision. Again we performed the bootstrap shift precision test with one million resamplings and confirmed that this difference is significant at least at the 0.001 level. While this level of improvement is not large it may be sufficient to have practical implications. However, we believe it is perhaps most important for what it says about improving IDF weighting. In looking at O1 weighting in Fig. 2 and comparing it with IDF weighting one sees that there is a tendency to have O1 weights a little smaller than IDF weights on the left, but a little greater on the right. We attempted to smooth out the O1 curve to retain just these features in relation to IDF, but in doing so we lost most of the advantage of O1 over IDF weighting. Based on such attempts we have concluded that the information in O1 that gives improvement over IDF is largely in the many individual steps or wiggles demonstrated in Fig. 2 . Greiff [9] has also examined the question of improving on IDF weights and gives data suggesting that by flattening the IDF weights (the straight line in our Fig. 2 ) at both the right-and left-hand ends improvements are produced. In fact one can see in Fig. 2 such a flattening in the ideal weights learned based on O1. However, we find the improvement based on such flattening is small. It is important to note that Greiff's results are given for global weighting alone without any local weights and that such results are overall quite poor. He does follow a precedent in giving results without local weighting [24] . On the other hand it is unclear that such results indicate the performance that might be obtained in a realistic setting where local weights as well as global weights are used.
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