Motivated by an empirical analysis of the Childhood Asthma Management Project, CAMP, we introduce a new screening procedure for varying coefficient models with ultrahigh-dimensional longitudinal predictor variables. The performance of the proposed procedure is investigated via Monte Carlo simulation. Numerical comparisons indicate that it outperforms existing ones substantially, resulting in significant improvements in explained variability and prediction error. Applying these methods to CAMP, we are able to find a number of potentially important genetic mutations related to lung function, several of which exhibit interesting nonlinear patterns around puberty.
Introduction.
Over the last several decades we have seen the rapid development of high-dimensional techniques fueled by precipitous advances in technology. As our computing power has increased, so has our ability to obtain and examine ever larger and more complicated data sets. One of the primary examples of such data come from genetic association studies. In traditional genome-wide association studies (GWAS) hundreds of thousands or even millions of single nucleotide polymorphisms (SNPs) are explored to find associations with some phenotypes of interest, for example, blood pressure, height, asthma, etc. Companies are developing cheaper and cheaper sequencing technologies while also providing increasingly larger pictures of an individual's genome. Indeed, the next technological step consists of high throughput sequencing technologies which are capable of complete genome sequencing. Such studies result in millions of genetic mutations which include not only SNPs, but also insertions or deletions of segments of DNA.
The present work was motivated by the Childhood Asthma Management Program (CAMP), a 4 year clinical trial which explored the impact of daily asthma medications on lung development in growing children. We consider 540 subjects, each of whom contributed up to 16 clinical visits. Our aim is to determine which genetic markers, among hundreds of thousands, affect lung development. The specific outcome we focus on here is FEV1, a common proxy for lung development, which represents the volume of air one can expel out of their lungs in one second. Given that the subjects may change rather rapidly over the course of the trial, we also wish to understand how the effect of significant SNPs changes over time. Analyzing such longitudinal genetic data poses a substantial challenge for data scientists and necessitates the development of new data analytic tools to address scientific questions and test important hypotheses.
The so-called "large p, small n" problems require tools that are not only powerful, but also computationally efficient. While association methods such as the LASSO [Tibshirani (1996) ] and SCAD [Fan and Li (2001) ] are powerful, they require significant computational resources for large-dimensional data sets. One of the main issues stems from having to handle all of the predictors jointly, which is an enormous computational burden when dealing with hundreds of thousands of predictors simultaneously. An elegant and effective solution is to incorporate screening rules. A screening rule is a method which analyzes much smaller subsets of the predictors and attempts to filter out those that are clearly unimportant. Such rules may attempt to pick the "best" subset of predictors or just a substantially smaller subset which could in turn be analyzed by other methods. By using such screening rules, it is not unusual to see full-day computation times reduced to minutes. The primary goal of this work is to develop an effective screening procedure for longitudinal genetic studies such as CAMP.
A number of feature screening procedures have been developed in various contexts. Fan and Lv (2008) developed a sure independence screening procedure (SIS) for ultrahigh-dimensional linear models. Furthermore, they showed that SIS possesses the sure screening property, that is, with probability tending to one, it produces a subset which contains the true underlying predictors. Fan and Song (2010) extended SIS to ultrahigh-dimensional generalized linear models by ranking the maximum marginal likelihood estimates. Fan, Feng and Song (2011) proposed an SIS for ultrahigh-dimensional additive models by ranking the magnitude of each nonparametric component. In addition, model-free SIS procedures have been advocated in more recent literature. Zhu et al. (2011) proposed an SIS for the multiindex model setting. Li, Zhong and Zhu (2012) developed a distance-correlationbased SIS, which is directly applicable for a multivariate response and grouped predictors. He, Wang and Hong (2013) proposed a quantile-adaptive model-free feature screening procedure for heterogeneous data. Screening procedures have also been developed for varying coefficient models. Liu, Li and Wu (2014) developed an SIS for varying coefficient models with ultrahigh-dimensional predictor variables (ultrahigh-dimensional varying coefficient models for short) by using a conditional Pearson correlation coefficient to rank the importance of predictors. Fan, Ma and Dai (2014) proposed an SIS for ultrahigh-dimensional varying coefficient models by extending the B-spline techniques in Fan, Feng and Song (2011) for additive models. Song, Yi and Zou (2014) further extended the proposal of Fan, Ma and Dai (2014) for longitudinal data. Both the work of Liu, Li and Wu (2014) and of Fan, Ma and Dai (2014) were developed based on independent and identically observed data, while the proposal of Song, Yi and Zou (2014) did not incorporate within-subject correlation and dynamic error variance at the screening stage, a key ingredient of our proposed methodology.
While the vast majority of GWAS are cross-sectional, there are numerous longitudinal studies which also have genetic measurements. However, high-dimensional methods for longitudinal outcomes have only been sparsely studied. In a longitudinal genetic study such as CAMP, it is typical that researchers collect many baseline variables, a huge number of genetic markers and longitudinal predictor variables/phenotypic traits. Some baseline variables and longitudinal predictors should be included in the analysis based on prior knowledge. None of the aforementioned works on feature screening for ultrahigh-dimensional varying coefficient models have studied this situation, and this work intends to fill this gap. This work also makes a substantial improvement to the B-spline methods in Fan, Ma and Dai (2014) and Song, Yi and Zou (2014) for ultrahigh-dimensional varying coefficient models by incorporating within-subject correlation and dynamic error structure. This is now straightforward for standard multivariate regression models because it is reasonable to assume that the working models are true or well approximate the truth. However, feature screening procedures focus on cycling through very small submodels, which are inherently misspecified. This poses a substantial challenge for constructing effective screening rules using longitudinal data. The main contributions of this paper are to present an effective screening rule based on B-spline regression and to demonstrate how within-subject variability can be harnessed for increased screening accuracy by Monte Carlo simulation. We support the methodology with accompanying theory and illustrate it via an empirical analysis and comparison of the CAMP data. Our empirical analysis clearly shows that the proposed nonparametric approach is especially useful for such studies with highly nonlinear patterns and intricate within-subject dependencies, as one might expect for rapidly changing populations such as children or the elderly.
The rest of this paper is organized as follows. In Section 2, we propose a new screening rule for longitudinal genetic data. We also discuss how to incorporate within-subject variability and correlation into the screening procedure to increase screening accuracy. A theoretical justification for our methods is provided in Section S1 of the supplementary material [Chu, Li and Reimherr (2016) ]. In Section 3, we conduct a Monte Carlo simulation to examine the finite sample performance of the proposed screening procedures, and to compare with existing ones. In Section 4, we present our empirical analysis and comparison of CAMP data using the newly proposed procedure and existing procedures. Some concluding remarks and discussions are given in Section 5.
2.
A feature screening procedure. Assume that we collect a random sample from n subjects and, for the ith subject, we observe the response y i (t) along with its covariate vectors {z i (t), x i (t)} at times t ij , j = 1, . . . , J i , where J i is the total number of observations from the ith subject. While, for complete generality, we always include the argument t, a particular covariate need not change with time, such as gender. The covariate vector z i (t) is a low-dimensional predictor consisting of variables that are believed to impact the response based on empirical evidence or relevant theories. Thus, z i (t) should be included into the model, and is not subject to be screened. The covariate vector x i (t) is ultrahigh-dimensional and contains a vast number of covariates such as hundreds of thousands of SNPs. We assume that the dimension p of x i (t) is allowed to grow with sample size n at an exponential rate, that is, log p = O(n a ) for some a ∈ (0, 1/2). We will discuss this point further in Section S1 of the supplementary material [Chu, Li and Reimherr (2016) ]. It is believed that a relatively small number of x-variables have an impact on the response, and most of the x-variables are likely to be irrelevant. To explore potential time-varying effects, we consider the following time-varying coefficient model:
where {β l (t), l = 0, . . . , q} and {γ k (t), k = 1, . . . , p} are nonparametric smooth coefficient functions, and ε i (t) is the error term with conditional mean E{ε i (t)|x i (t), z i (t)} = 0. It is assumed throughout this paper that ε i (t) have a variance that varies across time, are independent across i (between subjects) and correlated across t (within same subject). In model (1), t need not to be calendar time. For example, we may set t to be the age of a subject in order to explore potential age-dependent genetic effects and examine whether genetic effect changes across developmental stages. In general, it is assumed that t ∈ T , where T is a closed and bounded interval in R.
The goal of a screening procedure is to effectively filter out as many unimportant x-variables as possible while retaining all of the important ones. To denote the significant variables, we define the index set
where · 2 is the (functional) L 2 norm. The screening procedure proposed by Liu, Li and Wu (2014) , based on conditional correlation, cannot be used for feature screening in model (1) because of the inclusion of z-variables. The screening procedures developed in Fan, Ma and Dai (2014) and Song, Yi and Zou (2014) may be directly applicable for model (1) by assuming that within-subject observations are independent. However, in their original works, a sure screening property has not been established when z-variables are included. In this section, we introduce a more effective screening procedure, which improves the proposal of Fan, Ma and Dai (2014) by including baseline variables, incorporating within-subject correlation and taking into account the time-varying error variance. Furthermore, our procedure achieves the sure screening property, which is established in Section S1 and proved in Section S2 of the supplementary material [Chu, Li and Reimherr (2016) ].
We now describe our procedure. For each k, we define a marginal (a single x-variable) nonparametric regression model with the kth x-predictor:
where {β * lk (t), l = 0, 1, . . . , q} and γ * k (t) are smooth coefficient functions. Intuitively, the residual sum of squares of model (3) may be used to measure the importance of the kth x-variable. A smaller residual sum of squares implies that the corresponding x-variable explains more variation of the response variable, and therefore would be more important.
We employ a regression spline method to estimate the coefficient functions and obtain the residuals. Using cubic B-splines, we approximate {β * lk (t), l = 0, 1, . . . , q} and γ * k (t) as follows:
where {B hm (·), m = 1, . . . , M hn } is a set of B-splines which may differ across h, and M ln and L kn are the numbers of basis functions used for β * lk (t) and γ * k (t) respectively. Larger M kn and L ln lead to more accurate approximations of the varying coefficients, but at the cost of a higher variance (i.e., the classic bias/variance trade-off). Model (3) becomes, approximately, a linear regression model:
The error term ε * i (t ij ) is assumed to be independent between subjects and correlated within subject. Moreover, the variance of ε * i (t ij ) is assumed to be timevarying. Incorporating the error covariance structure into the model estimation is expected to increase screening accuracy.
Intuitively, one may use weighted least squares (WLS) or generalized estimating equations (GEE) [Liang and Zeger (1986) ] to estimate the coefficients, however, the situation here is much more challenging because (a) the working marginal model (5) is a misspecified model, and (b) the total computational cost for estimating the error variance and correlation matrix in each marginal model would be extremely expensive in the presence of ultrahigh-dimensional x-covariates. Instead of estimating the covariance matrix of
we propose an approach to construct the weights for WLS using the following working model:
This model includes only the baseline covariates z i (t) without any x-covariates. Although it is misspecified, we can still gain valuable information about the response covariance structure that can be incorporated into the screening procedure for better performance.
We construct V (t ij ), a working variance function for ε * i (t ij ), using the techniques in Huang, Wu and Zhou (2004) . We apply the ordinary least squares method and regression spline technique to model (6), and obtain the corresponding residuals {r i (t ij )}. Assuming that V (t) is a smooth function of t, we can approximate (t ij ) . Minimizing the following least squares function
leads to an estimate of the coefficients:
We use a parametric model for the working correlation matrix. Denote by R i (λ) = (R jk ) the J i × J i working correlation matrix for the ith subject, where λ is an s × 1 vector that fully characterizes the correlation structure. Commonly used correlation structures include autoregressive (AR) correlation structure, stationary or nonstationary M-dependent correlation structures, as well as parametric families such as the Matérn. In practice, we propose to employ moment estimators for the parameters λ in the correlation structure based on the residuals r i (t ij )s in feature screening procedures. Denote byλ the resulting moment estimate of λ.
We propose the following weight matrix for the ith subject:
where V i is the J i × J i diagonal matrix consisting of the time-varying variance
We can then obtain the WLS estimate for regression coefficients in model (5), and calculate the fitted valueŷ
, where we ignore the difference among using different numbers of basis
and y i can be estimated byŷ
This enables us to calculate the weighted mean squared errors denoted byû nk :
Note that the smaller value ofû nk indicates stronger marginal association between the kth covariate and the response. Thus, we sort {û nk , k = 1, . . . , p} in an increasing order, and define the screened submodel as
where τ n is the submodel size chosen to be smaller than the sample size n. Following Fan and Lv (2008) , we set τ n = [n/ log(n)], where [a] refers to the integer part of a. This procedure has sure screening properties, which means that, with probability tending to one, all true covariates are included in the sub-screened model defined by M τ n provided that certain conditions are satisfied. More detailed description of the sure screening property and theoretical proof can be found in Sections S1 and S2 in the supplementary material [Chu, Li and Reimherr (2016) ].
3. Simulation studies. To make our simulation results more generalizable to real-world applications, we generate data mimicking the CAMP data, and compare the finite sample performance of the new method with that of sure independence screening (SIS) [Fan and Lv (2008) ], nonparametric independence screening (NIS) with varying coefficient models [Fan, Ma and Dai (2014) ] and the procedure proposed in Song, Yi and Zou (2014) (NIS2). In our simulation setting where the number of observations for each subject is the same for all subjects, the last two procedures essentially use the same marginal models, which are time-varying coefficient models assuming working independence and constant variance. Thus, they only differ in the criteria used for ranking the importance of covariates. Song, Yi and Zou's (2014) marginal utility is defined by
and, as suggested in their paper, we take N = 10,000 equally spaced time points t 1 < t 2 · · · < t N on the time interval T and estimate w k by
For Fan, Ma and Dai (2014), we use residual sums of squares of the marginal model as ranking criteria. We set the feature dimension, p, to 2000, 5000 and 10,000. We first randomly choose p SNPs from CAMP as the x-variables and set gender as the only zvariable, as only gender among the baseline variables has a significant impact on the response based on our preliminary analysis of the CAMP data using an agevarying coefficient model. The distribution of the age variable is approximately normal over the range [5, 17.2]. To achieve better numerical stability, we make a transformation on the time points {t ij , j = 1, . . . , J i ; i = 1, . . . , n} so that they are approximately uniformly distributed on [0, 1] by t ij = ((t ij −t)/s t ), where (·) is the cumulative distribution function of N(0, 1), andt and s t are the sample mean and standard deviation of all time pointst ij in the CAMP data. We generate the simulated data from
In each replication, we randomly select n = 200 subjects with J i = 16 observations from the CAMP data, and directly use their values on the gender variable, time t ij and the p selected SNPs in this simulation.
The error term ε i (t ij ) is generated from a zero mean Gaussian process with variance and correlation defined by (14) cor ε i (t ij ), ε i (t ik ) = 0.5ρ
where we use a correlation structure as a combination of AR(1) and compound symmetry with equal weights. We set (ρ 1 , ρ 2 ) = (0.6, 0.4) and (0.8, 0.6) in our simulation. To investigate the sensitivity of using different correlation structures in estimating the weighted matrix, we consider three options in the analysis. The first is stationary M-dependent, where M = J i − 1 = 15 in the simulation. This is the true structure generated by the second equation in (14), but the parameters are estimated using the working model specified in (6). The other two are AR(1) and compound symmetry, which are commonly used in practice. Their results are labeled as "stat-M," "AR(1)" and "C.P.S.," respectively. We set x 1 , x 2 , x 3 , x 4 to be significant, and all others are inactive. To ensure fair comparisons, we consider two examples for nonzero coefficients. In the first example, the nonzero coefficients for x-variables are time-varying, while they are time-invariant in the second example. The specific nonzero coefficient functions are given below.
• Example I. The nonzero coefficient functions are defined by
• Example II. The nonzero coefficient functions are defined by
We set β 0 (t) and β 1 (t) to be the coefficient functions estimated from y i (t ij ) = β 0 (t ij ) + β 1 (t ij )Gender i + ε i (t ij ) using the CAMP data. Their plots are shown in Figure 1 . The baseline predictor gender is also considered in the SIS and the NIS method in our numerical comparison.
For NIS [Fan, Ma and Dai (2014) ], NIS2 [Song, Yi and Zou (2014) ] and our procedure, we apply B-splines approximations to the time-varying coefficients, which involves three tuning parameters: the degree of the splines, the number of knots, and the positions of the interior knots. In all simulation studies, we set the degrees of spline functions to be three, that is, cubic spline, which is the most commonly used option. Since the time points are transformed to be approximately uniform over [0, 1], we use equally spaced knots. The number of interior knots is set to be four, which gives eight degrees of freedom for each varying coefficient. We believe that this is good enough to capture the time-varying effects. Alternatively, crossvalidation methods can be applied to better select the number of interior knots. However, the computational costs are substantial in the presence of ultrahigh dimensionality, and pilot analysis shows that results are not sensitive to different numbers of knots.
Following Liu, Li and Wu (2014) , the following four criteria are used to evaluate the performance of different screening methods:
• R k : The average of ranks of x k (or SNP k in our case) in terms of the screening criterion based on 1000 replications.
• M: The minimum size of the submodel so that all true predictors can be selected. The 5%, 25%, 50%, 75% and 95% quantiles of M are reported from 1000 replications.
• p a : The proportion of 1000 replications where all true predictors are being selected intoM τ n .
• p k : The proportion of x k being selected into the submodelM τ n over 1000 replications.
To calculate p a and p k , we set the selected submodel size τ n = ν[n/ log n], ν = 1, 2, 3 [Fan and Lv (2008) ]. All the simulation results are summarized over 1000 replications.
Results for p = 2000 are shown in Tables 1, 2 and 3 for R j 's, quantiles of M, and p j 's and p a , respectively. Results for p = 5000 and 10,000 are shown in Section S3 of the supplementary material [Chu, Li and Reimherr (2016) ]. When p = 2000, outputs of the first example show that SIS is able to identify SNP 4 , with average ranks (R 4 ) of 1.499 and 5.804, and selection proportions (p 4 ) 0.997 and 0.971 under τ n = 38, for the two correlation cases respectively, but fails to select the other three SNPs. This is likely due to γ 4 (t) being a strong stable signal, with a slope (−0.5) and relatively large intercept (0.6), while the other three coefficients have significant time-varying effects and cannot be detected by SIS. NIS also identifies SNP 4 very well. Furthermore, it selects SNP 1 into the submodel with a relatively large probability, especially under the (0.6, 0.4) correlation scenario and using the more conservative submodel size (τ n = 76 or 114). However, it tends to give low ranks to SNP 2 and SNP 3 (R 2 and R 3 of NIS from Table 1 ) and low selection rates (p 2 and p 3 of NIS from Table 3 ). This is because the signal magnitudes of γ 2 (t) and γ 3 (t) are not large enough for NIS to detect. As expected, results of NIS2 are very similar to NIS. Our procedure has excellent performance for all four SNPs, generating consistently high ranking and large selection rates under all scenarios. It identifies the relatively constant signal (like SIS and NIS), SNP 4 , the larger time-varying signal SNP 1 (like NIS, but not SIS), and, unlike the other methods, gains enough power from exploiting the covariance structure to select SNP 2 and SNP 3 . Among the three working correlation structures, stationary-M dependent gives the best results as expected (since it is the truth). The AR(1) structure performs better in capturing signals of the first and fourth SNPs, while the compound symmetry structure gives more accurate ranking of the second and third SNPs. This indicates that, under (1) 1.000 0.969 0.945 1.000 0.915 1.000 1.000 1.000 1.000 1.000 C.P.S. longitudinal settings, better screening results can be gained from accounting for varying variance and within-subject correlation, even with misspecified correlation structures.
As for the second example, all methods have good performance, with SIS performing the best. Thus, our screening method is also valid for linear models. However, if the underlying model is known to be linear, then SIS would be the best option due to the smallest computational cost. By comparing the results of the two correlation scenarios, we can observe that all methods perform slightly worse when the error correlations get larger.
The simulation results for p = 5000 and 10,000 are shown in the supplementary material [Chu, Li and Reimherr (2016) ]. As feature dimension p increases to 5000 and 10,000, the aforementioned patterns can still be observed, although the overall performance for all procedures deteriorate with the increase of extra noise. Given the performance of these methods, we can definitively recommend our procedure in practice for longitudinal data. Especially in the setting where further analyses are to be performed, our method truly shines. While our rankings for constant effects are slightly worse, they are still very high, and thus very likely to make it past any reasonable screening threshold. Our performance for truly time-varying effects and dynamic errors is substantially better, and it is clear that SIS and NIS run the risk of missing such signals.
A reasonable concern for our procedure is its computational time. Table 4 shows the average computing time of one replication for all cases. The standard deviations calculated over 1000 replications shown in the parenthesis are quite large because different replications are run at different cluster nodes on HPC at Penn State University. Overall, the new procedures take 4 to 5 times longer than NIS, which is still acceptable when considering the gain in screening accuracy.
Application.
The Childhood Asthma Management Program (CAMP) was a longitudinal study designed to explore the long-term impact of several daily treatments for mild to moderate asthma in children [The Childhood Asthma Management Program Research Group (1999 , 2000 ]. Here, we consider n = 540 Caucasian subjects, each of whom contributed up to 16 clinical visits over 4 years; 81% made all 16 and 92% missed at most one. The primary outcome variable examined here is lung growth, as assessed by the change in forced expiratory volume in one second (FEV1). There is strong evidence of large within-subject correlations, where the pairwise correlations among all visits range from 0.83 to 0.96. As our procedure incorporates this information when screening, we believe that it can outperform other methods that assume independence when analyzing such highly correlated longitudinal data. Genome-wide SNP data and phenotypic information were downloaded from dbGaP (http://www.ncbi.nlm.nih.gov/gap) study accession phs000166.v2.p1. There are in total eight hundred and seventy thousand SNPs to be screened. We set the age of the ith subject at the j th measurements to be the 
where gender is the baseline predictor and {SNP ik } are the SNP variables. Throughout this empirical analysis, it is assumed that ε i (age ij ) is a Gaussian process with mean zero and variance Var(ε i (age ij )) = V (age ij ), a smoothing function of age.
We apply the feature screening procedure introduced in Section 3 and the NIS method to this data set. We set the tuning parameters the same as in the simulation studies, that is, we use the cubic spline with four equally spaced interior knots. For the error covariance structure, we use the M-dependent correlation with M = J i − 1 to incorporate more flexibility. Both methods select τ n = [540/ log(540)] = 85 SNPs. The two submodels obtained have 15 overlapping SNPs. Since the purpose of screening procedures is to remove as many irrelevant SNPs as possible and to retain all important SNPs, the screening procedures are typically conservative. Thus, we apply a stepwise regression to remove more irrelevant SNPs.
In the forward step, we choose the SNP which results in the greatest decrease in the weighted residual sum of squares (WRSS), and then use an F -test to determine if this SNP should be added to the model. The F statistic can be calculated by
where WRSS 1 and WRSS 2 are the weighted residual sum of squares of the model without and with the candidate SNP, respectively, and defined as
where −1 i is the estimated covariance matrix for subject i from its corresponding model. In the backward step, to determine if an existing SNP should be excluded, we check if its contribution is smaller than the newly added SNP. Specifically, let {SNP (k) , k = 1, . . . , K} be the existing SNPs and SNP (K+1) be the new one. Then delete SNP (j ) if WRSS of the model based on {SNP (k) , k = 1, . . . , K} is greater than WRSS of the model based on {SNP (k) , k ∈ {1, . . . , K + 1} \ {j }}. This procedure automatically stops when no SNP can make a significant contribution to the model. By applying this procedure to the two submodels obtained from screening, a final model with 23 SNPs is selected for the new method and a model with 6 SNPs for NIS.
We further compare these two models by conducting leave-one-subject-out cross-validation (LooCV) and assessing their predication performance. At each Table 5 shows the results of the two models selected and the new method outperforms NIS by more than 10%.
We show in Figure 2 the estimated coefficient functions of the best model selected for the new method. The first two panels are the coefficients for the intercept and gender (with female as the baseline); the others are for the 23 SNPs. Detailed information about these 23 SNPs is also shown in Table 6 . The shape of the intercept function is as expected; as subjects age, their lungs develop and FEV1 increases. We see that there is a slight tapering around 16-17 years old as teenagers get closer to their adult heights. The shape of the gender function is especially interesting. We see that at younger ages boys have slightly higher (recall female is the baseline) lung function. However, we see a dip and the two groups begin to converge starting around age 10, which is right around the time girls begin entering puberty. Boys, on average, enter puberty about a year after girls, which we can also see as the plot rebounds around age 12 as the boys begin growing larger than the girls. Finally, around age 16 when both groups are closer to their adult heights, we see the plots settle on a more pronounced difference between the genders.
The shapes we see in the SNP functions take a variety of forms. Most are primarily protective (1, 6, 10, 14, 16, 17, 18, 20, 23) or deleterious (2, 3, 4, 5, 7, 9, 11, 13, 15, 19, 21, 22) , though SNPs 8 and 12 do not clearly fall into one category. We also see that the impact of many of the SNPs seems to fundamentally change before and after puberty. The plot we see for SNP14 might be what one would expect for a protective SNP: a steady increase which accelerates during puberty and then tapers off. Shapes that are more surprising are ones like SNP1. This SNP starts off as protective, but when children hit puberty, it seems to decrease in effect. SNP3 only seems to be active during puberty, but otherwise does not seem to have an effect. In many of the plots we see more chaotic or rapid behavior around puberty. This makes sense as a rapid growth in the children should rapidly change how SNPs are affecting lung function. What is not so obvious is that puberty also seems to fundamentally change the nature of certain SNPs. Some seem to change the direction of the effect, while some seem most active during puberty. It is these types of patterns which make nonparametric longitudinal methods so powerful. By allowing very general structures for the coefficient functions, we can better find nonlinear patterns.
We conclude this section by examining the heritability discovered by the models, as well as the heritability explained by individual SNPs. Heritability is a concept that summarizes the proportion of variation in a trait due to genetic factors. Examining heritability is an important step in understanding the genetic architecture of complex diseases, and so is commonly measured in GWAS. Statistically, heritably is a type of regression R 2 , and thus it is also important for evaluating the fit of a model. Since we are selecting a relatively small subset of SNPs, the heritability we examine here is not the overall heritability of the disease but only the heritability due to our submodel. The heritability of FEV1 was explored in Reimherr and Nicolae (2014), where they found that the heritability of FEV1 in asthmatic children was around 46%. However, they also discovered that heritability can vary substantially with age. In their methods, "time" was study time (i.e., number of weeks of the trial), where as here we let time be the age of the child. This is especially important as we can get a more direct handle on how heritability changes with age. For model (15), we consider the total heritability of all selected SNPs and the heritability of a single SNP. The heritability of all SNPs is calculated by
Here, RSS is the unweighted residual sum squares defined by
whereŷ i (t ij ) is the fitted value from the model using weighted least square estimation, that is, accounting for time-varying variance and within-subject correlation. The total heritability for our model and the best model of NIS is, respectively, 34.673% and 17.977%. We also estimate the time-varying heritability for all SNPs using a B-splines approximation, and the results are shown in Figure 3 . There we see a similar result of Reimherr and Nicolae (2014) that the heritability seems to change quite substantially with age. In particular, we see rapid increases in the heritability as children enter puberty. It seems to level off at around ages 16-17. While we know that the heritability of the NIS submodel is lower than ours, we see another remarkable difference in their time-varying heritability patterns. The NIS model plot looks similar to ours, except at the later ages as it decreases as puberty ends. This suggests that the NIS model has missed SNPs which play a larger role at the later ages. Finally, we calculate the heritability of single SNPs. This is determined by the order in which each SNP is selected into the model in the stepwise selection procedure. Let SNP (k) be the kth SNP to be selected into the model, then its heritability is calculated by Tables 7 and 8 show the heritability of a single SNP in the two best models. We see that the heritability of the SNPs ranges fairly evenly between zero and four percent. Interestingly, SNP22 or rs12734254 on gene ST6GALNAC5 was also discovered in Reimherr and Nicolae (2014) using a very different and stringent statistical approach, which reaffirms that this gene is influencing lung function. 
Concluding remarks.
We developed a screening procedure for ultrahighdimensional varying coefficient models motivated by longitudinal genetic studies. From our numerical comparison, the proposed procedure outperforms the SIS proposed in Fan and Lv (2008) and the NIS proposed in Fan, Ma and Dai (2014) for longitudinal data. This implies that incorporating within-subject variability and within-subject correlation is important for increasing the accuracy of a screening rule. We applied the proposed procedure in an analysis of CAMP. The newly proposed screening procedure is able to select a model with much higher heritability and lower prediction error than other methods. Our methodology allows for timevarying SNP effects which revealed that many seem to fundamentally change as children age and enter puberty.
There are a number of ways in which this methodology can be expanded. One that we briefly explored is allowing the correlation structure to also take a smooth nonparametric form. However, our initial attempts showed that the resulting estimates were too noisy to be of much use, and resulted in inconsistent screening results. Thus, finding a nonparametric estimation method for the correlation struc- ture which results in efficient and stable screening would be useful. Another useful generalization would be to allow for more smoothing procedures such as local polynomial smoothing, smoothing splines, etc. Regression splines allow for nice statistical tests, which we exploit in the Application Section. To achieve a similar effect, other smoothing methods would need to be incorporated with care.
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