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This empirical study examined the behavioral influences of leaders on employees’
security compliance. Organizations can use leadership concepts in the field of
Information Systems (IS) security. Despite the adoption of technical and managerial
approaches, organizations still face issues motivating employee IS security compliance.
This dissertation argued that organizations need strong leadership to encourage
employees. Using the expectancy theory, this paper created a theoretical model to help
understand the influence of task and relationship-oriented leadership behaviors on
nontechnical controls IS security compliance. The conceptual underpinnings translated
into perceived security effort, perceived security performance, and expected security
outcomes. The theoretical model was validated using Structural Equation Modeling
(SEM) and Confirmatory Factor Analysis (CFA). The model-level results revealed a
structural model that suggests task-oriented leadership is better suited for motivating IS
security compliance. In addition, individual-level results provide additional support that
task-oriented leadership was the only leadership behavior with a direct relationship with
IS security compliance. These findings contribute to the body of knowledge that
compliance behaviors are extrinsically motivated. Future research should aim to further
examine the role of intrinsic motivators, and the indirect influence of relationshiporiented leadership behaviors on IS security policy compliance with more rigorous
approaches.

Acknowledgements
Firstly, I would like to express my sincere gratitude to my advisor Dr. Gurvirender Tejay
for his continuous support of my Ph.D study and related research—for his directness,
support, and immense knowledge was invaluable. I’ll never forget the experience of his
lectures and one-on-one teachings: his guidance not only helped me but also challenged
me to grow intellectually. I could not have imagined having a better advisor and mentor.
Besides my advisor, I would also like to thank the rest of my dissertation committee:
Dr. Souren Paul and Dr. Steven Terrell. My committee members were well crafted from
the enlightening experiences I had during lectures and performing coursework in their
classes. I saw their passion for research, and it inspired me to continue my journey as a
researcher.
I give my sincere thanks to Dr. James Parrish and Dr. Ling Wang: without their
additional support, it would not be possible to conduct this research. I would also like to
thank Dr. Gerard Becker for his encouragement and consultation during my decision to
pursue a Ph.D, and providing me a letter of recommendation into the program. Dr. Meena
Clowes and Dr. Deirdre Rogers thanks for the support finalizing the dissertation report.
Last but not least, I would like to convey my deepest appreciation to my family and
friends who supported me through this lengthy process of intellectual development. My
mother is an attentive listener and great supporter. My siblings steer me in the right
direction whenever I need help. My friends challenge and remind me there is always
more to learn. I hope to inspire my son to follow in his dad's foot-steps and excel even
higher in life.
While there are a lot of people who helped me get to where I am, I send my gratitude to
all those not explicitly mentioned.
This is not the end of the road, but a start of a new beginning with the knowledge and
skills to make a meaningful impact in the field of information systems.

Accepted Paper from this Research
Winkfield, M. A., Parrish, J. L., & Tejay, G. (2017). Information Systems Security
Leadership: An Empirical Study of Behavioral Influences. Twenty-third Americas
Conference on Information Systems, Boston.

Table of Contents

Abstract iii
Acknowledgements iv
Table of Contents v
List of Tables viii
List of Figures ix
Chapters
1) Introduction 1
1.1. Background 1
1.2. Research Problem 3
1.3. Importance of Research Problem 6
1.4. Definition of Key Terms 8
1.5. Structure of the Dissertation 9
2) Literature Review 10
2.1. Introduction 10
2.2. Risk Management, Security Controls, Policy Compliance 10
2.2.1. Risk Management 10
2.2.2. Security Controls 13
2.2.3. Policy Compliance 17
2.3. Security Leadership 20
2.3.1. Leadership 21
2.3.2. Chief Information Security Officers 23
2.3.3. Organizational Support 26
2.4. Summary 27
3) Methodology 28
3.1. Introduction 28
3.1.1. Epistemology 28
3.2. Theoretical Framework 29
3.2.1. Theoretical Basis 30
3.2.2. Research Model 31
3.2.3. Hypotheses 34
3.3. Research Design 37
3.3.1. Research Strategy 37
3.3.2. Instrument Development 38
3.3.3. Instrument Validation 44
3.4. Data Collection 45

v

3.4.1. Phase I 47
3.4.2. Phase II 48
3.4.3. Phase III 49
3.5. Data Analysis 50
3.5.1. Statistical Technique 50
3.5.2. Statistical Software 52
3.5.3. Goodness of Fit 52
3.6. Empirical Validation 54
3.6.1. Reliability 55
3.6.2. Validity 56
3.7. Summary 57
4) Results 59
4.1. Introduction 59
4.2. Data Analysis 59
4.2.1. Expert Panel Results 59
4.2.2. Pilot Study Results 60
4.2.3. Pre-Analysis Data Screening 61
4.2.4. Main Study Results 62
4.3. Findings 73
4.4. Summary 75
5) Conclusion 76
5.1 Introduction 76
5.2 Discussion 76
5.3 Implications 77
5.4 Limitations 80
5.5 Recommendations 82
5.6 Summary 83
Appendices 85
Appendix A. Approval Letter from Institutional Review Board 86
Appendix B. Results of Content Validity Ratio 87
Appendix C. Minimum Values for Content Validity Ratio 89
Appendix D. Survey Instrument for Pretest and Main Study 90
Appendix E. Results of Confirmatory Factor Analysis 100
Appendix F. Regression Analysis for Hypotheses Testing 102
References 106

vi

List of Tables

Tables
Table 1. Operationalization of Theoretical Constructs 30
Table 2. Perceived Effort in IS literature 33
Table 3. The Measurement of Leadership Behaviors 40
Table 4. The Measurement of Perceived Security Effort 41
Table 5. The Measurement of Perceived Security Performance 42
Table 6. The Measurement of Expected Security Outcomes 44
Table 7. Sample Descriptive Statistics 63
Table 8. Organizational Descriptive Statistics 64
Table 9. Scale Descriptive Statistics and Cronbach’s Alpha 66
Table 10. Results of Structural Equation Modeling 68
Table 11. Complete SEM Model 69
Table 12. Non-mediation SEM of ESO 70
Table 13. Alternative Path Model for Expected Security Outcome 71
Table 14. Results of Regression Analysis 72

vii

List of Figures

Figures
Figure 1. IS Security Controls in Risk Management Framework 16
Figure 2. IS Security Controls in International Organization
for Standardization: 27001 16
Figure 3. Information System Security Leadership: Research Model 32
Figure 4. Pearson’s Chi-square Test 54
Figure 5. Cronbach Coefficient Alpha Formula 55
Figure 6. Composite Reliability Formula 56
Figure 7. Average Variance Expected Formula 56
Figure 8. Results of Structural Equation Modeling 68
Figure 9. Results of Alternative Structural Equation Model 69
Figure 10. P-Plot of Regression Residuals 72
Figure 11. Scatterplot of Regression Residuals 73

viii

1

Chapter 1
Introduction

1.1. Background
The behavioral influences of Information Systems (IS) security leaders are considered
essential to motivate employee security compliance (Flores, Antonsen, & Ekstedt, 2014;
Guhr, Lebek, & Breitner, 2019; Hu, Dinev, Hart, & Cooke, 2012; Knapp, Marshall,
Rainer, & Ford, 2006; Lebek, Guhr, & Breitner, 2014; Merhi & Ahluwalia, 2015). Due to
government regulations and industry standards, the critical business importance of
Information Technology (IT) means the failure of information security governance
programs result in serious personal and corporate liabilities (Von Solms & Von Solms,
2004, 2006, 2018). Researchers have found that employees play a major role in
information security management (Stewart & Jürjens, 2017). The importance of
employees in information security management is further reinforced by events in
industry.
A Forbes online news article reported numerous data breaches that affected major
corporations: Neiman Marcus, UPS, Dairy Queen, Goodwill, JP Morgan Chase, Staples,
Sony, Kmart, and the list could continue (Hardekopf, 2015). According to Jim Garrett,
Chief Information Security Officer (CISO) of the Fortune 500 company—3M:
“Employees play a key role in protecting a company’s sensitive data because low-tech
methods like snooping, social-engineering or phishing are common techniques used by
hackers against employees to gain unauthorized access to corporate information” (Schiff,
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2013, p. 2). A study reported that 19% of consumers said they would completely stop
shopping at a retailer after a breach, and 33% said they would take a break from shopping
there for an extended period (Green & Hanbury, 2019). Employee compliance with IS
security policies is a pressing issue that security leaders must address for organizations to
avoid regulatory compliance risks and security threats as well as fines, penalties, and loss
of trust.
The fundamentals of IS security revolve around assets, threats, and vulnerabilities,
while IS security controls are countermeasures that mitigate the risk to assets introduced
by vulnerabilities (Von Solms & Van Niekerk, 2013). A Harvard Business Review article
suggests the complexities of security implementations encourage employees to take
shortcuts—and their noncompliance introduces vulnerabilities for attackers to exploit
(Horenbeeck, 2017). Empirical research using the neutralization theory supports the
previous claim: the study found employees use defense of necessity to rationalize security
violations and meet work objectives (Cheng, Li, Zhai, & Smyth, 2014; Siponen & Vance,
2010). Despite emergent complexities of advanced IT influencing increased
noncompliance of employees, security leaders need to find ways to motivate employee
security compliance (Balozian, Leidner, & Warkentin, 2019). Employee IS security
compliance is influenced by the culture set by organizational leaders through their
implementation of controls such as computer monitoring and security awareness
programs (D'Arcy & Greene, 2014).
Security leaders can utilize risk management approaches to balance technical and
nontechnical controls at an acceptable level (Cram & D'Arcy, 2016). Although technical
controls were once the primary concern in IS security, nontechnical controls have risen as
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the dominant concern (Soomro, Shah, & Ahmed, 2016). Insider threat also continues to
be a major concern for organizations requiring an increased focus on the human aspects
of IS security (Safa, Von Solms, & Futcher, 2016). Technical controls are only the first
wave to IS security—once technical controls (i.e. malicious code protection, encryption,
multifactor authentication, vulnerability scanning) are in place, there is a need for an
emphasis on improving nontechnical controls (i.e. policies, training, rules of behavior,
planning). Technical controls have limitations and are unable to thwart insiders with
elevated privileges from violating security policies (Johnston, Warkentin, McBride, &
Carter, 2016). Experts suggest complex forms of insider threat, such as fraud, require a
mix of technical and nontechnical controls (Goode & Lacey, 2011; Soomro et al., 2016).
The remainder of this chapter is organized in several sections. Section 1.2 explains the
research problem. Section 1.3 demonstrates the importance of the research problem.
Section 1.4 provides a definition of key terms. Section 1.5 offers the structure of the
dissertation.
1.2. Research Problem
The research problem was organizations need to further understand behavioral
influences of IS security compliance. Employee noncompliance with IS security controls
exist for two primary reasons: accidental versus intentional (Warkentin & Willison, 2009;
Willison & Warkentin, 2013). Accidental violations involve negligence or lack of
awareness, while intentional violations are for accomplishing work objectives or
malicious personal gain. Insider threat issues are challenging due to the negative
consequences an IS security breach can have on an organization’s finances and reputation
(Agrafiotis et al., 2015; Berezina, Cobanoglu, Miller, & Kwansa, 2012; Campbell,
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Gordon, Loeb, & Zhou, 2003; Goel & Shawky, 2009). Unfortunately, this is the inherent
IS security risk of providing employees with legitimate access to perform work functions.
There are several options related to risk: avoidance, reduction, transfer, mitigation, and
acceptance; however, other than avoidance which is not implementing the technology,
there is no way to eliminate risk (Kutsch, Denyer, Hall, & Lee-Kelley, 2013).
Empirical IS security research has provided compelling evidence of the various
factors related to employee IS security compliance, including: intrinsic motivators such
as penalties and pressures as well as extrinsic motivators like perceived effectiveness
(Herath & Rao, 2009), the perception of mandatoriness (Boss, Kirsch, Angermeier,
Shingler, & Boss, 2009), rational-based beliefs and awareness (Bulgurcu, Cavusoglu, &
Benbasat, 2010), neutralizations (Siponen & Vance, 2010), fear (Johnston & Warkentin,
2010; Johnston, Warkentin, & Siponen, 2015; Son, 2011), poor routine of past and
automatic behaviors which have formed a habit (Vance, Siponen, & Pahnila, 2012).
Although these research conceptualizations have improved the IS community’s
understanding of the problem, organizations continue to struggle with creating an
organizational culture where employees adhere to IS security controls. A literature review
of information security management outlined that security compliance is an ongoing
issue because technical implementations have limitations (Soomro et al., 2016).
Rapid technological change is changing how IS security leaders are doing business
(Smith, 2014). Researchers suggest there is a demand for strong leadership in IS security
(Choi, 2016; Collmann & Cooper, 2007; Da Veiga & Eloff, 2010; Dunkerley & Tejay,
2009; Flores & Ekstedt, 2016; Humaidi & Balakrishnan, 2015). The behaviors of leaders
influence organizational performance (Moynihan, Pandey, & Wright, 2012; Wang, Tsui,
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& Xin, 2011; Zainudin, Hamid, & Ur-Rahman, 2016). In addition, the behaviors of
leaders can positively influence employee adherence with IS security controls, while the
lack of leadership can have a negative effect (Flores & Ekstedt, 2016; Furnell &
Thomson, 2009). Leadership is listed as a key skill for IS security managers (Haqaf &
Koyuncu, 2018).
This research study argued the behaviors of leaders can encourage employees to
adhere to IS security controls. The behavioral approach to leadership focuses on “what
leaders do and how they act,” and there are two general types of behavior: those focused
on accomplishing tasks as well as others focused on strengthening relationships
(Northouse, 2016, p. 71). Leadership can be viewed as essential for any organization to
implement successful IS security programs. Similarly, IS researches have used the
theoretical lens of coerciveness and empowerment to conceptualize management
approaches in IS security policy compliance (Balozian et al., 2019). Task-oriented
Leadership (ToL) aligns with coercive approaches where authoritarian mechanism are in
place to produce an outcome, while Relationship-oriented Leadership (RoL) aligns with
empowerment where power is shared with employees. Organizational leaders must tailor
their behavioral influences to encourage change and improve all employees’ IS security
compliance that reduces risks to IS and the organization (Flores et al., 2014; Kolkowska
& Dhillon, 2013).
For this study, employee security compliance with nontechnical controls is viewed as
the expected security outcome. Humaidi and Balakrishnan (2015) states there is a lack of
behavioral research on leadership’s influence on information security policies (p. 311).
The research question that guided this study was: what leadership behaviors influence the
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expected security outcomes of IS security policy compliance? More specifically, the focus
was on the expected security outcomes of IS security compliance with nontechnical
controls to help organizations understand how to mature past a high-reliance on technical
controls. The attempt was to address this question by conceptually developing and
empirically testing a theoretical model that was developed from the expectancy theory.
Afterwards, survey data collected from a wide range of diverse from different
organizations was analyzed with Structural Equation Modeling (SEM) to measure the
predictability of the developed model.
1.3. Importance of Research Problem
Technology alone is not enough to address modern IS security compliance issues—
there are various human aspects to IS security that require behavioral changes of
employees within the organization (Safa et al., 2016). Attackers can target the actions of
employee’s noncompliance behaviors, which means employees internal to the
organization play a key role in improving IS security. The human aspects of IS security
require organizations to further explore nontechnical aspects of their IS security program.
The human aspects are often controlled using polices and procedure; however, this
approach does not always translate into employee action. Unfortunately, normative
beliefs—both social and personal—have a strong influence on if employees will comply
with IS security policies (Yazdanmehr & Wang, 2016). Therefore, there is a strong need
to understand how organizations can address this problem in order motivate compliance
and improve IS security programs.
Organizations need to develop more intrinsic approaches to motivate employees to
comply with IS security policies. Leadership behaviors play a major role in IS security
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compliance with nontechnical controls. Leadership concepts are considered intrinsic,
while management is considered extrinsic (Northouse, 2016). Therefore, it can be
considered essential that organizations adjust their leadership behaviors influence the
expected security outcomes of IS security policy compliance. Organizations have been
focused on technical implementations without improving the nontechnical aspects.
Understanding what leadership behaviors influence the expected security outcomes of IS
security policy compliance will help organization better develop their IS security
programs.
The purpose of this research study was to address a gap in literature by testing an
empirically supported theoretical model for understanding behavioral influences of
leaders that encourage employees’ IS security compliance with nontechnical controls.
Past research has not adequately explored the use of leadership behaviors as a potential
solution to mitigate the insider threat issue (Guhr et al., 2019). Mitigating the risk of IS
security noncompliance with leadership behaviors can potentially reduce the number of
incidents and have a huge impact by saving organizations from numerous financial and
legal obligations (Georg, 2017). IS researchers have claimed there is a major void in the
theoretical and practical understanding of the role of leaders in IS security (Hu et al.,
2012).
This research study addressed the problem from the employee’s perspective. There
are a few barriers and issues this research study was expected to encounter. Subordinates
may be hesitant to answer truthfully to questions about their leaders. Employees may also
feel reluctant to respond accurately to questions about their organizational IS security
compliance. It is suggested that surveys that question sensitive topics, such as
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cybercrimes, are potentially vulnerable to lies from respondents (Florêncio & Herley,
2013). Although these response issues cannot be eliminated, developing a quality
instrument by applying rigorous data screening and data analyses is expected to reduce
the concern. In addition, emphasizing that the survey results will remain anonymous will
reduce these response issues. There is limited research on the role of leadership concepts
and theories in academic IS journals (Choi, 2016). This stems from the fact that the
primary focus of recent years has been to understand the role of management in IS
security (Soomro et al., 2016).
1.4. Definition of Key Terms
Information Systems (IS) – “Systems that provide information used to control,
manage, communicate, analyze, or collaborate” (Pearlson & Saunders, 2013, p. 214).
“The information system field examines more than just the technological system, or just
the social system, or even the two side by side; in addition, it investigates the phenomena
that emerge when the two interact” (Boell & Cecez-Kecmanovic, 2015, p. 4961).
IS Security – “A well-informed sense of assurance that risks to information resources
are in balance with technical, administrative, and behavioral controls” (Barton, Tejay,
Lane, & Terrell, 2016, p. 9).
IS Security Compliance – Intentional and nonintentional adherence with policies
and procedures aimed at controlling the information system environment (Vance et al.,
2012).
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IS Security Controls – Technical and nontechnical measures that are established,
implemented, operated, monitored, reviewed, maintained, and improved to ensure the
confidentiality, integrity, and availability of organizational information resources
(Montesino, Fenz, & Baluja, 2012).
IS Security Leaders – Enablers of change to ensure difficult or risky projects have
security built in from the beginning. IS Security Leaders generate information about
threats, risks and potential consequences, enabling senior executives to decide how to
balance cyber security risks against other risks (Johnson, Goetz, & Pfleeger, 2009, p. 6).
Leadership – “A process whereby individuals influence a group of individuals to
achieve a common goal” (Northouse, 2016, p. 6).
1.5. Structure of the Dissertation
This study was organized in a five-chapter model. Chapter 1 highlighted the research
topic with an introduction to research, problem, and its importance. Chapter 2 provides a
detailed literature review of key topic areas. Chapter 3 explains the research
methodology to include, including the theoretical basis, theoretical model, hypotheses,
research design, instrument development, data collection, and analysis with empirical
validation approach. Chapter 4 provides results with a detailed data analysis and
representation of findings. Chapter 5 provides the conclusion with implications and
recommendations. These chapters are considered the core ingredients popular in research
(Bell, Bryman, & Harley, 2019).
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Chapter 2
Literature Review

2.1. Introduction
The goal of the literature review was to search and evaluate relevant material to
develop a firm understanding of IS security leadership and associated topics. A literature
review creates a firm foundation for advancing knowledge in academic projects (Webster
& Watson, 2002). To further understand IS security leadership, this literature review
investigated published works associated with the following sections. Section 2.2 examine
the background of risk management, security controls, and policy compliance. Section
2.3 covers concepts related security and leadership. Lastly, the final section 2.4
summarizes the literature review.
2.2. Risk Management, Security Controls, Policy Compliance
2.2.1. Risk Management
Risk management skills to help conceptualize, assess, and manage risk was rated of
top importance for IS security management roles (Haqaf & Koyuncu, 2018). The risk
concept extends to several disciplines, such as: finance, safety, engineering, health,
supply chain, security (Aven, 2016). For IS security to obtain a competitive advantage,
there is a need to develop a framework for assessing systems with a risk-based approach
(Shameli-Sendi et al., 2016; Vitale, 1986; Wang et al., 2018). Although there are several
definitions to describe risk, the concept of risk can most generally be viewed as
“exposure to consequences or negative outcomes” (Shameli-Sendi et al., 2016; Willcocks
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& Margetts, 1994, p. 128). According to Straub and Welke (1998), managers cope with
IS risk using their perceptions regarding the organizational environment, IS environment,
and individual characteristics. Furthermore, Halliday, Badenhorst, and Von Solms (1996)
argued conventional risk techniques—asset/threat/vulnerability models are not enough—
there is a need for a more suitable approach for smaller organizations, as well as
organizations requiring a quicker, more simplified and less resource-intensive approach.
Despite difficulties, many organizations understand it is still in their best interest to
manage risk related to the use of information technology (Dhillon & Backhouse, 1996;
Shameli-Sendi et al., 2016). Risk management helps managers identify IS risk that are a
threat to the success or existence of the organization in time to efficiently cope (Falkner
& Hiebl, 2015). Risk management takes as an economic view to quantify the need for
security controls (Bojanc & Blažič, 2008; Shameli-Sendi et al., 2016). Managers
understand it is often impossible to eliminate risk—although, one-hundred percent
security is impossible, organizations can use qualitative risk assessments to brainstorm
and quantitative approaches afterwards to further address risk (Rainer, Snyder & Carr,
1991; Shameli-Sendi et al., 2016). Researchers have argued that rather than solely
viewing risk analysis as a predictive tool, it should also be viewed as a communication
channel between the designer and management – too much statistical rigor could damage
the usefulness of the technique (Baskerville, 1991).
Despite the creation of various risk assessment models and frameworks, organizations
are having a hard time realizing that an information security plan must be based on
identified risk in order to be effective (Shameli-Sendi et al., 2016; Von Solms & Von
Solms, 2004, p. 372). The complexity and interconnectedness of IS increased the need for
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a more systematic approach to assess risks to critical infrastructures (Longstaff,
Chittister, Pethia & Haime, 2000). The complexities encountered in traditional IS suggest
a need for a risk assessment approach that has more management participation
(Karabacak & Sogukpinar, 2004). The reoccurring theme involves management’s
dilemma between the advantages and disadvantages between qualitative and quantitative
risk management (Munteanu, 2006; Shameli-Sendi et al., 2016).
Organizations have a difficult time selecting the best risk approach that suits their
requirements—a framework for risk management terminology was developed to improve
efforts of addressing risk (Bromiley, McShane, Nair, & Rustambekov, 2015; Eloff,
Labuschagne & Badenhorst, 1993). IS risk assessments are accomplished with
quantitative and qualitative approaches (Zang, 2014). Quantitative assessments examine
the probability of threat and expected loss on the vulnerability, which are largely
achieved with rigorous mathematical calculations (Bodin, Gordon & Loeb, 2008).
Quantitative assessments are difficult—requiring a significant amount of time, money,
and human resources (Shameli-Sendi, Aghababaei-Barzegar, & Cheriet, 2016). On the
other hand, qualitative assessments rely on expert’s estimate on expected losses (Feng &
Li, 2011). Qualitative assessments lack measurable details, which makes it difficult
prioritize risk (Shameli-Sendi et al., 2016). Researchers have argued both approaches
should be used (Alter & Sherer, 2004; Salmela, 2008) due to their strengths and
weaknesses (Ryan, Mazzuchi, Ryan, De la Cruz & Cooke, 2012). More specifically,
researchers have suggested quantitative—rigorous but resource intense—efforts should
be applied to critical resources, while qualitative efforts should be the focus for noncritical resources (Shameli-Sendi et al., 2016). There is a need to understand how
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managers can separate these critical and non-critical resources to improve risk assessment
efforts (Shameli-Sendi et al., 2016). This study defines risk management: “the overall
risk control process, including personnel, physical, and technical measures” (Blakley,
McDermott, & Geer, p. 103). Based on the literature, the development of more
sophisticated risk management approaches is likely the solution to addressing modern IS
security concerns.
2.2.2. Security Controls
This study defines security as “a well-informed sense of assurance that risks to
information resources are in balance with technical, administrative, and behavioral
controls” (Barton et al., 2016, p. 9). Information security concerns are a major issue for
organizations (Hu, Hart, & Cooke, 2007; Safa et al., 2016; Willison, 2006). The need to
advance information security measures with security controls has become more important
as organizations become more dependent on IS (Cavusoglu, Cavusoglu, & Raghunathan,
2004; Lee, Geng, & Raghunathan, 2016). Additionally, the risks associated with IS are
now further evaluated from various aspects due to the significant consequences of an
information security breach. The reality is security breaches usually have monetary
damages, as well as corporate liability and loss of credibility (Cavusoglu et al., 2004; Lee
et al., 2016). These consequences have spurred a need to examine information security
holistically, where all related aspects are considered with the ultimate aim of reducing
information security risks (Baskerville, 1988; Posthumus & Von Solms, 2004; Soomro et
al., 2016).
Technical resources play an important role in information security, but should not be
the only resource applied to manage risks (Bulgurcu et al., 2010; Posthumus & Von
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Solms, 2004). Although in the past information security was considered solely a technical
issue, it is now also viewed as a non-technical issue (Herath et al., 2009) or socioorganizational issue (Dhillon & Backhouse, 2001). Organizations must now have
effective policies and procedures to manage the behaviors of employees, who are often
the biggest vulnerability due to their privileged access to perform their roles (Boss et al.,
2009; Hu, West, & Smarandescu, 2015). Non-technical approaches increase information
security measures by managing behavioral and organizational issues that increase risks
(Bulgurcu et al., 2010).
Employees play a major role in protecting sensitive resources, so it is important to
have up-to-date security policies that effectively communicate the importance of
information security (Schiff, 2013). On the other hand, employees often place
organizations in danger when violating security policies (Siponen, Pahnila, & Mahmood,
2010). According to Hu et al. (2015), “employee security policy violations can be defined
as any act by an employee using computers against the established rules and policies of
an organization regardless of the motives” (p. 7). Unfortunately, information security
professionals label employees as the primary challenge for organizations (Schiff, 2013).
Employees tend to use neutralization techniques to rationalize their negligent behavior
(Vaast, 2007); employees may also have different perspectives of the importance of
security policies due to their communities’ role in the organization (Siponen & Vance,
2010). The dilemma is that policies have limited effectiveness without employees being
motivated to adhere to them (Boss et al., 2009). Due to the significant problem of
employee non-compliance, there is a need to further understand ways to address IS
security policy compliance (Herath & Rao, 2009).
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Past research has aimed to understand information security issues from different
disciplines (Anderson & Moore, 2009). These different disciplines—psychology,
economics, criminology, sociology, etc.—aim to understand how to address various
issues, such as information security policy non-compliance. Prior theoretical perspectives
that have been used to understand IS security policy compliance have produced a
conceptual understanding of related behavioral factors but have lacked practical
applicability for industry leaders regarding motivating individuals to comply with
information security policies. More specifically, these past studies aimed to understand
what behaviors motivate individual compliance—but failed to explain what behaviors
senior managers and information security managers should employ to motivate
subordinates to comply. The current research study defines information security as all the
goals relevant to the management of data through an organization’s information system,
and security risks arise due to a failure in managing these goals (Koskosas &
Asimopoulos, 2011). Security controls are technical and nontechnical measures that are
established, implemented, operated, monitored, reviewed, maintained, and improved to
ensure the confidentiality, integrity, and availability of organizational information
resources (Montesino, Fenz, & Baluja, 2012). Effective systems security involves a
continuous process of identifying and prioritizing risks, implementing safeguards or
countermeasures, and constantly monitoring those controls to ensure risks are mitigated
(Brock & Levy, 2013; Spears & Barki, 2010). Typically attempts to develop effective
information system security measurements are often unsuccessful due to the inability to
either identify all security expenditures within an organization or due to a lack of
available expenditure data (Brock & Levy, 2013).
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There are two popular frameworks security controls: National Institute of Standards
and Technology (NIST) created the Risk Management Framework (RMF) and
International Organization for Standardization (ISO) created 270001. While RMF is
primarily used in the United States especially in the federal government (Figure 1), ISO
27001 is used worldwide (Figure 2). Although both frameworks take a different
approach, they both have the same end goal of improving IS security.
Figure 1. IS Security Controls in Risk Management Framework

Figure 2. IS Security Controls in International Organization for Standardization: 27001

The application of security controls provides a goal-oriented mission. Consistent with
other IS researchers, this research study takes a goal-oriented view that perceives
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information security as a collection of goals to accomplish to manage risks (Oladimeji,
Supakkul, & Chung, 2006; Elahi & Yu, 2007; Koskosas & Asimopoulos, 2011).
Information security can be viewed as the aggregate of all the goals that are relevant to
the management of data through an organization’s information system, and security risks
arise due to a failure in managing these goals (Koskosas & Asimopoulos, 2011). Goal
setting, especially in areas regarding human factors and behaviors, has the potential to
improve information security management because a goal can be used to consciously and
unconsciously drive human activities (Koskosas & Asimopoulos, 2011). This view ties in
well to the current behavioral research study, which aims to understand the role of
leadership when communicating information security goals to encourage organizational
support in the management of critical information resources. Goal setting is a pertinent
part of the overall risk management process (Koskosas & Asimopoulos, 2011). A
corporate information security policy is a starting point and reference point for
organizations to develop sub-policies, procedures, and standards for business users to
adhere (Von Solms & Von Solms, 2004). There are multiple goals to be achieved in
information security; in the current research study, the goal to be achieved was IS
security policy compliance. This research study aimed to examine how organizations can
motivate information security policy compliance to reduce the risks associated with
employees.
2.2.3. Policy Compliance
The human factors of information security produced a need to understand how
organizational leaders can motivate IS security policy compliance (Safa et al., 2016).
Consistent with other IS researchers, this research study takes a goal-oriented view that
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perceives information security as a collection of goals to obtain to manage IS risks (Elahi
& Yu, 2007; Koskosas & Asimopoulos, 2011; Oladimeji et al., 2006; Shropshire,
Warkentin, & Sharma, 2015). Security compliance with policies is often divided into two
categories: actual compliance and the intention to comply because an individual’s
intention is not always a reflection of actual behavior (Siponen et al., 2010). Actual
compliance means “users comply, recommend others to comply, and assist others in
complying;” but, the intention to comply refers to the “intent to comply, intent to
recommend others to comply, and the intent to assist others to in complying” (Siponen et
al., 2010, pg. 66). Security policies are extremely important for organizations; more
importantly, employees must adhere to security polices to reduce the risk of security
incidents. The goal is to promote actual and intentional compliance of individuals
through the influence of leadership behaviors.
Security violations are a breach of compliance, which can be defined as “any act by
an employee using computers that is against the established rules and policies of an
organization for personal gain” (Hu, Xu, Dinev, & Ling, 2011, p. 54). Boss et al. (2009)
aimed to understand how organizations could motivate security compliance, and found
the act of specifying policies and evaluating behaviors are effective in motivating
individuals because policies become viewed as mandatory. However, this is a major
assumption, even when policies are specified as mandatory they may still not be
followed. In addition, Boss et al. (2009) also found that rewards are not a significant
factor in influencing compliance through the perception of mandatoriness. Siponen,
Pahnila, and Mahmood (2010) also found rewards to be negatively associated with
security compliance. These research findings suggest a need to look beyond the use of
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rewards. Vance et al. (2012) argued security non-compliance issues are often caused by
habit, which means individuals are caught in routine behavior that goes against security
policies. Therefore, organizations need to have deterrence mechanisms in place to change
the habitual behaviors of users.
Deterrence mechanisms are highly relied upon to encourage security compliance.
Johnston and Warkentin (2010) highlighted the importance of incorporating fearinducing communication to persuade end-users intentions to follow recommended
individual security actions. Later, Johnston, Warkentin, & Siponen (2015) extended the
conventional fear appeal model by adding personal relevance with sanctions. There
should to be personal relevance with sanctions for deterrence mechanisms to be effective
because employees with preconventional moral reasoning make decisions based on
personal interest to avoid sanctions (Myyry, Siponen, Pahnila, Vartiainen, & Vance,
2009). Additionally, users apply neutralization techniques and rationalize their workplace
behavior violating security polices (Siponen & Vance, 2010). In short, deterrence-based
approaches alone will often fail (Hu et al., 2011).
The weaknesses in deterrence mechanisms suggest a need for intrinsic forms of
security compliance (Son, 2011), such as: socialization, influence, beliefs and cognition
(Ifinedo, 2014) or personality factors (Shropshire et al., 2015). Herath and Rao (2009)
emphasized the importance of extrinsic and intrinsic motivators to encourage security
compliance; however, Son (2011) observed that although extrinsic factors are important,
intrinsic factors have an increased chance of motivating security compliance. An intrinsic
approach would likely be more successful because individuals are rationally influenced to
comply with security policies based on normative beliefs, self-efficacy, and attitudes
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(Bulgurcu et al., 2010). The perceived benefit often overshadows the perceived risk
during the process of rationally calculating security compliance, which introduces a need
to examine intrinsic factors such as self-control and moral beliefs (Hu et al., 2011). This
approach requires strong awareness programs. Without user awareness, all other
measures will likely fall short (Siponen & Kajava, 1998); it is important for user’s
education and training to develop intrinsic motivation to encourage security compliance
(Siponen, 2000). More advanced awareness programs are necessary for computer savy
employees who may believe they can subvert controls (D’Arcy & Hovav, 2009). To sum
it up, security compliance is a complex issue that requires numerous nontechnical
considerations to be effective.
2.3. Security Leadership
Research results found that leadership is especially important for businesses because
they often lack the resources for costly implementations (Bhattacharya, 2011). This has
given rise to the importance of strong leadership in IS security has become a popular
topic. According to Dunkerley and Tejay (2009), “organizations will require strong
leadership that understands how to define information security success within that
organization’s context, necessitating individuals who understand both information
security needs of the organization (p. 5). Strong leadership is a suggested to play a major
role in achieving operational effectiveness (Flores & Ekstedt, 2016). In addition, strong
leadership is also suggested to play a major role in developing the organizational culture
(Choi, 2016; Collmann & Cooper, 2007). More importantly to this study, strong
leadership can guide groups by motivating them to comply with information security
polices (Da Veiga & Eloff, 2010; Humaidi & Balakrishnan, 2015). Therefore,
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understanding what leadership behaviors motivate IS security compliance with
nontechnical controls is important to improving IS security in organizations.
2.3.1. Leadership
Leadership and management are not synonymous—the primary difference between
management and leadership is: management is focused on “controlling”, and leadership is
focused on the “creation of a common vision” (Weathersby, 1999, p. 5). Additionally,
management motivates extrinsically, while leadership also motivates intrinsically by
satisfying very basic human needs (Kotter, 1990). Strong management without leadership
is unlikely to be successful—“the outcome can be stifling and bureaucratic” (Northouse,
2016, p. 13). After management approaches have been used to establish fundamental
business goals and processes, leadership—especially in dynamic environments—is
needed to establish direction, motivate, and align people to achieve a common goal
(Kotter, 1990).
Leadership is also not the same as power; however, leadership involves the use of
power (Northouse, 2016). Hollander and Offermann (1990) suggested there are only
three forms of power in leadership: “implicit or explicit dominance, empowerment, and
resistance to the power of others” (p. 179). Other experts have presented there are several
forms of power: “legitimate, referent, coercive, information, reward, and expert”
(Northouse, 2016, p. 10). There is also tension between leadership and power—leaders
sometimes focus too much on power instead of leadership and sacrifice group goals for
personal benefits (Maner & Mead, 2010). However, the consensus is that power is not the
same as leadership—but power does play a role in influencing groups of people
(Northouse 2016).
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There is a fundamental divergence of opinion in leadership literature regarding
whether individuals are born leaders or made leaders (Marques, 2010). In earlier
research, it was believed that people were born with certain unique traits and skills not
found in everyone—The Great Man Theory (Borgatta, Bales, & Couch, 1954). The trait
approach determines leadership potential based on the characteristics of a person (i.e.
intelligence, height, etc), and the skill approach refers to an individual’s competency to
perform tasks (i.e. communication, problem solving, etc.) well (Northouse, 2016). Instead
of being born a leader with unique traits or skills, other studies have been focusing on the
behavioral aspects of leadership (Northouse, 2016). As stated earlier, the behavioral
approach to leadership focuses on “what leaders do and how they act,” and there are two
general types of behavior: those focused on accomplishing tasks, as well as others
focused on building relationships (Northouse, 2016, p. 71). More specifically to this
research study, leaders are those who display certain behaviors to influence followers.
Leadership behaviors both task-oriented and relationship-oriented have a positive and
significant association with organizational climate (Holloway, 2012).
Regarding the IS security context, the attitudes and behaviors of users play a key role
in applying protective information technologies (Dinev, Goo, Hu, & Nam, 2009).
Furthermore, the intrinsic and extrinsic factors of attitudes and behaviors encourage
security compliance (Herath & Rao, 2009). Research found leadership behaviors have a
direct effect on an individual’s attitudes and behaviors (Momeni, 2009). Siponen et al.
(2010) supports this view that the behaviors of managers have a persuasive effect on
employees to comply. Therefore, it can be assumed the leadership behaviors applied by
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senior managers and security managers can modify the attitudes and behaviors of
employees to motivate the IS security policy compliance of individuals.
2.3.2. Chief Information Security Officers
Information security has shifted from a technical problem to a non-technical issue
(Herath & Rao, 2009), socio-organizational issue (Dhillon & Backhouse, 2001), or
institutional issue (Von Solms, 2001) that requires senior management to be more
actively involved (Soomro et al., 2016). Delegated with the role of protecting critical
company information resources (Fizgerald, 2007), Chief Information Security Officers
(CISOs) are faced with various challenges related to power, role identity, and employee
involvement (Ashenden & Sasse, 2013). CISOs in many corporate environments lack
organizational support, and are considered to have one of the most arduous roles for
modern business professionals (Perlroth, 2014). Furthermore, there is a lack of empirical
research aiming to understand how CISOs can excel as information security leaders
(Whitten, 2008). To build on existing studies (Ashenden & Sasse, 2013; Fitzgerald, 2007;
Whitten, 2008), research is needed to understand how CISOs can excel as information
security leaders.
Chief Information Security Officers (CISO), a relatively new title to be added to the
C-suite, is responsible for a wide-array of information security responsibilities:
“facilitating the implementation and ongoing compliance with the multiple domains of
the common body of knowledge, such as risk management, operations security, physical
security, business continuity, laws and ethics, network security, and so forth” (Fitzgerald,
2007, p. 262). In addition, CISOs may fall under different titles (Johnson & Goetz, 2007);
for example, a CISO may be labeled as a “security manager, security director, or
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information security officer” (Fitzgerald, 2007, 262). However, regardless of the title,
CISOs are placed in change of corporate IS security (Whitten, 2008).
CISOs need IT skills, but they require soft skills: communication and leadership
(Whitten, 2008). These skills are needed for contracts, negotiations, mentors, and
presentations. Based on experience on CISO job listings, Whitten (2008) found 61%
included communication skills and 39% included leadership skills. Ashenden and Sasse
(2013) recommended CISOs need to act as change agents and manage how language is
communicated and received by employees to effectively deliver information security
goals. Additionally, Koskosas and Asimopoulos (2011) suggested information security
managers should enhance cooperation using effective communication with the aim of
steering groups towards a common goal. Security involves more than the CISO—
information security needs to be extended throughout the organization to get all
employees to accept their leadership responsibly (Whitten, 2008). CISOs need use
communication to act as change agents and remove blockages that prevent information
security from becoming viewed as only a concern for specialists (Ashenden & Sasse,
2013).
According to Ashenden and Sasse (2013), there is a need for a more active leadership
approach and effective communication of information security goals to change the
organization. CISOs must effectively communicate business problems being resolved and
inculcate information security throughout the company to obtain organizational support
from employees (Johnson & Goetz, 2007). Leadership behaviors are pertinent to
successful accomplishments in organizations (Holloway, 2012). Regarding the IS
security context, the attitudes and behaviors of users play a key role in applying
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protective information technologies (Dinev et al., 2009). Furthermore, the intrinsic and
extrinsic factors of attitudes and behaviors influence information security (Herath & Rao,
2009). Research found leadership behaviors have a direct effect on an individual’s
attitudes and behaviors (Momeni, 2009). Therefore, information security goals can be
achieved when CISOs use certain leadership behaviors to motivate employees’
organizational support. What behavioral factors related to leadership produce motivation
organizational support?
Numerous publications have acknowledged the need for senior information security
professionals (CISOs) to have strong communication skills (Ashenden & Sasse, 2013;
Bradbury, 2011; Johnson & Goetz, 2007; Koskosas & Asimopoulos, 2011; Whitten,
2008). Faced with a dynamic job role, CISOs must primarily have a firm understanding
of how to communicate in languages both business and technical (Bradbury, 2011;
Whitten, 2008). However, in the corporate suite (C-suite), technical expertise is not as
important as adept leadership skills and business fundamentals (Groysberg, Kelly, &
MacDonald, 2011). Insufficient communication causes employees to develop their own
models and degrades their ability to understand the value of their support (Adams &
Sasse, 1999). Instead of using a one-way approach of authoritatively announcing current
information security actions, CISOs need to effectively communicate organizational
business problems being resolved (Ashenden & Sasse, 2013; Johnson & Goetz, 2007).
More specifically, “genuine two-way communication with employees, negotiation and
involvement to overcome the often observed ‘them’ and ‘us’ relationship, and an
acceptance that mistakes and errors will occur” (Ashenden & Sasse, 2013, p. 16).
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To extend Johnson and Goetz’s (2007) argument, CISOs can excel as security leaders
by communicating to influence subordinates’ perception of their work goals, as well as
personal goals and paths to the attainment of goals. Moreover, this form of information
security leadership will help employees actualize the relative worth of information
security implementations to increase company-wide support. Overall, this is a more
active approach for security leaders in the management of critical information resources.
Not only will this provide a more practical method for understanding how CISOs can
excel as security leaders, this will also contribute to a lack of information security
research related to goals, leadership, and the role CISOs. Fundamentally, the role of
motivating individuals can be viewed as a leadership issue—effective leaders create
highly motivating work environments (Isaac, Zerbe, & Pitt, 2001). Therefore, it can be
deduced the next step in influencing IS security policy compliance involves examining
the role of leadership. Respectively, leadership concepts can be applied in the realm of
information security to provide a better understanding of how organizations can motivate
IS security policy compliance, both theoretically and practically.
2.3.3. Organizational Support
Researchers have suggested information security should also be viewed as a goal by
top management to motivate a change in behavior (Koskosas & Asimopoulos, 2011;
Soomro et al., 2016). Unfortunately, practitioners rank organizational support—top
management and user awareness— as the peak of organizational information security
issues (Knapp et al., 2006). Organizations require support from management and users
improve information security (Knapp et al., 2006). Top management support information
security through information security governance, which consists of leadership,
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organizational structures, and processes in the protection of corporate information assets
(Johnston & Hale, 2009). Although it is often overlooked, middle management also plays
an important day-by-day role and might represent the biggest barrier to transforming the
organization (Johnson & Goetz, 2007). The involvement of middle management helps
spread the responsibility and accountability for information security to lower levels
(Johnson & Goetz, 2007). Middle management can help end-users understand how
security applies to their daily operations and enforce training, awareness, and policy
compliance (Johnson & Goetz, 2007). Senior management has an influence on
information security, but there is a need for additional research to further understand the
relationship (Cuganesan, Steele, & Hart, 2018). Organizational support plays a major role
in corporate information security. The next section presents a summary of the literature
review.
2.4. Summary
The goal of the literature review was to provide a firm understanding of IS security
leadership and associated topics. To further understand IS security leadership, this
literature review investigated published works associated with the following sections.
This first section outlined the literature review. The second section examined the
foundations of IS security. The third section investigated security controls, policy
compliance, and risk management. The fourth section covered leadership. Lastly, the fifth
section collectively discussed IS security leadership. An exhaustive review of the
literature yielded that there is a gap in research applying leadership theories and concepts
to understand the behaviors of leader’s on employee IS security policy compliance. The
next chapter explains the methodology used in the study.
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Chapter 3
Methodology

3.1. Introduction
The primary purpose of this chapter was to provide a methodology for understanding
the behavioral influences of leaders on employees’ security compliance. After the
identification of a research-worthy problem along with a detailed literature review, a
major challenge for researchers is matching the appropriate method with a research study
(Ellis & Levy, 2009; Terrell, 2015). Researchers must outline the approach taken with
clear justification. This section explains the methodology and provides the epistemology
behind the chosen approach. Section 3.2 describes the theoretical framework to include
the basis, model, and hypotheses. Section 3.3 covers the research design to include the
strategy, instrument development, and validation. Section 3.4 explains the planned for
data collection. Section 3.5 explains the approach data analysis. Section 3.6 outlines the
empirical validation for reliability and validity. Lastly, Section 3.7 provides a summary
of the methodology.
3.1.1. Epistemology
There are primarily four philosophical worldview assumptions: postpositivism,
constructivism, transformative, and pragmatism. This study’s research design followed a
postpositivist approach. The term postpositivist was derived after an attempt in the
research community to rethink traditional notions of positivist research (Creswell, 2014).
The postpositivist philosophical worldview holds key assumptions: “(1) knowledge is
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conjectural; (2) research is the process of making claims and then refining or abandoning
some of them for other claims more strongly warranted; (3) data evidence, and rational
considerations shape knowledge; (4) researchers advance the relationship among
variables and pose this in terms of questions or hypotheses; (5) being objective is an
essential aspect of competent inquiry” (Creswell, 2014, p. 7).
In IS research, positivist/postpositivist research was considered the dominant
paradigm with a well-respected approach for research validation (Orlikowski & Baroudi,
1991; Venkatesh, Brown, & Bala, 2013). Researchers with a postpositivism epistemology
aim to expand knowledge through theory development and verification using
observations and measurements (Creswell, 2014). Unlike constructivism, which places an
emphasis on qualitative research, postpositivism primarily uses quantitative research
approaches (Creswell, 2014). This research study aimed to develop and verify a better
theoretical understanding of the relationship between the behavioral influences of leaders
and employee’s IS security compliance with nontechnical controls from a postpositivist
perspective. Therefore, quantitative research was an appropriate approach for this study.
3.2. Theoretical Framework
According to Imenda (2014), a theoretical framework involves the use of theory to
deductively guide the research study. Deductive research involves testing and validating
an existing theory in the proposed study rather creating a brand new one. Theory in
quantitative research provides supporting logic for interconnecting constructs that aligns
with the research problem and research questions (Creswell, 2014). The process involves
selecting a relevant theoretical basis that supports the research model and hypothesis. The
next section presents the theoretical basis.
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3.2.1. Theoretical Basis
This study adopted Vroom’s (1964) Expectancy Theory, as the theoretical basis to
understand the behavioral influences of leaders that motivate IS security compliance with
nontechnical controls by examining expectancy, instrumentality, and valence. The
expectancy theory argues individuals behave in a specific manner because they are
motivated to choose a distinct behavior over other behaviors based on what they expect
the outcome will be (Vroom, 1964). Expectancy, instrumentality, and valence are the
primary categories (Table 1), which has been used in other IS research studies to
understand human motivations (Burton, Chen, Grover, & Stewart, 1992; Hann, Hui, Lee,
& Png, 2007; Liu, Liao, & Zeng, 2007; Snead & Harrell, 1994). The expectancy theory
has several basic assumptions: “(1) a subjective measure of expectancy; (2) independence
between expectancies and valences; (3) a multiplicative interaction between expectancies
and valences; (4) instrumentality as a determinant of valence” (Reinharth & Wahba,
1975, p. 522).
Table 1. Operationalization of Theoretical Constructs
Theoretical
Constructs
Expectancy

Variable
Perceived Effort (PE)

Description
The belief that one’s effort will result in
the attainment of desired performance
goals (Vroom, 1964).

Instrumentality

Perceived Performance
(PP)

The belief that a person will receive a
reward if the performance expectation is
achieved (Vroom, 1964).

Valence

Expected Outcome (EO) The extent to which a person values a
given outcome or reward (Vroom, 1964).
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The expectancy theory is considered a good fit for understanding individual behaviors
and work performances (Vroom, 1995). This theory is also considered well-suited for
understanding how individuals are motivated by their leaders (Isaac et al., 2001). This
theory was used to develop the path-goal leadership approach (Northouse, 2016).
However, these three constructs have not been used to understand behaviors of leaders
that motivate IS security compliance with nontechnical controls. Since an employees’ IS
security compliance is part of their work performance, the expectancy theory was
considered appropriate to understand the behavioral influences of leaders that motivate IS
security compliance with nontechnical controls.
3.2.2. Research Model
A research model is the diagram in Figure 3 that illustrates the research constructs (or
variables) with their hypothesized relationships (Bell et al. 2019). Unlike a conceptual
model, when the study uses a theory—it is also known as a theoretical model (Imenda,
2014). The expectancy theory was applied to information security context to develop the
following constructs: perceived security effort, perceived security performance, and
expected security outcome. By using an existing theory, researchers can provide clear
justification about the relationship between variables that motivate IS security
compliance with nontechnical controls.
Table 1 presented the constructs of the expectancy theory as developed by Vroom
(1964). Basically, the expectancy theory can be used to explain how people choose
between alternate types of behavior based on the three distinct perceptions: f(expectancy
x instrumentality x valence). The expectancy theory has been used to understand the
several forms of motivations in IS research: use of expert systems (Burton et al., 1992),
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use of decision support systems (Snead & Harrell, 1994), blogging (Lui et al., 2007), and
online information privacy concerns (Hann et al., 2007). This research study discussed
expectancy theory in the context of understanding the behavioral influences of leaders,
and their influence when employees are considering whether to comply with nontechnical
IS security controls.
Figure 3. Information System Security Leadership: Research Model

The perceived efforts of leaders are displayed by the following functions:
“information search and structure, information use in problem solving, managing
personnel resources, and managing material resources” (Burke, Stagl, Klein, Goodwin,
Salas, & Halpin, 2006, p. 289). To sum it up, there are two general types of leadership
behaviors: those focused on “accomplishing tasks,” as well as others focused on
“building relationships” (Northouse, 2016, p. 71). According to Blake and Mouton’s
Leadership Grid, “the concern for people includes building organizational commitment
and trust, promoting the personal worth of followers, providing good working conditions,
maintaining a fair salary structure, and promoting good social relations” (Northouse,
2016, p. 75). While “the concern for tasks refers to policy decisions, new product
development, process improvements, workload, and sales volume, to name a few”
(Northouse, 2016, p. 75).
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There are several references of ToL and RoL behaviors outlined in IS literature that
suggest these behaviors are essential to goal attainment in IS security (Table 2). There are
two forms of rewards: intrinsic and extrinsic (Herath & Rao, 2009; Siponen, 2000; Vance
et al., 2012). These rewards culminate to produce a possibility of desirable outcomes,
which can be viewed as a degree of value (Dhillon & Torkzadeh, 2006). Organizational
leaders can use behavioral influences to encourage change and improve all employees’ IS
security compliance that reduces systems security risks to the organization (Flores et al.,
2014; Kolkowska & Dhillon, 2013).
Table 2. Perceived Effort in IS literature
Perceived Effort in IS
Security
Commitment and Trust

Leadership Behavior

Sources

Relationship-oriented

Barton et al., 2016;
Colwill, 2009; Spurling,
1995

Management Support

Relationship-oriented

Hu et al., 2012; Knapp et
al., 2006; Liang, Saraf, Hu,
& Xue, 2007; Sharma &
Yetton, 2003

User Participation

Relationship-oriented

Spears & Barki, 2010

Policy Decisions

Task-oriented

Bulgurcu et al., 2010;
Höne & Eloff, 2002; Hu et
al., 2011

Analysis and Design

Task-oriented

Kokolakis, Demopoulos, &
Kiountouzis, 2000

Process Improvements

Task-oriented

Siponen, 2006

The expectancy theory is a process theory, which means it can explain the what and
how related to motivation (Chiang & Jang, 2008). As stated earlier, the behavioral
approach to leadership focuses on “what leaders do and how they act,” and there are two
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general types of behavior: those focused on accomplishing tasks, as well as others
focused on building relationships (Northouse 2016, p. 71). Leadership behaviors have
been found to influence organizational security outcomes (Flores & Ekstedt, 2016). This
is likely due to how followers view the perceived security efforts of leaders. In short,
various IS security goals likely require differing leadership behaviors. Due to a lack of
research, there is an unclear relationship between leadership behaviors and IS security
compliance. The results of this study aimed to help understand the nature of this
relationship.
3.2.3. Hypotheses
In quantitative research, variables are often a linked to a research question—
hypotheses are used to make predictions about what the results will show (Creswell,
2014). When there is a suitable theory, the preferred approach is to use existing theories
to support predictions. If no theory is suitable, the researcher should use existing
literature and concepts to support predictions with a conceptual framework (Imenda,
2014). The expectancy theory demonstrates there is a predictive relationship between
effort, performance, and outcomes (Vroom, 1995). Behavioral reserachers in various
disciplines have produced research that support this theory (Blau, 1993; Matsui, Okada &
Mizuguchi, 1981). However, study aimed to view perceived efforts, perceived
performances, and expected outcomes in the IS security context.
First, leadership behaviors are expected to have a relationship with how employee’s
percieve security efforts. This was not the first study to use perceived effort as a construst
in IS literature. Researchers measuring the efforts of discrete emotions on the perceived
helpfulness of online reviews where perceived cognitive effort was a mediator (Yin,
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Bond, & Zhang, 2014). Security efforts can be described as implementations for
protecting information and reducing vulnerability to attack (Whitman, 2003).
Organizations apply security controls in order to achieve security efforts—the perception
of these efforts by employees was the area of focus for this research.
H1a: Task-oriented leadership behavior are positively associated with perceived
security efforts.
H1b: Relationship-oriented leadership behavior are positively associated with
perceived security efforts.
Second, the perception of how employees perceive securty efforts will influence how
employees percieve security performance. This was not the first study to use perceived
performance as a construst in IS literature. Researchers measuring the effectiveness of
computer-based information systems in the financial sector examined perceived
performance as a key factor (Miller & Doyle, 1987). IS security performance can be
described as measurable results (Singleton, McLean, & Altman, 1988). Once security
efforts are implemented, the security performance are measurable results of the
implementation—the perception of performance by employees is the area of focus for
this research.
H2:

Perceived security efforts are positively associated with perceived security
performance.

Lastly, perceived security performance was expected to influence expected security
outcomes. Security outcomes are the result of the application of security efforts (Hu et.,
2012). Compliance intentions with security controls can be considered a security
outcome. Based on expectancy theory, the higher perceived security efforts should
produce higher perceived security performance, and higher perceived security
performance should produce higher security outcomes. Organizations that develop
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security environments where employees understand the need for security objectives are
more likely to comply with security policies. This is largely since people are motivated to
perform an action when the benefit is understood (Adams & Sasse, 1999).
For this study, there was one expected security outcome composed of two types of IS
security controls: administrative and behavioral. Administrative security controls refer to
policies and procedures aimed at securing the IS environment (Talib, El Barachi, Khelif
& Ormandjieva, 2012). Administrative security controls are how management outlines
the responsibility and control of systems in their organization. For instance, an
administrative security control is an acceptable use policy, which aims to reduce the risk
associate with the misuse of systems in the organization. Behavioral security controls
refer to deterrents or penalties and pressures to ensure policies and procedures influence
the intentions of users (Hazari, Hargrave, & Clenney, 2008). Behavioral security controls
attempt to reinforce the usefulness of policies and procedures. Administrative and
behavioral security controls are effective when there is employee policy compliance.
H3:

Perceived security performance are positively associated with the expected
security outcome of employee policy compliance.

Although leadership behaviors are believed to influence IS security compliance
(Furnell & Thomson, 2009), risk management approaches often lack leadership behaviors
to encourage employee compliance. Despite clearly defined technical and managerial
security controls, there are often few controls that directly outline guidelines for
behavioral expectations of leaders. Without strong leadership in IS security programs,
organizations will likely find it difficult to motivate employees to comply with
nontechnical security controls. This study took a slightly different approach from existing
security compliance research by using the expectancy theory to understand the influence
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of leadership behaviors from the perspective of employees. Results from this study were
expected help identify the usefulness of the expectancy theory for understanding
leadership behaviors in IS security. The research study was expected to contribute a
theoretical model in the field of IS security, as well as promote organizations to integrate
leadership concepts into their IS security programs.
3.3. Research Design
According to Creswell (2014), there are three types of research methods: qualitative,
quantitative, and mixed—and within these methods there are several research designs.
The focus of research design was to outline the strategy for conducting the study to
include data collection, analysis, and interpretation. Since the current research study was
a quantitative study, there are two alternate options: experimental and non-experimental.
Experimental studies aim to test for a cause-and-effect relationship, which involves the
manipulation of independent variables to determine if the treatment influenced the
outcome. Non-experimental studies assess the relationship between variables or
constructs without manipulation. Non-experimental approaches predominately use
surveys for data collection. This can be done using a cross-sectional or longitudinal
study. The difference is that longitudinal data are collected from the same subject
repeatedly over time, while cross-sectional data are collected in a single point in time.
This research study used follow quantitative study research method with a nonexperimental research design, utilizing a cross-sectional survey.
3.3.1 Research Strategy
The study used an electronic survey. The population included IT or closely related
fields with business employees who work with IT professionals. This targeted population
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is expected to have a general understanding of basic security concepts as well as interact
with security leaders. Cross-sectional approach was most appropriate since the aim was
to document and test differences with a sample at one point in time (Pinsonneault &
Kraemer, 1993). Surveys are used in both qualitative and quantitative research to gather
data from subjects for exploration and explanation (Salkind, 2012). Oftentimes, survey
research is used in quantitative research which involves written structured questions to
gather standardized information about characteristics, actions, or opinions of the subjects
being studied to generalize the sample to the population (Pinsonneault & Kraemer, 1993).
Survey research was a key method borrowed from established disciplines outside the
IS discipline. The major challenge for IS researchers includes ensuring the
appropriateness of survey research for the study (Pinsonneault & Kraemer, 1993). There
are numerous reasons to conduct survey research: “(1) easy to administer, score, and
code; (2) understand relationship among variables and constructs; (3) generalizable; (4)
reusable and objective; (5) predictive tool; (6) test theoretical model; (7) confirm and
quantify findings” (Newsted, Huff, & Munro, 1998, p. 553).
3.3.2. Instrument Development
According to Creswell (2014), a researcher must decide if an instrument must be
newly designed for this research, modified from existing research, or used intact from
published research. Newly designed instruments require extra steps for validation.
Modified instruments need the author’s permission and may still require some form of
validation. Intact instruments are difficult to find, and in most cases a single instrument
may be a collection of validated items from separate studies. For this study, the
instrument was designed specifically for this research. Although other instruments were
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referenced for ideas, some of the constructs needed to be translated into the IS security
context. As a result, the current research has some modified items from existing studies—
but overall this is classified as a newly developed instrument.
The instrument opened with a qualifying a question and requesting demographic data
from participants. The very first question is a qualifying question, which means if
answered “no”—participants were not allowed to proceed. The first question asked
participants if they work in an IT or closely related field of business employees who work
with IT professionals. This was important because a lot of the questions are geared
towards employee’s familiarity with general IT concepts, and work with IS security
leaders. The second questions asked if participants age range; if participants were under
the age of 21, they were disqualified due to a presumed lack of professional experience.
The remaining demographic questions aim to obtain descriptive information about
respondents to identify where each participant fits in the randomized sample in the
general population.
The behavioral approach to leadership focuses on “what leaders do and how they
act,” and there are two general types of behavior: those focused on accomplishing tasks
as well as others focused on strengthening relationships (Northouse, 2016, p. 71).
Leadership can be viewed as essential for any organization to implement successful IS
security programs. Similarly, IS researches have used the theoretical lens of coerciveness
and empowerment to conceptualize management approaches in IS security policy
compliance (Balozian et al., 2019). ToL aligns with coercive approaches where
authoritarian mechanism are in place to produce an outcome, while RoL aligns with
empowerment where power is shared with employees. Northouse (2016) provided an
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instrument for measuring ToL and RoL behavior, these items were not modified
(Table 3). The overall goal was to gather data from employees about leadership behaviors
displayed from security leaders in their organization. This data will be used to evaluate
leadership behaviors (Table 3).
Table 3. The Measurement of Leadership Behaviors
Construct
Taskoriented
Leadership

ToL1
ToL2
ToL3
ToL4
ToL5
ToL6

Relationshiporiented
Leadership

RoL1
RoL2
RoL3
RoL4
RoL5
RoL6

Items
Sets standards of
performance for group
members.
Defines roles and
responsibilities for
each group member.
Clarifies his or her
own role within the
group.
Provides a plan for
how the work is to be
done.
Makes his or her
perspective clear to
others.
Tells group members
what they are expected
to do.
Helps group members
get along with each
other.
Responds favorably to
suggestions made by
others.
Helps others in group
feel comfortable.
Discloses thoughts and
feelings to group
members.
Shows concern for the
well-being of others.
Communicates
actively with group
members.

Adapted
Yes

Modified Reference
No
(Northouse,
2016, p. 88

Yes

No

Northouse,
2016, p. 88

Yes

No

Northouse,
2016, p. 88

Yes

No

Northouse,
2016, p. 88

Yes

No

Northouse,
2016, p. 88

Yes

No

Northouse,
2016, p. 88

Yes

No

Northouse,
2016, p. 88

Yes

No

Northouse,
2016, p. 88

Yes

No

Yes

No

Northouse,
2016, p. 88
Northouse,
2016, p. 88

Yes

No

Yes

No

Northouse,
2016, p. 88
Northouse,
2016, p. 88
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The concept of perceived effort is belief that one’s effort will result in the attainment
of desired performance goals (Vroom, 1964). In extant literature, perceived effort has
been measured by asking participants to indicate how effortful they perceived a task
(Lyxell, Borg, & Olsson, 2009). This approach to understanding and measuring perceived
effort will be applied in the IS security context. Perceived security effort involves the
view of how employees view initiatives in their organization. Security efforts can be
described as implementatios for protecting information and reducing vulnerability to
attack (Whitman, 2003). IS literature has outlined several categories related to improving
security program, the following are: strong commitment and trust, top management
support, user participation, policy decisions, analysis and design, and process
improvements (Table 2). These categories will be used to measure perceived security
effort (Table 4).
Table 4. The Measurement of Perceived Security Effort
Construct
Perceived
Security
Efforts

PSE1

PSE2

PSE3

PSE4

Items
I believe my
organization’s security
leaders encourages
strong commitment and
trust.
I think my
organization’s security
leaders encourages top
management support.
I believe my
organization’s security
leaders encourages user
participation.
I think my
organization’s security
leaders focuses on
policy decisions.

Adapted
No

Modified Reference
No
New

No

No

New

No

No

New

No

No

New
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PSE5

PSE6

I believe my
organization’s security
leaders focuses on
analysis and design
I think my
organization’s security
leaders focuses on
process improvements.

No

No

New

No

No

New

The concept of perceived performance is the belief that a person will receive a reward
if the performance expectation is achieved (Vroom, 1964). Perceived performance (or
performance beliefs) are how individuals approximate expected performance (Cronin &
Taylor, 1992). IS security performance can be described as measurable results (Singleton
et al.,1988). For this study, perceived security performance involves how well individuals
perceive security programs as functioning. As a result, this study used various categories
to security programs to measure the perceived performance (Table 5).
Table 5. The Measurement of Perceived Security Performance
Construct
Perceived
Security
Performance

PSP1

PSP2

PSP3

PSP4

PSP5

Items
I think my
organization’s security
program produce
noticeable results.
I believe my
organization’s security
program prevent
security incidents.
I think my
organization’s security
program have strong
security performance.
I believe my
organization’s security
program prevent
security threats.
I think my
organization’s security
program has strong
implementation.

Adapted
No

Modified Reference
No
New

No

No

New

No

No

New

No

No

New

No

No

New
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PSP6

I believe my
organization’s security
program is operating
effectively.

No

No

New

Information security is closely related to the concept of risk management (Blakley et
al., 2001). Information security involves the application of security controls to mitigate
security threats, while risk management involves applying security controls is such a way
that is feasible for the organization. Therefore, IS security risk management is a
subdomain, which involves the application of controls to manage risk. Since this study
aimed to understand security control compliance with non-technical controls, RMF
(Figure 1) and ISO 270001 (Figure 2) non-technical security controls and concepts from
other research were used to develop a survey instrument. These are the two information
security frameworks that organizations use to practice risk management. NIST Special
Publication (SP) 800-37 also known as RMF was selected because it is widely used by
diverse organizations. Although RMF is primarily used for IS security risk management
in the United States federal government, NIST publications are also used to develop
private sector security programs. ISO 27001 is an international information security
framework used to develop security programs worldwide. RMF and ISO 270001 were
chosen for this study because they provide a list of security controls that can be translated
into items to measure the construct of expected security outcomes. Table 6 presented
security controls used to create measurable outcomes that are a good fit for surveying
employees.
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Table 6. The Measurement of Expected Security Outcomes
Construct
Expected
Security
Outcomes

ESO1
ESO2

ESO3

ESO4

ESO5

ESO6

Items
Employees within your
organization follow
access control policies.
Employees within your
organization follow
physical and
environmental security
policies.
Employees within your
organization follow
incident response
security policies.
Employees within your
organization follow
security policies that
limit individual access.
Employees within your
organization obtain
physical access to
resources when
required.
Employees within your
organization report
incidents where polices
are violated.

Adapted
No

Modified Reference
No
New

No

No

New

No

No

New

No

No

New

No

No

New

No

No

New

3.3.3. Instrument Validation
Leadership behaviors were measured using twelve items (six for each sub-construct)
from an existing instrument (Northouse, 2016). Perceived security effort and perceived
security performance was measured using six newly created items. Perceived security
outcomes are measured using six security controls from RMF and ISO 270001: access
control, physical and environmental, and incident response. The selected security controls
are consistent with overlap in both RMF and ISO 270001. Although some items were
derived from existing literature, the majority were newly developed. Since the overall
instrument was classified as a newly developed, there is a need for instrument validation.
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The survey instrument must be validated to ensure questions asked to participants address
the research questions (Straub, 1989).
It is important to ensure the instrument has reliability and validity before the results of
the study can be trusted (Salkind, 2012). An interval scale was selected for this study,
which allows researchers to perform arithmetic operations to understand survey results. A
common interval scale in social science research is the five-point Likert scale. Although
Likert scales typically range anywhere from four to eleven, this study used a seven-point
Likert interval scale. An interval scale with a higher value can produce better
approximation of results (Wu & Leung, 2017). IS research have used the 7-point Likert
scale (Ifinedo, 2014; Romanow, Rai, & Keil, 2018). As a result, mostly quantitative
approaches were used to evaluate instrument and analyze results. Further details
describing instrument validation are in the upcoming data collection and data analysis
sections.
3.4. Data Collection
The term data refers to “the purposive collection of perceived facts” (Ellis & Levy,
2012, p. 407). The sampling approach to collect data for this study requires several steps:
(1) define the population; (2) determine the sample frame; (3) determine the sampling
design; (4) determine the appropriate same size; (5) execute the sampling process
(Sekaran & Bougie, 2013).
The target population identified the general category for individuals needed for the
study in terms of elements, geographic boundaries, and time (Sekaran & Bougie, 2013, p.
245). This study contracted, a data collection service called Qualtrics, to gather data from
a sample of employees. The sampling frame is a depiction of all elements in the
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population that can be used for sampling (Sekaran & Bougie, 2013). More specifically,
the sampling frame for this study is employees who work in an IT or related field—which
means they work closely with IT professionals and are familiar IT policies and
procedures. In addition, questions were built into the instrument to ensure participants fit
the sampling frame. The sampling design can either be probability or nonprobability
sampling (Sekaran & Bougie, 2013). This study used probability based simple random
sampling. A random sample of participants are selected form a pool of qualified
employees. Random sampling helps improve generalizability; however, there has long
been concern expressed that generalizability is often not a concern in IS research (Lee &
Baskerville, 2003).
The aim was to isolate respondents that have some level of understanding of IT
concepts to adequately answer questions. Although researchers often use non-probability
sampling for convenience, survey research with probability sampling is better suited and
not uncommon in IS research. The sampling size defined the number of participants
necessary for the study (Sekaran & Bougie, 2013). The sampling size varied based on the
phase of the study, which means each phase will require a different number of
participants. The sampling process identified the final plans for data collection (Sekaran
& Bougie, 2013). This data was collected at the individual unit of analysis using
electronic surveys. In a cross-sectional approach, surveys were administered to each
participant once. After obtaining Institutional Review Board (IRB) approval from Nova
Southeastern University (Appendix A), there was a three-phased approach to data
collection: expert panel, pilot study, and main study to validate the observed variables or
items.
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3.4.1. Phase I
The first phase of the data collection used an expert panel to validate the instrument
before the pilot study. This approach is recommended in IS research because positivist
science often lack “clear consensus on the methods and means for determining content
validity” (Straub, Boudreau, & Gefen, 2004, p. 387). In an expert panel, a team of
professionals are selected to validate observed variables or items used before data
collection to assess whether the items were a true representation of the construct being
measured (Skinner, 2015). Verhagen, Van Den Hooff, & Meents (2015) referenced the
use of eleven participants in a panel experienced in scale development to evaluate an
instrument in IS research. The current research instrument was sent using Survey
Monkey to six to ten people with a Ph.D. to obtain meaningful feedback on how to
improve the research instrument.
The study used a quantitative approach to content validity. Lawshe (1975)’s
Calculated Average (CVR) calculation was used for consensus analysis and the minimum
ratios are in Appendix C. Participants were asked to evaluate on a scale from one to three
(1 = not essential; 2 = useful but not essential; 3 = essential) if survey questions (or items)
measure the construct. The first equation is to calculate the CVR, which is (CVR = (Ne N/2)/(N/2)). The first equation assesses the ratio of the total of the experts who perceive
an item as essential to the overall number of experts. The Ne is the number of experts
with essential responses, and the N is the total number of experts. The qualifying
consensus and suggestions were followed:
Any item, performance on which is perceived to be “essential” by more than half of the
panelists, has some degree of content validity. The more panelists (beyond 50%) who
perceive the item as “essential,” the greater the extent or degree of its content
validity…when fewer than half say “essential,” the CVR is negative. When half say
“essential” and half do not, the CVR is zero (Lawshe 1975, p. 567).
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Furthermore, the study applied a substantive validity analysis to validate observed
constructs as well as the acceptability of construct definitions (Anderson & Gerbing,
1991, p. 734; Hinkin, 1998, p. 108). Along with rating the quality of the survey items for
content validity, the expert panel participants were asked to evaluate how well each item
aligns with construct definitions. In addition, comment boxes were added to allow
respondents to add additional feedback.
3.4.2. Phase II
The second phase of the date collection was from the pilot study to evaluate the
instrument before the main data collection. The pilot study was used to evaluate and fine
tune the instrument at a smaller scale, and address areas of concern before proceeding to
a larger scale study (Straub, 1989). IS literature recommend a pilot study or pretest
following the expert panel (Anderson & Gerbing, 1991; Hinkin, 1998; Milne & Bahl,
2010). A pilot study can further establish the “content validity of scores on an instrument
and to improve questions, format, and scales” (Creswell, 2014, p. 161).
IS security compliance research use pilot tests to evaluate and improve the survey
instrument. Safa et al. (2016) used 52 participants to pilot test an instrument for an
information security compliance model in organizations. The results revealed that
participants understand and interpreted questions. Flores and Ekstedt (2016) used 47
participants to test resistance to social engineering. The results revealed a need for minor
changes, but overall most participants understood the questions. Straub et al. (2004)
recommends more IS journals should use pilot tests as a form of validation.
Based on existing IS literature, this study used 55 participants for the pilot study. The
survey in Appendix D was administered electronically to voluntary participants using
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Qualtrics. This service was used as a data collection service to collect a randomized
sample in a reasonable timeframe. Participants in the pretest were given a week to
respond to the survey. Based on feedback, changes and updates were made after pilot
study to improve the instrument.
3.4.3. Phase III
The main study collected actual data to test the research model and validate research
hypotheses. The study utilized the survey instrument that was refined in the expert panel
and pilot study for data collection. Qualtrics was used for their data collection service to
collection a randomized sample in a reasonable timeframe. Participants were comprised
of working professionals with an IT or closely related background.
There was a need to ensure the sample size is sufficiently large (Terrell, 2012).
According to Weston and Gore (2006), “there is no consensus [in sample size], except to
suggest that missing or nonnormally distributed data require larger samples than do
complete, normally distributed data” (p. 734). The sample size in explanatory research
must be “sufficient to test categories in the theoretical framework with statistical power”
(Pinsonneault & Kraemer, 1993, p. 12). The statistical power is the ability of a statistical
test to detect the statistical significance relationships between variables or constructs
(Sekaran & Bougie, 2013). According to Sekaran and Bougie (2013), “there are six
factors influencing sample size: (1) research objective; (2) confidence interval; (3)
confidence level; (4) variability in the population; (5) cost and time constraints; (6) size
of population” (p. 246). The main study collected actual data to test the research model
and validate research hypotheses. In addition, Pinsonneault and Kraemer (1993) found
the average sample size for an individual unit of analysis was 388 participants (p. 21).
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This study aimed to collect over 400 participants is above average in comparison to
similar IS research studies.
3.5. Data Analysis
Data analysis in quantitative research is performed using: “a mathematical procedure
for organizing, summarizing, and interpreting data” (Gravetter & Wallnau, 2009, p. 3).
There are two general categories for data analysis: descriptive statistics and inferential
statistics. While descriptive statistics are used to organize and summarize data, inferential
statistics are used to help make decisions (or inferences) about the data (Terrell, 2012).
Descriptive statistics have four primary measuring techniques: “central tendency,
variability, relative position, and relationship” (Mertler & Vannatta, 2013, p. 7).
Descriptive statistics will likely have sampling error, which means even when data are
gathered from similar samples under the same population there will likely be different
results (Terrell, 2012). Inferential statistics aim to address sampling error by normally
distributing results around the population mean (Mertler & Vannatta, 2013). This study
has a research model with hypotheses testing, which requires the use of inferential
statistics to reasonably test predictions and address sampling error caused by
nonprobability sampling. However, descriptive statistics were also used to obtain a clear
understanding of sample that represents the overall population, which is a common
approach in the social sciences to include IS literature.
3.5.1. Statistical Technique
This research study used Structural Equation Modeling (SEM) for data analysis. SEM
is a “collection of statistical techniques that allow a set of relationships between one or
more independent variables (IVs), either continuous or discrete, and one or more
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dependent variables (DVs), either continuous or discrete to be examined” (Ullman &
Bentler, 2003, p. 661). SEM, or latent variable modeling, technique was chosen rather
than regression to test the theory. The conceptualization of leadership behaviors is a
multidimensional second order construct, for which SEM methods are better suited.
Unlike first-generation techniques, SEM is a second-generation technique reduces
measurement errors and allows researchers to incorporate unobservable variables
measured indirectly by indicator variables in path models (Mertler & Vannatta, 2013).
This study used Confirmatory Factor Analysis (CFA), which is an advanced form of
statistical analysis that is often used to test a theory about latent processes that occur
among variables: this means it measures of constructs (or factors) are consistent with the
underlying theory or concepts (Mertler & Vannatta, 2013).
According to Hair, Hult, Ringle, and Sarstedt (2017), path models should be created
based on theory—which are a collection of systematically related hypotheses created
from the scientific method that can be used for predications and explanations. SEM has
two models created from theory: measurement and structural (Hair et al., 2017). While
“the measurement specifies how latent variables (or constructs) are measured, the
structural model shows how the latent variables are related to each other” (Hair et al.,
2017, p. 13).
Partial Least Squares (PLS) was the selected type of SEM, which allows researchers
to simultaneously measure the data and the theory (Hair et al., 2017). PLS was a good fit
for this study because the originating theory is well-established and strong from a non-IS
discipline; as a result, the model aimed to evaluate the predictiveness of the model in the
IS security context. SEM has been used in existing IS security studies published in top IS
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Journals to understand problems with employee compliance using existing theories and
concept (Siponen & Vance, 2010; Vance et al., 2012).
3.5.2. Statistical Software
There are three common software packages used in social science research. SmartPLS
is a software package that uses Ordinal Least Square estimation techniques that are
primarily used for theoretical exploration (Ong & Puteh, 2017). Statistical Package for
Social Sciences (SPSS) is a widely used software package used for interactive, or
batched, statistical analysis. Analysis of Moment Structures (AMOS) is an add-on that
provide an enhanced version of SPSS, which a complete drawing environment for SEM
data analysis (Blunch, 2012). While SmartPLS can examine smaller sample sizes in
variance-based to explore theories, SPSS AMOS better suited for covariance-based
research to confirm or reject theories (Ong & Puteh, 2017, p. 21). Since this research
study is testing an existing theory in an IS security leadership model, SPSS AMOS was
the statistical software package selected for data analysis.
3.5.3. Goodness of Fit
SEM has two components: the measurement model and the structural model (Hair et
al., 2017). The structural model is used to assess unobserved (or latent) constructs. The
structural model represents the constructs, and the relationships between the constructs
(Hair et al., 2017, p. 11). The measurement model consists of constructs that display the
relationship between constructs and the indictor variables (Hair et al., 2017, p 12).
Therefore, this study used SEM because it allowed it to test the observed item linkage the
construct and assess the covariance of the constructs depicted in Figure 3.
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SEM contains CFA as one form of statistical analysis, which is a good fit for theory
or hypothesis driven research (Hair et al., 2017). This study also used CFA, which is an
advanced form of statistical analysis that is often used to test a theory about latent
processes that occur among variables: this means it measures of constructs (factors) are
consistent with the underlying theory or concepts (Mertler & Vannatta, 2013). This study
used CFA to test the hypothesis and assess the model’s fit to see if the hypothesized
relationships developed from the Expectancy Theory hold true upon rigorous
examination (Sekaran & Bougie, 2013).
There are several Goodness-of-Fit (GoF) measures that can be used to assess each
single-factor model for their validity. This study follows the following: Chi-square with
degrees of freedom, the Goodness of Fit Index (GFI), Comparative Fit Index (CFI),
Adjusted Goodness of Fit index (AGFI), and Root Mean Square Error of Approximation
(RMSEA) model fit indices (Hair et al., 2017). This approach to evaluate model fitness
was used in Safa et al. (2016)’s IS research study to understand information security
conscious care behavior formation in organizations.
Goodness-of-fit index (GFI). The GFI is used for validating the PLS model globally
to describe how well it fits a set of observations. (Hair et al., 2017, p. 193). This approach
was used to validate the current PLS model (Figure 3). The minimum accepted value for
GFI is ≥ .90 (Hooper et al., 2008, p. 54).
Pearson’s Chi-square. This test is often used as a measure for goodness of fit: this
measure is the sum of differences between observed and expected outcome frequencies
(that is, counts of observations), each squared and divided by the expectation (Figure 4).
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Figure 4. Pearson’s Chi-square Test

Adjusted Goodness of Fit Index (AGFI). The AGFI corrects the GFI based upon
degrees, which is affected by the number of indicators of each latent variable (Hooper et
al., p. 54). AGFI tends to increase based on sample size. The minimum accepted value for
AFI is ≥ .90 (Hooper et al., 2008, p. 54).
Comparative Fit Index (CFI). A revised form of Non-normed Fit Index (NFI). This
approach is not as sensitive to sample size and allows researchers to compare the fit of an
independent, or null, model (Hooper et al., 2008, p. 54). The minimum accepted value for
CFI is ≥ .95 (Hooper et al., 2008, p. 55).
Root Mean Square Error of Approximation (RMSEA). The RMSEA is an index
that calculates the difference between the observed covariance matrix per degree of
freedom and the hypothesized covariance matrix which denotes the model (Chen, 2007).
RMSEA is one of the most widely reported measures of model fitness when using
structural equation modeling. The formula: RMSEA = √ max( [((χ²/df) - 1)/(N - 1)] , 0).
The minimum accepted value for RMSEA is <.08 (Arpaci & Baloğlu, 2016, p. 69;
Hooper et al., 2008, p. 54).
3.6 Empirical Validation
Reliability and validity tests were conducted for empirical validation. This study used
Cronbach’s coefficient alpha and CFA for empirical validation. Reliability tests how
consistently a measuring instrument measures whatever concept it is intended to measure
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(Sekaran & Bougie, 2013, p. 225). Validity tests how well an instrument that is
developed measures the concept it is intended to measure (Sekaran & Bougie, 2013, p.
225). Empirical validation involves the use of statistical techniques to test for reliability
and validity. Cronbach’s coefficient alpha was used to test for reliability, and CFA was
used to test for content validity, convergent validity, and discriminant validity (Sekaran &
Bougie, 2013).
3.6.1 Reliability
Reliability assesses the confidence that the measuring instrument will yield the same
results when subjected to the same measurement (Straub et al., 2004, p. 426). Cronbach
coefficient alpha (a) is a reliability test that examines the “consistency of respondent’s
answers to all the items in a measure” (Sekaran & Bougie, 2013, p. 229). Cronbach’s
alpha is used when researchers want to test the internal consistency of a survey
instrument made up of Likert-type scales and items. Cronbach’s alpha is computed by
correlating the score for each scale item with the overall score for each observation, and
then comparing that to the variance for all individual item scores (Figure 5). Cronbach’s
alpha is thus an output of the number of items in a test, the average covariance between
pairs of items, and the variance of the overall score. The resulting reliability statistics for
PLS should produce a score where research look for a “minimum score of over .7” for
high internal consistency (Straub et al., 2004, p. 411).
Figure 5. Cronbach Coefficient Alpha Formula

Furthermore, using CFA, the reliability of a construct (or latent variable) is deemed
valid if the Composite Reliability (CR) is more than the Average Variance Extracted
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(AVE). The CR and AVE are calculated using the formula in Figure 6 and Figure 7. The
AVE aims to measure the "percent of variance obtained by a construct by revealing the
ratio of the sum of the variance obtained by the construct and measurement variance”
(Straub et al., 2004, p. 424). The CR is calculated by dividing the squared sum of the
factor loading for each construct, by the squared sum of the factor loading for each
construct and the sum of the error variance for each construct (Paswan, 2009; Hair et al.,
2017).
Figure 6. Composite Reliability Formula

Figure 7. Average Variance Expected Formula

3.6.2 Validity
Validity assesses the mathematical relationships between variables and make
inferences about whether this statistical formulation correctly expresses the true
covariation (Straub et al., 2004). Although there are several tests for validity, this study
aims to address content validity and construct validity. Content validity is considered
highly recommended, and construct validity is considered mandatory (Straub et al.,
2004).
Content validity aims to measure the adequacy and representation of items to their
related concept (Sekaran & Bougie, 2013). For instance, does the measure adequately
measure the concept? Content validity is highly recommended in IS research, especially
in the absence of strong theory and prior empirical practice specifying the range and
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nature of the measures (Straub et al., 2004, p. 413). An expert panel or judges was the
selected technique to obtain content validity of formative constructs before collecting
data or estimating path models (Straub et al., 2004).
On the other hand, construct validity is a combination of convergent validity and
discriminate validity aimed at evaluating the operationalization (or measurement between
constructs) to see how well the results obtained fit the theoretical model (Straub et al.,
2004, p. 388; Sekaran & Bougie, 2013, p. 227). Convergent validity is established when
the scores obtained with two different instruments measuring the same concept are highly
correlated (Sekaran & Bougie, 2013, p. 227). For instance, do two instruments measuring
the concept correlate highly? The outer loading of indicators and the AVE must be
considered. Outer loading should be greater the 0.70, and the AVE should be greater than
0.50 (Hair et al., 2017). Discriminant validity is established when, based on theory, two
variables are predicted to be uncorrelated, and the scores obtained by measuring them are
indeed empirically found to be so (Sekaran & Bougie, 2013, p. 227). For instance, does
the measure have a low correlation with a variable that is supposed to be unrelated to this
variable? Discriminate validity states the construct is valid if there in an inter-construct
correlation. A construct’s AVE would need to be more than its associated squared interconstruct (SIC) correlations (Pawson, 2009; Hair et al., 2017).
3.7. Summary
This chapter addressed the methodology used to understand the behavioral influences
of leaders on the expected outcome of policy compliance. The introduction section
explained the selected methodology along with the epistemology. The theoretical
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framework section explained the chosen theory, research model, and hypotheses. The
research design section described the research strategy, instrument development and
validation, and data collection. The data analysis section explained the statistical
techniques and empirical validation. The major takeaway was that this study proposed the
use of the expectancy theory to formulate a research model and hypothesis testing in a
quantitative approach. The next chapter explains the results of the study.
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Chapter 4
Results

4.1. Introduction
The primary purpose of this chapter was to provide a detailed data analysis and
representation of findings. Statistical techniques borrowed from the social sciences are
applied to address a problem in IS security management. The use of social science
techniques is a common approach to address business-related issues (Sekaran & Bougie,
2013). Data was obtained from participants to statistically analyze if the hypothesized
relationships outlined in the previous chapter are supported. Section 4.2 describes the
statistical results of the data analysis. Section 4.3 uses the results of the data analysis to
provide a representation of findings. Lastly, Section 4.4 provides an overall summary of
the results.
4.2. Data Analysis
4.2.1. Expert Panel Results
An expert panel of eight experienced researchers were sought to judge the initial
research instrument. The current research instrument was sent to a total of eight
participants who hold a Ph.D. level degree, but only seven fully completed all the
responses. Data collected was analyzed with a substantive validity analysis and content
validity ratio. Existing IS literature has used an expert panel to evaluate survey items
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aimed at measuring the inﬂuence of top management support on an organization’s
security culture and level of security policy enforcement (Knapp, 2006).
Lawshe (1975) outlined the use of an expert panel in a quantitative approach to
content validity and substantive validity the research instrument. For each instrument
item, the CVR was calculated and results are in Appendix B. All CVR values were
measured against the minimum ratio score in Appendix C. For missing values,
calculations were adjusted based in the total responses for that item—which means the
weighted average for each response was adjusted based on the number of completions for
that item. Most construct items held an average rating of 50 or higher, which means those
construct items would carry over to the pilot study. However, there were low ratings for
various demographic items—but these items were left in the survey to obtain a better
understanding of who was sampled. There was one missing item, and an item with a low
average and CVR. The missing item was added without retesting, and no change was
made to the poorly rated item because these items were obtained from existing literature.
In addition, written feedback helped identify various grammatical errors, minor updates,
and improve the overall quality of the instrument. The expert panel helped improve the
confidence that instrument items measure the constructs in the research model.
4.2.2. Pilot Study Results
According to Straub (1989) a pilot study (or pretest) can use a draft of the research
instrument to perform a qualitative analysis to identify the need for revisions. For
instance, a pilot study was used to improve a survey instrument in the assessment of
gender differences in information quality in virtual communities (Liu, Li, Zhang, &
Huang, 2017). The current pilot study aimed to evaluate the survey instrument to identify
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errors early on before the full-range data collection. Data was exported from Qualtrics’
user interface into a CSV file and reviewed in a spreadsheet. The pilot study was
completed by all 55 participants. All respondents qualified to participate and were able to
complete the survey under the estimated time of 10-15 minutes. There were no technical
issues identified, and all inputs are considered within a valid range. There were no written
comments added at the end of the study. The qualitative review of the pilot study’s results
suggested the instrument was ready for the remaining data collection.
4.2.3. Pre-Analysis Data Screening
After all data was collected, a number of best practices were applied to screen for
clean data and ensure the accuracy of the data collected from surveys (DeSimone, Harms,
& DeSimone, 2015). The main study collected the remaining data to test the research
model and validate research hypotheses. There were 439 results collected during this
phase of the data collection. Since the main study did not require any instrument
modifications from the pilot study, and results were combined to produce a grand total of
494 responses. A few best practices from DeSimone et al. (2015) were used for data
screening. Data was reviewed for visible errors, extreme outliers, and respondents who
missed a significant number of answers. There were 19 responses from participants
removed because there were more than two missing answers. For responses missing two
or less, the average value (or mean substitution) was applied as dummy data to satisfy
SEM computational requirement (Allison, 2003). There were eight responses from
participants removed because they were under the age of 21. Participants under the age of
21 are assumed to lack the overall experience to reliably answer questions. An additional
four were removed because they did not work in an IT or closely related field. All data

62
adjusted based on data screening has been reported. The final number of participants for
analysis after data screening was N=455.
4.2.4. Main Study Results
Descriptive Statistics
Descriptive statistics are used to provide a summary of a collected data set (Mertler &
Vannatta, 2013, p. 7). Demographic information was collected to provide descriptive
statistics about the sample of participants and their organization. Sekaran and Bougie
(2013) advise researchers to gather demographic information from participants even if
the research study does not require it in order to describe the sample’s characteristics in
the written report. The sample descriptive statistics in Table 7 revealed demographic
information about respondents who participated.
The most common time working in an IT or closely related field was 8-9 years (169,
37.1%) followed by 4-5 years (101, 22.2%). The least common was less than 1 year (32,
7.0%). There were 208 (45.7%) males and 246 (54.1%) females. Most participants held a
bachelor’s degree (206, 45.3%), a graduate degree (76, 14.7%), or a professional degree
(66, 14.5%). The majority of the sample was between the age of 21-50—while 31-40 was
the most common (158, 34.7%). Lastly, a majority of the sample worked for a private
company (269, 59.1%).
The descriptive statistics revealed heterogeneity in the data collected. The biggest
concern was regarding the higher number females versus males, which is not
representative of the actual IT work environment. However, a decision was made to
proceed forwards due to the large sample size. The results were a good enough indicator
the data has diversity and representative of the larger population. These results help
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understand the generalizability of the data collected due to the varying years of
experience, sex, education, age, and employment status.
Table 7. Sample Descriptive Statistics
Frequency

Percent

Years in IT

1 or less
2-3 years
4-5 years
6-7 years
8-9 years

32
91
101
62
169

7.0
20.0
22.2
13.6
37.1

Sex

Male
Female
No response

208
246
1

45.7
54.1
0.2

Education

HSD
AA/AS
BA/BS
Graduate
Professional
Other

39
63
206
76
66
5

8.6
13.8
45.3
16.7
14.5
1.1

Age

21-30
31-40
41-50
51-60
60+

103
158
122
58
14

22.6
34.7
26.8
12.7
3.1

5
56
269
61
14

1.1
12.3
59.1
13.4
3.1

28
22

6.2
4.8

Employment Status Student
Self
Private
Government
Government
contractor
Non-profit
Other
Note: N= 455

In addition, participants were also queried with demographic questions about their
organization. The organizational descriptive statistics in Table 8 revealed demographic
information about the environment for respondent who participated. The vast majority of
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participants said their organization had defined IT policies (409, 89.9%). In addition, the
vast majority of participants were aware of the security requirements (430, 94.5%).
Lastly, most of participants said their organization had a CISO (366, 80.4%). The results
suggest participants have a basic understanding of IS security in their organization and
are capable of providing reliable answers to IS security related questions.
Table 8. Organizations Descriptive Statistics

Defined IT Policies

Frequency

Percent

Yes

409

89.9

No

26

5.7

Not sure

18

4.0

430

94.5

No

13

2.9

Not sure

11

2.4

Yes

366

80.4

No

62

13.6

Not sure

27

5.9

Aware of Security Requirements Yes

Organization has CISO

Note: N=455, IT policies had two missing and Security requirements had one missing

Inferential Statistics for Model-level Results
Inferential statistics involve the use of a sample of information to draw conclusions
about a population (Mertler & Vannatta, 2013, p. 9). Various inferential statistical
techniques were used to obtain model level results.
Confirmatory Factor Analysis (CFA) is an advanced statistical approach used to
test a theory by measuring how well measurable variables represent unobservable
constructs (Mertler & Vannatta, 2013, p. 245). A CFA is run to test the reliability of a
construct (or latent variable) if the CR is more than the AVE the construct is deemed
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valid. CFAs were run on the five construct scales to help validate them in this context.
Beforehand, mean replacement was done for missing values in scale questions. The mean
was substituted for missing data of two or less in order to optimize sample size. It should
be noted that mean substitution is appropriate for continuous data (Allison, 2003).
The first CFA was run with all of the questions for the five scales in order to check
for factor loading. A varimax rotation was used and an eigen cut of 1.25 was given to
ensure a more conservative estimate on factor loading. In order for a factor to be
considered cleanly loaded, the communality must be over 0.5, and it must have loaded on
a factor over 0.4 with a 0.13 distance between the highest and next highest factor.
This CFA showed two cleanly loaded factors in Appendix E. The first was with the
five PSP and the five ESO questions. This was not unexpected as they are derived from
the same theoretical measures. The second was with ToL and RoL, again this was not
unexpected as they are derived from the same theoretical measures. The five PSE
questions did not load cleanly on either factor. Five subsequent factor analysis were run,
one for each scale, to see if by themselves they would load together, and the results
indicated a single factor for each scale, including PSE, which all loaded cleanly. Given
the theoretical alignment—all five scales remained.
Cronbach Coefficient Alpha. Reliability assesses the confidence that the measuring
instrument will yield the same results when subjected to the same measurement (Straub et
al., 2004, p. 426). Cronbach Coefficient Alpha (a) is a reliability test that examines the
consistency of respondent’s answers to all the items in a measure (Sekaran & Bougie,
2013, p. 229). Cronbach’s Alphas were run to ensure scale reliability with results. All
measures produced a strong reliability score with a significant Cronbach Alpha
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approximating .9 in Table 9, which is .2 above Straub et al. (2004) recommended .7
minimum. The results clearly demonstrated reliability in the research instrument.
Table 9. Scale Descriptive Statistics and Cronbach’s Alpha

ToL
RoL
PSE
PSP
ESO

Mean
SD
# Items Alpha
32.53
7.69
6
0.917
32.21
7.36
6
0.909
33.34
7.02
6
0.913
34.05
6.52
6
0.917
34.19
6.7
6
0.899

Note: N=455

Structural Equation Model with Full Mediation. This study used several
Goodness-of-Fit (GoF) measures to assess the proposed model in Figure 3 with SPSS
AMOS. The following are the GoF measures selected Chi-square with degrees of
freedom, the Goodness of Fit Index (GFI), Comparative Fit Index (CFI), Adjusted
Goodness of Fit index (AGFI), and Root Mean Square Error of Approximation (RMSEA)
model fit indices (Hair et al., 2017).
Pearson’s Chi-square. The results revealed the Chi-square is 2 (5) = 75.88, p <.001,
which means the model is a poor fit against the ideal model.
Goodness-of-fit index (GFI). The minimum accepted value for GFI is ≥ .90 (Hooper
et al., 2008, p. 54). The results revealed the GFI was .946, which suggests the model was
a good fit.
Adjusted Goodness of Fit Index (AGFI). The minimum accepted value for AFI is ≥
.90 (Hooper et al., 2008, p. 54). The results revealed the AGFI was .837, which means the
model was not a good fit.
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Comparative Fit Index (CFI). The minimum accepted value for CFI is ≥ .95
(Hooper et al., 2008, p. 55). The results revealed the CFI was .961, which indicates the
model was a good fit.
Root Mean Square Error of Approximation (RMSEA). The minimum accepted
value for RMSEA is <.08 (Arpaci & Baloğlu, 2016, p. 69; Hooper et al., 2008, p. 54).
The results revealed the RMSEA was .177, which means the model was not a good fit.
According to Mulaik et al. (1989), it is possible to have acceptable models with
nonsignificant chi-squares, goodness-of-fit indices in the high .90s, and parsimonious-fit
indices in the .50s. A nonsignificant chi-square means that a model is statistically
acceptable insofar as the constraints on its parameters are consistent with aspects of the
data not used in the estimation of free parameters. Goodness-of-fit indices will always be
near unity when chi-square is nonsignificant and may even be near unity when chi-square
is significant, indicating that the model with its constrained and estimated parameters
reproduces the data very well, although statistically there is a detectable discrepancy.
Inferential Statistics for Individual-level Results
Various inferential statistical techniques were also used to test the individual level
results for hypothesis testing. ToL was a significant predictor of perceived security effort
(B=.321, p<.001). RoL was a significant predictor of perceived security effort (B=.458,
p<.001). PSE was a significant predictor of perceived security performance (B = .734, p
< .01). PSP was a significant predictor of expected security outcome (B=.839, p <.001).
However, the biggest issue is that the variables are so highly correlated that everything is
significant in Figure 8 and Table 10, which was also supported by the CFA results in
Appendix E.
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Figure 8. Results of Structural Equation Model

Table 10. Results of Structural Equation Model
PSE
PSE
PSP
ESO

<--<--<--<---

ToL_Sum
RoL
PSE
PSP

B
0.321
0.458
0.734
0.839

S.E.
0.041
0.043
0.027
0.028

Beta
0.351
0.48
0.79
0.817

P
***
***
***
***

Note: N=455

The correlation shows there is a strong linear relationship between the four IVs and
ESO. The skewedness statistics for ESO is -1.136 (SE= .144) and the kurtosis is 1.286
(SE = .229), which are both within normal tolerances. Skew ranges from negative one to
two and kurtosis ranges from negative three to three. But the Shapiro-Wilk test does
show a significant value (S-W = .906, p <.001), but this could also be a result of the
larger sample size. The P-Plot in Figure 10 does have some deviations from the line, it’s
not overly deviated, which means the residuals are also fairly normally distributed.
Inferential Statistics for Alternative Model-level Results
Alternative Structural Equation Model. Alternative models were tested to identify
a model better fit for the data. Alternative models included tests for partial mediation and
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no mediation. For partial mediation, all potential relationships in the model were tested in
Figure 9. Partial mediation showed that all variables except RoL had a direct significant
relationship with the dependent variable (ESO). In addition, all independent variables
(ToL, RoL, PSE, PSP) were tested against the dependent variable (ESO) with no
mediation. These results suggest the partially mediated model is the best fit for the data.
Figure 9. Results of Alternative Structural Equation Model

Table 11. Complete SEM Model
DV
IV
PSE
<--ToL_Sum
PSE
<--RoL
PSP
<--ToL_Sum
PSP
<--RoL
PSP
<--PSE
ESO
<--ToL_Sum
ESO
<--RoL
ESO
<--PSE
ESO
<--PSP

B
0.32
0.46
0.15
0.10
0.54
0.15
0.00
0.11
0.63

S.E.
0.04
0.04
0.04
0.04
0.04
0.04
0.04
0.05
0.05

Beta
0.35
0.48
0.18
0.11
0.58
0.18
0.00
0.11
0.61

P
***
***
***
0.023
***
***
0.933
0.022
***
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The best model fit in Figure 9 suggests ToL has a better influence on ESO than RoL.
The alternative model results in Table 13 suggest that ToL is the only leadership behavior
that is a direct predictor of ESO, while RoL only influences ESO indirectly through
mediating factors. Therefore, the best model fit involved partial mediation with three
passed indices.
Pearson’s Chi-square. The results revealed the Chi-square is 2 (5) = .007, p =.933,
which means the model is a good fit against the alternative model.
Comparative Fit Index (CFI). The results revealed the CFI was 1.0, which indicates
the model was a good fit.
Root Mean Square Error of Approximation (RMSEA). The results revealed the
RMSEA was .633, which means the model was a good fit.
Table 12. Non-mediating SEM of ESO
DV
ESO
ESO
ESO
ESO

<--<--<--<---

IV
ToL_Sum
RoL
PSE
PSP

B
0.152
-0.003
0.107
0.63

S.E.
0.037
0.041
0.047
0.045

Beta
0.175
-0.004
0.112
0.613

P
***
0.933
0.022
***

Inferential Statistics for Individual-level Results
All individual items were significant for the direct paths in Table 13. There were
indirect effects in this model as well. ToL indirectly impacts ESO both through PSE and
PSP (Beta = .272), so PSE and PSP mediated the impact of ToL. ToL relationship were
partially mediated since it also directly impacts ESO. RoL only indirectly impacts ESO
through PSP and PSE (Beta = 291), so its relationship to ESO is only mediated. PSE
indirectly impacted ESO through PSP (Beta = .357), so its relationship is partially
mediated since it also directly impacts ESO.
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Table 13. Alternative Path Model for Expected Security Outcome
DV
PSP
ESO
ESO
PSE
PSP
PSE
PSP
ESO

<--<--<--<--<--<--<--<---

IV
PSE
PSE
PSP
RoL
RoL
ToL_Sum
ToL_Sum
ToL_Sum

B
0.542
0.106
0.629
0.458
0.095
0.321
0.149
0.151

S.E.
0.041
0.044
0.045
0.043
0.042
0.041
0.038
0.033

Beta
0.584
0.111
0.612
0.480
0.108
0.351
0.176
0.173

P
***
0.016
***
***
0.023
***
***
***

Note: N = 455, ***P<.001

Regression Analysis. Although not originally proposed, additional regression
analyses were performed due to the model fit failures and overly correlated items. These
analyses helped better understand the relationship between constructs as well as check
some of the assumptions of regression. Three separate regression analyses were
performed on each of the proposed hypotheses. The results are consistent with those
found using SEM; the regression analysis in Appendix F found significant evidence
supporting each of the individual relationships.
In addition, all variables were tested against the dependent variable in Table 14 to
understand which variables had a significant relationship. The model was a significant
predictor of ESO (F(4, 450) = 256.15, p<.001). The model accounted for 69.2% of the
variance in ESO. ToL was a significant predictor of ESO (B = .15, t(454) = 4.05, p<.001).
As ToL is increased, ESO is increased. PSE was a significant predictor of ESO (B = .11,
t(454) = 2.29, p=.023). As PSE is increased, ESO is increased. PSP was a significant
predictor of ESO (B = .63, t(454) = 13.87, p<.001). As PSP is increased, ESO is
increased. RoL was the only variable that was not a significant predictor of ESO.
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Table 14. Results of Regression Analysis
B
(Constant)
ToL
RoL
PSE
PSP

4.34
0.15
0.00
0.11
0.63

Std. Error
0.96
0.04
0.04
0.05
0.05

F
df
R2

Beta

p
***
0.17 ***
0.00
0.11 *
0.61 ***

256.150 ***
4, 450
0.692

Note: N = 455, *=p<.05, **p<.01, ***P<.001

Figure 10. P-Plot of Regression Residuals

The correlations show the potential for issues of collinearity. This issue occurs when
high intercorrelations exist between independent variables used for predictions (Mertler
& Vannatta, 2013). Near collinearities adversely inflate the variance of the regression
coefficients and amplify the effects of errors in the regression variables (Stewart, 1987).
Variance of Inflation (VIF) a statistical approach to understand if the data are too
intercorrelated to be useful was performed. Since VIFs were all below the cut of ten
(Mertler & Vannatta, 2013, p. 167), which means there are no issues with collinearity.
There was also an aim to identify homoscedasticity. The issue of homoscedasticity is
the assumption that the variability in scores for one continuous variable is roughly the
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same at all values of another continuous variable ((Mertler & Vannatta, 2013). The
Figure 11 scatterplot identified homoscedasticity, which could be part of the problem
with the SEM. Transformation of the DV was considered as a way to compensate for this
issue, but neither creating a standardized score nor log transformation was appropriate as
they made the ESO more skewed.
Figure 11. Scatterplot of Regression Residuals

Lastly, there was a test for autocorrelations. This issue occurs when residuals are not
independent of each other. The Durbin-Watson test is used to test for autocorrelations
with a cutoff value between zero and four, while the generally accepted score is between
1.5 and 2.5 (Garson, 2012). The Durbin-Watson test showed there were no issues with
autocorrelation (DB = 1.827).
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4.3. Findings
This empirical study examined the behavioral influences of leaders on employees’
security compliance. Organizations can use leadership concepts in the field of
Information Systems (IS) security. This study created a path model using leadership
concepts with the Expectancy Theory to test the influence of leadership behaviors on IS
security policy compliance. The original path model had issues loading with a factor
analysis: ToL cleanly loaded with RoL, and PSP cleanly loaded with ESO. Out of five
model fit indices, three failed and two passed. These results suggested questionable
reliability and validity of the path model. Either the instrument should have been better
developed to measure constructs in the research model, or the theory is not a good fit.
The results suggested the original path model developed for this study is not the best fit.
It did not fail all tests, but it did not pass enough to be considered a good fit. However, an
alternative model with partial mediation was tested that produced a model with a better
fit. The alternative model tested all variables, and RoL was the only variable that did not
show a direct significant relationship with ESO. The following are the findings linked to
the research question and results in the proposed hypotheses.
For H1a the aim was to examine if ToL behaviors are positively associated with
perceived security efforts. Individual level SEM results revealed ToL was a significant
predictor of perceived security effort (B=.321, p<.001).
For H1b the aim was to examine if RoL was positively associated with perceived
security efforts. RoL was a significant predictor of perceived security effort (B=.458,
p<.001).
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For H2 the aim was to examine if perceived security efforts will be positively
associated with perceived security performance. Perceived security effort was a
significant predictor of performance (B = .734, p < .01)
For H3 the aim was to examine if perceived security performance will be positively
associated with the expected security outcome of employee policy compliance.
Performance was a significant predictor of expected security outcomes (B=.839, p
<.001).
The research question investigated: what leadership behaviors influence the expected
security outcomes of IS security policy compliance? The model was a significant
predictor of ESO (F(4, 450) = 256.15, p<.001). The model accounted for 69.2% of the
variance in ESO. As ToL is increased, ESO is increased. RoL was the only variable with
only an indirect influence through mediating factors instead of a direct significant
influence on ESO. The final results of the analyses suggest ToL is the best fit leadership
behavior with a direct and indirect influence on the expected outcome of IS security
policy compliance.
4.4. Summary
This chapter addressed the results on data collected to understand the behavioral
influences of leaders on the expected outcome of IS security policy compliance. The
introduction briefly explained the results section. The data analysis section explained the
results from the different phases of data collection. The findings section mapped the
results to the research question and hypotheses. The major takeaway was that the original
structural model developed using the expectancy theory is not the best fit for the data—
which means the null hypotheses of test results are due to chance rather than an actual
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relationship. However, an alternative structural model that was partially mediated
produced better fit indices. In addition, individual level results revealed empirical
evidence to suggest ToL behaviors are better suited for encouraging employee adherence
to policy. The next chapter provided a conclusion to the research study.
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Chapter 5
Conclusion

5.1. Introduction
The primary purpose of this chapter was to present findings and conclude the research
study. After previous chapters have provided an introduction, literature review,
methodology, and results—this chapter offers a conclusion with implications, limitations,
recommendations. Section 5.2 initiates with a discussion that summarizes the entire
research study. Section 5.3 provides implications to practitioners and researchers with a
connection to how findings contribute to the IS discipline’s body of knowledge. Section
5.4 outlines factors that limited the research study. Section 5.5 offers recommendations
for future research. Lastly, Section 5.6 provides an overall summary of dissertation.
5.2. Discussion
This empirical study examined the behavioral influences of leaders on employees’
security compliance. Organizations can use leadership concepts in the field of IS security.
Despite the adoption of technical and managerial approaches, organizations still face
issues motivating employee IS security compliance. This dissertation argued that
organizations need strong leadership to encourage employees. Using the expectancy
theory, this paper created a theoretical model to help understand the influence of task and
relationship-oriented leadership behaviors on nontechnical controls IS security
compliance. The conceptual underpinnings translated into perceived security effort,

78
perceived security performance, and expected security outcomes. The theoretical model
was validated using Structural Equation Modeling (SEM) and Confirmatory Factor
Analysis (CFA).
The model-level results reveled a structural model that suggests task-oriented
leadership is better suited for motivating IS security compliance. In addition, individuallevel results provide additional support that task-oriented leadership was the only
leadership behavior with a direct relationship with IS security compliance. These findings
contribute to the body of knowledge that compliance behaviors are extrinsically
motivated. Future research should aim to further examine the role of intrinsic motivators,
and the indirect influence of relationship-oriented leadership behaviors on IS security
policy compliance with more rigorous approaches. The next sections offer considerations
for practitioners and research as well as recommendations for how these results can be
strengthened.
5.3. Implications
The findings of the current study are practically relevant and can be linked to existing
IS literature. Herath and Rao (2009) explained that there are two distinct schools of
thought regarding IS security policy compliance: (1) suggests compliance influenced
extrinsically; (2) suggests compliance is influenced intrinsically. IS literature supports
there are both extrinsic and intrinsic factors that influence IS security compliance.
Padayachee (2012) published a taxonomy of compliant information security behavior that
further argued there is a role for extrinsic and intrinsic motivation in IS security
compliance. Although both factors have evidence demonstrating their significance, the
question becomes understanding if extrinsic or intrinsic factors have a more significant
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influence on IS security compliance. This question is unclear in IS literature—most
research studies evaluate one or the other instead of both at the same time to discern the
difference. These underlying factors are fundamental in understanding IS security
compliance. For years, researchers consistently aimed to understand the relationship of
extrinsic and intrinsic motivation and IS security compliance. Oftentimes, research
findings reveal conflicting results in literature.
Son (2011) found evidence that while extrinsic factors are important, intrinsic factors
have an increased chance of motivating security compliance. These findings are similar
to that of (Bulgurcu et al., 2010), which suggests an intrinsic approach would likely be
more successful because individuals are rationally influenced to comply with security
policies based on normative beliefs, self-efficacy, and attitudes. This is also consistent
with Safa et al. (2016) that found attitude to IS security policies to have a significant
influence with compliance behaviors—and attitude is influenced by commitment and
personal norms. While earning a reputation and gaining a promotion are considered
extrinsic motivators, curiosity and satisfaction are intrinsic motivators (Safa & Von
Solms, 2016). In addition, all measures are expected to fall short without user awareness
(Siponen & Kajava, 1998); it is important for user’s education and training to develop
intrinsic motivation to encourage security compliance these findings contradict (Siponen,
2000). However, other studies suggest extrinsic factors is a significant factor influencing
IS security compliance. Vance et al. (2012) suggests that non-compliant behavior is often
formed out of bad habits, and organizations must ensure security controls are in place to
mitigate those habits. Furthermore, Safa and Von Solms (2016) found extrinsic
motivation to have a more significant influence on attitudes towards compliance than
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intrinsic motivation.
Leadership behaviors are divided into similar concepts related to extrinsic and
intrinsic motivation (Northouse, 2016). The current study examines ToL which aligns
extrinsically, and RoL which aligns intrinsically. As a result, this study’s research
question: “what leadership behaviors influence the expected security outcomes of IS
security policy compliance?” examines if ToL or RoL have a more significant influence
on IS security compliance. This translates to understanding if IS security compliance is
more extrinsically or intrinsically motivated.
This study provided researchers and practitioners evidence that found ToL have a
more significant direct influence than RoL behaviors on IS security policy compliance.
The current findings are consistent with the findings of Humaidi and Balakrishnan
(2015), which found that transactional leadership has a direct and indirect influence on IS
security compliance behavior, while transformational leadership’s influence was only
indirect. While transactional leadership takes a strict approach with enforced behavioral
adherence in the culture environment, transformational leaders are more actively engaged
with an aim to motivate employees (Humaidi & Balakrishnan, 2015). The transactional
leadership style is closely related to ToL, while RoL is closely related to transformation
leadership. This means transactional leadership which focuses more on task-oriented
actions may be better suited in motivating IS security compliance. Researchers suggest
the perceived benefit often overshadows the perceived risk during the process of
rationally calculating security compliance (Hu et al., 2011).
The results of the current study also indicated RoL behaviors have no direct
significant relationship with IS security compliance. The current findings are consistent
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with the findings of Humaidi and Balakrishnan (2015), which found transformational
leadership to have no direct significant relationship with IS security compliance. It is
unclear why RoL has no direct influence on IS security compliance. While RoL
behaviors has a positive influence in other areas of business, for instance organizational
climate, to increase commitment and reduce turnover (Holloway, 2012), it does not
appear to have a significant influence on IS security compliance. Since other research
suggests that organizational commitment influences IS security compliance (Herath &
Rao, 2009; Safa et al., 2016), it could be that RoL has a mediating or moderating
influence on IS security commitment. This study further supports that RoL may indirectly
influence IS security compliance.
Researchers can use this study to guide their understanding of the relationship
between leadership behaviors and IS security compliance. Leadership behaviors should
be conceptualized more in IS security leadership. Practitioners should focus on
encouraging ToL approaches into there is security programs—leveraging strong security
policies, awareness, and enforcement (Knapp & Ferrante, 2012). Guhr et al. (2019) found
evidence suggesting transformational leadership, with more relationship-oriented
behaviors, does have a positive association with IS security compliance. However, ToL
should remain the primary focus in IS security compliance until addition research on RoL
is conducted. Although there are mixed results found in literature, researchers and
practitioners should take this into consideration when proceeding forwards.
5.4. Limitations
Sekaran and Bougie (2013) recommends all research reports should outline the
limitation that confounded the study. These limitations should cover topics such as
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sampling, data collection, instrument, and other areas that affected the results. For the
current study, there were a couple potential limitations that can be mitigated in future
studies.
The theoretical model developed did not pass all GoF indices, which means the model
could have been more predictive. In addition, there were some concern about
homoscedasticity in the data, which could have an effect on the analysis. A more rigorous
approach could have been provided to further develop the research instrument.
Quantitative data screening techniques during the study could have been used
(DeSimone, 2015). For instance, a different substantive validity analysis may have help
reduce better results by evaluating two indicators. The first is the portion of substantive
agreement, which is “the proportion of respondents who assign an item to its intended
construct” (Anderson & Gerbing, 1991, p. 734; Hinkin, 1998, p. 108). The proportion of
substantive agreement is calculated by dividing the number of participants who correctly
assign an item to its intended construct by the total number of participants. However, the
downfall of this indicator is that it does not explain to us the degree in which an item is
reflected in other undesignated constructs (Anderson & Gerbing, 1991). In addition, the
second indicator, the substantive validity coefficient is preferred. The substantive validity
coefficient is “the degree to which each rater assigned an item to its intended construct”
more than other constructs (Hinkin, 1998, p. 108). To calculate the substantive validity
coefficient, a researcher will subtract “the highest number of assignments of the item to
any other construct in the set” (p. 734) from the number of participants who correctly
assign an item to its intended construct and divide the result by the total number of
participants (Anderson & Gerbing, 1991).
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The strategy for substantive validity analysis involves the plan of construct
definitions, the provision of all items nominated for validation in a randomized order
without tying them to a construct and asking participants to align the items to the
constructs based on their understanding of the definition of the constructs. Since values
for substantive-validity coefficient range from -1.0 to 1.0, larger values are indicative of a
substantive validity. Secondly, a sizable, but negative number indicates substantive
validity as well, but shows that the validity is for an unintended construct (Anderson &
Gerbing, 1991). The underpinning in Anderson and Gerbing (1991) is that alteration of
an item and/or the construct definition is allowed if an item fails to obtain sufficiently
high substantive-validity coefficient. The lack of a more rigorous approach to construct
validity likely contributes to the high levels of correlation in the research model.
In addition, the sampling of women exceeded the sampling of men which is not
representative of the IT environment. This could be a concern since males and females
tend to have some differences in their security compliance behaviors (Anwar et al.,
2017); except research suggest women tend to favor relationship-oriented behaviors
(Carless, 1998). However, this is a minor concern considering how both genders reported
in favor of ToL.
5.5. Recommendations
This is the only known study that aimed to examine the influence of ToL and RoL
behaviors on IS security compliance. A similar study examined the role of leadership
styles, transactional and transformational, on IS security compliance (Humaidi &
Balakrishnan, 2015). The main findings reveal ToL has a direct significant influence on
IS security compliance, while RoL was only indirect. These results are consistent with
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the findings from Humaidi and Balakrishnan (2015) who identified transactional
leadership has a direct significant relationship with IS security compliance, while
transformational was only indirect. IS research studies should aim to produce results that
have theoretical and practical relevance (Rosemann & Vessey, 2008). Despite the
limitations, these findings are relevant to both practitioners and scholars.
This research study strengthens the argument that practitioners should focus on
leveraging extrinsic motivators with ToL and transactional leadership. This means IS
security programs should focus on ToL with an emphasis on rewards outside the
individual. This can be achieved by enforcing strict IS security controls with an emphasis
on rewards, threat certainty/severity, and punishments.
Scholars should leverage more rigorous approaches understand the role of intrinsic
motivation with RoL and transformational leadership. There are several studies that
suggest this approach has an influence on IS security compliance. Conversely, it appears
when measured against the opposite end of the spectrum—intrinsic approaches fall short
in test results. The results of the current study indicate the relationship between RoL and
IS security compliance may not be direct like ToL. Additional research is necessary to
identify potential mediating or moderating relationships for RoL behaviors. This makes
sense since the intrinsic motivates that influence RoL are more difficult to measure.
Instead of directly influencing IS security compliance, it is very likely that RoL has a
indirect (mediating or moderating) relationship or influences other factors.
5.6. Summary
This chapter concluded the empirical research study that examined the behavioral
influences of leaders on employees’ security compliance. The conclusion provided a brief
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summary of the study arguing for organizations to use strong leadership concepts in the
field of IS security. This study identified that individual level results reveal empirical
evidence to suggest ToL behaviors are better suited for encouraging employee adherence
to policy. This study can be linked existing IS security compliance literature related to
extrinsic and intrinsic motivation as well as transaction and transformational leadership.
The results suggest that extrinsic motivation and transactional leadership should be the
focus of IS security programs. Although the results were not as strong as expected, a
future replication of this study is advised to develop a stronger instrument. In addition,
future research should further examine extrinsic motivators similar to RoL behavior to
understand the indirect influence on factors like IS security commitment.
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Appendix B: Results of Content Validity Ratio
Item #

# of
Essential

# of
Useful
but not
Essential

# of Not
Essential

Q1-Q3
Q4
Q5
Q6
Q7
Q8
Q9
Q10
Q11
Q12
Q13
Q14
Q15
Q16
Q17
Q18
Q19
Q20
Q21
Q22
Q23
Q24
Q25
Q26
Q27
Q28
Q29
Q30
Q31
Q32
Q33
Q34
Q35

7
1
2
5
4
3
6
8
8
4
5
5
5
6
6
6
3
7
6
4
6
6
6
6
7
6
5
5
7
6
6

1
3
5
3
2
4
1
0
0
4
2
0
0
0
1
1
4
0
1
3
1
1
1
1
0
1
1
1
0
1
0

0
4
1
0
2
1
1
0
0
0
0
1
2
1
0
0
0
0
0
0
0
0
0
0
0
0
1
0
0
0
1

Percent of
Essential
Selection
87.50%
12.50%
25.00%
62.50%
50.00%
37.50%
75.00%
100.00%
100.00%
50.00%
71.43%
83.33%
71.43%
85.71%
85.71%
85.71%
42.86%
100.00%
85.71%
57.14%
85.71%
85.71%
85.71%
85.71%
100.00%
85.71%
71.43%
83.33%
100.00%
85.71%
85.71%

CVR
(neN/2)/N/2)
0.75
-0.75
-0.50
0.25
0.00
-0.25
0.50
1.00
1.00
0.00
0.42
0.66
0.42
0.71
0.71
0.71
-0.14
1.00
0.71
0.14
0.71
0.71
0.71
0.71
1.00
0.71
0.42
0.66
1.00
0.71
0.71

Type
of
Data

Demographic

-

Main Study
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5
2
0
71.43%
0.42
Q36
5
0
1
83.33%
0.66
Q37
5
1
1
71.43%
0.42
Q38
7
0
0
100.00%
1.00
Q39
5
1
0
83.33%
0.66
Q40
6
0
1
85.71%
0.71
Q41
6
1
0
85.71%
0.71
Q42
6
1
0
85.71%
0.71
Q43
6
1
0
85.71%
0.71
Q44
Q45
Q46
Note: N=6-8; For missing values, calculations were adjusted. CVRs below the minimum
requirement are grayed and bolded.
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Appendix C: Minimum Values for Content Validity Ratio

CVR table adapted from Lawshe (1975)
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Appendix D: Survey Instrument for Pretest and Main Study
An_Empirical_Study_of_Behavioral_Influences_of_Leaders_on_Employees
Security Compliance
Start of Block: Introduction
Q0 Information Systems Security Leadership: An Empirical Study of Behavioral
Influences of Leaders on Employees’ Security Compliance
Participant Letter for Anonymous Surveys
NSU Consent to be in a Research Study Entitled
Who is doing this research study?
The person doing this study is Marcus Winkfield with Nova Southeastern University’s
College of Engineering and Computing. He will be helped by Dr. Gurvirender Tejay.
Why are you asking me to be in this research study?
You are being asked to take part in this research study because you are a business
professional in a field related to Information Technology (IT).
Why is this research being done?
The purpose of this study is to understand the influence of task and relationship
leadership behaviors on nontechnical controls in IS security compliance. This study
develops a theoretical model, and the results used to test the model can help advance
future research in the field of IS security.
What will I be doing if I agree to be in this research study?
You will be taking a one-time, anonymous survey. The survey will take approximately 15
– 20 minutes to complete.
Are there possible risks and discomforts to me?
This research study involves minimal risk to you. To the best of our knowledge, the items
covered will be doing have no more risk of harm than you would have in everyday life.
What happens if I do not want to be in this research study?
You can decide not to participate in this research and it will not be held against you. You
can exit the survey at any time.
Will it cost me anything? Will I get paid for being in the study?
There is no cost for participation in this study. Participation is voluntary, and no payment
will be provided.
How will you keep my information private?
Your responses are anonymous. Information we learn about you in this research study
will be handled in a confidential manner, within the limits of the law Information we
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learn about you in this research study will be handled in a confidential manner, within the
limits of the law and will be limited to people who have a need to review this
information. Survey data will be collected on Qualtrics. This website is dedicated to the
creation, collection, and management of survey data using various forms of encryption to
protect the data. This data will be available to the researcher, the Institutional Review
Board and other representatives of this institution, and any regulatory and granting
agencies (if applicable). If we publish the results of the study in a scientific journal or
book, we will not identify you. All confidential data will be kept securely on Qualtric's
data center. All data will be kept for 36 months from the end of the study and destroyed
after that time by deletion via website features.
Who can I talk to about the study?
If you have questions, you can contact:
Primary Contact:
Marcus Winkfield – mw1558@mynsu.nova.edu
Secondary Contact:
Dr. Gurvirender Tejay – tejay@nova.edu
If you have questions about the study but want to talk to someone else who is not a part
of the study, you can call the Nova Southeastern University Institutional Review Board
(IRB) at (954) 262-5369 or toll free at 1-866-499-0790 or email at IRB@nova.edu.
Do you understand, and do you want to be in the study?
If you have read the information above and voluntarily wish to participate in this research
study, please proceed.
End of Block: Introduction
Start of Block: Preliminary Question to Participate

Q1
Do you work in Information Technology (IT)?
(or)
Do you work closely with IT professionals?

o Yes (1)
o No (2)
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Skip To: End of Block If Do you work in an information technology or closely related
field? **If not, you will not be able... = No
End of Block: Preliminary Question to Participate
Start of Block: Demographic Items
These following items will help obtain an understanding of the demographic from
which data was collected.

Q2 Years in IT or closely related field?

o 1 year or shorter (1)
o 2 - 3 years (2)
o 4 - 5 years (3)
o 6 - 7 years (4)
o 8 - 9 years (5)
o 10 years or more (6)
Q3 My organization has defined information security policies that are made available to
employees?

o Yes (1)
o No (2)
o Not Sure (3)
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Q4 I am aware of the basic information security requirements in my organization?

o Yes (1)
o No (2)
o Not Sure (3)
Q5 My organization has a Chief Information Security Officer (CISO) who is responsible
for the organization's information security program?

o Yes (1)
o No (2)
o Not Sure (3)
Q6 Sex?

o Male (1)
o Female (2)
o No Response (3)
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Q7 Highest level of education (degree) completed?

o None (1)
o High school or equivalent (2)
o Associate Degree (3)
o Bachelor Degree (4)
o Graduate Degree (5)
o Professional Degree (6)
o Other (7)
Q8 Age Range?

o 20 years and younger (1)
o 21 - 30 years (2)
o 31 - 40 years (3)
o 41 - 50 years (4)
o 51 - 60 years (6)
o 61 years and older (7)
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Q9 Employment Category?

o Student (1)
o Self-employment (2)
o Private organization (3)
o Government employment (4)
o Government contractor (5)
o Non-profit organization (6)
o Other (7)
End of Block: Demographic Items
Start of Block: Main Items
Answer the following items based on the behaviors of leaders in your organization.

Q10 Sets standards of performance for group members.

o Never (1)
o Hardly Ever (2)
o Seldom (3)
o Occasionally (4)
o Often (5)
o Usually (6)
o Always (7)
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Q11 Defines roles and responsibilities for each group member.

Q12 Clarifies his or her own role within the group.

Q13 Provides a plan for how work is to be done.

Q14 Makes his or her perspective clear to others.

Q15 Tells group members what they are expected to do.

Q16 Shows flexibility in making decisions.

Q17 Responds favorably to suggestions made by others.

Q18 Helps others in group feel comfortable.

Q19 Discloses thoughts and feelings to group members.

Q20 Shows concern for the well-being of others.

Q21 Communicates actively with group members.
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Answer the following items based on the perception of your organization.

Q22 I believe my organization encourages strong commitment and trust.

Q23 I think my organization encourages top management support.

Q24 I believe my organization encourages user participation.

Q25 I think my organization focuses on policy decisions.

Q26 I believe my organization focuses on analysis and design.

Q27 I believe my organization focuses on process improvement.

Answer the following items based on the perception of your organization.

Q28 I think my organization's security program produces noticeable results.

Q29 I believe my organization's security program prevents security incidents.

Q30 I believe my organization's security program has strong implementation.
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Q31 I think my organization's security program has strong performance.

Q32 I think my organization's security program prevents security threats.

Q33 I believe my organization's security program operates effectively.

Answer the following items based your expectations of employees within your
organization.

Q34 Employees within your organization follow security policies for access control.

Q35 Employees within your organization follow security policies for physical and
environment.

Q36 Employees within your organization follow security policies that limit individual
access.

Q37 Employees within your organization follow security policies for incident response.

Q38 Employees within your organization obtain physical access to resources when
required.
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Q39 Employees within your organization report incidents where security polices are
violated.
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Appendix E: Results of Confirmatory Factor Analysis
Initial CFA
Communalities

TOL1

0.530

Rotated
Component
Matrix
1
2
0.380
0.621

TOL2

0.631

0.379

0.698

TOL3

0.580

0.316

0.693

TOL4

0.628

0.343

0.714

TOL5

0.612

0.295

0.725

TOL6

0.604

0.318

0.709

ROL1

0.599

0.240

0.736

ROL2

0.612

0.250

0.741

ROL3

0.672

0.303

0.762

ROL4

0.541

0.237

0.696

ROL5

0.635

0.359

0.711

ROL6

0.634

0.357

0.712

PSE1

0.625

0.548

0.569

PSE2

0.573

0.480

0.586

PSE3

0.572

0.508

0.560

PSE4

0.565

0.556

0.506

PSE5

0.484

0.574

0.393

PSE6

0.622

0.589

0.525

PSP1

0.622

0.660

0.432

PSP2

0.646

0.710

0.377

PSP3

0.611

0.700

0.348

PSP4

0.707

0.766

0.347

PSP5

0.627

0.749

0.255
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PSP6

0.658

0.746

0.319

ESO1

0.616

0.734

0.278

ESO2

0.624

0.738

0.282

ESO4

0.558

0.673

0.325

ESO3

0.657

0.769

0.255

ESO5

0.592

0.705

0.308

ESO6

0.501

0.657

0.263

Notes: Bold indicates the question loaded cleanly on a single factor.
Extraction Method: Principal Component Analysis.
Rotation converged in 3 iterations.
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Appendix F: Regression Analysis for Hypotheses Testing
H1a: Task-oriented leadership behavior are positively associated with perceived
security efforts.
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H1b: Relationship-oriented leadership behavior are positively associated with
perceived security efforts.
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H2:

Perceived security efforts are positively associated with perceived security
performance.
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H3:

Perceived security performance are positively associated with the expected
security outcome of employee policy compliance.
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