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Abstract
A ring R is called (quasi-) Baer if the right annihilator of every (ideal) nonempty subset of R
is generated, as a right ideal, by an idempotent of R. Armendariz has shown that for a reduced
ring R (i.e., R has no nonzero nilpotent elements), R is Baer if and only if R[x] is Baer. In this
paper, we show that for many polynomial extensions (including formal power series, Laurent
polynomials, and Laurent series), a ring R is quasi-Baer if and only if the polynomial extension
over R is quasi-Baer. As a consequence, we obtain a generalization of Armendariz’s result for
several types of polynomial extensions over reduced rings. c© 2001 Elsevier Science B.V. All
rights reserved.
MSC: Primary 16S36; 16W60; secondary 16W10
0. Introduction
Throughout this paper R denotes an associative ring with unity and ∗ is used to
indicate an involution on a ring. Recall from [15] that R is a Baer ring (resp. Baer
∗-ring) if the right annihilator of every nonempty subset of R is generated, as a right
ideal, by an idempotent (resp. projection). These deAnitions are left–right symmetric.
The study of Baer rings has its roots in functional analysis [3,15]. In [15] Kaplan-
sky introduced Baer rings to abstract various properties of von Neumann algebras and
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complete ∗-regular rings. The class of Baer rings includes the von Neumann alge-
bras (e.g., the algebra of all bounded operators on a Hilbert space), the commutative
C∗-algebra C(T ) of continuous complex valued functions on a Stonian space T , and
the regular rings whose lattice of principal right ideals is complete (e.g., regular rings
which are continuous or right self-injective). Also the Sherman–Takeda theorem [20,21]
shows that every C∗-algebra has a universal enveloping von Neumann algebra (hence
a Baer ∗-ring).
In [8] Clark deAnes a ring to be quasi-Baer if the left annihilator of every ideal is
generated, as a left ideal, by an idempotent. Moreover, he shows the left–right symmetry
of this condition by proving that R is quasi-Baer if and only if the right annihilator
of every right ideal is generated, as a right ideal, by an idempotent. He then uses the
quasi-Baer concept to characterize when a Anite-dimensional algebra with unity over
an algebraically closed Aeld is isomorphic to a twisted matrix units semigroup algebra.
Further work appeared in [4,6,7,19]. Every prime ring is a quasi-Baer ring. Since Baer
rings are nonsingular, the prime rings R with Zr(R) = 0 [17] are quasi-Baer but not
Baer. Every semiprime right FPF ring is quasi-Baer [9, p. 168]. In [19] Pollingher
and Zaks show that the class of quasi-Baer rings is closed under n × n matrix rings
and under n × n upper (or lower) triangular matrix rings. Furthermore, it follows
from their results that the quasi-Baer condition is a Morita invariant property. Thus
the n × n (n¿ 1) matrix ring over a non-PrJufer commutative domain is a prime PI
quasi-Baer ring which is not Baer [15, p. 17]. Also the n× n (n¿ 1) upper triangular
matrix ring over a domain which is not a division ring is quasi-Baer but not Baer [15,
p. 16]. Thus the class of quasi-Baer rings seems to behave better than the class of
Baer rings under various extensions.
A natural question for a given class of rings is: how does the given class behave
with respect to polynomial extensions? In this paper we consider this question for the
classes of Baer rings, Baer ∗-rings, quasi-Baer rings, and quasi-Baer ∗-rings. In 1974,
Armendariz [1] seems to be the Arst to consider the behavior of a polynomial ring
over a Baer ring by obtaining the following result (recall that a ring is reduced if it
has no nonzero nilpotent elements):
Let R be a reduced ring. Then R[x] is a Baer ring if and only if R is a Baer ring
[1, Theorem B].
Armendariz provided an example to show that the reduced condition was not super-
Luous. In the review of this paper, Burgess [Math. Rev. 51, # 3224] indicated that the
theorem is true if “R[x]” is replaced by “R[[x]]”.
In this paper we provide examples to show that the Baer condition is not preserved
by various polynomial extensions (including formal power series, Ore extensions of
endomorphism type, and Laurent series). However all is not lost for, in spite of these
examples, some “Baerness” remains. We show that the quasi-Baer and quasi-Baer ∗
conditions are preserved by various polynomial extensions. As a corollary, we obtain a
generalization of Armendariz’s result for several types of polynomial extensions over
reduced rings. Indications are presented to show that this theory may have applications
to group rings and quantum groups.
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An idempotent e ∈ R is left (resp. right) semicentral in R if Re=eRe (resp. eR=eRe)
[5, p. 569]. We use S‘(R) for the set of all left semicentral idempotents. For a nonempty
subset X of R, rR(X ) and ‘R(X ) denote the right and left annihilators of X in R,
respectively (if the context is clear, the subscript will be omitted). A ring is right
(resp. left) PP if every principal right (resp. left) ideal is projective (equivalently,
for every x ∈ R there exists an idempotent e such that r(x) = eR (resp. ‘(x) = Re)).
We use Mn(R); R[x]; R[[x]]; R[x; ]; R[[x; ]]; R[x; x−1; ] and R[[x; x−1; ]] for the
n × n matrix ring over R, the ring of polynomials over R, the ring of formal power
series over R, the skew polynomial ring over R of endomorphism type, the skew power
series ring over R of endomorphism type, the skew Laurent polynomial ring over R of
endomorphism type, and the skew Laurent series ring over R of endomorphism type,
respectively. For other terminology see [3] and=or [19].
1. Baer rings and quasi-Baer rings
In this section we prove our main result showing that the quasi-Baer condition is
preserved by many polynomial extensions. As a corollary we generalize the result of
Armendariz [1, Theorem B]. Examples are provided to illustrate and delimit our results.
Our Arst example, which appears in [1,14], is essentially due to P.M. Cohn. It shows
that the “reduced” condition is not superLuous in Armendariz’s result [1, Theorem B].
Observe that every Baer ring is both left and right PP.
Example 1.1. Let R=M2(Z), where Z is the ring of integers. Then R is a Baer ring
[15, p. 17], but neither R[x] nor R[[x]] is Baer. To see this observe that the right
annihilator
r
((
0 2
0 0
)
+
(
1 0
0 0
)
x
)
contains no nonzero idempotent element in either R[x] or R[[x]]. Hence neither R[x]
nor R[[x]] is right PP. So neither R[x] nor R[[x]] is Baer. Similarly one can show that
neither R[x] nor R[[x]] is left PP.
Theorem 1.2. Let R be a quasi-Baer ring. Then the following extension rings are
quasi-Baer rings; where X is an arbitrary nonempty set of not necessarily commuting
indeterminates and  is a ring automorphism of R:
(i) R[X ]; (ii) R[[X ]]; (iii) R[x; ]; (iv) R[[x; ]]; (v) R[x; x−1; ]; (vi) R[[x; x−1; ]].
Proof. We will prove part (iii). The remaining cases are similar. Let T denote R[x; ].
Let I be an ideal of T . We claim that ‘T (I) = Te, for some idempotent e ∈ R. If
I =0, we are Anished. So suppose I = 0. Put I0 = {a ∈ R|a=0 or there is 0 = f(x) ∈
I such that a is the nonzero coeRcient of the lowest degree term of f(x)}. Then I0 is
an ideal of R. Hence there exists an idempotent e ∈ R such that ‘R(I0) = Re.
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First, to see that Te⊆ ‘T (I), take h(x) ∈ I . If h(x) = 0, then eh(x) = 0. So assume
h(x) = 0 with h(x) = a0 + a1x + · · · + anxn. If a0 = 0, then a0 ∈ I0 so ea0 = 0. Now
eh(x) = ea0 + ea1x + · · · + eanxn = ea1x + · · · + eanxn ∈ I . If ea1 = 0, then ea1 ∈ I0.
But e(ea1) = ea1 = 0, a contradiction. Similarly, we can get that ea2 = · · · = ean = 0.
So eh(x) = 0 and hence e ∈ ‘T (I). Therefore Te⊆ ‘T (T ).
Now, we claim that ‘T (I)⊆Te. Let g(x) = b0 + b1x + · · · + bmxm ∈ ‘T (I). We
shall show that g(x)e = g(x). Let f(x) = c0xk + c1xk+1 + · · · + ctxk+t ∈ I , where
c0 = 0 and k is a nonnegative integer. Then g(x)f(x) = 0. Hence b0c0 = 0. So b0 ∈
‘R(I0)=Re⊆ ‘T (I). Thus b0 = b0e and b0ci =0, for i=0; : : : ; t. Now b1(a0)= 0. Since
 is an automorphism, there is d1 such that (d1) = b1. Then (d1a0) = b1(a0) = 0.
Consequently, d1 ∈ ‘R(I0)=Re⊆ ‘T (I). Thus d1=d1e so b1=b1(e) and 0=d1ci=d1(ci)
for i=0; : : : ; t. This process can be continued to yield bi=bii(e) for i=0; : : : ; t. Hence
g(x) = g(x)e ∈ Te. Therefore ‘T (I) = Te.
Corollary 1.3. Let R be a quasi-Baer ring and q a central invertible element of R.
Let  be the automorphism on R[x] determined by (x) = qx. Then R[x][y; ] is a
quasi-Baer ring.
Note that if R is the complex Aeld, then R[x][y; ] in Corollary 1.3 is the quantum
plane [16, p. 73].
In Theorem 1.2 one may ask if  in R[x; ] can be relaxed to an endomorphism of
R? The next example eliminates this possibility.
Example 1.4 (Han et al. [11; Example 2:8]). There is an example of a quasi-Baer
ring R and an endomorphism  of R such that R[x; ] is not a quasi-Baer ring. In fact,
let R= F[t] be the polynomial ring over a Aeld F and  be the endomorphism given
by (f(t)) = f(0). Then the ring R[x; ] is not a quasi-Baer ring.
Our next result is a partial converse to Theorem 1.2.
Theorem 1.5. For a ring R; let X be an arbitrary nonempty set of not necessarily
commuting indeterminates. If either of the following extension rings R[X ] or R[[X ]]
of R is a quasi-Baer (Baer) ring; then so is R.
Proof. We will prove that R is quasi-Baer when R[X ] is quasi-Baer (resp. Baer). The
other cases can be shown similarly. Let I be an ideal of R. Let T = R[X ]. Then since
T is quasi-Baer, there exists an idempotent e(x) ∈ T such that ‘T (TI) = Te(x). Let e0
be the constant term of e(x). Then e20 = e0. Since e(x)I =0, we have e0I =0 and hence
e0 ∈ ‘R(I). Thus Re0⊆ ‘R(I). Conversely, let b ∈ ‘R(I). Then b ∈ ‘T (TI)∩R=Te(x)∩R.
So we have b = h(x)e(x) for some h(x)∈T . Thus b = e0h0, where h0 is the constant
term of h(x) and so b ∈ Re0. Hence ‘R(I)⊆Re0. Therefore ‘R(I) = Re0. Consequently,
R is a quasi-Baer (resp. Baer) ring.
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From Theorems 1.2 and 1.5 one is naturally motivated to consider Ore extensions
of derivation type. However the next example provides a roadblock to replacing R[X ]
or R[[X ]] with an Ore extension of derivation type in Theorem 1.5.
Example 1.6 (Armendariz et al. [2, Example 11]). There is a ring R and a derivation
! of R such that R[x; !] is a Baer ring, but R is not quasi-Baer. Let R=Z2[t]=(t2) with
the derivation ! such that !(St) = 1 where St = t + (t2) in R and Z2[t] is the polynomial
ring over the Aeld Z2 of two elements. Consider the Ore extension R[x; !]. If we set
e11 = Stx; e12 = St; e21 = Stx2 + x, and e22 = 1 + Stx in R[x; !], then they form a system of
matrix units in R[x; !]. Now the centralizer of these matrix units in R[x; !] is Z2[x2].
Therefore R[x; !] ∼= M2(Z2[x2]) ∼= M2(Z2)[y], where M2(Z2)[y] is the polynomial ring
over M2(Z2). So the ring R[x; !] is a Baer ring, but R is not quasi-Baer.
Surprisingly, to show that either R[x; x−1] or R[[x; x−1]] is quasi-Baer implies R is
quasi-Baer involves a long and quite technical calculation as seen in the following
lemma, which is of interest in its own right.
Lemma 1.7. For a ring R; let T be R[x; x−1] or R[[x; x−1]]. If e(x) ∈ S‘(T ); then
e0 ∈S‘(R); where e0 is the constant term of e(x). Moreover; e(x)T = e0T .
Proof. We will prove the case for T = R[[x; x−1]]. The other case can be shown
similarly. Let e(x) = e−nx−n + · · ·+ e0 + e1x + e2x2 + · · ·. If n= 0, then it is clear.
Now suppose that n=1. Then since e(x) is a left semicentral idempotent, it follows
that e(x)be(x)=be(x) for every b ∈ R. Thus we have the following system of equations:
e−1be−1 = 0; (1.1)
e−1be0 + e0be−1 = be−1; (1.2)
e−1be1 + e0be0 + e1be−1 = be0; (1.3)
e−1be2 + e0be1 + e1be0 + e2be−1 = be1 (1.4)
for any b ∈ R.
Claim 1.1. e−1e0 = 0.
Take b= 1 in (1:2) and multiply on the left by e0 to get
e0e−1e0 + e0e0e−1 = e0e−1: (A11)
Next, by taking b= 1 in (1:3) and multiplying e−1 on the right, we obtain
e−1e1e−1 + e0e0e−1 + e1e−1e−1 = e0e−1:
By (1:1), e−1e1e−1 = 0 and e1e−1e−1 = 0. Thus,
e0e0e−1 = e0e−1: (B11)
Finally substitute b= e−1 in (1:3). Then
e−1e−1e1 + e0e−1e0 + e1e−1e−1 = e−1e0:
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But since e−1e−1e1 = e1e−1e−1 = 0 by (1:1), we have
e0e−1e0 = e−1e0: (C11)
From (A11) and (B11), it follows that e0e−1e0 = 0. Therefore, e−1e0 = e0e−1e0 = 0
from (C11).
Claim 1.2. e−1be0 = 0 for every b ∈ R.
Multiply (1:3) on the right by e−1, we obtain
e−1e−1be1 + e−1e0be0 + e−1e1be−1 = e−1be0:
By (1:1), e−1e−1be1 = 0 and e−1e1be−1 = 0. Also by Claim 1.1, e−1e0be0 = 0. Thus
e−1be0 = 0
for every b ∈ R.
Claim 1.3. e0be−1 = be−1 for every b ∈ R.
From (1:2) and Claim 1.2, it follows that
e0be−1 = be−1
for every b ∈ R.
Claim 1.4. e−1be1 = 0 for every b ∈ R.
Multiply (1:4) on the left side by e−1. Then
e−1e−1be2 + e−1e0be1 + e−1e1be0 + e−1e2be−1 = e−1be1:
By (1:1), e−1e−1be0 = 0 and e−1e2be−1 = 0. Also e−1e0be1 = 0 = e−1e1be0 by Claim
1.2. Therefore
e−1be1 = 0
for every b ∈ R.
Claim 1.5. e1be−1 = 0 for every b ∈ R.
Multiply (1:4) on the right side by e−1. Then
e−1be2e−1 + e0be1e−1 + e1be0e−1 + e2be−1e−1 = be1e−1:
By (1:1), e−1be2e−1 = 0 and e2be−1e−1 = 0. From Claim 1.3, e0be1e−1 = be1e−1 and
e1be0e−1 = e1be−1. Therefore,
be1e−1 + e1be−1 = be1e−1
and so
e1be−1 = 0
for every b ∈ R.
Claim 1.6. e0be0 = be0 for every b ∈ R.
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From (1:3), Claims 1.4 and 1.5, we have
e0be0 = be0
for every b ∈ R. Thus e0 ∈S‘(R).
Next suppose n = 2. Then for any b ∈ R; e(x)be(x) = be(x) and thus we have the
following system of equations:
e−2be−2 = 0; (2.1)
e−2be−1 + e−1be−2 = 0; (2.2)
e−2be0 + e−1be−1 + e0be−2 = be−2; (2.3)
e−2be1 + e−1be0 + e0be−1 + e1be−2 = be−1; (2.4)
e−2be2 + e−1be1 + e0be0 + e1be−1 + e2be−2 = be0; (2.5)
e−2be3 + e−1be2 + e0be1 + e1be0 + e2be−1 + e3be−2 = be1; (2.6)
e−2be4 + e−1be3 + e0be2 + e1be1 + e2be0 + e3be−1 + e4be−2 = be2; (2.7)
e−2be5 + e−1be4 + e0be3 + e1be2 + e2be1 + e3be0 + e4be−1 + e5be−2 = be3
(2.8)
for all b ∈ R.
Claim 2.1. e−1e−2 = e−2e−1 = 0.
Taking b= 1 in (2:3) and multiplying on the left side by e−1, we have
e−1e−2e0 + e−1e−1e−1 + e−1e0e−2 = e−1e−2: (A21)
Take b= e−1 in (2:3) to get
e−2e−1e0 + e−1e−1e−1 + e0e−1e−2 = e−1e−2: (B21)
Take b = 1 in (2:4) and then multiply on the right side by e−2. Then using (2:1),
we obtain
e−1e0e−2 + e0e−1e−2 = e−1e−2: (C21)
Taking b= e−2 in (2:4) and using (2:1), we have
e−1e−2e0 + e0e−2e−1 = e−2e−1: (D21)
Use (2:2) and substitution in (D21) to obtain
e−2e−1e0 + e0e−1e−2 = e−1e−2: (F21)
Now from (B21) and (F21) we have
e−1e−1e−1 = 0:
From (B21) and (C21), e−2e−1e0 = e−1e0e−2. Thus from (A21) and (2:2), e−1e−2 =
e−1e−2e0 + e−1e0e−2 = e−1e−2e0 + e−2e−1e0 = 0. Hence e−2e−1 = 0 from (2:2).
Claim 2.2. e−1be−2 = 0 and e−2be−1 = 0 for every b ∈ R.
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To show that e−1be−2 = 0 and e−2be−1 = 0 for every b ∈ R, replace b by e−1b in
(2:3) to get
e−2e−1be0 + e−1e−1be−1 + e0e−1be−2 = e−1be−2:
From Claim 2.1, e−2e−1be0 = 0 and hence
e−1e−1be−1 + e0e−1be−2 = e−1be−2: (A22)
Take b= 1 in (2:4) and multiply on the right-hand side by be−2, to get
e−2e1be−2 + e−1e0be−2 + e0e−1be−2 + e1e−2be−2 = e−1be−2:
From (2:1), e−2e1be−2 = 0 and e1e−2be−2 = 0. Thus
e−1e0be−2 + e0e−1be−2 = e−1be−2: (B22)
Also by substituting e−2b for b in (2:4), we have
e−2e−2be1 + e−1e−2be0 + e0e−2be−1 + e1e−2be−2 = e−2be−1:
From (2:1), e−2e−2be1=0=e1e−2be−2. Also from Claim 2.1, e−1e−2be0=0. Therefore
e0e−2be−1 = e−2be−1 (C22)
From (C22) and (2:2), we have
e0e−1be−2 = e−1be−2: (D22)
From (A22) and (D22), it follows that
e−1e−1be−1 = 0: (F22)
Next, from (B22) and (D22), we have
e−1e0be−2 = 0: (G22)
On the other hand, by multiplying (2:3) on the left-hand side by e−1, we get
e−1e−2be0 + e−1e−1be−1 + e−1e0be−2 = e−1be−2:
Since e−1e−2be0 = 0 from Claim 2.1, it follows that
e−1e−1be−1 + e−1e0be−2 = e−1be−2: (H22)
Thus (F22), (G22) and (H22) yield
e−1be−2 = 0
for every b ∈ R.
By (2:2), since e−2be−1 =−e−1be−2, we have that
e−2be−1 = 0
for every b ∈ R.
Claim 2.3. e−2e0 = 0.
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Multiply (2:5) on the left-hand side by e−2. Then
e−2e−2be2 + e−2e−1be1 + e−2e0be0 + e−2e1be−1 + e−2e2be−2 = e−2be0:
By (2:1), e−2e−2be2 = 0= e−2e2be−2. From Claim 2.1, e−2e−1be1 = 0. Also by Claim
2.2, e−2e1be−1 = 0. Thus
e−2e0be0 = e−2be0: (A23)
Multiply (2:5) on the right-hand side by e−2. Then
e−2be2e−2 + e−1be1e−2 + e0be0e−2 + e1be−1e−2 + e2be−2e−2 = be0e−2:
Note e−2be2e−2 = 0 = e2be−2e−2 by (2:1). Also note e−1be1e−2 = 0 = e2be−1e−2 = 0
by Claim 2.2. Therefore
e0be0e−2 = be0e−2: (B23)
Take b= e−2 in (2:5). Then
e−2e−2e2 + e−1e−2e1 + e0e−2e0 + e1e−2e−1 + e2e−2e−2 = e−2e0:
By (2:1), e−2e−2e2 = 0 = e2e−2e−2. From Claim 2.1, e−1e−2e1 = e1e−2e−1 = 0. Thus
we have
e0e−2e0 = e−2e0: (C23)
Next, take b= 1 in (2:3) and multiply the right-hand side by e0, to get
e−2e0e0 + e−1e−1e0 + e0e−2e0 = e−2e0:
Since e−2e0e0 = e−2e0 from (A23) and e0e−2e0 = e−2e0 from (C23), it follows that
e−2e0 + e−1e−1e0e0 = 0: (D23)
Put b= e0 in (2:3). Then
e−2e0e0 + e−1e0e−1 + e0e0e−2 = e0e−2:
Use (A23) and (B23) to obtain
e−2e0 + e−1e0e−1 = 0: (F23)
From (C23), (F23) and (A23), we have
e0e−1e0e−1 =−e0e−2e0 =−e−2e0 = e−1e0e−1: (G23)
Now put b= e−1e0 in (2:4), to get
e−2e−1e0e1 + e−1e−1e0e0 + e0e−1e0e−1 + e1e−1e0e−2 = e−1e0e−1:
Since e−2e−1e0e1 = 0 = e1e−1e0e−2 by Claim 2.2, it follows that
e−1e−1e0e0 + e0e−1e0e−1 = e−1e0e−1: (H23)
From (G23) and (H23),
e−1e−1e0e0 = 0: (K23)
Now from (D23) and (K23), we have e−2e0 = 0.
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Claim 2.4. e−2be0 = 0 for every b ∈ R.
This is an immediate consequence of (A23) and Claim 2.3.
Claim 2.5. e0e−2 = e−2.
Putting b= 1 in (2:3) and multiplying the left-hand side by e0, we have e0e−2e0 +
e0e−1e−1 + e0e0e−2 = e0e−2. Note that e0e−2e0 = 0 by Claim 2.3 and e0e0e−2 = e0e−2
by (B23). Therefore
e0e−1e−1 = 0: (A25)
Take b= e−1 in (2:4), to get
e−2e−1e1 + e−1e−1e0 + e0e−1e−1 + e1e−1e−2 = e−1e−1:
By Claim 2.1, e−2e−1e1 = 0 = e1e−1e−2. So
e−1e−1e0 + e0e−1e−1 = e−1e−1: (B25)
From (A25) and (B25), it follows that
e−1e−1e0 = e−1e−1: (C25)
Thus e−1e−1e0e0 = e−1e−1e0 = e−1e−1. Since e−1e−1e0e0 =0 from (K23), we have that
e−1e−1 = 0: (D25)
Now taking b= 1 in (2:3) yields
e−2e0 + e−1e−1 + e0e−2 = e−2:
From Claim 2.3 and (D25), e−2e0 = 0 and e−1e−1 = 0. Therefore
e0e−2 = e−2:
Claim 2.6. e0be−2 = be−2 for every b ∈ R.
By (B23) and Claim 2.5, be−2 = be0e−2 = e0be0e−2 = e0be−2 for every b ∈ R.
Claim 2.7. e−1be−1 = 0 for every b ∈ R.
It follows immediately from (2:3), Claims 2.4 and 2.6.
Claim 2.8. e−2be1 = 0 for every b ∈ R.
Multiply (2:6) on the left-hand side by e−2. Then
e−2e−2be3 + e−2e−1be2 + e−2e0be1 + e−2e1be0
+e−2e2be−1 + e−2e3be−2 = e−2be1: (A28)
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By (2:1), e−2e−2be3 = 0 = e−2e3be−2. From Claim 2.2, e−2e−1be2 = 0 = e−2e2be−1.
Also from Claim 2.4, e−2e0be1 = 0 = e−2e1be0. Thus from (A28), we have that
e−2be1 = 0
for every b ∈ R.
Claim 2.9. e1be−2 = 0 for every b ∈ R.
Multiply (2:6) on the right-hand side by e−2. Then
e−2be3e−2 + e−1be2e−2 + e0be1e−2 + e1be0e−2
+e2be−1e−2 + e3be−2e−2 = be1e−2:
By (2:1), e−2be3e−2 = 0 = e3be−2e−2. Also from Claim 2.2, we have e−1be2e−2 =
0= e2be−1e−2. On the other hand, from Claim 2.6, e0be1e−2 = be1e−2 and e1be0e−2 =
e1be−2. Thus
be1e−2 + e1be−2 = be1e−2:
Therefore
e1be−2 = 0
for every b ∈ R.
Claim 2.10. e−2be2 = 0 for every b ∈ R.
Multiply (2:7) on the left-hand side by e−2. Then
e−2e−2be4 + e−2e−1be3 + e−2e0be2 + e−2e1be1 + e−2e2be0
+e−2e3be−1 + e−2e4be−2 = e−2be2:
By (2:1), e−2e−2be4 = 0 = e−2e4be−2. By Claim 2.2, e−2e−1be3 = 0 = e−2e3be−1.
Also from Claim 2.4, e−2e0be2 = 0= e−2e2be0. Moreover, by Claim 2.8, e−2e1be1 = 0.
Therefore
e−2be2 = 0
for every b ∈ R.
Claim 2.11. e2be−2 = 0 for every b ∈ R.
By multiplying (2:7) on the right-hand side by e−2, we have
e−2be4e−2 + e−1be3e−2 + e0be2e−2 + e1be1e−2 + e2be0e−2
+e3be−1e−2 + e4be−2e−2 = be2e−2:
By (2:1), it follows that e−2be4e−2 =0= e4be−2e−2. From Claim 2.2, e−1be3e−2 =0=
e3be−1e−2. Also by Claim 2.9, e1be1e−2 = 0. Hence we have
e0be2e−2 + e2be0e−2 = be2e−2:
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By Claim 2.6, e0be2e−2 = be2e−2 and e2be0e−2 = e2be−2. Therefore,
be2e−2 + e2be−2 = be2e−2
and so
e2be−2 = 0
for every b ∈ R.
Claim 2.12. e−2be3 = 0 for every b ∈ R.
Multiply (2:8) on the left-hand side by e−2. Then
e−2e−2be5 + e−2e−1be4 + e−2e0be3 + e−2e1be2 + e−2e2be1
+ e−2e3be0 + e−2e4be−1 + e−2e5be−2 = e−2be3:
By (2:1), e−2e−2be5 = 0 = e−2e5be−2. From Claim 2.2, e−2e−1be4 = 0 = e−2e4be−1.
Also by Claim 2.4, e−2e0be3 =0= e−2e3be0. Moreover, by Claim 2.10, e−2e1be2 =0=
e−2e2be1. Therefore,
e−2be3 = 0
for every b ∈ R.
Claim 2.13. e3be−2 = 0 for every b ∈ R.
Multiply (2:8) on the right side by e−2. Then
e−2be5e−2 + e−1be4e−2 + e0be3e−2 + e1be2e−2 + e2be1e−2
+ e3be0e−2 + e4be−1e−2 + e5be−2e−2 = be3e−2:
By (2:1), e−2be5e−2 = 0 = e5be−2e−2. From Claim 2.2, e−1be4e−2 = 0 = e4be−1e−2.
Also e2be1e−2 = 0 = e1be2e−2 by Claim 2.11. Therefore
e0be3e−2 + e3be0e−2 = be3e−2:
Since e0be3e−2 = be3e−2 by Claim 2.6 and e3be0e−2 = e3be−2 by Claim 2.6, it follows
that
e3be−2 = 0
for every b ∈ R.
Claim 2.14. Now Claims 2:1–2:13 allow us to reduce the system of equations
(2:1)–(2:8) to the system of equations (1:1)–(1:4). Therefore e0S‘(R). This proce-
dure can be continued to show that e0 ∈S‘(R) for any n.
Claim 2.15. e(x)T = e0T .
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To see that e(x)T = e0T , observe from the calculations that c−nc0 = 0 for any
c(x) ∈S‘(T ), where c−n is the nonzero coeRcient of the term with the least degree in
c(x) (see Claims 1.1 and 2.3). Then since c(x)c0 ∈ S‘(T ) with constant term c0, we
have (c−(n−1)c0)c0 = 0= c−(n−1)c0. By iteration c−kc0 = 0, for all k ¿ 0. In particular,
e(x)e0 ∈S‘(T ) with no nonzero terms of negative degree. Since (e(x)e0)2 = e(x)e0, it
follows that eke0 = 0, for all k ¿ 0. Thus e(x)e0 = e0. So e0T ⊆ e(x)T .
From the calculations, e0e−n = e−n (see Claims 1.3 and 2.6). Since the system of
equations are sucessively reduced eventually to (1:1)–(1:4), it follows that e0e−k=e−k ,
for all k ≥ 0. Hence (1 − e0)e(x) = (e1 − e0e1)x + · · · + (en − e0en)xn + · · · . Since
e(x) ∈S‘(T ), then ((1− e0)e(x))2 = (1− e0)e(x). It follows that ei − e0ei = 0, for all
i¿ 0. Hence e0e(x) = e(x). Therefore e(x)T = e0T .
With Lemma 1.7 we can now unify Theorems 1.2 and 1.5.
Theorem 1.8. Let R be a ring and X an arbitrary nonempty set of not necessarily
commuting indeterminates. Then the following conditions are equivalent:
(i) R is quasi-Baer;
(ii) R[X ] is quasi-Baer;
(iii) R[[X ]] is quasi-Baer;
(iv) R[x; x−1] is quasi-Baer;
(v) R[[x; x−1]] is quasi-Baer.
Proof. The equivalence from (i) to (iii) follows immediately from Theorems 1.2 and
1.5. Also (i)⇒ (iv) and (i)⇒ (v) follows from Theorem 1.2. Now for (iv)⇒ (i), let
T =R[x; x−1] and I be a right ideal of R. Then rT (IT )= e(x)T for some e(x) ∈S‘(T ).
Since Ie(x)= 0, it follows that Ie0 = 0 and hence e0R⊆ rR(I), where e0 is the constant
term of e(x). Conversely, suppose that b ∈ rR(I). Then b ∈ rT (IT ) and hence b=e(x)b.
Thus b = e0b ∈ e0R. Therefore rR(I) = e0R. Since e(x) ∈ S‘(T ), it follows that e0 is
an idempotent in R by Lemma 1.7. Therefore R is a quasi-Baer ring. Similarly it can
be shown that (v)⇒ (i).
The next lemma is used to generalize Armendariz’s result [1, Theorem B] to a
wider class of polynomial extensions. Recall a ring is called an abelian ring if every
idempotent is central.
Lemma 1.9. The following are equivalent:
(i) R is an abelian Baer ring.
(ii) R is a reduced quasi-Baer ring.
Proof. (i)⇒ (ii). Let 0 = a ∈ R such that a2=0. Then there exists a central idempotent
e such that r(a)=eR. Then a=ea=ae=0. Hence R is reduced. Clearly R is quasi-Baer.
(ii)⇒ (i). This part is a consequence of [5, Lemma 1].
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Corollary 1.10. Let R be a reduced ring and let X be an arbitrary nonempty set of
not necessarily commuting indeterminates. Then the following conditions are
equivalent:
(i) R is Baer;
(ii) R[X ] is Baer;
(iii) R[[X ]] is Baer;
(iv) R[x; x−1] is Baer;
(v) R[[x; x−1]] is Baer.
Proof. The equivalences follow immediately from Theorem 1.8 and Lemma 1.9.
We note that Groenewald has extended Armendariz’s result [1, Theorem B] to a
certain class of semigroup rings [10]. This motivates the general question: If R is a
(quasi-) Baer ring and G a semigroup or group when is T a (quasi-) Baer ring where
T is the semigroup ring, semigroup graded ring, group graded ring, or crossed product?
Some answers are provided by our previous results.
Corollary 1.11. If R is a quasi-Baer ring and T is any of the following types of
extension rings; then T is a quasi-Baer ring:
(i) T = RZ (i.e.; the group ring);
(ii) T=RH; where H is the discrete Heisenberg group (i.e.; H=〈x; y; z〉 with relations
xyx−1y−1 = z and z is central);
(iii) T =RZ (i.e.; the skew group ring); where : Z→ Aut(R) is a group monomor-
phism.
Proof. It is routine to check that RZ ∼= R[x; x−1]. So, by Theorem 1.8, RZ is quasi-Baer.
Parts (ii) and (iii) follow from Theorem 1.2 and [18, pp. 22–23].
2. Baer ∗-rings and quasi-Baer ∗-rings
For a ∗-ring, the involution ∗ on R can be naturally extended to an involution
on R[X ]; R[[X ]]; R[x; x−1], and R[[x; x−1]], where X is an arbitrary nonempty set of
commuting indeterminates. Since the involution imposes a certain amount of symmetry
on the ring (e.g., if I is a right ideal then I∗ is a left ideal) and since Baer ∗-rings are
semiprime, one might reasonably expect that some parts of Theorem 1.8 may hold for
a Baer ∗-ring. However the following examples eliminate some of these expectations.
Example 2.1. From [15, p. 39], M2(Z3) is a Baer ∗-ring under the involution (aij)∗=
(aji). But neither M2(Z3)[x] nor M2(Z3)[x; x−1] is a Baer ∗-ring. In fact the right
annihilator
r
((
0 2
0 0
)
+
(
1 0
0 0
)
x
)
cannot be generated (as a right ideal) by a projection.
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The next example is more analytical in nature and shows that the ring of polynomials
over a von Neumann algebra is not, in general, a Baer ∗-ring.
Example 2.2. Let R =M2(C)[x]. Then R is a semihereditary (left and right) Noethe-
rian ring, hence R is a Baer ring. M2(C) is a Baer ∗-ring (in fact, M2(C) is a von
Neumann algebra), where ∗ denotes the conjugate transpose involution. Since the right
annihilator
r
((
0 2
0 0
)
+
(
1 0
0 0
)
x
)
cannot be generated by a projection, R is not a Baer ∗-ring. By Berberian [3, p. 25,
Exercise 5], R is not a C∗-algebra.
In sharp contrast to Example 2.2, as part of our next example, we show that
M2(F)[[x]] is a Baer ∗-ring where F is a Aeld. To see this one needs to observe
that M2(R)[[x]] ∼= M2(R[[x]]). Thus M2(C)[[x]] is a Baer ∗-ring, but M2(C)[x] is not
a Baer ∗-ring. Moreover, M2(C[[x]])[[y]] is not a Baer ∗-ring.
Example 2.3. Let F be a Aeld with an involution ∗ which is symmetric (i.e., 1+aa∗ is
invertible for every a ∈ F). Let ∗ be the induced transpose involution on R=M2(F[[x]]),
that is, (aij)∗=(a∗ji) for (aij) ∈ R. Then by Handelman [12, Theorem 2:3], R is a Baer
∗-ring. But we provide an explicit computation which has its own interest. First, we
claim that the ring R is a Baer ∗-ring. Since the ring R is Noetherian, by Berberian
[3, Proposition 7, p. 29] it is enough to show that R is a Rickart ∗-ring.
Let 0 =  ∈ R. If det() = 0, then r() = 0. Indeed, suppose & = 0 with & ∈ R.
Then since F[[x; x−1]] is a Aeld,  is invertible in M2(F[[x; x−1]]) and hence & = 0.
Thus r() = 0.
From now on, we assume det() = 0. Say
=
(
f0 g0
h0 k0
)
∈ R:
Case 1: f0 = 0 and g0 = 0. Since det() = 0, two vectors (f0; g0) and (h0; k0)
are linearly dependent vectors in the vector space F[[x; x−1]] ⊕ F[[x; x−1]] over the
Aeld F[[x; x−1]]. So there exists x−pq(x) ∈ F[[x; x−1]] with p a nonnegative integer
and q(x) ∈ F[[x]] satisfying h0 = x−pq(x)f0 and k0 = x−pq(x)g0. Put f0 = xmf and
g0 = xng with f(0) = 0 and g(0) = 0.
Note that
(
a b
c d
)
∈ r()
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if and only if xmfa+ xngc = 0 and xmfb+ xngd= 0. So if m ≥ n, then
e=
(
1 (−xm−ng−1f)∗
−xm−ng−1f (−xm−ng−1f)(−xm−ng−1f)∗
)
×[1 + (−xm−ng−1f)(−xm−ng−1f)∗]−1
is a projection in the ring R and r() = eR. If m ≤ n, then r() is generated by the
projection(
(−xn−mf−1g)(−xm−nf−1g)∗ −xn−mf−1g
(−xn−mf−1g)∗ 1
)
×[1 + (−xn−mf−1g)(−xm−nf−1g)∗]−1
in R.
Case 2: f0 = 0 and g0 = 0. Then
=
(
f0 0
h0 0
)
because det() = 0. So it can be easily checked that
r() =
(
0 0
0 1
)
R:
Case 3: f0 = 0 and g0 = 0. Then it also can be veriAed that
r() =
(
1 0
0 0
)
R:
The above cases yield that the ring R is a Baer ∗-ring. Next, consider the ring R[[y]]
which is the formal power series ring over R. Then by direct calculation, it can be
shown that the right annihilator of the element(
x 0
0 0
)
+
(
0 1
0 0
)
y
of the ring R[[y]] cannot be generated, as a right ideal, by a projection in the ring
R[[y]]. Therefore the ring R[[y]] is not a Baer ∗-ring. This example also shows that
the formal power series ring over a Rickart ∗-ring is not a Rickart ∗-ring.
We deAne a ∗-ring R to be a quasi-Baer ∗-ring if the right annihilator of every
ideal is generated, as a right ideal, by a projection. After the following lemma, the
main result of this section will show that all of the above examples are quasi-Baer
∗-rings. In particular, Examples 2.1 and 2.2 provide examples of Baer rings which are
quasi-Baer ∗-rings but not Baer ∗-rings.
Lemma 2.4. (i) Every left (right) semicentral idempotent of a quasi-Baer ∗-ring is a
central projection.
(ii) A quasi-Baer ∗-ring is semiprime.
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(iii) A ∗-ring is a quasi-Baer ∗-ring if and only if the left annihilator of every ideal
is generated; as a left ideal; by a projection.
Proof. (i) For a ∗-ring R, suppose e ∈ S‘(R). Then since (1 − e)Re = 0, it follows
that eR⊆ r((1− e)R). But r((1− e)R)⊆ r(1− e) = eR and so r((1− e)R) = eR. Since
R is a quasi-Baer ∗-ring, there exists f = f∗ = f2 ∈ R such that eR= fR. Then note
that f ∈S‘(R) and hence (af)∗=(faf)∗ for every a ∈ R. So fa∗=fa∗f for every
a ∈ R. Thus f ∈Sr(R). So f is central. Therefore e=f. Next let e ∈Sr(R). Then by
Birkenmeir et al. [7, Lemma 1], 1− e ∈S‘(R) and thus 1− e is a central projection.
Therefore e is also a central projection.
(ii) Suppose that aRa=0 with a ∈ R. Then a ∈ r(aR)= eR with e ∈S‘(R). By part
(i), e is a central projection. So 0 = ae = ea= a. Thus R is a semiprime ring.
(iii) Assume that R is a quasi-Baer ∗-ring. Then for an ideal I of R, we have
‘(I) = Re for some e ∈ Sr(R). By part (i), e is a central projection. Conversely,
assume that the left annihilator of every ideal is generated, as a left ideal, by a central
projection. Then R is a quasi-Baer ring. Also by the same argument as in part (ii), R
is a semiprime ring. Now let I be an ideal. Then r(I)=gR with g ∈S‘(R). Since R is
semiprime, g is central by [5] and so ‘(r(I))= ‘(gR)=R(1− g). By the same method
as in part (i), 1− g is a central projection. So g is also a central projection.
Theorem 2.5. Let R be a ∗-ring and X is an arbitrary nonempty set of commuting
indeterminates. Then the following conditions are equivalent:
(i) R is a quasi-Baer ∗-ring;
(ii) R[X ] is a quasi-Baer ∗-ring;
(iii) R[[X ]] is a quasi-Baer ∗-ring;
(iv) R[x; x−1] is a quasi-Baer ∗-ring;
(v) R[[x; x−1]] is a quasi-Baer ∗-ring.
Proof. We will prove equivalence (i)⇔ (v). The other equivalences follow similarly.
Assume that R is a quasi-Baer ∗-ring. Let T = R[[x; x−1]]. Since R is semiprime by
Lemma 2.4, so is T . Let K be a right ideal of T . Then by Theorem 1.8, since T is
quasi-Baer, rT (K) = e(x)T for some e(x) ∈ S‘(T ). But since T is semiprime, e(x) is
central and so e(x) = e0, where e0 is the constant term of e(x). By Lemma 2.4, e0
is a projection on R and so it is a projection on T . Thus T is a quasi-Baer ∗-ring.
Conversely, assume that R[[x; x−1]] is a quasi-Baer ∗-ring. Let I be a right ideal of R.
Then rT (IT ) = e(x)T for some e(x) ∈S‘(T ). But since T is a quasi-Baer ∗-ring, T is
semiprime and so e(x) is central. Thus e(x)=e0. So rR(I)= rT (IT )∩R=e0T ∩R=e0R.
Therefore R is a quasi-Baer ∗-ring.
As in Section 1, we note that a reduced quasi-Baer ∗-ring is a Baer ∗-ring. Hence,
analogous to Corollary 1.10, if R is assumed to be a reduced ∗-ring then in parts (i)–
(v) of Theorem 2.5 we can replace “quasi-Baer ∗-ring” with “Baer ∗-ring”.
The condition that Mn(R) is a Baer ∗-ring for all n ≥ 1 has been considered in
[12,13]. Since many of our examples in this section involve matrix rings over Baer
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∗-rings we include the following result. Also we note that it is an open problem to
determine conditions under which R is a Baer ∗-ring implies Mn(R) is a Baer ∗-ring
for all n ≥ 1 [3, p. 248].
Proposition 2.6. R is a quasi-Baer ∗-ring if and only if Mn(R) is a quasi-Baer ∗-ring
(∗ transpose involution) for all n ≥ 1.
Proof. The result follows from Lemma 2.4 and [19, Proposition 2].
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