ABSTRACT Recently, more and more attention has been focused on the remote sensing scenes since they contain plentiful spectral and spatial information. In order to obtain good performance for scene representation, a proper model for feature extraction and large amounts of labeled training samples are required. However, in real-world applications, it usually cannot provide enough labeled samples since labeling is always time-consuming. To overcome this problem, this work develops a novel unsupervised deep feature learning framework with iteratively refined pseudo-classes for remote sensing scene representation. First, we introduce the center points to construct the pseudo-classes and assign the pseudo labels to the training samples. Then, a pseudo-center loss is developed by decreasing the intra-class variance between the learned features of the samples and the corresponding center points to iteratively refine the pseudo classes with the training samples in the training process. Moreover, to increase the inter-class variance between different pseudo classes and further improve the performance of the unsupervised learning, this work imposes the diversity-promoting priors over the center points. Finally, the unsupervised learning framework is developed by joint learning of the diversified pseudo-center loss and pseudo-class-based softmax loss where the pseudo-class-based softmax loss is to update the convolutional neural network (CNN) with the pseudo-classes and the diversified pseudo-center loss is to iteratively refine the pseudo-classes with the features learned from the CNN. Experiments are conducted over three real-world remote sensing scene datasets to validate the effectiveness of the proposed method and the experimental results show the superiority of the method when compared with other state-of-the-art methods.
I. INTRODUCTION
Nowadays, inspired by the development of the new and the advanced space-borne and aerial-borne sensors, large amounts of high resolution images, which contain abundant spatial and spectral information, have been available. This makes it possible to characterize the scenes in remote sensing directly with the spatial and spectral information, and thus they have been widely applied in many military or civilian applications [1] , [2] . However, efficient representations of the remote sensing scenes tend to be a challenging problem and
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1) Large amounts of labeled training samples are required for the training of the feature extraction model. However, limited number of labeled training samples is available in general real-world applications [2] since labeling is always time-consuming and sometimes infeasible [3] . 2) A proper model which can extract high level and abstract features from the scenes is essential to describe and discriminate the scenes. However, there exist some complex arrangements in the remote sensing scenes. For example, objects in a scene may present different VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ scales or orientations [4] . In addition, scenes in remote sensing usually have large intra-class variance and low inter-class variance. Especially, some categories with great similarity are only discriminated by the density of the objects in the scenes, such as the medium residential and the dense residential. These characteristics in remote sensing scenes multiply the difficulties to obtain discriminative features and separate the scenes from different classes.
In order to solve the first difficulty, many prior works have focused on improving the model's representational ability for remote sensing scenes with limited labeled samples [4] . Besides, unsupervised learning methods [3] , [5] , [6] which attempt to train the feature representation model without labeled scenes, provide another way to describe these scenes. This work will focus on developing an efficient and effective unsupervised feature learning framework for remote sensing scene representation.
To deal with the second difficulty, the traditional unsupervised feature learning methods such as the histogram of oriented gradient (HOG) [7] , scale invariant feature transform (SIFT) [8] , [9] and local binary pattern (LBP) [10] , design handcrafted features to capture the geometrical information, salient points or the textural information from the scenes. Prior works have successfully applied these features to extract features from the remote sensing scenes [8] , [11] , [12] . However, these handcrafted features mainly capture the specific characteristics, such as the textures and the geometrics, from the scenes and cannot be fit for the complex structures and the high-level semantics in remote sensing scenes. This would limit the performance and the generalization capability of these features [2] , [4] especially for the scenes in remote sensing.
Faced with these disadvantages, prior works have demonstrated that learning features adaptively from the scenes instead of the handcrafted features can better represent the remote sensing scenes [4] , [13] , [14] . Many unsupervised feature learning methods, such as deconvolution network [2] , [15] , unsupervised feature learning on spectral clustering (UFL-SC) [16] , enforcing population and lifetime sparsity (EPLS) [3] , [17] , have obtained better performance than the hand-crafted features. These methods can be seen as ''shallow'' methods which have one or two layers. Recently, deep architectures with more than two layers have obtained increasing attentions since they can extract more discriminative features from the scenes.
Deep supervised learning methods have already shown the powerful ability to extract high-level features from the objects in many computer vision tasks including the literature of remote sensing scene representation [4] , [18] . Many famous deep models, such as the convolutional neural networks (CNNs) [19] , [20] , the deep belief networks (DBNs) [21] , have been proposed. Among these models, CNNs, which can capture both the local and global information from the scenes, have presented good performance for representation of the remote sensing scenes. However, prior works mainly take advantage of the CNN models under the supervised way which usually require large amounts of labeled samples. To overcome this problem, this work attempts to develop a novel unsupervised deep feature learning framework which can make use of the merits of the CNN models from the view of unsupervised learning.
Motivated by [22] - [24] , constructing pseudo classes and transforming the learning process to a supervised one, are adopted for learning effective image representations for remote sensing scenes. However, prior works mainly take advantage of the information within each scene and use the image patches of each scene to construct the pseudo classes. These pseudo classes are generated according to the special requirements of different tasks and the pseudo classes are usually fixed in the training process. Besides, since the pseudo classes in prior works are constructed by the image patches of each image, it usually cannot adapt to the complex structures of the remote sensing scenes. Especially, there exist the similar objects in scenes of different classes. For example, water occurs in the image patches of harbor, river, and the beach. This would limit the performance of the learned model to extract discriminative features from the scenes.
To overcome this problem, this work introduces the center points to represent the pseudo classes and then constructs the pseudo classes with the center points. Based on the center points, we construct the pseudo classes by allocating the training samples to the nearest pseudo class. Then, the deep model can be supervisedly learned with these pseudo classes. However, the most important thing for the learning process is the construction of the training loss to update the CNN model and the center points. The update of the pseudo points should encourage the pseudo classes to approach the real classes. Besides, the update of the CNN model with the pseudo classes should encourage the learned model to extract discriminative features from the remote sensing scenes.
Motivated by the prior work [25] , a novel pseudo center loss is developed with the training samples and the center points to update the pseudo classes and the CNN model simultaneously. The pseudo center loss calculates the penalization between the samples and the center points in each pseudo class. Under the loss, the pseudo classes can be iteratively refined with the features of the training samples learned from the CNN model.
To further accurately generate the pseudo classes, this work proposes the diversity-promoting pseudo center loss by imposing the diversity-promoting prior as a regularization over the center points. Under the diversity-promoting prior, the difference between the generated pseudo classes can be enlarged and the learned features would be more discriminative. Actually, the prior works already show the advantage of diversity promoting prior on improving the performance of deep metric learning [4] , [19] , restricted Boltzmann machine [26] , and so on. However, these works mainly focus on the diversification of parameters in the model itself. This work imposes the diversity-promoting prior over the center points which can increase the inter-class variance FIGURE 1. Architecture of the CNN-based deep model for unsupervised representation of the remote sensing scenes. The CNN model is used to extract deep features from the remote sensing scenes. The joint learning loss tries to update both the center points and the CNN model simultaneously. Therefore, the CNN model and the pseudo classes can be iteratively refined simultaneously. Then, the learned model can be better fit for the remote sensing scenes and can discriminate scenes from different classes.
between different pseudo classes and therefore, the learned features from different scenes can be more discriminative.
Considering the merits of both the deep representation and the diversified pseudo center loss, this work develops a novel unsupervised deep feature learning framework, which jointly learns the deep model and the pseudo classes by the combination of the diversified pseudo center loss and the pseudo class-based softmax loss. The softmax loss which is formulated with the pseudo labels is used to update the CNN model with the constructed pseudo classes. At the same time, the diversified pseudo center loss, which is formulated by the learned features from the CNN model and the center points, updates the center points in the training process with the learned CNN model. Through updating the CNN model and the center points simultaneously and iteratively, the pseudo classes would be refined to approach to the real ones and the learned features of the scenes from the CNN model would be more discriminative. In conclusion, this work mainly makes the following contributions.
1) This work introduces the center points in the training process and develops a novel way to construct the pseudo classes based on the center points for deep unsupervised representation of remote sensing scenes. 2) A diversity-promoting pseudo center loss is proposed to iteratively refine the pseudo classes in the unsupervised learning process. The pseudo center loss is developed with the pseudo classes to update the center points with the obtained features. To further improve the performance of the proposed method, this work imposes additional diversity-promoting term as the regularization over the center points to increase the inter-class variance between different pseudo classes. The rest of the paper is arranged as follows. In section II, we briefly introduce the general deep representations, construct the pseudo classes, develop the unsupervised deep feature learning framework with the pseudo-classes for remote sensing scene representation, and introduce the implementation of the proposed method in detail. Details of our experiments and comparisons are presented in Section III. Section IV concludes the paper with some discussions.
II. PROPOSED METHOD
Prior works have demonstrated the advantage of the CNNs on capturing high level and abstract features from the remote sensing scenes [18] , [27] , [28] . However, general CNNs are mainly applied in supervised learning methods and require large amounts of labeled training samples for the training of the model while in real-world applications there usually exists limited number of training samples. Therefore, as an alternative way, this work will develop a novel unsupervised feature learning framework based on the CNN model for remote sensing scene representation. The architecture of the developed unsupervised learning framework can be seen in Fig. 1 .
In the following, we first construct the pseudo classes based on the center points and develop the diversitypromoting pseudo center loss with the pseudo-classes for unsupervised learning of remote sensing scenes, and then VOLUME 7, 2019 FIGURE 2. Flowchart of the unsupervised learning process for remote sensing scene representation. Each training sample is allocated to the nearest pseudo classes. The center points show significant effects on the update of the CNN model while the learned features from the CNN model also play an important role in the update of the center points. It should be noted that the pseudo classes would be iteratively refined with the update of the center points and the CNN model. the joint learning method for unsupervised representation is developed, and finally we present the implementation of the proposed method for remote sensing scene representation.
Let us denote x i (i = 1, 2, · · · , N ) as the samples from the remote sensing scenes and N is the number of the unlabeled scenes.
A. CONSTRUCTION OF PSEUDO CLASSES BASED ON THE CENTER POINTS
To accurately train the CNN model, the training batch, which denotes a set of samples that train the deep model simultaneously, is used in the training process. The samples in the training batch are randomly selected from the available training samples. The average loss of the samples in each batch is used to update the deep model.
Denote c i (i = 1, 2, · · · , ) as the center point to construct a specific pseudo class where the dimension of the center points is the same as that of the learned features from the CNN model and represents the number of the pseudo classes. To allocate the unlabeled samples to different pseudo classes with the center points, the key process is to measure the variance between the learned features of the samples and different center points.
Given a training batch B, for each sample x i ∈ B, denote ϕ(x i ) as the features of x i extracted from the CNN model. Since the center points c i (i = 1, 2, · · · , ) are introduced to construct different pseudo classes, we allocate the samples in the batch to the nearest pseudo classes by comparing the distances between each sample and different center points. Then, the pseudo class each sample in the training batch B belongs to can be calculated by
where z i represents the pseudo label of the sample x i . The process for allocating pseudo labels to the training samples in the batch is shown in Fig. 2 . It can be noted from Fig. 2 that since the pseudo classes and the CNN model are iteratively updated, the pseudo label of each sample would be changed in the training process.
B. DIVERSITY-PROMOTING PSEUDO CENTER LOSS
As Fig. 2 shows, the construction of the pseudo classes is directly related to the center points. Therefore, the way to update the center points would significantly affect the effectiveness of the training process as well as the performance of the representation for the scenes. Motivated by [25] , this work formulates the pseudo center loss to update these center points. The pseudo center loss tries to decrease the intra-class variance of each pseudo class and it can be formulated as
where c z i is the center point of pseudo class z i which is calculated by Eq. 1. |B| means the cardinal number of the set B which describes the number of training samples in the batch B. In the training process, the L c would be used to update both the parameters in the CNN model and the center points.
Since each center point construct a corresponding pseudo class, different center points are expected to be apart from each other to increase the inter-class variance between different pseudo classes. Therefore, to further improve the performance of the proposed method, this work imposes the diversity-promoting prior over the center points to encourage these points to repulse from each other. The diversitypromoting term, which is based on the Euclidean distance, can be formulated as
where represents the margin, which is a positive value. The L d is used as the regularization over the center points. Therefore, the diversity-promoting pseudo center loss for unsupervised learning can be formulated as
where α is the tradeoff parameter which calculates the balance between the optimization term and the diversity term. The aim of the developed loss L 1 is to iteratively update the center points with the features of samples extracted from the CNN model.
C. JOINT LEARNING LOSS FOR UNSUPERVISED LEARNING
This work uses the softmax loss to supervisedly learn the CNN model with the pseudo classes. The softmax loss formulated by the constructed pseudo classes can be calculated by
where
represent the parameters and the bias term in Softmax layer, respectively. The L s calculates the penalization between the predicted scores over the pseudo classes and the pseudo labels from Eq. 1. The pseudo softmax loss is used to update the CNN model with the generated pseudo classes. Considering the merits of the CNN model and the center points which are used to formulate the pseudo classes, this work develops a novel joint learning loss to update the CNN model with the pseudo classes and iteratively refine the pseudo classes with the features from the CNN model, simultaneously. It can be formulated as
where λ is a positive value which denotes the tradeoff between the pseudo class-based softmax loss and the pseudo center loss. The developed pseudo classes-based loss can jointly learns the CNN model and the pseudo classes simultaneously. As Fig. 2 shows, the center points construct the pseudo classes by Eq. 1 and the CNN model can be updated with the pseudo classes by the softmax loss. At the same time, the extracted features of the training samples from the CNN model are used to update the pseudo classes with the diversity-promoting pseudo center loss. Therefore, the learned model can be more fit for the remote sensing scenes and could learn discriminative features from the remote sensing scenes.
From Fig. 2 , we can find that the learning process is similar to the process of clustering. However, it is different mainly in three aspects. Firstly, the CNN model for feature extraction is updated and therefore the features from the scenes would be iteratively updated in the training process. Secondly, the pseudo classes are iteratively refined with the features extracted from the CNN model. Besides, the pseudo classes also play an important role in the learning process of the CNN model. Finally, the center points here are incorporated in the training process of the deep model while traditional clustering mainly works with the handcrafted features. Besides, [44] develops a method for deep clustering. However, in [44] , the clustering is trained with an independent optimization and separated from the training process of the CNN model. Different from [44] , the unsupervised learning process in this work updates the CNN model with the pseudo classes and iteratively refines the pseudo classes with the CNN model, simultaneously. The developed method can be more effective and efficient to learn discriminative representations of remote sensing scenes unsupervisedly.
D. OPTIMIZATION
The proposed unsupervised learning process can be trained end-to-end by the stochastic gradient descent (SGD) method. According to the characteristics of the back propagation of the deep model [29] , the main problem is to calculate the partial of the joint learning loss w.r.t. ϕ(x i ). More importantly, in this work, the update of the pseudo classes should also be implemented by calculating the derivation of the joint learning loss w.r.t. the center points.
The partial of the pseudo softmax loss L s w.r.t. ϕ(x i ) can be calculated as Caffe which is the deep learning framework used in the experiments [30] . Therefore, the partial of the proposed joint learning loss w.r.t. ϕ(x i ) can be calculated by
where z i is the pseudo label of x i . Eq. 7 is used for the update of the parameters in the CNN model. In addition, the partial of the proposed joint learning loss w.r.t. c j can be calculated as
where I (·) represents the indicative function. ∂L ∂c j , which is used to iteratively update the center points in the training process, can encourage the pseudo classes to approach to the real ones and make the learned features from the scenes be more discriminative.
The overall unsupervised learning process is shown in Algorithm 1. As algorithm 1 shows, the parameters of the CNN model and the center points are updated simultaneously in the training process ( Step 11, 12, 13) . The center points calculate the pseudo labels of the training samples (step 6) and further help to update the CNN model which extracts features VOLUME 7, 2019 Algorithm 1 Training Process of the Unsupervised Representation Framework Input: t ← t + 1.
4:
Construct the training batch B t .
5:
Obtain the features ϕ(x t i ) of x t i ∈ B t from the CNN model with θ t k by forward propagation.
6:
Obtain the pseudo label z t i of x t i ∈ B t as Eq. 1 shows.
7:
Compute the diversity-promoting pseudo center loss with the pseudo labels of samples by Compute the derivation L t w.r.t. ϕ(
Compute the derivation L t w.r.t c t j by Update the parameters θ k of k th layer by θ
Update the center points c j by c t+1 j
14: end while 15: return θ k from the samples (step 12). At the same time, the extracted features of different samples from the CNN model are used to update the center points and iteratively refine the pseudo classes (step 13).
E. ALGORITHM
Based on the above mentioned works, unsupervised features can be extracted from the remote sensing scenes. To validate the effectiveness of the unsupervised representations, just as [1] , [2] , [16] , [17] , [31] , this work utilizes the support vector machine (SVM) to predict the labels of the scenes and validate the performance of the obtained features. It should be noted that the SVM is only used as a tool to assess whether the obtained unsupervised representations are discriminative. The SVM is trained with the obtained unsupervised representations and the corresponding real labels. Besides, in the experiments, the Least Square SVM (LSSVM) is adopted [32] . Therefore, as Fig. 3 shows, the implementation of the proposed method consists of the following steps.
Step 1: Prepare the training samples, construct the CNN model to extract features and define the hyper-parameters as well as the number of the pseudo classes.
Step 2: Train the CNN model unsupervisedly as Algorithm 1 and then extract the features from the scenes with the learned CNN model.
Step 3: Classify the learned features with SVM classifier. In the experiments, we choose 80% of the samples to train the SVM and the remainder are used for testing.
III. EXPERIMENTAL RESULTS

A. EXPERIMENTAL SETUP
To further validate the effectiveness of the proposed method, we conduct experiments over three commonly used remote sensing scene datasets with different properties. One of the datasets, namely the Brazilian Coffee Scene dataset [18] , consists of multi-spectral high resolution scenes. The other two, namely the Ucmerced Land Use dataset [11] and the Google dataset [33] - [35] , are composed of aerial scenes with general RGB color but with different resolutions.
The Ucmerced Land Use (UCM) dataset was manually derived from large aerial orthoimagery of various areas around the USA [4] . The dataset consists of 21 scene categories, each of which includes 100 scene images. These scene images have 256 × 256 pixels with 1 foot of pixel resolution. Fig. 4 shows the scene samples of each class in the dataset. The dataset was generally used in prior works to test the performance of the model since there exist some categories with great similarity, such as the buildings and the tennis court, which make it difficult to discriminate different scenes.
The Brazilian Coffee Scene (Brazilian) dataset was collected by the SPOT sensor over four counties in Brazilian. It contains 2,876 multi-spectral scenes with 64 × 64 pixels which can be divided into 2 classes, namely the coffee and the non-coffee. Fig. 5 shows the samples from the Brazilian Coffee Scene dataset. The dataset is a very challenging one due to the large intra-class variance caused by the different crop management techniques and the spectral distortions and shadows by the mountainous terrain [18] .
The Google dataset was acquired from Google Earth by SIRI-WHU and mainly covers urban areas in China. It contains 2,400 scenes with 200 × 200 pixels (2 m spatial resolution) which can be divided into 12 classes, including the agriculture, commercial, harbor, idle_land, industrial, meadow, overpass, park, pond, residential, river, water. Fig. 6 shows the scene samples of different classes from the dataset.
The dataset contains similar scenes as the UCM dataset but with lower spatial resolution which makes the dataset be more difficult to be separated.
In the experiments, the Brazilian dataset and the Google dataset are resized to 256 × 256 for the implementation of the proposed method. All the datasets in the experiments have been divided into five folds. For UCM dataset and Google dataset, the five folds have been equally divided from the training samples while for Brazilian dataset, four folds have 600 images respectively and the other one contains 476 images. To accurately validate the performance of the proposed method, all the results are obtained from the average and the standard derivation of the five-fold cross-validation.
The deep model is implemented on Caffe which is a commonly used deep learning framework (see [30] for details). CaffeNet, which has five convolutional layers for local features and two fully-connected layers for global features, is chosen as the deep CNN model to extract unsupervised features from the remote sensing scenes. The CaffeNet is almost the same as AlexNet [36] except for the order of pooling and the normalization layers [4] . It should also be noted that in the experiments, the outputs of the last fully-connected layer, have been extracted as the learned features from the scenes. This work will conduct experiments with the dimension of the extracted features, namely the dimension of the last layer, chosen from {512, 1024, 2048, 4096}. To represent the scene more accurately, this work will initialize the CaffeNet with the parameters trained from ImageNet. Besides, the learning rate and the training epoch are set to 0.00001, 10000, respectively. It should be also noted that other deep models, such as the VGG16 [45] , GoogLeNet [37] , and ResNet [38] , can also be applied with the proposed unsupervised representation framework.
B. COMPUTATIONAL AND CLASSIFICATION PERFORMANCE
At first, we evaluate the computational and classification performance of the proposed method over the three datasets.
In the experiments, we extract features with dimensions of 512, 1024, 2048, 4096 by the proposed method from the scenes, respectively. Very common machine with 3.4 GHz Intel (R) Core i7 and a GeForce GT 1080 8 GB GPU was used for the implementation of the proposed method. The experimental results over the three datasets are listed in Tables 1,2 and 3, respectively. We analysis the performance of the proposed method from the computational and the classification view, separately.
1) COMPUTATIONAL PERFORMANCE
As Tables 1-3 shows, we show the experimental results of the proposed method over the three datasets, separately. Generally, a larger dimension of the extracted features means more parameters in the deep model, and would cost more computational sources in the training process. As showed in Table 1 , the time cost 920s, 919s, 959s, and 988s under dimensions of 512, 1024, 2048, 4096 over UCM dataset, respectively. Besides, the time cost 873s, 873s, 919s, and 978s over the Brazilian dataset and 871s, 881s, 906s, and 961s over the Google dataset. Tables 1-3 also present the classification performance of the proposed method over the three datasets, respectively. For UCM dataset, the number of the pseudo classes is set to 10. For Brazilian and Google dataset, the number is set to 5 and 6, separately. The classification accuracies of the proposed method in these tables are obtained when α is set to 0.00001, respectively. Inspect these tables and we can obtain the following conclusions.
2) CLASSIFICATION PERFORMANCE
• From these tables, we can find that the proposed method can obtain an accuracy of 96.00% ± 0.57% over the UCM dataset. For Brazilian and Google dataset, the accuracies can achieve 89.56% ± 2.19% and 92.46% ± 1.45%, respectively.
• Generally, extracted features of the scenes with a larger dimension from the proposed method can provide better classification performance but cost more computational sources. Features with a larger dimension can extract more information from the scenes and provide more useful information to discriminate different scenes. As Table. 1 shows, the proposed method can achieve 94.62% ± 0.90%, 94.95% ± 1.03%, 95.81% ± 0.98%, 96.00% ± 0.57%, under the dimension of 512, 1024, 2048, and 4096, separately. As Table 2 shows, for Brazilian dataset, the proposed method can obtain 88.09% ± 1.59%, 88.02% ± 1.13%, 89.12% ± 1.46%, 89.56% ± 2.19%, respectively. As Table 3 shows, for Google dataset, the proposed method can provide accuracies of 90.83% ± 1.12%, 91.62% ± 1.79%, 92.46% ± 1.45%, 92.33% ± 0.93%, respectively. In addition, Figs. 7-9 show the confusion matrices of the proposed method over the three datasets when the dimension of the extracted features is 4096. The confusion matrix of UCM dataset can be seen in Fig. 7 . From the confusion matrix, we can find that only some classes with great similarity could not be separated with the proposed method, such as the dense residential and the medium residential, the tennis court and the buildings. The classification errors of dense residential/medium residential and medium residential/dense residential are 10% and the error of sparse residential/medium residential is 15%. The classification error of buildings/tennis court and tennis court/buildings is 10% and 5%, respectively. Besides, most of the classes can be discriminated.
The corresponding confusion matrix of Brazilian dataset is shown in Fig. 8 . The classification errors of coffee/noncoffee, and noncoffee/coffee are 10% and 8%, respectively. In addition, Fig. 9 shows the confusion matrix of the Google dataset. The matrix demonstrates that most of the categories can also be discriminated. However, due to the low resolution and the great similarity between different categories, some categories, such as the harbor, meadow, park, and river, obtain an accuracy less than 90%. Overall, from Figs. 7-9, we can find that the proposed method for unsupervised learning of remote sensing scenes almost obtains the classification performance which is achieved by the CNN model under the supervised way.
Moreover, to further describe the effectiveness of the developed unsupervised learning method, we test the developed unsupervised methods with VGG16 model over UCM dataset and Brazilian dataset. For convenience, the features extracted from the VGG16 model is set to 512. The hyper-parameters λ and α are set to 1 × 10 −7 and 1 × 10 −3 for both the dataset, separately. The number of the pseudo classes is set to 10 and 5 over the UCM and the Brazilian dataset, respectively. The classification accuracy over the UCM dataset with the VGG16 model ranks 93.19% ± 1.27%. From table 1, we can find that the classification accuracy under the CaffeNet ranks 94.62% ± 0.90% which is slightly better than that under the VGG16. Besides, for Brazilian dataset, the classification accuracy over the Brazilian dataset under the VGG16 model achieves 88.50% ± 1.60% which is better than that under the CaffeNet (88.09%±1.59%). This is because the VGG16 contains deeper layers and more parameters than the CaffeNet and requires more samples for training.
Obviously, the classification performance of the proposed method can be significantly affected by the hyperparameter λ, the diversity weight α and the number of the pseudo classes . In the following, we would further test the effects of these parameters over the performance of unsupervised representation for the remote sensing images. Since these parameters show similar effects on the performance of the proposed unsupervised learning method under different dimensions, in the following experiments, the dimensions of the extracted features from the scenes would be set to 512 to reduce the necessary computational sources.
C. EFFECTS OF THE HYPER-PARAMETER λ
As subsection II-C shows, the parameter λ denotes the tradeoff between the pseudo softmax loss and the pseudo center loss. The pseudo center loss has shown significant effects on the update of the center point of each pseudo class and the pseudo softmax loss plays an important role in the update of the CNN model. Therefore, the classification performance can be significantly influenced by the hyper-parameter λ. In this work, to show the effects with different λ on the performance, we further investigate the experimental results with the sets of λ as {10 −7 , 5 × 10 −7 , 10 −6 , 5 × 10 −6 , 10 −5 , 2 × 10 −5 , 10 −4 } over the three datasets. In the experiments, the dimension of the extracted features is set to 512 and the diversity weight α is set to 0. The classification results with different λ are shown in Fig. 10 . Fig. 10a presents the classification performance of the proposed method with different λ over UCM. The results are obtained when the number of pseudo classes is set to 10. We can find from the tendency of accuracies with different λ in Fig. 10a that with the increase of the value of λ, the center points of the pseudo classes can be more accurately refined and be more accurate to describe the unlabeled data. Therefore, the learned features are more discriminative and the classification performance can be improved. However, when the value of λ is extensively large, the training process focuses too much attention on the update of the center points which may cause the decrease of the classification performance. In addition, from Fig. 10a , we can find that the performance can obtain 94.33% ± 1.06% which ranks the best when λ is set to 10 −5 .
Over Brazilian dataset, the classification results with different λ are shown in Fig. 10b . From the tendency, we can find that it is important to choose a proper λ for the proposed method and the proposed method achieves 87.74% which ranks the best when λ is set to 10 −5 . It should also be noted that when λ is extensively large, the training process may not be converged. In addition, the classification accuracies with different λ over Google dataset are shown in Fig. 10c . The subfigure shows the similar tendency as that in Fig. 10a and 10b. The proposed method can obtain 90.50% which performs the best when λ is set to 10 −5 .
D. EFFECTS OF DIVERSITY WEIGHT α
Tables 1-3 demonstrate that the diversity promoting prior does have positive effects on the classification performance of the proposed method. Section II-B shows that the weight α measures the tradeoff between the optimization term and the diversity term. Moreover, from sections II-D, we can also find that the diversity weight α has significant effects on the update of the center points, which is used to formulate the pseudo classes. Therefore, this subsection would conduct additional experiments with different α over the three datasets to further investigate the effects of the weight α on the classification performance. Fig. 11 shows the classification results over the three datasets, respectively. It should be noted that in the experiments, the tradeoff parameter λ is set to 0.00001. Besides, just as the former subsection, all the experiments in the subsection are conducted under the dimension of 512.
From Fig. 11 , it can be noted that the proposed method without diversity has achieved good performance. While the proposed method with the diversity can boost the performance of the developed unsupervised learning framework. Because, we can also find that the classification performance would be improved with the increase of the diversity weight α. It is because that a larger α could increase the inter-class variance between different pseudo classes and then the learned features from the CNN model with the pseudo classes can be more discriminative. However, excessively large α makes the learning process focus too much attention on the diversity between these pseudo classes while ignores the intra-class information of each pseudo class. This would decrease the classification performance of the proposed method. Actually, excessively large α would make the learning process be unstable and could not converge. From Fig. 11a , it can be noted that the proposed method can obtain 94.62% which ranks the best when α = 0.0001 over UCM dataset while for Brazilian dataset, the proposed method obtains the best performance (88.16%) when α = 0.001. In addition, for Google dataset, the proposed method obtains 90.83% when α = 0.0001.
E. EFFECTS OF THE NUMBER OF PSEUDO CLASSES
As Section II-A introduces, the pseudo classes directly generate the pseudo label of each training sample in the training process. Then, the pseudo labeled samples would be used for the training of the CNN model. Therefore, the number of the pseudo classes can directly affect the learned CNN model and the representational ability of the proposed method. This subsection would investigate the effects the number of pseudo classes have on the classification performance. In the experiments, the hyper-parameter λ is set to 1 × 10 −5 and the diversity weight α is set to 0. Fig. 12 presents the classification performance under different number of pseudo classes over the three datasets.
Since the real number of classes of UCM dataset is 21, in the experiments, we choose 2, 5, 10, 15, 21 as the number of pseudo-classes for the proposed method over the dataset, respectively. Fig. 12a shows the classification accuracies of the proposed method with different number of pseudo classes over the UCM dataset. We can find that with the increase of the pseudo classes, the classification performance is improved and too many pseudo classes would decrease the performance. Too small pseudo classes would make samples from different classes be assigned to the same class, and therefore the learned model could not separate different samples. In contrast, too many pseudo classes would make samples from the same class be assigned to different pseudo classes, which would also decrease the classification performance. From Fig. 12a , it can be noted that the classification performance can achieve 94.33% when the number of pseudo-classes is set to 10. Fig. 12b shows the classification performance of the proposed method with different number of pseudo-classes over the Brazilian dataset. Since the Brazilian dataset contains two classes, this work conducts experiments over the Brazilian dataset where the number of pseudo-classes is chosen from {2, 3, 4, 5, 6, 7, 8}. We can find from the figure that the proposed method achieves 87.74% which ranks the best when the number of pseudo classes is set to 5. For Google dataset, the tendency of classification performance with different number of pseudo-classes is shown in Fig. 12c . The number of pseudo-classes is chosen from {2, 4, 6, 8, 10, 12, 14} since the number of real classes of Google dataset is 12. The classification performance shows similar tendencies as the UCM and the Brazilian dataset. The classification performance achieves the best (90.50%) when the number of pseudo classes is set to 6. 
F. COMPARISONS WITH THE STATE-OF-THE-ART
To comprehensively validate the effectiveness of the proposed method for unsupervised learning of remote sensing scene representation, we compare the proposed method with other state-of-the-art methods. Tables 4-6 list the comparison results over the three datasets, respectively. It should be noted that the results in Tables 4-6 are taken from the original papers under the same experimental setups. From these tables, we can find that the proposed unsupervised method for remote sensing representation can provide a comparable or even better performance than other most recent unsupervised learning methods.
When compared with other handcrafted methods, such as BOVW [18] , and D-ML-SIFT [4] , the proposed method takes advantage of the deep representation which can extract high level features from the scenes and can obtain a better performance. From Table 4 , it can be noted that for UCM dataset, the proposed method which can obtain an accuracy of 96.00% outperforms BOVW (77.71%) [11] , D-ML-SIFT (83.10%) [4] , SPMK (75.29%) [39] , and Dirichlet (92.80%) [40] . From Table 5 , we can find that for Brazilian dataset, the proposed method can achieve 89.56% which is better than 80.50% by BOVW [18] , 84.83% by D-ML-SIFT [4] , 87.03% by BIC [18] . In addition, Table 6 demonstrates that the proposed method which can obtain 92.46% achieves better classification performance than BOVW (81.10%) [34] , D-ML-SIFT (74.17%) [9] .
Furthermore, when compared with other machine learning methods, the proposed method also provides a superior performance. For UCM dataset, the proposed method obtains better classification performance than EPLS (74.34%) [17] , DMTM (92.92%) [33] , UFL-SC (90.26%) [16] , Weighted deconvolution features + SPM (95.71%) [2] , With-saliency (82.72%) [41] and UCFFN (88.57%) [3] . For Brazilian dataset, the proposed method provides better performance than EPLS (86.00%) [17] , UCFFN (87.83%) [3] . In addition, for Google dataset, the proposed method outperforms other state-of-the-art methods, such as LFK-Linear (88.42%) [34] , FK-S (90.40%) [34] , DMTM (91.52%) [33] , RDSG-CNN (89.88%) [43] . Finally, compare the proposed unsupervised representation method with the DCGAN [42] and MARTA GAN [31] over the datasets and we can find that the proposed method can also obtain a comparable or even better performance. From Table 4 , we can find that the proposed method which can obtain 96.00% over UCM dataset outperforms DCGAN (87.76%) [42] and MARTA GAN (94.86%) [31] . Moreover, from Table 5 , it can also be noted that the proposed method which obtains 89.56% can also obtain a comparable or even better performance than DCGAN (85.36%) [42] and MARTA GAN (89.86%) [31] .
In conclusion, the proposed unsupervised representation method for remote sensing scenes can provide competitive results when compared with other state-of-the-art unsupervised learning methods, including the hand-crafted methods and the machine learning methods.
IV. CONCLUSIONS
This work proposes a novel unsupervised deep feature learning framework with iteratively refined pseudo classes for the representation of remote sensing scenes. First, the proposed method chooses the CNN model to extract both the local and global features from the scenes. Then, the diversitypromoting pseudo center loss is developed by decreasing the difference between the features of samples and the introduced center points which are used to construct the pseudo classes. The diversity-promoting pseudo center loss can iteratively refine the pseudo classes in the training process. Finally, joint learning loss of the pseudo center loss and the pseudo softmax loss have been developed for the unsupervised learning process to update the center points and the parameters in CNN model simultaneously. The pseudo center loss is used to iteratively refine the pseudo classes to encourage the pseudo classes to approach to the real ones and the pseudo classbased softmax loss updates the CNN model with the pseudo classes. Experimental results show that the proposed unsupervised deep feature learning framework can extract discriminative features from the scenes. In addition, the proposed method can obtain comparable or even better results when compared with other state-of-the-art unsupervised learning methods.
In future work, we intend to apply the proposed unsupervised learning methods on other computer vision tasks, such as visual representation. Besides, we would also like to test the performance of the proposed unsupervised learning method on other CNN model, such as the ResNet, GoogLeNet. Moreover, other technologies, which can improve the performance of the unsupervised learning methods, would be another interesting topic.
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