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Abstract: Automorphisms of structural matrix algebras in block upper tri-
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1 Introduction and notation
The topic of structural matrix algebras and automorphisms have been studied
in many papers, especially in [1, 2, 3, 6]. The recent study [2] gives an answer
to the open question given in [4] in 1993. For upper triangular matrices we
know that an automorphism is a composition of an inner automorphism with
a permutation similarity (see [4, 5]). Since structural matrix algebra is isomor-
phic with a block upper triangular matrix algebra it is shown in [2] that any
automorphism is a composition of an inner automorphism, a permutation sim-
ilarity and an automorphism generated by a transitive function g on ρ using
block upper triangular form of structural matrix algebra. Here we would like to
give some application problems to express the main results of [2] in a numerical
way. This study also can be compared by [6]. As we mention in [2], we use the
block triangular form while Coelho uses graph theory in her paper. Therefore
we would like to use also same relations ρ in her two examples in [6] to show
getting same results by using our approach and technique.
Let Mn(F ) be the algebra of all n × n matrices over a field F and let
({1, . . . , n}, ρ) be a quasi-ordered set (i.e. ρ is reflexive and transitive relation
on the set {1, . . . , n}). The set
Mn(F, ρ) = {A ∈Mn(F ) : aij = 0 whenever (i, j) /∈ ρ}
is subalgebra of Mn(F ) and we call Mn(F, ρ) the algebra of n × n structural
matrices over F (with identity I).
Before working on examples, we would like to remark briefly to the con-
struction of block upper triangular form of structural matrix algebras. We
also need to remind some important results and main theorems given in [2].
Mn = Mn (F, ρ) which we take to be in block upper triangular form that is
constructed in [2] and an automorphism Φ ∈Aut(Mn) . Let F
∗ = F {0} .
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Definition 1. A function g : ρ→ F ∗ is transitive if and only if
g (i, j) g (j, k) = g (i, k)
for all (i, j) , (j, k) ∈ ρ.
Every transitive function g : ρ→ F ∗ determines an automorphismG ∈Aut(Mn (F, ρ))
by defining
G
(
Eij
)
= g (i, j)Eij , (i, j) ∈ ρ,
where as we recall Eij is the n× n matrix with a 1 in position (i, j) and zeros
elsewhere.
2 Construction of block upper triangular form
of structural matrix algebras
For a structural matrix algebraMn (F, ρ) we define an equivalence relation ρ by
(i, j) ∈ ρ if and only if (i, j) , (j, i) ∈ ρ.
Let [r1] , [r2] , . . . , [rp] denote the distinct equivalence classes of ρ with repre-
sentatives r1, r2, . . . , rp. And we construct a permutation pi in [2] as follows.
For
[r1] = {r1 = r11, r12, . . . , r1m1}
let
pi (1) = pi (r11) = 1, pi (r12) = 2, . . . , pi (r1m1) = m1
and in general if
[rk] = {rk1, rk2, . . . , rkmk}
then
pi (rkj) = m1 +m2 + · · ·+mk−1 + j.
If we apply this permutation similarity to Mn (F, ρ) we have the following rela-
tion ρ′ where
(i, j) ∈ ρ′ ⇐⇒
(
pi−1 (i) , pi−1 (j)
)
∈ ρ
and Mn (F, ρ
′) consists of all matrices of the form


Mm1 (F ) Mm1×m2 (R) · · · Mm1×mp (R)
0 Mm2 (F ) · · · Mm2×mp (R)
... 0
. . .
...
0 · · · 0 Mmp (F )

 ,
where R is either F or 0.
And we define
[i]ρ′ ≤ [j]ρ′ (1)
2
to mean (i, j) ∈ ρ′. Then ∀p1 ∈ [i] , p2 ∈ [j] ,
(p1, p2) ∈ ρ
′ if and only if (i, j) ∈ ρ′.
Next, let [t1] , [t2] , . . . , [tq] be the classes which are incomparable with any
other class, i.e., for any tk, k = 1, 2, . . . , q, for any rj 6= tk we have
[rj ] 
 [tk] (that is (rj , tk) /∈ ρ
′) and
[tk] 
 [rj ] (that is (tk, rj) /∈ ρ
′) .
Then we performed a permutation similarity of the block triangular matrix alge-
bras which makes the diagonal blocks indexed by the indices of [t1] , [t2] , . . . , [tq]
the last q diagonal blocks. Denote the corresponding permutation by pi1 and
the quasi-order relation by σ. Further the last q σ-classes, which we denote by
[t1]σ , [t2]σ , . . . , [tq]σ, are such that no one of these classes is comparable to any
other σ-class (with ≤ defined by (1) and ρ′ replaced by σ). This means that
R = 0 for all the Mmj×mk (R) with k = p− q + 1, . . . , p.
To summarize this, the classes comparable to some other class are [rj ]
(j = 1, . . . , l) while the classes comparable to no other class are [tk] (k = 1, . . . , q)
each of cardinality ml and mq respectively. Also l + q = p. Hence we have our
diagonal form


Mm1(F ) Mm1×m2(R) · · · Mm1×ml(R) 0 · · · 0
0 Mm2(F ) · · · Mm2×ml(R) 0 · · · 0
...
. . .
. . .
...
...
...
...
0 0 · · · Mml(F ) 0 · · · 0
0 0 0 0 Mml+1(F ) 0
...
...
...
...
...
. . .
...
0 0 · · · 0 0 · · · Mmp(F )


.
Note that the way we have chosen the rj and tk in the construction of pi1 we
have that
(i) each rj and each tk is minimal in its class,
(ii) r1 < . . . < rl and without loss of generality we can have t1 < . . . < tq.
Now, if we consider a block Mma×mb(R) with a ≤ l and b ≤ l, then the row
and the column indices are pi1 classes, say [ra] and [rb] respectively with a < b.
If [ra] ≤ [rb] we have R = F ; otherwise R = 0.
For notational simplicity, we may write Mi or Mij for Mmi or Mmi×mj
respectively. The subset of Mn (F, ρ) which has elements of Mij (or Mi) in the
ith block row and jth block column (or ith block diagonal) and zero elsewhere
will be denoted by M ij . Analogously we let Aij denote an mi ×mj matrix in
Mij while Aij is the corresponding element ofM ij . If i = j we writeMi, Ai,M i,
and Ai, for the corresponding sets and matrices.
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Theorem 2.1. [2]If Mn (F, ρ) is semisimple and if Φ ∈Aut(Mn) , then we can
write
Φ = Ψ ◦ Pτ ,
where Ψ is an inner automorphism, and Pτ is a permutation similarity which
is in Aut(Mn) .
Theorem 2.2. [2](Factorization Theorem) If Φ ∈Aut(Mn) then we can write
Φ = ΨA ◦G ◦ Pτ ,
where ΨA is an inner automorphism induced by A, G is an automorphism de-
fined by transitive function g on ρ and Pτ is a permutation similarity which is
in Aut(Mn) .
3 Examples
Example 1. Let N = {1, 2, 3, 4, 5, 6} and
ρ = {(1, 1), (1, 5), (1, 6), (2, 2) , (2, 3) , (3, 2) , (3, 3) , (4, 4) , (5, 1) , (5, 5) , (5, 6),
(6, 1) , (6, 5) , (6, 6)}
ρ = ρ
then the structural matrix algebra is
M6 (F, ρ) =




F 0 0 0 F F
0 F F 0 0 0
0 F F 0 0 0
0 0 0 F 0 0
F 0 0 0 F F
F 0 0 0 F F


: F is a field


.
We can construct equivalence classes and define permutation pi as follows,
[r1] = {r11, r12, r13}, [r2] = {r21, r22}, [r3] = {r31},
where r1 = 1, r12 = 5, r13 = 6, r21 = 2, r22 = 3, r31 = 4
[1] = {r1 = 1, r12 = 5, r13 = 6}, [2] = {r21 = 2, r22 = 3}, [4] = {r31 = 4}.
pi (1) = 1, pi (5) = 2, pi (6) = 3, pi (2) = 4, pi (3) = 5, pi (4) = 6,
i.e. pi = (24635)⇒ pi−1 = (25364)
Using (i, j) ∈ ρ′ ⇐⇒
(
pi−1 (i) , pi−1 (j)
)
∈ ρ,
So we have
ρ′ = {(1, 1), (1, 2), (1, 3), (2, 1) , (2, 2) , (2, 3) , (3, 1) , (3, 2) , (3, 3) , (4, 4) , (4, 5) ,
(5, 4) , (5, 5), (6, 6)} and the structural matrix algebra related to ρ′ is
M6 (F, ρ
′) =




F F F 0 0 0
F F F 0 0 0
F F F 0 0 0
0 0 0 F F 0
0 0 0 F F 0
0 0 0 0 0 F


: F is a field


.
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Then the structural matrix algebra M6 (F, ρ) is permutation similarity to
the structural matrix algebra M6 (F, ρ
′) .
Since M6 (F, ρ
′) in block diagonal form and hence semisimple, then we have
M1,M2, and M3 are ideals which are simple and we can follow the proof of
Theorem 1 in [2] and write
M6 (F, ρ
′) =M1 ⊕M2 ⊕M3, where
M1 =




F F F 0 0 0
F F F 0 0 0
F F F 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


: F is a field


=
{[
A3 0
0 0
]
: A3 ∈M3 (F )
}
,
M2 =




0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 F F 0
0 0 0 F F 0
0 0 0 0 0 0


: F is a field


=



0 0 00 A2 0
0 0 0

 : A2 ∈M2 (F )

 ,
M3 =




0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 F


: F is a field


=
{[
0 0
0 A1
]
: A1 ∈ F
}
.
Since, A1, A2, and A3 are of different size we have
Φ
(
M i
)
=Mf(i) = M i.
i.e. f is identity bijection and extent f to a permutation pi1 on {1, . . . , 6} by
way of (ii) and the corresponding permutation matrix , then (Ppi1 = I)
pi1 (A) = Ppi−1
1
APpi1
is an identity automorphism of Mn (F, ρ
′) while Ψ = Φ is an automorphism of
Mn (F, ρ
′) which is inner.
Example 2. Let N = {1, 2, 3} and
ρ = {(1, 1) , (1, 2) , (2, 2) , (3, 2) , (3, 3)}
ρ = {(1, 1) , (2, 2) , (3, 3)}
and the structural matrix algebra is
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M3 (F, ρ) =



a11 a12 00 a22 0
0 a32 a33

 : aij ∈ F

 .
We can construct equivalence classes and define permutation pi as follows,
[r1] = {r11}, [r2] = {r21}, [r3] = {r31}, where r1 = 1, r21 = 2, r31 = 3
[1] = {r1 = 1}, [2] = {r21 = 2}, [3] = {r31 = 3}.
pi (1) = 1, pi (2) = 3, pi (3) = 2, i.e., pi = (23) = pi−1
Using (i, j) ∈ ρ′ ⇐⇒
(
pi−1 (i) , pi−1 (j)
)
∈ ρ, we have,
ρ′ = {(1, 1), (1, 3), (2, 2) , (2, 3) , (3, 3)} and the structural matrix algebra re-
lated to ρ′ is
M3 (F, ρ
′) =



a11 0 a130 a22 a23
0 0 a33

 : F is a field

 .
Then, the structural matrix algebra M3 (F, ρ) is permutation similarity to
the structural matrix algebra M3 (F, ρ
′) .
We now consider the permutation pi1 = (12) so
Ppi1 =

0 1 01 0 0
0 0 1

 , Ppi−1
1
=

0 1 01 0 0
0 0 1

 , take B =

a11 0 a130 a22 a23
0 0 a33

 ∈M3 (F, ρ′)
Ppi−1
1
BPpi1 =

0 1 01 0 0
0 0 1



a11 0 a130 a22 a23
0 0 a33



0 1 01 0 0
0 0 1

 =

a22 0 a230 a11 a13
0 0 a33

 ∈M3 (F, ρ′) .
Therefore pi1 is an automorphism of ρ
′. Since every transitive function is
trivial, by the lemma 4.10 of [6, Theorem B], we have G is inner automorphism,
i.e., G = Ψ(A) for some A ∈M3 (F, ρ
′).
Using Lemma 4.8 in [6, Theorem B] we have
g (i, i) = 1, i = 1, 2, 3 and g (i, j) = s (i) s−1 (j) where s : {1, 2, 3} −→ F ∗
and pi1 = (12).
Let G = g (pi1 (i) , pi1 (j))E
pi1(i)pi1(j) then
G
(
E11
)
= g (pi1 (1) , pi1 (1))E
pi1(1)pi1(1) = E22
G
(
E22
)
= g (pi1 (2) , pi1 (2))E
pi1(2)pi1(2) = E11
G
(
E33
)
= g (pi1 (3) , pi1 (3))E
pi1(3)pi1(3) = E33
G
(
E13
)
= g (pi1 (1) , pi1 (3))E
pi1(1)pi1(3) = g (2, 3)E23 = s (2) s−1 (3)E23 =
bE23, where b ∈ F ∗
G
(
E23
)
= g (pi1 (2) , pi1 (3))E
pi1(2)pi1(3) = g (1, 3)E13 = s (1) s−1 (3)E13 =
aE13, where a ∈ F ∗
A =

1 0 a0 1 b
0 0 1

 , A−1 =

1 0 −a0 1 −b
0 0 1

 then G = ΨA and
6
(ΨA ◦ Ppi1) (B) = ΨA
(
Ppi−1
1
BPpi1
)
= A−1
(
Ppi−1
1
BPpi1
)
A
=

1 0 −a0 1 −b
0 0 1



a22 0 a230 a11 a13
0 0 a33



1 0 a0 1 b
0 0 1


=

a22 0 a23 + aa22 − aa330 a11 a13 + ba11 − ba33
0 0 a33

 ∈M3 (F, ρ′) .
If we take Φ : M3 (F, ρ
′) −→M3 (F, ρ
′) by
Φ



a11 0 a130 a22 a23
0 0 a33



 =

a22 0 a23 + aa22 − aa330 a11 a13 + ba11 − ba33
0 0 a33

 ∈M3 (F, ρ′) ,
then
Φ = ΨA ◦ Ppi1 .
Example 3. Let N = {1, 2, 3, 4, 5, 6} and
ρ = {(1, 1), (1, 2), (1, 3), (1, 4), (2, 2) , (2, 3) , (3, 2) , (3, 3) , (4, 4) , (5, 2) , (5, 3) , (5, 4), (5, 5),
(5, 6), (6, 2) , (6, 3) , (6, 4), (6, 5), (6, 6)}
ρ = {(1, 1), (2, 2) , (2, 3) , (3, 2) , (3, 3) , (4, 4) , (5, 5), (5, 6), (6, 6)}
then the structural matrix algebra is
M6 (F, ρ) =




F F F F 0 0
0 F F 0 0 0
0 F F 0 0 0
0 0 0 F 0 0
0 F F F F F
0 F F F F F


: F is a field


.
We can construct equivalence classes and define permutation pi as follows,
[r1] = {r1 = r11}, [r2] = {r21, r22}, [r3] = {r31}, [r4] = {r41, r42},
where
r1 = 1, r21 = 2, r22 = 3, r31 = 4, r41 = 5, r42 = 6
[1] = {r1 = 1}, [2] = {r21 = 2, r22 = 3}, [4] = {r31 = 4}, [5] = {r41 = 5, r42 =
6}
pi (1) = 1, pi (5) = 2, pi (6) = 3, pi (4) = 4, pi (2) = 5, pi (3) = 6, i.e. pi =
(25)(36) = pi−1
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Using (i, j) ∈ ρ′ ⇐⇒
(
pi−1 (i) , pi−1 (j)
)
∈ ρ, we have,
ρ′ = {(1, 1), (1, 4), (1, 5), (1, 6), (2, 2) . (2, 3) , (2, 4), (2, 5), (2, 6) , (3, 2), (3, 3), (3, 4) , (3, 5) ,
(3, 6), (4, 4) , (5, 5), (6, 6) (6, 5) , (6, 6)},
and the structural matrix algebra related to ρ′ is
M6 (F, ρ
′) =




F 0 0 F F F
0 F F F F F
0 F F F F F
0 0 0 F 0 0
0 0 0 0 F F
0 0 0 0 F F


: F is a field


.
Then, the structural matrix algebra M6 (F, ρ) is permutation similarity to
the structural matrix algebra M6 (F, ρ
′) .Then
M1 =




F 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


: F is a field


=
{[
A1 0
0 0
]
: A1 ∈ F
}
,
M2 =




0 0 0 0 0 0
0 F F 0 0 0
0 F F 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


: F is a field


=



0 0 00 A2 0
0 0 0

 : A2 ∈M2

 ,
M3 =




0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 F 0 0
0 0 0 0 0 0
0 0 0 0 0 0


: F is a field


=



0 0 00 A3 0
0 0 0

 : A3 ∈ F

 ,
M4 =




0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 F F
0 0 0 0 F F


: F is a field


=
{[
0 0
0 A4
]
;A4 ∈M2
}
.
We have a permutation when and only when two blocks are of the same size,
then we may permute the blocks Ai and Aj . Otherwise not. Since, A1 and A3,
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A2 and A4 are of the same size we are going to check whether these clases may
permute.
Now lets consider the blocks A1 and A3, i.e.,the equivalent classes [1] and
[4], and consider the automorphism pi1 such that pi1 (1) = 4 and pi1 (4) = 1 then
(pi1 (1) , pi1 (4)) = (4, 1) /∈ ρ
′. Therefore these blocks can not permute so the
equivalent classes are not comparable, i.e., pi1 (1) = 1 and pi1 (4) = 4.
Now lets consider the blocks A2 and A4, i.e.,the equivalent classes [2, 3] and
[5, 6], and consider the automorphism pi1 such that pi1 (3) = 6 and pi1 (4) = 4
then (pi1 (3) , pi1 (4)) = (6, 4) /∈ ρ
′. Therefore these blocks can not permute so the
equivalent classes are not comparable, i.e., pi1 ([2, 3]) = [2, 3] and pi1 ([5, 6]) =
[5, 6]. So Ppi1 = I.
Consider the permutation pi1 = (1, 4) ∈ ρ
′ and non trivial transitive function
g(i; j) =
{
a if (i, j) = (1, 4)
1 if (i, j) 6= (1, 4)
where a ∈ F and a 6= 1.
Then we have an automorphism G : M6 (F, ρ
′) → M6 (F, ρ
′) generated by
transitive function g(i; j) as follows
G(i; j) =
{
aE14 if (i, j) = (1, 4)
Eij if (i, j) 6= (1, 4)
.
We have an equality of G and Γ which is obtained in the proof of the Fac-
torization Theorem (see [2]) that is
Γ
(
Eij
)
= G
(
Epi1(i)pi1(j)
)
= (G ◦ Ppi1)
(
Eij
)
,
and since Ppi1 = 1 then we have Γ = G.
So
Φ = ΨA ◦G.
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