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Zusammenfassung
Die vorliegende Arbeit soll einen Beitrag zur Entwicklung von Compilern funktio-
naler Sprachen zur Erzeugung von Zielcode in einer hoheren prozeduralen Program-
miersprache liefern. In der Dissertation werden mehrere Implementationstechniken
funktionaler Sprachen analysiert, wobei fur jede Technik ein Verfahren zur Realisie-
rung eines auf der Ubersetzung in eine prozedurale Sprache basierenden Compilers
angegeben wird. Durch die verschiedenen Implementationsverfahren, die in der Ar-
beit analysiert bzw. deniert wurden, sind die beiden groen Klassen funktionaler
Sprachen abgedeckt worden: strikte und nicht-strikte funktionale Programmierspra-
chen.
Die Dissertation kann in drei groere Teile gegliedert werden, die sich mit fol-
genden Bereichen beschaftigen:
1. Direkte Ubersetzungen funktionaler in prozedurale Programmiersprachen
2. Ubersetzung des Codes der abstrakten SECD-Maschine in eine prozedurale
Sprache
3. Erzeugung des Zielcodes in einer prozeduralen Programmiersprache bei Graph-
Reduktion-basierten Implementationstechniken.
Im ersten Teil, dem Schwerpunkt der Arbeit, wird eine uber existierende Ansatze
hinausgehende Transformation einer einfachen strikten funktionalen Programmier-
sprache (erweiterter Lambda-Kalkul) in den Code einer prozeduralen Zielsprache
eingefuhrt und durch ein formales System von Transformationsregeln beschrieben.
Die Transformation zeichnet sich durch Transparenz und Einfachheit (Erzeugung
minimalen Codes) aus, wodurch ein darauf aufbauender von uns realisierter Compi-
ler im Bezug auf andere vergleichbare Implementationen erhebliche Laufzeitvorteile
besitzt.
Im zweiten und dritten Teil werden die aus der Literatur bekannten Implemen-
tationstechniken modiziert bzw. optimiert, um Zielprogramme in einer hoheren
prozeduralen Programmiersprache erzeugen zu konnen. Fur die Graph-Reduktion-
basierte Technik haben wir eine Prototypimplementation vorgenommen.
V
Abstract
This work contributes methods for the design and implementation of translation
schemes for functional programming languages with procedural programming lan-
guages as a target. The dissertation analyzes dierent implementation techniques of
functional languages. For each technique an approach is dened for the implemen-
tation of a compiler that translates the functional source language into a procedural
target language. The analyzed techniques cover both classes of functional languages,
strict and non-strict ones. The work is structured into three parts with the following
topics:
1. direct translation of functional programming languages into procedural pro-
gramming languages;
2. translation of the code of the SECD-abstract machine into a procedural lan-
guage;
3. emission of a target code in a procedural language by graph-reduction-based
implementation techniques.
In the rst part, we give a formal denition for translating a simple functional
language (syntactic sugared lambda calculus) into the code of a procedural program-
ming language. The dened transformation is simple and transparent.
In the second and the third part, existing translation schemes are modied, i.
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1.1 Grundlagen, Vorzuge und Probleme funktio-
naler Programmierung
Die Zielstellung der vorliegenden Dissertation besteht darin, die Vorteile funktiona-
ler Programmierung mit den Vorteilen prozeduraler Programmierung zu verbinden.
Dazu betrachten wir die Transformation zwischen beiden Programmierstilen bzw.
Programmierparadigmen als eine Implementationstechnik funktionaler Sprachen.
Ebenso wie die logischen Programmiersprachen werden die funktionalen Spra-
chen den deskriptiven (beschreibenden) Sprachen zugeordnet. Im Gegensatz zu pro-
zeduralen (imperativen) Sprachen steht nicht ein Algorithmus im Mittelpunkt, der
ein zu behandelndes Problem lost. Vielmehr wird versucht, Programmierung auf
einem abstrakten Niveau zu betreiben, bei dem ein Programm der Problembeschrei-
bung naher kommt und Teile der Problemlosung (Algorithmen) der Sprachimple-
mentation uberlassen werden. So stutzt sich die logische Programmierung auf den
Apparat der mathematischen Logik. Im funktionalen Paradigma werden Funktionen
im mathematischen Sinne verwendet.
Wenn wir es hier auch mit einer etwas idealisierten Sicht zu tun haben, kommt
der deskriptive Ansatz in vielen Fallen diesem Ideal nahe, wahrend jedoch fur be-
stimmte Anwendungsfalle Erweiterungen deskriptiver Sprachen im Sinne der proze-
duralen Programmierung vorgenommen werden (insbesondere die Erweiterung um
den Zustandsbegri - globale Variablen).
Funktionale Programmierung zeichnet sich von anderen deskriptiven Sprachen
dadurch aus, da grundsatzlich Funktionen zur Problembeschreibung verwendet wer-
den. Dabei kann im Sinne von Bird undWadler [BW92] eine Prazisierung des Begris
vorgenommen werden:
1
2 Einleitung und Motivation
Die funktionale Programmierung ist ein Programmie-
rungsstil, wobei es im wesentlichen darum geht, Deni-
tionen zu erzeugen und Ausdrucke mit Hilfe eines Com-
puters auszuwerten.
Ein funktionales Programm besteht also aus Ausdrucken und Denitionen. Wahrend
der Berechnung der Ausdrucke werden die Denitionen angewendet. Die Berechnung
eines funktionalen Programms lauft wie in einem Taschenrechner ab: Ein Ausdruck
wird ausgewertet, indem schon denierte Funktionen aufgerufen werden1.




(if (= n 1)
1
(* n (fakt (- n 1))))))
In diesem Beispiel wird die Fakultatsfunktion fakt in der funktionalen Sprache
Scheme [RE91] deniert. Die Denition ist rekursiv, wobei die Rekursion eine der
wichtigsten Methoden der funktionalen Programmierung ist. Ein Ausdruck der Form
(fakt 2)
wird dann durch den Computer ausgewertet, indem obige Denition angewendet
wird. Aus (fakt 2) wird schrittweise:
(* 2 (fakt (- 2 1)))
(* 2 (fakt 1))
(* 2 1)
2
Eine weitere Begrisbestimmung der funktionalen Programmierung ndet sich bei
[FG93]. Hier wird eine auerst knappe, konzentrierte Begrisbildung vorgenommen:
Eine funktionale Sprache ist ein System zur Bezeichnung
der Bedeutung primitiver Werte und Funktionen.
Der oben erwahnte allgemeine Vorteil funktionaler Sprachen im Sinne einer de-
skriptiven Herangehensweise kann nun weiter prazisiert werden. In der Literatur
1,,Functional programming is based on the idea of calculation. We dene ourselves the functi-
ons to be used, and the implementation will calculate the values of expressions which use these
functions, just as a traditional calculator will calculate arithmetical expressions like those given
above" [Tho95], Seite 6.
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 leichtere Verikation des Codes
 besser geeignet fur die parallele Evaluation
 deklarative Beschreibung der Losung eines Problems
 mathematische Grundlage (lambda-Kalkul und denotationale Semantik)
Die hier aufgefuhrten Vorzuge resultieren aus einer Reihe spezieller Eigenschaften
und Konzepte funktionaler Sprachen:
 Klarheit der Abarbeitung: Substitutionsprinzip der Ausdrucke und ihrer Werte
(referentielle Transparenz)
 der funktionale Programmierungsstil ist kein sequentionelles Berechnungsmo-
dell (sondern implizit parallel)
 exible (oft statische) Typsysteme
 mathematische Notation hoherer Ordnung (z. B. Funktionen als Werte)
 viele funktionale Sprachen haben eine nicht-strikte Semantik (welche die Ab-
arbeitung unendlicher Datenstrukturen unterstutzt).
Trotz der hier genannten Vorzuge funktionaler Programmierung ist das prozedu-
rale Paradigma das mit Abstand am weitesten verbreitete. Die wichtigsten Probleme
fur eine breitere Anwendung funktionaler Programmiersprachen sind die folgenden:
 Zustande und ihre Anderungen (welche rein funktionale Programmiersprachen
nicht unterstutzen) erscheinen in der realen Welt, so da die Probleme dieser
Art schwerer zu beschreiben sind.
 Bei der Anwendung funktionaler Programmierung ist mathematisch geschultes
Denken vorteilhaft (das fehlt oftmals in der Ausbildung der Programmierer).
4 Einleitung und Motivation
 Die Abarbeitung funktionaler Programme hat oft eine geringere Eektivitat
als die Abarbeitung prozeduraler Programme.
Das Problem ist heute nicht mehr in dem Mae aktuell wie fruher. Es gibt
heute Implementationen funktionaler Programmiersprachen, die der Eekti-
vitat nach sogar besser als bekannte Implementationen einiger prozeduraler
Sprachen sind.
Im Gegensatz zur funktionalen Programmierung zeichnet sich die prozedurale
(imperative) dadurch aus, da der Begri des Algorithmus im Mittelpunkt steht:
Algorithmen verandern bei ihrer Arbeit die Werte von Variablen.
Das oben angegebene funktionale Programm zur Berechnung der Fakultat sieht
prozedural (mit einem Zyklus) so aus:











Damit ist der Schritt von der Problemlosung zur Implementation vollzogen, die auf
einem niederen Abstraktionsniveau liegt. Prozedurale Programmiersprachen sind
weitverbreitet, und ihre Compiler sind oftmals hocheektiv implementiert.
Ein naheliegender Ansatz besteht damit darin, auf hoherem Abstraktionsniveau
funktional zu programmieren und das (fertige) Programm dann in ein prozedurales
zu ubersetzen, das dann mit einem optimierenden Compiler weiterverarbeitet werden
kann. Ggf. sind auch manuelle Eingrie in ein automatisch erzeugtes prozedurales
Programm denkbar.
Auf vorhandene Ansatze, Vorteile bzw. Ziele einer derartigen Transformation
zwischen funktionalen und prozeduralen Sprachen werden wir spater (Abschnitte
1.4 und 1.5) naher eingehen.
1.2 Konzepte und Sprachen fur die funktionale
Programmierung
Wenn wir uns der Implementation funktionaler Sprachen zuwenden, in unserem Fall
durch Transformation in prozedurale Sprachen, so mussen wir von einer genaueren
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Analyse ausgehen. Die tatsachlich verwendeten funktionalen Sprachen sind vielfaltig,
ebenso die einbezogenen Konzepte.
Neben dem Grundprinzip, Funktionen zu verwenden, kommt eine Reihe wichti-
ger weiterfuhrender Konzepte zur Anwendung: Funktionen hoherer Ordnung, Pat-
tern Matching, Auswertungsstrategien, Polimorphismus, Datentypen usw. Mit der
Entwicklung der funktionalen Programmiersprachen wurden auch diese Konzepte
schrittweise eingefuhrt bzw. modiziert. Wir wollen an dieser Stelle eine knappe
Ubersicht der Entwicklung der funktionalen Sprachen bzw. der Konzepte des funk-
tionalen Programmierparadigmas geben:
Die Entwicklung funktionaler Sprachen wurde mit dem Lambda-Kalkul von
Church [Chu33, Chu41, CR36] eingeleitet. Die erste funktionale Sprache -Lisp-
ist von McCarthy [McC60] deniert worden, wobei die einzige Gemeinsamkeit mit
Churchs Lambda-Kalkul in der Funktionsnotation bestand. Die spater denierten
funktionalen Sprachen waren enger mit dem Lambda-Kalkul verbunden. Heute steht
der Lambda-Kalkul im Mittelpunkt der Konzeption der Funktionsdenition und An-
wendung jeder modernen funktionalen Sprache (z. B. Haskell und Miranda2). Die
wichtigsten Charakteristika von McCarthys Lisp waren:
 Benutzung bedingter Ausdrucke und ihre Verwendung in Denitionen der re-
kursiven Funktionen
 Listen als Datenobjekte und Moglichkeit der Denition von Operationen ho-
herer Ordnung uber Listen
 cons cell als die grundlegende Struktur einer Liste und garbage collection als
eine Methode fur die Deallozierung des besetzten Speichers
 Listen reprasentieren sowohl Programme als auch Daten.
Eine rein-funktionale Version von Lisp ist im Jahr 1980 von Henderson [Hen80]
deniert worden - Lispkit Lisp. Es gibt heute mehr als 20 inkompatible Lisp-Dialekte,
von denen Common Lisp, Eulisp und Scheme die bedeutendsten sind. Die Sprache
Common Lisp ist eine der funktionalen Sprachen, die ihre Anwendung in breiterem
Mae auch in der Industrie gefunden hat. Scheme hat von ISWIM die Klarheit der
Behandlung und von Church's Lambda-Kalkul die Kombinierbarkeit der Funktionen
ubernommen. Die wichtigsten Charakteristiken von Scheme sind:
 Behandlung der Funktionen als Objekte erster Ordnung
 lexical scoping der Identikatoren.
2
Miranda ist ein eingetragenes Warenzeichen von Research Software Ltd.
6 Einleitung und Motivation
Die erste Denition von Scheme ist im Jahr 1975 von G. Sussman und G Steele Jr.
gegeben worden. Die Denition dieser Sprache wurde bis heute mehrfach uberarbei-
tet. Die neuste Version ndet man in [RE91].
Im Jahr 1966 hat Landin die Sprache ISWIM (If You See What I Meen) de-
niert. Neue Konzepte, die diese Sprache dem funktionalen Paradigma brachte, sind:
Inxe Syntax, let- und where -Bindungen, o-side basierte Identizierung fur De-
klarationen und Ausdrucke, referentielle Transparenz.
Im Jahr 1962 ist die Sprache APL (A Programming Language) von Iverson
[Ive62] deniert worden. Das ist keine rein-funktionale, sondern eine algebraische
Sprache fur Arrays. Spater, im Jahr 1986, wurde eine APL-ahnliche Sprache de-
niert. Die Sprache heit FAC [TP86] und ist rein-funktional, mit der Moglichkeit
der Bearbeitung unendlicher arrays. Diese Sprache hat nicht-strikte Semantik.
Im Jahr 1978 hat Backus (einer der Entwickler der Sprache Fortran) die funk-
tionale Sprache FP deniert. Es war die erste funktionale Sprache, die eine groere
Aufmerksamkeit in den Computerwissenschaften erregt hatte. Die Programme in der
Sprache FP sind sehr knapp gehalten und manchmal unverstandlich. Die Sprache
FP ist nicht an Churchs Lambda-Kalkul orientiert. Den mit dem Lambda-Kalkul
verbundenen Stil hat spater auch Backus bei der Denition seiner neuen Sprache
FL akzeptiert.
Die Sprache ML wurde als ein Teil des von der Forschungsgruppe von M. Gordon
denierten proof-generating system entwickelt [GMM+78]. ML wurde danach unter
Einu der Sprache Hope [BMS80], die R. M. Burstall deniert hat, erweitert. Die
letzte Version von ML heit Standard ML bzw. SML [Mil84].ML ist eine funktionale
Sprache mit strikter Semantik [MTH89], mit der Moglichkeit der Denition der Ein-
bzw. Ausgabe (I=O System), mit Programmoduln und sogenannten Referenzen (das
sind Verweise auf den Speicher). Durch die Referenzen und das I=O System konnten
Seiteneekte verursacht werden, so da ML keine rein-funktionale Sprache ist. Die
durch ML eingefuhrten Moglichkeiten sind:
 Statische Typisierung, wobei der Polimorphismus im Sinne der Denition der
Funktionen ohne Typabhangigkeit realisiert ist
 Denition neuer Datentypen
 Pattern Matching.
Die Sprache ML ist heutzutage weit verbreitet. Spater erschien eine nicht-strikte
Version von ML - LML (Lazy ML).
Im Ergebnis der Arbeit an einer erweiterten Ausdrucksmoglichkeit der funktio-
nalen Programmierung von David Turner sind drei funktionale Sprachen entstan-
den, auf denen die moderne Schule der funktionalen Programmierung basiert: SASL
[Tur76], KRC [Tur81] und Miranda3 [Tur85].
3Das ist eine der kommerziellen funktionalen Sprachen (vielleicht die einzige).
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In SASL (St. Andrews Static Language) geschriebene Programme haben eine
mathematische Form, wobei die bedingten Ausdrucke durch Bedingungen neben
den Ausdrucken stehen und dabei Auskunft geben, wann die Ausdrucke verwendbar
sind. SASL hat eine nicht-strikte Semantik, und die Sprache ist durch Kombinatoren
implementiert worden. Das war die erste auf der kombinatorischen Logik basieren-
de Implementation einer funktionalen Sprache. Ein weiteres wichtiges Konzept von
SASL war der Currying.
Die Sprache KRC ging aus einer Erweiterung der Sprache SASL hervor. Mit der
Sprache wurden die Zermelo-Frenkel Ausdrucke (ZF-expressions) in das funktionale
Paradigma eingefuhrt. Die Sprache KRC wiederum wurde zu MirandaTM erweitert.
Miranda ist stark typisiert (durch das Typsystem von Hindley und Milner) und
erlaubt die Denition von Benutzer-denierten abstrakten und konkreten Typen.
Die funktionale Sprache, in welche alle Erfahrungen des Gebietes eingeossen
sind, ist Haskell. Haskell ist eine universelle, rein-funktionale, nicht-strikte Program-
miersprache. Zu nennen sind folgende Innovationen, Konzepte und Charakteristika,
uber die Haskell verfugt:
 Funktionen hoherer Ordnung
 lazy evaluation





 rein funktionales I/O System
 ein groes Angebot an vordenierten Datentypen (Listen, arrays, integers,
reals).
Haskell wurde 1990 deniert. Es gibt heute 3 bekannten Implementationen dieser
Sprache, die an der Universitaten von Glasgow [oCS93], Yale [YU93] und Chalmers
[Aug93] realisiert worden sind. Mehrere groen Programmierprojekte sind schon in
Haskell implementiert worden [CGar, WR95, Sin90, Car93].
Zusammenfassend kann auf die groe Vielfalt im Laufe der Zeit entwickelter funk-
tionaler Sprachen hingewiesen werden, mit recht unterschiedlichem syntaktischem
und semantischem Erscheinungsbild und immer ausgefeilteren speziellen Konzepten.
Fur die Bearbeitung unserer Thematik bedeutet das, eine Auswahl zu treen und
die Transformation funktionaler Sprachelemente schrittweise zu untersuchen.
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1.3 Implementationstechniken fur funktionale Spra-
chen
Gegenstand der vorliegenden Dissertation ist die Transformation funktionaler Spra-
chen in prozedurale. Ein derartiges Vorgehen ist damit Teil einer allgemeinen Im-
plementationsstrategie fur funktionale Sprachen.
Hier sind Querbeziehungen zu herkommlichen Implementationstechniken fur funk-
tionale Sprachen zu ziehen, Vergleiche vorzunehmen und Moglichkeiten fur die Kom-
bination der Ansatze zu untersuchen.
In diesem Abschnitt geben wir einen kurzen Uberblick uber bekannte Imple-
mentationstechniken fur funktionale Sprachen, wahrend wir im Kapitel 2 auf diesen
Gegenstand naher eingehen.
Die grundlegenden Techniken der Implementation funktionaler Programmier-
sprachen basieren auf folgenden Strategien:
 Interpreter-basierte Implementationen:
Die funktionale Sprache wird in einen Zwischencode ubersetzt, der danach bis
zur unreduzierbaren Form (weak head-normal form) interpretiert (reduziert)
wird.
 Stack-basierte maschinelle Implementationen:
Ubersetzung des Quellprogramms in die Sprache einer abstrakten Maschine,
deren Zustand mit Hilfe von Registern dargestellt wird. Die Evaluation des
Maschinencodes wird durch Registermanipulation ausgefuhrt.
 Graph-Reduktion-basierte Implementationen:
Bindungen der formalen an die aktuellen Parameter werden mit Zeigern reali-
siert. Reduzierbare Ausdrucke werden mit ihren Aquivalenten in ,,nicht mehr
reduzierbarer Form" uberschrieben.
 Implementation durch Quelltexttransformation:
Die durch Ubersetzung in eine andere hohere Programmiersprache realisierte
Implementation.
Die Interpreter-basierten Implementationstechniken ziehen wir wegen ihrer Ine-
zienz nicht in Betracht. Wir werden die Graph-Reduktion-basierten (SK-Kombinator-
Reduktion und die abstrakten G- und STG-Maschine), die Stack-Manipulation-
basierten Implementationen und die direkten Ubersetzungen analysieren.
Im Kapitel 2 wird jede Technik naher beschrieben.
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1.4 Quelltexttransformation als Implementations-
technik
,,Source to Source" Transformation bzw. Quelltexttransformation bedeutet eine
Transformation, deren Ein- und Ausgabe Quelltexte verschiedener hoherer Program-
miersprachen sind. Dieses Implementationsverfahren ist mittlerweile weitverbrei-
tet, wobei zunachst nur prozedurale Sprachen einbezogen worden waren [BHHW89,
Cro88, Owe87, Per88, Pla89, Pri92]. In jungster Zeit werden aber auch funktiona-
le Programmiersprachen auf diese Weise implementiert. Die Vorteile dieser Technik
bestehen in der Portabilitat und Kompatibilitat von Software, was heutzutage ange-
sichts steigender Softwarekosten von besonderer Bedeutung fur Softwareentwicklung
geworden ist.
In diesem Abschnitt gehen wir zunachst auf die Vorteile der Implementation
hoherer Programmiersprachen durch Quelltexttransformation ein. Daran anschlie-
end werden Projekte zur Quelltexttransformation zusammengefat, die funktionale
Programmiersprachen betreen und die in diesen Projekten auftretenden Probleme
benannt.
Abschlieend gehen wir auf die Ziele der vorliegenden Dissertation und den Auf-
bau der Arbeit ein.
1.4.1 Vorteile der Implementation durch Ubersetzung in ei-
ne andere hohere Programmiersprache
Quelltexttransformation stellt ein Compilationsschema dar, dessen Ein- und Ausga-
be Programme zweier hoherer Sprachen sind. Daraus ergeben sich folgende Vorteile:
 Portabilitat der Software mit der Moglichkeit, die entwickelten Programme auf
verschiedene Rechnerarchitekturen zu uberfuhren
 Kompatibilitat der Software im Sinne einer Verbindungsmoglichkeit mit Pro-
grammen anderer Sprachen
 Weiterentwicklungsmoglichkeiten des erzeugten Zielcodes
 Neue Debuggingsmoglichkeiten:
{ Debugging des Zielprogramms mit Hilfe der dort vorhandenen Debug-
gingwerkzeuge
{ Einbau von speziellen Debuggingroutinen in das Zielprogramm
 Einfacheres Compilationsschema:
Eine Compilation in eine hohere Programmiersprache ist leichter zu realisieren
als eine Compilation bis auf das Niveau einer Maschinensprache.
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 Verbindung unterschiedlicher Programmierparadigmen:
Heutzutage wird versucht, das funktionale und das prozedurale Paradigma
naher zu bringen. In [ACD+97, CSS95] werden funktionale Konzepte in proze-
durale Sprachen eingebaut. Es werden auch funktionale Sprachen mit deklara-
tiven Elementen (z. B. Scheme und ML) deniert. In [Feh89] werden die zwei
unterschiedlichen Paradigmen auf folgende Art und Weise verbunden: Es wird
eine denotationale Semantik einiger Konstrukte imperativer Sprachen deniert
und in Verbindung mit der Semantik funktionaler Sprachen gebracht.
Die Transformation einer funktionalen Sprache in eine prozedurale Sprache
kann als eine Brucke zwischen den beiden Paradigmen angesehen werden.
1.4.2 Ansatze zur Quelltexttransformation funktionaler Pro-
grammiersprachen
Funktionale Programmiersprachen wurden in einer Reihe moderner Compilerpro-
jekte durch Quelltexttransformation implementiert.
Zu nennen sind folgende Implementationen:
 Haskell  ! C [oCS93]:
Die Sprache Haskell wird in die Sprache STG ubersetzt, die die Sprache der
abstrakten STG-Maschine ist. Die STG-Sprache wird danach in die Sprache
C ubersetzt.
 Scheme  ! C [Bar93], [Tam93]:
Hierbei handelt es sich um zwei Projekte, bei denen die Sprache Scheme di-
rekt in die Sprache C ohne abstrakte Maschine ubersetzt wird. Der in [Tam93]
denierte Compiler unterstutzt nicht alle Sprachkonzepte von Scheme. Im er-
zeugten Zielcode haben alle Objekte den gleichen Typ.
Der von Joel Bartlett implementierte Compiler [Bar93] ist ein ezienter Com-
piler fur Scheme. Scheme-Funktionen werden direkt in C-Funktionen uber-
setzt, wenn es moglich ist. Ansonsten wird fur eine Funktion ein Closure
erzeugt (z. B. bei Funktionen hoherer Ordnung). Auch hier sind nicht alle
Sprachkonzepte von Scheme realisiert.
 Haskell  ! Common Lisp [YU93]:
Die Sprache Haskell wird in eine Zwischensprache (eine einfachere Form von
Haskell) ubersetzt, woraus der Zielcode in Lisp erzeugt wird. Die Implemen-
tation basiert nicht auf einer abstrakten Maschine.
 Haskell  ! LML [Aug84, Aug93]:
Die Sprache Haskell wird in die Sprache LML ubersetzt, die ebenfalls eine
1.4 Quelltexttransformation als Implementationstechnik 11
nicht-strikte Sprache ist. Die Implementation von LML basiert auf der Uber-
setzung dieser Sprache in die Sprache der abstrakten G-Maschine [Aug84].
Bei dieser Implementation von Haskell spielt die Sprache LML die Rolle ei-
ner nicht-strikten Zwischensprache. Der Code der abstrakten G-Maschine wird
danach in eine Assemblersprache ubersetzt.
 SML  ! C [TAL90]:
Es handelt sich hierbei um eine auf Continuations basierende Ubersetzung von
SML nach C, wobei die Sprache C als eine Assemblersprache verwendet wird.
Die Implementation basiert auf dem in [App92] angegebenen Verfahren der
Ubersetzung von SML in eine Assembler-ahnliche Sprache (CPS).
 Opal  ! C [DFG+94]:
Fur die an der Technischen Universitat Berlin entwickelte algebraische Sprache
Opal wurde eine eziente Implementation vorgenommen. Die Implementation
basiert auf einer siebenstugen Ubersetzung der Quellsprache in eine impera-
tive Form. Der letzte Ubersetzungsschritt erzeugt den Zielcode in der Sprache
C.
 Implementation des Vektor-basierten Parallelismus in C und Fortran 90
[ACD+97, CSS95, Ja96]:
Die Sprachen C und Fortran 90 wurden mit einigen funktionalen Elemen-
ten erweitert, um den V-geschachtelten Parallelismus ausdrucken zu konnen.
Die neu denierten funktionalen Elemente werden in ein prozedurales Modell
uberfuhrt.
 CIP-Projekt [BEH+87, BBM+85]:
Es wurde ein System von Transformationen einer funktionalen Programmier-
sprache bis hin zu einer prozeduralen Form deniert. Jeder Transformations-
schritt wird durch formale Transformationsregeln beschrieben, wodurch die
Korrektheit bewiesen werden kann.
 Transformationen innerhalb funktionaler Sprachen [Rie91]:
In diesem Projekt am MIT ging es um Transformationen zwischen unterschied-
lichen funktionalen Sprachen mit dem Ziel, die Leistungsfahigkeit ihrer Sprach-
konzepte miteinander zu vergleichen.
Daruber hinaus gibt es noch weitere Quelltextcompiler funktionaler Sprachen: Com-
mon Lisp  ! C [HK93, GBH+96], EuLisp  ! C [eul94], Sather  ! C [ICSIiB92],
MirandaTM  ! Haskell [How92].
Alle durch Quelltexttransformation realisierten Implementationen konnen in zwei
Kategorien unterteilt werden:
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1. Implementation durch direkte Ubersetzung der funktionalen Sprache in eine
andere Sprache z. B. [Bar93, How92, HK93, GBH+96, eul94]
2. Auf einer abstrakten Maschine basierende Implementation, die im allgemei-
nen in zwei Schritten umgesetzt wird: Zunachst erfolgt eine Ubersetzung in
den Code einer abstrakten Maschine, der anschlieend in eine prozedurale
Sprache uberfuhrt wird [PJ92, Aug93, oCS91]. Da die Unterschiede zwischen
funktionalen Sprachen und konventionellen Maschinensprachen erheblich sind,
werden spezielle abstrakte Maschinen deniert, um alle Sprachkonzepte einer
funktionalen Sprache implementieren zu konnen.
Unsere weitere Analyse der Quelltextcompiler basiert auf dieser Unterteilung.
Daruber hinaus beschranken wir uns auf Quelltextcompiler, die funktionale in pro-
zedurale Sprachen ubersetzen.
1.4.3 Probleme der Quelltexttransformation fur funktionale
Sprachen
Trotz der in Abschnitt 1.4.1 genannten Vorteile der Implementation hoherer Pro-
grammiersprachen durch Quelltexttransformation weisen die auf dieser Technik vor-
genommenen Implementationen fur funktionale Sprachen eine Reihe von Problemen
auf. Das betrit sowohl die direkte Ubersetzung als die Verwendung einer abstrakten
Zwischensprache.
Die direkte Ubersetzung einer funktionalen Sprache in eine prozedurale Spra-
che ist nicht einfach. Insbesondere stellt sich die Frage, in welchem Mae die Viel-
zahl hoherer Sprachkonstruktionen funktionaler Sprachen zu erfassen ist. So bereitet
beispielsweise die Ubersetzung folgender funktionaler Konzepte besondere Proble-
me: Funktionen hoherer Ordnung, curried functions, Funktionen als Objekte erster
Ordnung ... usw.
Auf direkter Ubersetzung basierende Quelltextcompiler sollten sich durch Trans-
parenz der Transformation und Lesbarkeit des Zielcodes auszeichnen. Auf diese Wei-
se konnte auch das Zielprogramm in ein Debugging des Quellprogramms einbezogen,
weiterentwickelt und modiziert werden. Als Nachteile bisher realisierter auf direkter
Ubersetzung basierender Quelltextcompiler sind folgende zu nennen:
 Der erzeugte Zielcode ist schlecht lesbar. Damit werden die Moglichkeiten der
Weiterentwicklung und Modikation des Zielprogramms eingeschrankt.
 Die Beziehung zum Originalprogramm ist nicht transparent genug
Das verursacht folgende negative Eekte:
{ Ein Debugging auf der Ebene des Zielcodes wird erschwert
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{ Die Sprachkonstruktionen der Zielsprache werden nur in eingeschranktem
Mae verwendet.
Bei Verwendung abstrakter Maschinen ergibt sich ein weiteres Problem:
 Die zugrunde liegenden abstrakten Maschinen sind in erster Linie fur die Im-
plementation der fur die funktionalen Sprachen spezischen Konzepte deniert
worden. Ein mogliches ,,back end" der Maschine spielt dabei keine Rolle, d.
h. Aspekte der Erzeugung des Codes in einer hoheren Programmiersprache
werden nicht untersucht.
1.5 Zielstellung und Ergebnisse der Arbeit
Zielstellung
Die vorliegende Arbeit soll einen Beitrag zur Problematik der Entwicklung von Com-
pilern funktionaler Sprachen zur Erzeugung von Programmen in prozeduralen Spra-
chen liefern. Analysiert werden sowohl Techniken der direkten Ubersetzung in eine
prozedurale Sprache als auch Techniken, die auf abstrakten Maschinen basieren.
Ziele der Arbeit, die sich auf die Techniken der direkten Ubersetzung beziehen,
sind:
 Denition einer Transformation, die eine funktionale Sprache in eine prozedu-
rale Sprache direkt und transparent uberfuhrt und Implementation eines der
denierten Transformation entsprechenden Compilers. Der Compiler wird mit
dem in [Bar93] vorgestellten Compiler verglichen. Analysiert werden folgende
Aspekte:
{ Moglichkeiten der weiteren Bearbeitung der mit den Compilern erzeugten
Programme
{ transparente Beziehung zwischen Originalprogramm und erzeugtem Ziel-
programm
{ Moglichkeiten der Verbindung mit anderen Programmen
{ Ezienz des Zielcodes.
Dieser Compiler kann auch als ein Compiler fur die Entwicklung prozeduraler
Programme betrachtet werden.
Bezuglich der Verwendung abstrakter Maschinen werden folgende Ziele deniert:
 Untersuchung der Implementationsmoglichkeit eines auf einer bestimmten kon-
ventionellen Technik basierenden Compilers mit einem ,,back-end" fur die Er-
zeugung prozeduralen Codes. Dabei werden notwendige Modikationen der
Implementationstechnik einbezogen. Zwei Techniken werden naher betrachtet:
14 Einleitung und Motivation
{ Stack-basierte Implementationstechnik (SECD-abstrakte Maschine)
{ Implementation durch die SK-Graph-Reduktion
Ergebnisse der Arbeit
Die Ergebnisse der Arbeit liegen im Bereich der Entwicklung von Compilern funk-
tionaler Sprachen zur Erzeugung von Zielcode in einer prozeduralen Programmier-
sprache. In der vorliegenden Dissertation werden mehrere Implementationstechniken
funktionaler Sprachen analysiert, wobei fur jede Technik ein Verfahren zur Realisie-
rung eines auf der Ubersetzung in eine prozedurale Sprache basierenden Compilers
angegeben wird. Durch die verschiedenen Implementationsverfahren, die in der Ar-
beit analysiert bzw. deniert wurden, sind die beiden groen Klassen funktionaler
Sprachen abgedeckt worden:
- strikte funktionale Programmiersprachen
- nicht-strikte funktionale Programmiersprachen
Daruber hinaus wird in der Arbeit ein Compiler fur eine einfache strikte funktio-
nale Programmiersprache (erweiterter Lambda-Kalkul), der Zielcode in einer pro-
zeduralen Zielsprache direkt erzeugt, deniert und seine Implementation naher be-
schrieben. Dabei ist die Ubersetzung weitestgehend transparent.
Im folgenden wird ein zusammenfassender Uberblick uber die Ergebnisse der
Arbeit angegeben.
Die Dissertation kann in drei groere Teile gegliedert werden, die sich mit fol-
genden Bereichen beschaftigen:
1. Direkte Ubersetzungen funktionaler in prozedurale Programmiersprachen
2. Ubersetzung des Codes der abstrakten SECD-Maschine in eine prozedurale
Sprache
3. Erzeugung des Zielcodes in einer prozeduralen Programmiersprache bei Graph-
Reduktion-basierten Implementationstechniken.
Im ersten und zweiten Teil wird die Implementation der strikten Sprachen ana-
lysiert. Der dritte Teil bezieht sich auf die Implementation der nicht-strikten funk-
tionalen Sprachen.
Als grundlegender Beitrag der vorliegenden Dissertation konnen somit
 die Zusammenfassung, Systematisierung und der Vergleich existierender Ansatze
zur Quelltexttransformation funktionaler Programmiersprachen [oCS93, Bar93,
Tam93, YU93, Aug84, Aug93, TAL90, DFG+94, ACD+97, CSS95, Ja96]
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 die Denition und Implementation eines Compilers, der auf einer direkten
Ubersetzung einer funktionalen in eine prozedurale Sprache basiert und
 die Verbindung der Quelltexttransformation und traditioneller Implementati-
onstechniken fur funktionale Sprachen (Stack-basierte Implementationen [Lan64],
Graph-Reduktion-basierte Implementationen [Wad71, Dil88])
angesehen werden.
Direkte Ubersetzung funktionaler in prozedurale Programmiersprachen
In diesem Teil der Dissertation werden zunachst konzeptionelle Unterschiede zwi-
schen funktionalen und prozeduralen Programmiersprachen analysiert und ein Algo-
rithmus fur die Ubersetzung eines erweiterten Lambda-Kalkuls in eine prozedurale
Sprache angegeben. Die Transformation realisieren wir in einer 4-stugen Uberset-
zung:
 Lifting aller Lambda-Abstraktionen auf die umgebende Ebene des Programms
 Transformationen innerhalb der funktionalen Quellsprache
 Ubersetzung der funktionalen Quellsprache in eine prozedurale Zwischenspra-
che
 Ubersetzung der funktionalen Zwischensprache in eine konkrete prozedurale
Sprache.
Mit dem ersten Schritt werden alle Lambda-Abstraktionen auf der umgeben-
den Programmebene als Funktionen deniert und ihnen ein Name zugeordnet. Im
Programm wird auf die Namen der Funktionen verwiesen.
Durch Transformationen innerhalb der funktionalen Quellsprache wird eine Form
des funktionalen Programms angestrebt, von der aus die nachfolgende Ubersetzung
erleichtert wird. Die Uberfuhrung der funktionalen Quellsprache in die prozedurale
Zwischensprache wird im dritten Schritt der Ubersetzung durchgefuhrt.
Die weitere Ubersetzung der prozeduralen Zwischensprache in eine konkrete
prozedurale Programmiersprache ist einfach. Die Programme der Zielsprache un-
terstutzen einfache Typen der Sprache. In diesem Teil ist auch ein der denierten
Ubersetzungsfunktion entsprechender Algorithmus fur die Zuordnung der Typen an
die Variablen und Funktionen der Zielsprache deniert. Der Algorithmus basiert auf
dem Typprufungalgorithmus von Milner [Mil78]. Als Beispiel wird die Ubersetzung
nach Modula-2 angegeben.
In diesem Teil der Arbeit sind folgende Ergebnisse im Vergleich zu ahnlichen
Ansatzen aus der Literatur hervorzuheben:
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 Ein Groteil der Ansatze aus der Literatur zur Ubersetzung funktionaler in
prozedurale Sprachen basiert auf dem Continuation-Passing-Style [App92],
[KKR+86], [TAL90]. Bei dieser Technik entstehen prozedurale Programme,
die nicht dem prozeduralen Paradigma auf naturliche Weise folgen.
Unsere Implementation ist keine Continuation-Passing-Style-basierte Imple-
mentation. Funktionen der funktionalen Quellsprache werden in Funktionen
der prozeduralen Zielsprache ubersetzt. Das ist der wesentliche Unterschied des
von uns entwickelten Compilers vom Scheme-C-Compiler von Kranz [KKR+86]
und vom SML-C-Compiler von Tarditi, Acharya und Lee [TAL90], die auf
Continuations basieren.
 Unser Transformationsschema kann den Grundprinzipien nach mit dem Scheme-
C-Compiler [Bar93], der ebenfalls nicht die Technik des Continuation-Passing-
Style zugrunde legt, verglichen werden.
Bei diesem Compiler wird das funktionale Quellprogramm in Codesequenzen
unterteilt, die mit go-to-Anweisungen verbunden werden. Bei unserem Com-
piler wird der funktionale Quellcode in die Zielsprache transparent ubersetzt
und damit der Programmablauf adaquat uberfuhrt.
 In den von Bartletts Compiler erzeugten Programmen haben alle Variablen
den gleichen Typ, der inhaltlich eine strukturierte Vereinigung aller moglichen
Typen sein mu. Unser Compiler unterstutzt einfache Typen der prozeduralen
Zielsprache, was die Lesbarkeit und Ezienz der erzeugten Zielprogramme
verbessert.
 Vergleiche unseres Compilers mit dem von Bartlett ergeben Laufzeitgewinne
zwischen 4 und 70% fur die mit unserem Compiler ubersetzten Programme.
Diese Laufzeitgewinne grunden sich auf die naturliche Transformationsstrate-
gie.
 Im Gegensatz zu anderen Implementationen [Bar93, KKR+86, TAL90] liegt
unserem Compiler ein formales System von Transformationsregeln zugrunde,
in das wir z. T. bekannte theoretische Ansatze unterschiedlicher Arbeiten ein-
bezogen haben (Lambda-Lifting [Aug84, Jon87], Transformationen von Santos
[San95]), z. T. daruber hinausgehende spezielle Regeln selbst entwickelt haben.
Ubersetzung des Codes der abstrakten SECD-Maschine in eine prozedu-
rale Sprache
In diesem Teil der Dissertation wird die Problematik einer optimalen Realisierung
der operationellen Semantik der abstrakten SECD-Maschine in einer prozedura-
len Programmiersprache analysiert. Zunachst wird das Laufzeitsystem eines SECD-
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Evaluationssystems deniert. Fur die Erzeugung des Zielprogramms in einer proze-
duralen Programmiersprache geben wir zwei Moglichkeiten an:
 Simulation von Transitions der SECD-Maschine in der prozeduralen Zielspra-
che
 Erzeugung des prozeduralen Programms fur die Manipulation der S-, E- und
D-Register (ohne C-Register).
Die erste Moglichkeit ist eine immer anwendbare Losung fur Compiler dieser Art:
In jedem Evaluationsschritt wird ein Maschinenbefehl vom C-Register genommen,
und eine ihm entsprechende Manipulation mit den Maschinenregistern wird vor-
genommen. Die zweite Losung besteht aus der Erzeugung einer sequentiellen Fol-
ge von Maschinenbefehlen in der prozeduralen Zielsprache. Diese Implementation
ist ezienter, und das Laufzeitsystem besteht aus den Registern S, E und D. Die
Ubersetzungsfunktion, die den SECD-Code in den Code einer prozeduralen Sprache
ubersetzt und die fur sie notwendigen Hilfsfunktionen werden auch in diesem Teil
der Dissertation deniert.
Das in diesem Kapitel beschriebene Implementationsverfahren ist eine konkre-
te Realisierung der abstrakten SECD-Maschine von Landin [Lan64] (call-by-value).
Mit dieser Implementation haben wir gezeigt, wie eine strikte funktionale Sprache in
eine prozedurale Sprache ubersetzt werden kann, so da die Funktionen hoherer Ord-
nung, Lambda-Abstraktionen und curried-Funktionsapplikation korrekt und ohne
groere Probleme implementiert werden konnen. Diese Implementationstechnik ist
grundsatzlich langsamer als die Ubersetung mit Continuations [KKR+86, TAL90].
Der Vorteil unseres Verfahrens besteht jedoch in einer einfacheren Implementation
und der Moglichkeit der Modizierung der Implementation auch fur nicht-strikte
Programmiersprachen.
Erzeugung des Zielcodes in einer prozeduralen Programmiersprache bei
Graph-Reduktion-basierten Implementationstechniken
In diesem Teil wird die Erzeugung des Zielcodes in einer prozeduralen Programmier-
sprache bei den Graph-Reduktion-basierten Implementationstechniken funktionaler
Programmiersprachen behandelt.
Als Beispiel des Graph-Reduktors wurde die abstrakte SK-Maschine implemen-
tiert. Das Verfahren ist bei den abstrakten G- und STG-Maschinen auch anwendbar.
Nach der Denition des Laufzeitsystems und des Graph-Evaluators wird diese
Implementationstechnik mit dem im ersten Teil der Dissertation denierten Trans-
formationssystem zusammengesetzt: Strikte Funktionen der funktionalen Quellspra-
che werden direkt in die Zielsprache ubersetzt. Mit der neuen Menge der Kombina-
toren und zu dem Laufzeitsystem gehorenden Funktionen werden direkte Aufrufe
der in der Zielsprache erzeugten Funktionen realisiert.
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Neben den neuen Kombinatoren sind auch neue Ubersetzungsfunktionen, die die
Kommunikation des Graph-Evaluators und der direkt erzeugten Funktionen in der
Zielsprache unterstutzen, deniert.
Unser entwickelter Compiler kann als eine ezientere Realisierung des in [Dil88]
denierten Lispkit-Lisp-Interpreters betrachtet werden. Im Vergleich mit dem in
[LL92] denierten Verfahren der Implementation einer nicht-strikten funktionalen
Programmiersprache mit einer Erzeugung prozeduraler Zielprogramme ist unser Ver-
fahren einfacher zu implementieren und zu verstehen. Die in [LL92] modizierte
Implementationstechnik mit kategorischen Kombinatoren ist ezienter als die SK-
Kombinatoren-basierte Implementationstechnik. In [LL92] ist nicht geklart, wie die
strikten Funktionen der funktionalen Quellsprache in Funktionen der prozeduralen
Zielsprache ubersetzt werden.
1.6 Aufbau der Arbeit
Wir beginnen im Kapitel 2 mit einer Ubersicht zu den Implementationstechniken
funktionaler Programmiersprachen. Zwei Implementationstechniken werden ausfuhr-
licher beschrieben (abstrakte SECD-Maschine und SK-Graph-Reduktion) und zwei
weitere nur im Uberblick (Interpreter-basierte Implementationstechnik und abstrak-
te G-Maschine) erlautert.
Im Kapitel 3 werden zunachst Probleme einer direkten Ubersetzung einer funk-
tionalen in eine prozedurale Sprache diskutiert. Daran anschlieend wird ein konkre-
ter Ubersetzungsalgorithmus angegeben, fur den alle Transformationsschritte durch
Transformationsregeln eindeutig deniert werden. Die auf dieser Grundlage von uns
vorgenommene Implementation wird in den Grundzugen beschrieben und abschlie-
end mit einem verwandten Compiler inhaltlich verglichen.
Kapitel 4 bezieht sich auf die Implementation einer funktionalen Sprache durch
die abstrakte SECD-Maschine. Es wird ein Algorithmus fur die Ubersetzung des
SECD-Codes in eine prozedurale Sprache deniert.
Eine auf der SK-Graph-Reduktion basierende Implementation wird im Kapitel 5
betrachtet. Es wird ein Verfahren zur Erzeugung von Zielcode mit Aufrufen des Ma-
schinenevaluators (bei derartigen Implementationen die einzige Losung) angegeben.
Aufgrund der Besonderheit des betrachteten SK-Reduktionsystems (Erzeugung des
Zielcodes in einer hoheren prozeduralen Programmiersprache) wird ein Verfahren
fur eine Optimierung des Compilers betrachtet.





Im Rahmen der vorliegenden Dissertation wird die Implementation funktionaler Pro-
grammiersprachen durch Erzeugung des Zielcodes in einer prozeduralen Program-
miersprache untersucht. Da eine direkte, transparente Ubersetzung wegen der groen
Unterschiede zwischen beiden Programmierparadigmen (prozedurales und funktio-
nales) schwer durchfuhrbar ist, sollen auch die konventionellen Implementations-
techniken funktionaler Programmiersprachen einbezogen werden. Diese Techniken
werden daraufhin untersucht, ob Moglichkeiten zur Erzeugung von Code in einer
hoheren prozeduralen Programmiersprache existieren.
In diesem Kapitel wird eine Ubersicht uber Implementationstechniken funktio-
naler Sprachen gegeben.
Einige Techniken werden eingehender analysiert (Stack-basierte Implementatio-
nen, SK-Graph-Reduktion), andere nur am Rande erlautert (Interpretersysteme, ab-
strakte G-Maschine). Weitere Techniken, die entweder nicht so groe Bedeutung in
der Implementationstheorie funktionaler Sprachen gehabt hatten oder unsere Arbeit
nicht weiter beeinut haben, werden nur genannt und mit den anderen Techniken
verglichen.
Die Implementationstechniken funktionaler Sprachen konnen folgendermaen un-
terteilt werden:
 Interpreter-basierte Implementationen [McC60]:
Die funktionale Sprache wird in einen Zwischencode ubersetzt, der danach
bis zur unreduzierbaren Form (weak head-normal form, Bezeichnung: WHNF)
vereinfacht wird. Dieser Zwischencode hat meistens die Form eines erweiterten
Lambda-Kalkuls.
 Stack-basierte maschinelle Implementationen [Hen80]:
Das Quellprogramm wird in eine Sprache einer abstrakten Maschine ubersetzt,
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deren Zustand mit Hilfe von Registern dargestellt wird. Die Evaluation des
Maschinencodes wird durch Registermanipulation umgesetzt. In dieser Arbeit
wird die abstrakte SECD-Maschine als Beispiel dieser Technik analysiert.
 Graph-Reduktion-basierte Implementationen [Jon87]:
Die Bindung der formalen an die aktuellen Parameter wird mit Pointern rea-
lisiert. Reduzierbare Ausdrucke werden mit ihren Aquivalenten in WHNF
ersetzt. Die Reprasentation des gesamten funktionalen Programms hat die
Form eines Graphen. Am Anfang wurden die funktionalen Sprachen in einen
Lambda-Ausdruck ubersetzt und die Operationen uber ihm realisiert. Danach
wurde diese Losung mit der kombinatorischen Logik verbunden: Kombinato-
rische Darstellung des funktionalen Programms und seine Evaluation.
Die funktionale Sprache wird in eine Form ubersetzt, die keine freien Variablen
enthalt, sogenannte kombinatorische Terme. Diese Terme werden nach der fur
jeden Kombinator denierten Reduktionsregel reduziert. Als Beispiel dieser
Technik analysieren wir die SK-Graph-Reduktion.
 Fortgeschrittene Graph-Reduktion-basierte Techniken [Joh84, Aug84, PJ92]:
Das sind Techniken, die eine Mischung der zwei letztgenannten Techniken dar-
stellen. Die Programmevaluation wird durch Registermanipulationen durch-
gefuhrt. Die grundlegende Operation der Evaluation ist die Graph-Reduktion.
Der Code der Maschine produziert den Graphen, der spater reduziert wird.
Das ist die ezienteste bekannte Implementationstechnik. In der vorliegenden
Arbeit werden nur die Grundzuge der Technik beschrieben. Die bei den o. g.
abstrakten SK- und SECD-Maschinen untersuchten Aspekte
{ Stack-Manipulation und
{ Graph-Reduktion
werden in der vorliegenden Dissertation mit der Quelltexttransformation zwi-
schen funktionalen und prozeduralen Sprachen in Verbindung gebracht. Da die
abstrakte G-Maschine eine Kombination der beiden behandelten abstrakten
Maschinen ist, wird damit die Moglichkeit der Erzeugung des prozeduralen
Zielcodes bei den auf der G-Maschine basierenden Implementationen abge-
deckt. Der Algorithmus der Ubersetzung bzw. der Umsetzung der Konzepte
der Stack-Manipulation in einem strikten prozeduralen Programmparadigma
wird im Kapitel 4 deniert. Die Moglichkeit der Erzeugung des prozeduralen
Zielcodes bei der auf der Graph-Reduktion basierenden Technik wird am Bei-
spiel der SK-Graph-Reduktion basierenden abstrakten Maschine im Kapitel 5
behandelt.
 Die durch Ubersetzung in eine andere hohere Programmiersprache realisierte
Implementation (Quelltexttransformation):
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Hierunter fassen wir alle Implementationen zusammen, die als Zielcode Co-
de einer hoheren Programmiersprache erzeugen. So konnen wir beispielsweise
sagen: ,,durch eine Stack-basierte abstrakte Maschine realisierte Quelltext-
transformation". Das bedeutet eine Implementation, die auf einer bestimmten
abstrakten Maschine basiert und deren Zielcode in einer der hoheren Program-
miersprachen erzeugt wird.
 Andere Implementationstechniken:
{ Die auf Datenumaschinen basierenden Implementationen [GH86, EW88].
Diese Technik kann als ,,eiige" Graph-Reduktions-Technik beschrieben
werden.
{ PAM-Maschine (Ponder Abstract Machine) [FW86]: Nach Konstrukti-
on (und Ezienz) sehr ahnlich der G-Maschine (fortgeschrittene Graph-
Reduktion).
{ Auf Superkombinatoren basierende abstrakte TIM-Maschine [FW87]. 1
Die auf Registermanipulation und Graph-Reduktion basierenden Techniken wer-
den nachfolgend ausfuhrlicher beschrieben.
In den Kapiteln 4 und 5 werden zwei der hier angegebenen Techniken auf ihre
Moglichkeit zur Erzeugung prozeduralen Zielcodes untersucht.
Da der Lambda-Kalkul eine grundlegende Rolle bei der Implementation funktio-
naler Programmiersprachen spielt, erlautern wir zunachst die wesentlichen Begrie
dieses Formalismus, seine Syntax und operationelle Semantik.
2.1 Lambda Kalkul
Der Lambda-Kalkul ist ursprunglich unabhangig von den funktionalen Sprachen ent-
wickelt worden [Chu33, Chu41, CR36]. Bei der Anwendung moderner funktionaler
Sprachen ist das Prinzip des Lambda-Kalkuls, also das Prinzip der ,,manipulierbaren
Funktionen" ihre grundlegende Eigenschaft. Der Lambda-Kalkul verleiht den funk-
tionalen Sprachen eine besondere Ausdruckskraft. Oftmals ist der erste Schritt der
Implementation einer funktionalen Sprache die Ubersetzung in eine Zwischenspra-
che, die im wesentlichen ein syntactic sugared Lambda-Kalkul ist. Beispielsweise ist
bei der SK-Graph-Reduktion-basierten Implementation der gesamte Proze der Eva-
luation eines funktionalen Programms eine Manipulation von Lambda-Ausdrucken.
Der Lambda-Kalkul stellt also haug bei der Implementation hoherer funktio-
naler Programmiersprachen ein Zwischenniveau dar und ist daruber hinaus fur das
Verstehen des Modells der funktionalen Programmierung von groem Interesse. Der
1Die Begrie: Superkombinator, lazy (trage), eager (eiig) werden spater erlautert.
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Lambda-Kalkul wird formal durch die Syntax des Lambda-Ausdrucks beschrieben
und besitzt eine operationelle Semantik.
2.1.1 Syntax des Lambda-Ausdrucks
Lambda-Ausdrucke stellen die grundlegenden syntaktischen Konstruktionen des Lam-
bda-Kalkuls dar. In der Abbildung 2.1 ist die Syntax eines Lambda-Ausdrucks an-
gegeben.
Abbildung 2.1: Grammatik eines Lambda-Ausdrucks
<exp>::=<constant> Konstanten
j <variable> Variablen
j (<exp> <exp>) Funktionsapplikationen
j  <variable>.<exp> Lambda-Abstraktion
Die angegebene Grammatik des Lambda-Ausdrucks ist recht einfach. Fur die
Implementation funktionaler Sprachen wird dieser Kalkul um die Standardfunktio-
nen der zu implementierenden Sprache sowie um let- und die rekursiven let- bzw.
letrec-Konstruktionen erweitert. Lambda-Abstraktion bedeutet Denition einer neu-
en Funktion. Funktionsaufrufe haben eine praxe Notation.
2.1.2 Operationelle Semantik des Lambda-Kalkuls
Wir haben die Grammatik des Lambda-Kalkuls angegeben, damit wir syntaktisch
korrekte Ausdrucke des Lambda-Kalkuls erzeugen konnen. Wie der Lambda-Kalkul
,,funktioniert" bzw. wie aus einem Lambda-Ausdruck ein anderer Ausdruck abgelei-
tet werden kann, zeigt uns seine operationelle Semantik. In diesem Abschnitt werden
wir die Grundzuge der operationellen Semantik zusammenstellen, ohne in jedem Fall
formalisierte Denitionen anzugeben.
Denieren wir zunachst, wann eine Variable x in einem Lambda-Ausdruck frei
bzw. gebunden vorkommt.
Denition. Eine Variable kommt in einem Lambda-Ausdruck frei vor:
(i) x kommt frei in x vor.
(ii) x kommt frei in (E F) vor , x kommt frei in E vor oder x kommt frei in F vor.
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(iii) x kommt frei in y.E vor , x und y sind verschiedene Variablen und x kommt
frei in E vor.
(iv) Eine Variable kommt nur frei in einem Lambda-Ausdruck vor, wenn das aus
obigen Regeln (i), (ii) und (iii) folgt.
Denition. Eine Variable kommt in einem Lambda-Ausdruck gebunden vor:
(i) x kommt gebunden in (E F) vor , x kommt gebunden in E vor oder x kommt
gebunden in F vor.
(ii) x kommt gebunden in y.E vor , (x und y sind dieselben Variablen und x
kommt frei in E vor) oder x kommt gebunden in E vor.
(iii) Eine Variable kommt nur gebunden in einem Lambda-Ausdruck vor, wenn das
aus obigen Regeln (i), (ii) folgt.
Das Zeichnen ,, " bedeutet wenn und nur wenn.
Beta-Konversion
Beta-Reduktion bedeutet die Auswertung einer Funktionsapplikation. Die Anwen-
dung einer Lambda-Abstraktion auf aktuelle Argumente ist eine Instanz des Rump-
fes der Lambda-Abstraktion, wobei alle freien Vorkommem des formalen Parameters
im Rumpf durch den aktuellen Parameter ersetzt werden.
Beispiel
(( x. (+ x 1)) 4)

! (+ 4 1)
Das bedeutet: Die Abstraktion ( x. (+ x 1)) angewendet auf 4 fuhrt zum Ausdruck
(+ 4 1).
Diese Operation bezeichnen wir als -Reduktion mit der Notation ,,

!".
Wir wollen diese Notation auch in umgekehrter Richtung zulassen:
(+ 4 1)

 (( x. + x 1) 4)
Wir nennen die umgekehrte Operation -Abstraktion und bezeichnen sie mit ,,

 ".
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Alpha-Konversion
Die -Konversion gibt uns die Moglichkeit der Umbenennung der gebundenen Va-
riablen eines Ausdrucks. Mit der -Konversion werden formale Parameter einer
Lambda-Abstraktion umbenannt. Der neue Name eines formalen Parameters darf










wobei x in F nicht frei vorkommen darf.
Diese Konversion ist wie die -Konversion in beide Richtungen anwendbar, wobei
sie je nach Richtung -Abstraktion bzw. -Reduktion genannt wird.
2.1.3 Erweiterter Lambda-Kalkul
In der Theorie der Implementierung funktionaler Programmiersprachen wird oft eine
erweiterte Version des Lambda-Kalkuls als Quellsprache verwendet. Die Syntax des
erweiterten Lambda-Kalkuls ist der Abbildung 2.2 zu entnehmen.
Die Erweiterungen (let, letrec, if) lassen sich mit Hilfe der Basisausdrucke aus
der Abbildung 2.1 ausdrucken.
Eine let-Bindung der Form





bedeutet die Bindung der Variablen a1 ... an an die Ausdrucke e1 ... en. Die Varia-
blenbindungen haben den gesamten Ausdruck e als Gultigkeitsbereich.
Die letrec-Denition erlaubt rekursive Denitionen von Funktionen. Dabei konnen
also Funktionen vereinbart werden, die sich gegenseitig aufrufen.
2.1 Lambda Kalkul 25
Abbildung 2.2: Grammatik des erweiterten Lambda-Ausdrucks
<exp>::=<constant> Konstanten
j <variable> Variablen
j (<exp> <exp>) Funktionsapplikationen
j  <variable>.<exp> Lambda-Abstraktion
j let <binds> in <exp> Variablenbindungen
j letrec <binds> in <exp> rekursive Denitionen
j if <exp> then <exp> else <exp> bedingte Ausdrucke
<binds> ::= <bind> f; <bind> g
<bind> ::= <variable> = <exp>
Eine auf diese Art eingefuhrte letrec-Denition entspricht zwei unabhangigen
Konzepten in prozeduralen Sprachen: den Funktionsdenitionen (mit oder ohne
forward-Denitionen) und den Zuweisungen.
Zur technischen Vereinfachung werden weitere alternative Notationen zugelas-
sen. Mit
 x1 ... xn.e
bezeichnen wir die Verschachtelung von Lambda-Abstraktionen (einstellige Funk-
tionen) des Lambda-Kalkuls:
 x1. ...  xn.e.
Daruber hinaus wird die Lambda-Abstraktion
 x1 ... xn.e
folgendermaen bezeichnet:
(LAMBDA ( x1 ... xn) e)
Auerdem wird eine (an dieser Stelle nicht naher bezeichnete) Menge von Standard-
funktionen fur die Arithmetik bzw. Listenverarbeitung vorausgesetzt.
In den folgenden Abschnitten wenden wir uns nun den Implementationstechniken
funktionaler Sprachen zu.
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2.2 Interpreter-basierte Implementationen
Diese Implementationstechnik beschreiben wir nur kurz, weil sie heute keine groe-
re Bedeutung in der Implementation funktionaler Sprachen hat. Die Interpreter-
basierte Implementationstechnik fur funktionale Programmiersprachen wurde u.a.
in [McC60] untersucht und beschrieben.
Ein Interpreter kann intuitiv als ein System fur die Interpretation des funktiona-
len Programms, ohne ein groeres Ubersetzungsverfahren anzuwenden, beschrieben
werden. Das Programm wird meistens in eine Zwischensprache ubersetzt und bis
zu Normalform (WHNF) reduziert. Die Zwischensprache entspricht einem erweiter-
ten Lambda-Ausdruck. Nach der syntaktischen Analyse des Programms erfolgt die
Ubersetzung in die Zwischensprache. Das in die Zwischensprache ubersetzte funk-
tionale Programm wird abstrakt im Speicher reprasentiert. Mit Hilfe zusatzlicher
globaler Strukturen (wie zum Beispiel der Environment-Umgebung, wo die Werte
aller Variablen gelagert werden) wird das Programm ausgewertet.
2.3 Stack-basierte Implementationen: Die abstrak-
te SECD-Maschine
In diesem Abschnit stellen wir die Semantik und die Konstruktion der SECD-
Maschine vor. Etwas mehr uber diese abstrakte Maschine kann man in [Lan64] bzw.
[FH88] nden. Die SECD-Maschine wurde 1964 von Landin deniert [Lan64]. Die
Evaluation des funktionalen Programms, die mit der Maschine durchgefuhrt wird,
ist Umgebungs-basiert (environment). Das heit, da jede Variable ihre entsprechen-
de Environment-Menge hat. Aufgrund dessen kann in jedem Moment der Evaluation
auf den aktuellen Wert jeder Variablen verwiesen werden.
2.3.1 Grundzuge der SECD-Maschine
Der Zustand der Maschine ist durch ein 4-Tupel beschrieben: (S, E, C, D). S, E,
C und D sind dabei die Komponenten der Maschine. Die vier Komponenten der
Maschine nennen wir Register. Die Manipulation der Maschinenkomponenten ist
die eigentliche Evaluation des funktionalen Programms. Die Komponenten haben
folgende Bedeutung:
S: Stack. Die Struktur hat mehrfache Bedeutung fur die Maschine: Evaluation der
Ausdrucke, Speicherung der closures, Speicherung der return-Adressen usw.
E: Das Environment - eine Struktur, in der den Variablen ihnen entsprechende Ob-
jekte zugeordnet werden.
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C: Folge von Maschineninstruktionen.
D: Dump. Hier wird der vorherige Zustand der Maschine gespeichert. Das ist bei
dem return von Funktionsaufrufen notwendig.
Die Arbeit der Maschine wird mit Hilfe der Transitionsfunktion (state transition
function) beschrieben. Das ist eine Funktion, die Manipulationen mit den Maschi-
nenkomponenten in Abhangigkeit von dem z. Z. gultigen Zustand beschreibt. Ein
Schritt der Programmevaluation wird folgendermaen beschrieben:
(s, e, c, d) ! (s', e', c', d')






RTN Ende der Funktion
DUM ein leeres Environment erzeugen
RAP rekursive Funktionsapplikation
SEL bedingte Anweisung
JOIN Reinstanzierung der Codesequenz vom Dump
CAR Nimmt den Listenkopf der Liste vom Stack
CDR Nimmt den Listenrest der Liste vom Stack
ATOM atom-Pradikat auf oberstes Stack-Element anwenden
CONS cons-Zelle aus den beiden obersten Stack-Elementen erzeugen
EQ eq-Operator auf die beiden obersten Stack-Elemente anwenden
STOP Ende der Programmabarbeitung
Nun folgen die arithmetischen binaren Operatoren. Jeder nimmt zwei Elemente
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x.S
bezeichnen wir einen Stack mit dem obersten Element x und dem Rest S.
Mit j bezeichnen wir die Verkettung zweier Codesequenzen.
Wir benotigen noch die zweistellige Hilfsfunktion rplaca: rplaca(a, b) ersetzt den
Kopf der Liste a durch b.
Fur jedes funktionale Programm wird eine Liste der Namen erzeugt. Die Posi-
tion eines Namens in der Liste der Namen entspricht der Position des Namens im
funktionalen Quellprogramm: Wenn sich beispielsweise ein neuer Name in einem
neuen Programmblock bendet, wird er in einer neuen Unterliste der Liste der Na-
men abgelegt. Aufgrund dessen hat jeder Name einen ihm entsprechenden Index:
(a.b). Dabei ist a der Index der Unterliste der Liste der Namen und b der Index des
Namens in der Unterliste.
Fur ein funktionales Programm e und eine ihm entsprechende Liste der Namen
n bezeichnen wir mit
Csecd[e, n]
den Maschinencode, der das Ergebnis der Ubersetzung in den SECD-Code vom
Ausdruck e ist.
2.3.2 Transformationsregeln fur die Ubersetzung einer ein-
fachen funktionalen Sprache in den SECD-Code
Sei unsere funktionale Quellsprache ein erweiterter (syntactic sugared) Lambda-
Kalkul mit if- let- und letrec-Konstruktionen (Abbildung 2.2) und Standardfunk-
tionen fur die Arithmetik und Listenverarbeitung.
Die nachfolgenden Regeln wurden in [Hen80] beschrieben:
Csecd[(ADD e1 e2), n] !Csecd[e1, n] j Csecd[ e2, n] j (ADD)
Csecd[(SUB e1 e2), n] !Csecd[e1, n] j Csecd[ e2, n] j (SUB)
Csecd[(MUL e1 e2), n] ! Csecd[e1, n] j Csecd[e2, n] j (MUL)
Csecd[(DIV e1 e2), n] ! Csecd[e1, n] j Csecd[e2, n] j (DIV)
Csecd[(REM e1 e2), n] ! Csecd[e1, n] j Csecd[e2, n] j (REM)
Csecd[(EQ e1 e2), n] ! Csecd[e1, n] j Csecd[e2, n] j (EQ)
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Csecd[(LEQ e1 e2), n] ! Csecd[e1, n] j Csecd[e2, n] j (LEQ)
Csecd[(CAR e), n] ! Csecd[e, n] j (CAR)
Csecd[(CDR e), n] ! Csecd[e, n] j (CDR)
Csecd[(CONS e1 e2), n] ! Csecd[e2, n] j Csecd[e1, n] j(CONS)
Csecd[(ATOM e), n] ! Csecd[e, n] j (ATOM)
Csecd[(IF e1 e2 e3), n] ! Csecd[e1, n] j (SEL Csecd[e2, n] j
(JOIN) Csecd[e3, n] j (JOIN))
Csecd[(LAMBDA (x1 ... xk) e), n ] ! (LDF Csecd[e, ((x1 ... xk).n)] j (RTN))
((x1 ... xk).n) bedeutet die Erweiterung der Liste der Namen n um die Liste (x1 ... xk).
Csecd[(e e1 ... ek), n] ! (LDC NIL) j Csecd[(ek, n] j (CONS) j ... j












! (LDC NIL) j Csecd[ek, n] j (CONS) j ... j Csecd[e1, n] j
(CONS) j (LDF Csecd[e, m] j (RTN) AP)












! (DUM LDC NIL) j Csecd[ek, m] j(CONS) j ... j
Csecd[e1, m] j(CONS) j (LDF Csecd[e, m] j (RTN)
RAP)
wobei m = ((x1 ... xk).n)
Die Transformation der Konstruktionen des Lambda-Kalkuls wird durch ein re-
kursives Regelsystem beschrieben. Die einzelnen generierten Codeteile werden ver-
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kettet. In der ersten Regel ergibt sich beispielsweise eine Verkettung aus drei Be-
standteilen: Die Ergebnisse der Transformation der Parameter (Csecd[e1, n], Csecd[e2,
n]) werden verkettet mit der Operation ADD.
2.3.3 Operationelle Semantik des SECD-Codes: Transitionen
Die nachfolgend beschriebene operationelle Semantik stammt aus [Hen80]. Wir ge-
ben die Transitionen der Maschine fur jeden Maschinenbefehl an. Das sind die Re-
geln, die die Anderungen der Maschinenkomponenten in Abhangigkeit von den Ma-
schinenbefehlen bzw. Zustanden denieren. Aus dem System der Transitionen kann
die operationelle Semantik der Maschine ermittelt werden.
Mit Z1 ! Z2 bezeichnen wir, da die Maschine vom Zustand Z1 in den Zustand
Z2 uberfuhrt wird. Ein Zustand Z wird durch die vier Komponenten (S, E, C, D)
der Maschine deniert.
Beginnen wir mit den arithmetischen Operationen:
((a b.s), e, (ADD.c), d) ! (((b+a).s), e, c, d)
Vor der Anwendung der Operation ADD (+) waren die Argumente a und b auf dem
Stack (S). Auf dem Stack wird die Summe der zwei Argumente abgelegt und die
Operation ADD wird aus dem Register C gestrichen. Auf die gleiche Weise werden
die anderen arithmetischen Operatoren behandelt.
Nun folgen die Transitionsregeln fur die Listenoperationen:
((a b.s), e, (CONS.c), d) ! ((a.b).s, e, c, d)
Mit (a.b) haben wir die Konstruktion eines S-Ausdrucks, dessen Kopf a und Rest b
ist, bezeichnet.
(((a.b).s), e, (CAR.c), d) ! (a.s, e, c, d)
(((a.b).s), e, (CDR.c), d) ! ((b.s), e, c, d)
((a.s), e, (ATOM.c), d) ! ((t.s), e, c, d)
wobei folgendes gilt: t=T, falls a ein Atom ist, ansonsten t=F.
Die anderen Transitionen sind:
(x.s, e, (SEL ct cf .c ), d) ! (s, e, cx, (c.d))





ct; falls x = T ;
cf ; ansonsten:
(s, e, (JOIN), (c.d)) ! (s, e, c, d)
Nach dem Befehl SEL wird das C-Register auf dem Dump (Register D) abgelegt. Mit
JOIN wird der Code des Registers C wieder aktualisiert: Das gespeicherte Register
C wird von Dump genommen.
(s, e, (LD i.c), d) ! ((x.s), e, c, d)
wobei x der der Position i im Environment e entsprechende Wert ist. Das ist ein
Verweis auf den Wert einer Variablen.
(s, e, (LDF c'.c), d) ! (((c'.e).s), e, c, d)
Mit LDF wird eine Funktionsapplikation vorbereitet: Der Rumpf der Funktion und
ihr entsprechendes Environment werden auf das Register S gelegt.
(((c'.e')v.s), e, (AP.c), d) ! (NIL, (v.e'), c', (s e c.d))
Das ist eine Funktionsapplikation. Auf dem Register S bendet sich der Rumpf der
aufzurufenden Funktion mit dem entsprechenden Environment (siehe die Transition
von LDF) und den Argumenten. Die Register S, E und C werden im Dump gespei-
chert. Das neue S-Register ist leer, das neue Environment ist das mit Argumenten
der Funktionsapplikation erweiterte aktuelle Environment der Funktion (e') und die
neue zu evaluierende Codesequenz (Register C) ist der Code der Funktion (c'). Mit
NIL wird ein leeres Register bezeichnet.
((x), e', (RTN), (s e c.d)) ! ((x.s), e, c, d)
Mit RTN (return) wird der vor einer Funktionsapplikation geltende Zustand der
Maschine wiederhergestellt.
(s, e, (DUM.c), d) ! (s, (
.e), c, d)

 ist ein Spezialzeichen, mit dessen Hilfe Zugrie zu einem Environment vermieden
werden. Der Versuch, auf einen Wert in environment e zu verweisen, wird erfolglos
bleiben, solange 
 in e liegt. Das wird bei der Bearbeitung der rekursiven Deni-
tionen verwendet (letrec). Die Behandlung von 
 wird in der folgenden Transition
deniert.
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(((c'.e') v.s), (
.e), (RAP.c), d) ! (NIL, rplaca(e', v), c', (s e c.d))
Das ist eine Applikation einer rekursiven Funktion. Der Befehl ist ahnlich dem Be-
fehl AP. Durch den Befehl RAP wird 
 mit Hilfe von rplaca gestrichen.
Beispiel:
Ubersetzen wir die folgende Funktionsapplikation:
((LAMBDA(x y) (ADD x y)) 2 3)
Nach dem o.g. Ubersetzungsalgorithmus wird das funktionale Programm in den
SECD-Code ubersetzt:
Csecd[(( LAMBDA(x y) (ADD x y)) 2 3), ((x y))] !
LDC NIL j LDC 3 j (CONS) j LDC 2 j (CONS) j
(LDF LD (0 0) j LD (0 1) j (ADD) j (RTN)) j (AP)
Die Ubersetzung erfolgt nach den Transformationsregeln fur die Funktionsapplika-
tion, die Konstanten und die Lambda-Abstraktion.
Die Evaluation des Maschinencodes mit Hilfe der Zustande der Maschinenkom-
ponenten ist in der Abbildung 2.3 dargestellt.
Wenn der Maschinenbefehl STOP abgearbeitet wird, bedeutet das, da der Ab-
lauf des Programms beendet ist und das Ergebnis der Evaluation oben auf dem
Stack liegt.
Die Maschine evaluiert das funktionale Programm strikt. Die Argumente einer
Funktion werden vor der Bearbeitung der Funktion ausgewertet (call by value).
In der Literatur wurden auch nicht-strikte Versionen der Maschine betrachtet. Die
nicht-strikte Evaluation basierte auf der Kontrolle der Funktionsapplikation. Die
Argumente der aufgerufenen Funktion werden nicht ausgewertet, sondern ihre Eva-
luation wird verzogert. Wenn die nicht ausgewerteten Argumente fur die weitere
Bearbeitung des funktionalen Programms notwendig sind, wird deren Evaluation
erzwungen.
2.4 Graph-Reduktion: Abstrakte SK-Maschine
Bei der SECD-Maschine war der Code der abstrakten Maschine einem konkreten As-
semblercode sehr ahnlich. Der Programmablauf fordert standige Informationen uber
die Variablenbindungen, die mit Hilfe des Environments gespeichert werden. Die
nicht-strikten Versionen der SECD-Maschine basierten auf einem speziellen Mecha-
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Abbildung 2.3: Evaluation des SECD-Codes
S E C D
NIL LDC NIL j LDC 3 j (CONS) j LDC 2 j NIL
(CONS) j (LDF LD(0 0) j LD (0 1) j
(ADD) j (RTN)) j (AP) j STOP
() NIL LDC 3 j (CONS) j LDC 2 j NIL
(CONS) j (LDF LD(0 0) j LD (0 1) j
(ADD) j (RTN)) j (AP) j STOP
3 () NIL (CONS) j LDC 2 j NIL
(CONS) j (LDF LD(0 0) j LD (0 1) j
(ADD) j (RTN)) j (AP) j STOP
(3) NIL LDC 2 j NIL
(CONS) j (LDF LD(0 0) j LD (0 1) j
(ADD) j (RTN)) j (AP) j STOP
2 (3) NIL (CONS) j (LDF LD(0 0) j LD (0 1) j NIL
(ADD) j (RTN)) j (AP) j STOP
(2 3) NIL (LDF LD(0 0) j LD (0 1) j
(ADD) j (RTN)) j (AP) j STOP
(((LD(0 0) j LD (0 1) j NIL (AP) j STOP NIL
(ADD) j (RTN)) . NIL) ((2 3)))
NIL ((2 3)) LD (0 0) j LD (0 1) j NIL ((2 3))
(ADD) j (RTN) STOP NIL
2 ((2 3)) LD (0 1) j NIL ((2 3))
(ADD) j (RTN) STOP NIL
3 2 ((2 3)) (ADD) j (RTN) NIL ((2 3))
STOP NIL
5 ((2 3)) (RTN) NIL ((2 3))
STOP NIL
5 NIL ((2 3)) STOP NIL
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nismus fur die lazy evaluation. Die Nicht-Striktheit ist auf eine sehr ,,unnaturliche"
Art und Weise realisiert worden. In diesem Abschnitt wird eine ,,naturliche" Imple-
mentationstechnik nicht-strikter funktionaler Programmiersprachen vorgestellt.
2.4.1 Grundzuge der SK-Graph-Reduktion
Die Technik der Graph-Reduktion wurde von Wadsworth [Wad71] eingefuhrt.
Bei diesem Ansatz werden die Variablenbindungen mit Pointern dargestellt (sha-
ring), und der Ausdrucksbaum bekommt die Form eines Graphen. Durch Graphen
reprasentierte Bindungen haben folgende Vorteile:
 Jede Variablenbindung kann mit Hilfe einer Kante im Graphen (ein Poin-
ter) dargestellt werden, so da keine zusatzlichen Datenstrukturen erforderlich
sind.
 Dieses Modell ist fur die call-by-need-Evaluation sehr geeignet.
Die Technik der SK-Graph-Reduktion beruht dabei auf dem Begri des Kom-
binators. Ein Kombinator ist ein Lambda-Ausdruck, der keine freien Variablen hat
[Bar84].
So sind beispielsweise folgende Lambda-Ausdrucke Kombinatoren:
f g x. f x (g x)
c x.c
x.x
Die o.g. Kombinatoren heien in der aufgefuhrten Reihenfolge S-, K- bzw. I-
Kombinator. Alle Kombinatoren konnen durch S- und K-Kombinatoren dargestellt
werden (z. B. I = S K K).
Das allgemeine Schema der durch SK-Kombinatoren realisierten Implementation
einer funktionalen Sprache nden wir in Abbildung 2.4.
Dabei wird die funktionale Sprache in kombinatorische Terme transformiert. Ein
kombinatorischer Term wird dann durch die abstrakte SK-Maschine verarbeitet. Ei-
ne Reihe von Reduktionsschritten wird solange ausgefuhrt, bis der kombinatorische
Term schwache Kopfnormalform (WHNF) erreicht [Jon87].
Im folgenden werden wir den Algorithmus der Ubersetzung einer einfachen funk-
tionalen Sprache (erweiterter Lambda-Ausdruck) in einen kombinatorischen Term
und die Reduktionsregeln der Kombinatoren angeben [Jon87].
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Abbildung 2.4: Globales Schema der auf SK-Kombinatoren besierenden Implemen-





,,syntactic sugared’’ Lambda-Kalkul(    
Ergebnis der Programmevaluation
. ).
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2.4.2 Ubersetzungsregeln
Sei unsere Quellsprache ein Lambda-Ausdruck wie in Abbildung 2.2 deniert. Au-
erdem nehmen wir zusatzlich denierte arithmetische Operationen an und setzen
eine nicht-strikte (call-by-need) Semantik voraus.
An dieser Stelle wollen wir die Grundidee der Ubersetzung einer funktionalen
Sprache in kombinatorische Terme darstellen, um die Grundzuge der abstrakten
SK-Maschine deutlicher beschreiben zu konnen.
Bezeichnen wir die Ubersetzungsfunktion, die einen Lambda-Ausdruck in einen
SK-kombinatorischen Term ubersetzt, mit C. Die Ubersetzung eines funktionalen
Ausdrucks e fuhrt dann zu seinem kombinatorischen Aquivalent C [e].
Fur die Denition der Ubersetzungsfunktion C ist es notwendig, eine Hilfsfunk-
tion A zum Abstrahieren einer Variablen x aus einem funktionalen Ausdruck exp zu
denieren:
A x [ exp ]
Die beiden Funktionen A und C liefern Lambda-Ausdrucke, die als Argumente der
Funktion C bzw. als zweites Argument der Funktion A auftreten konnen. In den
folgenden Ubersetzungsregeln haben die aufgetretenen Bezeichner folgende Bedeu-
tung:
e, e1, e2 beliebige Ausdrucke der funktionalen Quellsprache
f1, f2 Ausdrucke ohne innere -Abstraktionen
x Variablen
cv Konstanten oder Variablen
Geben wir nun die Denition der Ubersetzungsfunktion an ([Jon87]):
C[(e1 e2) ] = C[e1] C[e2]
C[x.e] = A x [C[e]]
C[cv] = cv
Die Abstraktionsfunktion wird folgendermaen deniert:
A x [(f1 f2)] = S (A x [f1]) (A x [f2])
A x [x] = I
A x [ cv] = K cv
Das Ubersetzungsverfahren fur let- und letrec-Konstruktionen geben wir an
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dieser Stelle nicht an. Man kann es z. B. in [Rev88, Dil88] nden.
2.4.3 Reduktionsregeln der Kombinatoren
Jeder Kombinator ist eine Lambda-Abstraktion, und aufgrund dessen kann eine ihm
entsprechende Reduktionsregel deniert werden. So lauten beispielsweise die Reduk-
tionsregeln der Kombinatoren S, K und I folgendermaen:
S f g x ! f x (g x)
K c x ! c
I x ! x
Beispiel
Ubersetzen wir den Ausdruck: ((x. (+ x x)) 5)
C[ ((x. (+ x x)) 5)] =
C[ (x. (+ x x))] C[5] =
A x [C[(+ x x)]] 5 =
A x [ (+ x x)] 5 =
S (A x [(+ x)]) (A x [x]) 5 =
S (S (A x [+]) (A x [x])) I 5 =
S (S (K +) I) I 5
Reduzieren wir nun den kombinatorischen Term nach den angegebenen Reduktions-
regeln:
S (S (K +) I) I 5 !
S (K +) I 5 (I 5) !
K + 5 (I 5) (I 5) !
+ (I 5) (I 5) !
+ 5 (I 5) !
+ 5 5 !
10
Die Funktion ,,+" ist eine Standardfunktion, und ihre Denition entspricht der
Denition der entsprechenden arithmetischen Funktion.
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2.4.4 Optimierung der abstrakten SK-Maschine durch die
Erweiterung der Kombinatorenmenge
Wir haben den Algorithmus mit drei Kombinatoren dargestellt. In der Praxis wird
eine groere Menge von Kombinatoren eingefuhrt. Die Einfuhrung eines neuen Kom-
binators ist eine Sache der Optimierung. Mit nur drei Kombinatoren S, K und I ware
der Maschinencode zu gro und die Implementation nicht ezient.
Die neuen Kombinatoren konnen durch die Optimierungsfunktion Opt generiert
werden. Die Optimierungsfunktion wird durch die Abstraktionsfunktion in den Uber-
setzungsalgorithmus eingefuhrt ([Jon87]):
A x [(f1 f2)] = Opt[ S (A x [f1]) (A x [f2])]
A x [x] = I
A x[ cv] = K cv
In der Implementation funktionaler Programmiersprachen ist die Turner-Menge der
Kombinatoren [Tur79] besonders ezient:
S, K, I, B, C, S', C', B'
wobei
Opt[S(K p) q] = B p q
Opt[S p (K q)] = C p q
Opt[S (B p q) r] = S' p q r
Opt[S (B p q) K r] = C' p q r
Opt[B (p q) r] = B' p q r
Die Reduktionsregeln der o.g. Kombinatoren lauten:
B f g x ! f (g x)
C f g x ! f x g
S' c f g x ! c (f x) (g x)
C' c f g x ! c (f x) g
B' c f g x ! c f (g x)
Bei der Implementation einer funktionalen Programmiersprache werden auch alle
Standardfunktionen als Kombinatoren deniert.
An dieser Stelle haben wir nur die grundlegenden Prinzipien der Ubersetzung
eines Lambda-Ausdrucks in einen kombinatorischen Term angegeben. Mehr uber
die Ubersetzung einer funktionalen Sprache in kombinatorische Terme kann man z.
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B. in [Dil88], [Jon87] (Kapitel 16), [Rev88] (Kapitel 3 und 6) und [FH88] (Kapitel
12) nden.
2.4.5 SK-Graph-Reduktion
Wir haben die grundlegenden Prinzipien der Ubersetzung eines funktionalen Pro-
gramms in einen kombinatorischen Term und entsprechende Reduktionsregeln fur
Kombinatoren angegeben. An dieser Stelle erlautern wir den Proze der SK-Graph-
Reduktion.
In der Abbildung 2.5 ist die innere Reprasentation eines kombinatorischen Terms
dargestellt. ROOT ist die Wurzel des Graphen eines Ausdrucks. Die Reduktion
lauft mit Hilfe eines Stacks ab, der nach jedem Reduktionsschritt rekonstruiert wer-
den soll. Die Graph-Reduktion erfolgt nach dem Prinzip der Ersetzung der ROOT
mit dem Ergebnis der Evaluation des Kombinators Komb.
In der Abbildung 2.6 ist die Reduktion des Ausdrucks (+ (+ 10 30) 20) dargestellt.
Die Reduktionsschritte in diesem Beispiel sind:
1. Evaluation des ersten Arguments der Operation+: Rekonstruktion des Stacks
fur die Evaluation des Ausdrucks mit dem ROOT-Knoten $, Berechnung des
Ausdrucks ($), Ersetzung des Knotens $ mit dem Ergebnis der Berechnung und
Rekonstruktion des Stacks. MitGarbage ist der Teil des Graphen bezeichnet,
der fur die weitere Evaluation nicht mehr notig wird.
2. Durchfuhrung der arithmetischen Operation + mit den Argumenten 40 und
20 und Ersetzung des ROOT durch das Ergebnis der Berechnung.
3. Rekonstruktion des Stacks.
In diesem Beispiel haben wir gezeigt, wie die Graph-Reduktion durchgefuhrt
wird. Die arithmetischen Funktionen sind strikt und verlangen die Berechnung ihrer
Argumente, bevor die Operation ausgefuhrt wird. Bei der Reduktion anderer, nicht-
strikter Funktionen (Turners Kombinatoren) werden die Argumente der Funktionen
nicht berechnet.
Die Implementationstechnik haben wir nur in wesentlichen Punkten vorgestellt.
Vorteile derartiger Implementationen sind:
 Die Reduktionsmaschine fur den kombinatorischen Term ist einfach zu imple-
mentieren.
 Die Implementationstechnik unterstutzt die nicht-strikte Semantik einer Sprache2.
2Es gibt eine Technik der indirections fur die Vermeidung des mehrmaligen Berechnens eines
Ausdrucks. Das ist notwendig, damit in der Manipulation mit dem Graphen ein unausgewerteter
Knoten (redex) nicht kopiert wird (lazy evaluation).
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 Die Kombinatoren konnten auch in einer Hardwarerealisierung implementiert
werden.
Nachteile dieser Implementation sind:
 Die Graph-Reduktion benotigt viel Speicher. Daruber hinaus bleiben nach
einigen Reduktionen mehrere nicht mehr notwendige Knoten ubrig, die im
folgenden Aufruf des Garbage Collectors freigegeben werden sollen. Das ver-
mindert die Ezienz.
 Der zu reduzierende kombinatorische Term ist manchmal recht gro.
2.5 Die abstrakte G-Maschine
Die abstrakte G-Maschine ist eine Technik, die sowohl auf der Stackmanipulation
als auch auf der Graph-Reduktion basiert.
Die G-Maschine wurde am Chalmers Institute of Technology, Goteborg, Sweden
von Johnsson und Augustsson entwickelt [Aug84, Joh84, AJ89]. Sie ist eine Mischung
der zwei letztgenannten Techniken, die auf Superkombinatoren (Lambda-Ausdrucke
ohne freie Variablen, wobei beliebige Unterausdrucke ebenfalls Superkombinatoren
sind) basiert. Sie ist der SK-Maschine ahnlich, wobei bei der G-Maschine ausschlie-
lich Superkombinatoren deniert werden.
Komponenten der abstrakten G-Maschine sind:
 S - Stack der Maschine
 G - zu reduzierender Graph
 C - Code der abstrakten Maschine
 D - Dump.
Die Maschine wird oft als SGCD-Maschine bezeichnet. Die Semantik der G-Maschine
ist wie die Semantik der abstrakten SECD-Maschine durch Transitionen deniert
[AJ89].
Der Compilationsproze fur die Ubersetzung einer funktionalen Programmier-
sprache in den G-Code besteht aus der Ubersetzung des funktionalen Quellpro-
gramms in eine Form ohne innere Lambda-Abstraktionen und freie Variablen (Lambda-
Lifting) und der daran anschlieenden Transformation in den G-Code. Der G-Code
wird mit Hilfe der abstrakten Maschine evaluiert. Wahrend des Evaluationsprozes-
ses wird durch die Maschine die Erzeugung und die Reduktion des Graphen durch-
gefuhrt.
Die Befehle der abstarkten G-Maschine konnen in zwei Gruppen unterteilt wer-
den:
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1. Befehle fur die Stack-Manipulation
2. Befehle fur die Graph-Reduktion (Erzeugung und Evaluation des Graphen).
Fur die Graph-Reduktion ist wie bei der abstrakten SK-Maschine ein Mechanis-
mus deniert:
 Graphreprasentation des auszuwertenden Ausdrucks, ,,Wirbelsaule " genannt
(engl. spine), ahnlich wie bei der abstrakten SK-Maschine (Abbildung 2.5)
 Stack fur die Evaluation des Graphen (engl. spine stack).
An der Universitat Glasgow ist eine optimierte Version dieser Maschine ent-
wickelt worden - die abstrakte STG-Maschine (Spineless Tagless G-machine) [PJ92].
Die Optimierung besteht in folgenden Innovationen: Alle Objekte der Maschine wer-
den uniform durch closures reprasentiert. Bei solcher Behandlung der Objekte sind
Tag-Felder, die Informationen uber Typen enthalten, nicht mehr notwendig, und die
Analyse der Tags wird bei der Evaluation nicht mehr durchgefuhrt (daher kommt
der Name tagless). Der zu reduzierende Graph wird nicht auf die gleiche Art und
Weise wie bei den abstrakten G- und SK-Maschinen reprasentiert. Der Programm-
ablauf wird durch einen Stack-basierten Continuations-Mechanismus gesteuert. Die
abstrakte STG-Maschine hat keine ,,Wirbelsaule" (Spineless) und keinen Stack fur
ihre Evaluation.
Da die Grundzuge der Evaluation der abstrakten STG-Maschine gleich den Grund-
zugen der Programmevaluation der abstrakten G-Maschine sind, wird die abstrakte
STG-Maschine nur als eine Optimierung der abstrakten G-Maschine betrachtet.3
In der Abbildung 2.7 ist ein Beispiel der Evaluation des G-Codes dargestellt.
Die Abbildung stellt die Operationen mit der G-Komponente der abstrakten Ma-
schine (der Graph) bzw. mit dem Spine-Stack des Evaluationsmechanismus dar.
Die durchgefuhrten Maschinenbefehle sind uber den Pfeilen, die Zustandanderun-
gen symbolisieren, bezeichnet.4
An dieser Stelle sollte nur eine knappe Beschreibung der abstrakten G-Maschine
gegeben werden. Regeln fur die Ubersetzung eines funktionalen Programms in den
G-Code und die operationelle Semantik der G Maschine kann man in [Jon87, AJ89]
nden.
3Es gibt Beispiele, in denen die abstrakte G-Maschine schneller bzw. ezienter als die abstrakte
STG-Maschine ist.
4Es ist nicht beabsichtigt, da der Leser das Beispiel zur G-Maschine in jedem Detail ver-
steht. Vielmehr soll das Prinzip verdeutlicht werden (Aufbau und Evaluation des Graphen durch
Maschinenbefehle).
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Rekonstruktion von (S,C) von DUMP( )
Auf dem Stack ist Integer-Node



















In diesem Kapitel wird eine direkte Ubersetzung einer funktionalen in eine prozedu-
rale Sprache vorgestellt. Die Transformation selbst unterteilen wir in zwei Aspekte:
 Ubersetzung jedes funktionalen Ausdrucks in sein prozedurales Aquivalent
 Ubersetzung der Typen der funktionalen Quellsprache.
Zunachst wird die Problematik der Ubersetzung, die aufgrund der Unterschiede der
beiden Paradigmen auftritt, diskutiert.
Danach wird ein Algorithmus fur die Ubersetzung eines erweiterten Lambda-
Kalkuls, der unsere Quellsprache ist, in eine Zwischensprache angegeben. Die Zwi-
schensprache hat eine prozedurale Form, die leicht in eine konkrete prozedurale
Sprache zu ubersetzen ist.
Nach der Denition der Transformationsfunktion folgt die Behandlung der Typen
der funktionalen Quellsprache.
Als Beispiel betrachten wir die Implementation von Scheme durch Ubersetzung
nachModula-2 mit der dargestellten Technik in einem von uns realisierten Compiler.
Der von uns implementierte Compiler wird mit anderen, aus der Literatur be-
kannten direkt ubersetzenden Compilern verglichen, wobei wir uns auf den Scheme
! C-Compiler von Bartlett [Bar93] konzentrieren.
3.1 Problematik der Quelltexttransformationen
Der Unterschied zwischen prozeduralen und funktionalen Sprachen ist gro. In die-
sem Abschnitt geben wir eine Ubersicht uber die wichtigsten konzeptionellen Unter-
schiede.
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Typsysteme
Betrachten wir zunachst wichtige Eigenschaften von Typsystemen in Programmier-
sprachen.
Wenn jedem Ausdruck einer Sprache sein Typ wahrend der Ubersetzungszeit
zugeordnet werden kann, handelt es sich um ein statisches Typsystem. Falls die
Typen erst wahrend der Laufzeit ermittelt werden konnen, ist das Typsystem dann
dynamisch.
Die Sprache Scheme [RE91] ist beispielsweise eine dynamisch getypte funktionale
Sprache. Das Typsystem von Haskell [HPJWe92] ist statisch.
Die prozeduralen Sprachen werden meistens statisch typisiert, d. h. die Typen
sind wahrend der Compilation bekannt.
Eine statische Typisierung hat unter dem Aspekt der Quelltexttransformation
eine Reihe von Vorteilen gegenuber der dynamischen Typisierung:
 Einsparung von Hauptspeicherplatz durch statische Information uber
den Typ
Die meisten Quelltextcompiler funktionaler Sprachen (z. B. [Bar93, Tam93])
basieren auf der uniformen Reprasentation aller Objekte, d. h. die Datenob-
jekte werden in der Zielsprache einheitlich durch Pointer reprasentiert, wobei
jedem Objekt sein Typ (Tag) zugeordnet wird. Vor den Operationen, die in
der Zielsprache bestimmte Typen verlangen, werden Konvertierungsfunktionen
aufgerufen, die die uniforme Reprasentation unter Auswertung des Typ-Tags in
die konkrete Reprasentation eines bestimmten Typs (z. B. Integer) uberfuhren.
Solche Reprasentationen der Daten heien boxed-Reprasentationen. Derartige
Implementationen verlangen mehr Speicherplatz.
 Groere Laufzeitezienz der erzeugten Programme aufgrund von
Basistypen im Zielcode
Fur die Ausfuhrung einer einfachen arithmetischen Operation beim Boxing
sind beispielsweise folgende Schritte erforderlich:
1. das ,,Herausnehmen" der Argumente aus der Box
2. die Berechnung der Operation mit den Argumenten
3. Speicherzuweisung einer Box fur das Ergebnis der Berechnung
4. das Einbauen des Ergebnisses in die Box.
Erzeugt eine Quelltexttransformation einen Zielcode, der direkt auf den Ba-
sistypen (einfachen Typen) der Zielsprache beruht, so mussen die betreen-
den einfachen Typen nicht mehr in eine Box eingebaut werden. Dies bedeu-
tet, da die Schritte 1, 3 und 4 nicht mehr auszufuhren sind und derartige
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Programme demnach schneller laufen. Objekte mit diesem vereinfachten An-
satz werden als unboxed-Objekte bezeichnet. Heute sind mehrere fortgeschrit-
tene Implementationen moderner Programmiersprachen bekannt, die unboxed-
Datenobjekte unterstutzen, wie z. B. die an der Glasgow Universitat entwickel-
te STG-Maschine-basierte Implementation von Haskell, welche uneingebaute
Datenobjekte auf dem Niveau der abstrakten Maschine unterstutzt [PJL91].
 Programmablauf ohne Typkontrolle
Wenn das Programmwahrend der Ubersetzung auf Typubereinstimmung uber-
pruft wurde, ist es nicht notig, wahrend der Laufzeit die Typkontrolle durch-
zufuhren. Dies macht das Programm ezienter.
 Programmablauf ohne Typkonikte
Nach der Typubereinstimmungkontrolle zur Ubersetzungszeit sind wir sicher,
da zur Laufzeit keine Typkonikte erscheinen werden - well-typed programs
cannot ,,go wrong" [Mil78]. Hierdurch gestaltet sich die Fehlersuche fur den
Programmierer komfortabler.
Auswertungsstrategie
Bei den funktionalen Programmiersprachen werden folgende Auswertungsstrategien
am haugsten benutzt:
 Strikte Auswertung:
Es werden Argumente einer Funktion berechnet bevor die Abbildungsvorschrift
der Funktion angewendet wird.
 Nicht-strikte Auswertung:
Die Abbildungsvorschrift der zu evaluierenden Funktion wird angewendet. Ihre
Argumente werden nur berechnet, falls es notig ist.
 Verzogerte Auswertung:
Nicht-strikte Auswertung, bei der alle Ausdrucke maximal einmal ausgewertet
werden.
Eine strikte funktionale Programmiersprache ist z. B. Scheme, und eine nicht-
strikte funktionale Programmiersprache ist z. B. Haskell. In der Sprache Scheme gibt
es Moglichkeiten fur die Manipulation der Auswertung (Sprachelemente delay und
force). Zusatzlich zur eingebauten strikten Auswertung kann damit eine nicht-strikte
Auswertung Nutzer-gesteuert realisiert werden.
Da sich die heutzutage verbreiteten prozeduralen Programmiersprachen (Pascal,
Modula-2, C, Ada usw.) im Sinne einer strikten Auswertungsstrategie verhalten,
sind nicht-strikte Konzepte funktionaler Sprachen ein besonderes Problem bei der
Implementation der direkten Ubersetzer.
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Funktionen hoherer Ordnung
Wenn in einer Sprache Funktionen Objekte erster Ordnung sind, heit das, da
sie selbst wie Datenobjekte behandelt werden konnen. Funktionen konnen sowohl
Argumente anderer Funktionen als auch von anderen Funktionen gelieferte Objekte
sein. Eine Funktion in den meisten Sprachen des prozeduralen Paradigmas kann
nicht auf diese Art und Weise behandelt werden.
Musteranpassung (pattern matching)
In den modernen funktionalen Programmiersprachen werden die Benutzer-denierten
Funktionen durch Musteranpassung deniert. Die Evaluationsstrategie der Aus-
drucke bei der Musteranpassung ist sehr wichtig. Die Ubersetzung der Musteran-
passung in das prozedurale Paradigma ist problematisch.
List-Comprehensions
In modernen funktionalen Sprachen gibt es eine besondere Notation fur die Deni-
tion von Listen, die dem mathematischen Formalismus der Mengen sehr ahnlich ist.
Die Ubersetzung der Konzepte, die im prozeduralen Modell nicht bestehen, ist auch
ein wichtiger Schritt zur Uberbruckung zweier verschiedener Paradigmen.
3.2 Quell-, Zwischen- und Zielsprache
Die Quellsprache des Compilers ist eine erweiterte Menge der Lambda-Ausdrucke
und die Zielsprache eine prozedurale Sprache. Der Ubersetzungsproze basiert auf ei-
ner zweistugen Ubersetzung: Die Quellsprache wird (nach dem Lambda-Lifting und
den source-to-source Transformationen innerhalb dieser Sprache) in eine prozedura-
le Zwischensprache ubersetzt, um die Transformation unabhangig von konkreten
prozeduralen Sprachen beschreiben zu konnen.
Die Zwischensprache kann dann abschlieend in eine konkrete prozedurale Spra-
che (bei uns ist das im Beispiel die Sprache Modula-2) ubersetzt werden. Die Zwi-
schensprache ist keine typisierte Programmiersprache. Der Typubersetzer ubersetzt
die Typen der Quellsprache in die Typen der prozeduralen Zielsprache (aufgrund
der Denition der Ubersetzungsfunktion). In der Abbildung 3.1 ist der Proze der
Ubersetzung der Typen und funktionalen Ausdrucke schematisch dargestellt.
Wir trennen die Ubersetzung der Quellsprache in eine typfreie prozedurale Zwi-
schensprache von der Ubersetzung der Typen, um eine ubersichtlichere Darstellung
der Transformationsstrategie zu erreichen. Diese Dekomposition der Transformati-
onsprobleme widerspiegelt sich in einer entsprechenden Zerlegung des Compilers.
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Abbildung 3.1: Ubersetzung der Ausdrucke und Typen
Quellsprache prozedurale Zielsprache
Transformationen innerhalb 





Im folgenden denieren wir die funktionale Quellsprache und die prozedurale
Zwischensprache. Die Denition der Sprache Modula-2, die wir im Beispiel als pro-
zedurale Sprache verwenden, ist u.a. in [Wir85] zu nden.
Quellsprache
Als funktionale Quellsprache (FQ) nehmen wir eine Erweiterung der Menge der
Lambda-Ausdrucke, wie sie in Abbildung 2.2 deniert worden sind. In der Abbildung
3.2 fassen wir die Syntax der erweiterten Lambda-Ausdrucke noch einmal zusam-
men, wobei wir fur Funktionsapplikationen aus Darstellungsgrunden eine veranderte
klammerfreie Syntax einfuhren.
Die folgende Schreibweise der Applikation einer n-stelligen Funktion
app f arg1 ... argn
wird als eine vereinfachte Form der Bezeichnung der einstelligen curried Funktions-
applikationen
(app ... (app (app f arg1) arg2) ... argn)
beziehungsweise des folgenden Ausdrucks des Lambda-Kalkuls
( ... ((f arg1) arg2) ... argn)
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Abbildung 3.2: Syntax der Quellsprache
<exp>::=<constant> Konstanten
j <variable> Variablen
j app <exp> <exp> Funktionsapplikationen
j  <variable>.<exp> Lambda-Abstraktion
j let <binds> in <exp> Variablenbindungen
j letrec <binds> in <exp> rekursive Denitionen
j if <exp> then <exp> else <exp> bedingte Ausdrucke
<binds> ::= <bind> f; <bind> g
<bind> ::= <variable> = <exp>
betrachtet.
Die Konstanten und Standardfunktionen der Quellsprache sind in der Tabelle
in der Abbildung 3.2 nicht angegeben worden. Seien das die ganzen Zahlen, boole-
schen Konstanten, arithmetischen und logischen Operationen. Mehr uber mogliche
Erweiterungen des Lambda-Kalkuls bis zu einer Basis einer funktionalen Program-
miersprache ist in z. B. [BF82] zu nden.
Prozedurale Zwischensprache
Um den Transformationsproze weitestgehend unabhangig von einer konkreten pro-
zeduralen Zielsprache gestalten zu konnen, wird eine prozedurale Zwischenspra-
che eingefuhrt. Eine direkte Ubersetzung der funktionalen Quellsprache FQ nach
Modula-2, die wir in unserer Beispielimplementation als Zielsprache verwenden, ware
mit unserem Algorithmus moglich. In der Abbildung 3.3 ist die Syntax der proze-
duralen Zwischensprache (QTTZ) angegeben.
Die Syntax der Zwischensprache QTTZ ahnelt der Syntax einer einfachen Pascal-
ahnlichen prozeduralen Sprache ohne Konstanten- und Typdeklarationen. Unsere
Zwischensprache umfat Prozeduren, Anweisungen und Ausdrucke. Prozeduren ken-
nen nur die Parameterart des Werteparameters, wahrend Referenz-Parameter nicht
aufgenommen sind. Bei den Anweisungen sind Zuweisungen, IF-Anweisungen sowie
Prozeduraufrufe vorhanden. Verschachtelte Prozeduren (lokale Prozeduren) werden
unterstutzt. Entspreche die Semantik der Sprachelemente von QTTZ der ublichen
Semantik Pascal-artiger Programmiersprachen.
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Abbildung 3.3: Die Zwischensprache QTTZ
<programm> ::= <prozedur>
<prozedur> ::= PROC <name> ARGS <list of vars>
VARS <list of vars>
<prozeduren> BEGIN <anweisungen> ENDPROC
<anweisungen> ::= [<anweisung> f <anweisung >g]
<anweisung> ::= <if anweisung >
j <zuweisung >
j <funktionsapplikation >
<prozeduren> ::= [prozedur f<prozedur>g]
<if anweisung> ::= IF <bool ausdruck> THEN <anweisungen>
[ ELSE <anweisungen>] ENDIF
<zuweisung> ::= ASS <name> <ausdruck >
<funktionsapplikation> ::= APP <fun name > fARG <ausdruck>g ENDAPP
<fun name > ::= <name >
<ausdruck> ::= <funktionsapplikation> j <konstante> j <name>
<bool ausdruck> ::= <ausdruck>
<list of vars> ::= [name f<name>g ]
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3.3 Eine Quelltexttransformation fur funktionale
Ausdrucke
Im folgenden wird eine Moglichkeit der Transformation funktionaler Ausdrucke in
eine prozedurale Sprache angegeben.
Zunachst geben wir die Grundzuge dieser Transformation an.
3.3.1 Grundzuge und Ubersetzungsschritte der Transforma-
tionsstrategie
Im Rahmen der vorliegenden Dissertation wurde eine Transformationsstrategie fur
die Uberfuhrung von Elementen einer funktionalen Sprache in Elemente einer pro-
zeduralen Sprache entwickelt. Die Hauptidee der neuentwickelten Transformations-
strategie ist die direkte und transparente Ubersetzung einer funktionalen in eine
prozedurale Sprache.
Grundzuge der Transformationsstrategie
Die Umsetzung unserer Idee basiert auf folgenden Grundprinzipien:
 Es soll eine naturliche Transformation der Kontrollstrukturen erfolgen.
 Die erzeugten Datenobjekte sollen eine moglichst einfache Struktur besitzen
(unboxed-Datenobjekte sollen unterstutzt werden).
 Jede in der funktionalen Sprache denierte Funktion wird in eine Funktion
der prozeduralen Sprache ubersetzt, wodurch eine Beziehung zum Original-
programm erhalten bleibt.
 Die Originalbezeichner fur Prozeduren, Parameter und Variablen sollen wei-
testgehend beibehalten werden.
 Jede Standardfunktion, die ihr entsprechendes prozedurales Aquivalent hat,
soll in dieses Aquivalent ubersetzt werden, z. B.(+ a b) =) a + b.
Ubersetzungsschritte
Die Ubersetzung der funktionalen Quellsprache in Code einer prozeduralen Sprache
erfolgt durch folgende Schritte:
1. Lambda-Lifting
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2. Source-to-source-Transformationen innerhalb der Quellsprache
3. Transformation des funktionalen Ausdrucks in eine prozedurale Zwischenspra-
che (QTTZ)
4. Transformation der QTTZ-Zwischensprache in eine konkrete prozedurale Spra-
che.
Im folgenden wird jeder Schritt naher beschrieben.
3.3.2 Lambda-Lifting
Der funktionale Programmierungsstil unterstutzt die Verwendung unbenannter Funk-
tionen (). Ziel des Lambda-Liftings ist die Elimination direkter Anwendungen der
Lambda-Abstraktionen. Wir beziehen die bekannten Ansatze [Tho85, Jon87] zum
Lambda-Lifting als Teil unserer Transformationsstrategie ein.
Mit einem Lambda-Lifting werden alle Lambda-Abstraktionen auf der umgeben-
den Programmebene als Funktionen deniert und ihnen ein Name zugeordnet. Im
Programm wird auf die Namen der Funktionen verwiesen.
Auf diese Weise wird das Programm in der funktionalen Quellsprache nach An-







Die vorher unbenannten Lambda-Abstraktionen ei erhalten in der letrec-Konstruktion
einen Namen ai zugeordnet.
Dabei enthalt jeder Ausdruck ek sowie der Ausdruck e keine Lambda-Abstraktionen
als Unterausdrucke. Erlautern wir nun das Verfahren im Detail.
Beim Lifting der Lambda-Abstraktionen unterscheiden wir zwei Falle:
1. Lifting der geschlossenen Lambda-Abstraktionen (Lambda-Abstraktionen, die
keine freien Variablen enthalten) und
2. Lifting der Lambda-Abstraktionen, die freie Variablen haben.
Im folgenden wird das Lambda-Lifting fur die beiden Fallen erlautert.
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Falls eine Lambda-Abstraktion keine freien Variablen enthalt, kann die genannte
Transformation ohne Komplikationen durchgefuhrt werden:




Im ursprunglichen Ausdruck (... (x.e) ...) wird dabei an der Stelle (x.e) die
generierte Variable $S ersetzt.
Zeigen wir nun, wie die Lambda-Abstraktionen mit freien Variablen behandelt
werden.
Gegeben sei folgende Lambda-Abstraktion:
x. ... (y. ... x ... ) ...
Die freie Variable x in der inneren Lambda-Abstraktion wird durch eine -Abstraktion
(siehe Abschnitt 2.1.2) abstrahiert:
x. ..(y. ... x ... ) ...

   x. ... (app (wy. ... w ... ) x) ...
Ordnen wir nun dem Lambda-Ausdruck einen Namen zu (z. B. $S):
$S = (wy. ... w ... )
Im Quellprogramm tauschen wir die innere Lambda-Abstraktion mit dem Aufruf
der Funktion $S (die durch diese Lambda-Abstraktion deniert wurde) aus:
x. ... (app $S x) ...
Unser Programm sieht nun folgendermaen aus:
letrec
$S = (wy::::w:::)
in  x: ::: (app $S x) :::
Prazisieren wir nun formal den Algorithmus der Ubersetzung des funktionalen
Quellprogramms in Superkombinatoren (etwas modiziertes Verfahren aus [Jon87]):
1. Eine beliebige Lambda-Abstraktion ohne innere Lambda-Abstraktionen auswahlen
2. alle ihre freien Variablen als extra Parameter denieren
3. einer neu eingefuhrten Variablen die Lambda-Abstraktion zuordnen (in der
letrec-Denition auf globaler Ebene des Programms)
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4. die Lambda-Abstraktion mit ihr zugeordnetem Namen ersetzen.
Die Schritte 1 bis 4 sollen solange wiederholt werden, bis es keine inneren Lambda-
Abstraktionen im Programm gibt. Auf diese Weise gelangen wir dann nach Anwen-
dung eines Lambda-Liftings zu folgender Form:
letrec
$S1 = Expr 1




Dabei enthalt jede Funktionsdenition keine inneren Lambda-Abstraktionen.
Hiermit nahern wir uns bereits der Form eines prozeduralen Programms.
In dem nach dem Lambda-Lifting transformierten Programm wird es partiell pa-
rametrisierte Funktionsaufrufe geben. Die partiellen Aufrufe, die durch -Expansion
des Lambda-Lifting entstanden sind1, werden in folgenden Schritten weiter behan-
delt: Durch source-to-source-Transformationen innerhalb der Quellsprache werden
die Fuktionsaufrufe benannt und in letrec-Denitionen lokalisiert, damit die Uber-
setzungsfunktion (die die Quellsprache in die prozedurale Zwischensprache uber-
setzt) fur jeden partiell parametrisierten Aufruf eine neue Funktion deniert.
3.3.3 Source-to-source-Transformationen innerhalb der Quell-
sprache
Vor der Ubersetzung in die prozedurale Zwischensprache sind Transformationsschrit-
te innerhalb der funktionalen Quellsprache hilfreich. Dabei wird eine Form des funk-
tionalen Programms angestrebt, von der aus die nachfolgende Ubersetzung erleich-
tert wird.
In einer funktionalen Programmiersprache kann beispielsweise eine if-Struktur
als Parameter einer Funktion auftreten, was in den meisten prozeduralen Sprachen
nicht moglich ist.2
Ziel der source-to-source-Transformationen ist es, die Anzahl solcher ,,unerlaub-
ter" Funktionsapplikationen zu minimieren. Im Ergebnis entsteht ein Quellprogramm
der Form
1Eine generelle Behandlung der partiellen Funktionsapplikationen auf diese Art ist nicht
moglich, da es statisch nicht entscheidbar ist, ob es sich um eine partielle Funktionsapplikation
handelt.
2In C gibt es einige Moglichkeiten einer solchen Parametrisierung. Unser Ziel ist aber eine
moglichst allgemeine Transformation zu denieren.








 Jede Funktionsapplikation (app f x1 ... xn) in den Ausdrucken e1 ... en, e hat
an der Stelle der Funktion f eine Variable (also keine anderen Funktionsappli-
kationen, if-, let- und letrec-Konstruktionen). Die Parameter x1 ... xn durfen
keine if-, let- und letrec-Konstrukte sein.
 Die Ausdrucke e1, e2, ..., en konnen mit Parametern unterversorgte Funkti-
onsapplikationen sein, aber sie konnen nicht solche Funktionsapplikationen als
Unterausdrucke enthalten. Der Ausdruck e sowie jeder Unterausdruck von e
konnen keine derartigen Funktionsapplikationen sein.
 Die Ausdrucke e1, e2, ..., en und e sind keine let- bzw. letrec-Konstruktionen,
und der Ausdruck e darf auch keine if-Konstruktion sein. Das gilt auch fur
alle innerhalb der Ausdrucke e1, e2, ..., en und e liegende let- und letrec-
Konstruktionen.
 Jede if-Konstruktion in den Ausdrucken e1, e2, ..., en und in dem Ausdruck
e kann an der Stelle des Booleschen Ausdrucks keine let-, letrec- bzw. if-
Konstruktion haben.
Einige der einbezogenen Transformationen stammen aus [San95] (Regeln 3, 4, 7,
8 9, 10), wahrend andere von uns speziell fur unser Transformationssystem entwickelt
worden sind (Regeln 1, 2, 6, 5, 11). Santos [JeS94, San95] betrachtet seine Trans-
formationsregeln aus der Sicht einer eektiven Implementation der nicht-strikten
Sprache Haskell. Wir haben diejenigen Regeln ubernommen, die auch fur unsere
Zwecke (Implementation einer strikten Sprache) nutzbar sind.
An einigen Stellen werden neue Variablen eingefuhrt. Sie beginnen mit dem
Zeichnen ,,$". Daruber hinaus soll in einigen Transformationen wegen der Anderung
des Geltungsbereiches von let- und letrec-Ausdrucken eine Variablenumbenennung
durchgefuhrt werden.
Geben wir nun die Menge der Transformationen an:
1. Transformation von Funktionsapplikationen, deren Funktion uber
eine andere Funktionsapplikation ermittelt wird
Falls eine Funktion als Ergebnis eine andere Funktion liefert, kann eine Funk-
tionsapplikation durch Verkettung von Funktionsapplikationen erfolgen (die
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gelieferte Funktion kann gleich angewendet werden). Solche Verkettung wird
folgendermaen transformiert:





$F = app fun rea param11 ::: rea param1k
in app $F rea param1 rea param2 ::: rea paramn
Falls es sich um eine nicht rein-funktionale Programmiersprache handelt, so
ist es bei dieser Transformation wichtig, da ein call-by-value-Modell des Typs
links-nach-rechts zugrunde liegt.
Im rechts-nach-links-Modell ist die Transformation bei Einbeziehung von pro-
zeduralen Sprachelementen inkorrekt (die Reihenfolge der Berechnung wird
mit der Transformation geandert).
Bei einer rein funktionalen strikten Sprache, spielt der Berechnungstyp (links
nach rechts oder umgekehrt) keine Rolle. Die Transformation ist korrekt in bei-
den Modellen (das globale Terminierungsverhalten ist fur die beiden Modelle
gleich).
Die von uns denierte Quellsprache FQ ist rein-funktional.
Die Korrektheit der Transformation bzw. Berechungsstrategie haben wir wegen
der Erweiterungsmoglichkeiten der Sprache mit nicht-funktionalen Elementen
diskutiert.
2. Transformation von partiell parametrisierten Funktionsapplikatio-
nen (undersaturated function applications)
Die Transformation lautet:





$F = app fun rea param1 rea param2 ::: rea paramk
in $F
Die Transformation wird nur dann durchgefuhrt, wenn die Funktion fun mit
Parametern unterversorgt (undersaturated) ist. Mit dieser Transformation wer-
den derartige Funktionsapplikationen in einem letrec-Block geschachtelt. Die-
jenigen Funktionsaufrufe, die schon innerhalb eines letrec-Blocks liegen und
als Denitionen einer Variablen auftreten, werden nicht transformiert.
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Nach dieser Transformation wissen wir, da alle undersaturated Funktionen in-
nerhalb eines letrec-Blocks vorkommen. Das erleichtert die weitere Erzeugung
des prozeduralen Zielcodes. Die Transformationsregel behandelt nur partielle
Applikationen, die statisch erkannt werden konnen. Partielle Funktionsappli-
kationen, die nicht statisch erkannt werden konnen, sind mit unserem Algo-
rithmus nicht ubersetzbar.
3. Das Herausziehen von let und letrec aus einer Funktionsapplikation
Mit dieser Transformation wird eine Funktionsapplikation, deren Funktion
durch einen let- bzw. letrec-Block deniert ist, transformiert. Fur letrec-
Konstrukte sieht die Transformation folgendermaen aus:







Falls in binds eine in den Argumenten (args) auftretende Variable als linke
Seite einer Denition vorkommt, soll eine entsprechende Umbenennung der
Variablen durchgefuhrt werden. Auf die gleiche Weise werden auch die Funk-
tionsapplikationen, deren Funktion durch einen let-Block deniert ist, behan-
delt.
Die Transformation ist in [San95] (Abschnitt 3.4.1) ausfuhrlich analysiert.
Falls in einer Transformation let- und letrec-Blocke auf die gleiche Art und
Weise behandelt werden, bezeichnen wir im folgenden die auf der linken Seite
aufgetretenen und auf die gleiche Art und Weise zu behandelnden let- und
letrec-Blocke mit
let(rec).
4. Das Herausziehen von if-Konstruktionen aus Funktionsapplikatio-
nen
Die Transformation ist ahnlich der Transformation der mit let- und letrec-
Blocken denierten Funktionsapplikationen:
app (if a then b else c) args
 ! if a then (app b args) else (app c args)
Die Transformation ist in [San95] in Abschnitt 3.5.1 beschrieben.
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5. Das Herausziehen von let- und letrec-Blocken aus Argumentenposi-
tionen von Funktionsapplikationen
Mit dieser Transformation werden die Argumente einer Funktionsapplikation,
die als let- bzw. letrec- Blocke deniert wurden, herausgezogen:













in app fun rea param1 rea param2 ::: exp ::: rea paramn
Bem.: Der Einubereich der Bindungen binds, ursprunglich auf exp beschrankt,
erweitert sich nach der Transformation auf Ausdrucke rea param1 ... rea paramn.
Falls eine Variable auf der linken Seite einer Denition in binds auftritt, die
auch in einem der Ausdrucke rea param1 ... rea paramn vorkommt, mu sie in
binds und exp einen neuen Namen bekommen.
6. Das Herausziehen von if-Konstrukten aus Argumentenpositionen
von Funktionsapplikationen
Eine mit einer if-Konstruktion parametrisierte Funktionsapplikation wird fol-
gendermaen transformiert:
app fun rea param1 rea param2 ... (if a then b else c) ... rea paramn
 ! if a then (app fun rea param1 rea param2 ... b ... rea paramn)
else (app fun rea param1 rea param2 ... c ... rea paramn)
Die Transformation vergroert den funktionalen Code. In unserem Modell ist
sie wegen der Annaherung an die prozedurale Form des Programms notwendig.
7. Das Herausziehen von let und letrec aus dem Denitionsbereich einer
anderen let- bzw. letrec-Konstruktion
Bei der Transformation werden die Variablengeltungsbereiche von zwei let(rec)-
Konstruktionen zusammengesetzt (solche Transformation in einer nicht strik-
ten funktionalen Sprache wurde in [San95], Abschnitt 3.4.2 analysiert):
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let(rec)
bindsv












Bem.: Der Einubereich der Bindungen binds1, ursprunglich auf E1 beschrankt,
erweitert sich nach der Transformation auf bindsn und E. Im Koniktfall
mussen deshalb Variablen umbenannt werden, d. h. falls eine Variable auf
der linken Seite einer Denition in binds1 auftritt, die auch in bindsn oder E
vorkommt, mu sie in binds1 und E einen neuen Namen bekommen.
8. Das Herausziehen von let und letrec aus dem Ausdruck einer anderen
let- bzw. letrec-Konstruktion
Diese Transformation wird in der Theorie der Implementation funktiona-
ler Sprachen als eine Transformation, die den nicht-strikten Sprachen ,,nichts
bringt", bewertet, wenn es sich um die Ezienz des Programms handelt (siehe
[San95], Abschnitt 3.4.4). Bei unserem Translator wird die Transformation u.a.












Kommen in binds und binds1 gleiche Variablen vor, soll eine entsprechende
Variablenumbenennung durchgefuhrt werden.
9. Das Herausziehen von if aus dem Ausdruck von let und letrec
let(rec)
binds






$F = if a then b else c
in $F
Diese Transformation ist spezisch fur unseren Translator.
10. Das Herausziehen von let und letrec aus if
In [San95] ist diese Transformation in Abschnitt 3.4.3. beschrieben. Anstatt
den if-Ausdruck als Ergebnis von let bzw. letrec direkt zu liefern, erfolgt bei
uns eine Benennung dieses Ausdrucks:














$F = if E then b else c
in $F
11. Das Herausziehen einer if-Konstruktion aus einer anderen if-Konstruktion
Falls der Boolesche Ausdruck einer if-Konstruktion eine andere if -Konstruktion
ist, wird folgende Transformation durchgefuhrt:







$F = if a then b else c
in if $F then d else e
Hiermit haben wir alle source-to-source-Transformationen unserer Quellsprache
angegeben. Denieren wir nun, wie die Transformationen angewendet werden.
Jede Transformation hat ihre Prioritat. Die Prioritat der Transformationen wird
mit ihrer Reihenfolge deniert. Die grote Prioritat hat die Transformation 1 und
die kleinste die Transformation 11. Der Algorithmus zur Anwendung der Transfor-
mationen lautet:
1. Wahle Unterausdrucke aus, die einer linken Seite einer Transformationsregel
entsprechen (ubliches Top-down-left-to-right-Pattern Matching).
2. Wende diejenige Transformationsregel auf einen der ausgewahlten Unteraus-
drucke an, die die hochste Prioritat hat. Falls mehrere Transformationsregeln
mit der hochsten Prioritat existieren, so wird der am weitesten links stehende
Unterausdruck zuerst ersetzt.
Die Schritte 1 und 2 sollen durchgefuhrt werden, solange es im Quellprogramm
solche Unterausdrucke gibt, die der Form der linken Seite einer beliebigen Transfor-
mationsregel entsprechen.
3.3.4 Ubersetzung des funktionalen Quellprogramms in die
prozedurale Zwischensprache
In diesem Abschnitt werden die Transformationsregeln fur die weitere Ubersetzung
des funktionalen Quellprogramms in die prozedurale Zwischensprache QTTZ ange-
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geben. Wir haben eine Funktion
Trans : FQ  ! QTTZ
zu denieren, die alle Ausdrucke der eingeschrankten funktionalen Sprache FQ (nach
Lambda-Lifting und source-to-source-Transformationen innerhalb der Quellsprache)
in prozedurale Programme aus QTTZ uberfuhrt.
Dabei denieren wir Trans mit Hilfe einer 7-stelligen rekursiven Funktion T, mit
der schrittweise elementare Transformationsschritte vorgenomen werden:
T(fun, FP, E, Te, He, Hv, Hp)
Die Argumente von T haben folgende Bedeutung:
 fun - Name der Funktion, die durch die Funktion T erzeugt wird
 FP - Liste der formalen Parameter der zu erzeugenden Funktion
 E - Liste, wobei Listenelemente zu ubersetzende funktionale Ausdrucke und
Schlusselworte der Sprache QTTZ darstellen
 Te - in diesem Parameter wird der Programmteil des resultierenden QTTZ-
Programms schrittweise akkumuliert (das ist eine Liste)
 He - Liste, in der die fur die kommenden Wertzuweisungen notwendigen Va-
riablen (linke Seiten der kommenden Wertzuweisungen) akkumuliert und nach
der Wertzuweisung wieder gestrichen werden
 Hv - akkumuliert alle im Programm (als Liste) vorkommenden Variablen
 Hp - Liste, in der alle Prozeduren (Funktionen) der Zielsprache akkumuliert
werden
Die globale Transformationsfunktion Trans wird dabei mit Hilfe von T wie folgt
deniert:
Trans(e) = T(Prog, [], e, [], [], [], [])
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wobei e ein (eingeschrankter) funktionaler Ausdruck aus FQ und Prog ein fester
reservierter Name fur das Hauptprogramm ist.
Bei der Denition der Ubersetzungsfunktion werden folgende Listenoperationen
verwendet:
 ,,:" - Listenkonstruktor: a:L erzeugt eine Liste mit dem ersten Element a und
der Restliste L. Mit [a1, a2, ... , an] bezeichnen wir die Liste a1:a2: ... an:[]. []
ist dabei die Bezeichnung fur die leere Liste.
 ,,n" - Lna liefert eine Liste, die gleich der Liste L ohne das Element a ist (alle
Vorkommen von a werden gestrichen). Falls a der Liste L nicht angehort, wird
die Liste L geliefert.
 reverse - die ubliche Funktion zum Umdrehen einer Liste.
 atten - Funktion, deren Argument eine Liste (deren Elemente Listen und
Atome sind) ist und als Ergebnis die Liste aller in der Argument-Liste vor-
kommenden Atome in ungeanderter Reihenfolge liefert (die Funktion annuliert
die Listenverschachtelung).













:E, Te, He, Hv, Hp)
 ! T(fun, FP, ASS:e1: ... :ASS:en:e:E,Te, a1: ... an:He, a1: ... an:Hv, Hp)
Mit der Transformationregel werden die Variablen a1 ... an in die Liste He
aufgenommen und ,,warten" darauf, da die Ausdrucke e1 ... en compiliert
werden. Nach der Compilation von e1 ... en wird der Code der prozeduralen
Zwischensprache fur die Zuweisung der Werte der compilierten Ausdrucke e1
... en an die Variablen a1 ... an erzeugt. Da die Variablen a1 ... an in der
prozeduralen Zielsprache auch deklariert werden sollen, werden sie ebenfalls
in die Liste Hv aufgenommen. Auf die gleiche Art und Weise werden let-
Konstruktionen behandelt.
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2. T(fun, FP, ASS:(x1:::xn.e):E, Te, a:He, Hv, Hp)
 ! T(fun, FP, E, Te, He, Hvna, T(a, [x1; :::; xn], e, [], [], [], []):Hp)
Der Variablen a soll der Wert eines Lambda-Ausdrucks zugewiesen werden.
In der prozeduralen Sprache entspricht das einer Funktionsdenition. Die Va-
riable a wird aus der Liste der Variablen gestrichen und die entsprechende
Funktion, deren Name ,,a" ist, und deren formale Parameter x1 ... xn sind,
wird deniert.











:E, Te, a:He, Hv, Hp)
 ! T(fun, FP, ASS:e1:...:ASS:en:ASS:e:E, Te, a1:...an:a:He, a1:...an:Hv, Hp)
Auf die gleiche Art und Weise ubersetzen wir let-Konstruktionen im o.g. Kon-
text.
Falls einer Variablen a der Wert einer let- bzw. letrec- Konstruktion zugeord-
net werden soll, sollen die Bindungen von let bzw. letrec durchgefuhrt werden
und daran anschlieend die Bindung der Variablen a an den Ausdruck von let
bzw. letrec.
4. T(fun, FP, ASS:(if cond then thenopt else elseopt):E, Te, a:He, Hv, Hp)
 ! T(fun, FP, IF:cond:THEN:ASS:thenopt:ELSE:ASS:elseopt:ENDIF:E, Te,
a:a:He, Hv, Hp)
Falls einer Variablen der Wert eines bedingten Ausdrucks zugewiesen werden
soll, wird die entsprechende if-Konstruktion compiliert, und der Variablen a
werden die then bzw. else-Kanten zugewiesen.
5. T(fun, FP, (if cond then thenopt else elseopt):E, Te, He, Hv, Hp)
 ! T(fun, FP, IF:cond:THEN:thenopt:ELSE:elseopt:ENDIF:E, Te, He, Hv,
Hp)
Hier wird das funktionale if in das prozedurale IF ubersetzt.
3.3 Eine Quelltexttransformation fur funktionale Ausdrucke 65
6. T(fun, FP, ASS:(app f arg1 ... argk):E, Te, a:He, Hv, Hp)
 ! T(fun, FP, ASS:arg1: ... :ASS:argk: ASS:( x1 ... xn k.(app f astack1 ...
astackk x1 ... xn k)):E, Te, astack1 ... astackk :a:He, astack1 ... astackk:Hv, Hp)
falls f eine n-stellige Funktion ist und k<n.
Die Transformation ubersetzt die Zuweisung des Wertes einer partiellen Funk-
tionsapplikation an eine Variable. Die mit k Parametern aufgerufene n-stellige
Funktion (n>k) liefert eine (n-k)-stellige Funktion. Die neue Funktion wird
durch eine Lambda-Abstraktion deniert. In der prozeduralen Zielsprache wird
an dieser Stelle der Code fur die Speicherung der Argumente der Funktion er-
zeugt (die mit stack bezeichneten Variablen werden bei der Erzeugung des
Zielcodes in einer prozeduralen Sprache besonders behandelt). Die genaue Be-
schreibung des Verfahrens geben wir nach der Denition der Ubersetzungs-
funktion.
7. T(fun, FP, (app f arg1 ... argn):E, Te, He, Hv, Hp)
 ! T(fun, FP, APP:f:ARG:arg1 ... ARG:argn:ENDAPP:E, Te, He, Hv, Hp)
Eine ,,normale" Funktionsapplikation der funktionalen Quellsprache wird in
eine Funktionsapplikation der prozeduralen Zielsprache ubersetzt.
8. T(fun, FP, ASS:e:E, Te, v:He, Hv, Hp)
 ! T(fun, FP,e:E, v:ASS:Te, He, Hv, Hp)
In dieser Situation soll der Code fur die Zuordnung des Wertes eines Ausdrucks
(e) an eine Variable (v), die der Kopf der Liste He ist, erzeugt werden. Die
Variable und das Schlusselwort (ASS) werden in die Liste Te aufgenommen.
Danach wird der Ausdruck e ubersetzt, und anschlieend wird er auch in
die Liste Te aufgenommen. Damit wird die Zuweisung in der Sprache QTTZ
vollendet.
9. T(fun, FP, ord:E, Te, He, Hv, Hp)
 ! T(fun, FP, E, ord:Te, He, Hv, Hp)
Diese Transformation wird angewendet, falls ord 2 P [ C [ V.
Dabei haben die o.g. Bezeichner folgende Bedeutung:
P - Menge der Schlusselworte der Sprache QTTZ
C - Menge der Konstanten des von uns denierten erweiterten Lambda-Kalkuls
V - Menge der Variablen.
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Wenn die zu ubersetzende Konstruktion eine Konstante, Variable oder ein
QTTZ-Schlusselwort ist, wird sie einfach in der Liste Te abgelegt.
10. T(fun, FP, [], Te, He, Hv, Hp)
 ! atten([PROC, fun, ARGS, FP, VARS, Hv, Hp, BEGIN, reverse(Te),
ENDPROC])
Der zu ubersetzende funktionale Ausdruck ist ,,leer". Der Name der zu er-
zeugenden Funktion ist fun, die Liste ihrer Parameter ist FP, die Liste der
Variablen ist Hv. Hp und Te sind die Listen der lokalen Prozeduren bzw. der
Programmteil. Die Teile des QTTZ-Programms werden in den entsprechenden
Bereichen abgelegt.
In der Regel 6 haben wir die speziellen Variablen mit der Bezeichnung stack ein-
gefuhrt. Bei der Erzeugung des prozeduralen Zielprogramms werden diese Variablen
folgendermaen behandelt (Regeln fur die Stackvariablen):
1. ASS:astack:expr bedeutet, da der Variablen astack der Wert expr zugeordnet
und die Variable in den Stack des Laufzeitsystems aufgenommen wird.
2. Nach dem Aufruf der Funktion, die als eine undersaturated Funktionsapplika-
tion deniert wurde, soll die Variable astack vom Stack gestrichen werden (sie
lebt nur in der Laufzeit der ihr entsprechenden Funktion).
3. Durch die partiell parametrisierte Funktion wird eine neue Funktion deniert.
Im Rumpf der neuen Funktion bendet sich ein Aufruf der Funktion, die par-
tiell parametrisiert wurde. Diese Funktionsapplikation enthalt Stackvariablen.
Vor dem Aufruf sollen alle in der Funktionsapplikation vorkommenden Varia-
blen vom Stack genommen werden. Dieses Verfahren ist nur fur die statisch
erkennbaren partiellen Funktionsapplikationen gultig.
Im Beispiel am Ende dieses Abschnitts ist konkret gezeigt, wie Stackvariablen
behandelt werden.
3.3.5 Ubersetzung von QTTZ in eine konkrete prozedurale
Sprache
Zeigen wir nun, wie ein Programm in der Sprache QTTZ in eine prozedurale Sprache
ubersetzt werden kann. Als konkrete prozedurale Sprache wird die SpracheModula-2
genommen. Ein QTTZ-Programm hat die folgende Form:
PROC Name ARGS form par1 ... form parn
VARS Var1 ... Varm
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BEGIN Code
ENDPROC
Ein derartiges QTTZ-Programm wird folgendermaen nach Modula-2 ubersetzt:
PROC Name ARGS form par1 ... form parn






PROCEDURE Name(form par1 : Type(form par1 ); :::
form parn : Type(form parn)) : Type(Name);
V AR





Die Funktion Type liefert fur jede Variable die ihr entsprechenden Typen in
Modula-2 und stutzt sich auf den Typubersetzer, der im Abschnitt 3.4 deniert
wird.
Bei der Ubersetzung der partiell parametrisierten Funktionen haben wir die
Stack-Variablen deniert. Hangt eine Funktion von Stack-Variablen ab, stellt stack ma-
nipulation den Code fur das Lesen der entsprechenden Variablen vom Stack (siehe
Abschnitt 3.3.4, Regel 6 und Regeln fur die Behandlung der Stackvariablen am Ende
des Abschnitts). Die Ubersetzungsfunktion nennen wir TM2:
TM2 : QTTZ ! Modula-2
Der Denitionsbereich der Funktion ist die Sprache QTTZ und der Wertebereich
Sprachkonstruktionen der Sprache Modula-2. Zusatzlich wird noch eine Hilfsfunkti-
on TnsM2 deniert, die eine ahnliche Semantik wie die Funktion TM2 hat. Sie wird
fur die korrekte Handhabung der Semikolons genutzt. Zeigen wir nun, wie die Kon-
strukte von QTTZ nach Modula-2 durch die Funktionen TM2 und TnsM2 ubersetzt
werden.
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IF, THEN, ELSE, ENDIF
Die Konstrukte haben ihre Aquivalente in Modula-2 und werden demnach direkt
ubersetzt:
TM2(IF e1 THEN e2 ELSE e3 ENDIF) !
IF TnsM2(e1) THEN TnsM2(e2) ELSE TnsM2(e3) END;
TnsM2(IF e1 THEN e2 ELSE e3 ENDIF) !
IF TnsM2(e1) THEN TnsM2(e2) ELSE TnsM2(e3) END
ASS
Die Zuordnung eines Wertes an eine Variable wird folgendermaen ubersetzt:
TM2( ASS x e)  ! x := TM2(e) [stack opt ;]
TnsM2( ASS x e )  ! x := TnsM2(e) [;stack opt ]
Falls die Variable x eine Stack-Variable ist, bedeutet stack opt die Aufnahme der
Variablen auf dem Stack. Zum Beispiel:
TnsM2( ASS astack e )  ! astack := TnsM2(e) ; Push(Stack, astack)
wobei Stack der globale Variablenstack des erzeugten Programms ist.
APP, ARG, ENDAPP
Die Ubersetzung der Funktionsapplikationen der Sprache QTTZ in Modula-2 lautet:
TM2(APP fun ARG arg1 ARG arg2 ... ARG argn ENDAPP)  !
TnsM2(fun)( TnsM2(arg1), TnsM2(arg2), ..., TnsM2(argn));
TnsM2(APP fun ARG arg1 ARG arg2 ... ARG argn)  !
TnsM2(fun)( TnsM2(arg1), TnsM2(arg2), ..., TnsM2(argn))
Bezeichner und Spezialzeichen




Dabei ist bss ein Bezeichner bzw. Spezialzeichen.
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Zeigen wir nun ein Beispiel der Ubersetzung eines funktionalen Programms nach
(QTTZ) und den daran anschlieend erzeugten Code in Modula-2.
Beispiel




let plusfun = x y:app+x y
in (app plusfun 10)

20
Da es im Programm keine Lambda-Abstraktionen als Unterausdrucke gibt (sie erscheinen nur
als rechte Seiten der Variablendenitionen von let-Konstruktionen), werden die source-to-source-
Transformationen gleich durchgefuhrt. Wir bezeichnen die Transformationsschritte mit dem Num-
mer der entsprechenden source-to-source-Transformation.
app

let plusfun = x y:app+x y







let plusfun = x y:app+x y
in
0










letrec plusfun = x y:app+x y
$F =

letrec $f = app plusfun 10
in $f






letrec plusfun = x y:app+x y
$f = app plusfun 10
$F = $f
in app $F 20
1
CCA3
Das mit source-to-source-Transformationen ermittelte Programm wird nun mit der denierten
Ubersetzungsfunktion Trans in die prozedurale Zwischensprache ubersetzt. Hier beziehen wir die




letrec plusfun = x y:app+x y
$f = app plusfun 10
$F = $f








letrec plusfun = x y:app+x y
$f = app plusfun 10
$F = $f




775, [], [], [], [])
3Falls die source-to-source-Transformationen in einer anderen Reihenfolge angewendet worden waren, konnte
das Zielprogramm einfacher sein:
app

let plusfun = xy:app+xy






letrec plusfun = x y:app+xy




letrec plusfun = xy:app+x y
$F = app plusfun 10
in app $F 20
!
.
Die Optimierung der Menge der source-to-source-Transformationen wird hier nicht analysiert.
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1
! T( Prog, [] , [ASS,( x y . app + x y),ASS,(app plusfun 10),ASS,$f,(app $F 20)], [], [plusfun,$f,$F],
[plusfun,$f,$F], [])
2
! T( Prog, [] , [ASS,(app plusfun 10),ASS,$f,(app $F 20)], [], [$f,$F], [$f,$F], [T1])
wobei T1 = T( plusfun, [x,y], [(app + x y)], [], [], [], [])
6
! T( Prog, [] , [ASS,10,ASS, ( x. app plusfun astack x),ASS,$f,(app $F 20)], [], [astack,$f,$F],
[astack,$f,$F], [T1])
8;9
! T( Prog, [] , [ASS,( x. app plusfun astack x),ASS,$f,(app $F 20)], [10,astack,ASS], [$f,$F],
[astack,$f,$F], [T1])
2
! T( Prog, [], [ASS,$f,(app $F 20)], [10,astack,ASS], [$F], [astack,$F], [T2,T1])
wobei T2 =T( $f, x, [app plusfun astack x], [], [], [], [])
8;9
! T( Prog, [], [app $F 20], [$f,$F,ASS,10,astack,ASS], [], [astack,$F], [T2,T1])
7
! T( Prog, [], [APP,$F,ARG,20,ENDAPP], [$f,$F,ASS,10,astack,ASS], [], [astack,$F], [T2,T1])
9(5x)




wobei T1 = ([PROC,plusfun,ARGS,x,y,VARS,BEGIN,APP,+,ARG,x, ARG,y,ENDAPP,ENDPROC])
und T2 = ([PROC,$f,ARGS,x,VARS,BEGIN,APP,plusfun,ARG, astack,ARG,x,ENDAPP,ENDPROC])




Die abschlieende Ubersetzung in Modula-2 (vereinfacht) ergibt:














Top(S, Astack); (* Stackvariable-Regel 3 *)
RETURN plusfun(Astack, x)
END dollarf;







Push(S, Astack); (* Stackvariable-Regel 1 *)
dollarF := dollarf;
Prog := dollarF(20) ;
Pop(S); (* Stackvariable-Regel 2 *)
WriteInt(Prog, 4);
END beispiel1.
In diesem Abschnitt haben wir einen Transformationsalgorithmus fur die Uber-
setzung einer strikten funktionalen Sprache in eine prozedurale Sprache deniert.
Im Anhang B ist die Transformation mehrerer Beispielprogramme angegeben.
Im folgenden Abschnitt wird eine Moglichkeit der Ubersetzung funktionaler Pro-
gramme mit einer nicht-strikten Auswertung analysiert.
3.3.6 Erzwungene und verzogerte Evaluation
In diesem Abschnitt werden die grundlegenden Begrie der Auswertungsstrate-
gie erlautert und eine Moglichkeit der Realisierung einer verzogerten Verarbeitung
unendlicher Listen in Modula-2 vorgestellt. Auf ahnliche Art und Weise ware es
moglich, uber die Verarbeitung unendlicher Listen hinausgehende Modelle der lazy
evaluation im prozeduralen Modell zu realisieren. Fur eine generelle Realisierung
der Evaluation im prozeduralen Modell wird die im Kapitel 5 dargestellte Technik
empfohlen.
Das in diesem Abschnitt angegebene Verfahren ist aus der Literatur bekannt
[BN89, GP84, MB97] und stellt haug einen Teil des Laufzeitsystems eines Compi-
lers einer funktionalen Programmiersprache dar. Wir nutzen das Verfahren in einem
anderen Zusammenhang, in dem wir es an die Bedingungen der direkten Uberset-
zung in eine prozedurale Sprache anpassen.
Strikte und nicht-strikte Funktionen
Denieren wir zunachst die Eigenschaft der Striktheit von Funktionen. Dabei ver-
wenden wir die spezielle Notation ? fur einen Ausdruck, dessen Evaluation nicht
terminiert.
Denition. Eine einstellige Funktion ist strikt genau dann, wenn:
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f ? = ?.
Es ist nun leicht, die Denition auf Funktionen mit mehreren Argumenten auszu-
dehnen. Sei g eine Funktion mit n Argumenten (n>1). Die Funktion g ist strikt in
ihrem k-ten Argument genau dann, wenn:
g arg1 arg2 .. argk 1 ? argk+1 .. arga = ?.
Wenn eine Funktion nicht-strikt ist, so wird sie als lazy bezeichnet.4
Auswertungsstrategien
Bei funktionalen Sprachen gibt es zwei grundlegende Strategien der Auswertung:
1. Strikte Auswertung (leftmost-innermost, call-by-value, application order re-
duction, eager evaluation):
Die Argumente einer aufgerufenen Funktion werden ausgewertet, bevor die
Abbildungsvorschrift der Funktion angewendet wird .
2. Nicht-strikte Auswertung (leftmost-outermost, call-by-name, normal order
reduction):
Die Abbildungsvorschrift der Funktion wird ausgewertet, bevor die Argumente
der Funktion ausgewertet werden.
Geben wir als Beispiel die Funktion zweimal an, die folgendermaen deniert ist5:
zweimal :: Int->Int
zweimal x = x+x
Im strikten Auswertungsmodell wird der Funktionsaufruf zweimal (5+5) folgender-
maen berechnet:
4Diese Terminologie ist nicht vollig korrekt, weil lazy evaluation eine Auswertungsstrategie fur
die Implementation der nicht-strikten Semantik einer Programmiersprache ist.
5Hier wird die Haskell-Syntax benutzt. Die Denition der Funktion zweimal ist einfach und wird
nicht weiter erlautert.





Zunachst werden die Argumente der Funktion zweimal berechnet. Danach wird die
Funktion selbst angewendet.





In einem nicht-strikten funktionalen Modell wird nur das berechnet, was ,,not-
wendig ist". In diesem Beispiel kommt ein Nachteil dieser Strategie zu Vorschein:
Ausdrucke mussen u. U. mehrmals (z. B. (5+5)) berechnet werden.
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Diese optimierte Auswertungsstrategie heit call-by-need oder lazy evaluation. Die
call-by-name und lazy evaluation Auswertungen sind besonders nutzlich bei der Er-
zeugung unendlicher Datenstrukturen (Listen).
In der Abbildung 3.4 ist eine funktionale Denition der Liste der naturlichen
Zahlen und der Aufruf einer Funktion, die das zehnte Element der Liste zuruckgibt,
angegeben. Dieses Programm verlangt eine nicht-strikte Verarbeitung. Die Listen,
die eine nicht-strikte Auswertung fordern, nennen wir nicht-strikte Listen.6
Abbildung 3.4: Beispiel der Denition einer unendlichen Liste
nat :: Int -> [Int]
nat n = n : nat (n+1)
nthel :: Int -> [a] -> a
nthel n (x:xs) = if n==1 then x else nthel (n-1) xs
main = nthel 10 (nat 1)
Die unendlichen Listen verdienen bei den funktionalen Programmiersprachen be-
sondere Aufmerksamkeit, weil viele funktionale Konzepte wie z. B. rein-funktionale
Ein- und Ausgabe oftmals durch diese Listen bzw. Strome (engl. streams) realisiert
werden.
Im folgenden wird die Moglichkeit der Implementation der nicht-strikten Listen
im prozeduralen Programmodell analysiert.
Unendliche Listen im prozeduralen Modell
Die in der Abbildung 3.4 angegebene Funktion nat ist im prozeduralen Modell wegen
der dortigen strikten Auswertung auf diese Art und Weise nicht denierbar. Die Im-
plementation unendlicher Listen im prozeduralen Programmodell mu auf anderen
Grundprinzipien aufbauen:
 Die Konstruktion einer unendlichen (,,tragen") Liste mu unterbrochen wer-
den, obwohl die Liste, die im Moment der Auswertung konstruiert wird, noch
nicht vollstandig ist (die fur die Liste wichtigen Angaben mussen gespeichert
werden).
6Genauer gesagt, handelt es sich um unendliche Listen.
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 Bei der Bearbeitung der generierten ,,tragen" Liste mu in Betracht gezo-
gen werden, da die Liste nicht ausgewertet wurde. Vor den entsprechenden
Listenoperationen (z. B. head, tail) mussen benotigte Elemente der Liste aus-
gerechnet werden.
Denieren wir nun Funktionen, Prozeduren und Datenstrukturen fur eine solche
Behandlung von Listen. Diese Komponenten gehoren zu den grundlegenden Teilen
des Laufzeitsystems eines Compilers einer funktionalen Sprache.
Laufzeitsystem fur die Listenbearbeitung
Bei unserer Implementation unendlicher Listen im prozeduralen Programmodell
besteht die Hauptidee darin, die Listenberechnung zu unterbrechen und den Be-
rechnungszustand abzuspeichern. In der nachsten Situation, in der die nicht fertig
berechnete Liste notwendig ist, wird das nachste Element der Liste mit Hilfe der
gespeicherten Funktion und der Argumente ausgerechnet.
In der Abbildung 3.5 ist eine fur die unendlichen Listen geeignete Struktur dar-
gestellt. Ihren Konstruktor $ nennen wir Lazy Node.




Funktion - Funktion, mit der der Rest der Liste ausgewertet wird
Argumente - Argumente der Funktion
$ - Konstruktor der Struktur
Fur die dargestellte Datenstruktur der Listenreprasentation mussen wir noch
die Menge der Funktionen fur die Listenbearbeitung denieren. Die notwendigen
Funktionen sind:
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 PROCEDURE HeadSE(L: SExp): SExp;
Funktion, die der Funktion Head entspricht,
 PROCEDURE TailSE(L: SExp): SExp;
Pendant fur die Funktion Tail,
 PROCEDURE ConsSE(Car: SExp; Cdr: SExp): SExp;
Funktion fur die ubliche Funktion Cons einer funktionaler Sprache,
 PROCEDURE NewLazySE(Fun: ADDRESS; Arg: SExp): SExp;
Funktion fur die Erzeugung von Lazy Node,
 PROCEDURE EvalLazy(VAR LazyList: SExp);
Prozedur fur die Auswertung von Lazy Node,
 PROCEDURE LazyHeadSE(L: SExp): SExp;
Funktion, die der Funktion Head entspricht und das Verfahren fur die Berechnung
von Lazy Node enthalt,
 PROCEDURE LazyTailSE(L: SExp): SExp;
,,Lazy"-Pendant fur die Funktion Tail,
 PROCEDURE LazyConsSE( Car: SExp; VAR CdrFun: ARRAY OF BYTE; VAR
CdrArgs: ADDRESS): SExp;
Entsprechende Funktion fur die ubliche Funktion Cons,
SExp ist dabei der Typ, der der inModula-2 implementierten Datenstruktur der
Listen entspricht. Bei der Erzeugung von Lazy Node mussen die Funktion und ihre
Argumente bekannt sein. Die Funktion NewLazy gibt eine Struktur zuruck, die der
Struktur in der Abbildung 3.5 entspricht.
Die Auswertung von Lazy Node bedeutet die Anwendung der Funktion auf die
Argumente, die in der Struktur gespeichert wurden und die Erzeugung eines neuen
Knotens - des Ergebnisses der Auswertung (EvalLazy).
Bei der Bearbeitung einer Liste (mit Head und Tail) ist es notwendig, zunachst
zu uberprufen, ob die Liste ein Lazy Node ist, und den Knoten vor dem Zuruckgeben
des Ergebnisses auszuwerten (LazyHeadSE, LazyTailSE).
Im ganzen Mechanismus der Listenbearbeitung spielt die Konstruktion der Li-
sten eine wichtige Rolle. Bei der Technik der Implementation funktionaler Program-
miersprachen z. B. durch SK-Graph-Reduktion wird an dieser Stelle die Berechnung
der abstrakten Maschine unterbrochen und der nachste zu reduzierende Knoten des
Graphen reduziert. Bei unserer Implementation wurde dieses Verhalten durch die
Konstruktion der Liste mit Funktionen und Argumenten ohne Auswertung (die zur
unendlichen Abarbeitung des Programms fuhrt) realisiert (LazyConsSE).
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Eine Moglichkeit der Ubersetzung von force und delay - Kon-
struktionen der Sprache Scheme in Modula-2
Die Bearbeitung unendlicher Strukturen wird in Schememit Hilfe der Spezialformen
force und delay ermoglicht. Eine Ubersetzung dieser Strukturen von Scheme nach
Modula-2 kann durch Lazy Nodes realisiert werden. Wir verwenden den folgenden




(cons n (delay (odds (+ n 2))))))
(nthlazy
(lambda (n l)
(if (eqv? n 1)
(car l)
(nthlazy (- n 1) (force (cdr l)))))))
(nthlazy 5 (odds 1)))
In diesem Programm wird das funfte Element einer unendlichen Liste (Liste der
ungeraden Zahlen) berechnet. Mit delay wird die Berechnung der Liste unterbro-
chen, wahrend mit force die Berechnung der unendlichen Liste erzwungen wird (da
ein unausgewertetes Element der Liste notwendig ist). delay und force haben ex-
plizit ihre Aquivalente im schon beschriebenen System. Es handelt sich dabei um
Funktionen EvalLazyFun und NewLazySE:
PROCEDURE EvalLazyFun(LazyList: SExp): SExp;
BEGIN
EvalLazy(LazyList);






Diese Funktion ist ein funktionales Aquivalent der schon denierten Funktion Eval-
Lazy. Die zweite Funktion ist die schon beschriebene Funktion NewLazySE:












Die Funktion EvalLazyFun erzwingt die Berechnung des unausgewerteten Knotens
und gibt als Resultat den evaluierten Knoten zuruck. NewLazySE unterbricht den
nicht-strikten Ablauf des Programms ahnlich wie delay. Wir geben abschlieend




DispSE, ConSE, HeadSE,TailSE, ConsSE, QIntSE, ValIntSE, InitSE;
FROM SExpsKr3 IMPORT
SExp, FunTypePtr, FunType ;
FROM Lazy IMPORT
























OddFun := ODDS; (* ! *)
OddFunPtr := FunTypePtr(ADR(OddFun)); (* !! *)
DispSE(NTHLAZY(5, ODDS(QIntSE(1))))
END nth5.
Der Code in den Zeilen (* ! *) und (* !! *) des Hauptprogramms stellt die
Vorbereitung des Systems auf die Speicherzuordnung von Lazy Node dar.
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In diesem Abschnitt haben wir nur die Moglichkeit der verzogerten Auswertung
im prozeduralen Modell angegeben. Die Ubersetzung der Befehle delay und force
wurde nicht in dem Algorithmus eingebaut, da unsere Quellsprache ein erweiterter
Lambda-Kalkul gewesen war.
Das angegebene Verfahren realisiert keine vollstandige nicht-strikte Semantik
der Funktionen. Es handelt sich eher um eine Verzogerung der Berechnung an den
Stellen, wo eine unendliche Liste berechnet wird. Das bedeutet, da die Argumente
der Funktionsapplikation berechnet werden. Auf diese Art und Weise ist es moglich,
die Evaluation auch anderer Funktionen (nicht nur fur die Listenbearbeitung) zu
verzogern.
3.4 Behandlung der Typen
In diesem Abschnitt werden zunachst Probleme der Ubersetzung der Typen einer
einfachen funktionalen Quellsprache in die Typen einer prozeduralen Sprache dis-
kutiert.
Danach fuhren wir fur uns relevante Teile der Typtheorie funktionaler Sprachen
ein, und daran anschlieend wird ein Algorithmus fur die Ubersetzung der Typen
einer funktionalen Sprache in eine prozedurale Sprache am Beispiel einer Teilsprache
von Scheme und Modula-2 angegeben.
3.4.1 Problemstellung
Die Problematik der Ubersetzung einer dynamisch typisierten Programmiersprache
(wie z. B. Scheme) in eine statisch typisierte prozedurale Sprache (wie z. B. Modula-
2) impliziert in erster Linie das Problem der statischen Herleitung der Typen und
Typkonvertierungsoperationen, die wahrend der Laufzeit durchgefuhrt werden.
Ein Typsystem, bei dem die Typen der Variablen und Ausdrucke hergeleitet wer-
den und bei dem die zur Laufzeit durchzufuhrenden Typuberprufungs-Operationen
in den Zielcode abgelegt werden, damit die wahrend der Ubersetzung nicht kor-
rekt typisierbaren Ausdrucke als typisierbare behandelt werden konnen, nennen wir
schwaches Typsystem (engl. soft type system). Bei solchen Implementationen gewinnt
man an Ezienz bei den vom Compiler erzeugten Programmen (mit der Elimination
der zur Laufzeit auszufuhrenden Typubereinstimungsuberprufungen).
In [WC94] ist z. B. ein schwaches Typsystem fur Scheme angegeben. In [HR95]
ist beschrieben, wie die dynamisch typisierte Sprache Scheme in die statisch typisier-
te Sprache ML ubersetzt werden kann, so da die Scheme-Quellprogramme statisch
debugged werden konnen. In das Zielprogramm werden die Typkonvertierungsfunk-
tionen abgelegt. Das in [HR95] vorgestellte Typsystem ist das um 5 Regeln erweiterte
Standardtypsystem von Hindley-Milner:
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1. Typisierung der rekursiven Typen,
2. Typisierung der Applikationen der Typkonvertierungen (coercions),
3. Typisierung der Typkonvertierungsabstraktionen,
4. Typisierung der Typkonvertierungsinstanzen und
5. Typisierung der Scheme-Denitionen.
Diese Typisierung kann als eine Kombination der schwachen und dynamischen
Typisierung betrachtet werden. Das Typsystem ist einerseits schwach, weil einige
nach der Typisierung unerlaubte Ausdrucke als korrekt behandelt werden konnen.
Andererseits ist die Typisierung dynamisch, weil die zur Laufzeit auszufuhrenden
coercions in das Zielprogramm eingebaut werden. In [Jon94] ist gezeigt, wie eine nicht
getypte einfache funktionale Programmiersprache in eine explizit getypte funktionale
Programmiersprache (polimorpher Lambda-Kalkul) durch die Typinferenz ubersetzt
werden kann. In [Feh84] werden die getypten und nicht-getypten Programmierspra-
chen in ihren allgemeinen Eigenschaften verglichen.
Das zweite Problem, mit dem wir uns auseinandersetzen mussen, ist das Pro-
blem des parametrischen Polimorphismus. Der angegebene Typprufungsalgorithmus
kann in Typvariablen resultieren. Dies bedeutet, da der Ausdruck, dessen Typ der
Typvariablen entspricht, einen beliebigen Typ haben kann.
In beiden Fallen gilt: Falls ein funktionaler Ausdruck entweder polimorph ist
(d. h. sein Typ ist eine Typvariable) oder nicht korrekt getypt werden kann, wird
seinem prozeduralen Aquivalent ein universeller Typ zugeordnet. Wenn von dem
Kontext des Ausdrucks ein konkreter Typ verlangt wird, werden dann an den Stellen
Konvertierungsfunktionen aufgerufen.
Unser Typubersetzer entspricht der im Abschnitt 3.3.1 angegebenen Uberset-
zung einer funktionalen in eine prozedurale Sprache. Aufgrund des einfachen bzw.
transparenten Ubersetzungsverfahrens erfolgt die Ubersetzung der Typen der funk-
tionalen Quellsprache in die Typen der prozeduralen Zielsprache (bei uns ist das die
Sprache Modula-2) vor der Ubersetzung der funktionalen Ausdrucke in die prozedu-
rale Zwischensprache.
Die Informationen uber die Typen werden bei der Erzeugung des Zielcodes einer
konkreten prozeduralen Sprache (Modula-2) gebraucht.
Alle Standardfunktionen der funktionalen Quellsprache haben ihre prozeduralen
Aquivalente. Die Typen der Typvariablen, die als Typen der Ergebnisse bzw. Argu-
mente dieser Funktionen auftreten, werden in die den Funktionen des prozeduralen
Laufzeitsystems entsprechenden Typen ubersetzt.
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3.4.2 Typsystem, Typherleitungssystem und Typprufungs-
system
In diesem Abschnit werden die Denitionen der fur uns grundlegenden Begrie der
Typtheorie angegeben: Typsystem, Typherleitung, Typprufung.
Typsystem
Typen bezeichnen Mengen von Werten. Die Typen werden durch die folgende Gram-
matik beschrieben:
Type ::= ,  2 TypVar (Menge der Typvariablen)
j H, H 2 HTyp (Menge der Basistypen)
j  ! , ,  2 Type
Diese Syntaxdenition setzt zwei Mengen TypVar und HTyp voraus, die Bezeich-
nungen (Symbole) fur Typvariablen und Basistypen enthalten.
Ein Typsystem ist ein logisches System, mit dessen Hilfe Aussagen uber Ty-
pen bewiesen werden konnen. Ein Beweis hat die Form einer Typherleitung (type
inference), die mit Hilfe der Regeln des Typsystems realisierbar ist. Wahrend fur
eine logische Ermittlung des Typs bei der theoretischen Behandlung der Typen
in einer funktionalen Programmiersprache die Typherleitung, die durch Typregeln
durchfuhrbar ist, ausreicht, erfordert die praktische Verwendbarkeit des Typsystems
eine automatische Typherleitung. Automatische Typherleitungsysteme nennen wir
Typprufungs- bzw. Typecheckingsysteme.
Bei jedem Typausdruck, der Typvariablen enthalt, nehmen wir an, da alle Typ-





Die universelle Quantizierung erfolgt nur auf der obersten Ebene eines Typausdrucks.7
Wegen einer einfacheren Schreibweise haben wir in der Grammatik der Typen die
Typschemata nicht angegeben. Bevor wir uns den Begrien Typherleitung und Typ-
prufung zuwenden, wird noch eine wichtige Notation bei der Typherleitung deniert.
A ` e :  bedeutet: ,,Aus der Menge der Annahmen A folgt, da der Ausdruck
e den Typ  hat." Die Annahme, da die Variable x den Typ  hat, wird folgender-
7Nach dieser Bedingung sind alle Typen ach (engl. shallow), was eine wichtige Bedingung fur
die Durchfuhrung des Typprufungsalgorithmus von Milner ist [Mil78].
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maen geschrieben:
x : 
Das Hinzufugen der Annahme x :  zur Annahmemenge A, in der es keine dem Typ





bedeutet ,,Aus A kann B abgeleitet werden".
Fur die Herleitungsregeln wird noch eine Variablensubstitution angefuhrt:
[/]
Das bedeutet die Substitution der Variablen  durch die Variable  im Typausdruck
 , wobei  nicht im Bereich der universell quantizierten Variablen  vorkommt.
Zunachst erfolgt eine Erlauterung der Typherleitungsregeln von Cardelli [FH88]
und der ihnen entsprechenden Regeln des Typprufungsalgorithmus von Milner [Mil78].
Typherleitungsregeln
Die in der Abbildung 3.6 angegebenen Regeln ordnen sich in den Typprufungsalgo-
rithmus von Milner ein.
Dieses System entspricht der logischen Typherleitung, womit zum Beispiel be-
wiesen werden kann, da der Ausdruck
let f = x. (+ x 1) in f 1
einen numerischen Typ hat. Fur die automatische Typprufung soll dieser Algorith-
mus erweitert werden.
Bei der Typprufung wird ein fur die Typunikation wichtiger Satz verwendet.
Satz (Robinson, 1965): Es gibt einen Algorithmus V, der auf ein beliebiges Paar
von Ausdrucken  und  angewendet wird, so da V(, ) entweder erfolgreich ist
und eine Substitution U wie folgt liefert:
(1) U  = U  , was bedeutet, da  und  durch U uniziert werden
(2) bei einer Unikation von  und  durch R gibt es eine Substitution S, so da R
= SU
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Abbildung 3.6: Typregeln fur eine einfache funktionale Sprache-logische Version
Variablen A.x :  ` x :  [VAR]
Bedingte Ausdrucke A ` e : truval A ` e
0 :  A ` e00 : 
A ` (if ethene0elsee00) : 
[COND]
Abstraktionen A:x :  ` e : 
A ` (x:e) :  ! 
[ABS]
Applikationen A ` e :  !  A ` e
0 : 
A ` (ee0) : 
[APP]
Let-Ausdrucke A ` e
0 :  A:x :  ` e : 
A ` (letx = e0 ine) : 
[LET]
Der Fixpunkt A:x :  ` e : 
A ` (xx:e) : 
[FIX]
Generalisierung A ` e : 
A ` e : 8:
( ist keine freie Variable in A) [GEN]
Spezialisierung A ` e : 8:
A ` e : [=]
[SPEC]
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(3) U involviert nur die in  und  vorkommenden Variablen
oder ansonsten V(, ) nicht erfolgreich ist (es wird keine Substitution geliefert).
Nach diesem Satz ist U der generelle Unikator.
Beispiele:
V( ! , num ! truval) ist durch die Substitution U=[num/, truval/] erfolg-
reich.
V (! num, num ! truval) kann nicht erfolgreich sein.
V(, ) ist erfolgreich durch die identische Substitution I.
Der Typprufungsalgorithmus W von Milner
Sei A eine Menge mit Typannahmen und e ein beliebiger Ausdruck. IstW erfolgreich,
bedeutet die Gleichung
W(A,e) = (T, ),
da der Typ des Ausdrucks e  ist und T eine Substitution darstellt, bei der TA
die entsprechenden Typfestsetzungen deniert. Demnach kann diese Beziehung wie
folgt deniert werden:
(A) Wenn e eine Variable x ist, dann:
T = I und x:81:::n: 2 A,
 = [1=1]:::[n=n]
wobei fij1  i  ng neue Variablen sind.
(B) Wenn e = f g, dann:8
(R, ) = W(A, f)
(S, ) = W(RA, g)
U = V(S,  ! ).
 ist eine neue Variable.
T = USR und  = U.
8Mit f g wird eine Funktionsapplikation ohne Klammern bezeichnet.
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(C) Wenn e = if p then f else f ', dann:
(R, ) = W(A, p)
U = V(, truval )
(S, ) = W(URA, f)
(S', 0) = W(SURA, f')
U' = V(S', ').
und
T = U'S'SUR und  = U''
(D) Wenn e = x.f, dann:
(R, ) = W(A.x:, f)
wobei  eine neue Variable ist.
T = R und  = R ! .
(E) Wenn e = x x.f, dann:
(R, ) = W(A.x:, f)
U = V(R; )
wobei  eine neue Variable ist.
T = UR und  = UR.
(F) Wenn e = let x = f in g, dann:
(R, ) = W(A, f)
(S, ) = W(RA.x:', g)
wobei ' = 81:::n: und 1; :::; n freie Variablen in  sind, die in RA nicht
vorkommen.
T = SR und  = .
Beispiel
Typisierung des Ausdrucks:
let min = x.y.if ( x y) then x else y
in (min 2 3)
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Die erste zu typisierende Sprachkonstruktion ist die let-Denition (unter Verwen-
dung von Regel (F) im Algorithmus W):
W(e, A)=(T, ) T=SR, =
(R, )=W(A, x.  y. if ( x y) then x else y) = (T1 , 1) T1 = R1 ; 1 = R11 ! 1
(S, )=W(RA.min:0, min 2 3)
(R1, 1)=W(A.x:1,y. if ( x y) then x else y)
In vereinfachter Schreibweise:
A.x:1 = A
W(A ,y. if ( x y) then x else y)= (T2 ; 2) (Typregel D)
T2 = R2 , 2 = R22 ! 2
(R2, 2)= W(A.y:2,if ( x y) then x else y)
In vereinfachter Schreibweise:
A.y:2 = Ay










(R3 ; 3)= W(Ay ,  x y) = (T4; 4) T4 = U4S4R4 , 4 = U44
(R4 ; 4 ) = W(Ay ,  x )
(S4 ; 4 )= W(R4Ay ; y) = (I, 2)
U4 = V(S44; 4 ! 4)
R4 = U5 ;S4 = I ; 4 = num ! truval ; 4 = 2
W(Ay ,  x )=(T5 ; 5) (Typregel B)
T5 = U5S5R5 ; 5 = U55
(R5 ; 5 )= W(Ay ;) = (I, num ! num ! truval)
R5 = I , 5 = num! num! truval
(S5 ; 5 )= W(R5Ay ; x ) = (I ; 1 )
S5 = I , 5 = 1
U5= V(5; 5 ! 5) = V (num ! num ! truval; 1 ! 5) = (num=1; num !
truval=5)
T5 = U5 ; 5 = num! truval
Nun konnen schrittweise die Werte der Variablen R und  durch bekannte Typvariablen
ausgedruckt werden.
R4 = U5 ; 4 = num ! truval ;U4 = (num=2 ; truval=4 )
T4 = U4U5 ; 4 = truval ;R3 = U4U5 ; 3 = truval
U3 = V(3; truval) = I
(S3 ; 3 )=W(U3R3Ay ; x )=(I, num)
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(S 03 ; 
0
3 ) = W(S3U3R3Ay ; y) = (I, num)





S3 = I ;S
0
3 = I ; 3 = num; 
0
3 = num; U
0
3= V(num, num)=I
R2 = U4U5 ;T2 = R2 = U4U5 ; 2 = num; 2 = U4U52 ! num = num ! num
R1 = T2 = U4U5 ; 1 = 2 = num ! num,
T1 = R1 = U4U5 ; 1 = R11 ! 1 = num ! num ! num;R = T1 = U4U5 ,
 = 1 = num ! num ! num
Die Werte der Variablen S und  berechnen wir folgendermaen
(S ; )= W(RAy :min : 
0; min 2 3) = (T10 ; 10)
In vereinfachter Schreibweise:
Ay = Ay :min : 
0
0 = 81:::n: wobei 1:::n freie Variablen in , die nicht in RAy vorkommen, sind.
(S ; ) = W(RAy, min 2 3)= (T10 ; 10) (Regel B)
T10 = U10S10R10 , 10 = U1010
(R10 ; 10 ) = W(RAy, min 2)
(S10 ; 10 ) = W( R10RAy; 3 ) = (I, num)
U10 = V(S1010 ; 10 ! 10 )
S10 = I ; 10 = num;T10 = U10S10R10 ; 10 = U1010
(R10 ; 10 ) = W(RAy; min 2) = (T11 ; 11 ), T11 = U11S11R11 , 11 = U1111
(R11 ; 11 )= W(RAy;min) = (I, num! num! num) (Regel A)
(S11 ; 11 ) = W(R11RAy; 2 ) = (I, num) (Regel A)
Nun werden wieder unbekannte Variablen durch bekannte ausgedruckt:
U11 = V(S1111 ; 11 ! 11 )
R11 = I, 11 = num ! num ! num, S11 = I, 11 = num, U11 = (num ! num / 11),
R10 = T11 , 10 = num ! num,
U10 = V( num ! num, num ! 10),
U10 = (num=10 );T10 = U10T11 ; 10 = num;S = U10T11 ;  = num.
Das abschlieend hergeleitete Tupel des Typs des Ausdrucks ist (T, ), wobei:
T = U10T11U4U5 ;  = num.
Wir haben die aus unserer Sicht wesentlichen Begrie und Zusammenhange der
Typtheorie eingefuhrt. Der folgende Abschnitt bezieht sich auf die Probleme der
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optimalen Zuordnung der Typen an die Variablen bzw. Prozeduren der Zielsprache
bei einer Transformation zwischen funktionalen und prozeduralen Programmierspra-
chen.
Die konkrete Implementation des Verfahrens basiert auf einer Modikation des
Typprufungalgorithmus von Milner. Im folgenden denieren wir den Typubersetzer.
3.4.3 Der Typubersetzer: Modizierter Algorithmus W
Unseren Typubersetzer denieren wir durch eine Erweiterung des Algorithmus W.
Die Erweiterungen beziehen sich auf die grundlegenden Typen, die Menge der Typ-
annahmen und die Unikations- bzw. Substitutionsfunktionen. Der Typubersetzer
soll auch die Typvariablen ubersetzen. Das Verfahren dieser Ubersetzung wird auch
hier deniert.
Im folgenden werden die o.g. Komponenten des Typubersetzers beschrieben.
Grundlegende Typen
Denieren wir drei grundlegende Typen: se, truval, num (wir benden uns auf
der Ebene der prozeduralen Zielsprache) sowie einen besonderen Typ bot, der als
Indikator einer erfolglosen Typisierung genutzt wird.
Jeder Typ hat seine Prioritat: se mit der groten Prioritat, gefolgt von num und
truval, sowie bot mit der kleinsten Prioritat.
Fur die drei eingefuhrten Haupttypen unserer Sprache denieren wir folgende
,,Quasitypen":
senum, setruval, numse, truvalse
Diese Typen sind Compilerdirektiven fur die Typkonvertierung und erscheinen, wenn
im funktionalen Code Polimorphismus auftritt. Die Notation bedeutet folgendes:
senum - der Typ des funktionalen Ausdrucks ist se, aber im Kontext wird ein nu-
merischer Typ erwartet
setruval - der Ausdruck hat den Typ se, aber im Kontext wird der logische Typ
erwartet
numse - der Ausdruck hat den numerischen Typ, aber im Kontext wird der Typ se
erwartet
truvalse - der Ausdruck hat den logischen Typ, aber im Kontext wird der Typ
se erwartet. Jedem ,,Quasityp" entspricht dabei der Typ, der sich in seinem Index
bendet. Z. B. entspricht dem Quasityp setruval der Typ truval.
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Typannahmen
Die Menge der Typannahmen entspricht den tatsachlichen Gegebenheiten, auf die
sich die Typdeduktion stutzt. Eine derartige Menge wird wahrend der laufenden
Ubersetzung an die neu deduzierten Typen angepat. Zu einem Typisierungsmodell
gehoren anfanglich Typen aller Konstanten bzw. Standardfunktionen der Sprache.
In unserer Implementation gibt es drei grundlegende Typen fur die Funktionen des
Laufzeitsystems: num, truval und se (mit denen die Funktionskonstruktoren de-
niert werden konnen).
Die von uns zugrunde gelegte Quellsprache besteht aus erweiterten Lambda-
Ausdrucken.
Die in der Abbildung 3.7 vorgestellte Tabelle bietet einen Uberblick uber die
Typen der Sprachelemente der von uns betrachteten Teilsprache von Scheme. Die
Bezeichnung  steht fur einen beliebigen Typ und [] ist eine Liste, deren Elemente
einen beliebigen Typ haben konnen.
Alle in der Tabelle genannten Funktionen haben ihre Aquivalente in unserem
prozeduralen Modell, die entweder ein Sprachelement der prozeduralen Sprache sind
oder zum Laufzeitsystem des Compilers gehoren. In der Tabelle in der Abbildung 3.8
sind die prozeduralen Aquivalente der Konstanten bzw. Funktionen mit ihren Typen
angegeben. Das prozedurale Aquivalent einer Funktion f wird mit fp bezeichnet. Der
Typ se ist der Typ der S-Ausdrucke (S-Expressions).
In Modula-2 entsprechen die Typen truval und num den Standardtypen BOO-
LEAN und INTEGER. Der Typ se ist dagegen ein Typ des Laufzeitsystems, der
S-Ausdrucke (S-expressions) nachbildet. In Modula-2 sind viele der angefuhrten
Funktionen bereits Standardfunktionen: orp, andp, notp, +p, -p,*p ... Die restlichen
Funktionen werden im Laufzeitsystem deniert.
Unikation und Substitution
Der Typ eines funktionalen Ausdrucks kann auf zwei Arten ermittelt werden:
 Der ,,von auen" deduzierte Typ - the Type deduced from outside [Jon87]:
Dieser Typ ist das Resultat der Typanalyse des Ausdruckskontextes.
 Der ,,von innen" deduzierte Typ - the type deduced from inside:
Dieser Typ soll bei der Analyse des Ausdrucks ermittelt werden.
In unserem System kann es zu Unterscheidungen der Ubersetzung der zwei o.g. Ty-
pen kommen, obwohl es sich auf der Ebene der funktionalen Sprache um zwei gleiche
Typen handelt. Sei beispielsweise ein Ausdruck in der Sprache Scheme folgender-
maen deniert:
(letrec (( a (quote (1 2 3)))) (+ (car a) 1))
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Abbildung 3.7: Sprachelemente der funktionalen Quellsprache mit ihren Typen
Standardwerte #t: truval
#f: truval
Standardprozeduren eqv?: (, ) ! truval
eq?: (, ) ! truval
equal?: (, ) ! truval
pair?:  ! truval
list?:  ! truval
cons: (, []) ! []
car: [] ! 
cdr: [] ! []
null?:  ! truval
length: [] ! num
append: ([], []) ! []
reverse: [] ! []
member: (, []) ! truval
symbol?:  ! truval
or, and: (truval, truval) ! truval
not: truval ! truval
Numerische Operationen +,-,*, / : (num, num) ! num
quotient, remainder, modulo : (num, num) ! num
=, , , =, = : (num, num) ! truval
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Abbildung 3.8: Prozedurale Aquivalente der Sprachelemente der funktionalen
Quellsprache und ihre Typen
Standardwerte true: truval
false:truval
Standardprozeduren eqv?p: (se , se) ! truval
eq?p: (se, se) ! truval
equal?p: (se, se) ! truval
pair?p: se ! truval
list?p: se ! truval
consp: (se, se) ! se
carp: se ! se
cdrp: se ! se
null?p: se ! truval
listp: se ! truval
lengthp: se ! num
appendp: (se, se) ! se
reversep: se ! se
memberp: (se, se) ! truval
symbol?p: (se, se) ! truval
orp, andp: (truval, truval) ! truval
Numerische Operationen +p,-p,*p, /p : (num, num) ! num
quotientp,remainderp, modulop : (num, num) ! num
=p, p, p, =p, =p : (num, num) ! truval
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Die Operation + ist korrekt angewendet, weil a eine Liste von naturlichen Zahlen
ist. In unserem Modell ist a eine Liste, die durch den Typ se reprasentiert wird und
(car a) ein Knoten, der ebenfalls einen Typ se hat. Soll diese Struktur als eine Zahl
behandelt werden, stellt dieser Knoten eine boxed-Reprasentation der betreenden
Zahl dar, wobei Konvertierungsfunktionen aufgerufen werden. Die Ubersetzung des
Ausdrucks (+ (car a) 1) lautet:
ValIntSE(HeadSE(a)) + 1
ValIntSE ist dabei eine Konvertierungsfunktion. Demnach mu die Unikation die
eingebauten Datenstrukturen als uneingebaute Strukturen behandeln und als Ne-
beneekt die Konvertierungsfunktionen aufrufen. Das ist eine ubliche Behandlung
des Polimorphismus. Listen werden meistens bei den statischen Typsystemen funk-
tionaler Programmiersprachen auf andere Art und Weise behandelt: Eine Listen-
funktion wird als eine polimorphe Funktion deniert. Z. B. hatte die Funktion car
die folgende Funktionalitat:
car : [] ! 
Falls beispielsweise eine numerische Liste als Argument der Funktion car auftritt,
wird die Typvariable  mit dem numerischen Typ uniziert. Diese Unizierung gibt
uns Auskunft, wie die Elemente der Liste behandelt werden durfen (in unserem Fall:
als numerische Typen). Hier haben wir uns nur auf den Typ se beschrankt, weil die
Scheme-Listen Objekte verschiedener Typen sein konnen. Falls der Kontext einer
Liste einen beliebigen Typ verlangt, werden einfach die Typkonvertierungsfunktio-
nen, die aus dem Listenknoten (auf der Implementationsebene) ein Objekt dieses
Typs ,,herausnehmen", aufgerufen.
In unserem Modell werden im Fall eines polimorphen Programmverhaltens mit
Hilfe der Substitution dem Compiler durch entsprechende Direktiven die Art der er-
mittelten Politypen ubergeben. Hauptidee dabei ist die Denition der Compilerdi-
rektiven durch ,,Quasitypen", die wahrend der Typanalyse des Programms durch
Substitution produziert werden. So wird die Information uber die Konvertierungs-
funktion ValIntSE im Programmteil
ValIntSE(HeadSE(a)) + 1
durch den Quasitypen senum ermittelt, der dem Ausdruck
(car a)
entspricht.
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Nach den oben angefuhrten Voraussetzungen (Satz von Robinson) wird die Sub-
stitutionsfunktion durch einen Unikationsalgorithmus V deniert. Also:
V: Type  Type ! substitution .
Die Unikation
V(! , num ! truval)
liefert beispielsweise die Substitution
U=[num/, truval/] .
Die semantische Bedeutung einer Substitution liegt entweder darin, einer Typvaria-
blen ihre entsprechenden Typen zu ubermitteln oder eine Uberprufung der Typuber-
einstimmung durchzufuhren. Jede Typvariable bzw. jeder Typ, welche als Argumente
der Substitutionsfunktion auftreten, verfugen uber ihre entsprechenden Ausdrucke.
Unerlaubte Unikationen geben uns dabei uber die Art der Typkollisionen und Aus-
drucke Auskunft. Unser Modell verfugt uber eine solche Unikation, welche fur eine
Typanderung (Typ ! Quasityp) ursachlich ist, wobei der neue Typ (Quasityp) auf
der Ebene der Ubersetzung ein Zeichen fur den Aufruf der Konvertierungsfunktion
ist. Fur die Umsetzung unserer Idee wird folgendes deniert:
Einzelnunikationen sind Unikationen auf der niedrigsten Ebene. Beispielsweise
werden bei der Unikation
V(se ! num, num ! truval)
zwei Einzelnunikationen durchgefuhrt: ve(se, num) und ve(num,truval). Denie-
ren wir nun zwei Einzelnunikationen mit besonderer Prioritat des ersten bzw. des
zweiten Argumentes:
v1(se;num) = v(se, numse)
v1(se; truval) = v(se, truvalse)
v1(num; se) = v(num, senum)
v1(truval; se) = v(truval, setruval).
In allen anderen Fallen gilt: v1 = v.
v2(se, num) = v(senum, num)
v2(se; truval) = v(setruval, truval )
v2(num; se) = v(numse, se)
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v2(truval; se) = v(truvalse, se ).
In allen anderen Fallen gilt: v2 = v.
Die Unikationsfunktionen, denen die Einzelnunikationen v1 bzw. v2 entsprechen,
werden mit V1 bzw. V2 bezeichnet.
Aufgrund der Typenprioritat ist noch eine zusatzliche Funktion fur die Typunika-
tion erforderlich:
Vp(typ1 ; typ2 ) =
8>>>>>><
>>>>>>:
V1(typ1 ; typ2 ); falls typ1 groere Prioritat als typ2 hat;
V2(typ1 ; typ2 ); falls typ2 groere Prioritat als typ1 hat;
V(typ1 ; typ2 ); andernfalls:
Die Behandlung der Funktionen hoherer Ordnung wird im folgenden Abschnitt
beschrieben.
Ubersetzung der Typvariablen
Die Typisierung eines Ausdrucks nach dem W-Algorithmus kann auch von Typva-
riablen abhangen. Das bedeutet, da der Ausdruck keinen deduzierbaren konkreten
Typ besitzt. Typvariablen als Ergebnis der Typisierung zeigen uns den Polimor-
phismus des Ausdrucks. Wie oben ausgefuhrt, mu die Ubersetzung ein typisiertes
Programm in Modula-2 liefern. Solche Ausdrucke typisieren wir mit dem Typ se,
weil es eine Moglichkeit der Konvertierung dieses Typs in alle andere Typen gibt.





(, ) ! 
In unserem Modell wird der Typ dieser Funktion folgendermaen ubersetzt:
(se, se)! se
Auswahl des Variablentyps
Die Variablen verfugen uber keinen ,,inneren" Typ, sondern werden lediglich nach
ihrem Kontext typisiert. Unsere Idee besteht darin, die Informationen uber den Typ
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einer Variablen zu sammeln und ihr den Typ mit der groten Prioritat zuzuordnen.
Im Falle eines Substitutionskonikts wird der Variablen der Typ mit der groten
Prioritat zugeordnet, alle anderen Substitutionen, die mit dieser Typisierung nicht
ubereinstimmen, werden modiziert.
Wenn  eine Variable mit einem verschiedenartig deduzierbaren Typ und al-
phaTyp der Typ dieser Variablen mit der groten Prioritat ist, werden diejenigen
Komponenten der Substitution, die sich auf  beziehen, folgendermaen geandert:
einTyp/ ! alphaTypeinTyp/
Alle Anderungen dieser Art haben ihre entsprechenden Vorkommen dieser Variablen,
die weiter im Compilersystem mit Konvertierungsfunktionen erganzt werden.
Der Wsmc-Algorithmus
Denieren wir nun den Wsmc-Algorithmus
Wsmc(A,e) = (T, )
wobei:
(I) Wenn e eine Variable x ist, dann gilt:
T= I und x:81:::n: 2 A,
 = [1=1]:::[n=n]
wobei fij1  i  ng neue Variablen sind.
(II) Wenn e = f g, dann gilt:
(R, ) = Wsmc(A, f)
(S, ) = Wsmc(RA, g)
U = V1(S,  ! )
 ist eine neue Variable.
T = USR und  = U.
(III) Wenn e = if p then f else f ', dann gilt:
(R, ) = Wsmc(A, p)
U = V2(S, truval )
(S, ) = Wsmc(URA, f)
(S', 0) = Wsmc(SURA, f')
U' = Vp(S', ').
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Dabei gilt
T = U'S'SUR und  = U''
(IV) Wenn e = x.f, dann gilt:
(R, ) = Wsmc(A.x:, f)
 ist eine neue Variable.
T = R und  = R ! .
(V) Wenn e = x x.f, dann gilt:
(R, ) = Wsmc(A.x:, f)
U = V2(R; ).
 ist eine neue Variable, T = UR und  = UR.
(VI) Wenn e = let x = f in g, dann gilt:
(R, ) = Wsmc(A, f)
(S, ) = Wsmc(RA.x:', g)
wobei ' = 81:::n: und 1; :::; n freie Variablen in  sind, die in RA nicht
vorkommen.
T = SR und  = .
Beispiel
Ubersetzen wir den Typ des folgenden Ausdrucks:
e =  x. cons x (+ x 1)
Wsmc(A, e) = (T, ) mit T = R,  = R ! 
A = A.x: 
(R, ) = Wsmc( A, cons x (+ x 1)) = (T1, 1)
T1 = U1S1R1 , 1 = U11
(R1, 1) = Wsmc(A, cons x) = (T2, 2)
(S1, 1) = Wsmc(R1A, + x 1) = (T3, 3)
U1 = V1(S11, 1 ! 1)
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T3 = U3S3R3
(R3, 3) = Wsmc(A, + x) = (T4, 4)
T4 = U4S4R4
(R4, 4) = Wsmc(A, +)
(S4, 4) = Wsmc(R4A,1)
Alle weitere Typdeduktionen basieren auf der Typisierung der Funktionsapplikati-
on, wobei wir an dieser Stelle nur die Besonderheiten des Beispiels angeben (vgl.
Beispiel aus 3.4.2):
. . .
U4 = (num ! num ! num,  ! 4) = [num/, num ! num/4]
. . .
U2 = [se/, se ! se/2]
. . .
 = R ! 
T = R = T1 = U1U2U3U4 =
=[... num/, num ! num/4, . . . , se/, se ! se/2, . . . ]
Nach der Regel fur die Auswahl des Typs einer Variablen (bei uns ist das die Variable
x, deren Typ mit  bezeichnet ist) transformieren wir die Substitution folgenderma-
en:
[... senum/, num ! num/4, . . . , se/, se ! se/2, . . . ]
 hatte zwei deduzierte Typen - se und num. Der Typ mit der groten Prioritat ist
se, weshalb wir die Transformation
num/  ! senum/ (*)
durchgefuhrt haben.
An dieser Stelle wird im Compiler eine Konvertierungsfunktion aufgerufen. Die-
ser Typ der Variablen x entspricht der Kontextanalyse des Vorkommens der Varia-
blen x als Argument der Funktion +.
Analysieren wir noch die Substitution U1:
U1 = V1(se ! se, num ! 1)
= V(se ! se, numse ! 1) (nach der Denition von V1) (**)
Der Typ der Funktion ist: se ! se.
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Geben wir jetzt noch die transformierte Funktion in Modula-2 an:
PROCEDURE F(X: SExp): SExp;
BEGIN
RETURN ConsSE (X, QIntSE((ValIntSE(X) + 1)))
END F;
Der Aufruf der Konvertierungsfunktion ValIntSE ist durch die Substitutionstrans-
formation (*) und der Aufruf von QIntSE durch die Transformation (**) realisiert.
Wir haben gezeigt, wie der Typprufungalgorithmus von Milner fur die Erzeugung
des Zielcodes mit einfachen Typen (wenn es moglich ist) benutzt werden kann. Dazu
wurden neue Unikationsfunktionen und Substitutionen deniert. Die Zuordnung
der Typen der Variablen und Funktionen des Zielcodes ist ubereinstimmend mit den
im Kap. 3 denierten Ubersetzungsregeln und Ergebnis der Analyse des funktionalen
Quellcodes.
In [Hal94] ist z. B. beschrieben, wie die Hindley-Milners-Typinferenz zwecks Op-
timierung der Listenreprasentationen benutzt worden ist: Zwei Listenreprasentatio-
nen wurden eingefuhrt - ,, normale" und ,,optimale". Die Funktionen fur die Kon-
vertierung einer in die andere Listenreprasentation werden mit Hilfe des Systems fur
die Typinferenz aufgerufen.
In [HR95] ist ein Typsystem mit Konvertierungsfunktionen zwecks Ubersetzung
der Sprache Scheme in die Sprache ML angegeben. Im Verfahren des Einbaus der
Typkonvertierungsfunktionen wird am Anfang jeder Ausdruck des Quellprogramms
mit einer zusatzlichen Tykonvertierungsfunktion erweitert, die coercions-Signaturen
werden entsprechend der statischen Typisierungsregeln uniziert. Weiterhin wird die
bestmogliche Losung fur die (Elimination der) Aufrufe der Typkonvertierungsfunk-
tionen gesucht (durch value ow graph usw.).
3.4.4 Funktionen als Objekte erster Ordnung
In diesem Abschnitt wird das Problem der Typubereinstimmung der Ausdrucke, in
denen Funktionen als Objekte erster Ordnung erscheinen, analysiert. Falls die Funk-
tionen in einer monomorphen Form vorkommen und genauso behandelt werden, ist
es klar, da sie mit Hilfe des denierten Typubersetzungsystems korrekt ubersetzt
werden konnen. Die Typubereinstimmung der Funktionen, deren innerer Typ sich
vom aueren Typ unterscheidet, wird mit Hilfe der neu denierten semantisch aqui-
valenten typubereinstimmenden Funktionen (deren Typ in Ubereinstimmung mit
dem Typ ihres Kontextes ist) erreicht. Daruber hinaus mu die Ordnung jeder Funk-
tion statisch ableitbar sein, d. h. die Typvariablen in den Funktionstypen werden
mit Basistypen uniziert. Betrachten wir das folgende funktionale Programm:
(define zweimal






(define main (zweimal plusplus 3))
Der Typ der Funktion zweimal ist:
(! , ) ! 
Die Funktion plusplus ist monomorph und wird als Argument der (polimorphen)
Funktion zweimal verwendet.
Nach unserem Algorithmus wird der Typ der Funktion zweimal folgendermaen
ubersetzt:
(se ! se, se) ! se
Der Aufruf der Funktion zweimal mit der Funktion plusplus (deren Typ ist: num!
num) fuhrt zu einem Typubereinstimmungfehler. Deswegen wird eine neue Funkti-
on plusplusA in der prozeduralen Zielsprache deniert:




Die Funktion zweimal kann nun mit der Funktion plusplusA aufgerufen werden.
Allgemein wird folgendes Prinzip realisiert: Fur jeden Typubereinstimmungsfehler
einer beliebigen Funktion f, die als ein Objekt erster Ordnung behandelt wird, wird
eine neue Funktion deniert (in o.g. Beispiel war das die Funktion plusplusA), die
dem Typ nach dem betrachteten Kontext von f entspricht. Statt der Funktion f wird
die neudenierte Funktion in dem Programm abgelegt.
Eine ahnliche Idee ist in [Ler94] beschrieben. Auf einer derartigen Behandlung
der polimorphen Funktionen basiert auch der SML of New Jersey-Compiler [SA95].
3.5 Implementation der Transformationsstrategie
In diesem Abschnitt wird ein Uberblick uber die Implementation des Compiler-
systems gegeben. Dabei werden wir zunachst auf die grundlegende Struktur des
Compilers eingehen und anschlieend zwei seiner Komponenten naher beschreiben.
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Der Compiler selbst ist in Modula-2 implementiert und besteht aus 13 Modulen.
Die Auswahl von Modula-2 als Implementationssprache wurde deshalb vorgenom-
men, um ein portables System zu realisieren: Wenn die Zielsprache des Compilers
Modula-2 ist, mu zur Weiterbearbeitung der erzeugten Programme ein Modula-2-
System zur Verfugung stehen, mit dem auch der Scheme-Modula-2-Compiler selbst
verarbeitet werden kann. Damit hangt der Compilationsproze lediglich von einem
Compilersystem (fur Modula-2) ab.
Struktur des Ubersetzungsprozesses
In der Abbildung 3.9 ist das Ubersetzungsproze dargestellt.











Die wichtigsten Komponenten des Compilers sind der Abbildung zu entnehmen:
Parser, Translator, Typchecker, Reparser.
Die Eingabe des Compilers ist ein Programm in der von uns denierten Teilspra-
che von Scheme. Die Scheme- und Modula-2-Programme werden intern durch Listen
reprasentiert. Diese bilden eine Form der Darstellung von Syntaxbaumen der Pro-
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gramme. Dabei uberfuhrt der Parser ein Scheme-Programm in den entsprechenden
Syntaxbaum.
Die Ubersetzung in den Syntaxbaum des Modula-2-Programms wird durch den
Translator ausgefuhrt. Die Typherleitung und der Transformationsproze laufen
gleichzeitig: Der Translator ruft den Typchecker auf, der Typchecker leitet den Typ
her und gibt ihn an den Translator zur weiteren Bearbeitung. Die Ausgabe des
Translators - ein Modula-2-Baum - wird mit Hilfe eines Reparsers in Form eines
Modula-2-Programms in die Zieldatei ausgegeben. Abbildung 3.9 gibt die Grob-
struktur des Compilers wieder. Unter Berucksichtigung der einzelnen Transforma-
tionsschritte, wie im Abschnitt 3.3 beschrieben, ergibt sich die in Abbildung 3.10
dargestellte Feinstruktur des Compilers.
Aufbau des Translators
Nach der syntaktischen Analyse des Scheme-Programms und seiner Uberfuhrung in
den entsprechenden Syntaxbaum beginnt der Proze der Transformation durch den
Translator. Jede Scheme-Konstruktion hat eine ihr entsprechende Transformations-
regel bzw. eine Transformationsprozedur. Die Transformationsprozeduren werden
in der Hauptprozedur des Translators aufgerufen. Beispielsweise sieht der Teil der
Hauptprozedur des Translators fur die Behandlung der arithmetischen Operationen
folgendermaen aus:




x := HeadSE(Lkl); (* Operator des Ausdrucks Lkl *)
...
kw := GetSymbolTableEntry(x); (* Suche Operator in Symboltabelle *)
...
IF kw = KeywordSE[ add ] THEN
RETURN InBrackets(TrPlus(Lkl))
ELSIF kw = KeywordSE[ sub ] THEN
RETURN InBrackets(TrSub(Lkl))
ELSIF kw = KeywordSE[ mul ] THEN
RETURN InBrackets(TrMul(Lkl))
ELSIF kw = KeywordSE[ div ] THEN
RETURN InBrackets(TrDiv(Lkl))
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Der Parameter Lkl der Transformationsprozedur reprasentiert den zu verarbei-
tenden Scheme-Ausdruck, der zunachst analysiert wird. In Abhangigkeit vom ermit-
telten Operator wird dann die Arbeit auf spezielle Einzelfunktionen fur die Transfor-
mation bestimmter Scheme-Konstruktionen verteilt, die die entsprechenden Modula-
2-Codesequenzen generiert. Eine solche Funktion ist z. B. TrPlus:









Dabei uberpruft die Funktion IntTypeControl, ob der Typ der zwei Argumente
einer binaren Funktion numerisch ist. Wenn Typkonikte auftreten, werden Kon-
vertierungsfunktionen in den Zielcode eingebaut.
Abschlieende Ausgabe des Modula-2-Codes: Reparser
Die Ausgabe des Translators ist eine baumorientierte Reprasentation (eine Liste)
des Modula-2-Codes. Sei beispielsweise die Scheme-Funktion fakt angegeben:
(define fakt
(lambda (n )
(if (= n 1)
1
(* n (fakt (- n 1))))))




Dieser Baum wird danach in die Zieldatei mit Hilfe eines Reparsers ausgegeben.
Dabei entsteht folgende Modula-2-Prozedur:
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PROCEDURE FAKT (N: INTEGER):INTEGER ;
BEGIN
IF (N = 1) THEN
RETURN 1
ELSE
RETURN (N*FAKT((N - 1)))
END ;
END FAKT ;
Der Reparser erweitert das Zielprogramm noch um eine IMPORT-Liste und um In-
itialisierungsoperationen. In der IMPORT-Liste wird ein Bezug zum Laufzeitsystem
hergestellt, in dem eine Reihe vorimplementierter Funktionen zusammengefat ist.
3.6 Vergleich mit anderen Compilierungstechni-
ken
Quelltextcompilation hat sich als gangige Technik bei der Implementation funktio-
naler Sprachen etabliert. Im Abschnitt 1.4.2 hatten wir einen Uberblick uber die
betreenden Projekte gegeben. Im vorliegenden Abschnitt wollen wir unseren An-
satz einordnen und mit anderen Ansatzen vergleichen. Dabei konzentrieren wir uns
insbesondere auf den Vergleich mit dem Scheme-C-Compiler (SCC) von Bartlett
[Bar93]. Dieser Compiler kommt unserer Ubersetzungsstrategie in einer Reihe von
grundlegenden Ideen am nachsten.
3.6.1 Vergleich verschiedener Ansatze direkter Ubersetzung
funktionaler in prozedurale Sprachen
In diesem Abschnitt werden die Grundprinzipien des von uns denierten Compilers
angegeben und mit denen anderer verwandter Compiler verglichen. Bei der Imple-
mentation einer funktionalen Programmiersprache ist es wichtig, wie die Funktionen
reprasentiert werden, wie die Funktionsapplikation durchgefuhrt wird und wie der
Programmablauf gesteuert wird.
In diesem Abschnitt werden die genannten Aspekte des von uns realisierten Com-
pilers mit einigen vorliegenden Compilern, deren zugrunde liegende Techniken als
grundlegende Prinzipien der Implementation direkter Transformationen zwischen
funktionalen und prozeduralen Sprachen betrachtet werden konnen, verglichen.
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Reprasentation der Funktionen und Realisierung der Funktionsapplika-
tionen
Wenn eine (funktionale) Sprache Funktionen hoherer Ordnung unterstutzt, ist es
ublich, die Funktionen durch Aktivierungsrecords (activation records) darzustellen.
Ein Aktivierungsrecord kann als ,,Korper" einer Funktion aufgefat werden, der im
Moment des Aufrufs der Funktion, aktiviert wird.
Funktionsdenitionen konnen verschachtelt sein, d. h. eine lokale Funktion F
kann innerhalb einer anderen umgebenden Funktion G deniert werden. Alle in der
umgebenden Funktion G denierten Variablen sind auch in der lokalen Funktion F
gultig. Eine solche Verschachtelung fordert bei jedem Aufruf der lokalen Funktion F
auch Zugang zu den in der umgebenden Funktion G denierten Variablen.
Ein Paar, das aus den Adressen der umgebenden Variablen (Umgebung, engl.
einvironment) und dem Aktivierungsrecord der Funktion F besteht, nennen wir ein
Closure.
Bei der Implementation einer Sprache durch ihre Ubersetzung in eine andere
Sprache bieten sich mehrere Moglichkeiten der Darstellung der Closures bzw. der
Aktivierungsrecords an. In [Bar93] werden z. B. Scheme-Funktionen in C-Funktionen
direkt ubersetzt. Ein Closure einer Funktion ist ein Record, das aus einem Pointer
auf die Funktion und einer fur die Funktion geltenden Umgebung besteht.
Bei unserem Compiler haben wir versucht, ein Zielprogramm mit moglichst we-
nigen abstrakten Datenstrukturen zu erzeugen. Eine in einer prozeduralen Sprache
erzeugte Funktion wird in unserem Modell mit Informationen durch einen Stack
versorgt9. Geben wir ein Beispiel, bei dem wir von folgendem Programm ausgehen:
letrec
addfun = lambda x y . app + x y
add1 = app addfun 1
in app add1 10
Dieses Programm wird bei uns in dasModula-2-Programm aus Abbildung 3.11 uber-
setzt.
Vor dem Aufruf der Funktion add1 war es notwendig, einen Parameter, mit dem
die zweistellige Funktion addfun bei der Denition von add1 partiell parametrisiert
wurde, zu speichern. Auf den Wert des Parameters verweisen wir in der Funktion
add1, die eigentlich die Ergebnisfunktion der partiellen Parametrisierung von addfun
ist.
9Die Funktionsweise des Stacks haben wir naher im Abschnitt 3.3 beschrieben. Diese Vorge-
hensweise ahnelt dem in [PJ92] beschriebenen Ansatz des Push-Enter Modells.
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PROCEDURE addfun(x, y: INTEGER):INTEGER;
BEGIN
RETURN x + y
END addfun;
















Bei der Ubersetzung einer funktionalen in eine prozedurale Sprache ist eine wich-
tige Frage des Compiler-Entwurfs, wie der Programmablauf gesteuert wird. Bei
dem in [Bar93] denierten Scheme!C-Compiler werden Scheme-Funktionen in C-
Funktionen ubersetzt. Der Programmablauf der Quellsprache wird also durch trans-
parente Ubersetzung in der Zielsprache simuliert (fur den Programmablauf wird
ein Aufruf-Stack von C benutzt). Bartlett's Scheme!C-Compiler ubersetzt also die
Funktionsaufrufe direkt.
Eine Optimierung der Funktionsaufrufe besteht z. B. darin, den Code einer Funk-
tion, die nur einmal aufgerufen wird, direkt an der Aufrufstelle zu erzeugen und den
Aufruf durch eine goto-Anweisung durchzufuhren.
Der ML-C-Compiler [TAL90], der Scheme-C-Compiler (Rabbit-Compiler) [Jr.78]
und der Orbit-Compiler [KKR+86] (auch ein Scheme-C-Compiler) basieren auf der
Ubersetzung des Quellprogramms in CPS-Form (continuation passing style). Jede
Funktion der Quellsprache wird um einen weiteren Parameter erweitert. Das ist die
Funktion (continuation-Funktion), die anschlieend an die Evaluation der z. Z. aktu-
ellen Funktion aufgerufen wird. Daruber hinaus sind alle Funktionsaufrufe innerhalb
einer Funktion Tail-calls. Die Aufrufe aller Funktionen konnen als parametrisierte
Goto-Anweisungen betrachtet werden. Fur die Funktionsaufrufe in der Zielsprache
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ist ein interessantes Verfahren in [TAL90, Jr.78] eingesetzt: Funktionsaufrufe wer-
den nicht direkt nach C ubersetzt. Die den Programmablauf fuhrende apply-like
Funktion10 ruft zunachst die erste auszufuhrende Funktion auf. Sie liefert die nachste
auszufuhrende Funktion. Nun wird diese Funktion aufgerufen. Sie liefert wieder die
nachste aufzurufende Funktion ... usw. Auf dieser Art und Weise werden in einer
Schleife die Funktionen des prozeduralen Zielprogramms verkettet aufgerufen. Die-
ses Verfahren ermoglicht einen Gewinn an Programmezienz. Daruber hinaus wird
der Stack der Zielsprache nicht belastet (die maximale Tiefe des besetzten Stacks ist
2).
Unser Compiler basiert auf einer transparenten Ubersetzung der Funktionen, d.
h. da der Stack der Zielsprache fur die Funktionsaufrufe benutzt wird. Das Uber-
setzungsverfahren basiert nicht auf Continuations.
3.6.2 Vergleich mit Bartletts Transformationstechnik
Der Scheme!C-Compiler (SCC) von Bartlett [Bar93] kommt unserer Ubersetzungs-
strategie in seinem Grundansatz am nachsten. Aus diesem Grunde soll hier ein
naherer Vergleich beider Quelltextcompiler erfolgen.
Der Scheme!C-Compiler von Bartlett ist dem von uns realisierten Scheme!Mo-
dula-2-Compiler (SMC) in folgenden Punkten sehr ahnlich:
 beide Compiler basieren auf einer direkten Ubersetzung der Quellsprache in
eine prozedurale Sprache (ohne abstrakte Maschinen)
 der Programmablauf beider Compiler wird durch die transparente Ubersetzung
der Funktionsaufrufe gesteuert (z. B. nicht durch continuations).
Der entscheidende Unterschied zwischen beiden Ubersetzungsstrategien besteht
in der Art des erzeugten Zielcodes. Bei der Bartlettschen Compilationstechnik wer-
den die Typen der funktionalen Quellsprache nicht naher analysiert, so da in der
Zielsprache alle erzeugten Ausdrucke denselben Typ besitzen. Das macht den Uber-
setzer selbst einfacher, fuhrt aber zur unubersichtlicheren Zielprogrammstrukturen.
Die Folge ist zudem eine geringere Eektivitat des SCC-Compilers im Vergleich zu
unserem Ansatz. Wir werden nun einen naheren Vergleich der zwei Transformati-
onsstrategien geben und mit einem Uberblick uber den SCC-Compiler beginnen.
Die grundlegende Ubersetzungsstrategie des Scheme-to-C-Compilers SCC
Die Ubersetzung des SCC lauft in folgenden vier Schritten ab:
1. Konvertierung aller Ausdrucke in ihre primitiven Aquivalente, z. B.:
10Dieser Mechanismus fur die Funktionsaufrufe heit UUO handler [Jr.78].
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(or x y)  ! ((lambda (x thunk) (if x x (thunk))) x (lambda () Y))
2. Transformation in die entsprechende interne Form:
 Die Argumente der Lambda-Ausdrucke werden in neu generierte krypti-
sche Namen uberfuhrt, so da eine Beziehung zum Originalnamen nicht
mehr sichtbar ist (-Conversion). Der Aufruf der o. g. logischen Funktion
or wird beispielsweise folgendermaen transformiert:
((lambda (x thunk) (if x x (thunk))) x (lambda () Y))
 ! ($IF X1006 X1006 ($CALL () T1007))
Die neuen Namen fur die formalen Parameter X und Y der Funktion or
sind jetzt X1006 und T1007. Der Parameter X1006 wird entsprechend
dem Quellprogramm mit der Funktion and realisiert und das zweite Ar-
gument Y mit der Funktion thunk:
...
(X1006 <- (<APPLY> () L1008
(X1009 <- X1002)
(T1010 <- ($LAMBDA L1011 Y1003))
($IF X1009 ($CALL () T1010) X1009)))
(T1007 <- ($LAMBDA L1012 Z1004))
...
Das Programm hat jetzt die Form einer Deklaration. Funktional kann das
folgendermaen beschrieben werden:
LET X1006 = LET X1009 = X1002
T1010 = LAMBDA L1011 Y1003
IN IF X1009 THEN T1010 ELSE X1009
T1007 = LAMBDA L1012 Z1004
IN ($IF X1006 X1006 ($CALL () T1007))
Dabei wird eine Struktur gebildet, in der nach den Namen der Argumente
die gegenwartigen Angaben gespeichert werden. Bei der Denition der
Funktion T1010 durch den -Ausdruck LAMBDA L1011 Y1003 sind das
z. B. die Variablen L1011 und Y1003.
 Alle Funktionsaufrufe werden mit einem zusatzlichen Argument erweitert,
das ein Hilfsmittel fur tail-calls ist. Der Aufruf
$CALL () T1010
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bedeutet den Aufruf der Funktion T1010 mit leerem Argument fur tail-
calls.
3. Transformation der Funktionsaufrufe und optimierende Transformation
 Funktionsaufrufe, bei denen die Funktionen -Ausdrucke sind, werden
jetzt in eine solche Form transformiert, die lambda-Bindungen enthalt.11
(<APPLY> () L1008
(X1009 <- X1002)
(T1010 <- ($LAMBDA L1011 Y1003))
($IF X1009 ($CALL () T1010) X1009)))
===> ($CALL ()
($LAMBDA L1008




LET X1009 = X1002
T1010 = LAMBDA L1011 Y1003
IN IF X1009 THEN ($CALL () T1010)
ELSE X1009
===> (LAMBDA L1008 IF X1009 THEN ($CALL () T1010) ELSE X1009)
X1002
(LAMBDA L1011 Y1003)
 Optimierende Transformation mit Rewriting Rules12
Jede Variable in einer Apply-Struktur hat einen ihr entsprechenden Aus-
druck bzw. eine andere Variable (Adresse). Bei der Ubersetzung werden
die Referenzen benutzt und direkt in den Ausdrucken abgelegt. Die Co-
desequenz
($IF X1006 X1006 ($CALL () T1007))) (*)
ist mit folgender Umgebung verbunden
(X1006 <- (<APPLY> () L1008
11Diese Transformation kann als eine ,,let to lambda" - Transformation deniert werden.
12Diese Transformation mit dem Ziel der Optimierung des Zielodes wurde bei dem Scheme-
to-C Compiler von Kranz verwendet [KKR+86]. Dieser Compiler ist der Ezienz nach mit den
damaligen ezientensten Compilern prozeduraler Sprachen verglichen worden.
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(X1009 <- X1002)
(T1010 <- ($LAMBDA L1011 Y1003))
($IF X1009 ($CALL () T1010) X1009)))
X1006 ist also durch eine ,,let"-Struktur deniert, deren Rumpf wieder ei-
ne if-Struktur ist. Der logische Ausdruck dieser if-Sruktur ist die Variable
X1009, deren Wert X1002 ist. Wenn X1002 der logischeWert true ist, wird
der durch den -Ausdruck Y1003 denierte Ausdruck T1010 (Funktions-
aufruf) geliefert. Der ist aber ein Parameter fur die if-Struktur auf der
hoheren Ebene. Falls der Parameter true ist, wird die Konstante C1014
geliefert usw ... Die Codesequenz
($IF Z1004 C1014 C1013)
wiederholt sich. Deshalb wird hier eine neue Prozedur eingefuhrt.
4. C-Code-Generierung
Aufgrund einer Analyse des Quellcodes wird entschieden, ob Scheme-Funktionen
als C-Prozeduren ubersetzt werden und wie das Zielprogramm in Codesequen-
zen geteilt wird.
Die neueren Versionen des SCC-Compilers erzeugen einen etwas geanderten C-
Code. Statt Funktionen, werden C-Prozeduren erzeugt und die return-Eekte sind
mit Hilfe eines Stack erzielt worden. Obiges Beispiel wird dabei wie folgt ubersetzt:
TSCP test_sample(x2002, y2003, z2004)
TSCP x2002, y2003, z2004;
{
PUSHSTACKTRACE(t2025);
if (FALSE(x2002)) goto L2032;
if (FALSE(y2003)) goto L2032;
POPSTACKTRACE(_TSCP(0));
L2032:





In der Abbildung 3.12 ist ein vollstandiges Beispiel der Ubersetzung angegeben.
Nach diesem kurzen Abri der Transformationsstrategie des SCC kommen wir
jetzt zu einem naheren Vergleich mit dem von uns implementierten Scheme-Modula-
2-Compiler (SMC). Wir gehen dabei schrittweise auf einzelne Aspekte ein.
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Abbildung 3.12: Ubersetzungsschritte des SCC
(define (sample x y z)




(define (sample x y z)
(if
((lambda (x thunk)
(if x x (thunk)))
((lambda (x thunk)















(T1010 <- ($LAMBDA L1011 Y1003))
($IF X1009 ($CALL () T1010) X1009)))
(T1007 <- ($LAMBDA L1012 Z1004)







(Y1022 <- ($LAMBDA L1024 ($IF Z1004 C1014 C1013)))
($IF X1002
($IF Y1003 C1014 ($CALL L1001 Y1022))
($CALL L1001 Y1022)))))
4 =)
TSCP test_sample(x1002, y1003, z1004)
TSCP x1002, y1003, z1004;
{
if (FALSE(x1002)) goto L1032;
if (FALSE(y1003)) goto L1032;
return(_TSCP(0));
L1032:
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Erzeugung von Funktionen der Zielsprache im SCC und im SMC
Alle globalen Funktionen von Scheme werden durch den SCC in C-Funktionen uber-
setzt. Die Scheme-Funktionen werden in der Ubersetzung auf kleine Unterprozedu-
ren aufgeteilt, wie z. B. die Prozedur L1024 im vorherigen Beispiel. Danach wird
entschieden, wo diese Codesequenz abgelegt wird. Diese Unterteilung des Programms
macht das erzeugte Programm schwer verstandlich.
In dem von uns realisierten Scheme-Modula-2-Compiler SMC werden alle Scheme-
Funktionen inModula-2-Prozeduren ubersetzt. Der Rumpf der Funktion wird jedoch
nicht unterteilt, sondern jeder Ausdruck wird in einen Ausdruck von Modula-2 uber-
setzt, und zwar in der Reihenfolge des Quellprogramms. Moglich sind eventuelle
Kontexterganzungen, die wir bei den Transformationsregeln in Abschnitt 3.3.1 an-
gegeben haben.
Der zur Illustration des SCC verwendete Scheme-Ausdruck
(define (sample x y z)
(if (or (and (x y ) z)
0
1))
wird mit dem SMC wie folgt nach Modula-2 ubersetzt:










Die elementaren Programmabschnitte des mit dem SCC erzeugten C-Programms
werden mit Hilfe von Goto-Befehlen verbunden, was einen negativen Einu auf die
Lesbarkeit und die Beziehung zum Originalprogramm hat.
Ubersetzung von Standardfunktionen
Im obigen Beispiel wurde gezeigt, wie der SCC die im funktionalen Programm ent-
haltene Menge der Funktionen erweitert, indem Standardfunktionen in -Ausdrucke
uberfuhrt werden. Fur ,,or" ergibt sich beispielsweise:
(or x y)  ! ((lambda (x thunk) (if x x (thunk))) x (lambda () Y))
3.6 Vergleich mit anderen Compilierungstechniken 113
Nach diesem Ubersetzungsschritt wird die Standardfunktion genauso wie benutzer-
denierte Funktionen behandelt. Das macht den Zielcode schlechter lesbar und
groer. Die Beziehung zum Originalprogramm wird verloren, obwohl es eine ent-
sprechende Standardfunktion in C gibt. Schlielich kann es auf diese Weise Eekti-
vitatsverluste geben.
In unserem Compiler SMC versuchen wir, Standardfunktionen der Zielsprache
Modula-2, wenn moglich, zu verwenden.
Bezeichner
Der SCC-Compiler behalt die Originalbezeichner nicht bei. Die Beziehung zum Ori-
ginalprogramm wird damit geringer erkennbar. Im SMC werden Originalbezeichner
beibehalten. Nur wenn Kollisionen auftreten, werden Bezeichner verandert.
if-Kontrollstruktur
Die Kontrollstruktur if wird durch den SCC in eine if-Anweisung des C-Programms
ubersetzt. Durch die Unterteilung des Programms auf die Kodesequenzen kommen
im erzeugten C-Programm zusatzliche if-Konstrukte hinzu.
Mit dem Verlust der Originalbezeichner verliert die ubersetzte if-Struktur ihre
Beziehung zur ihr entsprechenden if-Konstruktion des Quellprogramms. Als Beispiel
nehmen wir das folgende Scheme-Programm:
(define if1
(lambda (n)
(if (< n 10)
(quote kleiner)
(quote groesser))))








/* ! */ if (LT(_S2CINT(n2006), _S2CINT(_TSCP(40))))
goto L2027;
POPSTACKTRACE(c2014);










Der SCC-Compiler hat zwei if-Strukturen erzeugt. Die Strukturen sind mit /* ! */
gekennzeichnet.
Die Ubersetzung des SMC lautet:








In diesem Code gibt es nur eine if-Kontrollstruktur, die der if-Struktur des Quellco-
des entspricht.
do-Kontrollstruktur
Die do-Kontrollstruktur ist eine iterative Sprachkonstruktion. Dieses Sprachelement
kann im erzeugten prozeduralen Code mit Hilfe eines goto-Befehls implementiert
werden. Eine bessere Ubersetzung ware mit Hilfe der do-Anweisung in C moglich.
Geben wir hier ein Beispiel aus [Bar93] an:
(define (print_1_to_limit limit)
(do ((i 1 (+ i 1)))
((> i limit) 'done)
(display i)))
Die Ubersetzung des SCC ist:











if (LTE(_S2CINT(X1), _S2CINT(l2006))) goto L2043;
POPSTACKTRACE(c2025);
L2039:











X1 = scrt2__2b_2dtwo(X1, _TSCP(4));
GOBACK(L2037);
}










UNTIL (i > limit);
retName := QuoteSE("DONE");




Die mit dem SCC aus der Sprache Scheme erzeugten C-Ausdrucke haben alle den-
selben Typ (TSCP). Zum Beispiel hatte die Funktion sample (Abbildung 3.12) den
numerischen Typ und die formalen Parameter den logischen Typ. Um (im Beispiel)
logische Operationen uber den Argumenten der Funktionen durchzufuhren, werden
die in C entwickelten speziellen Funktionen aufgerufen (z. B. TRUE, FALSE).
Mit unserem Verfahren haben wir beim SMC versucht, den funktionalen Aus-
druck in ein Modula-2-Programm zu ubersetzen, so da moglichst viele Variablen
elementare Standardtypen besitzen. Wenn eine Variable keinen einfachen Typ be-
sitzen kann, wird der Listentyp genommen.
Zusammenfassendes Beispiel
Abschlieend soll ein Beispiel (Fakultatsfunktion) angegeben werden, bei dem der
Typ der Funktion und der Typ des Arguments numerische Typen sind. Fur den
ursprunglichen Scheme-Ausdruck geben wir fur die beiden Compiler SCC bzw. SMC




(if (= n 1)
1





































PROCEDURE FAKT(N: INTEGER): INTEGER;
BEGIN
IF (N = 1) THEN
RETURN 1
ELSE
RETURN (N * FAKT((N - 1)))
END;
END FAKT;
Das Modula-2-Zielprogramm ist rein-numerisch und gut verstandlich. Konvertie-
rungsfunktionen werden nicht aufgerufen. Es gibt keine redundanten Aktionen im
Zielcode. Der SCC-Zielcode ist unverstandlich, hat keine rein-numerischen Typen
und ist unstrukturiert.
Laufzeitvergleich
Wir haben die zwei Compiler am Beispiel von sechs Testprogrammen verglichen:
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 di: Dierenzierung eines Ausdrucks mit arithmetischen Operationen
 b: Berechnung der n-ten Fibonacci-Zahlen
 fakt: Fakultatsfunktion
 queen: Losung des Problems der n-Damen
 tak: Takeiushi-Funktion
 union: Berechnung der Vereinigungsmenge von Mengen, die als Elemente einer
Liste reprasentiert werden.
In der Tabelle in der Abbildung 3.13 sind die Ergebnisse dieses Vergleichs zu-
sammengefat.
Abbildung 3.13: Laufzeitvergleich der SCC- und SMC- Compiler
SCC [ms] SMC [ms] Vergleich
(di (plus (mal x x) 2)) 0,21 0,061 -70,95%
(b 30) 3.830,00 2.280,00 -40,47%
(fakt 10) 0,115 0,067 -41,13%
(queen 8) 42,62 40,97 -3,89%
(tak 11 7 50) 2.200,00 1.740,00 -20,91%
union 13 1,105 1,018 -7,92%
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Der Vergleich gibt den Laufzeitgewinn des SMC im Vergleich zum SCC an. Fur
(b 30) ergibt sich beispielsweise eine Eektivitatssteigerung um 40,47%. In allen
Fallen ist der von uns implementierte SMC schneller als der SCC. Ein hoher Eek-
tivitatsgewinn ist insbesondere bei den Programmen zu verzeichnen, die in unserem
Modell ,,rein" typisiert werden konnen, wie z. B. fakt, b, di und plus.
13Das Programm wurde mit drei Parametern aufgerufen: eine Liste mit 22 Elementen und zwei
mit 2 Elementen.




Im vorherigen Kapitel ist eine direkte Ubersetzung einer funktionalen Sprache in
eine prozedurale Sprache angegeben worden. In diesem Kapitel analysieren wir in
wesentlichen Punkten, wie die im Abschnitt 2.3 beschriebene Stack-basierte Imple-
mentationstechnik ein Zielprogramm in einer prozeduralen Sprache erzeugen kann.
Die Natur der abstrakten SECD-Maschine ist prozedural. Deshalb gibt es kei-
ne groeren Schwierigkeiten der Realisierung eines Compilers, dessen Back-end die
Sprache der SECD-Maschine in eine hohere prozedurale Programmiersprache uber-
setzt.
In den folgenden Abschnitten geben wir die grundlegenden Prinzipien eines auf
dieser Technik basierenden Compilers an.
Aufgrund der denierten Semantik und der Komponenten der Maschine ist es
nicht schwer, das Laufzeitsystem des Compilers festzulegen. Das Laufzeitsystem des
Compilers besteht aus folgenden Komponenten:
 Vier Komponenten der Maschine (S E C und D)
 Prozeduren, die den Maschinenbefehlen entsprechen.
Nun wird das Proze der Evaluation in einem prozeduralen Modell (d. h. die
Ubersetzung in eine der prozeduralen Sprachen) deniert. Bei der Evaluation des
SECD-Codes bieten sich zwei Moglichkeiten an, die wir in den Grundzugen charak-
terisieren wollen.
4.1 Moglichkeit I: Simulation der Transitionen
Die erste Moglichkeit der Evaluation ist ganz naturlich: Das SECD-Programm wird
durch eine Zustandmanipulation ausgefuhrt. Das Zielprogramm besteht in diesem
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Fall aus folgenden Teilen:
 Initialisierung des Listenmechanismus und der Maschinenkomponenten (im
Register C wird der gesamte SECD-Code abgelegt)
 Evaluation des Codes bis zum Vorkommen des Befehls STOP. Die Evaluati-
on wird entsprechend der operationellen Semantik (Transitionen) der SECD-
Maschine durchgefuhrt.
 Ausdrucken des ersten Elements des Stacks (das Register S), was das Ergebnis
der Evaluation des Programms ist.
In Pseudocode wurde das Prozess folgendermaen aussehen:
begin programm;
Init;





Execute One Operation nimmt das erste Element vom Register C und ruft die dem
Machinenbefehl entsprechende Prozedur auf. Das ist eine Losung, die bei allen Im-
plementationstechniken moglich ist.
4.2 Moglichkeit II: Implementation ohne C-Regi-
ster
Die Grundidee besteht darin, aus dem Maschinencode, der sich im C-Register ben-
det, ein prozedurales Programm zu erzeugen. Das neue Laufzeitsystem (der proze-
duralen Sprache) besteht nun aus drei Komponenten: S, E, und D. Die Komponente
C ist das Programm selbst. Jeder Maschinenbefehl hat in der prozeduralen Spra-
che eine ihm entsprechende Prozedur. Der Aufruf des Maschinenbefehls wird in den
Aufruf der Prozedur ubersetzt. Die Prozeduren behandeln die Laufzeitkomponenten
genauso wie die ihnen ensprechenden Maschinenbefehle (nach den im Abschnitt 2.3
angegebenen Transitionen). Die Ubersetzung aller Maschinenbefehle, die auch das
Register C andern, mu genauer deniert werden.
Die einzige Schwierigkeit bei der Implementation besteht darin, da das C-
Register wahrend des Programmablaufs geandert wird. Dadurch kann man nicht
immer aus dem Code des C-Registers eine feste Befehlsfolge generieren. Vom folgen-
dem SECD-Programm ist das z. B. moglich:
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(LD (0.0) CAR LDC 1 ADD)








Die Prozeduren ld, car, ldc und add gehoren zum Laufzeitsystem und entsprechen
den gleichnamigen SECD-Maschinenbefehlen. Als nachstes geben wir ein SECD-
Programm an, das in eine prozedurale Sprache auf diese Art und Weise nicht uber-
setzt werden kann:
(LDF (LD (0.0) LD (1.1) CONS RTN ))
Die Transition fur LDF lautet:
s e (LDF c'.c) d ! ((c'.e).s) e c d
Das bedeutet, da der Code einer (mit einem -Ausdruck denierten) Funktion auf
den Stack (S-Register) gelegt wird, um spater aufgerufen werden zu konnen. Die fur
diese Ubersetzungsstrategie ,,problematischen" Befehle sind:
LDF, AP, RTN, RAP und SEL
Andere Befehle konnen in die ihnen entsprechenden Aufrufe der Prozeduren des
Laufzeitsystems ubersetzt werden. Geben wir nun fur jeden ,,problematischen" Ma-
schinenbefehl eine Moglichkeit seiner Realisierung in der prozeduralen Zielsprache
an.
LDF
Der SECD-Code jeder lokalen Funktion kann z. B. in einer fur alle lokalen Funktionen
gemeinsamen Prozedur (sei sie LokProz genannt) der prozeduralen Sprache abgelegt
werden. Auf das Register S kann nur der Bezeichner der Funktion gelegt werden.
Beim Aufruf der Funktion wird die Prozedur LokProz aufgerufen. Die Prozedur
LokProz hat nur einen Parameter, der eine Bezeichnung einer lokalen Funktion ist.
In der Funktion LokProz wird nur die Codesequenz, die der Bezeichnung entspricht,
evaluiert. Die Funktion LokProz sieht folgendermaen aus:











Das ist der Aufruf einer Funktion, deren Code sich schon in der Prozedur LokProz
bendet. Die Transition fur AP lautet:
((c'.e') v.s) e (AP.c) d ! NIL (v.e') c' (s e c.d)
Am Anfang des Stacks bendet sich jetzt der Bezeichner der Funktion, die aufgerufen
wird. Der Aufruf endet mit dem Aufruf der Funktion LokProz mit dem Argument,
das oben auf dem Stack liegt. Das Environment und der Dump (Registern E und D)
werden der Transition entsprechend geandert.
RTN
RTN ist fur die Programmevaluation nicht mehr notig, weil die return-Eekte mit
Hilfe von returns in der prozeduralen Sprache erreicht werden. Der Stack und das
Environment werden nach der Transition von RTN geandert.
RAP
RAP ist eine rekursive Variante des AP-Befehls. Die Transition von RAP lautet:
((c'.e') v.s) (
.e) (RAP.c) ! NIL rplaca(e', v) c' (s e c.d)
Der einzige Unterschied besteht in der Behandlung des Environments. Der prozedu-
rale Code wird wie beim AP-Befehl erzeugt und das Environment wird entsprechend
der Transition fur RAP behandelt.
SEL
Der SEL Befehl entspricht dem if-Befehl einer prozeduralen Sprache. Die Transition
von SEL lautet:
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x.s e (SEL ct cf .c ) d ! s e cx (c.d)
cx ist dabei ct bzw. cf , je nach dem, ob der SEL-Befehl auf dem Anfang des Stacks
das logische TRUE oder FALSE ndet.
Der vollstandige bedingte Ausdruck, dessen Konstruktion mit SEL anfangt, sieht
folgendermaen aus:
( ... SEL (ct JOIN) (cf JOIN) c)
Im Pseudocode hat die Ubersetzung des Ausdrucks folgende Struktur:
...








Ubersetzen wir den folgenden funktionalen Ausdruck:
((lambda (x y)
(add y (if (leq x y) x (quote 1)))
)
2 3)
Die Ubersetzung des Programms fuhrt im ersten Schritt zu folgendem SECD-Code:
(LDC NIL) | LDC 3 | (CONS) | LDC 2 | CONS |
(LDF (LD(0.1) LD(0.0) LD(0.1) LEQ <<-- Lambda-Funktion
SEL (LD (0.0) JOIN) (LDC 1 JOIN) ADD (RTN))) | (AP) | (STOP)
~~~~1~~~~~~~~~ ~~~~~2~~~~~ ~3~
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1 : LD(0,1); LD(0,0); LD(0,1); LEQ;
IF (ConvertToBool (STop()) THEN
LD(0.0) (* ~~~1~~~ *)
ELSE
LDCint(1) (* ~~~2~~~ *)
END























Die Prozedur FunBezeich gibt eine naturliche Zahl zuruck, der als Bezeichner der
neuen Funktion verwendet wird. Die Prozedur CurEnvironment() liefert die z. Z.
aktuelle Umgebung (Environment - E-Register). STop() gibt das erste Element des
Stacks zuruck und nimmt es vom Stack weg. Die o. g. Hilfsfunktionen andern ent-
sprechend den Transitionen die Maschinenkomponenten.
In diesem Kapitel haben wir gezeigt, wie ein SECD-basierter Compiler so im-
plementiert werden kann, da Code einer prozeduralen Sprache erzeugt wird. Zwei
Moglichkeit wurden analysiert:
 Simulation der Transitionen
 Erzeugung des prozeduralen Zielprogramms aus dem Code der abstrakten Ma-
schine.
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Die zweite Moglichkeit ist dabei ezienter. Weitere Optimierungen des Program-
mablaufs waren z. B. Typisierung des Zielprogramms, Evaluation ohne Registern D
und E usw.
Der Compilationsproze konnte aufgrund dessen, da der Zielcode in einer pro-
zeduralen Sprache erzeugt wird, einfacher realisiert werden. Ein gutes Beispiel dafur
ist die Ubersetzung einer if-Struktur einer funktionalen Sprache, die gleich in eine
if-Konstruktion einer prozeduralen Sprache ubersetzt werden kann.





In diesem Kapitel fuhren wir eine Moglichkeit der Erzeugung prozeduralen Codes bei
einer auf Graph-Reduktion basierenden Implementationstechnik einer funktionalen
Sprache ein.
Als Beispiel einer auf der Graph-Reduktion basierenden Implementationstechnik
wird das im Abschnitt 2.4 dargestellte Implementationsverfahren durch die SK-
Kombinatoren zugrunde gelegt.
Zunachst wird die Technik auf dem Implementationsniveau dargestellt und die
,,reine" Graph-Reduktion mit der Quelltexttransformation in Verbindung gebracht.
Danach wird eine mogliche Modikation des Implementationsverfahrens angegeben,
die sich aus der Erzeugung des Zielprogramms in einer hoheren prozeduralen Pro-
grammiersprache ergibt. Die hier vorgeschlagene Strategie wurde von uns in einer
Implementation umgesetzt.
5.1 Problemstellung
Der Programmablauf prozeduraler Sprachen wird durch eine sequentielle Ausfuhrung
von Anweisungen deniert. Das Programm hat dabei eine feste Form, d. h. die Struk-
tur des Programms wird nicht geandert.
Bei der Graph-Reduktion besteht das Wesen der Evaluation in der Umformung
des Graphen, der das funktionale Programm reprasentiert. Nehmen wir die Reduk-
tionsregel des S-Kombinators als Beispiel:
S f g x ! f x (g x)
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Der nachste Befehl wird erst nach der Umwandlung des Graphen bekannt, d. h.
daraus kann kein prozedurales Programm im Sinne der sequentiellen Abarbeitung
der prozeduralen Befehle, die den Reduktionsschritten entsprechen, erzeugt werden.
So besteht das Problem der Erzeugung eines prozeduralen Zielcodes darin, den kom-
binatorischen Graphen moglichst eektiv im prozeduralen Modell auszuwerten. Wir
werden in den folgenden Abschnitten das Laufzeitsystem und die Arbeitsweise des
SK-Programmevaluators angeben.
5.2 Laufzeitsystem und Schritte der Programme-
valuation
Die Ubersetzung einer funktionalen Sprache in den kombinatorischen Term analy-
sieren wir an dieser Stelle nicht ausfuhrlicher. Die Grundideen wurden im Abschnitt
2.4 genannt. Mehr daruber kann man z. B. in [Dil88] [Jon87] [Rev88] und [FH88]
nden.
Der kombinatorische Term wird mit Hilfe der Evaluationskomponenten des Lauf-
zeitsystems bis zur WHNF-Form reduziert. Die fur uns wichtigen Komponenten des
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Laufzeitsystems sind:
 der zu reduzierende kombinatorische Term
 Stack (spine)
 Prozeduren fur die Reduktion des Graphen.
Die ganze Evaluation des SK-Graphen kann in zwei grundlegende Schritte un-
terteilt werden:
1. Rekonstruktion des Stacks
2. Reduktion.
Wenn der Graph in der WHNF-Form vorliegt, bedeutet das, da die Evaluation
beendet ist. In der folgenden Abbildung ist der Modula-2-Code der Hauptfunktion
fur die Evaluation des Graphen angegeben [MB92a]:




CheckMemory (* Falls es keinen ausreichenden Speicher gibt,*)
(* wird der garbage collector aufgerufen *)
END;
INC(STop);
(* STop ist der Anfang des stacks. *)
Spine[STop].no := SBase;
SBase := STop;
(* Fuer jede Reduktion soll ein neuer Stackanfang*)
(* definiert und der alte gespeichert werden. *)
UnWind(Graph);
(* Rekonstruktion des Stacks *)
c := Spine[STop].ex;
(* c ist der Kombinator auf dem Stackanfang *)
inWHNF := FALSE;
(* inWHNF := TRUE, wenn der z.Z. analysierte Ausdruck nicht reduzierbar ist *)
WHILE IsTypeSE(c, Combinator) AND
(GetSymbolTableEntry(c) <> KeywordSE[ cons ]) AND
NOT inWHNF DO
(* Solange c ein Kombinator und *)
(* kein Listenkonstruktor ist und *)
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(* der z.Z. aktuelle Ausdruck reduzierbar ist. *)
OneRed;
(* Durchfuehrung der dem Kombinator c *)
(* entsprechenden Reduktion mit *)
(* der Rekonstruktion des Stacks (mit UnWind).*)
c := Spine[STop].ex;






(* Wiederherstellung des vor der Reduktion des Graphen aktuellen *)
(* Zustands des Stacks. *)
RETURN Graph;
(* Der nicht mehr reduzierbare Graph ist das Ergebnis der Evaluation*)
END Eval;
Auf der Grundlage des eingefuhrten SK-Evaluationssystems werden wir im fol-
genden einen Compiler angeben, der eine funktionale in eine prozedurale Sprache
uberfuhrt.
5.3 Quelltexttransformation durch Graph-Reduk-
tion
Im Abschnitt 5.1 haben wir begrundet, da die Transformation des funktionalen
Programms in einen SK-Term fur die weitere Ubersetzung in eine prozedurale Spra-
che nicht geeignet ist. Eine Losung fur die Erzeugung prozeduralen Codes besteht
darin, den kombinatorischen Term ins Zielprogramm abzulegen und die Prozedur
des Laufzeitsystems fur die Reduktion des SK-Terms aufzurufen. Das Zielprogramm
wurde in diesem Fall aus folgenden Teilen bestehen:
 Initialisierung des Systems
 Erzeugung der graphorientierten Darstellung des kombinatorischen Terms
 Aufruf der Funktion fur die Evaluation des Graphen (im o.g. Quelltext ist das
die Funktion Eval )
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 Die Ruckgabe des Resultats der Auswertung.
Ein SK-Term wird im Rechner auf die gleiche Art und Weise wie Listen darge-
stellt. So wird der in der Abbildung 2.5 auf Seite 40 dargestellte kombinatorische
Term folgendermaen bezeichnet:
(( ... (Komb.Arg1).Arg2 ... ).Argn)
Zeigen wir nun, wie die Fakultatsfunktion fak
letrec
fak = lambda n. if (= n 1) then 1
else (fak (- n 1))
in (fak 7)





























FN ist dabei eine globale Variable, die dem Laufzeitsystem angehort. Im Programm
ist das der zu reduzierende kombinatorische Graph. Die Funktion Eval reduziert
den kombinatorischen Graphen (FN).
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Die nach jeder Reduktion durchgefuhrte Stackrekonstruktion ist ein groer Nach-
teil fur eine eektive Arbeit.
Eine Verbesserung dieser Implementation zur Erzeugung prozeduralen Codes
kann bei der Realisierung strikter Funktionen erreicht werden. Falls eine Funkti-
on strikt ist, konnte sie in der prozeduralen Sprache (durch Compiler) realisiert
und vom Graphreduktor aufgerufen werden. Damit wird die Graph-Reduktion der
Graphkomponenten, die strikten Funktionen entsprechen, vermieden.
Eine solche Optimierung der auf kategorischen Kombinatoren basierenden Im-
plementationstechnik wurde in [LL92] dargestellt. Mit dem in [LL92] angegebenen
Algorithmus werden Konzepte wie z. B. Funktionalitat aller Sprachkonstrukte (z.
B. if), Funktionen hoherer Ordnung, curried functions usw. jedoch nicht behandelt.
Die Technik der SK-Graph-Reduktion unterscheidet sich sowohl von der Technik der
auf kategorischen Kombinatoren basierenden abstrakten Maschine als auch von der
Technik der abstrakten G-Maschine dadurch, da bei der SK-Technik die Menge der
Kombinatoren fest ist.
5.4 Eine fur die Quelltexttransformation modi-
zierte SK-Graph-Reduktion
In diesem Kapitel wurde bisher beschrieben, wie man die auf SK-Graph-Reduktion
basierende Implementation einer nicht-strikten funktionalen Sprache durch Uber-
setzung in eine prozedurale Sprache durchfuhren kann.
In diesem Abschnitt geben wir einen optimierenden Ubersetzungsalgorithmus
fur die Erzeugung des Zielcodes in einer prozeduralen Sprache an. Die Optimierung
basiert auf der Eigenschaft des Compilers, da der Zielcode Code einer hoheren Pro-
grammiersprache ist. Unsere Idee besteht darin, die ,,teure" Graph-Reduktion nur
fur die Anwendung der nicht-strikten Funktionen auszufuhren. Alle strikten Funk-
tionen werden direkt in die Zielsprache ubersetzt, als Funktionen des Zielprogramms
deniert und aus dem System fur die Graph-Reduktion aufgerufen.
Sei die Quellsprache die in der Abbildung 3.2 auf Seite 50 im Kapitel 3 angege-
bene funktionale Sprache. Der Ubersetzer soll die funktionalen Ausdrucke in zwei
Mengen verteilen:
 Ausdrucke, die mit der im Kapitel 3 denierten Ubersetzungsfunktion T uber-
setzt werden sollen (strikte Funktionen)
 Ausdrucke, die in kombinatorische Terme ubersetzt werden sollen (sonstige
Ausdrucke des funktionalen Quellprogramms)
Fuhren wir zunachst die fur die Ubersetzung geeigneten Funktionen ein.
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5.4.1 Ubersetzungsfunktionen
Folgende Funktionen werden eingefuhrt:
 Tqtt skopt - die Hauptubersetzungsfunktion
 T - Funktion, die aus einem funktionalen Programm die Denitionen seiner
strikten Funktionen ermittelt und alle Aufrufe der Funktionen in die entspre-
chende kombinatorische Form transformiert. Das Ergebnis der Funktion ist
ein zweistelliges Tupel, dessen Komponenten aus den Denitionen der strikten
Funktionen und dem Rest des funktionalen Programms (also das ursprungliche
funktionale Programm ohne strikte Funktionen) bestehen.
 MkProgramm - Funktion fur die abschlieende Erzeugung des prozeduralen
Programms. Diese Funktion dient der Erzeugung des Programms einer kon-
kreten prozeduralen Sprache.
 TqttSK - die modizierte im Kapitel 3 denierte Funktion fur die Ubersetzung
einer funktionalen in eine prozedurale Sprache.
 C - modizierte Funktion fur die Ubersetzung der funktionalen Quellsprache
in kombinatorische Terme (siehe Abschnitt 2.4).
Die noch fehlenden genaueren Denitionen der o.g. Funktionen fuhren wir im
folgenden Abschnitt ein.
5.4.2 Ubersetzungsalgorithmus
Der Ubersetzungsalgorithmus stutzt sich auf den im Kapitel 3 beschriebenen Al-
gorithmus fur die Ubersetzung einer funktionalen in eine prozedurale Sprache und
auf einem Algorithmus fur die Ubersetzung einer funktionalen Sprache in kombi-
natorische Terme. Im Abschnitt 2.4 ist ein einfacher SK-Compilationsalgorithmus
beschrieben. Die konkrete Implementation basiert auf einer etwas komplizierteren
SK-Graph-Reduktion (groere Menge von Kombinatoren). An dieser Stelle wer-
den wir die Quelltexttransformation mit der SK-Graph-Reduktion in Verbindung
bringen. Die angewendeten SK-Compilationsalgorithmen (bracket abstraction algo-
rithms) werden nicht naher analysiert.
Da die wesentlichen Algorithmen schon angegeben wurden (funktionale Sprache
! prozedurale Sprache, funktionale Sprache ! kombinatorischer Term), besteht
unser Compilationsschema aus Aufrufen dieser Algorithmen bzw. einer Aufspaltung
des funktionalen Quellprogramms in Teile, die in Kombinatoren bzw. Funktionen
einer prozeduralen Sprache ubersetzt werden sollen.
Denieren wir nun den Ubersetzungsalgorithmus. Sei das zu ubersetzende funk-
tionale Programm mit fp bezeichnet.
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Tqtt skopt[fp] = MkProgramm(TqttSK[P1], C
[P2])
wobei:
T[ fp] = (P1, P2)
Denieren wir nun die o.g. Funktionen.
Funktion C
Mit C ist die Funktion fur die Ubersetzung eines funktionalen Ausdrucks in einen
kombinatorischen Term bezeichnet. Die Denition der Funktion C unterscheidet
sich von der im Abschnitt 2.4 denierten Funktion C nur bei der Ubersetzung der




strictfun Name C [(e1 ::: en)]; falls e = (Name e1 ::: en) und
Name Identifikator einer strikten Funktion ist
C [e]; ansonsten
Mit (e1 ... en) wird eine Liste mit den Elementen e1 ... en bezeichnet. strictfun
ist ein neuer zweistelliger Kombinator. strictfun Name (e1 ... en) bezeichnet den
Aufruf der Funktion Name mit den Argumenten e1 ... en. Denieren wir nun die
Reduktionsregel fur den Kombinator strictfun:
strictfun Name (e1 ... en) ! apply Name e1 ... en
Dabei ist die Funktion Name eine direkt ubersetzte Funktion der funktionalen
Quellsprache in Modula-2. Mit apply Name e1 ... en ist der Aufruf dieser Funk-
tion mit den Argumenten e1 ... en in der Zielsprache bezeichnet. In der Abbildung
5.2 ist die Reduktion des Kombinators strictfun dargestellt. Mit STOP wird der
Anfang des Spine-Stacks bezeichnet.
Funktion TqttSK
TqttSK[e]  ! T [prog, [], e, Te, [], [], [], []]
Die Funktion T  wird ahnlich der Funktion T aus dem Kapitel 3 deniert. Von der
Funktion T unterscheidet sie sich nur bei der Erzeugung des Zielcodes:
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Abbildung 5.2: Reduktion des Kombinators strictfun
STOP
STOP
(e e ...e )1   2      n
(e e ...e )1   2      n








T [fun, FP, [], Te, He , Hv, Hp]  ! Hp
Die Funktion T  erzeugt eine Funktion, im Gegensatz zur ursprunglichen Funk-




































Die Ausdrucke ek1 ,ek2 ...ekl sind dabei die Lambda-Abstraktionen unter den Aus-
drucken e1, e2 ... en, die strikte Funktionen sind, und ekj , ekj+1 ...ekj+n l 1 sind die
restlichen Ausdrucke.
Ansonsten gilt:
T[e]  ! ((), e)
Mit () bezeichnen wir den leeren funktionalen Ausdruck. Dieser Ausdruck tritt nur
bei dem funktionalen Ausdruck, der direkt in die prozedurale Zielsprache zu uber-
setzen ist, als Ausdruck einer letrec-Konstruktion auf. In dem Falle werden nur
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Funktionen in der Zielsprache erzeugt.
Funktion MkProgramm
Die Funktion MkProgramm ist die Funktion, die aus einem QTTZ-Programm und
einem SK-kombinatorischen Term ein fertiges Programm in einer konkreten prozedu-
ralen Sprache erzeugt. Mit der Funktion MkProgramm werden folgende Bestandteile
ermittelt:
 Importliste
 Denition der globalen und lokalen Variablen
 Prozedurdenitionen (aus dem von der Funktion TqttSK gelieferten QTTZ-
Programm, und - falls notig - die Prozedur fur die Aufrufe der strikten Funk-
tionen aus dem SK-Reduktionssystem)
 Code fur die Graph-Reduktion (siehe Abschnitt 5.3).
Eine formale Denition dieser Funktion geben wir nicht an. Die Funktion ist von
der konkreten Zielsprache (bzw. vom Dialekt der Zielsprache) abhangig und nicht
schwer zu denieren (die Transformation von QTTZ in Modula-2 ist im Kapitel 3
deniert worden). Im folgenden Beispiel werden wir sehen, wie die Funktion MkPro-
gramm in unserem System funktioniert.
Beispiel
Betrachten wir das folgende funktionale Programm:
e = letrec
fakt = lambda n. if (= n 1) then 1
else (* fakt (- n 1))
nth = lambda n l. if (= n 1) then (car l)
else (nth (- n 1) (cdr l))
prime = lambda n. (cons n (prime (+ n 1)))
in (fakt (nth 10 (prime 5)))
Fur die Funktionsapplikation haben wir wegen der einfacheren Schreibweise die Form
(e1 e2 ... en) anstatt (app e1 e2 ... en ) benutzt.
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Tqtt skopt[e] = MkProgramm( TqttSK [P1], C[P2])













nth = lambdan l: :::
prime = lambdan: :::














nth = lambdan l: :::
prime = lambdan: :::
in strictfun fakt (nth 10 (prime 5))
3
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P2 wird in einen kombinatorischen Term ubersetzt:
C[P2] =
(("_C" U(("_C" B2."_C" U )("_C" B2 . "_C" K)"_C" STRICTFUN . FAKT)
(( "_C" C1 . "_C" C)(("_C" C1 "_C" B2 . "_C" CONS )("_C" C ."_C" I).5)
("_C" C."_C"I).5)) "_C" Y "_C" U ("_C" B ."_C" U)(("_C" C1 "_C" B2 . "_C" K)
(("_C" B2."_C" CONS) "_C" S("_C" C (("_C" B2 . "_C" S1). "_C" IF) "_C" EQ.1).
"_C" CAR) (("_C" C1 ."_C" C)("_C" C "_C" B2 . "_C" B) ("_C" C . "_C" SUB).1).
"_C" CDR) ("_C" C (("_C" B2 ."_C" CONS) "_C" S."_C" CONS)("_C" C . "_C" B)
"_C" ADD. 1))
Die beiden o.g. Programme sind nun mit der Funktion MkProgramm zusammenzu-
setzen. Diese Funktion stellt das fertige prozedurale Programm her. In der Abbildung
5.3 ist das erzeugte Modula-2-Zielprogramm dargestellt.
Implementation
Die Implementation erinnert an die in [MB93] angegebene Implementation von for-
eign functions im SK-Graph-Reduktion-System. Die durch den Algorithmus aus
Kap. 3 ubersetzten Funktionen konnen fur das SK-System als foreign functions be-
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Abbildung 5.3: Erzeugtes Zielprogramm mit direkt ubersetzten strikten Funktionen
MODULE beispiel;
FROM SExps IMPORT
InitSE, HeadSE, TailSE, QIntSE,
NullSE, DispSE, QsSE, ConsSE,





FN, ARG, FinalEval, Eval, MF;
















IF (N = 1) THEN
RETURN 1
ELSE














P := FinalEval(Eval(P1)); (*!!!*)
StrictFunIdent := ValIntSE(P); (*!!!!*)
P1 := TailSE(Graph); (*!!!!!*)
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trachtet werden. In der Abbildung 5.4 ist die Struktur des erweiterten SK-Systems
dargestellt.




















A  ! B bedeutet ,,A ruft Funktionen aus B auf". So ruft
beispielsweise die Graph-Reduktion des Zielprogramms die SK-Reduktionsmaschine
und die strictfun-Reduktion der SK-Reduktionsmaschine die Funktionen strikte Fun-
ktionK (K= 1 .. N) auf. Die Kommunikation zwischen dem SK-Graph-Reduktor
und benutzer-denierten Funktionen erfolgt durch die globale Variable Argument.
Die Programmkontrolle wird mit Hilfe des Modula-2-Befehls TRANSFER auf die
Benutzerfunktionen im Zielprogramm umgeleitet.
Beschreiben wir nun die Einzelprozeduren fur die Evaluation der strikten Funk-
tionen im SK-Reduktionsmechnismus naher. In der Abbildung 5.5 ist die Funktion
fur die Reduktion des Kombinators strictfun angegeben.
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Abbildung 5.5: Prozedur fur die Reduktion des Kombinators strictfun
PROCEDURE RedStrictFun;








Argument := Spine[STop-2].ex; (**)




Die Funktion EXSF (handler fur die strikten Funktionen) ist im Zielprogramm
des Compilers erzeugt worden und ruft die strikten Funktionen auf, die als Funktio-
nen in die prozedurale Zielsprache ubersetzt worden sind. In der mit (**) bezeich-
neten Programmzeile wird der Variablen Argument die Liste der Argumente fur die
strikten Funktionen zugeordnet. In der Zeile (***) wird die Adresse der Funktion,
in der die strikten Funktionen aufgerufen werden, ermittelt. In (*****) wird diese
Funktion ,,aufgerufen". Die Funktion EXSF nimmt den ganzen Graphen (siehe Ab-
bildung 5.3, Programmzeile (*!*)), evaluiert den Identikator der strikten Funktion (
(*!!!*)und (*!!!!*)) und ihre Argumente ((*!!!!!*) und (*!!!!!!*)). Die strikte Funktion
wird danach aufgerufen (einer der CASE-Falle). In unserem Beispiel gibt es nur eine
strikte Funktion, so da CASE nur einen Fall enthalt (*Aufruf*). Daran anschlie-
end wird die Wurzel des Graphen durch das Ergebnis der Funktionsanwendung
ersetzt ((*Ersetzung*)).
Laufzeitvergleich
Die Tabelle in der Abbildung 5.6 stellt den Laufzeitvergleich der Programme der
optimierten (SKqttopt) mit der nicht-optimierten(SKqtt) SK-Maschine bei der Erzeu-
gung von Modula-2-Code dar.
Die erreichten Eektivitatsverbesserungen sind erheblich. Besonders gro ist der
Gewinn in den Fallen, wo es sich um rein-numerische Programme handelt (z. B. b,
tak), weil das funktionale Programm transparent in ein prozedurales Programm
ohne zusatzliche Datenstrukturen und Manipulationen einer abstrakten Maschine
(alle Funktionen sind strikt!) ubersetzt wird.
Wir haben ein Verfahren der Implementation einer nicht-strikten funktionalen
Sprache durch SK-Graph-Reduktion mit einer Erzeugung von Zielcode in einer pro-
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Abbildung 5.6: Laufzeitvergleich
SKqtt [s] SKqttopt [s] Vergleich
(di (plus (mal x x) 2)) 7.404,00 2.137,80 SKqtt -71,13%
(b 20) 9.296.882,10 16.909,60 SKqtt -99,82%
(fakt 20) 7.966,80 1.403,30 SKqtt -82,39 %
(queen 8) 5.745.098,90 238.268,20 SKqtt -95,85%
(tak 30 25 19 ) 18.264.202,90 2.786.969,60 SKqtt - 84,74 %
union 130.140,10 22.646,80 SKqtt -82,60%
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zeduralen Sprache beschrieben. Die in den SK-Kombinatoren modellierte Graph-
Reduktion ist ungeeignet fur die Erzeugung von prozeduralem Zielcode. Durch die
von uns angegebene Erweiterung des SK-Systems wird diese Technik verbessert, falls
im Quellprogramm strikte Funktionen erscheinen.
Das Verfahren kann mit der auf der abstrakten G-Maschine basierenden Technik
verglichen werden. Bei dieser Technik wird das funktionale Quellprogramm durch
-Lifting in Funktionen ohne innere -Abstraktionen ubersetzt. Die Funktionen wer-
den weiter compiliert und ,,warten" auf ihre Anwendungen.
In unserem Modell werden nicht-strikte Funktionen in Funktionen der proze-
duralen Zielsprache direkt ubersetzt. Im Evaluationsproze werden sie aus dem
SK-Simulator durch den handler fur strikte Funktionen (Funktion EXSF in der




In der vorliegenden Dissertation wurde die Quelltexttransformation als spezielle Im-
plementationsstrategie fur funktionale Sprachen untersucht. Der Zielcode eines auf
der Quelltexttransformation basierenden Compilers ist ein Programm einer proze-
duralen Sprache. Zwei grundlegende Methoden der Ubersetzung wurden bearbeitet:
1. Direkte Ubersetzung funktionaler in prozedurale Sprachen und
2. Modikation bzw. Erweiterung existierender Implementationstechniken im Hin-
blick auf die Erzeugung des Zielprogramms in einer prozeduralen Sprache.
Folgende grundlegende Ergebnisse der Dissertation sollen hervorgehoben werden:
a) Existierende Ansatze zur Quelltexttransformation funktionaler Sprachen [oCS93,
Bar93, Tam93, YU93, Aug84, Aug93, TAL90, DFG+94, ACD+97, CSS95,
Ja96] wurden aufbereitet, zusammengefat, systematisiert und verglichen.
b) Die Technik der Quelltexttransformation wurde mit herkommlichen Imple-
mentationstechniken [Lan64, Wad71, Dil88, Aug84, Jon87, San95] funktionaler
Sprachen kombiniert.
c) Zur Implementation funktionaler Sprachen uber eine direkte Transformation
in eine prozedurale Sprache wurde ein formales System von Transformationsre-
geln aufgestellt. Hierfur wurden bekannte Techniken wie das Lambda-Lifting
[Aug84, Jon87] und das Transformationssystem von Santos [San95] ebenso
einbezogen wie daruber hinausgehende selbst entwickelte spezielle Regeln.
d) Auf dieser theoretischen Grundlage haben wir eine Implementation vorgenom-
men, bei der beispielhaft eine Teilsprache von Scheme [RE91] (erweiterter
Lambda-Kalkul [Bar84]) nach Modula-2 [Wir85] ubersetzt wird.
e) Der von uns implementierte Compiler besitzt im Vergleich zu einer im Ansatz
ahnlichen Implementation von Bartlett [Bar93] eine Reihe von Vorteilen:
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 Zusammenhange zwischen Quell- und Zielsprache sind transparenter ge-
staltet.
 Erzeugte Typen werden so speziell wie moglich ubersetzt, in dem die
Typenvielfalt prozeduraler Sprachen ausgenutzt wird.
 Unser Compiler arbeitet (aufgrund o. g. Eigenschaften) z. T. erheblich
eektiver als vergleichbare Implementationen.
f) Im Vergleich mit Compilern, die auf dem Continuation-Passing-Style basieren
[App92, KKR+86, TAL90], ist folgender Unterschied zu nennen:
Transparente Zusammenhange zwischen Quell- und Zielsprache werden mit
unserem Compiler hergestellt. Dabei werden insbesondere prozedurale Pro-
gramme erzeugt, die mehr dem prozeduralen Programmierparadigma entspre-
chen, wahrend der Continuation-Passing-Style Programme produziert, deren
Hintergrund noch das funktionale Paradigma darstellt.
g) Fur die herkommliche Technik der Stack-basierten Implementation (SECD-
Maschine) [Lan64] wurden zwei Moglichkeiten der Kombination mit den Ansa-
tzen der Quelltexttransformation aufgezeigt. Dabei besitzt die Implementation
ohne ein C-Register Eektivitatsvorteile.
h) Fur die Graph-Reduktion-basierte Implementationstechnik wurde eine Kom-
binationsmoglichkeit mit der Quelltexttransformation untersucht, wobei sich
ebenfalls eine erhohte Eektivitat, Transparenz und Lesbarkeit der erzeugten
Programme ergab. Eine Implementation der vorgeschlagenen Strategie wurde
von uns realisiert.
Als oene bzw. weiterfuhrende Probleme unserer Dissertation sind folgende Aspekte
zu nennen:
 Verkettung von Quelltextcompilern: Auf der Grundlage einer Implementation
der Quelltexttransformation einer funktionalen Sprache (z. B. Scheme) in ei-
ne prozedurale Sprache (z. B. Modula-2) kann die Kombination mit weiteren
Quelltextcompilern sowohl als Front-End als auch als Back-End vorgenommen
werden.
Beispielsweise konnte der MirandaTM -Scheme-Compiler [Jr92] mit dem Sch-
eme-Modula-2-Compiler zu einem MirandaTM -Modula-2-Compiler kombiniert
werden. Auf der Seite des Back-Ends wiederum konnte mit Hilfe eines Modula-
2-C-Compilers [Pri92] ein Scheme-C-Compiler entstehen. Und durch Kombi-
nation der drei genannten Compiler ware ein MirandaTM -C-Compiler denkbar.
Hier mussen allerdings erst Experimente Aufschlu geben, inwiefern Probleme
der jeweiligen Laufzeitsysteme aufwendig zu losen sind.
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 Einbeziehung eines Debugging auf der Ebene der Quellsprache: Nutzt man
einen Quelltextcompiler als Produktionscompiler, so mu zur Fehlersuche das
Laufzeitverhalten (z. B. Ausnahmesituation) mit den Sprachelementen des
Quellprogramms verbunden werden (z. B. Hinweis auf Zeilennummern des
Quellprogramms). Hier sollten Experimente uber geeignete Manahmen zu
Erfahrungen fuhren.
 Unterstutzung der einfachen Typen der Zielsprache bei der auf der abstrak-
ten SECD-Maschine basierenden Implementationstechnik: In der vorliegenden
Dissertation wurde ein Algorithums fur die Ubersetzung des SECD-Codes in
eine prozedurale Sprache angegeben. Die Erzeugung von Programmen mit ein-
fachen Typen der Zielsprache ist dabei nicht analysiert worden.
 Realisierung einer Kombination der im Kapitel 3 betrachteten direkten Uber-
setzung einer funktionalen Sprache in eine prozedurale Sprache mit der ab-
strakten SECD-Maschine: Direkte Ubersetzung der Konstrukte der funktio-
nalen Quellsprache, die in eine prozedurale Sprache direkt ubersetzt werden
konnen und die Realisierung der nicht direkt ubersetzbaren Elemente der funk-
tionalen Sprache durch die abstrakte SECD-Maschine. Hierzu mussen (wie im
Kapitel 5) zusatzliche Ubersetzungsfunktionen und Verfahren fur die Kommu-
nikation zwischen den in der prozeduralen Sprache direkt erzeugten Funktio-
nen und der SECD-Maschine deniert werden. Eine derartige Implementation
kann zu einem Gewinn an Lesbarkeit und Debuggingmoglichkeit der erzeugten
Programme fuhren.
 Eine Moglichkeit der Optimierung des auf der SK-Graph-Reduktion basie-
renden Quelltextcompilers ware eine Vereinfachung des Prozesses der Suche
des zunachst zu reduzierenden Knotens im kombinatorischen Term. Die nur
fur nicht-strikte Funktionen des funktionalen Quellprogramms durchzufuhren-
de Graph-Reduktion ware damit beschleunigt. Mit diesem Thema beschaftigt
sich z. B. die Arbeit von Fradet und Metayer [FM91].
 Ein Vergleich der in der Arbeit denierten modizierten SK-Maschine mit der
abstrakten G- bzw. STG-Maschine ware interessant. Um den Einu unter-
schiedlicher Compiler (fur Modula-2 bzw. C) auf die Vergleichswerte auszu-
schlieen, ist eine Reimplementierung unseres Compilers zur Erzeugung von
C-Zielcode erforderlich. Die einzigen uns bekannten auf diesen abstrakten Ma-
schinen basierenden Quelltextcompiler haben als Zielsprache die Sprache C.
 Das denierte Verfahren fur die Durchfuhrung der Stack-Manipulation im pro-
zeduralen Programmierparadigma ist auf die Stack-Manipulation der abstrak-
ten G-Maschine ubertragbar: Die G-Maschinenbefehle fur die Stack-Manipu-
lation (mit dem handler fur rekursive Funktionen, mit direkter Ubersetzung
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der Maschinenbefehle, die ihr Pendant in der prozeduralen Zielsprache haben
usw.), sind im prozeduralen Modell realisierbar.
Das denierte Verfahren fur die Implementation der SK-Graph-Reduktion im
prozeduralen Modell kann auch bei der Graph-Reduktion der abstrakten G-
Maschine angewendet werden: Die Graph-Reduktion der G-Maschine kann auf
die gleiche Art in einem prozeduralen Programmodell (mit dem handler fur
die Aufrufe der direkt ubersetzten Funktionen aus dem G-Evaluator usw.)
realisiert werden.
Die Implementation einer auf o. g. Aspekte basierenden abstrakten G-Maschine
mit Unterstutzung der unboxed Datenobjekte und deren Vergleich mit schon
realiserten Ansatze [PJ92, Aug84] kann zu weiterfuhrenden Ergebnissen fuhren.
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-- Macos, Dragan --
-- Humboldt Universitaet zu Berlin --
-- FQ->QTTZ-Translator ohne Typinferenz --
type Name = String
type BindsType = [(Term, Term)]
data Term = Var Name
| Con Int
| Add Term Term
| Sub Term Term
| Mul Term Term
| Div Term Term
| Le Term Term
| Lam [Term] Term
| App Term [Term]
| Let BindsType Term
| If Term Term Term
| IF | THEN | ELSE | ENDIF
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| RET
| PROC | ARGS | VARS | HEXPRS|HPROCS|HTRANSF| ENDPROC
| BEGIN
| ADD | SUB|MUL|DIV|ARR
| BOTT
data Value = Wrong
| Num Int
| Fun (Value -> Value)
| BoolType Bool
ops = [ADD,SUB,MUL,DIV]
showval :: Value -> String
showval Wrong = "<wrong>"
showval (Num i) = show i
showval (BoolType c) = show c
showval (Fun f) = "<function>"
showterm :: Term -> String
showterm (Var name) = "Var " ++ name
showterm (Con int) = " Con " ++ (show int)
showterm (Add term1 term2) = " Add " ++ (showterm term1)
++ (showterm term2)
showterm (Add term1 term2) = " Add " ++ (showterm term1)
++ (showterm term2)
showterm (Sub term1 term2) = " Sub " ++ (showterm term1)
++ (showterm term2)
showterm (Mul term1 term2) = " Mul " ++ (showterm term1)
++ (showterm term2)
showterm (Div term1 term2) = " Div " ++ (showterm term1)
++ (showterm term2)
showterm (Le term1 term2) = " Le " ++ (showterm term1)
++ (showterm term2)
showterm (App term1 term2) = " App " ++ (showterm term1)
++ (showterms term2)
showterm (Arr term1 term2) = " Arr " ++ (showterm term1)
++ (showterm term2)
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showterm (Let binds expr) = "Let " ++ (show (showpairterms binds))
++ "IN "
++(showterm expr)
where showpairterms [] = []
showpairterms ((a,b):r) =
((showterm a), (showterm b)):
(showpairterms r)
showterm IF = " IF "
showterm THEN = " THEN "
showterm ELSE = " ELSE "
showterm ASS = " ASS "
showterm BLOCK = " BLOCK "
showterm RET = " RET "
showterm PROC = " PROC "
showterm ARGS = " ARGS "
showterm VARS = " VARS "
showterm HEXPRS = " HEXPRS "
showterm BEGIN = " BEGIN "
showterm HTRANSF = " HTRANSF "
showterm ENDPROC = " ENDPROC "
showterm ENDIF = " ENDIF "
showterm HPROCS = " HPROCS "
showterm ADD = " ADD "
showterm SUB = " SUB "
showterm MUL = " MUL "
showterm DIV = " DIV "
showterm ARR = " ARR "
showterm ENDAPP = " ENDAPP "
showterm APP = " APP "
showterm ARG = " ARG "
showterm (Lam names term) = "Lam"++(showterms names )++" "
++(showterm term)
showterms :: [Term] -> String
showterms l = mapDM showterm l
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where mapDM f [] = []
mapDM f (x:xs) = (f x)++(mapDM f xs)
translator::Int->Name->[Term]->[Term]->[Term]->[Term]->
[Term]->[Term]->[Term]->[Term]
-- Globale "Ubersetzung f"ur LET(REC)
-- Regel 1
translator s fun fp ((Let binds term):e) htransf
hexpr hvars hprocs arr =




where varslist = vars binds
exprlist = exprs binds
-- "Ubersetzung f"ur a := lambda x.e
-- Regel 2
translator s fun fp (ASS:Lam formals term:e) htransf
((Var var) : hexpr) hvars hprocs arr =
translator s fun fp e
htransf hexpr (takeout (Var var) hvars)
(translator s var formals (term:[]) [] [] [] []
((Arr (Var var) (Con (length formals))) :arr))
((Arr (Var var) (Con (length formals))) :arr)
-- "Ubersetzung von a := let...
-- Regel 3
translator s fun fp (ASS: (Let binds term):e) htransf
hexpr hvars hprocs arr =




where varslist = vars binds
exprlist = exprs binds
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-- "Ubersetzung von a = if then else
-- Regel 4
translator s fun fp (ASS:If cond thenopt elseopt:e)
htransf (var: hexpr) hvars hprocs arr =
translator s fun fp
(IF:cond:THEN:ASS:thenopt:ELSE:ASS:elseopt:ENDIF:e)
htransf (var:var:hexpr) hvars hprocs arr
-- "Ubersetzung von IF
-- Regel 5
translator s fun fp (If cond thenopt elseopt:e) htransf hexpr hvars
hprocs arr =
translator s fun fp
(IF:cond:THEN:thenopt:ELSE:elseopt:ENDIF:e)
htransf hexpr hvars hprocs arr
-- "Ubersetzung von Ass App
-- Regel 6
translator s fun fp (ASS:(App f args):e) htransf (a:hexpr)
hvars hprocs arr =
if (iscurry (App f args) arr)





((Arr a (Con (length helpvarsK ))):arr )
else translator s fun fp ((App f args):e)
(a:ASS:htransf) hexpr hvars hprocs arr
where { helpvarsK = newVars s (length args);
helpvarsNK = newVars (s+(length args)+1)
((arrity f arr)-(length args))}
-- "Ubersetzung von App
-- Regel 7
translator s fun fp ((App f args):e) htransf
hexpr hvars hprocs arr =
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translator s fun fp ((APP:f:(putterm ARG args))++(ENDAPP:e))
htransf hexpr hvars hprocs arr
-- ASS
-- Regel 8
translator s fun fp (ASS:e:eglob) htransf (a:hexpr)
hvars hprocs arr =
translator s fun fp (e:eglob) (a:ASS:htransf)
hexpr hvars hprocs arr
-- Sprachkonstrukte, die keine zus"atzlichen Transformationen verlangen
-- Regel 9
translator s fun fp (schw:e) htransf hexpr hvars hprocs arr =
translator s fun fp e (schw:htransf) hexpr hvars hprocs arr
-- Abschliessende Erzeugung des QTTZ-Zielcodes
-- Regel 10
translator s fun fp [] htransf hexpr hvars hprocs arr =
((PROC:Var fun:ARGS:fp)++((VARS:hvars)++(HPROCS :hprocs)++
(BEGIN:(reverse (htransf)))++ ([ENDPROC])++(ARR:arr)))
exprs :: BindsType -> [Term]
exprs [] = []
exprs ((name,term):r) = (term:(exprs r))
vars :: BindsType -> [Term]
vars [] = []
vars ((name,term):r) = (name:(vars r))
putterm ::Term->[Term]->[Term]
putterm _ [] = []
putterm t (x:xs) = t:x:(putterm t xs)
putass :: [Term] -> [Term]
putass = putterm ASS
instance Eq Term where
Var name1 == Var name2 = name1 == name2
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Con int1 == Con int2 = int1 == int2
_ == _ = False
member :: (Eq a) => a->[a]->Bool
member x [] = False
member x (y:ys) = if x==y then True
else member x ys
takeout :: Term ->[Term]->[Term]
takeout x [] = []
takeout x (y:xs) = if x==y then takeout x xs
else (y:(takeout x xs))
makeset :: (Eq a) => [a]->[a]
makeset [] = []
makeset (x:xs) = if (member x xs)
then makeset xs
else (x:(makeset xs))
newVars s br | br == 0 = []
| otherwise = (Var ("$" ++(show s))) :
(newVars (s+1) (br-1))
-- curry :: Term->[Term]->Bool
iscurry (App f args) arr = not ((length args) == (arrity f arr))
arrity :: Term->[Term]->Int
arrity f [] = 0
arrity f ((Arr (Var name) (Con length)):xs) =
if f == Var name
then length
else arrity f xs
term0 = (App
(App (Lam [Var "x"] (Lam [Var "y"]
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)
term4 = (If (App (Var "a") [(Var "x")] ) (Con 1)
(App (Var "a") [(Con 20)]))
test = showterms (translator 0 "Prog" [] [term1test] [] [] [] []
arritylist)
test1 = showterms (translator 0 "main" [] [term1test] [] [] []
[] [])








(App (Var "a") [(Con 1)])
test2 = showterms (translator 0 "main" [] [term2test] [] [] [] []
arritylist)
term2test = Let [(Var "a", (Lam [Var "x"] (Var "x"))),
(Var "b", Con 2),
(Var "c", Con 3)]
(If (Var "b") (Var "c")
(App (Var "a") [Con 10]))
test4 = showterms (translator 0 "main" [] [term4test] [] [] [] []
arritylist)
term4test = Let [(Var "a", Con 1), (Var "b",
(If (Var "a") (Con 1) (Con 2)))]
(Let [(Var "c", Con 2)] (Var "c"))
test5 = showterms (translator 0 "main" [] [term5test] [] [] [] []
arritylist)
term5test = App (Var "+") [(Con 3),(Con 4)]
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test6 = showterms (translator 0 "main" [] [term6test] [] [] [] []
arritylist)
term6test = App (App (Var "+") [(Con 3)]) [Con 4]
term7test= Let [(Var "a", ( App (Var "+")
[(Con 1)]))]
(App (Var "a") [(Con 2)])
test7 = showterms (translator 0 "main" [] [term7test] [] [] [] []
arritylist)
term3 = ( If (Le (Con 3) (Con 2)) (Con 10) (Con 20))
arritylist = [Arr (Var "+") (Con 2), Arr (Var "-") (Con 2),
Arr (Var "*") (Con 2), Arr (Var "<") (Con 2),
Arr (Var ">") (Con 2)]
174 Haskell-Code fur den FQ!QTTZ-Translator
Anhang B
Beispiele der Ubersetzung einer
funktionalen in eine prozedurale
Sprache mit dem SMC
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(IF (not (list? E))




(IF (equal? (CAR E) (QUOTE PLUS))
(LET ( (E1 (CAR (CDR E)))
(E2 (CAR (CDR (CDR E))))
)
(SUM (DIFF1 E1) (DIFF1 E2)))
(IF (equal? (CAR E) (QUOTE MAL))
(LET ((E1 (CAR (CDR E)))
(E2 (CAR (CDR (CDR E))))
)
(SUM (MULTIPL E1 (DIFF1 E2))









(CONS U (CONS V (QUOTE ())))))))




QuoteSE, DispSE, EqualSE, EqSE, HeadSE,






PROCEDURE DIFF1 (E : SExp):SExp ;
BEGIN
IF NOT IsTypeSE(E, ConstrSE) THEN






IF (EqualSE(HeadSE(E), QuoteSE('PLUS'))) THEN
RETURN SUM(DIFF1(HeadSE(TailSE(E))), DIFF1(HeadSE(TailSE(TailSE(E)))))
ELSE











PROCEDURE SUM (U : SExp;
V : SExp) : SExp;
BEGIN
RETURN ConsSE(QuoteSE('PLUS'), ConsSE(U, ConsSE(V, NullSE)))
END SUM ;
PROCEDURE MULTIPL (U : SExp;
V : SExp) : SExp;
BEGIN




DispSE(DIFF1(QuoteSE('(PLUS (MAL X X) 2)')))
END diff.





(if (or (= n 1) (= n 0))
1





PROCEDURE FIB(N : INTEGER) : INTEGER;
BEGIN
IF ((N = 1) OR (N = 0)) THEN
RETURN 1
ELSE











(if (= n 1)
1





PROCEDURE FAKT(N : INTEGER) : INTEGER;
BEGIN
IF (N = 1) THEN
RETURN 1
ELSE
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(FIND 1 1 (QUOTE ()) N)))
(FIND
(LAMBDA (I J BOARD N)
(IF (PROBLEM I J BOARD)
(ADVANCE I J BOARD N)
(IF (< N (+ I 1))
(REVERSE (CONS (LIST I J) BOARD))
(FIND (+ I 1) 1 (CONS (LIST I J) BOARD) N)))))
(PROBLEM
(LAMBDA (I J BOARD)
(IF (EQUAL? BOARD (QUOTE ()))
#F
(OR (THREATEN I J (CAR (CAR BOARD)) (CAR (CDR (CAR BOARD))))
(PROBLEM I J (CDR BOARD))))))
(THREATEN
(LAMBDA (I J A B)
(OR (OR (OR (EQ? I A) (EQ? J B)) (EQ? (- I J) (- A B)))
(EQ? (+ I J) (+ A B)))))
(ADVANCE
(LAMBDA (I J BOARD N)
(IF (< N (+ J 1))
(REMOVE BOARD N)
(FIND I (+ J 1) BOARD N))))
(REMOVE
(LAMBDA ( BOARD N)
(IF (equal? BOARD (QUOTE ()))
(QUOTE (IMPOSIBBLE))
(ADVANCE (CAR (CAR BOARD))








(CONS L1 (CONS L2 (QUOTE ())))))
(REV
(LAMBDA (L1 L2)
(IF (equal? L1 (quote ()))
L2





QuoteSE, DispSE, EqualSE, EqSE,
HeadSE, TailSE, ConsSE, QIntSE, ValIntSE, IsNullSE, InitSE;
FROM SExpsKr3 IMPORT
SExp ;
PROCEDURE QUEEN1(N : INTEGER) : SExp;
BEGIN
RETURN FIND(QIntSE(1), QIntSE(1), QuoteSE('NIL'), N)
END QUEEN1 ;
PROCEDURE FIND(I : SExp;
J : SExp;
BOARD : SExp;
N : INTEGER) : SExp;
BEGIN
IF PROBLEM(ValIntSE(I), ValIntSE(J), BOARD) THEN
RETURN ADVANCE(I, ValIntSE(J), BOARD, N)
ELSE
IF (N < (ValIntSE(I) + 1)) THEN
RETURN REVERSE(ConsSE(LIST(I, J), BOARD))
ELSE
RETURN FIND(QIntSE((ValIntSE(I) + 1)),
QIntSE(1), ConsSE(LIST(I, J), BOARD), N)




PROCEDURE PROBLEM(I : INTEGER;
J : INTEGER;










PROCEDURE THREATEN ( I : INTEGER;
J : INTEGER;
A : INTEGER;
B : INTEGER) : BOOLEAN;
BEGIN
RETURN((((I = A) OR (J = B))
OR ((I - J) = (A - B)))
OR ((I + J) = (A + B)))
END THREATEN ;
PROCEDURE ADVANCE (I : SExp;
J : INTEGER;
BOARD : SExp;
N : INTEGER) : SExp;
BEGIN
IF (N < (J + 1)) THEN
RETURN REMOVE(BOARD, N)
ELSE
RETURN FIND( I, QIntSE((J + 1)), BOARD, N)
END;
END ADVANCE;
PROCEDURE REMOVE(BOARD : SExp;
N : INTEGER) : SExp;
BEGIN













PROCEDURE REV(L1 : SExp;
L2 : SExp) : SExp;
BEGIN
IF (EqualSE(L1, QuoteSE('NIL'))) THEN
RETURN L2
ELSE
RETURN REV(TailSE(L1), ConsSE(HeadSE(L1), L2))
END;
END REV;
PROCEDURE LIST(X : SExp;
Y : SExp) : SExp;
BEGIN










(LAMBDA (X Y Z)
(IF (not (< Y X))
Z
(TAK (TAK (- X 1) Y Z)
(TAK (- Y 1) Z X)
(TAK (- Z 1) X Y))))))





PROCEDURE TAK ( X : INTEGER;
Y : INTEGER;
Z : INTEGER) : INTEGER ;
BEGIN
IF NOT (Y < X) THEN
RETURN Z
ELSE




WriteInt(TAK(11, 7, 50), 4)
END tak.
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Programm fur die Berechnung der Vereinigungsmenge der
Unterlisten einer Liste
(LETREC ((UNION1( LAMBDA (LS)
(IF (NULL? LS)
(QUOTE ())
(UNION2 (CAR LS) (UNION1 (CDR LS))))))
(UNION2 (LAMBDA (S1 S2)




(CONS (CAR S) (MAKESET (TAKEOUT (CAR S) (CDR S)))))))
(TAKEOUT (LAMBDA (X S)
(IF (NULL? S)
(QUOTE () )
(IF (EQUAL? X (CAR S))
(TAKEOUT X (CDR S))
(CONS (CAR S) (TAKEOUT X (CDR S))))))))
(UNION1 (QUOTE ((1 2 3 23 23 23 2 2 3 345 4 45 4 45 4 5 45 4 5 4 5 45)




QuoteSE, DispSE, HeadSE, TailSE, ConsSE,
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PROCEDURE UNION2(S1 : SExp;









RETURN ConsSE(HeadSE(S), MAKESET(TAKEOUT(HeadSE(S), TailSE(S))))
END;
END MAKESET;
PROCEDURE TAKEOUT(X : SExp;





IF (EqualSE(X, HeadSE(S))) THEN
RETURN TAKEOUT(X, TailSE(S))
ELSE




PROCEDURE NULL(L:SExp) : BOOLEAN;
BEGIN





DispSE (UNION1 (QuoteSE('((1 2 3 23 23 23 2 2 3 345 4 45 4 45 4 5
45 4 5 4 5 45)
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