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PRIMAL-DUAL GAP ESTIMATORS FOR A POSTERIORI
ERROR ANALYSIS OF NONSMOOTH MINIMIZATION
PROBLEMS
SO¨REN BARTELS AND MARIJO MILICEVIC
Abstract. The primal-dual gap is a natural upper bound for the en-
ergy error and, for uniformly convex minimization problems, also for
the error in the energy norm. This feature can be used to construct
reliable primal-dual gap error estimators for which the constant in the
reliability estimate equals one for the energy error and equals the uni-
form convexity constant for the error in the energy norm. In particular,
it defines a reliable upper bound for any functions that are feasible for
the primal and the associated dual problem. The abstract a posteriori
error estimate based on the primal-dual gap is provided in this article,
and the abstract theory is applied to the nonlinear Laplace problem and
the Rudin-Osher-Fatemi image denoising problem. The discretization
of the primal and dual problems with conforming, low-order finite ele-
ment spaces is addressed. The primal-dual gap error estimator is used
to define an adaptive finite element scheme and numerical experiments
are presented, which illustrate the accurate, local mesh refinement in a
neighborhood of the singularities, the reliability of the primal-dual gap
error estimator and the moderate overestimation of the error.
1. Introduction
Many problems in various applications like partial differential equations,
mechanics, imaging, and operations research can be formulated as convex
minimization problems of the form
inf
u∈X
E(u) = inf
u∈X
F (Bu) +G(u)
with convex functionals F,G and a bounded linear operator B. Examples
are the nonlinear Laplace equation, the Rudin-Osher-Fatemi model for im-
age denoising, obstacle problems or convex programming. Depending on
the data and the geometry of the problem a solution u ∈ X of the above
minimization problem may suffer from singularities which can harm the con-
vergence rate as the mesh size h > 0 of a finite element method tends to zero.
A well-known example for this phenomenon is the linear Laplace problem on
the L-shaped domain. The geometry of the domain leads to a convergence
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rate of order O(hγ) instead of O(h) in the energy norm, where 0 < γ < 1
and γ depends on the angle at the reentrant corner. Singularities may also
arise due to intrinsic properties of the functions in the underlying space X.
An example is the space of functions with bounded variation BV (Ω), which
allows for jumps along interfaces, which is of interest, e.g., in image process-
ing to preserve sharp edges. Yet, these jumps cause problems in the finite
element approximation of BV -functions.
One way to overcome these drawbacks is adaptive mesh refinement. The
general procedure of adaptive routines is to compute an approximation of
the minimizer in the discrete space with a given underlying triangulation,
compute a posteriori error estimators on the basis of the computed approx-
imation, refine the mesh locally where the error estimators are relatively
large and to compute a new approximate solution corresponding to the new
mesh. In this sense, adaptive methods are iterative numerical methods. The
reader is referred to, e.g., [5, 1, 38, 50, 47] to get an overview of adaptive
finite element methods.
The design of a posteriori error estimators is fundamental to adaptive finite
element methods. Particularly, it is crucial that the error estimators define
upper (reliability) and lower (efficiency) bounds for an appropriate measure
of the error and that the constant in the upper bound is small and known.
We will consider primal-dual gap error estimators which can be derived
using duality theory from convex analysis. In the contributions [43, 41, 42,
40, 44, 45, 8, 12] these primal-dual gap error estimators have been introduced
and used for various problems, e.g., elasto-plasticity and optimal transport.
In [43] the primal-dual gap error estimator has been analyzed for general
convex minimization problems with uniformly convex functionals and the
relation to other a posteriori error estimators based on, e.g., residual and
gradient recovery methods has been addressed. Yet, the numerical study of
primal-dual gap error estimators has not been considered in any of those
contributions. We will analyze primal-dual gap based error estimators for
the nonlinear Laplace problem
E∆σ(u) =
1
σ
∫
Ω
|∇u|σ dx−
∫
Ω
fudx −→ Min.!
with 1 < σ <∞, which has also been addressed in [41] without a numerical
study, and for the Rudin-Osher-Fatemi (ROF) model
Erof(u) = |Du|(Ω) + α
2
‖u− g‖2L2(Ω) −→ Min.!
with |Du|(Ω) the total variation of u, which has been analyzed in, e.g., [8].
The nonlinear Laplace problem serves as a model problem for degenerate
nonlinear systems. Results concerning the regularity of solutions, their ap-
proximation by finite elements and a priori error estimates can be found,
e.g., in [30, 18, 7, 33, 32, 22, 21, 25, 24]. An important observation in the
a priori error analysis was that the energy norm is not well suited for the
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analysis since optimal convergence rates can only be guaranteed under re-
strictive assumptions on the regularity of the solution, cf. [30, 18, 7, 33, 32].
It turned out that a so-called quasi-norm, which is a weighted L2-norm of the
gradient with a weight depending on the gradient and which has been intro-
duced in [7], is more appropriate for the analysis of the nonlinear Laplacian,
cf. [24, 20]. Particularly, the optimal convergence rate O(h) for P1 finite el-
ements can be proven under much less restrictive regularity assumptions on
the solution, cf. [25, 24, 20]. In [35, 34, 36] residual-based a posteriori error
estimators have been proposed and reliability and efficiency has been estab-
lished with respect to the quasi-norm. However, the involved constants are
not explicitly available. Residual-based quasi-norm error estimators yield-
ing explicit constants in the reliability estimate have been discussed in [16]
under the assumption that the modulus of the gradient is greater than zero
almost everywhere in the domain whereas the reliability and efficiency of
quasi-norm error estimators based on gradient recovery techniques has been
established in [17]. The convergence of an adaptive scheme with residual-
based a posteriori error estimators has been proven in [49]. In [19, 13] the
linear convergence and optimality of an adaptive method driven by residual-
based quasi-norm error estimators has been proven. The involved constants
particularly for the upper bound depend on the nonlinearity of the problem.
In [27, 28] the error is measured in a residual flux-based dual norm and
the a posteriori error estimator consists of a residual term, a diffusive flux
term and a linearization term. Flux reconstruction techniques are presented
to compute the error estimator and reliability (with constant one) and effi-
ciency (with a constant independent of the nonlinearity of the problem) are
shown. Particular focus is on the balance of linearization and discretization
errors.
The ROF model serves as a prototype for BV -regularized minimization
problems with applications, e.g., in image processing (cf. [46, 4]) and me-
chanics (cf. [48]). A primal-dual gap error estimator has been proposed to
define an adaptive algorithm for the ROF problem in [8], which has proven to
accurately detect the a priori unknown jump sets of the minimizer yielding
locally refined meshes in a neighborhood of the jump sets. Therein, a fi-
nite element method has been proposed where the primal and dual problem
have been discretized with continuous, elementwise affine finite elements.
However, the approximation of the dual ROF problem by continuous finite
elements is suboptimal since the dual ROF problem is posed on HN(div; Ω).
This is reflected in the experiments in [8] where oscillations of the approxi-
mations along the interface can be observed.
The advantage of primal-dual gap error estimators is that they are applicable
to a large class of convex minimization problems and naturally yield upper
bounds for the energy difference between the energy of an arbitrary admis-
sible test function and the optimal energy with constant one. In case of F
or G being strongly convex (or coercive) they also define upper bounds for
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some appropriate error measure with a constant depending on the coercivity
constant. Particularly, they define reliable upper bounds independently of
the iterative solver used to approximate discrete solutions to the primal and
dual problem, i.e., the primal-dual gap error estimator can be evaluated at
any two feasible functions for the primal and the dual problem to obtain
an upper bound for the error. Last but not least, the functionals F and G
need not be assumed to be differentiable and there does not need to exist a
variational formulation of the primal problem to establish the reliability of
the primal-dual gap error estimators.
In this paper we will consider primal-dual gap error estimators for both the
nonlinear Laplace problem and the ROF problem. While in [41] the primal-
dual gap error estimator has been considered for the nonlinear Laplacian, the
discretization and numerical implementation is missing. Furthermore, not-
ing that the dual problem corresponding to the nonlinear Laplace problem
is given by a smooth, linearly constrained optimization problem a modi-
fied error estimator, which is an upper bound for the primal-dual gap error
estimator, is suggested in [41] allowing for dual test functions that do not
satisfy the linear constraint. We will consider the “original” primal-dual
gap error estimator to control the quasi-norm used in [7, 19]. In particular,
the primal-dual gap error estimator ηpd can be used to improve the relia-
bility estimate for the convergent, reliable and efficient residual-based error
estimator ηres analyzed in [19, 13], i.e., defining ηcom = min{ηpd, ηres} we ob-
tain a reliable, robust, efficient and convergent error estimator. Continuous,
piecewise affine finite elements are used for the discretization of the primal
nonlinear Laplace problem and the ROF problem posed in W 1,α(Ω) and
BV (Ω) ∩ L2(Ω), respectively. The dual problems are posed in W β(div; Ω),
β = α/(α − 1), and HN(div; Ω) in case of the nonlinear Laplacian and the
ROF problem, respectively. In both cases we use the Brezzi-Douglas-Marini
finite element (cf. [14]), which consists of discontinuous piecewise affine vec-
tor fields with continuous normal components across interelement sides, for
the discretization. This is in contrast to the discretization in [8] where the
dual ROF problem has been discretized with continuous, piecewise affine
vector fields, which is known to be problematic in, e.g., the discretization
of the dual formulation of the linear Laplacian with mixed finite elements.
Particularly, oscillations are observed in the approximation of u along the
interface, cf. Section 6. The discrete optimization problems related to the
primal and the dual problems are solved using the Variable-Alternating Di-
rection Method of Multipliers (Variable-ADMM) proposed in [10] which is
an operator splitting method with variable step sizes.
The paper is organized as follows. In Section 2 we introduce the nota-
tion, important function spaces and finite element spaces and state some
approximation results. The abstract primal-dual gap error estimator and a
posteriori error estimate are the subject of Section 3. In Sections 4 and 5
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we state the nonlinear Laplace problem and the ROF problem, respectively,
and the associated dual problems, summarize a priori and a posteriori error
estimates and briefly address the numerical solution of the discrete primal
and dual problems. Finally, we present in Section 6 our numerical results
for both problems for examples for which the exact solutions are explicitly
available.
Let us remark that this article is part of the thesis [37], in which certain
arguments have been elaborated.
2. Preliminaries
2.A. Function spaces and convex analysis. We let Ω ⊂ Rd, d = 2, 3,
be a bounded, polygonal Lipschitz domain with Dirichlet boundary ΓD and
Neumann boundary ΓN such that ∂Ω = ΓD ∪ ΓN. The L2-norm on Ω is
denoted by ‖ · ‖ and is induced by the scalar product
(v, w) :=
∫
Ω
v · w dx
for scalar functions or vector fields v, w ∈ L2(Ω;Rr), r ∈ {1, d}, and we
write | · | for the Euclidean norm.
For s ≥ 0 and σ ≥ 1 we let W s,σ(Ω;Rr) be the standard Sobolev space with
norm ‖ · ‖W s,σ(Ω) and seminorm | · |W s,σ(Ω) with differentiability exponent s
and integrability exponent σ. The subspace W s,σD (Ω;R
r) consists of all func-
tions in W s,σ(Ω;Rr) that vanish on ΓD for s ≥ 1 in the sense of traces. If
s = 0 we write Lσ(Ω;Rr) instead of W s,σ(Ω;Rr).
Finally, for σ′ ≥ 1, we denote by W σ′(div; Ω) the function space consisting of
all vector fields p ∈ Lσ′(Ω;Rd) such that there exists a function f ∈ Lσ′(Ω)
with ∫
Ω
p · ∇ϕdx = −
∫
Ω
fϕdx
for all continuously differentiable, compactly supported functions ϕ ∈ C1c (Ω).
If such a function f ∈ Lσ′(Ω) exists, we write div p = f . The space
W σ
′
(div; Ω) is equipped with the norm
‖ · ‖Wσ′ (div;Ω) = ‖ · ‖Lσ′ (Ω) + ‖ div ·‖Lσ′ (Ω).
Furthermore, we denote by W σ
′
N (div; Ω) all elements of p ∈W σ
′
(div; Ω) with
p · n = 0 on ΓN in distributional sense, i.e.,
〈p · n, u〉 =
∫
Ω
p · ∇udx+
∫
Ω
udiv p dx = 0
for all u ∈ W 1,σD (Ω), where σ ≥ 1 is the dual exponent to σ′ ≥ 1, i.e.,
1/σ + 1/σ′ = 1. If σ′ = 2 we write H(div; Ω) instead of W 2(div; Ω), and
accordingly HN(div; Ω) instead of W
2
N(div; Ω).
For the general, abstract a posteriori error estimate we will work with two
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reflexive Banach spaces X and Y equipped with the norms ‖ · ‖X and ‖ · ‖Y ,
respectively. We denote their duals by X ′ and Y ′ and the corresponding
duality pairings by 〈·, ·〉X′,X and 〈·, ·〉Y ′,Y , respectively. The double du-
als X ′′ and Y ′′ are identified with X and Y , respectively. If X is a Hilbert
space with inner product (·, ·)X , we identify the dual X ′ with X. Given a
bounded linear operator B : X → Y we denote by B′ : Y ′ → X ′ its adjoint.
For proper, convex and lower-semicontinuous functionals F : Y → R ∪ {∞}
and G : X → R ∪ {∞} the subdifferentials ∂G(u) ⊂ X ′ at u ∈ X and
∂F (p) ⊂ Y ′ at p ∈ Y are defined by
∂G(u) = {w ∈ X ′ : 〈w, v − u〉X′,X +G(u) ≤ G(v) for all v ∈ X},
∂F (p) = {λ ∈ Y ′ : 〈λ, q − p〉Y ′,Y + F (p) ≤ F (q) for all q ∈ Y }.
Possible coercivity of the functionals F and G is characterized by non-
negative mappings %F : Y × Y → R+ and %G : X × X → R+ such that
for w ∈ ∂G(u) and λ ∈ ∂F (p) we have
〈w, v − u〉X′,X +G(u) + %G(v, u) ≤ G(v) for all v ∈ X,
〈λ, q − p〉Y ′,Y + F (p) + %F (q, p) ≤ F (q) for all q ∈ Y.(1)
This can be regarded as a generalization of the notion of uniform convexity
and strong convexity. The existence of non-trivial %G or %F will induce
an error measure for which we establish primal-dual gap error estimates.
For the a posteriori error analysis we will need the Fenchel conjugates F ∗
and G∗, which are defined by
F ∗(q) = sup
p∈Y
〈q, p〉Y ′,Y − F (p), G∗(v) = sup
u∈X
〈v, u〉X′,X −G(u).
These are used to convert the primal problems into dual problems.
2.B. Finite element spaces. We let (Th)h>0 be a family of regular trian-
gulations of Ω. The set Sh consists of all edges (d = 2) or faces (d = 3)
of elements of Th and Nh denotes the set of nodes of Th. The elementwise
constant mesh size function hT ∈ L∞(Ω) is defined by
hT |T = hT = diam(T )
for all T ∈ Th. In the context of locally refined meshes we employ the average
mesh size
h = |Nh|−1/d
defined with the cardinality |Nh| of Nh. Throughout the paper c will denote
a generic, positive and mesh-independent constant.
For an integer k ≥ 0 and a triangle T ∈ Th let Pk(T ) be the space of
polynomials on T with total degree at most k. We then consider for r ∈
{1, d} the finite element spaces
Sk(Th)r :=
{
vh ∈ C(Ω;Rr) : vh|T ∈ Pk(T )r for all T ∈ Th
}
and
Lk(Th)r :=
{
qh ∈ L1(Ω;Rr) : qh|T ∈ Pk(T )r for all T ∈ Th
}
.
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For an elementwise continuous function v ∈ C(Th) the operator
Îh : C(Th)→ L1(Th)
is defined by the elementwise application of the standard nodal interpolation
operator Ih : C(Ω)→ S1(Th). Note that Îh|C(Ω) = Ih. With the nodal basis
{ϕz : z ∈ Nh} ⊂ S1(Th) the bilinear form
(v, w)h :=
∫
Ω
Îh(vw) dx =
∑
T∈Th
∑
z∈Nh∩T
βTz v|T (z)w|T (z)
for v, w ∈ L1(Th), where βz =
∫
T ϕz dx, defines an inner product on L1(Th).
This mass lumping will allow for the nodewise solution of certain nonlinear-
ities. We have the relation
‖vh‖ ≤ ‖vh‖h ≤ (d+ 2)1/2‖vh‖
for all vh ∈ L1(Th), cf. [9, Lemma 3.9].
For completeness we provide the next lemma which states that S1(Th)d is
dense in W β(div; Ω).
Lemma 2.1. Let p ∈ W β(div; Ω). For every ε > 0 there exists h(ε) > 0
such that for all h ≤ h(ε) there exists a function qh ∈ S1(Th)d with
‖p− qh‖Wβ(div;Ω) < ε.
Proof. Since C∞(Ω;Rd) is dense in W β(div; Ω), there exists for given ε > 0
a function q ∈ C∞(Ω;Rd) with
‖p− q‖H(div;Ω) < ε/2.
Standard nodal interpolation estimates yield
‖q − Ihq‖Wβ(div;Ω) ≤ ‖q − Ihq‖W 1,β(Ω;Rd) ≤ ch|q|W 2,∞(Ω;Rd).
Now let h be such that
‖q − Ihq‖Wβ(div;Ω) < ε/2.
Choosing qh = Ihq and using the triangle inequality yields the assertion. 
For an element T ∈ Th and ph ∈ Pk(T )r we have by an inverse estimate
‖ph‖2L2(T ) ≤ ch2 min{0,d/2−d/α}T ‖ph‖2Lα(T ),
cf. [15]. Hence, we may introduce for 1 ≤ α < 2 the weighted L2-inner
product
(ph, qh)wα = (h
d(2/α−1)
T ph, qh)
for ph, qh ∈ Lk(Th). Its induced norm then has the property ‖ · ‖wα ≤
c‖ · ‖Lα(Ω) on Lk(Th).
Let us finally introduce the so called Brezzi-Douglas-Marini (BDM) finite
element space which is given by
BDM(Ω) = L1(Th)d ∩H(div; Ω) ⊂ H(div; Ω),
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cf. [14]. For an element T ∈ Th we can define a local interpolation operator
Πh,T : H
1(T )d → P1(T )d by∫
S
q · nψ ds =
∫
S
Πh,T q · nψ ds
for all sides S ∈ Sh ∩ T of the element T and all affine functions ψ ∈ P1(S)
on S. Note that the interpolation operator is well-defined also for less regular
functions, e.g., for q ∈ H(div;T )∩Lγ(T ;Rd) with γ > 2, cf. [14]. The global
interpolation operator Πh : H
1(Ω)d → BDM(Ω) is then defined by
(Πhq)|T = Πh,T (q|T )
and, in particular, Πhq ∈ BDM(Ω) ⊂ H(div; Ω). For more details on
H(div; Ω)-conforming finite element spaces we refer the reader to [14].
3. Abstract error estimate
In the following we recap the existing results on abstract a posteriori error
estimation for convex minimization problems and refer to [40, 43, 41, 8] for
further details.
Let F : Y → R ∪ {∞} and G : X → R ∪ {∞} be proper, convex and lower-
semicontinuous functionals and B : X → Y be bounded and linear. Under
these hypothesis there holds F = (F ∗)∗ and we obtain
inf
u∈X
E(u) = inf
u∈X
F (Bu) +G(u)
= inf
u∈X
sup
p∈Y ′
〈p,Bu〉Y ′,Y − F ∗(p) +G(u)
≥ sup
p∈Y ′
inf
u∈X
−F ∗(p) + 〈p,Bu〉Y ′,Y +G(u)
= sup
p∈Y ′
− sup
u∈X
F ∗(p) + 〈−B′p, u〉X′,X −G(u)
= sup
p∈Y ′
−F ∗(p)−G∗(−B′p)
=: sup
p∈Y ′
D(p).
Hence, the dual formulation seeks a maximizer p ∈ Y ′ for D. Particularly,
we have the weak duality relation
(2) E(v) ≥ D(q)
for all v ∈ X and q ∈ Y ′. If u ∈ X is a minimizer for E, the necessary
optimality condition reads
0 ∈ ∂E(u).
With a nonnegative coercivity functional %E : X × X → [0,∞) this is
equivalent to
(3) %E(v, u) + E(u) ≤ E(v)
for all v ∈ X. A combination of (2) and (3) yields the following abstract a
posteriori error estimate.
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Proposition 3.1 (Primal-dual gap estimates). Let Xh ⊂ X and Yh ⊂ Y ′
and u ∈ X and uh ∈ Xh be minimial for E in X and Xh, respectively. We
then have the a priori error estimate
%E(u, uh) ≤ E(uh)− E(u) ≤ inf
vh∈Xh
E(vh)− E(u).
For any wh ∈ Xh and qh ∈ Yh we have with η(wh, qh) := (E(wh)−D(qh))1/2
the a posteriori error estimate
%E(u, uh) ≤ η2(wh, qh).
Proof. The a priori error estimate is a direct consequence of (3). Using the
optimality (3) of u ∈ X, the weak duality (2) and Yh ⊂ Y ′ we then obtain
%E(u, uh) ≤ E(wh)− E(u) ≤ E(uh)− sup
p∈Y ′
D(p) ≤ E(wh)−D(qh),
which concludes the proof. 
Remarks 3.2. 1. Note that in case of strong duality, i.e., there holds
equality in (2), the a posteriori error estimate stated in Proposition 3.1 is
sharp in the sense that if we use wh = u and qh = p in η with u ∈ X and
p ∈ Y ′ being solutions to the primal and the dual problem, respectively, we
have
η2(u, p) = E(u)−D(p) = inf
v∈X
E(v)− sup
q∈Y ′
D(q) = 0.
Sufficient for strong duality is that there exists w ∈ X with F (Bw) < ∞,
G(w) < ∞ and F being continuous at Bw. In this case the solutions are
related by the inclusions
−B′p ∈ ∂G(u), p ∈ ∂F (Bu),
cf. [26], which are equivalent to the variational inequalities
〈−B′p, v − u〉X′,X + %G(v, u) +G(u) ≤ G(v),
〈p,Bv −Bu〉Y ′,Y + %F (Bv,Bu) + F (Bu) ≤ F (Bv).
Adding both inequalities gives (3) with
%E(v, u) = %F (Bv,Bu) + %G(v, u),
which serves as an error measure.
2. Let us emphasize that for the derivation of the reliability estimate for the
primal-dual gap error estimator η we did not need to make any assumptions
on the differentiability of the functionals F and G.
3. One is free in the construction of feasible functions wh ∈ Xh and qh ∈ Yh
to define the error estimator η(wh, qh). We will use the Variable-ADMM
introduced in [10] to approximately solve the primal and the dual problem
for the nonlinear Laplace problem and the ROF problem. However, feasible
functions, e.g., for the dual problem, may be constructed using other tech-
niques like gradient recovery or flux reconstruction techniques, if they are
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applicable for the specific problem. The relation between primal-dual gap er-
ror estimators and other error estimators is discussed in [43] for a certain
class of convex minimization problems.
4. Nonlinear Laplace equation
4.A. Primal and dual formulation. The nonlinear Laplace problem seeks
for σ ∈ (1,∞), σ′ = σ/(σ − 1), f ∈ Lσ′(Ω), g ∈ Lσ′(ΓN), u˜D ∈W 1,σ(Ω) and
uD = u˜D|ΓD a function u ∈W 1,σ(Ω) which is minimal for
E∆σ(u) =
1
σ
∫
Ω
|∇u|σ dx−
∫
Ω
fudx−
∫
ΓN
guds+ IuD(u|ΓD).
The indicator functional IuD encodes the boundary condition u|ΓD = uD
on ΓD = ∂Ω \ ΓN. The minimization problem admits a unique minimizer,
cf. [30]. Minimization problems of the above structure arise in various areas
of interest, e.g., nonlinear diffusion [39], nonlinear elasticity [2], and fluid
mechanics [3, 6].
Let us make the following assumption that will simplify the presentation.
Assumption 4.1. For ease of presentation we restrict to the case g = 0 and
uD = 0 in what follows. We then omit the indicator functional IuD(u|ΓD) in
the definition of E∆σ and seek for a minimizer u ∈W 1,σD (Ω) instead.
The dual nonlinear Laplace problem seeks p ∈ W σ′N (div; Ω) that maximizes
the functional
D∆σ(p) := −
1
σ′
∫
Ω
|p|σ′ dx− I{f}(−div p).
The following result (cf. [41, Thm. 1]) shows that the dual nonlinear Laplace
problem is in fact the dual problem to the primal nonlinear Laplace problem
in the sense of Fenchel duality. It further ensures the strong duality between
the primal and the dual nonlinear Laplace problem.
Theorem 4.2 (Strong duality). There exists a unique minimizer u ∈W 1,σD (Ω)
for E∆σ and a unique maximizer p ∈ W σ′N (div; Ω) for D∆σ . The func-
tions u and p are related by div p = −f , p = |∇u|σ−2∇u (or, equivalently,
∇u = |p|σ′−2p) and
E∆σ(u) = D∆σ(p).
Proof. The assertion follows from standard arguments in duality theory,
cf. [41, 26]. 
Next, we introduce suitable finite element spaces for the primal and dual
nonlinear Laplace problem.
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4.B. Finite element spaces and a priori estimates. To make use of
the primal-dual gap estimator we need to choose conforming finite element
spaces Xh ⊂W 1,σD (Ω) and Yh ⊂W σ
′
N (div; Ω). We let
Xh = S1(Th) ∩W 1,σD (Ω), Yh = BDM(Ω) ∩W σ
′
N (div; Ω).
For fh ∈ L0(Th) being the elementwise L2-projection of f we set
Eh∆σ(uh) =
1
σ
∫
Ω
|∇uh|σ dx−
∫
Ω
fhuh dx,
Dh∆σ(ph) = −
1
σ′
∫
Ω
|ph|σ′ dx− I{fh}(−div ph),
D̂h∆σ(ph) = −
1
σ′
∫
Ω
Îh|ph|σ′ dx− I{fh}(−div ph).
As it has been found out in earlier contributions, the energy norm ‖∇·‖Lσ(Ω)
is not well suited for the a priori and a posteriori error analysis for the
nonlinear Laplacian, since one obtains convergence rates that are not optimal
for a discretization with linear finite elements, cf. [7]. Instead, for a fixed
function v ∈W 1,σ(Ω), a so called quasi-norm defined by
‖∇w‖2(v,σ) :=
∫
Ω
(|∇v|+ |∇w|)σ−2|∇w|2 dx
has been introduced and widely used in the literature, cf. [7, 24, 35, 34, 36,
17, 19, 13]. Defining
V (∇v) := |∇v|σ−22 ∇v
it has been shown in [20, 19] that there exist constants c, C > 0 with
c‖∇v −∇w‖2(v,σ) ≤ ‖V (∇v)− V (∇w)‖2 ≤ C‖∇v −∇w‖2(v,σ).
The following a priori estimate for the quasi-norm has been shown in [20,
Lem. 5.2].
Proposition 4.3 (A priori estimate). Let u and uh be the minimizers
for E∆σ in W
1,σ
D (Ω) and in Xh, respectively. Then we have
‖V (∇u)− V (∇uh)‖ ≤ c inf
vh∈Xh
‖V (∇u)− V (∇vh)‖.
If the minimizer u additionally satisfies V (∇u) ∈W 1,2(Ω;Rd), there holds
‖V (∇u)− V (∇uh)‖ ≤ c inf
vh∈Xh
‖V (∇u)− V (∇vh)‖ ≤ ch‖∇V (∇u)‖.
Proof. A complete proof is given in [20]. 
Remark 4.4. Under certain regularity assumptions on the data f and the
boundary ∂Ω one can prove V (∇u) ∈ W 1,2(Ω;Rd), cf. [23, 25]. In general,
one may only expect V (∇u) ∈W 1,γ(Ω;Rd) for some γ > 1 and, in this case,
‖V (∇u)− V (∇uh)‖ ≤ chs
with s = min{1, 2− 2/γ}, cf. [13, Rem. 5.2].
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To obtain an a posteriori error estimate in the style of Proposition 3.1 we
need to bound the error in the quasi-norm by the energy difference. This
is established in [19, Lem. 16] for the difference between two finite element
solutions of the nonlinear Laplace problem on nested finite element spaces.
Proposition 4.5 ([19, Lem. 16]). Let u ∈W 1,σD (Ω) be the unique minimizer
of E∆σ and vh ∈ Xh be arbitrary. Then we have
c‖V (∇u)− V (∇vh)‖2 ≤ E∆σ(vh)− E∆σ(u).
Proof. A proof is presented in [19, Lem. 16], where the error between two
minimizers uh ∈ Xh and uh′ ∈ Xh′ of E∆σ in nested spaces Xh ⊂ Xh′ ⊂
W 1,σD (Ω) is considered. However, the minimality property of uh is not used
so that we may replace it by any test function vh ∈ Xh, see also [13, Lem.
3.2, Rem. 3.3]. We refer the reader to [19, Lem. 16] for details. 
The previous proposition enables us to follow the arguments for the a pos-
teriori error analysis presented in the abstract setting.
4.C. A posteriori estimate and error estimator. By Proposition 4.5
and the strong duality ensured by Theorem 4.2 we obtain an a posteriori
error estimate and an error estimator in the fashion of Proposition 3.1, which
can be used for adaptive local mesh refinement. The next result is a special
case of Proposition 3.1 for the nonlinear Laplace problem, where also the
data approximation error is taken into account.
Proposition 4.6 (A posteriori estimate). Let u and uh be the unique min-
imizers for E∆σ in W
1,σ
D (Ω) and for E
h
∆σ
in Xh, respectively, and let ph be
the unique maximizer for Dh∆σ in Yh. Then we have for any vh ∈ Xh and
qh ∈ Yh with div qh = −fh that
c‖V (∇u)− V (∇uh)‖2 ≤ ηh∆σ(vh, qh)2 + c‖ph‖1/(σ−1)Lσ′ (Ω) ‖f − fh‖Lσ′ (Ω),
with ηh∆σ(vh, qh)
2 = Eh∆σ(vh)−Dh∆σ(qh).
Proof. By Proposition 4.5, the strong duality given by Theorem 4.2 and the
optimality of uh and ph in Xh and Yh, respectively, we have
c‖V (∇u)− V (∇uh)‖2 ≤ E∆σ(uh)− E∆σ(u)
= E∆σ(uh)−D∆σ(p)
= Eh∆σ(uh)−Dh∆σ(ph)
+ E∆σ(uh)− Eh∆σ(uh) +Dh∆σ(ph)−D∆σ(p)
≤ ηh∆σ(vh, qh)2
+ E∆σ(uh)− Eh∆σ(uh) +Dh∆σ(ph)−D∆σ(p).
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Using ‖uh‖Lσ(Ω) ≤ c‖∇uh‖Lσ(Ω) ≤ c‖fh‖1/(σ−1)Lσ′ (Ω) the first data approximation
error can be estimated by
E∆σ(uh)− Eh∆σ(uh) =
∫
Ω
uh(f − fh) dx ≤ c‖fh‖1/(σ−1)Lσ′ (Ω) ‖f − fh‖Lσ′ (Ω).
To estimate the second error involving the discretization of the dual func-
tional we will construct a function p˜h ∈W σ′N (div; Ω) for which D∆σ is finite,
i.e., div p˜h = −f , and which relates p and ph. Let w(h) ∈ W 1,σ(Ω) be the
unique weak solution with vanishing mean of
−div(|∇w(h)|σ−2∇w(h)) = f − fh, |∇w(h)|σ−2∇w(h) · n = 0 on ∂Ω
and set p(h) = |∇w(h)|σ−2∇w(h). Then we have p(h) ∈W σ′N (div; Ω) with
‖p(h)‖Lσ′ (Ω) ≤ c‖f − fh‖Lσ′ (Ω).
For p˜h = ph + p
(h) there holds −div p˜h = f , i.e., D∆σ(p˜h) < ∞. With the
optimality of p and the monotonicity
|a|σ′ − |b|σ′ ≤ σ′|a|σ′−2a · (a− b)
for a, b ∈ Rd we can then bound the error Dh∆σ(ph)−D∆σ(p) by
Dh∆σ(ph)−D∆σ(p) ≤ Dh∆σ(ph)−D∆σ(p˜h)
≤
∫
Ω
|ph|σ′−2ph · (ph − p˜h) dx
≤ ‖|ph|σ′−1‖Lσ(Ω)‖p(h)‖Lσ′ (Ω)
≤ c‖ph‖1/(σ−1)Lσ′ (Ω) ‖f − fh‖Lσ′ (Ω),
which completes the proof. 
Remarks 4.7. 1. In our numerical experiments below the sequence of
discrete solutions to the dual nonlinear Laplace problem (ph)h>0 remained
bounded in Lσ
′
(Ω). Unfortunately, we were not able to prove this theoreti-
cally in general.
2. In Proposition 4.9 we prove that the density of the estimator is nonneg-
ative.
Remarks 4.8. 1. Note that the (discrete) primal-dual gap error estima-
tor ηh∆σ defines for arbitrary vh ∈ Xh and qh ∈ Yh with div qh = −fh a
reliable upper bound (up to data oscillations) for the error in the quasi-
norm, i.e., we do not need to compute exact discrete solutions uh and ph of
the primal and dual nonlinear Laplace problem, respectively.
2. The proof of the reliability of the primal-dual gap error estimator did not
require any differentiability assumptions on E∆σ or a variational formula-
tion of the primal nonlinear Laplace problem.
3. Using integration by parts and div qh = −fh we obtain the expression
ηh∆σ(vh, qh)
2 =
∫
Ω
1
σ
|∇vh|σ + 1
σ′
|qh|σ′ − qh · ∇vh dx.
14 SO¨REN BARTELS AND MARIJO MILICEVIC
4. In our numerical experiments we will use the computable (lumped) dis-
crete primal-dual gap error estimator
η̂h∆σ(vh, qh)
2 = Eh∆σ(vh)− D̂h∆σ(qh).
As before, integration by parts and the relation div qh = −fh yield
η̂h∆σ(vh, qh)
2 =
∫
Ω
1
σ
|∇vh|σ + 1
σ′
Îh|qh|σ′ − qh · ∇vh dx.
For T ∈ Th the local error indicator is given by restriction of the global error
estimator to the element T . We have the following nonnegativity result.
Proposition 4.9. Let for any T ∈ Th the local error indicator be defined by
ηh,T∆σ (vh, qh)
2 =
∫
T
1
σ
|∇vh|σ + 1
σ′
|qh|σ′ − qh · ∇vh dx,
η̂h,T∆σ (vh, qh)
2 =
∫
T
1
σ
|∇vh|σ + 1
σ′
Îh|qh|σ′ − qh · ∇vh dx.
Then we have for any vh ∈ Xh and qh ∈ Yh
η̂h,T∆σ (vh, qh) ≥ η
h,T
∆σ
(vh, qh) ≥ 0.
Proof. Using that for an element T ∈ Th and x ∈ T the mapping x 7→
|qh(x)|σ′ is convex we conclude that Îh|qh|σ′ ≥ |qh|σ′ on T since qh|T is
affine, and, therefore,
η̂h,T∆σ (vh, qh)
2 ≥ ηh,T∆σ (vh, qh)2.
Note that the integrand in the definition of ηh,T∆σ is nonnegative, because for
arbitrary b ∈ Rd we have by Young’s inequality
(1/σ′)|b|σ′ = sup
a∈Rd
a · b− (1/σ)|a|σ.
Particularly, we have
ηh,T∆σ (vh, qh)
2 =
∫
T
1
σ
|∇vh|σ + 1
σ′
|qh|σ′ − qh · ∇vh dx ≥ 0
for every element T ∈ Th. Hence, putting everything together, we arrive at
η̂h,T∆σ (vh, qh) ≥ η
h,T
∆σ
(vh, qh) ≥ 0
for any T ∈ Th. 
In the sequel we briefly discuss the explicit computation of the primal-dual
gap error estimator.
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4.D. Iterative solution. As we have pointed out in Remark 4.8 the quan-
tity ηh∆σ(vh, qh), and therefore also η̂
h
∆σ
(vh, qh) by Proposition 4.9, defines
a reliable upper bound for any feasible functions vh ∈ Xh and qh ∈ Yh.
Since the minimizer uh of E
h
∆σ
in Xh and the maximizer ph of D
h
∆σ
in Yh
are not directly available, a reasonable choice of functions vh and qh with
div qh = −fh are approximate discrete solutions of the primal and dual
nonlinear Laplace problem. These will be computed using splitting meth-
ods based on augmented Lagrange functionals, which have been introduced
in [30, 29]. For the primal problem we define
LEτ (uh, rh;λh) =
1
σ
∫
Ω
|rh|σ dx−
∫
Ω
fhuh dx
+ (λh,∇uh − rh)wσ +
τ
2
‖∇uh − rh‖2wσ
for uh ∈ Xh and rh, λh ∈ L0(Th)d. For the dual problem we consider
LDτ (ph, qh;µh) =
1
σ′
∫
Ω
Îh|qh|σ′ dx+ I{−fh}(div ph)
+ (µh, ph − qh)h,wσ′ +
τ
2
‖ph − qh‖2h,wσ′
for qh, µh ∈ L1(Th)d and ph ∈ Yh. The minimization of Eh∆σ and −D̂h∆σ is
equivalent to seeking a saddle point for LEτ and L
D
τ , respectively, i.e.,
min
uh∈Xh
Eh∆σ(uh) = min
(uh,rh)∈Xh×L0(Th)d
max
λh∈L0(Th)d
LEτ (uh, rh;λh),
min
ph∈Yh
−D̂h∆σ(ph) = min
(ph,qh)∈Yh×L1(Th)d
max
µh∈L1(Th)d
LDτ (ph, qh;µh).
The associated saddle-point problems are then solved using the Variable-
ADMM, cf. [10] for details.
5. Rudin-Osher-Fatemi image denoising
5.A. Primal and dual formulation. In this section we consider a variant
of the nonlinear Laplacian with limit exponent σ = 1. For a given function
g ∈ L2(Ω) and a fidelity parameter α > 0 we seek a minimizer u ∈ BV (Ω)∩
L2(Ω) of the functional
Erof(u) =
∫
Ω
|Du|+ α
2
‖u− g‖2.
This particular minimization problem has been proposed in image processing
for denoising a given noisy image g and is known as the Rudin-Osher-Fatemi
(ROF) image denoising problem [46]. It also serves as a model problem for
general BV -regularized minimization problems and evolutions, cf., e.g., [48].
The (pre-)dual problem is given by the maximization of the functional
Drof(p) = − 1
2α
‖ div p+ αg‖2 + α
2
‖g‖2 − IK1(0)(p)
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in the set of vector fields p ∈ HN(div; Ω) with square integrable distributional
divergence and vanishing normal component on ∂Ω, cf. [31]. The indicator
functional IK1(0) of the set of vector fields q ∈ L2(Ω;Rd) which satisfy |q| ≤ 1
in Ω introduces a pointwise constraint. Note that a maximizer of Drof may
not be unique. The primal and the dual ROF problem are in strong duality
and the unique minimizer u ∈ BV (Ω) ∩ L2(Ω) of Erof and any maximizer
p ∈ HN(div; Ω) of Drof are related by
div p = α(u− g), −(u,div(q − p)) ≤ 0
for all q ∈ HN(div; Ω) ∩K1(0), cf. [31].
5.B. Finite element spaces and a priori estimates. As for the nonlin-
ear Laplace equation we let
Xh = S1(Th) ⊂ BV (Ω) ∩ L2(Ω).
The discrete space Yh is chosen to consist of continuous or discontinuous,
elementwise affine vector fields
Y Ch = S1(Th)d ∩HN(div; Ω), or Y dCh = L1(Th)d ∩HN(div; Ω).
We have the consistency relation Y Ch ⊂ Y dCh ⊂ HN(div; Ω) and denote by Yh
either of the two spaces. Let gh ∈ L0(Th) be the elementwise L2-projection
of g. The discretized functionals are then defined by
Ehrof(uh) =
∫
Ω
|∇uh|dx+ α
2
‖uh − gh‖2,
Dhrof(ph) = −
1
2α
‖ div ph + αgh‖2 − IK1(0)(ph) +
α
2
‖gh‖2.
Remark 5.1. The discretization of the dual ROF problem with the lowest
order Raviart-Thomas finite element is not suitable since it does not include
nodal degrees of freedom which is required to ensure the pointwise constraint
|ph| ≤ 1 which in turn is mandatory to derive a meaningful and useful a
posteriori error estimate.
Let u and uh be the unique minimizers of Erof in BV (Ω) ∩ L2(Ω) and Xh,
respectively. The strong convexity of Erof can be used to derive the a priori
error estimate
α
2
‖u− uh‖2 ≤ ch1/2
if u ∈ BV (Ω) ∩ L∞(Ω), cf. [11, 9]. The optimal convergence rate for the
approximation with continuous, piecewise linear functions is, however, given
by
min
vh∈S1(Th)
‖u− vh‖2 ≤ ch,
which cannot be improved in general, cf. [11, 9].
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Motivated by the relation div p = α(u − g) we also consider for any dis-
crete maximizer ph ∈ Yh of Dhrof the approximation
uh =
1
α
div ph + gh ∈ L0(Th)
of u, for which the following convergence result can be proven.
Proposition 5.2. Let for any h > 0 the function ph be a discrete maximizer
of Dhrof in Yh and let uh = (1/α) div ph + gh. If gh → g in L2(Ω), we have
‖u− uh‖ → 0
as h→ 0.
Proof. The sequence (gh)h ⊂ L2(Ω) is uniformly bounded since gh → g
in L2(Ω). Using that ph is a minimizer for −Dhrof in Yh we can bound
1
2α
‖ div ph + αgh‖2 − α
2
‖gh‖2 = −Dhrof(ph) ≤ −Dhrof(0) = 0,
i.e.,
1
2α
‖ div ph + αgh‖2 ≤ α
2
‖gh‖2.
Thus, the sequence (ph)h>0 is uniformly bounded in HN(div; Ω). Hence,
we can choose a subsequence (ph′)h′>0 with ph′ ⇀ p for a function p ∈
HN(div; Ω). On the other hand there exists for any q ∈ HN(div; Ω) a se-
quence (qh)h>0 ⊂ Y Ch with |qh| ≤ 1 for all h > 0 and qh → q in HN(div; Ω).
Indeed, for given q ∈ HN(div; Ω) one can construct a smooth function
q˜ ∈ C∞c (Ω;Rd) via convolution of q with a nonnegative convolution kernel
noting that this process does not increase the L∞-norm. One then procedes
as in the proof of Lemma 2.1 noting again that neither the nodal inter-
polation operator increases the L∞-norm. The weak lower-semicontinuity
of −Drof and the optimality of each ph′ yield
−Drof(p) ≤ lim inf
h′→0
−Drof(ph′)
≤ lim sup
h′→0
−Dh′rof(ph′) +Dh
′
rof(ph′)−Drof(ph′)
≤ lim sup
h′→0
−Dh′rof(ph′) + c‖g − gh′‖
≤ lim sup
h′→0
−Dh′rof(qh′)
= lim sup
h′→0
−Drof(qh′) +Drof(qh′)−Dh′rof(qh′)
≤ lim sup
h′→0
−Drof(qh′) + c‖g − gh′‖ = −Drof(q).
Hence, p is a minimizer of −Drof . By choosing a sequence (qh)h>0 ⊂ Y Ch
such that qh → p in HN(div; Ω) we find that
−Drof(p) = lim
h′→0
−Drof(ph′),
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and, in particular, since gh′ → g,
‖div ph′‖ → ‖div p‖.
This implies that div ph′ → div p since div ph′ ⇀ div p. By strong duality of
the primal and dual ROF problem we have
u =
1
α
div p+ g.
With div ph′ → div p and gh′ → g it follows that
u− uh′ = 1
α
div p+ g − 1
α
div ph′ − gh′ → 0.
Thus, every convergent subsequence of (uh)h>0 converges to u. Therefore,
the whole sequence converges to u. 
Using the strong convexity of the functional Erof , i.e., there holds
(4)
α
2
‖u− vh‖2 ≤ Erof(vh)− Erof(u)
for any vh ∈ S1(Th), we can carry out the a posteriori error analysis.
5.C. A posteriori estimate and error estimator. By the strong convex-
ity (4) and the strong duality of the primal and dual ROF problem we can
establish an a posteriori error estimate and an error estimator in the fashion
of Proposition 3.1, which can be used for adaptive mesh refinement. The
following reliability result is a special case of Proposition 3.1 for the ROF
problem, where also the data approximation error is taken into account.
Proposition 5.3. Let u and uh be the unique minimizers for Erof in BV (Ω)∩
L2(Ω) and Ehrof in Xh, respectively, and let ph be a maximizer for D
h
rof in Yh.
Then we have for any vh ∈ Xh and qh ∈ Yh with |qh| ≤ 1 that
α
2
‖u− uh‖2 ≤ ηhrof(vh, qh)2 + c‖g − gh‖
with ηhrof(vh, qh)
2 = Ehrof(vh)−Dhrof(qh) and c depending on ‖g‖.
Proof. Let p ∈ HN(div; Ω) be a maximizer of Drof . Taking v = uh in (4) and
using the strong duality Erof(u) = Drof(p), the optimality of p in HN(div; Ω),
the optimality of ph in Yh ⊂ HN(div; Ω) and the optimality of uh in Xh we
have
α
2
‖u− uh‖2 ≤ Erof(uh)− Erof(u)
= Erof(uh)−Drof(p)
≤Erof(uh)−Drof(ph)
= ηhrof(uh, ph)
2
+ Erof(uh)− Ehrof(uh) +Dhrof(ph)−Drof(ph)
≤ ηhrof(vh, qh)2
+ Erof(uh)− Ehrof(uh) +Dhrof(ph)−Drof(ph).
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The first data approximation error can be bounded by
Erof(uh)− Ehrof(uh) =
α
2
∫
Ω
(gh − g)(2uh − g − gh) dx ≤ c‖g − gh‖,
where we used that ‖uh‖ ≤ c‖gh‖ and ‖gh‖ ≤ c‖g‖. The second data
approximation error can be analogously estimated by
Dhrof(ph)−Drof(ph)
=
1
2
[∫
Ω
(gh − g)(gh + g) dx+
∫
Ω
(g − gh)(2 div ph + α(g + gh)) dx
]
≤ c‖g − gh‖
using that ‖ div ph‖ ≤ c‖gh‖ ≤ c‖g‖, which completes the proof. 
Remarks 5.4. 1. Note that, as for the nonlinear Laplace problem, the (dis-
crete) primal-dual gap error estimator ηhrof defines for arbitrary vh ∈ Xh and
qh ∈ Yh with |qh| ≤ 1 a reliable upper bound (up to data oscillations) for the
error. Particularly, the exact discrete solutions uh and ph of the primal and
dual ROF problem, respectively, need not to be computed exactly to estimate
the error.
2. Using binomial formulas and integration by parts we obtain the represen-
tation
ηhrof(vh, qh)
2 =
∫
Ω
|∇vh| − ∇vh · qh dx+ 1
2α
‖ div qh − α(vh − gh)‖2
for vh ∈ Xh and qh ∈ Yh with |qh| ≤ 1.
As for the nonlinear Laplace problem, for T ∈ Th the local error indicators
are defined via restricting the global error estimator to the simplex T . The
local error indicators are non-negative due to the condition |qh| ≤ 1 as the
next proposition shows.
Proposition 5.5. Let for any T ∈ Th the local error indicator be defined by
ηh,Trof (vh, qh)
2 =
∫
T
|∇vh| − ∇vh · qh dx+ 1
2α
‖ div qh − α(vh − g)‖2L2(T ).
Then we have for any vh ∈ Xh and qh ∈ Yh with |qh| ≤ 1 that
ηh,Trof (vh, qh) ≥ 0.
Proof. The non-negativity immediately follows from |qh| ≤ 1 and the Cauchy-
Schwarz inequality. 
To obtain a computable a posteriori error estimator we iteratively solve the
primal and dual ROF problem.
20 SO¨REN BARTELS AND MARIJO MILICEVIC
5.D. Iterative solution. We approximate discrete minimizers uh and ph
of Ehrof and −Dhrof as in the case of the nonlinear Laplacian via an augmented
Lagrangian approach. To this end, we introduce for the primal problem
LEτ (uh, rh;λh) =
∫
Ω
|rh| dx+ α
2
‖uh − gh‖2
+ (λh,∇uh − rh)w + τ
2
‖∇uh − rh‖2w
for uh ∈ Xh and rh, λh ∈ L0(Th)d, and, for the dual problem,
LDτ (ph, qh;µh) =
1
2α
‖ div ph + αgh‖2 − α
2
‖gh‖2 + IK1(0)(qh)
+ (µh, ph − qh)h + τ
2
‖ph − qh‖2h
for qh, µh ∈ L1(Th)d and ph ∈ Yh. The corresponding saddle-point problems
are again solved using the Variable-ADMM presented in [10].
6. Numerical experiments
In this section we present our numerical results for the approximation of
solutions for the nonlinear Laplace equation and the ROF problem using
mesh adaptivity which is based on the primal-dual gap estimators η(uh, ph).
The refinement of a given triangulation Th relies on the Do¨rfler marking and
consists in the bisection of elements T ∈Mh of a minimal set Mh ⊂ Th for
which [ ∑
T∈Mh
ηT (uh, ph)
2
]1/2 ≥ 1/2[∑
T∈Th
ηT (uh, ph)
]1/2
holds. Additional elements then are refined to avoid hanging nodes. The
numerical approximations uh and ph for the primal and dual problem, re-
spectively, are obtained using the corresponding saddle-point formulations
and the Variable-ADMM presented in [10].
Before we report the performance of the adaptive algorithm for the non-
linear Laplace equation and the ROF problem in this section, we will first
briefly comment on the hybrid realization of the Brezzi-Douglas-Marini finite
element space.
6.A. Hybrid implementation of BDM(Ω). We first of all define the
space
Zh =
{
rh ∈ L∞(∪Sh) : rh|S affine for all S ∈ Sh
}
,
i.e., Zh contains all functions rh that are piecewise affine, discontinuous func-
tions on the skeleton Sh of the triangulation Th. The space BDM(Ω) consists
of all elementwise affine vector fields qh for which the normal component is
continuous across interelement sides S ∈ Sh, i.e.,
[[qh · nS ]]|S(x) = lim
ε→0
(
qh(x+ εnS)− qh(x− εnS)
) · nS = 0
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for all x ∈ S with a unit normal nS on S. If BDM(Ω) is defined to be a
subspace of HN(div; Ω), the normal component on ΓN vanishes, i.e.,
[[qh · nS ]]|S(x) = qh(x) · nS = 0
for all boundary sides S ∈ Sh ∩ ΓN and x ∈ S. This means that qh ∈
BDM(Ω), if and only if qh ∈ L1(Th)d and∫
∪(Sh\(Sh∩ΓD))
[[qh · nS ]]rh ds = 0
for all rh ∈ Zh.
6.B. Nonlinear Laplace equation. We consider the nonlinear Laplace
problem with inhomogeneous Dirichlet data on the L-shaped domain and
let Ω = (−1, 1)2 \ ([0, 1] × [−1, 0]), ΓD = ∂Ω and g = 0, and define the
Dirichlet data uD = u|∂Ω through restriction of the exact solution given in
polar coordinates by
u(r, θ) = rδ sin(δθ)
to the boundary. The choice of δ will be specified later in dependence of the
choice of σ. The nonsmooth source term f is then given in polar coordinates
by
f(r, θ) = −(2− σ)δσ−1(1− δ)r(δ−1)(σ−1)−1 sin(δθ).
We let δ = (6/5)(1−1/σ). Then we have that u ∈W 1,σ(Ω) but u /∈W 2,σ(Ω).
In what follows uh ∈ Xh and ph ∈ Yh denote approximate solutions to
the primal and dual nonlinear Laplace problem obtained with the iterative
scheme Variable-ADMM (cf. [10]).
In Figure 1 the error estimator η̂h∆σ(uh, ph) and the error in the quasi-norm
on the left-hand side of the estimate in Proposition 4.6
%
1/2
∆σ
= ‖V (∇u)− V (∇uh)‖
are plotted against the number of degrees of freedom N = |Nh| in a loglog-
plot. One can clearly observe that mesh adaptivity yields the quasi-optimal
convergence rate h ∼ N−1/2. Particularly, the primal-dual gap error esti-
mator η̂h∆σ(uh, ph) defines a reliable upper bound for the error in the quasi-
norm. On the right-hand side of Figure 1 we displayed the energy curves for
the primal and dual energy Eh∆σ(uh) and D̂
h
∆σ
(ph), respectively. The pri-
mal and dual energy converge to the optimal value and the primal-dual gap
Eh∆σ(uh)− D̂h∆σ(ph) converges to zero as N →∞ and at a higher rate, when
local mesh refinement is used. In Figure 2 three snapshots of the refined
mesh are displayed, which show that the primal-dual gap error estimator
yields triangulations that are locally refined in the neighborhood of the sin-
gularity. The high resolution is even more localized for σ → 1, since the
singularity at the reentrant corner increases.
In Figure 3 the iteration numbers for the Variable-ADMM for the primal
and dual problem are plotted versus the number of degrees of freedom for
both uniform and adaptive mesh refinement and for parameters σ = 1.6 and
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Figure 1. Primal-dual gap error estimators η̂h∆σ and error
%
1/2
∆σ
= ‖V (∇u) − V (∇uh)‖ (left) and primal and dual en-
ergy Eh∆σ(uh) and D̂
h
∆σ
(ph) (right) for uniform and adap-
tive mesh refinement. Top: Nonlinear Laplace problem with
σ = 1.6. Bottom: Nonlinear Laplace problem with σ = 1.2.
σ = 1.2. The error tolerance for the residual in the Variable-ADMM was
of order O(h2). One can observe that the iteration numbers for the dual
problem critically increase as σ is decreased.
Let us finally consider the residual-based error estimator
ηhres(uh)
2 =
∑
T∈Th
ηh,Tres (uh)
2
from [35, 34, 36, 19, 13] with
ηh,Tres (uh)
2 = ηh,TE (uh)
2 +
∑
S∈Sh\∂Ω,S⊂∂T
ηh,SJ (uh)
2
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Figure 2. Snapshots of refined meshes for nonlinear Laplace
problem with σ = 1.6 (left), σ = 1.2 (middle) and σ = 1.05
(right). The mesh is locally refined in a neighborhood of
the reentrant corner. The resolution at the reentrant corner
increases as σ → 1.
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Figure 3. Iterations numbers for Variable-ADMM for the
minimization of Eh∆α D̂
h
∆α
for both uniform and adaptive
refinement. Left: α = 1.6; right: α = 1.2.
and
ηh,TE (uh)
2 =
∫
T
(|∇uh|σ−1 + hT |fh|)σ′−2h2T |fh|2 dx,
ηh,SJ (uh)
2 =
∫
ωS
(|∇uh|+ |[[∇uh]]S |)σ−2|[[∇uh]]S |2 dx,
where ωS =
⋃{T1, T2 ∈ Th : S = T1 ∩ T2} for S ∈ Sh \ ∂Ω and uh is the
unique discrete minimizer of Eh∆σ . The expression [[∇uh]]S denotes the jump
of ∇uh across an inner side S ∈ Sh defined by
[[∇uh]]S = ∇uh|T1 −∇uh|T2
for S = T1 ∩ T2. The error estimator ηhres(uh) has been extensively studied
in [35, 34, 36, 19, 13], where the efficiency and reliability of the estimator
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has been proven and the linear convergence as well as the optimality of the
corresponding adaptive finite element scheme have been shown.
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Figure 4. Primal-dual gap estimator η̂h∆σ , residual-based
estimator ηhres and error %
1/2
∆σ
= ‖V (∇u) − V (∇uh)‖ for a
sequence of adaptively refined meshes driven by η̂h∆σ . Left:
Nonlinear Laplace problem with σ = 1.6. Right: Nonlinear
Laplace problem with σ = 1.2.
In Figure 4 we compare the primal-dual gap error estimator η̂h∆σ(uh, ph)
with the residual error estimator ηhres(uh) for the nonlinear Laplace problem
with inhomogeneous Dirichlet data on the L-shaped domain for σ = 1.6
and σ = 1.2 as before. One can observe that both estimators decay at the
same rate O(N−1/2) on a sequence of locally refined meshes driven by an el-
ement marking strategy based on η̂h∆σ(uh, ph). However, the overestimation
of the primal-dual gap error estimator η̂h∆σ(uh, ph) is moderate compared
to the residual-based error estimator ηhres(uh). While the overestimation
of ηhres(uh) for σ = 1.6 and σ = 1.2 do not differ significantly, the gap
between the primal-dual gap error estimator and the error diminishes for
σ = 1.2. Let us also remark that in the proofs of the reliability and the effi-
ciency of the residual-based error estimator ηhres(uh) it is crucial that uh is
the unique solution to the primal nonlinear Laplace problem in Xh, cf. [19].
Its robustness regarding inexact iterative solutions is not addressed in the
aforementioned articles.
6.C. Rudin-Osher-Fatemi image denoising. We let Ω = (−1, 1)2 and
consider two examples, the first one with homogeneous Neumann bound-
ary conditions and the second one with homogeneous Dirichlet boundary
conditions, for which we have an explicit solution at hand. In the case of
Dirichlet boundary conditions the dual energy functional Drof is maximized
over H(div; Ω) instead of HN(div; Ω). The calculations remain valid, but in
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general it is nontrivial to guarantee the existence of solutions for Dirichlet
boundary conditions.
Example 6.1. We set ΓD = ∅, ΓN = ∂Ω, α = 100, and g = χB∞
1/2
(0)
the characteristic function of B∞1/2(0) = {(x1, x2) ∈ R2 : max{|x1|, |x2|} ≤
1/2}.
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Figure 5. Error estimator ηhrof for Example 6.1 with dis-
cretization of the dual problem with continuous finite ele-
ment space Y Ch (left) and H(div; Ω)-conforming finite ele-
ment space Y dCh (right) for uniform and adaptive mesh re-
finement.
In Figure 5 the error estimator ηhrof is plotted against the number of degrees
of freedom N = |Nh| using a logarithmic scaling on both axes both for uni-
form and adaptive mesh refinement and with the dual problem discretized
with the continuous finite element space Y Ch = S1(Th)d and the H(div; Ω)-
conforming finite element space Y dCh = L1(Th)d ∩ HN(div; Ω). Again, one
can observe that using locally refined meshes with Y Ch as the discrete space
for the dual problem yields a better convergence rate h
0.76 ∼ N−0.38 as
compared to uniform refinement with an experimental convergence rate
of h
0.47
. For the choice Y dCh we record the rates h
0.81 ∼ N−0.4 (adaptive)
and h
0.47 ∼ N−0.24 (uniform). The choice of the finite element space for the
discretization of the dual problem does not significantly affect the rate of
convergence of the primal-dual gap error estimator ηhrof .
Example 6.2. We set ΓD = ∂Ω, ΓN = ∅, α = 10 and g = χB2
1/2
(0) with
B21/2(0) = {x ∈ R2 : |x| ≤ 1/2}.
In this case the exact solution is given by u = (3/5)χB2
1/2
(0), cf. [9].
In Figure 6 the error estimator ηhrof and the L
2-error
%
1/2
rof = (α/2)
1/2‖u− uh‖
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Figure 6. Primal-dual gap error estimator ηhrof and L
2-error
%
1/2
rof = (α/2)
1/2‖u− uh‖ for Example 6.2 with discretization
of the dual problem with continuous finite element space Y Ch
(left) and H(div; Ω)-conforming finite element space Y dCh
(right) for uniform and adaptive mesh refinement.
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Figure 7. Iterations numbers for Variable-ADMM for the
minimization of Ehrof and −Dhrof for both uniform and adap-
tive refinement. Left: Yh = Y
C
h ; right: Yh = Y
dC
h .
are plotted against the number of degrees of freedom in a loglog-plot and
again, as before, both for uniform and adaptive mesh refinement and for
the discretization of the dual problem with Y Ch (left) and Y
dC
h (right). The
plot underlines that the quantity ηhrof defines a reliable estimator for the
L2-error %
1/2
rof as predicted by Proposition 5.3. One can, once again, observe
that adaptive mesh refinement leads to an improvement of the convergence
rate from h
0.44 ∼ N−0.22 to h0.62 ∼ N−0.31 for both discretization methods
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for the dual problem. In Figure 7 the iteration numbers for the Variable-
ADMM for the primal and dual problem are plotted against the number
of degrees of freedom for both uniform and adaptive mesh refinement and
for discretizations of the dual problem with Yh = Y
C
h and Yh = Y
dC
h . The
error tolerance for the residual in the Variable-ADMM was of order O(h).
The iteration numbers for Yh = Y
C
h and Yh = Y
dC
h do not differ significantly.
However, one can observe that the iteration numbers of the Variable-ADMM
as a function of the degrees of freedom grow significantly faster for the dual
problem compared to the primal problem reflecting the weaker coercivity
property.
Figure 8. Piecewise constant approximations uh =
(1/α) div ph+gh for a sequence of adaptively refined triangu-
lations for Example 6.2. Top: Dual variable is approximated
in Y Ch = S1(Th)d. Bottom: Dual variable is approximated in
Y dCh = L1(Th)d ∩ HN(div; Ω). One can observe oscillations
of uh along the jump set for the discretization of the dual
ROF problem with Y Ch .
In Figure 8 we depicted for a sequence of adaptively refined triangulations
the piecewise constant approximations uh = (1/α) div ph + gh with ph ∈ Y Ch
(top) and ph ∈ Y dCh (bottom), cf. Proposition 5.2. Although the different
discretization methods for the dual problem do not affect the convergence
rates in the presented experiments, the discretization of the dual problem
with the continuous finite element space Y Ch causes oscillations in uh along
the jump set.
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7. Conclusion
We have seen that the primal-dual gap error estimator defines a reliable
upper bound with constant one for the error in the energy for convex min-
imization problems. For uniformly convex minimization problems it also
controls the error with respect to a distance induced by the uniform con-
vexity. The primal-dual gap error estimator has been introduced in [43] in
an abstract setting and has been applied to several minimization problems
in an infinite-dimensional framework. We extended the theory to general
finite element discretizations of convex minimization problems and applied
the theory to the nonlinear Laplace problem and the ROF problem, which
serve as model problems for a wide class of convex minimization problems.
The theoretical results, especially the reliability of the primal-dual gap error
estimator, has been confirmed in several numerical experiments. In order to
compute the estimator we approximately solved the primal and dual prob-
lems using the Variable-ADMM provided in [10]. Yet, it seems necessary to
consider more efficient strategies to construct feasible functions especially
for the dual problems.
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