The main aim of this paper is to investigate the Walsh-Marcinkiewicz means on the Hardy space H , when 0 < < 2/3. We define a weighted maximal operator of Walsh-Marcinkiewicz means and establish some of its properties. With its aid we provide a necessary and sufficient condition for convergence of the WalshMarcinkiewicz means in terms of modulus of continuity on the Hardy space H , and prove a strong convergence theorem for the Walsh-Marcinkiewicz means. 
Introduction
Pointwise convergence problems are of fundamental importance in harmonic analysis, and as is well known they are closely related to studying boundedness of associated maximal operators. In the paper we will be concerned with maximal operators for Walsh series. Let us first recall in brief historical development of the theory.
The a.e. convergence of Walsh-Fejér means σ was established by Fine in 1955 [4] . This result was generalized later by Schipp [16] for Walsh series and Pál and Simon [15] for bounded Vilenkin series by showing that the corresponding maximal operators σ * satisfy the weak type (1 1) inequality. Fujii [5] and Simon [18] verified for Walsh and Vilenkin series that σ * is bounded from H 1 to L 1 . Weisz [28] generalized this result for Walsh series and proved the boundedness of maximal operator from the martingale space H to the space L for > 1/2. Simon [20] gave a counterexample for Walsh series showing failure of boundedness for 0 < < 1/2, unboundedness at the endpoint = 1/2 was proved by Goginava [8] (see also [2, 3] ). In [22] Tephnadze proved that there exists a martingale ∈ H 1/2 such that the Vilenkin-Fejér means of are not uniformly bounded in the space L 1/2 .
In [9, 23, 24] 
and σ ( ) − 0 as → ∞.
In [19] Simon proved for Walsh series that, if ∈ H 1 (G), then
where S ( ) stands for the -th partial sum of Walsh-Fourier series of . The analogous result with respect to Vilenkin systems was established by Gát in [6] , and next generalized to Vilenkin-like systems by Blahota [1]. Simon generalized his result to H , 0 < ≤ 1, in [21] showing that there exists a constant C such that the inequality
H holds for any function ∈ H (G), where 0 < ≤ 1. For 0 < ≤ 1/2 and ∈ H (G) Tephnadze [25] proved for the Walsh system that there exists an absolute constant , depending only on , such that
For two-dimensional Walsh-Fourier series Weisz [30] proved that the maximal operator M * of the Marcinkiewicz means is bounded from the two-dimensional dyadic martingale Hardy space H (G 2 ) to the space L (G 2 ) for > 2/3. Whereas for = 2/3 Goginava [8] (see also [12] ( + 1).
The main aim of this paper is to investigate behaviour of the Walsh-Marcinkiewicz means on the Hardy space H (G 2 ), when 0 < < 2/3. In Section 2 we introduce notions and notations, and give more precise historical notes on the investigations of Walsh-Fejér and Walsh-Marcinkiewicz means, this section also illustrates our motivation. In Section 3 we study the rate of the deviant behaviour of the -th Marcinkiewicz mean. Next, as an application, following ideas of [26] for one-dimensional Fejér means (see conditions (1) and (2)), we give a necessary and sufficient condition for the convergence of Walsh-Marcinkiewicz means in terms of modulus of continuity on H (G 2 ), Section 4. With the aid of some useful inequalities given in the proof of our main theorem, in Section 5 we prove a strong convergence theorem for Marcinkiewicz means. That is, we give the two-dimensional version of inequality (3) (see [25] ).
Definitions and notations
We give a brief introduction to the theory of dyadic analysis, see also [17, 27] . Let N + denote the set of positive integers, N = N + ∪ {0}. Denote by Z 2 the discrete cyclic group of order 2, that is Z 2 = {0 1}, where the group operation is the modulo 2 addition and every subset is open. The Haar measure on Z 2 is given so that the measure of a singleton is 1/2. Let G be the complete direct product of countable infinite copies of the compact group Z 2 . Then elements of G are sequences = ( 0 1 ) with coordinates ∈ {0 1}, ∈ N. The group operation on G is the coordinatewise addition, the measure (denoted by µ) and the topology are the product measure and topology. The compact Abelian group G is called the Walsh group. A base for the neighbourhoods of G can be given in the following way: 
The Dirichlet kernels for the Walsh-Paley system are defined as usually by
One can easily check that (see e.g. [17] )
and
The norm (or quasinorm) of the space L is defined by in the usual way for 0 < < ∞. The space weak-L consists of all measurable functions for which
( ) the partial sums of the Walsh-Fourier series of , the -th Fejér means and kernel of the Walsh-Fourier series of are defined as
The σ -algebra generated by the dyadic 2-dimensional square
will be denoted by , ∈ N. Denote by = ( ) : ∈ N a one-parameter martingale with respect to , ∈ N. The Kronecker product ( : ∈ N) of two Walsh systems is called the two-dimensional Walsh system, it consists of functions
Let be a martingale. Denote by S ( ) the ( )-th rectangular partial sum of Walsh-Fourier series of :
A bounded measurable function is called a -atom if there exists a dyadic 2-dimensional cube I 2 such that
The dyadic Hardy martingale spaces H (G 2 ), 0 < ≤ 1, have the following atomic characterization.
Theorem W (Weisz [29]).
A martingale = ( ) : ∈ N is in H (G 2 ), 0 < ≤ 1, if and only if there exists a sequence ( : ∈ N) of -atoms and a sequence (µ : ∈ N) of real numbers such that for every ∈ N,
where the infimum is taken over all decompositions of the form (7).
For ∈ H (G 2 ), 0 < ≤ 1, the value ω H (1/2 ) = − S 2 2 ( ) H is called the modulus of continuity of . The Marcinkiewicz-Fejér means of a martingale are defined as
The 2-dimensional Dirichlet kernels and Marcinkiewicz-Fejér kernels are defined as
Consider the following maximal operators:
For the maximal operator M # Goginava proved the following theorem.
Theorem G (Goginava [11] ). 
where ∈ G is fixed. Note that (0) = . As it is well known (see [27] ), 
Properties of the maximal operator M *
To prove this theorem we would need the following lemmas of Goginava, Glukhov and Weisz.
Lemma 3.2 (Goginava [10, Lemma 7]).
Let 
Lemma 3.3 (Goginava [10, Lemma 9]).
Let
Lemma 3.4 (Glukhov [7]).
There exists a constant such that
Lemma 3.5 (Weisz [31]).

Suppose that an operator T is sublinear and -quasilocal for any
Proof of Theorem 3.1. To prove the first part we follow the method of Nagy from [14] . Due to Lemma 3.4, M * is bounded from the space L ∞ to the space L ∞ . Let be an arbitrary -atom with support I 2 , and µ(I 2 ) = 2
. Without loss of generality, we may assume that I 2 = I N × I N . By Lemma 3.5, to establish the result it is enough to show that the maximal operator M * is -quasilocal. That is, there exists a constant such that
We may write
First, we estimate K 1 (the estimate of K 2 goes analogously). Denote J = I \ I +1 , ∈ N. Decompose I N and J 2 as
where I Thus,
Consider K 3 2 (the estimate of K 3 1 goes analogously). Denote
3 2 , we use Lemma 3.2 and inequality (9).
Since,
we obtain K 
. It is evident that
From (5) we conclude
By (14) we can write
This yields immediately
This completes our theorem. Proof. Let 0 < < 2/3. Combining Theorem 3.1 and (8) we get
Application 1: necessary and sufficient condition for the convergence in terms of modulus of continuity
. Using inequality (15) and Theorem 3.1 we have
Combining (8) and Theorem G, and following the steps of estimate (15), we obtain
Now, we prove the second part of the theorem. Denote
Clearly,
It is easy to check that
Hence,
This completes the proof.
Application 2: strong convergence theorem
We would need the following lemma from [13] . where
Lemma 5.1 (Nagy [13]).
Now, we formulate our strong convergence theorem.
Theorem 5.2.
(a) Let 0 < < 2/3, then there exists an absolute constant such that . Using ideas of estimate (15) and the Levi theorem, we can write
Since M is bounded from L ∞ to L ∞ , we get
Combining (10) and (11) we have
Analogously we can prove that I 3 ≤ < ∞. By decomposition (10) we have
We estimate I 4 2 (the estimate of I 4 1 goes analogously). Lemma 3.2 and inequalities (12) 
This completes the proof of the first part. Now, we prove the second part of our theorem. We use an idea of Goginava from [12] . Let Φ( ) be any non-decreasing function and { : ≥ 0} be a sequence, satisfying the condition
Then there exists a subsequence {α : ≥ 0} ⊂ { : ≥ 0} such that
it is easy to show that the martingale =
(1 1) (2 2) ( ) ∈ H (G 2 ). Now, we calculate the Fourier coefficients
Let 2 |α | < < 2 |α |+1
. Using (17) we can write
It is easy to show that S ( ; 1 2 ) = 0 for 0 ≤ ≤ 2
, and S ( ; 1 2 ) = 2
for some = 1 2 . Then we have
(for more details see [12] ). For 2 |α |+1 ≤ ≤ 2
(for more details see [12] ). Now, set ( 1 2 ) ∈ I 0 1 ×J 0 1 , where
Since (see (5) and Lemma 5.1),
from (16), (18) and (19) 
