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Abstract
In this article we give a Galois-theoretic characterization of the canonical theta struc-
ture. The Galois property of the canonical theta structure translates into certain
p-adic theta relations which are satisfied by the canonical theta null point of the
canonical lift. As an application we give a purely algebraic proof of some 2-adic
theta identities which describe the set of theta null points of the canonical lifts of
ordinary abelian varieties in characteristic 2. The latter theta relations are suitable
for explicit canonical lifting.
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1 Introduction
The main result of this article is a proof of the characterizing Galois property of the
canonical theta structure. The results of this article complement the discussion in [5, §2.2].
The proofs given there are valid for theta structures which are ‘away from p’. In this article
we deal with the inseparable case, i.e we focus on theta structures centered ‘at p’. Our
main result forms an important ingredient of the method for the computation of canonical
lifts that is given in [6].
In this section we briefly review our main theorem and give an application to the
characterization of the theta null points of 2-adic canonical lifts. In the remaining sections
of the introduction we show how the canonical theta structure can be used to give a
theoretical foundation to Mestre’s AGM point counting algorithm.
Assume that we are given the canonical lift A of an ordinary abelian variety over a
perfect field of characteristic p > 0 and that A admits an ample symmetric line bundle
L of degree 1. It is proved in [4] that there exists a canonical theta structure Θ for the
p-th power line bundle Lp. We note that the canonical theta structure depends on the
choice of a Lagrangian structure on the special fiber. The theta null point with respect to
the canonical theta structure gives an arithmetic invariant which is attached to the triple
(A,L,Θ).
It is classically known that there exists a canonical lift F : A → A(p) of the relative
1
p-Frobenius morphism. Assume that there exists a p-adic lift σ of the p-th power Frobenius
automorphism of the residue field. In the following we describe the interplay of the action of
F and σ on the arithmetic invariant of the canonical lift which is induced by the canonical
theta structure. First, consider the following construction using the Frobenius lift F . One
can prove that there exists an induced ample symmetric line bundle L(p) of degree 1 on
A(p) such that F ∗L(p) ∼= Lp. The p-th power of the line bundle L(p) carries a natural theta
structure Θ(p) which one obtains by canonically descending the canonical theta structure
Θ along the Frobenius lift F . As a consequence, one gets an arithmetic invariant of A(p)
by taking the theta null point with respect to the triple
(
A(p),
(L(p))p,Θ(p)). Another
way of defining an arithmetic invariant of A(p) is by twisting the triple (A,L,Θ) along
the automorphism σ. We denote the resulting triple by
(
A(σ),
(L(σ))p,Θ(σ)). Since A is
assumed to be a canonical lift, it follows that A(p) and A(σ), and the p-th powers of the
line bundles L(p) and L(σ), are isomorphic. In this article we prove the following equality.
Theorem 1.1. Up to canonical isomorphism one has
Θ(p) = Θ(σ). (1)
We have stated the above theorem in a slightly informal way to avoid technicalities. For
more details regarding the formalism and a proof see Theorem 3.8 of Section 3. The
above theorem tells us that the two constructions from above, namely the descent along F
and the twisting by σ, define the same arithmetic invariant of A(p) = A(σ). The equality
(1) implicitly gives a set of special p-adic theta relations which hold exclusively for the
canonical theta null point, i.e. the theta null point with respect to the canonical theta
structure.
Using the Galois-theoretic characterization of the canonical theta structure in the case
of residue characteristic 2 one can prove some 2-adic theta relations which describe the set
of theta null points of canonical lifts. Now let p = 2 and d ≥ 1 an integer. Assume that
the abelian scheme A from above is defined over the unramified extension Zq of degree
d of the 2-adic integers. We denote the theta null point induced by the canonical theta
structure Θ by (au)u∈(Z/2Z)g . Combining Mumford’s 2-multiplication formula [13, §3] with
the theta identities coming from the Galois theoretic characterization of the canonical theta
structure (compare Theorem 1.1) we get the following 2-adic theta identities.
Theorem 1.2. There exists an ω ∈ Z∗q such that for all u ∈ (Z/2Z)g the following equality
holds
a2u = ω
∑
v∈(Z/2Z)g
aσu+va
σ
v . (2)
This statement is a trivial corollary of Theorem 4.1 which is proved in Section 4. We
illustrate the above results by examples in Section 5. We remark that the theta relations
(2) form an essential ingredient of the quasi-quadratic point counting algorithm that is
given in [10]. By applying a multivariate Hensel lifting algorithm to the theta identities
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(2) one obtains an explicit method for higher dimensional canonical lifting. Practical
aspects of the lifting of the canonical theta null point on the basis of the equations (2) are
discussed in [9, §4.1]. We would like to point out that the algorithm given there produces
completely integral recursions locally at 2, which contrasts with the classical analytic AGM
recursions used by Mestre (see Section 1.1.1), that require division by 2g in the 2-adic Witt
ring. This in itself yields a more efficient and stable algorithm.
1.1 On Mestre’s generalized p-adic AGM sequence
The results of the preceding section can be used to give a theoretical foundation to Mestre’s
AGM algorithm. In the year 2002 Mestre proposed an algorithm for point counting on
ordinary hyperelliptic curves over finite fields of characteristic 2 which is based on the
computation of the generalized 2-adic arithmetic geometric mean (AGM) sequence (see the
informal notes [12]). The latter algorithm extends earlier results of his on the algorithmic
aspects of the p-adic Gaussian AGM (see [8] [11]). Lercier and Lubicz have shown in
[10] how Mestre’s algorithm can be modified such that its asymptotic complexity becomes
quasi-quadratic in the degree of the finite field.
1.1.1 Elementary properties of the AGM sequence
In this section we recall a result of Mestre about the convergence of the generalized p-adic
AGM sequence. By lack of a suitable reference we also provide a proof. Consider the
multi-valued sequence of vectors
(
x
(n)
u
)
u∈(Z/2Z)g
which is given by the recursive law
x(n+1)u =
1
2g
∑
v∈(Z/2Z)g
√
x
(n)
u+vx
(n)
v , (3)
where u ∈ (Z/2Z)g. For g = 1 the above formulas resemble the classical AGM formulas
of Gauss [7] [2]. The case g = 2 was first studied by Borchardt [1]. Under suitable
assumptions, that are made precise in the following theorem, the sequence (3) is well
defined over the p-adic numbers.
Let g ≥ 1 and let Fq be a finite field of characteristic p > 0 which has q elements. We
denote the Witt vectors with values in Fq by Zq.
Lemma 1.3 (Mestre). If one starts with x
(0)
u ∈ 1 + 2g+1pZq and if one chooses all square
roots ≡ 1 mod 2p then the recursion (3) gives a well-defined sequence in the ring Zq. Under
the assumption
x(0)u ∈ 1 + 2g+2pZq, ∀u ∈ (Z/2Z)g (4)
the generalized AGM sequence (3) converges coordinatewise, and one has
lim
n→∞
x(n)u = lim
n→∞
x
(n)
0 , ∀u ∈ (Z/2Z)g. (5)
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Proof. It is a basic fact that the squares in the ring Zq that are congruent 1 modulo 2p
are given by the subset 1 + 4pZq. In the following let vp : Z
∗
q → Z denote an exponential
valuation such that vp(p) = 1. We set |x|p = p−vp(x) for x ∈ Z∗q . If x ∈ 1+4pZq, then there
exists a unique square root
√
x of x which is congruent 1 modulo 2p. Moreover, if p = 2
then v2
(√
x− 1) = v2(x− 1)− 1. Otherwise, if p > 2 then vp(x− 1) = vp(√x− 1).
Now assume that x
(0)
u ∈ 1 + 2g+1pZq for all u ∈ (Z/2Z)g. By the above discussion the
value x
(0)
u is a square. Let y
(0)
u be the unique square root of x
(0)
u such that y
(0)
u ≡ 1 mod 2p.
Let now x
(1)
u be defined by the formulas (3), where the square roots are chosen ≡ 1 mod 2p.
The formula (3) reads as
x(1)u =
1
2g
∑
v∈(Z/2Z)g
y
(0)
u+v · y(0)v , u ∈ (Z/2Z)g. (6)
Let w ∈ (Z/2Z)g and let Sw be a subset of (Z/2Z)g which is maximal with respect to the
property that for all v ∈ Sw one has v + w 6∈ Sw. By assumption we get∣∣∣x(1)0 − x(1)w ∣∣∣
p
(6)
=
1
|2|gp ·
∣∣∣∣∣∣
∑
v∈(Z/2Z)g
[(
y(0)v
)2
− y(0)w+v · y(0)v
]∣∣∣∣∣∣
p
(7)
=
1
|2|gp ·
∣∣∣∣∣∑
v∈Sw
(
y(0)v − y(0)w+v
)2∣∣∣∣∣
p
≤ 1|2|gp ·maxv∈(Z/2Z)g
∣∣∣y(0)v − y(0)w+v∣∣∣2
p
It follows that
maxv∈(Z/2Z)g
∣∣x(1)0 − x(1)v ∣∣p ≤ 1|2|gp ·maxv∈(Z/2Z)g
∣∣∣y(0)0 − y(0)v ∣∣∣2
p
The latter equation implies that x
(1)
u ∈ 1 + 2g+1pZq. This shows that the AGM sequence
is well-defined.
Now let y
(1)
u be the unique square root of x
(1)
u such that y
(1)
u ≡ 1 mod 2p. One computes
|2|p ·
∣∣y(1)0 − y(1)w ∣∣p = ∣∣y(1)0 + y(1)w ∣∣p · ∣∣y(1)0 − y(1)w ∣∣p = ∣∣x(1)0 − x(1)w ∣∣p (8)
Suppose that we have x
(0)
u ∈ 1 + 2g+2pZq. Under this assumption, by combining (8) and
(7), we get
maxv∈(Z/2Z)g
∣∣y(1)0 − y(1)v ∣∣p ≤ 12 ·maxv∈(Z/2Z)g ∣∣∣y(0)0 − y(0)v ∣∣∣p
We conclude by induction that the sequence of vectors
(
y
(n)
0 − y(n)u
)
, and hence also the
sequence
(
x
(n)
0 −x(n)u
)
, converge to zero for all u ∈ (Z/2Z)g. The coordinatewise convergence
now follows from the estimate∣∣∣x(n+1)0 − x(n)0 ∣∣∣
p
=
1
|2|gp ·
∣∣∣∣∣∣
 ∑
v∈(Z/2Z)g
x(n)v
− 2g · x(n)0
∣∣∣∣∣∣
p
≤ 1|2|gp ·maxv∈(Z/2Z)g
∣∣∣x(n)0 − x(n)v ∣∣∣
p
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This finishes the proof of the lemma.
1.2 2-Adic approximation of canonical lifts
In this section we give a scheme theoretic counterpart of the generalized AGM sequence.
We use the notation of the previous section. Let q = 2d where d ≥ 1 is an integer. As
before, let Zq denote the Witt vectors with values in a finite field Fq with q elements.
Suppose that x
(0)
u ∈ 1 + 2g+2Zq, but x(0)u 6∈ 1 + 2g+3Zq. In this case the generalized AGM
sequence (3) is well-defined but does not converge coordinatewise. Mestre observed that,
under suitable initial conditions, the sequence of Zq-valued vectors(
x
(dn)
u
x
(dn)
0
)
u∈(Z/2Z)g
(9)
converges for n→ ∞. In other words, the sequence of projective points (x(dn)u ) converges
to a unique projective point of the projective space P2
g−1. This convergence forms a crucial
ingredient of Mestre’s AGM algorithm. In the following we will give a theoretical reason
for this phenomenon.
We define a scheme theoretic counterpart of the AGM sequence as follows. Let A be
an abelian scheme of relative dimension g over Zq which has ordinary reduction. It is well-
known that there exists a unique isogeny F : A→ A(2) which lifts the relative Frobenius on
the special fiber. One has Ker(F ) = A[2]loc, where the latter denotes the connected com-
ponent of the 2-torsion subgroup A[2]. Successively dividing out the connected component
of the 2-torsion gives a sequence of abelian schemes and Frobenius lifts
A
F→ A(2) F→ A(4) F→ A(8) → . . . (10)
Let us fix the following notation. If n ≥ 1 and B is an abelian scheme over Zq, then we
denote its reduction modulo 2n by B2n . Furthermore, we set A
(1) = A. Obviously, there
exists a canonical isomorphism A2
∼→ A(2dn)2 for all n ≥ 0. Let A˜(2n) denote the canonical
lift of A
(2n)
2 .
Theorem 1.4. The sequence A(q
n) converges 2-adically to the abelian scheme A˜(1). More
precisely, for all n ≥ 0 there exists an isomorphism A(2n)2n+1
∼→ A˜(2n)2n+1.
A more general version of the above theorem with detailed proof can be found in [3,
Th.2.1.2].
Now assume that A comes equipped with an ample symmetric line bundle L of degree
1. Then by [4, Th.5.1] for all n ≥ 1 the line bundle L2n canonically descends along the
isogeny F n to an ample symmetric line bundle L(2n) of degree 1 on A(2n). We set L(1) = L.
Assume that we are given an isomorphism
(Z/2Z)g
∼→ A[2]et (11)
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where A[2]et denotes the maximal e´tale quotient of A[2]. By composition with F n the
isomorphism (11) induces a trivialization (Z/2Z)g
∼→ A(2n)[2]et for all n ≥ 1. By [4, Th.2.1]
for every natural number n ≥ 2 there exists a canonical symmetric theta structure Θ(2n)
of type (Z/2Z)g for the 2-nd power of the line bundle L(2n) which only depends on the
choice of the trivialization (11). To the sequence of triples
(
A(2
n),
(L(2n))2,Θ(2n)) one can
associate a sequence of theta null points
(
a
(n)
u
)
u∈(Z/2Z)g
in the projective space P2
g−1
Zq
. The
line bundle L(1) on A induces an ample symmetric line bundle L(1)2 of degree 1 on the
reduction of A. By general theory the line bundle L(1)2 lifts to an ample symmetric line
bundle L˜(1) of degree 1 on A˜(1). We note that the class of the line bundle (L˜(1))2 does not
depend on the chosen lift L˜(1) of L(1)2 . By [4, Th2.2] there exists a canonical theta structure
Θ˜(1) of type (Z/2Z)g for the 2-nd power of the line bundle L˜(1) which only depends on the
reduction of the trivialization (11). We denote the theta null point with respect to the
triple
(
A˜(1),
(L˜(1))2, Θ˜(1)) by (a˜(0)u ).
Theorem 1.5. The sequence of points
(
a
(dn)
u
)
converges to the point
(
a˜
(0)
u
)
in the projective
space P2
g−1
Zq
in the following sense: We have a
(dn)
0 , a˜
(0)
0 ∈ Z∗q and
lim
n→∞
a
(dn)
u
a
(dn)
0
=
a˜
(0)
u
a˜
(0)
0
for all u ∈ (Z/2Z)g.
Proof. By Theorem 1.4 we have an isomorphism A
(2dn)
2dn+1
∼= A˜(1)2dn+1 for all n ≥ 0. We claim
that
(L˜(1)
2dn+1
)2 ∼= (L(2dn)2dn+1)2. By writing L˜(1)2dn+1 and L(2dn)2dn+1 we indicate that we are working
over the quotient ring of Zq modulo 2
dn+1. By abuse of notation we consider the line
bundle L(2dn)
2dn+1
to be defined on the abelian scheme A˜
(1)
2dn+1
. To prove our claim it suffices
to show that the line bundles L˜(1)
2dn+1
and L(2dn)
2dn+1
differ by an element of Pic0
A˜
(1)
2dn+1
[2]. But
this follows immediately from the fact that both line bundles are symmetric and coincide
on the special fiber. Hence our claim is proved.
By abuse of notation we consider Θ
(2dn)
2dn+1
, the reduction of Θ(2
dn) modulo 22d+1, to be
defined on the abelian scheme A˜
(1)
2dn+1
. We claim that Θ
(2dn)
2dn+1
= Θ˜
(1)
2dn+1
. Our claim follows
from the following considerations. As canonical theta structures, both theta structures are
uniquely determined by the a trivialization, which in both cases equals the isomorphism
(11). As a consequence, the equality of theta structures holds by construction (for more
details see [4, Th.2.1-2.2]).
It remains to show that a
(dn)
0 and a˜
(0)
0 are units in Zq. By the above discussion we have
a
(dn)
0 ≡ a˜(0)0 mod 2. Applying Theorem 1.2 we deduce that for all 0 6= u ∈ (Z/2Z)g we have
a˜
(0)
u ≡ 0 mod 2. By ampleness we have a˜(0)0 6≡ 0 mod 2. This completes the proof of the
theorem.
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Theorem 1.6. For all n ≥ 2 there exists a λn ∈ Z∗q such that(
a(n)u
)2
= λn ·
∑
v∈(Z/2Z)g
a
(n+1)
u+v · a(n+1)v , u ∈ (Z/2Z)g. (12)
Proof. The proof is very similar to the one of Theorem 4.1, so we don’t give it here. The
most important ingredient of the proof, namely the F -compatibility of the theta structures
Θ(2
n) and Θ(2
n+1), is implied by slightly modified versions of Lemma 3.1 and of Lemma
3.4.
As an obvious consequence of Theorem 1.2 the points
(
a
(n)
u
)
lie in the neighborhood of
the point (1, 0, . . . , 0) while the points in Mestre’s AGM sequence are contained in a 2-
adic disc around the point (1, . . . , 1). In the following we will give a transformation of
the neighborhood of the point (1, 0, . . . , 0) to the one of (1, . . . , 1). For every element
u = (u1, . . . , ug) ∈ (Z/2Z)g we define a multiplicative character
lu : (Z/2Z)
g → {1,−1}, (v1, . . . , vg) 7→
∏
i=1,...,g
(−1)uivi.
We note that lu(v) = lv(u) for all u, v ∈ (Z/2Z)g. Now consider the linear transformation
which is given by the matrix M = (mu,v)u,v∈(Z/2Z)g ∈ Mat(2g,Z) with entries mu,v = lu(v).
Obviously, the matrix M maps the point (1, 0, . . . , 0) to the point (1, . . . , 1).
In the following we assume that we have normalized the sequence of theta null points(
a
(n)
u
)
such that equation (12) holds with λn = 1 for all n ≥ 2. The following lemma was
communicated to the author by Lubicz. By lack of a suitable reference we give a proof in
here.
Lemma 1.7. If we define
(
x
(n)
u
)
u∈(Z/2Z)g
and
(
x
(n+1)
u
)
u∈(Z/2Z)g
coordinatewise by the for-
mulas
x(n)u =
 ∑
v∈(Z/2Z)g
mu,v · a(n)v
2 and x(n+1)u =
 ∑
v∈(Z/2Z)g
mu,v · a(n+1)v
2
then x
(n)
u and x
(n+1)
u satisfy the relation (3) for all u ∈ (Z/2Z)g.
Proof. We set
y(n)u =
∑
v∈(Z/2Z)g
mu,v · a(n)v and y(n+1)u =
∑
v∈(Z/2Z)g
mu,v · a(n+1)v
One computes
1
2g
·
∑
v∈(Z/2Z)g
y
(n)
u+v · y(n)v (13)
=
1
2g
·
∑
v∈(Z/2Z)g
 ∑
s∈(Z/2Z)g
lu+v(s) · a(n)s
 ·
 ∑
t∈(Z/2Z)g
lv(t) · a(n)t

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=
1
2g
·
∑
v∈(Z/2Z)g
∑
s,t∈(Z/2Z)g
lu+v(s) · lv(t) · a(n)s · a(n)t
=
1
2g
·
∑
s,t∈(Z/2Z)g
lu(s) · a(n)s · a(n)t ·
∑
v∈(Z/2Z)g
lv(s+ t)
=
∑
s∈(Z/2Z)g
lu(s) ·
(
a(n)s
)2
One the other hand we have
(
y(n+1)u
)2
=
 ∑
t∈(Z/2Z)g
lu(t) · a(n+1)t
2 = ∑
s,t∈(Z/2Z)g
lu(s+ t) · a(n+1)s · a(n+1)t (14)
Let w ∈ (Z/2Z)g. Applying equation (13) one gets
∑
u∈(Z/2Z)g
lw(u) ·
 1
2g
·
∑
v∈(Z/2Z)g
y
(n)
u+v · y(n)v
 (15)
=
∑
u∈(Z/2Z)g
lw(u) ·
 ∑
s∈(Z/2Z)g
lu(s) ·
(
a(n)s
)2 = ∑
s∈(Z/2Z)g
(
a(n)s
)2 · ∑
u∈(Z/2Z)g
lw(u) · lu(s)
=
∑
s∈(Z/2Z)g
(
a(n)s
)2 · ∑
u∈(Z/2Z)g
lu(w + s) = 2
g · (a(n)w )2
Using equation (14) we compute∑
u∈(Z/2Z)g
lw(u) ·
(
y(n+1)u
)2
(16)
=
∑
u∈(Z/2Z)g
lw(u) ·
 ∑
s,t∈(Z/2Z)g
lu(s+ t) · a(n+1)s · a(n+1)t

=
∑
s,t∈(Z/2Z)g
a(n+1)s · a(n+1)t
∑
u∈(Z/2Z)g
lw(u) · lu(s+ t)
=
∑
s,t∈(Z/2Z)g
a(n+1)s · a(n+1)t
∑
u∈(Z/2Z)g
lu(w + s+ t)
= 2g ·
∑
s∈(Z/2Z)g
a(n+1)s · a(n+1)w+s
By the equations (15) and (16) the equality (12) holds for λn = 1 if and only if the relation
(3) is satisfied with the choice of x
(n)
u and x
(n+1)
u as in the lemma.
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The Lemma 1.7 implies that, using the linear transformation M , one can compute the
sequence
(
a
(n)
u
)
n≥2
in terms of Mestre’s generalized AGM sequence. For n ≥ 2 let x(n)u
and x
(n+1)
u be defined as in Lemma 1.7. Then Theorem 1.5 implies that the sequence (9)
converges coordinatewise for n→∞.
1.3 Perspectives
We use the notation of the preceding section. We note that the linear transformation which
is induced by the matrix M of Section 1.2 is not invertible over the ring Zq because of the
following fact.
Lemma 1.8. We have det(M) = ±2(2g−1g).
Proof. We claim that M2 = 2g · I2g , where I2g denotes the unit matrix of dimension 2g.
Let bu,v denote the entries of the Matrix M
2, where u, v ∈ (Z/2Z)g. Then we have
bu,v =
g∑
k=0
mu,k ·mk,v =
g∑
k=0
lu(k) · lk(v)
=
g∑
k=0
lu+v(k) =
{
2g, u = v
0 , else
This proves the claim. The lemma now follows from the the multiplicativity of the deter-
minant.
We conclude that the two theories, on one hand the theory of canonical theta null points
and on the other hand Mestre’s theory of the generalized AGM sequence, are not equivalent.
The difference lies in the special fiber at the prime 2.
Now let A be an ordinary abelian variety over a perfect field k of characteristic 2. Let
g = dim(A). Assume that we are given an ample symmetric line bundle L of degree 1 on A
and a symmetric theta structure Θ of type (Z/2Z)g for the line bundle L2. Let (au)u∈(Z/2Z)g
denote the theta null point with respect to the triple (A,L2,Θ).
Lemma 1.9. The theta null point (au) equals the point (1, 0, . . . , 0).
Proof. We denote Z2 = (Z/2Z)
g. Let Zˆ2,k denote the Cartier dual of the finite constant
group Z2,k associated to the abstract group Z2. Recall that a theta structure is given by
a Gm,k-equivariant isomorphism Θ : G(Z2)
∼→ G(L2), where G(Z2) = Gm,k × Z2,k × Zˆ2,k is
the standard Heisenberg group of type Z2 and G(L2) the theta group of the line bundle
L2. For the definition of the theta group and the standard Heisenberg group see [13, §1]
and Section 2.1. Let G be the group of k-rational Gm,k-equivariant automorphisms of the
group G(Zn). The group G acts by composition on the set of k-rational theta structures of
type Z2 for the line bundle L2. Every element of the group G is of the form (τ, δ), where
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τ : Z2,k × Zˆ2,k → Gm,k is a character and δ : Z2,k × Zˆ2,k ∼→ Z2,k × Zˆ2,k is an automorphism
which is compatible with the pairing
e2 : (Z2,k × Zˆ2,k)2 → Gm,k,
(
(x1, l1), (x2, l2)
) 7→ l2(x1)
l1(x2)
The given theta structure Θ induces a trivialization
Z2,k
∼→ A[2]et (17)
where A[2]et denotes the maximal e´tale quotient of A[2]. By [4, Th.2.2] there exists a
canonical theta structure Θcan of type Z2 for the line bundle L2 which depends on the
trivialization (17). In the following we denote the canonical theta null point with respect
to the canonical theta structure by (acanu )u∈Z2. The action of G on the set of k-rational
theta structures of type Z2 for L2 is faithful and transitive. Hence there exists a unique
g = (τ, δ) ∈ G such that g⋆Θcan equals the given theta structure Θ. Since we are over a field
of characteristic 2, the character τ has to be trivial. We note that, because k is assumed
as perfect, every finite flat group over k splits uniquely in a product of its connected
component with its maximal e´tale quotient. Hence the isomorphism δ acts componentwise
as a pair of automorphisms (δ1, δ2), where δ2 is the inverse of the Cartier dual of δ1. By the
choice of the trivialization (17) we conclude that δ1 = δ2 = id. Thus we have Θ = Θ
can.
Theorem 1.2 implies that up to normalization we have
(au) = (a
can
u ) = (1, 0, . . . , 0).
This completes the proof of the lemma.
This shows that the points of Mestre’s AGM sequence cannot be 2-theta null points of
abelian schemes since this is not so modulo the prime 2. Recall that the points in Mestre’s
AGM sequence lie in a 2-adic neighborhood of the point (1, . . . , 1). We conjecture that
Mestre’s AGM sequence has a moduli interpretation in terms of degenerate abelian vari-
eties, or, more strongly, in terms of semi-abelian schemes. Our conjecture should follow
from a moduli interpretation of the ‘boundary’ of Mumford’s moduli space. This ‘bound-
ary’ is canonically given by the points in the projective closure of the moduli space of
abelian varieties with theta structure under the canonical projective embedding.
Leitfaden
This article is structured as follows. We recall some classically known facts about algebraic
theta functions in Section 2. In Section 3 we prove the Galois-theoretic property of the
canonical theta structure. In Section 4 we prove theta relations which have as solutions
the canonical theta null points of canonical lifts of ordinary abelian varieties over a perfect
field of characteristic 2. We give some examples of canonical theta null points in Section
5.
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Notation
Let R be a ring, X an R-scheme and S an R-algebra. By XS we denote the base extended
scheme X ×Spec(R) Spec(S). Let M be a sheaf on X . Then we denote by MS the sheaf
that one gets by pulling back via the projection XS → X . Let I : X → Y be a morphism
of R-schemes. Then IS denotes the morphism that is induced by I via base extension with
S.
We use the same symbol for a scheme/module and the associated fppf-sheaf. By a group
we mean a group object in the category of fppf-sheaves. If a group G is representable by a
scheme and the representing object has the property of being finite (flat, e´tale, connected,
etc.) then we simply say that G is a finite (flat, e´tale, connected, etc.) group. Similarly
we will say that a morphism of groups is finite (faithfully flat, smooth, etc.) if the groups
are representable and the induced morphism of schemes has the corresponding property.
A group (morphism of groups) is called finite locally free if it is finite flat and of finite
presentation. The Cartier dual of a finite locally free commutative group G will be denoted
by GD. The multiplication by an integer n ∈ Z on G will be denoted by [n]. A finite locally
free and surjective morphism between groups is called an isogeny. By an elliptic curve we
mean an abelian scheme of relative dimension 1.
If G and H are groups then we denote by Hom(G,H) the fppf-sheaf which is defined
by U 7→ Hom(G(U), H(U)), where the latter denotes the group homomorphisms G(U)→
H(U).
2 Background on algebraic theta functions
In this section we recall some classically known facts about algebraic theta functions. We
present Mumford’s results on an algebraic theory of theta functions in such a way that they
apply to our situation. The theory of algebraic theta functions was developed by David
Mumford in [13], [14] and [15].
2.1 Theta structures
Let A be an abelian scheme over a ring R and L a line bundle on A. Consider the morphism
ϕL : A→ Pic0A/R, x 7→ 〈T ∗xL⊗ L−1〉
where 〈·〉 denotes the class in Pic0A/R. We set Aˇ = Pic0A/R. Note that Aˇ is the dual of A
in the category of abelian schemes. We denote the kernel of the morphism ϕL by A[L]. A
line bundle L on A satisfies A[L] = A if and only if its class is in Pic0A/R(R). Also it is
well-known that if L is relatively ample then ϕL is an isogeny. In the latter case we say
that L has degree d if ϕL is fiberwise of degree d. Let S be an R-algebra. We define the
theta group of L as the functor
G(L)(S) =
{
(x, ϕ) | x ∈ A[L](S), ϕ : LS ∼→ T ∗xLS
}
.
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The functor G(L) has the structure of a group given by the group law(
(y, ψ), (x, ϕ)
) 7→ (x+ y, T ∗xψ ◦ ϕ).
There are natural morphisms
G(L)→ A[L], (x, ϕ) 7→ x and Gm,R → G(L), α 7→ (0A, τα)
where 0A denotes the zero section of A and τα denotes the automorphism of L given by
the multiplication with α. The induced sequence of groups
0→ Gm,R → G(L) pi→ A[L]→ 0 (18)
is central and exact. Now let L be relatively ample of degree d. Then A[L] is finite locally
free of order d2.
Let K be a finite constant group. The standard Heisenberg group of type K is given
by the scheme Gm,R ×KR ×KDR with group operation
(α1, x1, l1) ⋆ (α2, x2, l2)
def
= (α1 · α2 · l2(x1), x1 + x2, l1 · l2).
Here KDR denotes the Cartier dual of KR.
Definition 2.1. A theta structure of type K for L is a Gm,R-equivariant isomorphism of
groups
G(K)
∼→ G(L).
For more details about theta structures we refer to [13, §1].
2.2 Mumford’s Isogeny Theorem
Let R be a noetherian local ring. Let I : A→ A′ be an isogeny of abelian schemes over R.
Assume that we are given ample line bundles L and L′ on A and A′, respectively. Suppose
we are given theta structures
ΘA : G(KA)
∼→ G(L) and ΘA′ : G(KA′) ∼→ G(L′)
where KA and KA′ are finite constant groups. Let α : I
∗L′ ∼→ L be an isomorphism of OA-
modules. The existence of α implies that Ker(I) is contained in A[L]. By [13, §1,Prop.1]
the morphism α induces a section Ker(I)→ G(L) of the natural projection G(L)→ A[L].
Let K˜ denote the image of Ker(I) in G(L). Assume that
(†) the image of K˜ under Θ−1A is of the form {1} × Z1 × Z2
with subgroups Z1 ≤ KA and Z2 ≤ KDA .
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One defines
Z⊥1 = { x ∈ KA | (∀l ∈ Z2) l(x) = 1 }
and
Z⊥2 = { l ∈ KDA | (∀x ∈ Z1) l(x) = 1 }.
Note that Z⊥1 ×Z⊥2 is the subgroup of points of KA×KDA being orthogonal to Z1×Z2 and
that Z1 × Z2 ⊆ Z⊥1 × Z⊥2 .
Proposition 2.2. Let σ : Z⊥1 → KA′ be a surjective morphism of groups having kernel
Z1. There exists a theta structure ΘA(σ) of type KA′ for the pair (A
′,L′) depending on the
theta structure Θ and the morphism σ.
Proof. Let G(L)∗ denote the centralizer of K˜ in G(L). There exists a natural isomorphism
of groups
G(L)∗/K˜ ∼→ G(L′) (19)
(compare [13, Prop.2]). The image of G(L)∗ under the morphism Θ−1A equals Gm,R×Z⊥1 ×
Z⊥2 . The isomorphism (19) composed with the induced isomorphism
Gm,R × Z⊥1 /Z1 × Z⊥2 /Z2 ∼→ G(L)∗/K˜
gives an isomorphism
Gm,R × Z⊥1 /Z1 × Z⊥2 /Z2 ∼→ G(L′). (20)
We claim that there exists a natural isomorphism
Z⊥2 /Z2
∼→ (Z⊥1 /Z1)D. (21)
This follows from the Snake Lemma applied to the following commutative diagram of exact
sequences
0 // Z1 //

KA
id

// (Z⊥2 )
D

// 0
0 // Z⊥1
// KA
e // ZD2
// 0.
Here the upper exact sequence is obtained by dualizing the exact sequence
0→ Z⊥2 → KDA res−→ ZD1 → 0
and e is given by x 7→ e((x, 1), (0, ·))where e : (KA×KDA )2 → Gm,R denotes the commutator
pairing. The left hand vertical morphism is the natural inclusion. The morphism σ induces
an isomorphism σ1 : KA′
∼→ Z⊥1 /Z1. We denote by σ2 : KDA′ ∼→ Z⊥2 /Z2 the inverse of the
composition of σD1 with the isomorphism (21). Composing the isomorphism (20) with the
isomorphism id× σ1 × σ2 we get a theta structure
Θ(σ) : G(KA′)
∼→ G(L′).
This proves the proposition.
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Note that ΘA(σ) does not depend on the choice of α.
Definition 2.3. We say that ΘA and ΘA′ are I-compatible if there exists α as above,
assumption (†) holds and there exists a morphism σ as above such that ΘA′ = ΘA(σ).
Let πA and πA′ denote the structure maps of A and A
′, respectively. Since I is faithfully
flat the natural morphism L′ τ→ I∗I∗L′ is injective. As a consequence there exists an
injective morphism ι : π′∗L′ → π∗L of OR-modules given by the composition
π′∗L′
pi′∗τ−→ π′∗I∗I∗L′ = π∗I∗L′ pi∗α−→ π∗L.
The morphism ι identifies the sections of π′∗L′ with those sections of π∗L which are invariant
under the translations with points in the kernel of the isogeny I. Assume that we have
chosen theta group invariant isomorphisms
βA : π∗L ∼→ V (KA) and βA′ : π′∗L′ ∼→ V (KA′),
where we set V (K) = Hom(K,OR) for a finite group K. We define VI : V (KA′)→ V (KA)
by setting VI = βA ◦ ι ◦ β−1A′ .
Theorem 2.4 (Isogeny Theorem). Suppose ΘA and ΘA′ are I-compatible. In particular
we are given a morphism σ as above such that ΘA′ = ΘA(σ). There exists a λ ∈ R∗ such
that for all f ∈ V (KA′) we have
VI(f)(x) =
{
0 , x 6∈ Z⊥1
λf
(
σ(x)
)
, x ∈ Z⊥1
where x ∈ KA.
For a proof of Theorem 2.4 in the case where R is a field see [13, §1, Th.4]. The latter
proof can easily be adapted to our situation.
2.3 Mumford’s 2-multiplication formula
Let R be a noetherian local ring and let A
pi→ Spec(R) be an abelian scheme and L an
ample symmetric line bundle on A which is generated by global sections. Let n ≥ 2 be an
integer. We set Ln = L⊗n. Assume that we are given theta structures
Θ : G(K)
∼→ G(L) and Θn : G(Kn) ∼→ G(Ln).
One defines a morphism of groups ǫn : G(L)→ G(Ln) by setting
(x, ψ) 7→ (x, ψ⊗n).
Note that there is a natural inclusion A[L] →֒ A[Ln] and the multiplication-by-n induces
an epimorphism A[Ln] → A[L]. On the image of Gm,R the morphism ǫn equals the n-th
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powering morphism.
Next we define a morphism of groups ηn : G(Ln) → G(L) using the symmetry of L.
Assume we are given (x, ψ) ∈ G(Ln). Since L is symmetric there exists an isomorphism
γ : L⊗n2 ∼→ [n]∗L. Consider the composed isomorphism
[n]∗L γ−1→ L⊗n2 = L⊗nn ψ
⊗n−→ T ∗xL⊗nn = T ∗xL⊗n
2 T ∗xγ−→ T ∗x [n]∗L = [n]∗T ∗nxL.
Since nx is a point of A[L] there exists an isomorphism ρ : L ∼→ T ∗nxL inducing the above
isomorphism. Since [n] is faithfully flat the morphism ρ is uniquely determined. We set
ηn(x, ψ) = (nx, ρ). One can check that this definition is independent of the choice of γ.
The map ηn restricted to Gm,R equals the n-th powering morphism.
We denote the Lagrangian structures corresponding to Θ and Θn by δ and δn, respec-
tively. Suppose that K ≤ Kn and K = {nx|x ∈ Kn}. Also we assume that δn restricted
to K × KD equals δ. As a consequence the multiplication-by-n morphism on Kn × KDn
induces an epimorphism
Kn ×KDn → K ×KD, (x, l) 7→ (nx, ln).
We define morphisms
En : G(K)→ G(Kn) and Hn : G(Kn)→ G(K)
by setting
(α, x, l) 7→ (αn, x, l) and (α, x, l) 7→ (αn, nx, ln),
respectively. Here we consider points of K × KD as points of Kn × KDn via the natural
inclusion.
Definition 2.5. We say that the theta structures Θn and Θ are n-compatible if
(i) K ≤ Kn and K = {nx|x ∈ Kn},
(ii) δn restricted to K ×KD equals δ,
(iii) Θn ◦ En = ǫn ◦Θ and Θ ◦Hn = ηn ◦Θn.
Now assume that n = 2. Choose theta group invariant isomorphisms
β : π∗L ∼→ V (K) and β2 : π∗L2 ∼→ V (K2),
where V (K) and V (K2) are defined as in the preceding section.
Definition 2.6. Let s and s′ be sections of π∗L. Set f = β(s) and f ′ = β(s′). We define
f ⋆ f ′ = β2(s⊗ s′).
Assume that we have chosen a rigidification of L. The latter choice implies the existence
of finite theta functions qL ∈ V (K) and qL2 ∈ V (K2) which interpolate the coordinates of
the corresponding theta null points (cf. [13, §1]).
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Theorem 2.7 (2-Multiplication Formula). Suppose Θ and Θ2 are 2-compatible theta struc-
tures. There exists a λ ∈ R∗ such that for all f, f ′ ∈ V (K) we have
(f ⋆ f ′)(x) = λ
∑
y∈x+K
f(x+ y)f ′(x− y)qL2(y)
where x ∈ K2.
For a proof of Theorem 2.7 over a field see [13, §3]. Without major changes the proof given
there applies to our situation.
Assume that we have chosen an embedding Z2 ⊆ K2 where Z2 = (Z/2Z)g and g =
dimR(A). Applying the above theorem to the Dirac-basis of V (K) and evaluating at the
zero section of the abelian scheme A gives the following relation for theta null values.
Corollary 2.8. Suppose Θ and Θ2 are 2-compatible theta structures. Let u, v ∈ K2 such
that u+ v, u− v ∈ K. There exists a λ ∈ R∗ such that
qL(u+ v)qL(u− v) = λ
∑
z∈Z2
qL2(u+ z)qL2(v + z).
3 The Galois property of the canonical theta struc-
ture
In this section we prove the characterizing pull back property of the canonical theta struc-
ture (introduced in [4]). More precisely, we discuss the Galois theoretic properties of the
canonical theta structure in the case where the theta structure is centered ‘at p’, i.e. the
underlying level structure is non-e´tale and the corresponding polarization is inseparable.
For the e´tale case see [5, §2.2].
3.1 Compatibility of the canonical theta structure
In the following we use the notation and the definitions of Section 2. Let R denote a
complete noetherian local ring with perfect residue field k of characteristic p > 0. Assume
that R admits a lift of the p-th power Frobenius automorphism of k. Let A
pi→ Spec(R) be
an abelian scheme of relative dimension g having ordinary reduction and let L be an ample
symmetric line bundle of degree 1 on A. Let F : A → A(p) denote the unique lift of the
relative p-Frobenius. We denote the structure map A(p) → Spec(R) by π(p). By [4, Th.5.1]
there exists an ample symmetric line bundle L(p) of degree 1 on A(p) and an isomorphism
F ∗L(p) ∼→ L⊗p such that (L(p))k is the p-Frobenius twist of Lk. For i ≥ 0 we set
Li = L⊗pi, Mi =
(L(p))⊗pi and Ki = (Z/piZ)gR.
Let r ≥ 1 and assume that we are given an isomorphism
Kr
∼→ A[pr]et, (22)
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where A[pr]et denotes the maximal e´tale quotient of A[pr]. The lift of the relative p-
Frobenius F induces an isomorphism F [pr]et : A[pr]et
∼→ A(p)[pr]et. Composing F [pr]et with
the isomorphism (22) we get an isomorphism
Kr
∼→ A(p)[pr]et. (23)
Now assume that A is the canonical lift of Ak. As a consequence A
(p) is also a canonical lift.
By [4, Th.2.2] there exist for all 0 ≤ j ≤ r canonical theta structures Θj : G(Kj) ∼→ G(Lj)
and Σj : G(Kj)
∼→ G(Mj) depending on the isomorphisms (22) and (23), respectively. For
the definition of a theta structure see Definition 2.1.
Let us fix some notation that will be used in proofs of the following lemmas. By
Vi : A→ Ai, where i ≥ 1, we denote the i-fold application of the lift of the p-Verschiebung.
For 1 ≤ i ≤ r let δi and κi denote the Lagrangian structures induced by the theta structures
Θi and Σi, respectively. We note that by the definition of the canonical theta structure we
have Ai = A/δi(Ki) for i ≤ r. Let
vj+1 : Kj+1 → G(Lj+1) and vj : Kj → G(Lj)
be the liftings induced by the canonical theta structures Θj+1 and Θj , respectively. By
descent the sections vj+1 and vj correspond to line bundles L(j+1) and L(j) on Aj+1 and
Aj , respectively, equipped with isomorphisms
βj+1 : V
∗
j+1L(j+1) ∼→ Lj+1 and βj : V ∗j L(j) ∼→ Lj.
Also, we set A0 = A and L(0) = L.
Lemma 3.1. For 0 ≤ j < r the theta structures Θj+1 and Σj+1 are p-compatible with Θj
and Σj, respectively.
Proof of Lemma 3.1. It suffices to prove the lemma for the theta structures Θj where
0 ≤ j ≤ r. For trivial reasons the theta structure Θ1 is compatible with the theta structure
Θ0. Assume that j ≥ 1. Obviously, the theta structures Θj+1 and Θj satisfy the conditions
(i) and (ii) of Definition 2.5. It remains to show that condition (iii) of the latter definition
is satisfied. We will proceed in two steps.
Claim 3.2. One has
Θj+1 ◦ Ep = ǫp ◦Θj , (24)
where Ep and ǫp are defined as in Section 2.3.
Proof of Claim 3.2. We verify equation (24) for points which lie above Kj . As the proof
for points lying over KDj is analogous we do not present it here. Let x be a point of Kj .
One has
vj+1(x) = (δj+1(x), T
∗
δj+1(x)
βj+1 ◦ β−1j+1) and vj(x) = (δj(x), T ∗δj(x)βj ◦ β−1j ).
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Here we consider x as a point of Kj+1 by the given inclusion Kj ⊆ Kj+1. By the definition
of the canonical theta structure there exists an isomorphism
β : V ∗L(j+1) ∼→ (L(j))⊗p.
where V : Aj → Aj+1 denotes the p-Verschiebung. Consider the isomorphism ψ given by
the composition
V ∗j+1L(j+1) = V ∗j V ∗L(j+1)
V ∗j β−→ V ∗j (L(j))⊗p
β⊗pj−→ L⊗pj = Lj+1.
Since δj(x) lies in the kernel of Vj we have Vj ◦ Tδj(x) = Vj and hence T ∗δj(x)V ∗j β = V ∗j β. It
follows that
ǫp(vj(x)) = ǫp
(
δj(x), T
∗
δj(x)
βj ◦ β−1j )
)
=
(
δj+1(x), T
∗
δj+1(x)
β⊗pj ◦ β⊗−pj
)
=
(
δj+1(x), T
∗
δj+1(x)
ψ ◦ ψ−1) = (δj+1(x), T ∗δj+1(x)βj+1 ◦ β−1j+1) = vj+1(x).
The latter equality sign follows from the fact that βj+1 and ψ differ by a unit. This proves
our claim. 
Claim 3.3. One has
Θj ◦Hp = ηp ◦Θj+1 (25)
where Hp and ηp are defined as in Section 2.3.
Proof of Claim 3.3. We verify the equality (25) for points of G(Kj+1) which lie above
Kj+1. The proof for points lying over K
D
j+1 is analogous. Consider a point (1, x, 1) in
G(Kj+1). We have
Θj(Hp(1, x, 1)) = vj(px) = (δj(px), τj)
and
Θj+1(1, x, 1) = vj+1(x) = (δj+1(x), τj+1)
where
τj+1 = T
∗
δj+1(x)
βj+1 ◦ β−1j+1 and τj = T ∗δj(px)βj ◦ β−1j .
Choose an isomorphism γ : L⊗p2j ∼→ [p]∗Lj. Consider the composed isomorphism
[p]∗Lj γ
−1−→ L⊗p2j = L⊗pj+1
τ⊗pj+1−→ (T ∗δj+1(x)Lj+1)⊗p
= T ∗δj+1(x)L⊗p
2
j
T ∗
δj+1(x)
γ
−→ T ∗δj+1(x)[p]∗Lj = [p]∗T ∗δj(px)Lj.
We claim that the latter isomorphism is induced by τj . By the definition of the canonical
theta structure there exists an isomorphism
ξ : F ∗L(j) ∼→ (L(j+1))⊗p
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where F denotes the lift of the relative p-Frobenius. The composed isomorphism
V ∗j+1(L(j+1))⊗p
V ∗j+1ξ
−1
−→ V ∗j+1F ∗L(j) = V ∗j [p]∗L(j) = [p]∗V ∗j L(j)
[p]∗βj−→ [p]∗Lj.
differs from γ ◦ β⊗pj+1 by a unit. We conclude that
T ∗δj+1(x)γ ◦ τ⊗pj+1 ◦ γ−1 = T ∗δj+1(x)(γ ◦ β⊗pj+1) ◦ (γ ◦ β⊗pj+1)−1
= T ∗δj+1(x)
(
[p]∗βj ◦ V ∗j+1ξ−1
) ◦ ([p]∗βj ◦ V ∗j+1ξ−1)−1 = T ∗δj+1(x)[p]∗βj ◦ [p]∗β−1j
= [p]∗T ∗δj(px)βj ◦ [p]∗β−1j = [p]∗(T ∗δj(px)βj ◦ β−1j ) = [p]∗τj .
Note that T ∗δj+1(x)V
∗
j+1ξ
−1 = V ∗j+1ξ
−1 since x is in the kernel of Vj+1. 
This completes the proof of the lemma. 
Lemma 3.4. For all 0 ≤ j < r the theta structures Θj+1 and Σj are F -compatible.
Proof of Lemma 3.4. As the lemma is trivial for j = 0 we may assume that j > 1. By
assumption there exists an isomorphism
γj+1 : F
∗Mj ∼→ Lj+1.
Obviously assumption (†) of Section 2.2 holds with Z1 = 0 and Z2 = KD1 . It follows that
Z⊥2 = K
D
j+1. By duality we conclude that Z
⊥
1 coincides with the image of Kj in Kj+1 under
the given inclusion.
Claim 3.5. One has
Σj = Θj+1(id)
where the notation is as in Proposition 2.2.
Proof of Claim 3.5. Checking the claim amounts to prove the commutativity of the dia-
gram
G(Lj+1)/K˜ oo
can

Gm,R × Z⊥1 /Z1 × Z⊥2 /Z2OO
id×σ1×σ2
G(Mj) oo Σj Gm,R ×Kj ×KDj
where the upper horizontal arrow is induced by Θj+1, the morphism σ1 equals the ‘identity’
and the morphism σ2 equals its dual (compare proof of Proposition 2.2). In the following
we verify the commutativity of the above diagram for points of the form (1, x, 1) ∈ Gm,R×
Kj ×KDj . An analogous proof exists for points of the form (1, 0, l). Via the morphisms σ1
and σ2 we can consider (1, x, 1) as a point of G(Kj+1). Here we consider x as an element
of Kj+1 via the given inclusion Kj ⊆ Kj+1. By definition its image under Θj+1 is given by
v(x) where
v : Kj+1 → G(Lj+1)
is the lifting which is induced by the existence of an isomorphism
αj+1 : V
∗
j+1L(j+1) ∼→ Lj+1.
The class of v(x) in G(Lj+1)/K˜ can be represented by an element of the form(
δj+1(y), T
∗
δj+1(y)
αj+1 ◦ α−1j+1)
where y ∈ Kj+1 is chosen such that F
(
δj+1(y)
)
= κj+1(x). On the other hand we have
Σj(1, x, 1) = w(x) where w : Kj → G(Mj) is the lifting that is induced by the canon-
ical theta structure. The lifting w corresponds to the line bundle L(j−1) on Aj−1 with
isomorphism
βj : V
∗
j L(j−1) ∼→Mj.
We have
w(x) = (κj(x), T
∗
κj(x)
βj ◦ β−1j ).
By the definition of the canonical theta structure there exist isomorphisms
ξ1 : F
∗L(j−1) ∼→ (L(j))⊗p and ξ2 : V ∗L(j+1) ∼→ (L(j))⊗p.
Let ξ = ξ−11 ◦ ξ2. The isomorphism V ∗j ξ induces an isomorphism
Vj+1L(j+1) = V ∗j V ∗L(j+1)
V ∗j ξ−→ V ∗j F ∗L(j−1) = F ∗V ∗j L(j−1).
The composed isomorphism γj+1 ◦F ∗βj ◦V ∗j ξ differs from αj+1 by a unit. By the definition
of the canonical isomorphism
G(Lj+1)/K˜ ∼→ G(Mj)
(see proof of [13, §1,Prop.2]) the element in G(Lj+1)/K˜ that corresponds to w(x) is given
by (
δj+1(y), T
∗
δj+1(y)
γj+1 ◦ F ∗(T ∗κj(x)βj ◦ β−1j ) ◦ γ−1j+1
)
=
(
δj+1(y), T
∗
δj+1(y)
γj+1 ◦ F ∗T ∗κj(x)βj ◦ F ∗β−1j ◦ γ−1j+1
)
=
(
δj+1(y), T
∗
δj+1(y)
γj+1 ◦ T ∗δj+1(y)F ∗βj ◦ F ∗β−1j ◦ γ−1j+1
)
=
(
δj+1(y), T
∗
δj+1(y)
(γj+1 ◦ F ∗βj ◦ V ∗j ξ) ◦ (γj+1 ◦ F ∗βj ◦ V ∗j ξ)−1
)
= (δj+1(y), T
∗
δj+1(y)
αj+1 ◦ α−1j+1) = v(x).
Hence our claim is proved. 
This completes the proof of the lemma. 
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3.2 The pull back of the canonical theta null point
Let R be a complete noetherian local ring with perfect residue field k of characteristic
p > 0. The following lemma forms the key ingredient of the theorem that is proved below.
Lemma 3.6. One has
Hom
(
(Qp/Zp)
g
R, µ
g
p∞,R
)
(R) = 0.
Proof. It suffices to prove that
Hom
(
(Qp/Zp)R, µp∞,R
)
(R) = 0. (26)
The elements of the group Hom
(
(Qp/Zp)R, µp∞,R
)
(R) correspond to the compatible systems
(a1, a2, a3, . . .) of p-power roots of unity in R, i.e. a
p
i+1 = ai for i ≥ 1. Such a compatible
system necessarily has to be trivial. The latter is obvious on the level Artin local quotients
of R by powers of the maximal ideal. This completes the proof of the remark.
Suppose that we are given an abelian scheme A over R which has ordinary reduction. Let
L be an ample symmetric line bundle of degree 1 on A. We set q = pd where d ≥ 1
is an integer. Assume that there exists a σ ∈ Aut(R) lifting the p-th power Frobenius
automorphism of k. Recall that there exists a canonical lift F : A→ A(p) of the relative p-
Frobenius morphism and a canonical ample symmetric line bundle L(p) of degree 1 on A(p)
such that F ∗L(p) ∼= Lp (see [4, §5]). We set Zn = (Z/nZ)g for n ≥ 1 where g = dimR(A).
Assume that we are given an isomorphism
Zq,R
∼→ A[q]et, (27)
where A[q]et denotes the maximal e´tale quotient of A[q]. The Frobenius lift F induces an
isomorphism
F [q]et : A[q]et
∼→ A(p)[q]et.
Composing F [q]et with the isomorphism (27) gives an isomorphism
Zq,R
∼→ A(p)[q]et. (28)
Assume that A is the canonical lift of Ak. Our assumption implies that the abelian scheme
A(p) is a canonical lift. By [4, Th.2.2] there exist canonical theta structures Θq and Θ
(p)
q of
type Zq for the line bundles Lq and
(L(p))q, which depend on the isomorphisms (27) and
(28), respectively.
Let A(σ) be defined by the Cartesian diagram
A(σ)
pr //

A

Spec(R)
Spec(σ)// Spec(R),
(29)
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where the right hand vertical arrow is the structure morphism. Let L(σ) be the pull back
of L along the morphism pr : A(σ) → A which is defined by the diagram (29). We obtain a
theta structure Θ
(σ)
q for
(L(σ))q by extension of scalars along Spec(σ) applied to the theta
structure Θq : G(Zq)
∼→ G(Lq) and by chaining with the natural isomorphism Zq ∼→ Zq,σ
times the inverse of its dual. In the following we will assume that the special fibers of
A(p) and A(σ) are in fact equal. By uniqueness of the canonical lift there exists a canonical
isomorphism τ : A(p)
∼→ A(σ) over R lifting the identity on special fibers. We set Ln = Ln,
L(p)n =
(L(p))n and L(σ)n = (L(σ))n for n ≥ 1.
Lemma 3.7. We have τ ∗L(σ)q ∼= L(p)q .
Proof. We set M = (τ ∗L(σ))⊗ (L(p))−1. It follows by the definition of L(p) that the class
of M reduces to the trivial class. By assumption the line bundle τ ∗L(σ) is symmetric. By
[4, Th.5.1] also the line bundle L(p) is symmetric. As a consequence, the line bundle M
is symmetric and gives an element of Pic0A(p)/R[2](R). If p = 2 then clearly Mq gives the
trivial class. Suppose that p > 2. We observe that by assumption the group Pic0A(p)/R[2] is
finite e´tale. We conclude by the connectedness of the ring R and by the fact thatM gives
the trivial class modulo p that the class of M is trivial. This proves the lemma.
By the above discussion there exists an isomorphism γ : τ ∗L(σ)q ∼→ L(p)q . We define a
Gm,R-invariant morphism of theta groups τ
† : G
(L(σ)q )→ G(L(p)q ) by setting
(x, ϕ) 7→ (y, T ∗y γ ◦ τ ∗ϕ ◦ γ−1)
where y = τ−1(x) and ϕ : L(σ)q ∼→ TxL(σ)q is a given isomorphism. Obviously, our definition
is independent of the choice of γ. For trivial reasons the morphism τ † gives an isomorphism.
By what has been said before, the isomorphism τ † is canonical.
Theorem 3.8. One has
τ † ◦Θ(σ)q = Θ(p)q . (30)
Proof of Theorem 3.8. In the following we fix the notation that we will use during the
course of the proof. Let δq, δ
(p)
q and δ
(σ)
q be the Lagrangian structures which are induced
by Θq, Θ
(p)
q and Θ
(σ)
q , respectively. The isomorphism τ induces isomorphisms τq : A
(p)[q]
∼→
A(σ)[q] and τ etq : A
(p)[q]et
∼→ A(σ)[q]et, where A(p)[q]et and A(σ)[q]et denote the maximal e´tale
quotients of A(p)[q] and A(σ)[q], respectively. Let
πq : A[q]→ A[q]et, π(σ)q : A(σ)[q]→ A(σ)[q]et and π(p)q : A(p)[q]→ A(p)[q]et
denote the natural projections on maximal e´tale quotients. We denote the natural inclusion
Zq,R → Zq,R × ZDq,R by i.
Furthermore, let r
(p)
q : A(p)[q]et → A(p)[q] and r(σ)q : A(σ)[q]et → A(σ)[q] be the sections of
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the natural projections π
(p)
q and π
(σ)
q , corresponding to the theta structures Θ
(p)
q and Θ
(σ)
q ,
respectively, such that
r(p)q ◦ π(p)q ◦ δ(p)q ◦ i = δ(p)q ◦ i
and
r(σ)q ◦ π(σ)q ◦ δ(σ)q ◦ i = δ(σ)q ◦ i.
The proof of the theorem is divided into several lemmas. We start the proof by checking
that the equality (30) holds for the induced Lagrangian structures.
Lemma 3.9. One has the equality
δ(σ)q = τq ◦ δ(p)q . (31)
Proof of Lemma 3.9. First we verify the equality (31) on points which lie in the image of
the morphism i. Thus we have to show that
δ(σ)q ◦ i = τq ◦ δ(p)q ◦ i. (32)
Claim 3.10. There is an equality
π(σ)q ◦ δ(σ)q ◦ i = π(σ)q ◦ τq ◦ δ(p)q ◦ i = τ etq ◦ π(p)q ◦ δ(p)q ◦ i. (33)
Proof of Claim 3.10. The right hand equality of the equation (33) is obvious. In the
following we will show the left hand equality of (33). Let F etq : A[q]
et → A(p)[q]et denote
the isomorphism which is induced by the Frobenius lift F . By the definition of δ
(p)
q we have
π(p)q ◦ δ(p)q ◦ i = F etq ◦ πq ◦ δq ◦ i,
and hence, by means of the right hand equality of (33), the left hand equation of (33) is
equivalent to
π(σ)q ◦ δ(σ)q ◦ i = τ etq ◦ F etq ◦ πq ◦ δq ◦ i. (34)
By the theory of finite e´tale groups it suffices to check that the latter equality holds on the
special fiber. We claim that this indeed is the case. Our claim follows from the fact that
by assumption the morphism τ etq equals the identity on the special fiber. 
Claim 3.11. One has
τq ◦ r(p)q = r(σ)q ◦ τ etq . (35)
Proof of Claim 3.11. The sections r
(σ)
q and r
(p)
q are, by the definition of the canonical theta
structure, the truncations to A(σ)[q]et and A(p)[q]et of sections r
(σ)
p∞ and r
(p)
p∞, respectively, of
the connected-e´tale sequences of Barsotti-Tate groups
0 // A(σ)[p∞]loc // A(σ)[p∞] // A(σ)[p∞]et //
r
(σ)
p∞
ss
0 (36)
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and
0 // A(p)[p∞]loc // A(p)[p∞] // A(p)[p∞]et //
r
(p)
p∞
ss
0. (37)
Proving the equality (35) amounts to prove the uniqueness of the sections r
(σ)
p∞ and r
(p)
p∞ .
The uniqueness follows from the following observation. Passing to the strict Henselization
of R we have
A(σ)[p∞]loc ∼= A(p)[p∞]loc ∼= µgp∞,R and A(σ)[p∞]et ∼= A(p)[p∞]et ∼= (Qp/Zp)gR,
where g denotes the relative dimension of A over R. The sections of the exact sequence
(36) and (37) form a Hom
(
(Qp/Zp)
g
R, µ
g
p∞,R
)
-torsor. Hence the uniqueness follows from
Lemma 3.6. 
Combining the Claims 3.10 and 3.11 we conclude that the equality (32) holds. We omit a
detailed proof of the equality (31) on the points of the connected component and refer to [4,
§6.3] for details of the construction of the canonical level structure. The proof essentially
is a consequence of the fact that the ‘connected factor’ of the canonical level structure
equals (up to canonical isomorphism) the dual of the ‘e´tale factor’ of the canonical level
structure. This completes the proof of the lemma. 
It remains to show, on top of Lagrangian structures, that the equality of theta structures
holds, as claimed in the theorem. By [4, Prop.4.2] and [4, Prop.4.5] the verification of the
equality of the theta structures τ † ◦ Θ(σ)q and Θ(p)q comes down to checking that certain
descent line bundles are isomorphic. Let Fq : A
(p) → A(pq) and Vq : A(p) → A(p/q) be the
q-fold application of the lifts of the relative p-Frobenius and the Verschiebung, respectively.
By construction we have
Ker(Fq) = δ
(p)
({0} × ZDq,R) and Ker(Vq) = δ(p)(Zq,R × {0}).
We first consider the descent of
(L(p))q along Fq. The theta structures τ † ◦ Θ(σ)q and Θ(p)q
correspond to line bundles M(σ) and M(p) on A(pq) such that(L(p))q ∼= F ∗qM(σ) ∼= F ∗qM(p).
By definition of the canonical theta structure both of the line bundles M(σ) and M(p)
reduce to the q-Galois twist of L(p)k . It follows by uniqueness [4, Th.5.1] thatM(σ) ∼=M(p).
Now consider the case of descent along Verschiebung Vq. The symmetric theta struc-
tures Θ
(p)
q and τ † ◦ Θ(σ)q correspond to symmetric line bundles H(p) and H(σ) of degree 1,
respectively, such that (L(p))q ∼= V ∗q H(p) ∼= V ∗q H(σ).
We claim that H(p) ∼= H(σ). If p > 2 then by symmetry H(p)⊗(H(σ))−1 gives an element of
Pic0A(q/p)/R[2](R) which lies in the kernel of the dual V
∗
q of q-Verschiebung Vq. The kernel
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of V ∗q has p-power order. Because of the assumption (p, 2) = 1 the claim follows. More
delicate is the case where p = 2. Recall that the line bundles H(σ) and H(p) are uniquely
determined by the choice of sections s(σ) and s(p) of the connected-e´tale sequence
0 // A(2)[2]loc // A(2)[2] // A(2)[2]et
s(σ)
tt
s(p)
jj
// 0.
(cf. [4, Th.5.2]). The sections s(p) and s(σ), which correspond to the theta structures Θ
(p)
q
and τ † ◦ Θ(σ)q , by construction both can be prolonged to sections of the connected-e´tale
sequence
0→ A(2)[2∞]loc → A(2)[2∞]→ A(2)[2∞]et → 0.
But there exists a unique section of the latter exact sequence of Barsotti-Tate groups. By
Lemma 3.6 we conclude that s(p) = s(σ). This completes the proof of the theorem. 
4 Theta null points of 2-adic canonical lifts
Let R be a complete noetherian local ring with perfect residue field k of characteristic 2.
Assume that R admits a lift σ of the 2nd power Frobenius automorphism of k. Let A be an
abelian scheme over R of relative dimension g. Let L be an ample symmetric line bundle
of degree 1 on A. We set Zn = (Z/nZ)
g for n ≥ 1. Assume that we are given q = 2j where
j ≥ 1 and an isomorphism
Zq,R
∼→ A[q]et (38)
where A[q]et denotes the maximal e´tale quotient of A[q]. Suppose that A is the canonical
lift of Ak. By [4, Th.2.2] there exists a canonical theta structure Θq of type Zq for the pair
(A,Lq) depending on the isomorphism (38). Let (xu)u∈Zq denote the theta null point of A
with respect to the canonical theta structure Θq.
Theorem 4.1. There exists an ω ∈ R∗ such that for all u, v ∈ Zq one has
xu+vxu−v = ω
∑
z∈Z2
xσu+zx
σ
v+z . (39)
Proof. We can assume that we have chosen an isomorphism
Z2q,R
∼→ A[2q]et (40)
which extends the given trivialization (38). We remark that in order to choose the iso-
morphism (40) one may has to extend the base locally-e´tale. Our assumption is justified
by the fact that the resulting formulas are already defined over the given ring R. By [4,
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Th.2.2] there exists a canonical theta structure Θ2q for the line bundle L2q of type Z2q
which depends only on the isomorphism (40).
Assume that we are given a rigidification of the line bundle L. For an abstract finite
constant commutative group K we denote V (K) = Hom(KR,OR). Let π : A → Spec(R)
denote the structure morphism of the abelian scheme A. By general theory one can choose
theta group equivariant isomorphisms
µq : π∗Lq ∼→ V (Zq) and µ2q : π∗L2q ∼→ V (Z2q)
which are uniquely determined up to scalar. As explained in [13, §1], together with the
chosen rigidification, these isomorphisms determine finite theta functions qLq and qL2q in
V (Zq) and V (Z2q), respectively, which give the coordinates of the induced theta null points.
It follows from Lemma 3.1 that the theta structures Θq and Θ2q are 2-compatible, and hence
satisfy the compatibility assumptions of Theorem 2.7. As a consequence, by Corollary 2.8
there exists a λ ∈ R∗ such that
qLq(u+ v)qLq(u− v) = λ
∑
z∈Z2
qL2q(u+ z)qL2q(v + z) (41)
for all u, v ∈ Zq. By Theorem 3.8, which describes the action of σ on the canonical theta
null point, by Lemma 3.4 and by [5, Lem.3.5] we deduce from equation (41) that
qLq(u+ v)qLq(u− v) = λ
∑
z∈Z2
qσLq(u+ z)q
σ
Lq(v + z).
This completes the proof of the theorem.
We remark that one has x0 ∈ R∗. For the case q = 2 this follows immediately from the
specific shape of the equations (2). The case q > 2 can be reduced to the case q = 2 by
descending along the relative q
2
-Frobenius and by applying [5, Lem.3.5].
Assume now that k is a finite field of characteristic 2 and that we have normalized the
theta null point such that x0 = 1. The resulting ω then is is expected to be equal to the
inverse of the determinant of relative Verschiebung (up to norm one unit). Evidence is
given by the example of Section 5.1.
5 Examples of canonical theta null points
In the following we will illustrate Theorem 4.1 by some examples. The following lemma
relates the theta null points of elliptic curves to the classical λ- and j-invariants. The
lemma will be of use in the following sections. Let K be a field of characteristic unequal to
2. Assume that we are given an elliptic curve E over K. We denote the ample line bundle
associated to the zero section of E by L. Assume that we are given a theta structure Θ of
type Z/2Z for the line bundle L2. We denote the theta null point of E with respect to the
triple (E,L2,Θ) by (a0, a1).
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Lemma 5.1. The curve E can be given by the equation
y2 = x(x− 1)(x− λ) where λ =
(
a20 − a21
a20 + a
2
1
)2
.
Proof. For simplicity we assume that (a0, a1) = (1, µ) with µ ∈ K. The proof in the case
(a0, a1) = (µ, 1) is analogous. The morphism τ : E → P1K induced by the theta structure Θ
for L2 is surjective of degree 2. The group G(L⊗2)/Gm,K ∼= A[L2] acts on E by translation.
The theta structure Θ induces a Lagrangian structure (Z/2Z)K ×µ2,K ∼→ A[L2]. We claim
that the group elements (1, 1) and (0,−1) act on P1K by the matrices(
0 1
1 0
)
and
(
1 0
0 −1
)
.
We set
δz(x) =
{
1, x = z
0, x 6= z
for x, z ∈ Z/2Z. Using the definition of the action of the standard theta group G(Z/2Z)
on the module of finite theta functions one computes
(1, x, 1)δz = δz−x and (1, 0, l)δz = l(z)δz .
This proves our claim. By construction the theta null point (1, µ) induces a ramification
point of the morphism τ . The orbit of (1, µ) under the action of the group A[L2] is given
by (1, µ), (1,−µ), (µ, 1) and (−µ, 1). Clearly, the points in the orbit of (1, µ) give rise to
ramification points of τ . By Hurwitz’s theorem there are exactly 4 ramification points of τ .
We map (1, µ) 7→ (0, 1), (1,−µ) 7→ (1, 0) and (µ, 1) 7→ (1, 1) by the linear transformation(
µ2+1
µ2−1
− µ2+1
µ(µ2−1)
1 1
µ
)
.
The latter transformation maps the point (−µ, 1) to (1, λ). This completes the proof of
the lemma.
5.1 Elliptic curves with 2-theta structure
Let E be an elliptic curve over Zq where Zq denotes the Witt vectors with values in a finite
field Fq with q = 2
d elements. By σ we denote the canonical lift of the absolute 2-Frobenius
of Fq to Zq. Assume that E has ordinary reduction and that E is the canonical lift of EFq .
Let L denote the ample symmetric line bundle associated to the Weil divisor given by the
zero section 0E of E. There exists a unique isomorphism
(Z/2Z)Zq
∼→ E[2]et.
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By [4, Th.2.2] there exists a canonical theta structure of type Z/2Z for the pair (E,L⊗2).
By Theorem 4.1 there exists an ω ∈ Z∗q such that the coordinates of the theta null point
(x0, x1) with respect to to the canonical theta structure satisfy the equations
x20 = ω
(
(xσ0 )
2 + (xσ1 )
2
)
and x21 = 2ωx
σ
0x
σ
1 . (42)
The equations (42) imply that x1 ≡ 0 mod 2. Hence x0 ∈ Z∗q . We set µ = x1/x0. Rewriting
the equations (42) in terms of µ we get
µ2
(
(µσ)2 + 1
)
= 2µσ. (43)
We set L = EndZq(E)⊗Q.
Case d = 1. Equation (43) implies that
0 = µ3 + µ− 2 = (µ− 1)(µ2 + µ+ 2).
A short calculation shows that L = Q(
√−7) which has class number 1. The polynomial
x2 + x + 2 is reducible over L. We remark that µ = 2ω. Note that as expected ω is
the inverse of the invertible eigenvalue of the 2-Frobenius endomorphism of EF2 . Lemma
5.1 implies that the j-invariant of the elliptic curve E, which corresponds to µ, equals −153.
Case d = 2. Equation (43) implies that
0 = (µ2 + µ+ 2)(µ4 + 4µ3 + 5µ2 + 2µ+ 4).
Assume that the j-invariant of EF4 is not equal to 1. Then L = Q(
√−15) which has class
number 2. We remark that the minimal polynomial x4 +4x3 +5x2 +2x+4 of µ generates
the Hilbert class field of L. Using the right hand equation (42) and the relation µσ
2
= µ
one deduces that µ3 = 8ω2ωσ. We conclude that µ = 2ζω where ζ is a norm one unit in
Zq. This gives evidence for our conjecture that ω is the inverse of the determinant of the
relative Verschiebung morphism (up to norm one unit).
5.2 Elliptic curves with 4-theta structure
Let Zq, Qq, σ, E and L be as in Section 5.1. Assume that we are given an isomorphism
(Z/4Z)R
∼→ E[4]et. (44)
By [4, Th.2.2] there exists a canonical theta structure of type (Z/4Z) for the pair (A,L⊗4)
depending on the trivialization (44). The canonical theta structure induces a closed im-
mersion τ : E → P3Zq . Let (x0, x1, x2, x3) denote the image of the zero section of E under
τ . According to Mumford the image of τQq in P
3
Qq
is the intersection of the quadratic
hyper-surfaces
y21 + y
2
3 = 2λy0y2 and y
2
0 + y
2
2 = 2λy1y3 (45)
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where λ =
x21
x0x2
. By symmetry the theta null point lies in the plane y1 = y3. For more
details see [13, §5]. We can assume that x0 = 1. By Theorem 4.1 there exists a unique
ω ∈ R∗ such that
1 = ω
(
1 + (xσ2 )
2
)
(46)
x21 = ωx
σ
1(1 + x
σ
2 ) (47)
x22 = 2ωx
σ
2 (48)
x2 = 2ω(x
σ
1)
2. (49)
Now assume that d = 1. By equation (48) we have x2 = 2ω. It follows by the equation
(47) that x1 = x3 = ω(1 + 2ω). As a consequence we have
λ =
ω
2
(1 + 2ω)2
where λ is as above. Finally we conclude by equation (46) that
4ω3 + ω − 1 = (2ω − 1)(2ω2 + ω + 1) = 0.
The latter factor makes clear that ω is a reciprocal eigenvalue of Frobenius in an order of
discriminant −7.
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