In this paper, we consider the fifth-order Korteweg-de Vries equation in a bounded interval. We prove that this equation is locally well-posed when endowed with suitable boundary conditions, and establish a result of local controllability to the trajectories. © 2009 Elsevier Masson SAS. All rights reserved.
Introduction
In this paper, we study the controllability of the fifth-order Korteweg-de Vries equation: u t + αu 5x + μu xxx + βuu xxx + δu x u xx + P (u)u x = 0,
where α, μ, β and δ are real constants and P is a cubic polynomial:
This class of equations was introduced by Kichenassamy and Olver [17] . It contains in particular the Kawahara equation [15] introduced to model magneto-acoustic waves, the various models derived by Olver [19] for the unidirectional propagation of waves in shallow water when the third-order term appearing in the Korteweg-de Vries equation is small, and many other models. See [17] for a discussion of them.
In this paper, we are interested in studying this equation in a bounded domain. We will both consider the Cauchy problem with boundary conditions and the boundary controllability problem. Note that there is an important literature concerning the Cauchy problem in the real line, see for instance [8, 9, 17, 16, 18, 21] and references therein. For what concerns the boundary value problem, the Kawahara equation with homogeneous boundary conditions was investigated by Doronin and Larkin [10] . Note that the initial boundary value problem for the (third-order) Korteweg-de Vries equation has drained much attention (see in particular [1, 4, 5, 11, 14] ). The controllability problem was also, up to our knowledge, completely open. The equivalent for the Korteweg-de Vries equation has also known many developments lately [2, 3, 6, 13, [22] [23] [24] [25] [26] .
To be more precise, we will consider in the sequel that α > 0: this is not a restriction since it suffices to make the change of variable x = 1 − x and to invert the role of the left and right boundaries. The spatial domain will be [0, 1], which is not a restriction either in the present paper, since it will suffice to rescale in space to obtain a result on an interval of arbitrary length. (Note that this is not necessarily the case for the Korteweg-de Vries equation with Neumann boundary control, see [22] . ) The boundary conditions that we will consider are the following:
The first and main result of this paper concerns a boundary controllability result for Eq. (1).
To be more precise, we will control the system from the right endpoint (by using only v 2 ) and v 4 while maintaining v 1 , v 3 , v 5 to zero), and the type of controllability that we consider is the local controllability to trajectories. That is to say, we consider T > 0 and a fixed trajectory u of (1), and prove that for any initial state u 0 sufficiently close to u |t=0 , there exist controls (v 2 , v 4 ) which steer the system from u 0 to u |t=T . The precise result is the following.
Theorem 1. Let T > 0.
Let u ∈ L ∞ (0, T ; W 3,∞ (0, 1)) be a trajectory of (1) with boundary conditions u |x=0 = u x|x=0 = u xx|x=0 = 0. There exists ε > 0 such that for any u 0 ∈ L 2 (0, 1) such that 
As we will see, the solution to the controllability problem that we construct is in fact more regular than C 0 ([0, T ]; L 2 (0, 1)) ∩ L 2 (0, T ; H 2 (0, 1)). Indeed, in order to prove Theorem 1, we will first take the controls (v 2 , v 4 ) as zero and we will prove, thanks to Theorem 3 below, that the state becomes H 2 0 . Then we will work with more regular solutions (belonging to L 2 ( , T ; H 4 (0, 1)) ∩ C 0 ([ , T ]; H 2 (0, 1))).
Remark 1.
Using the reversible character of this system stated on the whole real line, it is not difficult to deduce that Eq. (1) is locally exactly controllable near 0 when using the five controls (for sufficiently regular states).
Remark 2.
As we will see in Section 4.3, a solution of (1) with boundary condition (3) with v 1 = v 3 = v 5 = 0 is regularized away from the right endpoint and the initial condition. This involves that Eq. (1) cannot be locally exactly controllable by means of v 2 and v 4 only.
The next result of this paper concerns the Cauchy problem. We prove that the problem is well posed locally in time, and regularizes the state of the system when the boundary conditions are homogeneous.
We conclude this introduction by a remark concerning the choice of the controls among v 1 , . . . , v 5 . The controllability to the trajectories described in Theorem 1 may not take place if one chooses another set of controls, for instance when acting through v 5 only and keeping v 1 = v 2 = v 3 = v 4 = 0. This is given in the next example.
has solutions satisfying
for all T > 0. As a consequence the system
is not null approximately controllable by the control v 5 .
Proof. We introduce the following (time-independent) function:
It is elementary to check that
hence g satisfies (8) and (9) . Now the equivalence between the unique continuation of (8) and the approximate controllability of (10) is an application of the standard duality in PDE control theory, see for instance [7] . 2 Let us note that this phenomenon of critical values of the length of the domain was raised by Rosier [22] for the linearized KdV equation (see [2, 3, 6] for further developments on this subject). Hence, according to the values of the length of the domain and of the coefficients, a similar behavior can take place here. We believe that this leads to many open and challenging problems.
The structure of the paper is the following. In Section 2, we study the initial boundary value problem for a linearized equation. This requires proving a regularizing effect on the equation ζ t + ζ 5x = g. In Section 3, we study the controllability of a linearized equation. In Section 4, we use a fixed point argument to establish Theorems 2 and 3 and an inverse mapping theorem to establish Theorem 1. Finally Sections 5 and 6 are devoted to the most technical parts of the paper, namely, the proof of a Carleman estimate and a proof of the regularizing effect to the left.
Cauchy problem for the linearized equation
In this section, we study the well-posedness of the following linearized equation:
where the functions a k satisfy
Recall that we consider α > 0. We will state the corresponding result in Section 2.3. For this, we will first study the adjoint system of (11):
The equation
We begin with the following proposition.
Proof. This follows from the standard Lumer-Phillips theory. We can introduce the operator (1) = 0 and Aϑ = αϑ 5x . Then one can see that its adjoint is defined via
Then it is elementary to check that Aϑ, ϑ L 2 0 and A * h, h L 2 0 so that Proposition 2 follows from standard operator theory [20] . 2
Now we prove some estimates for the solutions of (14) . We define the spaces, for k 0,
endowed with their natural norm.
Proposition 3.
One has the following estimates on the solutions of (14):
and
Moreover in (17) and (
Remark 3. If we interpolate (15) and (16), we also deduce
Proof of Proposition 3. We consider a smooth solution of (14) and establish several estimates on it.
Proof of (15)-(16).
• Estimate in X 0 . We multiply (14) by (1 + x)ζ :
It follows that
It is also clear that from (20) it follows
• Estimate in X 5 . Now we consider g ∈ L 2 (0, T ; H 3 0 (0, 1)). Observe that due to (14) , for such a g, the traces of ζ 5x and ζ 6x on both sides, and the trace of ζ 7x on the right, vanish.
We apply the operator ∂ 5x to the equation and we apply (21) :
Using the equation, this gives
In the same way, we have
• Estimate in X 10 . Here we consider g ∈ L 2 (0, T ; H 8 0 (0, 1)). We apply the operator ∂ 5x to the equation and we apply (23) 1) ) . This yields as previously
Also we have
• Interpolation argument. By an interpolation argument, we deduce (15) and (16) for every s ∈ [0, 10].
Proof of (17).
• We use estimate (15) for s = 1:
Multiplying (14) with ρζ xx , integrating in space and integrating by parts, we get, for almost any t ∈ [0, T ],
Integrating in time and thanks to (14) and (27), we get
An estimate for ζ xxx|x=0 can be done in the same way, by employing the weight 1 − ρ.
• Now, we use estimate (15) for s = 6:
In order to prove that ζ txxx|x=1 ∈ L 2 (0, T ), we multiply (14) by ρ∂ t ∂ 7 x ζ , we integrate in space and we integrate by parts (using again what we know on the traces of ζ 5x , ζ 6x and ζ 7x ):
As previously, the same can be done for ζ txxx|x=0 . Integrating in time, using Cauchy-Schwarz inequality to estimate the last term in the second line and using (14) and (30), we get
• An interpolation argument applied to (29) and (32) provides (17).
Proof of inequality (18).
We multiply the equation of ζ by ρζ 4x and we integrate in space. After some integration by parts, we obtain
Integrating in time this identity, we have
Using (15), we have estimated ζ 4x|x=1 as in (18) . The estimate ζ 4x|x=0 is similar by multiplying by (1 − ρ)ζ 4x . Finally, the proof of (17) and (18) with g ∈ L 1 (0, T ; H 2 0 (0, 1)) is completely analogous. 2
Well-posedness for the adjoint equation
Now we can state the following existence and regularity result for (13) .
Proof. We use a fixed point scheme. Givenψ ∈ L 2 (0, T ;
whereT ∈ (0, T ) is to be fixed later. Using Proposition 3 (precisely (15) for s = 2), we infer that
Note that the constant in (15) 
is independent ofT ∈ (0, T ).
Then by interpolation we deduce that
It follows that T is contracting for sufficiently small timeT . Then extending the solution obtained in (T , T ) to a solution in (0, T ) is standard using the linear character of the equation. 2 Furthermore, the solutions described in Proposition 4 possess the following regularity property.
Proposition 5. Under the assumptions of Proposition 4, the solution ψ has the following hidden regularity:
Proof. This is a consequence of Propositions 3 and 4. Note that due to the contracting character of T and using Proposition 3, we have
Now we can use
as the right-hand side in (14) to deduce (37) from Proposition 3. 2
Well-posedness for the initial boundary value problem
In this subsection we give the notion of solution of
where y 0 , h, v 1 , . . . , v 5 are given functions. The solution of (38) for homogeneous boundary conditions and h ∈ L 2 (0, T ; L 2 (0, 1)) is granted by Proposition 4 (replace t by T − t and x by 1 − x). Hence we can suppose without loss of generality that h = 0.
We call y a solution by transposition of (38) with
where ψ is the solution of (13) associated to f .
Proposition 6.
Let a k satisfy (12) . There exists a unique solution by transposition of system (38) with h = 0. Moreover, there exists C > 0 such that
Proof. All comes to prove
and the following inequality:
This was established in Proposition 5. 2
, the above solution of system (38) with h = 0 and 1) ). Now the conclusion follows by interpolation.
The fact that the constant C can be chosen nondecreasing in time is simple: given 0 < T < T and
, one extends these boundary values to [0, T ] by 0. One applies the inequality for time [0, T ], and one sees that one can choose a constant for T which is not larger. 2
Controllability of the linearized equation

Carleman estimate
We consider the following dual system:
where the functions a k satisfy (12) . A central argument in this paper consists in establishing a Carleman inequality for (41). For this let us set
for (t, x) ∈ Q. Weight functions of this kind were first introduced by A.V. Fursikov and O.Yu. Imanuvilov; see [12] . In the above equation β is a positive, strictly decreasing and concave polynomial of degree 2 in [0, 1]. Observe that the function α satisfies
where C, C 0 and C 1 are positive constants independent of T . We have Proposition 7. Suppose that (12) applies. There exists a positive constant C independent of T such that, for any
for any s C(T 1/4 + T 1/2 ), where ϕ is the solution of (41).
The proof of this inequality is postponed to Section 5.
Remark 4.
We will also require β to satisfy
This is not needed for Proposition 7 (nor for Proposition 8 below), but will be useful later.
Weighted observability estimate
Now let us deduce from Proposition 7 a slightly modified inequality, with a weight function not vanishing at t = 0. We begin by introducing a new weight. Set on [0, T ] by
Proposition 8. Suppose that (12) applies. There exist two positive constants s 0 and C > 0 depending on
where ϕ is the solution of (41).
Proof. We use the following energy estimate: 
Next, we use (45) and the choice of γ to deduce
for s large enough. Combining (51) and (52) we obtain (49). 2
Let us consider s 0 as in Proposition 8. We introduce 1] β(x) and κ 1 :
Corollary 2. Under the assumptions of Proposition 8, one has
Q e − 2κ 0 (T −t) 1/4 (T − t) −9/4 |ϕ| 2 dx dt + 1 0 ϕ(0, x) 2 dx C Q e − 2κ 1 (T −t) 1/4 |f | 2 dt dx + T 0 (T − t) −1/4 e − 2κ 1 (T −t) 1/4 |ϕ 4x |x=1 | 2 + (T − t) −1/2 |ϕ xxx|x=1 | 2 dt . (54)
Controllability
We introduce the following space:
We have the following controllability result.
such that if we call y the solution of (38) starting from y 0 with
Besides, there exists a constant C > 0 such that
Proof. The proof is inspired by Fursikov and Imanuvilov's approach [12] . Define L
and L * its dual operator:
Let us set
Consider the bilinear form
We also introduce the linear form
Introduce F 0 the completion of F 0 for the norm φ → a(φ, φ) 1/2 (it is a norm from Corollary 2). The next step in this proof is to demonstrate that there exists exactly oneφ in the class F 0 satisfying
Now F 0 is a Hilbert space for the scalar product a(·,·), hence in order to get (62) it is sufficient to prove that is a continuous linear form on F 0 . From Cauchy-Schwarz inequality, we see that
Using the assumption on h and Corollary 2, one sees that is indeed a continuous linear form on F 0 . Hence there exists a uniqueφ ∈ F 0 satisfying (62). Let us set
Finally it is not difficult to see that y ∈ E 0 , that (v 2 , v 4 ) satisfies (56) and that y is a solution of (38) with v 1 = v 3 = v 5 = 0. This concludes the proof of Proposition 9. 2 Now we define the space 2 such that the associated solution y of (38) with v 1 = v 3 = v 5 = 0 belongs to E 1 and moreover satisfies
Proposition 10. Given h such that (T
for some C > 0. 
Proof. We extend the problem to the interval
We now consider the following control problem: 
For that, we introduce
This function satisfies
where 2) ) respectively, thanks to Proposition 9. We will use the following lemma, whose proof is postponed to Section 6.
Lemma 1. For k large enough, one has
for some positive constant C. Now we use (70) and the continuity of the previous extensions from (0, 1) to (0, 2) to deduce
for some C > 0. Finally, we use κ 1 < κ 0 to estimate the second term in the right-hand side, and (58) to estimate the last two terms. We deduce (66). 2
Nonlinear problem
Proof of Theorem 2
We use a fixed point scheme to prove local existence and uniqueness in X : 0, 1) ). Given z ∈ X, we introduce the solution of
Call T the operator which maps z to u. The existence and uniqueness of u is obtained as in Proposition 4: one associates toψ ∈ X the solution of
Let us notice thatψ xxx ∈ L 2 (0, T ; H −1 (0, 1)) while (by interpolation) z ∈ L 4 (0, T ; H 1 (0, 1)), and hence zψ xxx ∈ L 4/3 (0, T ; H −1 (0, 1)); on the other hand, one also sees that z xψxx ∈ L 4/3 (0, T ; H −1 (0, 1)). It follows then from Remark 3 and Corollary 1 that (72) defines a solution in 1) ). Now considerψ 1 andψ 2 in X, and their images u 1 and u 2 by the above mapping. Making the difference of the two equations, multiplying by (2 − x)(u 1 − u 2 ) and performing the same operations as in Proposition 3, we infer
We deduce for small ε > 0,
Note that by interpolation and Sobolev imbeddings we have
We infer that (at least if T 1)
Hence the operator is contractive for sufficiently small time T , which proves the local well-posedness of (71). Now let us prove that T has a fixed point. We decompose u =û +ǔ with ⎧ ⎪ ⎨ ⎪ ⎩ǔ
Let us prove that for some constant C > 0 independent of T 1 and T 1/16 z X small enough, the solution u of (71) satisfies
Thatǔ satisfies (77) for some constant C > 0 is a consequence of Corollary 1. For what concernsû, we multiply (76) by (2 − x)û; after some integration by parts, we can deduce
for arbitrarily small ν. We use (75) for z and deduce when putting ε = 1/4 that
We choose ν small enough, use a Gronwall argument and deduce for all t
Now we take the supremum in t. The last term is treated as follows:
using again (75). The other trilinear terms can be estimated analogously (up to an integration by parts). Then taking again ε = 1/4 and imposing T 1/16 z X 1 we obtain (77). Now let us show that T is contractive on
for sufficiently small T , where C is the constant in (77). From (77), we see that, provided that T is suitably small, B is stable by T . We now consider that this is the case. Now consider z 1 , z 2 ∈ B and denote u 1 := T z 1 , u 2 := T z 2 , z := z 1 − z 2 , u := u 1 − u 2 . We have u t + αu 5x + μu xxx + βz 1 u xxx + βzu 2,xxx + δz 1,x u xx + δz x u 2,xx
We multiply (78) by (2 − x)u, integrate in both time and space and perform the same reasoning as in (73)-(74). After lengthy but straightforward computations, we deduce (if T 1)
Using that both u 2 and z 1 belong to B, this establishes that T is contractive on B for sufficiently small time T .
Proof of Theorem 3
We (1) with homogeneous boundary conditions. We introduce ε 0 ∈ (0, 1) arbitrarily small and
We consider the equation satisfied by ηu
Now let us look at the regularity of the right-hand side. It is not difficult to see that the less regular terms are the second and third one. Concerning the term u x u xx , we have by interpolation u ∈ L 4 (0, T ; H 1 (0, 1) 
For what concerns uu xxx , we use that uu xxx = (uu xx ) x − u x u xx . Now we use that by interpolation u ∈ L (0, 1) ). As a conclusion, the term uu xxx has the same regularity as u x u xx . Now we use Proposition 3, and infer that for arbitrary ε > 0, one has ηu ∈ L 2 (0, T ; H 1) ). Then repeating the above steps we can show by a bootstrap argument that the solution u becomes C ∞ in time and space in arbitrary small time. 1) ). Then proceeding as in the proof of Theorem 3 we can prove that the right-hand side is in L 2 (0, T ; H 
Proof of Remark 2
We start from a solution u ∈ L 2 (0, T ; H 2 (0, 1)) ∩ C 0 ([0, T ]; L 2 (0,
Proof of Theorem 1
We consider a trajectory u as indicated in the statement; then u = u + y satisfies (1) if and only if y satisfies
Conspicuously, the controllability of (1) to the trajectory u is equivalent to the null controllability of (80). Now we have the following result for (80).
, there exists T > 0 such that the nonlinear problem (80) with homogeneous boundary conditions
; H 2 (0, 1)), with moreover
The proof of Proposition 11 follows the steps of the proof of Theorems 2 and 3; all the computations are justified thanks to u ∈ L ∞ (0, T ; W 3,∞ (0, 1)). We omit the details.
We now turn to the proof of Theorem 1. The solution of the controllability problem is obtained in two successive steps. In a first step, we set the controls (v 2 , v 4 ) to (0, 0). According to Proposition 11, this regularizes the state of the system, so that we may consider that the initial state y 0 belongs to H 2 0 (0, 1) and is small (see (81)). From now, we consider that this is the case, and proceed to the proof of the null-controllability of system (80) with such an initial state, by using the inverse mapping theorem.
We introduce the coefficients a k as follows
Recall that L is expressed by (59). Define
equipped with the clear corresponding norm. We consider the following map:
Recall that the definition of E 1 was given in (65). Note that the mapping Λ is well defined and C 1 . Indeed, from y ∈ E 1 , we find out that
Then, thanks to (46) and (53), we have that
The same can be done for all the other terms (since they are bilinear or trilinear). Now using Proposition 10, we see that Λ (0) is a surjective map. Hence there exists a neighborhood of (0, 0) in H 2 0 (0, 1) × Y 1 on which Λ is onto. This gives the desired result.
Proof of Proposition 7
Let ψ := e −sα ϕ, where α is given by (42) and ϕ fulfills system (41). We deduce that
and 
(We recall that α xxx = 0.) Then, we have
The main part of what follows consists in evaluating the double product term. We will denote by (L i ψ) j (1 i 4, 1 j 6) the j th term in the expression of L i ψ . We recall that α > 0, α x < 0, α xx < 0 and α xxx = 0. In the sequel we will repeatedly use that ψ |x=0,1 = ψ x |x=0,1 = 0.
• First, integrating by parts with respect to x and t, we have 
For the second term, we get
For the third term, we obtain
We consider now the fourth term of L 2 ψ and using (44) we readily get
The next term gives
The last term gives
All these computations ((88)-(93)) show that
for any > 0, provided that s CT 1/4 , where C depends on .
• Now we consider the second term of L 1 . The product with the first term of L 2 gives
Similar computations give the following for the second term:
For the third one we have
Then, we see that
Next,
We used that α xxx = 0. Finally,
Putting together all the computations concerning the second term of L 1 ψ ((95)-(100)), we obtain
for any > 0, provided that s C(T 1/4 + T 1/2 ), where C depends on . (We used that s C( )T 1/2 for appropriate C( ) and α CT α 3 .)
• We consider now the products concerning the third term of L 1 ψ. First, we have 
For the fourth term, we have 
We obtain the following for the fifth term:
Finally, 
for any > 0, where again s C(T 1/4 + T 1/2 ) and C depends on .
• Now, we compute the fourth term. First, we have 
Next, we obtain
For the third term, we get
Then,
The fifth term gives 
Direct computations for the last term provide
s By interpolation, it is hence continuous from
This concludes the proof of Lemma 3. 2
Proof of Lemma 1. We apply Lemma 3 with p = y * and g = 
Now, using that the supports ofã j are away from 2, we can estimate the terms 
.
Using again Proposition 6, and thanks to (58), this gives (70), hence completing the argument. 2
