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ABSTRACT
Reproducibility should be a cornerstone of scientific research
and is a growing concern among the scientific community
and the public. Understanding how to design services and
tools that support documentation, preservation and shar-
ing is required to maximize the positive impact of scientific
research. We conducted a study of user attitudes towards sys-
tems that support data preservation in High Energy Physics,
one of science’s most data-intensive branches. We report on
our interview study with 12 experimental physicists, study-
ing requirements and opportunities in designing for research
preservation and reproducibility. Our findings suggest that
we need to design for motivation and benefits in order to
stimulate contributions and to address the observed scala-
bility challenge. Therefore, researchers’ attitudes towards
communication, uncertainty, collaboration and automation
need to be reflected in design. Based on our findings, we
present a systematic view of user needs and constraints that
define the design space of systems supporting reproducible
practices.
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1 INTRODUCTION
Reproducibility and reusability are core scientific concepts,
enabling knowledge transfer and independent research verifi-
cation. Alarming reports concerning the failure to reproduce
empirical studies in a variety of scientific fields [2, 12, 45] are
leading to the development of services, tools and strategies
that aim to support key reproducible research practices [60].
Preserving and sharing research are basic requirements in
reproducible science [4, 29, 58], requiring efforts to describe,
clean and document resources [13]. But those efforts are
often not matched by the perceived gain. In fact, studies
claim that the scientific culture does not support or even
impairs compliance with reproducible practices [5, 21].
As research preservation tools are emerging, we set out
to study design requirements for technology that supports
reproducible research practices. We studied data sharing
and preservation flows and attitudes towards preservation
systems in High Energy Physics (HEP), one of the most data-
intensive branches of science [30]. The volume of data and
the community’s demonstrated early adoption of computer-
supported technology — most notably the invention of the
World Wide Web [9] — make for a strong environment to
study technologies and strategies that are expected to be-
come increasingly relevant in data-driven science; also re-
ferred to as the fourth paradigm of science [7].
We conducted our interview study with experimental
physicists at CERN, a key HEP laboratory. The study was
closely connected to a research preservation prototype ser-
vice, tailored to CERN’s major experiments. Based on our
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findings, we map practices around data sharing and chart
challenges and opportunities involved in designing for re-
search preservation and reproducibility. This paper presents:
(1) a detailed description of data preservation flows inworld’s
leading data-intensive science environment; (2) six themes
that describe user attitudes towards data presentation sys-
tems and (3) implications for designing systems that support
reproducible science.
This paper is organized as follows. First, we review re-
quirements and challenges of reproducible research and past
efforts in designing for research communities. Next, we de-
scribe our study’s context, in particular HEP and the proto-
type research preservation service. We then provide details
of our interview study. Afterwards, we report on the six
themes we identified: Motivation, Communication, Un-
certainty, Collaboration, Automation and Scalability.
Finally, we present implications for designing technology
that supports reproducible research practices.
2 RELATEDWORK
In this section, we provide: (1) an overview of definitions,
requirements, discussed incentive structures for reproducible
research and reflect on discussions concerning the role of
replication in HCI; and (2) review previous work in designing
for scientific communities and research practices.
Reproducibility
Definitions of reproducibility and related terms vary between
different disciplines [28]. Leek and Peng [39] define repro-
ducibility “as the ability to recompute data analytic results
given an observed dataset and knowledge of the data analysis
pipeline.” Feitelson [28] stresses that reproducibility is not
limited to simply recreating exactly the same experiment,
but defines it as a “reproduction of the gist of an experiment:
implementing the same general idea, in a similar setting, with
newly created appropriate experimental apparatus.”
The latter definition of reproducibility fits well to data
analysis in HEP, characterized by statistically combining
earlier experiment data with later run data. This data enrich-
ment allows researchers to prove scientific concepts based
on statistical probability. Since analyses might be based on
experiment data captured over a range of several years, the
former definition of reproducibility applies: analyses are not
simply re-executed, but enriched and adapted to new input.
In this paper, we use the terms reproducibility and re-
producible science. While it is important for us to refer to
semantic discussions [24, 28, 33] regarding reproducibility
and related terms, like replicability and repeatability, we aim
generally at environments in which researchers are encour-
aged to describe, preserve and share their work, in order to
make resources re-usable in the future.
Description and Preservation are Requirements. In order to
enable the reproducibility of an experiment, researchers have
to follow a set of practices [4, 13]. Those include documenta-
tion of all relevant analysis artefacts. In their paper, Bánáti
et al. [3] classified several dependencies — that have a direct
impact on the reproducibility of experiments — into three
categories: infrastructural dependency, data dependency and
job execution dependency. According to their work, repro-
ducibility of computational studies requires to fully docu-
ment the computational environments, and to ensure that
all experimental resources remain accessible.
Chard et al. [18] highlight the importance of data publi-
cation systems in data-intensive science. The authors stress
the need to describe requirements for data publishing and il-
lustrate that sharing on simple and basic network-accessible
storages — like a Dropbox folder — is insufficient. They de-
mand published data to be identifiable, described, preserved
and searchable, motivating the need for dedicated data pub-
lication systems.
Incentivizing Reproducible Practices. Missing rewards and
incentive structures have been identified as core contribu-
tors to the reproducibility challenge. Studies highlight that
conferences and journals may encourage or demand pub-
lishing relevant experiment data as part of the publication
process [6, 54]. Other incentive structures are based on mon-
etary benefits. Russell [50] demands funding agencies to
reward scientists based on the reproducibility of their re-
search. Rosenblatt [47] highlights the collaborative agree-
ments between universities and the industry. Companies
could provide financial benefits for reproducible data, thus
improving the overall quality of the research collaboration.
Understanding better the role of incentives in reproducible
research practices will also be key in designing technology
that supports reproducibility.
Replication in HCI. In HCI it is common to refer to replica-
tion of research. Wilson et al. [59] stress that novelty-driven
research and diversity in HCI require discussing the place of
replication in HCI. They describe four notions: Direct repli-
cation to validate findings; Conceptual replication refers to
validity based on alternative approaches; Replicate & Extend
means to reproduce prior research before making further
investigations; and finally Applied Case Studies refers to ap-
plication of research findings in real world contexts.
In their paper ’Is replication important for HCI? ’, Greiffen-
hagen and Reeves [35] also stress the need to understand
aims and motivations for replication in HCI. They argue to
distinguish between "what may be replicable and what is ac-
tually replic-ated." While replicable means that research in
principal can be replicated, replic-ated marks research that
has been replicated. This distinction relates to the role of HCI
in science, similar to "psychology’s own debates around its
status as a science (that) are also consonant with these founda-
tional concerns of ’being replicable’". The authors highlight
that "to focus the discussion of replication in HCI, it would
be very helpful if one could gather more examples from dif-
ferent disciplines, from biology to physics, to see whether and
how replications are valued in these." In fact, as part of our
study we aim to better understand the role and value of repro-
ducibility in HEP. However, our study focuses on perceptions
and design requirements for technology that supports repro-
ducible research and is not designed to contribute directly to
discussions on the role of replication in HCI.
Design for Supporting Research Practices
Research has shown that the design of scientific tools profits
from taking a human-centered approach, instead of studying
only technical requirements [42] and that even small changes
to the interface of analysis systems leads to adapted behavior
of scientists [37]. Given that impact, it is clear that successful
service design requires involving domain experts [55] in the
process. In fact, improving research infrastructures, e.g. for
collaborative data generation and reuse, requires "a deeper
understanding of the social and technological circumstances"
[43], motivating our researcher-centered study approach.
In the context of research replicability, Mackay et al. [40]
presented Touchstone, an experiment design platform for HCI
research on interaction techniques. The authors highlight
that it is difficult to compare new techniques to the variety of
existing ones, because of the effort needed to replicate those.
Thus, comparison is often done only for one standard tech-
nique. The described platform allows to specify experiments
and supports researchers with the evaluation process. Exper-
iment designs and log data can be exported and imported,
enabling reuse, replication and extension of research.
As sharing of research enables accessibility and improves
visibility, studies [44, 51] found a clear connection between
citation benefits for publications and open sharing of their ex-
periment data. Thus, concerning the design of a community
data system, Garza et al. [31] found that emphasizing “the
potential of data citations can affect researchers’ data sharing
preferences from private to more open.” And also badges have
proven to encourage research sharing. Kidwell et al. [38]
compared contributions to the Psychological Science journal,
that adopted open science badges, to other journals in the
same domain that have not done so. Papers got a visible
badge in case data or materials from the reported study were
released, leading to a significant increase in data sharing.
ACM introduced very similar and even more fine-grained
open research badges that even promote rewarded publica-
tions in their digital library [1, 11].
3 RESEARCH CONTEXT
We conducted our study at the European Organization for
Nuclear Research (CERN). The study profited from the amount
of data recorded in CERN’s experiments, the demonstrated
early adoption of computer-supported technology and an
existing, tailored research preservation service.
HEP, CERN and the LHC Collaborations
In recent years, CERN received attention for discoveries sur-
rounding the Large Hadron Collider (LHC). The LHC is the
world’s largest and most powerful particle accelerator [26].
At four locations, particle collisions are measured by de-
tectors, each of which is represented by a so-called LHC
collaboration. The four main LHC collaborations are: ALICE,
ATLAS, CMS and LHCb [36]. To be able to verify findings,
LHC collaborations mostly perform their research indepen-
dently from others. As Cho [20] highlights, that is especially
true for CMS and ATLAS that have similar research goals,
thus creating competition. Even though all research data are
recorded locally within the detectors, LHC collaborations
are not simply local organizational structures at CERN, but
rather a global network that includes hundreds of institutes
worldwide1. However, despite their global scale, CERN is
their center point. Concerning the structure of LHC collabo-
rations, Merali [41] argues that there is no simple top-down
decision making, but rather a distribution of responsibility
towards the many highly specialized teams. Merali further
refers to a spokesperson who notes that "in industry, if peo-
ple don’t agree with you and refuse to carry out their tasks,
they can be fired, but the same is not true in the LHC collab-
orations." That is because "physicists are often employed by
universities, not by us." These are important aspects to con-
sider in this study, as we can not rely on a central facilitator
to command compliance with reproducible practices.
Despite competition between LHC collaborations, open-
ness in scholarly communication is characteristic in HEP.
The preprint server culture enables scientists to share ideas
and results freely and immediately [23, 32]. In her ethno-
graphic study, Velden [56] illustrates the openness that char-
acterizes scholarly communication in HEP. She illustrates,
how — despite competition — groups working with shared,
large-scale facilities, share information in a relatively open
fashion.
A pillar of the open research practices is the field’s ability
to develop and adapt to supportive technologies. It is not
coincidental that the roots of the World Wide Web (WWW)
lead back to CERN, where it was conceived to share data
between institutes around the world [8, 9, 16]. And still today,
HEP makes for a strong environment to study handling of
1https://greybook.cern.ch/greybook/researchProgram/detail?id=LHC
Figure 1: Part of the analysis submission form that allows
physicists to describe and preserve their analyses. Support-
ive mechanisms ease efforts, ensure that data map to the
internal LHC collaboration structures and guarantee con-
sistency between records. In this scenario, researchers can
chose between two possible types of datasets. Based on this
choice, input in the following fields can be validated.
unmatched data volumes, as HEP remains to be one of the
most data-intensive branches of science [30].
CERN Analysis Preservation (CAP)
The CERN Analysis Preservation (CAP) prototype service2
enables researchers from the LHC collaborations to describe
their analyses, consisting of data, metadata, workflows and
code files [19]. Stored descriptions, data and files are pre-
served. The service thereby supports key reproducibility
requirements: rich data description and long-term preserva-
tion. One of the key elements of CAP is a web-based graph-
ical user interface that allows physicists to easily describe
their analyses. Figure 1 shows a part of the LHCb analysis
submission form. Due to differences in data analysis struc-
tures, analysis preservation templates are tailored to the
experiment to which they belong. Initially, analyses on CAP
are accessible to the creator as drafts. They can be shared
with the whole LHC collaboration or individual collabora-
tion members. Analyses are not shareable between different
LHC collaborations.
The prototype is currently tested in a joint effort with
several LHC collaborations. It is designed as a service that
provides an easy and consistent way of describing and stor-
ing LHC analyses. Efforts were taken to support researchers
in the description process. Depending on the data that are
stored in the individual collaboration databases, CAP tries
to auto-complete and auto-suggest as much information as
2Publicly available on GitHub:
https://github.com/cernanalysispreservation
Interviewee reference Affiliation Gender Experience
P1 ATLAS Male Postdoc
P2 LHCb Male PhD student
P3 LHCb Male Senior researcher
P4 CMS Male Postdoc
P5 CMS Male Postdoc
P6 CMS Male Senior researcher
P7 CMS Male Senior researcher
P8 CMS Female PhD student
P9 CMS Male Convener
P10 CMS Male Senior researcher
P11 LHCb Male Convener
P12 CMS Male PhD student
Table 1: Overview of the affiliations and professional expe-
riences of the interviewees. We recruited data analysts from
three LHC collaborations with a wide variety of experience.
The male oversampling reflects the employment structure
of research physicists at CERN.
possible. Nevertheless, the time required to fully describe
and store an analysis is significant and adds to researchers’
workload.
4 METHOD
We carried out 12 semi-structured interviews, to establish an
empirical understanding of data sharing and preservation
practices, as well as challenges and opportunities for systems
that enable preservation and reproducibility.
Recruitment and Participants
In this section, we provide rich descriptions of the partici-
pants, including researchers’ affiliations and experience lev-
els. The analysts’ ages ranged from 24 to 42 years old (average
= 33, SD = 5.2). We decided not to provide information on the
age of individual participants, as it would — in combination
with the additional characteristics — allow to identify our
participants. The 12 interviewees included 1 female (P8) and
11 males. The male oversampling reflects the employment
structure at CERN: in 2017, between 79% and 90% (depending
on the type of contract) of the research physicists working
at CERN were male [17]. All interviewees were employed at
CERN or at an institute collaborating with CERN. As all in-
terviews were conducted during regular working hours, they
became part of an analyst’s regular work day. Accordingly,
no additional remuneration was provided.
Collaborations and Experience. We interviewed data analysts
working in three main LHC collaborations. Our recruitment
focused on CMS and LHCb, as their preservation templates
are most complex and developed. No interviewee had a hier-
archical connection to any of the authors. Table 1 provides
an overview of the interviewees’ affiliations with the LHC
collaborations.
We selected physicists with a diverse level of experience
and various roles to ensure a most complete representation
of practices and perceptions. Half of the interviewees are
early-stage researchers: PhD students and postdocs. The
other half consists of senior researchers. As all interviewees -
except the PhD students - held a PhD, we introduced metrics
to distinguish between postdocs and senior researchers. In
accordance with the maximum duration of postdoctoral fel-
lowship contracts at CERN, we decided to consider as senior
researchers all interviewees who had worked for more than
three years as postdoctoral physics researchers.
Two of the senior researchers had a convening role, or had
such responsibilities within the last two years. Conveners
are in charge of a working group and have a project manage-
ment view. They are, however, often working on analyses
themselves. Since they have this unique role within LHC
collaborations, we identified them separately in Table 1.
Cultural Diversity. According to 2017 personnel statistics [17],
CERN had a total of 17,532 personnel, of which 3,440 were
directly employed by the organization. CERN has 22 full
member states, leading to a very diverse work environment.
We decided not to list the nationalities of individual scientists,
as several participants asked us not to do so and because we
were concerned that participants could be identified based
on the rich characterization already consisting of affiliation,
experience and gender. However, we report the nationali-
ties involved. The participants were in alphabetical order:
British, Finnish, German, Indian, Iranian, Italian, Spanish and
Swiss. The official working languages at CERN are English
and French, with English being the predominant language
in technical fields. All interviews were conducted in English.
Working in a highly international environment at CERN, all
interviewees had a full professional proficiency in English
communication.
Interview Protocol
Initially, participants were invited to articulate questions
and were asked to sign the consent form. The 12 interviews
lasted on average 46 minutes (SD = 7.6). The semi-structured
interviews followed the outline of the questionnaire:
Initially, questions targeted practices and experiences re-
garding analysis storage, sharing, access and reproducibility.
Interviewees were encouraged to talk about expectations re-
garding a preservation service and the value of re-using anal-
yses. This part of the questionnaire informed the themesMo-
tivation and Communication. Next, we provided a short
demonstration of the CAP prototype. Participants were intro-
duced to the analysis description form and to collaborative
aspects of the service: sharing an analysis with the LHC
collaboration and accessing shared work. Participants were
asked to imagine the service as an operational tool and were
invited to describe the kind of information they would want
to search for.
We used two paper exercises to support the effort of un-
covering the underlying structure of analyses, as perceived
by data analysts. In one exercise, participants were asked to
design a faceted search for a search result page, showing a
set of analyses with abstract titles. They had three empty
boxes at their disposal and could enter a title and four to
seven characteristics each. In the second exercise, we encour-
aged participants to draw connections and dependencies that
can exist between analyses on a printout with two circles,
named Analysis A and Analysis B. The exercise supported
us in understanding the value of a service being aware of
relations between analyses. Finally, interviewees were en-
couraged to reflect on CAP and invited to describe how they
keep aware of colleagues’ ongoing analyses within their LHC
collaboration.
The system-related part of the questionnaire and the paper
exercises informed our results about Uncertainty, Collab-
oration and Automation.
Data Analysis
All interviews were transcribed non-verbatim by the prin-
cipal author. We used the Atlas.ti data analysis software
to organize, code and analyze the transcriptions. Thematic
analysis [10] was used to identify emerging themes from the
interviews. We performed an initial analysis after the first
six interviews were conducted. At first, we repeatedly read
through the transcriptions and marked strong comments,
problems and needs. Already at this stage, it became appar-
ent that analysts were troubled by challenges the currently
employed communication and analysis workflow practices
posed. After we got a thorough understanding of the kind of
information contained in the transcriptions, we conducted
open coding of the first six interviews. As the principal au-
thor and two co-authors discussed those initial findings, we
were content to see the potential our interviews revealed:
the participants already described tangible examples of how
a preservation service might motivate their contribution as a
strategy to overcome previously mentioned challenges. We
decided not to apply any changes to the questionnaire.
As the study evolved, we proceeded with our analysis ap-
proach and revised already existing codes. We aggregated
them into a total of 34 code groups that were later revised
and reduced to 22 groups. The reduction was mainly due
to several groups describing different approaches of com-
munication, learning and collaboration. For example, three
smaller code groups that highlighted various aspects of e-
mail communication were aggregated into one: E-Mail (still)
plays key role in communication. We continued to discuss
our evolving analysis while conducting the remaining inter-
views. In addition, the transcript of the longest interviewwas
independently coded by the principal author, one co-author
and one external scientist, who gained expertise in thematic
content analysis and was not directly involved in this study.
A late version of the paper draft was shared with the 12
interviewees and they were informed about their intervie-
wee reference. We encouraged the participants to review the
paper and to discuss any concerns with us. Eight intervie-
wees responded (P2, P4, P5, P7, P8, P9, P11, P12), all of which
explicitly approved of the paper. We did not receive critical
comments regarding our work. P9 provided several sugges-
tions, almost all of which we integrated. The CMS convener
also proposed to "argue that the under-representation of AT-
LAS is not a big issue, as it is likely that the attitudes in the two
multi-purpose experiments are similar (the two experiments
have the same goals, similar designs, and a similar number of
scientists)."
5 FINDINGS
Six themes emerged from our data analysis. In this section,
we present each theme and our understanding of the con-
straints, opportunities and implications involved.
Motivation
Our analysis revealed that personalmotivation is amajor con-
cern in research preservation practices. In particular P1, P2,
P7, P9 and P11 worry about contribution behaviors towards
a preservation service. P1 further contrasts information use
and contribution: "People may want to use information - but
we need to get them to contribute information as well." The
analyst calls this "the most difficult task" to be accomplished.
Several analysts (P1, P2, P9, P11) point to missing incen-
tives as the core challenge. They stress that preserving data
is not immediately rewarding for oneself, while requiring
substantial time and effort. P9 highlights that even though an-
alysts who preserve and share their work might get slightly
more citations, this is "a mild incentive. It’s more motivating
to start a new analysis, other than spending time encoding
things..."
In this context, convener P11 critically contrasted poli-
cies with resulting preservation quality and highlighted the
motivational strength of returned benefits:
"...if you take this extra step of enforcing all these things at this
level, it’s never going to get done. Because if you use this as a
documentation, so I’m done, now I’m going to put these things
up. If it complains, like, I don’t care... [...] But if there is a way
of getting an extra benefit out of this, while doing your proper
preservation, that is good - that would totally work."
Imagining a service that not only provides access to pre-
served resources, but allows systematic execution of those,
the convener states that he does not "see any attitude problem
anymore, because doing this sort of preservation gives you an
advantage." Such immediate mechanisms might also provide
incentives to integrate a preservation service into the anal-
ysis workflow, which according to P9 will be crucial. The
convener expects that researchers "will not adapt to data
preservation afterwards. Or five percent will do."
Communication
Our analysis revealed that data analysts in HEP have a high
demand for information. Yet, communication practices of-
ten depend on personal relations. All of our interviewees
described the need to access code files from colleagues or
highlighted how access could support them in their analysis
work. Even though most analysts (P2 - P4, P6 - P8, P10 - P12)
explicitly stated that they share their work on repositories
that provide access to their LHC collaboration, information
and resource flow commonly relied on traditional methods
of communication:
"The few times that I have used other people’s code, I think
that...I think it was sent to me by e-mail all the times" (P3)
"They have saved their work and then I can ask them: ’where
have you located this code? Can I use it?’ And they might send
me a link to their repository." (P8)
The analysis of our interviews revealed the general practice
of engaging in personal communication with colleagues in
order to find resources. P4 highlights a common statement,
i.e. colleagues pointing to existing resources:
"You go to the person you know is working on that part and
you ask directly: ’Sorry, do you know where I can find the
instructions to do that?’ and he will probably point to the
correct TWiki or the correct information"
Personal relations are vital in this communication and in-
formation architecture. Most analysts (P1, P2, P3, P4, P6, P7,
P8, P9, P11) stressed that it was important to know the right
people to ask for information. P8 described the effort needed:
"I mean you have to know the right people. You have to know
the person who maybe was involved in 2009 in some project.
And then you have to know his friend, who was doing this. And
his friend and then there is somebody who did this and she can
tell you how it went."
But, communication and information exchange was often
contained within groups and institutes. P7 stressed that for
a certain technique, other groups "have better ideas. In fact, I
know that they have better ideas than other groups, but they
are not using them, because we are not talking to each other."
P2 stated that "being shy and not necessarily knowing who to
e-mail" are personal reasons not to engage in communication
with colleagues. The challenge to find the right colleagues to
Figure 2: The current flow of information in HEP data anal-
ysis is characterized by the need to ask colleagues and the
uncertainty of finding required resources.
talk to is increased by the high rotation of researchers, many
of them staying only few years.
Almost all analysts (P1 — P4, P6 — P11) in our study re-
ferred to another common issue they encounter: the lack
of documentation. P6 illustrated the link between missing
documentation and the need to ask for information instead:
"This is really mouth-to-mouth how to do this and how to do
that. I mean the problem for preservation is that at the moment
it’s just: ask your colleague, rather than write a documentation
and then say ’please read this.’"
Meetings and presentations are a key medium in sharing
knowledge. However, the practice of considering presenta-
tions as a form of knowledge documentation makes access
to information difficult:
"There are cases you asked somebody: ’but did they do this,
actually?’ And somebody says like: ’I remember! Two years ago,
there was this one summer meeting. We were having coffee
and then they showed one slide that showed the thing.’ And
this slide might have never made it to the article." (P8)
Uncertainty
Our interview findings revealed that the communication and
information architecture leads to two types of uncertainty:
(1) related to the accessibility of information and resources;
and (2) connected to the volatility of data.
Accessibility. As depicted in Figure 2, analysts follow two
principal approaches to access information and resources:
they search for them on repositories and databases or ask
colleagues. The outcome of directly searching for resources
contains uncertainty, as researchers might not be sure ex-
actly what and where to search. But, also various search
mechanisms represent challenges. A researcher described
searching for an analysis and highlights, that "at the moment,
it’s sometimes hard to find even the ones that I do know exist,
because I don’t know whether or not they are listed maybe
under the person I know. So, [name] I know that I can find...
Well, actually I don’t know if I can find his analysis under his
GitHub user." (P2)
Our interviewees (P1— P4, P6— P9, P11, P12) reported that
they typically contact colleagues or disseminate requests on
mailing lists and forums to ask for information and resources.
While mailing lists represent a shot in the dark, the success
of approaching colleagues is influenced by personal relations.
If successful, they receive required resources directly or are
pointed to the corresponding location.
Volatility. Facing vast amounts of data and dependencies,
analysts wish that a centralized preservation service helps
them with uncertainty that is caused by the volatility of data.
Analysis Integrity: A service aware of analysis dependen-
cies can ensure that needed resources are not deleted.
"...and this can be useful even while doing the analysis, because
what happens is that people need to make disk space and then
they say: ’ah, we want to remove this and this and this dataset
- if you need it, please complain.’ And if you had this in a
database for example, it could be used also saying like ’ah, this
person is using this for this analysis’ even before you would
share your analysis." (P6)
The analyst even highlighted the possibility to track datasets
of work in progress that was not yet shared with the LHC col-
laboration. A convener also motivates the issue that comes
with the removal of data and describes the effort and uncer-
tainty involved in current communication practices:
"Sometimes versions get removed from disk [...] And the physics
planning group asks the conveners: ’ok, is anybody still using
those data?’ [...] I have to send an email of which version they
are using etc. [...] And at some point, if I have 30 or 40 analyses
going on in my working group, it’s very hard not to make a
mistake in this sense if people don’t answer the emails. While
if I go here, I say ok, this is the data they are using - I know
what they are using - and it takes me ten minutes and I can
have a look and I know exactly." (P11)
Receiving vital analysis information: We learned that dif-
ferent analyses often have input datasets in common. When
an analyst finds issues with a dataset, she or he draws back
to the existing communication architecture.
"I present it in either one of the meetings which is to do with like
that area of the detector for example. Or if it was something
higher profile than maybe one of the three or four meetings
which are more general, applicable to the collaboration3. And
from there that would involve talking to enough people in
the management and various roles...that it would then I guess
propagate to...they would be again in touch with whoever they
knew about that might be affected." (P2)
The risk of relying on this communication flow is that one
might naturally miss vital information. An analyst could be
unavailable to attend the right meeting or generally not be
part of it. The person sending the email might also not know
about all affected analyses. This might especially be true for
relevant analyses that are conducted in a working group
different from the ones of the analysts that are signaling the
issue. A preservation service enabling researchers to signal
warnings associated with a dataset or, generally, resources
that are shared by various analyses, allows informing depen-
dent analysts in a reliable manner. As being informed about
discovered issues can be vital for researchers, it would be
in their very interest to keep their ongoing analyses well
documented in the service.
Staying Up-to-Date: Keeping up-to-date on relevant changes
can be challenging in data-intensive environments. Researchers
hope that a preservation service provides reliable depen-
dency awareness to analysts who document their work:
"The system probably tells me: ’This result is outdated. The
input has changed’. Technical example. At the moment, this
communication happens over email essentially" (P6)
P11 told us about a concrete experience:
"He was using some number, but then at some point the new
result came out and he had not realized. Nobody realized. And
then, of course, when he went and presented things he was very
advanced, they said ’well, there is a new result - have you used
this? No, I have not used it.’"
Collaboration
Sharing their work openly, analysts increase their chance to
engage in collaboration. Currently, useful collaboration is
hindered by missing awareness of what others do. We can
imagine this to be especially true outside of groups and dis-
located institutes. P4 emphasizes the value of collaboration:
"The nTuple production is a really time consuming part of the
analysis. So, if we can produce one set of nTuples...so one group
produces them and then they can be shared by many analysis
teams...this has, of course, a lot of benefits."
3The interviewee is referring to the LHC collaboration.
Researchers who document their ongoing activities and in-
terests increase their discoverability within the LHC collab-
oration. Thereby, they increase their chance to be asked to
join an official request that might satisfy their data needs:
"I want to request more simulation. [...] I would search and
I would say these are the people. I would just write to them,
because I want to do this few modifications. But maybe this
simulation is also useful for them, so we can just get together
and get something out." (P11)
In fact, a convener stated that due to the size of LHC collab-
orations, it is difficult to be aware of other ongoing analyses:
"CMS is so big that I cannot know if someone else is already
working on it. So, if this tool is intended to have also the ongoing
analyses since a very early stage, this would help me if I can
know who is working on that." (P9)
P8 highlights that being aware of other analyses can possibly
lead to collaboration and prevent unwanted competition:
"Because the issue at CMS - and probably at whole CERN -
is that you want start working on it, but, on the other hand,
it’s rude if you start working on something and you publish
and then you get an angry message, saying: ’hey, we were just
about to publish this, and you cannot do it.’ [...] The rule is that
everyone can study everything, but, of course, you don’t want
to steal anybody’s subjects. So, if it wouldn’t be published, you
would then maybe collaborate with them."
Automation
We see an opportunity to support researchers based on the
common structure that applies to analyses: "because in the
end, everybody does the same thing" (P7). A convener charac-
terized this theme by demanding "more and more Lego block
kind analyses, keeping to a minimum the cases where you have
to tailor the analysis a bit out of the path" (P9).
Templated analysis design. As P11 articulates, the common
steps and well-defined analysis structure represent an op-
portunity to provide checklists and templates that facilitate
analysis work:
"If, of course, I have some sort of checklist or some sort of
template to say ’what is your bookkeeping queries — use this
and that’, then of course this wouldmakemy life easier. Because
I would be sure I don’t forget anything."
The convener makes two claims on how a structured anal-
ysis description template could support researchers. First,
templates help in the analysis design. Second, the service
could inform about missing fragments or display warnings
based on a set of defined checks. However, it is important to
recognize a core challenge that comes with well-structured
analysis templates; allowing for sufficient flexibility:
"Somehow these platforms tend to — which is one of the strong
points, but at the same time one of the weaknesses — is that
[...] it gives you some sort of template and makes it very easy
for you to fill in the blanks. But at the same time, this makes
things difficult, if you want to make very complex analyses
where it’s not so obvious anymore what you want to do." (P11)
Automate Running and Interpretation. Several analysts (P2,
P5, P7, P8, P11) expressed their wish for centralized platforms
to automate tasks that they would currently have to perform
manually. P2 stated:
"So, being able to kind of see that it...might be able to submit
to it and then it just goes through and runs and does every-
thing...and I don’t need to think too much about whether or
not something is going to break in the middle for something
that is nothing related to me, would potentially be quite nice."
However, not only automating the full execution of analyses
seems desirable, but also interpretation of systematics:
"And I say: ’ok, now I want to know for example, which are the
systematics’ and you can tell me, because you know you have
the information to do it by yourself. You will save a lot of time.
People will be very happy I think." (P5)
Preventing mistakes. P7 described how the similarity and
common structure of analyses supports automated compari-
son and verification:
"What I would like to search is the names of the Monte Carlo
samples used by other analyses. [...] the biggest mistake you
can make is to forget one. Because if you forgot one, then you
will see new physics, essentially. And it’s a one-line mistake."
Developing a feature that compares a list of dataset identifiers
and that points to irregularities is trivial. Yet, as P7 continues
to describe the effort needed to do the comparison at the
moment, the perceived gain seems to be high:
"So, the analysis note always contains a table - it’s a PDF. Then
always contains a table with a list of Monte Carlos. I often
download that, look at the table and see what’s missing. Copy
paste things from there. But so here, I would be able to do it
directly here."
Scalability
Although not directly in the scope of the questionnaire, four
interviewees (P3, P8, P9, P11) commented on the growing
complexity of analysis work in HEP, stressing the importance
of preservation and reproducibility. P9 highlights the issues
that evolve from collecting more and more data:
"As we collect the data, the possibility of analysis grows. In
fact, we are more and more understaffed, despite of being so
many in the collaboration4. Because, what is interesting for
the particle physics community grows as data grow. And so,
we get thinner and thinner in person power in all areas that
we deem crucial."
4The interviewee is referring to the LHC collaboration.
The convener adds that "a typical analysis cycle becomesmuch
much longer. Typical contract duration stays the same." P3 de-
tails how the high amount of rotation and (ir-)reproducibility
impact analysis durations:
"If someone goes and an analysis is not finished, it might take
years. Because there was something only this person could do.
I think that analysis preservation could help a lot on this. [...]
But otherwise you might have to study analyses from scratch
if someone important disappears."
P11 agrees that "it’s getting more and more complex, so I
think you really need to put things together in a way that is
reasonable and re-runnable in some sort of way." P9 coined
the term orphan analyses. It describes analyses for which
no one is responsible anymore. The convener expects that
"at some point it will become a crisis. Because, so far, it was a
minority of cases of orphan analyses. It will become more and
more frequent, unless contract durations will change. But this
will not happen."
6 IMPLICATIONS FOR DESIGN
We present challenges and opportunities in designing for
research preservation and reproducibility. Our work shows
that the ability to access documented and shared analyses can
profit both individual researchers and groups [27]. Our find-
ings hint towards what Rule et al. [49] call "tension between
exploration and explanation in constructing and sharing" com-
putational resources. Here, we primarily learned about the
need to motivate and incentivize contributions. Based
on our findings, we show how design can create motivating,
secondary usage forms of the platform and its content, related
to uncertainty, collaboration and structure. And, while refer-
ences in this section underline that the CHI community has
established a long tradition of studying collaboration and
communication around knowledge work, it is not yet known
how to design collaborative systems that foster reproducible
practices and incentivize preservation and data sharing. The
following description of secondary usage forms aims to con-
tribute to knowledge about motivations and incentives for
platforms that support research reproducibility.
Exploit Platforms’ Secondary Functions
As observed in theMotivation theme, getting researchers
to document and preserve their work is a main concern. In
this context, researchers critically commented on the impact
of policies, creating little motivation to ensure the preser-
vation quality beyond fulfilling formal requirements. And
also citation benefits, commonly discussed as means to en-
courage research sharing [44], might provide only a mild
incentive, as time required for documenting and preserving
can be spend more rewarding on novel research. This seems
especially true in view of growing opportunities that result
from the increasing amount of data, as described in the Scal-
ability theme. Yet, researchers indicated how centralized
preservation technology can uniquely benefit their work, in
turn creating motivation to contribute their research. Thus,
we have to study researchers’ practices, needs and chal-
lenges in order to understand how scientists can ben-
efit from centralized preservation technology. Doing
so, we learn about the secondary function of the plat-
form and its content, crucial in developing powerful
incentive structures.
Support Coping with Uncertainty
As we learned in the Communication theme, the informa-
tion architecture is heavily relying on personal connections
and communication, leading to a high degree of Uncer-
tainty related to the accessibility and volatility of informa-
tion and data. Consequently, researchers report encounter-
ing severe issues related to the insufficient transparency and
structure that a centralized preservation service might be
able to mitigate. We propose two strategies: First, a cen-
tralized preservation service can implement overviews and
details of analysis dependencies not available anywhere else.
Implementing corresponding features enables us to pro-
mote preservation as effective strategy to cope with
uncertainty so that research integrity of documented de-
pendencies can be guaranteed. Second, we further imagine
documenting analyses on a dedicated, centralized service
to be a powerful strategy to minimize uncertainty towards
updated dependencies and erroneous data, if the service pro-
vides awareness to researchers. In the case of data-related
warnings, reliable notifications could be sent to analysts who
depend on collaboration-wide resources, replacing current,
less reliable communication architectures. This approach
also relates to uncertainties at the data layer, as described
by Boukhelifa et al. [14], who studied types of uncertainty
and coping strategies of data workers in various domains.
According to their work, the three main active coping strate-
gies are: Ignore, Understand and Minimize. In summary, our
findings suggest that such secondary benefits might drive
researchers to contribute and use the preservation tool.
Provide Collaboration-Stimulating Mechanisms
The Collaboration theme highlighted the importance of
cooperation in HEP. Analysts save time when they join
forces with colleagues or groups with similar interests. Yet,
awareness constraints resulting from the communication
and information architecture often hinder further collab-
oration. We postulate that the preservation platform can
add useful secondary benefits for theses cases. First, given
the centralized interface and knowledge aggregation func-
tion of a preservation service, we see opportunities to sup-
port locating expertise in research collaborations. In
fact, especially knowledge-intensive work profits from such
supporting tools, as it enables sharing expertise across orga-
nizational and physical barriers [22]. Ehrlich et al. [25] note
that awareness of "who knows what" is indeed key to stim-
ulating collaboration. In an organizational context, Trans-
active Memory Systems (TMS) are employed to create such
awareness. HEP collaborations are TMS, in that the sum of
knowledge is distributed among their analysts and the com-
munication between them forms a group memory system
[57]. Further research on the support and integration of TMS
in the context of platforms for research reproducibility could
increase acceptance through heightened awareness provided
by such platforms. Also, elements of social file sharing could
further stimulate discovery and exploration of relevant re-
searchers and analyses. As noted by Shami et al. [52], this
can be particularly important in large organizations.
Second, an important benefit could be the visibility of
team or project members. Taking preserved research as basis
for expertise location can incentivize contributions, as scien-
tists who document in great detail are naturally most visible,
thus increasing their chances to engage in collaboration.
This approach also enables us to mitigate privacy concerns,
by considering only resources of analyses that have been
shared with the LHC collaboration. Mining documented and
shared research to provide expertise location thus mitigates
common challenges: Typically, workplace expertise locators
infer knowledge either by mining existing organizational
resources like work emails [15, 34], or by asking employees
to indicate their skills and connections within an organiza-
tion [53]. While automated mining of resources may cause
privacy concerns, relying on users to undergo the effort of
maintaining an accurate profile is slower and less complete
[46]. Given the increased interdisciplinary and international
research culture, developing such bridging mechanisms —
even though not central to the service missions — is espe-
cially helpful.
Support Structured Designs
A community-tailored research preservation service can sup-
port analysts through automated mechanisms that make use
of prevalent workflow structures. Researchers pointed out
that analysis work within a LHC collaboration commonly
follows general patterns, demanding even to further stream-
line processes as much as possible; thereby pointing to the
guiding role of preservation technology. We propose to de-
sign community-tailored services that closely map re-
search workflows to preservation templates. That way,
preservation services can provide checklists and guidance
for the research and preservation process; furthermore, au-
tomation of common workflow steps can increase efficiency.
Additionally, if the preservation service is well embedded
into the research workflows, it could enable supportive mech-
anisms like auto-suggest and auto-completion. Such steps
are key to minimizing the burden of research preservation,
which is of great importance, as we acknowledge that the
acceptance and willingness to comply with reproducible
practices will always be related to the cost/benefit ratio re-
lated to research preservation and sharing. Having noted the
need for automation and taylorization of interfaces, we need
to emphasize the significance of academic freedom when
designing such services. Design has to account for all the
analyses, also those that are not reflected in mainstream
workflows. We have to support creativity and novelty by
leaving contributors in control. This applies both for sup-
portive mechanisms like auto-complete and auto-suggest, as
well as for the template design.
7 DISCUSSION
The study’s findings and implications have pointed to several
relationships that are important for designing technology
that enables research preservation and reproducibility. First,
we have contrasted required efforts with returned benefits. It
is apparent that stimuli are required to encourage researchers
to conduct uninteresting and repetitive documentation and
preservation tasks that in itself, and at least in the short
run, are mostly unrewarding. Thus, not surprisingly, the call
for policies is prominent in discussions on reproducible re-
search. Yet, our findings hint towards the relation between
preservation quality and policies, raising doubts that policies
can encourage sustained commitment to documentation and
preservation beyond a formal check of requirements. In this
context, we hypothesize that also the relation between poli-
cies and flexibility needs to be considered. Thinking about
structured description mechanisms as provided by CAP, one
needs to decide on a common denominator that defines the
main building blocks to comply with the policies. However,
this is likely to create two problems: (1) Lack of motivation
to preserve fragments that are not part of the basic building
blocks of research conducted within the hierarchical struc-
ture for which the policies apply; (2) Preservation platforms
that map policies might discourage or neglect research that
is not part of the fundamental building blocks.
Facing those conflicting relationships, meaningful incen-
tive structures could positively influence the reproducibility
challenge and create a favorable shift of balance between
required efforts and returned benefits. We postulate that
communities dealing with the design of such systems need
to invest a significant amount of time into user research to
create tailored and structured designs. Further research in
this area is surely needed, i.e. the evaluation of prototypes or
established systems in general and with a focus on the users’
exploitation of secondary benefits of the system. This call
for more research in this area is particularly evident when
looking at the latest study by Rowhani-Farid et al. [48] who
found only one evidence-based incentive for data sharing
in their systematic literature review. They conducted their
study in search of incentives in the health and medical re-
search domain, one of the branches of science that was in
the focus of reproducibility discussions from the very be-
ginning. The only reported incentive they found relates to
open science badges that resulted in a significant impact in
data sharing of papers submitted to the Psychological Science
journal. The authors highlight that "given that data is the
foundation of evidence-based health and medical research, it is
paradoxical that there is only one evidence-based incentive to
promote data sharing. More well-designed studies are needed
in order to increase the currently low rates of data sharing."
Our study showed how design can create secondary us-
age forms of preservation technology and its content related
to communication, uncertainty, collaboration and automa-
tion. Described mechanisms and benefits apply not only to
submissions at the end of the research lifecycle, but, rather,
provide certainty and visibility for ongoing research. The
significance of such contribution-stimulating mechanisms is
particularly reflected in the observed scalability challenge, in-
dicating that reproducibility in data-intensive computational
science is not only a scientific ideal, but a hard requirement.
This is particularly notable as the barriers to improve repro-
ducibility through sharing of digital artefacts are rather low.
Yet, it must also be noted that not all software and data can
always be freely and immediately shared. The claim for re-
producibility does not overrule any legal or privacy concerns.
Our results apply primarily to datasets generated through
experiments without human participants. Future research
should investigate incentives and requirements for sharing
data from human subject research.
8 LIMITATIONS AND FUTUREWORK
We aim to foster the reproducibility of our work and to
provide a base for future research. Therefore, this paper is
accompanied by various resources from our study. Those
include the semi-structured interview questionnaire, the AT-
LAS.ti code group report and the templates of the two paper
exercises. As is the core idea of reproducible research, we
envision future work to extend and enrich our findings and
design implications by studying perceptions, opportunities
and challenges in diverse scientific fields. We can particularly
profit from empirical findings in fields that are character-
ized by distinct scholarly communication and field practices
and a differing role of reproducibility. Also different forms
of research will need to be studied. Our study’s focus is on
data-intensive natural science, using the example of com-
putational research in HEP. It does not intend to contribute
directly to other forms of research such as descriptive and
qualitative research.
It should also be noted as a limitation of the study that the
reference preservation service is based entirely on custom
templates. While this does not reflect the majority of repos-
itories and cloud services used today for sharing research,
our findings indicate that templates are key to enable and
support secondary usage forms. And even though our study
focused solely on HEP, findings and implications are how-
ever likely to be relevant for numerous fields, in particular
computational and data-driven ones. Uncertainty, visibility
and automation are of general concern to researchers, with
HEP representing an ideal study context that provides one of
the most data-intensive, diverse, distributed and technology-
adopting environments.
9 CONCLUSION
This paper presented a systematic study of perceptions, op-
portunities and challenges involved in designing technol-
ogy that enables research preservation and reproducibil-
ity in High Energy Physics, one of the most data-intensive
branches of science. The findings from our interview study
with 12 experimental physicists highlight the resistance and
missing motivation to preserve and share research, core re-
quirements of reproducible science. Given that the effort
needed to follow reproducible practices can be spent on
novel research — usually perceived to be more rewarding —
we found that contributions to research preservation technol-
ogy can be stimulated through secondary benefits. Our data
analysis revealed that contributions to a centralized preserva-
tion platform can target issues and improve efficiency related
to communication, uncertainty, collaboration and au-
tomation. Based on these findings, we presented implica-
tions for designing technology that supports reproducible
research. First, we discussed how studying researchers’ prac-
tices enables exploiting secondary usage forms of platforms
and its content that are expected to stimulate researchers’
contributions. Centralized repositories can promote preser-
vation as an effective strategy to cope with uncertainty; sup-
port locating expertise in research collaboration; and provide
a more guided and efficient research process through preser-
vation templates that closely map research workflows.
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