We motivate the need for a new notion of observability for systems over finite alphabets and propose three new notions of output observability, thereby shifting our attention to the problem of state estimation for output prediction. We then consider a class of systems over finite alphabets with linear internal dynamics, finite-valued control inputs, and finitely quantized outputs. We derive a set of sufficient conditions and a set of necessary conditions for these systems to be output observable, propose an algorithmic procedure to verify one of these conditions, and construct finite memory output observers when certain conditions are met.
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I. INTRODUCTION
I N THIS paper, we study a class of discrete-time systems, where the input takes values in a finite alphabet and the output is finitely quantized. Such systems are relevant in practical control applications due to the omnipresence of digital controllers and finite-precision sensors. A unique feature of this class of systems is that, generally, only a set-valued state estimate can be attained by observing their input and output sequences. This motivates us to delve into the study of observability of this class of systems. Conventionally, a system is observable if its initial state can be uniquely determined from its input and output signals over some finite-time interval. As we shall see, conventional observability does not generalize well for systems with discrete inputs and outputs, prompting us to propose and study new notions of "output observability" for this class of systems.
The conventional concept of observability has been well studied in the literature: A linear time-invariant (LTI) system is observable if and only if different initial states produce different outputs under zero input [1] . Similarly, a nonlinear system is locally observable at x if there exists some neighborhood of x, in which different initial states produce different outputs from that of x under every admissible input [2] . The problem of observability of hybrid systems, including switched linear systems [3] - [5] and quantized-output systems [6] - [8] , has been studied in recent years. For instance, Delchamps [6] uses differential entropy to measure the uncertainty in the current state estimate given the observation record and presents control laws that minimize this uncertainty in the sense of ensuring that the differential entropy tends to negative infinity as the length of the past input/output record grows. In contrast, we study observability in a nonstochastic setting in this paper. On the other hand, Raisch [8] studies continuous-time LTI plants with piecewise constant input and coarse output and presents observability conditions ensuring state recovery. In contrast, our plant is discrete time. Thus, we cannot make use of the fact that the output is known exactly when the quantized output changes value. The results in [9] and [10] are also closely related to the problem of state estimation based on quantized sensor output information. However, at this time, we are not aware of work on observability of discrete-time systems that involve both switching and output quantization, apart from our work in [11] , in which we presented a subset of the results presented here.
The problem of observer design, particularly in a discretestate setting, has also been studied. For instance, Delvecchio et al. [12] proposed discrete-state estimators to estimate the discrete variables in hybrid systems, where the continuous variables are available for measurement, while the authors of [13] and [14] proposed finite-state and locally affine estimators, respectively, for systems whose control specifications are expressed in the temporal logic. Our finite-state observer design is also related to the work on lcomplete approximations of hybrid systems [15] , with the two constructions of finite-state approximations bearing similarity. In our work though, the length of the external signals needed to construct the approximation can be computed a priori, and further increasing this length will not improve the quality of the approximation.
The work in this paper can also be viewed through the lens of systems over finite alphabets [16] and the finite-state ρ/μ approximation framework [17] . The idea there is to construct a sequence of deterministic finite-state machines (DFMs) that satisfy a set of properties, thereby constituting a sequence of approximate models that can be used for certified-by-design control synthesis [18] : Specifically, a full state feedback control law is first designed for the approximate model to achieve a suitably defined auxiliary performance objective and is then used together with a copy of the approximate model serving as a finite memory observer of the plant to certifiably close the loop around the system. This sequence of developments brings to the forefront the problem of state estimation for systems over finite alphabets: The results reported in this paper constitute a first step toward addressing that problem. They also point toward avenues for facilitating the hybrid system control design, some of which we have begun exploring [19] .
In this paper, inspired by our work on ρ/μ approximations [16] , [20] , we propose to shift our attention from state estimation to state estimation for output prediction, with a particular interest in DFM observers. Our main contributions are as follows.
1) We motivate the need for new notions of observability for systems over finite alphabets. 2) Shifting from state estimation to state estimation for the purpose of output prediction, we propose three new notions: finite memory output observability, weak output observability, and asymptotic output observability. 3) Focusing on a specific class of systems over finite alphabets, namely systems with linear internal dynamics and finitely quantized outputs, we derive a number of sufficient conditions and a number of necessary conditions for output observability. 4) We propose an algorithm for verifying one of the sufficient conditions. 5) We propose a constructive procedure for generating finite memory output observers when certain sufficient conditions are met. Organization: We introduce the class of systems of interest in Section II. We motivate the need for a new notion of observability, propose three new notions of output observability, and propose a construction for a candidate finite memory observer in Section III. We investigate these three notions, derive a set of sufficient conditions and necessary conditions, present an algorithmic procedure for verifying one of these conditions, and establish desired properties of the finite memory observer in Sections IV and V. We conclude with directions for future work in Section VI. Throughout this paper, we present illustrative examples to provide intuition.
Notation: We use N to denote the nonnegative integers, Z + to denote the positive integers, R ≥0 to denote the nonnegative reals, and R + to denote the positive reals. We use A N to denote the collection of infinite sequences over set A, that is, A N = {f : N → A}. For a ∈ A N , we use a t to denote its tth component. We use {a t } t∈I to denote the subsequence over index set I ⊂ N. Given a function f : X → Y, we use f −1 (y) to denote the inverse image of y ∈ Y under f . For two positive integers a and b, we use a mod b to denote the remainder of the division of a by b. For v ∈ R n , we use v to denote the Euclidean norm, v 1 to denote the 1-norm, and v ∞ to denote the infinity norm. We say v is bounded if there exists a b ∈ R ≥0 such that v ≤ b. For a square matrix A, we use A , A 1 , and A ∞ to denote the induced 2-norm, induced 1-norm, and induced infinity norm, respectively. We use ρ(A) to denote the spectral radius of A, and we say that A is Schur stable if ρ(A) < 1. We say v is a generalized eigenvector of A with the corresponding eigenvalue λ if (A − λI) l v = 0 but (A − λI) l−1 v = 0 for some integer l ≥ 1. We use 0 to represent the zero matrix of appropriate dimensions. For w ∈ C p , we use [w] i to denote its ith component and Re(w) to denote the (vector) real part of w. We use B r (v) and B r (v) to denote the open and closed balls, respectively, centered at v with radius r. For sets A and B in R n , we use |A| denote the cardinality of A and d(A, B) = inf{ α − β : α ∈ A, β ∈ B} to denote the distance between sets A and B. Given a finite ordered set S = {s 1 , s 2 , . . . , s l } where l ∈ Z + , we use {s j } l j =1 to denote S.
II. SYSTEMS OF INTEREST
A system over finite alphabets is understood to be a set of pairs of signals
with |U| < ∞ and |Y| < ∞. Essentially, P is a discrete-time system whose input sequences and corresponding feasible output sequences are defined over finite input and output sets, U and Y, respectively. While this definition is quite broad, and we indeed studied these systems in a general setting in [16] , in this paper, we are interested in instances where P has underlying dynamics evolving in a continuous state space described by
Following the motivating discussion and a set of proposed new definitions for system (2) in Section III, we focus our study in the remainder of this paper on special cases where the continuous internal dynamics have the linear structure shown in Fig. 1 and described by
As before, t ∈ N is the time index, x t ∈ R n is the state, u t ∈ U ⊂ R m , |U| < ∞, is the input and y t ∈ Y ⊂ R p , |Y| < ∞, is the quantized output.ỹ t ∈ R p is the output of the underlying physical system, and matrices A ∈ R n ×n , B ∈ R n ×m , C ∈ R p×n , and D ∈ R p×m are given. The saturating quantizer [21] . In particular, when p = 1 and Q is additionally assumed to be right continuous, it can be described by
are the discontinuous points of Q, β |Y| = ∞, and Y = {y 1 , . . . , y |Y| }.
III. OUTPUT OBSERVABILITY AND CANDIDATE OBSERVER

A. Motivation for a New Notion of Observability
A natural starting point in our study is to attempt to apply the definition of LTI system observability to systems described by (3) . Unsurprisingly, we quickly discover that no system in the class under consideration, or even in the more general class of systems described by (2) , is conventionally observable in the sense of being amenable to reconstructing its state from an observation of its input and output over some finite time horizon.
Lemma 1: Consider a system P as in (2) . The initial state of P cannot be uniquely determined by knowledge of ({u t } t∈I , {y t } t∈I ) over any finite time interval I ⊂ N.
Proof: Let X 0 be the set of all possible initial states of system (2) . We have X 0 = R n , and hence, X 0 is uncountable. Now, assume that we can uniquely determine any initial condition from the input u t and output y t over some time interval I = {0, . . . , T } for some T ∈ Z + . Let O be the set of all such possible sequences; we have O ⊆ U T × Y T . Since |U| < ∞ and |Y| < ∞, U T × Y T is countable and so is O. Now, by assumption, any initial condition in X 0 can be uniquely determined by an element in O. Equivalently, there exists a map φ : O → X 0 that is onto. This indicates that X 0 is countable (see [21, p. 20] ), leading to a contradiction.
Remark: Clearly, Lemma 1 holds for system (3) , which is a special case of system (2) . Moreover, it still holds when the initial state of the system is bounded. Specifically, if X 0 = {x ∈ R n : x ≤ b} for some b ∈ R + , then X 0 is still uncountable and the proof follows unchanged.
Lemma 1 motivates the need to think of observability differently for the classes of systems under consideration. We propose to shift our focus from the question of "Can we estimate the state of the system?" (whose answer is clearly no!) to the question of "How well can we estimate the output of the system based on our best estimate of the state?" Toward that end, we propose in what follows three new notions that we refer to as output observability.
B. Proposed New Notions of Output Observability
Consider a system over finite alphabet P as defined in (2) and a discrete-time systemŜ as shown in Fig. 2 and described by where t ∈ N, q t ∈ M for some state set M, u t ∈ U, y t ∈ Y, and y t ∈ Y. Functions f : M × U × Y → M and g : M × U → Y are given. We say thatŜ is a candidate observer for P . Indeed, the setup shown in Fig. 2 is reminiscent of the classical observer setup. The current state q t ofŜ can be interpreted to represent an estimate 1 of the state of P based on observations of its past input and output signals over a (finite) time horizon. The output y t can then be interpreted to be an estimate of the output of P , generated byŜ based on its current state estimate and knowledge of the input: Note in this case that, as is typical in an observer setup, no direct feedthrough from y t is allowed in (5b). The error term e t is defined by
Thus, e t measures the difference between the real output y t and its estimateŷ t .
We are now ready to introduce a quantity γ that characterizes the quality of a candidate observerŜ as judged by the quality of its estimates of the output and to propose three associated new notions of output observability of systems over finite alphabets.
Definition 1: Consider a system P as in (2) and a candidate observerŜ as in (5) , interconnected as shown in Fig. 2 . We say γ ∈ R ≥0 is an observation gain bound of the pair (P,Ŝ) if for any (u, y) ∈ P ,
Note that γ defined in (7) is in accordance with the concept of finite-gain L 2 stability [22] of the interconnected system with input u t and output e t shown in Fig. 2 .
Definition 2: Consider a system P as in (2) . The O-gain, γ * , of P is defined as γ * = inf S as in (5) γ : γ is an observation gain bound of (P,Ŝ) .
(8)
Definition 3: Consider a system P as in (2). 1) P is finite memory output observable if there exists a candidate observerŜ as in (5) and a T ∈ Z + such that for any (u, y) ∈ P , e t = 0 for all t ≥ T when P andŜ are interconnected, as shown in Fig. 2 .
2) P is weakly output observable if there exists a candidate observerŜ as in (5) such that γ = 0 is an observation gain bound of (P,Ŝ).
3) P is asymptotically output observable if the O-gain of P
is γ * = 0. Note that the three proposed notions satisfy a hierarchy. Lemma 2: Consider a system P as in (2) . We have: P is finite memory output observable ⇒ P is weakly output observable ⇒ P is asymptotically output observable.
Proof: If P is finite memory output observable, there is a candidate observerŜ such that y t −ŷ t = 0 for all t ≥ T , and therefore, sup T ≥0 T t=0 y t −ŷ t < ∞. Thus, γ = 0 is an observation gain bound of (P,Ŝ) and P is weakly output observable. If P is weakly output observable, then γ * is the infimum of a set of nonnegative numbers containing 0, and hence, γ * = 0.
Also note that we can propose a characterization of weak output observability (or rather, the lack of it) that provides further insight into this notion.
Lemma 3: A system P as in (2) is not weakly output observable if and only if for every candidate observerŜ as in (5), there is (u, y) ∈ P such that y t =ŷ t for infinitely many t ∈ N.
Proof: From Definition 3, P is not weakly output observable if and only if for any candidate observerŜ as in (5), γ = 0 is not an observation gain bound of (P,Ŝ). Equivalently, by Definition 1, for every observerŜ, there is (u, y) ∈ P such that
Equation (9) implies y t =ŷ t for infinitely many t ∈ N. Conversely, if y t =ŷ t for infinitely many t ∈ N, let δ = min{ y 1 − y 2 : y 1 = y 2 , y 1 , y 2 ∈ Y}. Since |Y| < ∞, the minimum is well defined, and δ > 0, then y t −ŷ t > δ for infinitely many t ∈ N, which implies (9) . Lemma 3 states that saying that a system P is not weakly output observable is equivalent to saying that for every possible observerŜ interconnected with P as in Fig. 2 , there exists an input-output pair (u, y) ∈ P that "generates" estimation errors infinitely many times.
C. Intuition Behind New Notions
Intuitively, if a system P is finite memory output observable, then its future output can be uniquely determined by its past input and output sequences over some fixed finite time horizon. In other words, knowledge of the past input and output suffices to exactly predict the quantized output of the system after a fixed number of time steps, even though the system state cannot be uniquely determined.
On the other hand, weak output observability characterizes asymptotic system behaviors as time tends to infinity . Indeed, if P is weakly output observable, by letting γ = 0 in (7) and noting that e t can only take finitely many values, we see that there is an observerŜ such that for any (u, y) ∈ P , e t = 0 for only finitely many t. However, the last time instant at which e t = 0 may be arbitrarily large, that is, sup (u,y)∈P {t : e t = 0} = ∞. Therefore, this notion is "weaker" in the sense that although the future output of P can be exactly predicted by the observer S eventually, there may not exist a uniform bound on how long this "observation" process takes. This subtle difference between finite memory output observability and weak output observability is illustrated by Example 4 in Section V-A.
Another motivation for the study of weak output observability stems from the implications of the lack of this property. Indeed, if a system P is not weakly output observable, then for every choice of candidate observerŜ, the output estimation error is guaranteed to be nonzero infinitely many times. In other words, for this P , there does not exist anyŜ that can predict its output in an error-free manner no matter how long one is willing to wait. The existence of such systems thus demonstrates a fundamental limitation of using discrete input-output signals to construct approximations of systems with continuous state space. This point will be discussed in detail in Section V-B.
In the following example, we illustrate a feature of system (3) and provide some intuition about the proposed characterizations of output observability. Let the input be u t ≡ 1 for all t ≥ 0, and consider the corresponding state trajectories under three initial states x 1 0 = (0, 0), x 2 0 = (0.015, −0.015), and x 3 0 = (−0.015, 0.015). As shown in Fig. 3 , the three quantized output signals are identical for 0 ≤ t ≤ 4, but at t = 5 they differ. Note that the trajectory with zero initial state corresponds to the forced response of the linear system, and this forced response reaches a discontinuous point of the quantizer, (0.25, 0.5), at time t = 5. Consequently, a small perturbation in the initial state will impact the quantized output at this time instant, an interesting feature of system (3). As we shall see in the following section, the relationship between the forced response of the LTI dynamics and the discontinuous points of the quantizer will play a central role in characterizing finite memory output observability.
D. Candidate Observer With Finite Memory
Finally, we propose a construction for a candidate observer with finite memory. As we will see later, this finite memory observer can achieve error-free output prediction for systems (3) under specific assumptions that we will characterize.
Definition 4 (Finite input observer construction): Given a system (3) and a design parameter T ∈ N, consider a candidate observerŜ associated with design parameter T described by
is the state ofŜ, and u t ∈ U is the input of (3). We enforce thatŜ as constructed in (10) is initialized at a fixed state: q 0 = q I . Function φ :
2) If q / ∈ U T , then let θ(q, u) =ỹ ∅ for someỹ ∅ ∈ Y. Ŝ thus associates its state with the T most recent plant inputs and generates the quantized output by calculating the corresponding forced response. When the process has not been running long enough and there are less than T past inputs, an initialization process is used to ensure thatŜ transitions to the state q T = (u 0 , u 1 . . . u T −1 ) in T time steps, and the output is arbitrarily generated.
IV. FINITE MEMORY OUTPUT OBSERVABILITY
In this section, we propose (see Section IV-A) and derive (see Section IV-B) a set of conditions characterizing finite memory output observability, and we propose an algorithmic procedure (see Section IV-C) for verifying one of these conditions.
We begin with some relevant definitions and notation. Given a system over finite alphabets as in (3), we will use F (u, t) to denote the forced response of the underlying LTI system (3a), (3b) at time t under input u, A to denote the set of all the possible values of this forced response, and B to denote the set of all the discontinuous points of the quantizer, that is,
A. Conditions for Finite Memory Output Observability
We are now ready to propose both necessary conditions and sufficient conditions for finite memory output observability of system (3) . We begin with sufficient conditions.
1) Sufficient Conditions and Observer Construction:
Theorem 1: Consider a system P as in (3). If CA l = 0 for some l ∈ Z + , then P is finite memory output observable.
Theorem 2: Consider a system P as in (3) and assume that all initial states lie in a given bounded set, x 0 < b for some b ∈ R + . Let E be the collection of generalized eigenvectors of A whose corresponding eigenvalues have magnitudes greater than or equal to 1. If d(A, B) = 0, and E is in the kernel of C, then P is finite memory output observable.
Intuitively, if the hypothesis in Theorem 1 is satisfied, then the initial state has no impact on the quantized output for large enough time. We can, therefore, determine the output based on past input information, and the system is finite memory output observable. Theorem 2 states that if every forced response is at some distance away from the discontinuous points of the quantizer, then the influence of the initial state in the quantized output will eventually disappear, and the knowledge of the past input suffices to predict the output. The assumption that E is in the kernel of C simply means that the (possible) unstable modes of the underlying LTI system do not influence the quantized output. Clearly, this assumption is automatically satisfied for every system (3) with a Schur stable matrix A.
Note that if the preceding sufficient conditions are satisfied, a finite-state (or equivalently, finite memory) observer, as presented in Section III-D, can be used to achieve error-free output prediction for time large enough.
Next, we present two instances of system (3) that are finite memory output observable. Interestingly, the underlying linear dynamics are (LTI) observable in one example, but not the other. This highlights the fact that there is not direct link between finite memory output observability and observability of the underlying LTI dynamics.
Example 2:
with R = 5, and (consequently) Y = {0, ±1, . . . , ±5}. We assume that the initial state x 0 is bounded, that is, x 0 ∞ < b for some b ∈ R + . We note that the pair (C, A) is observable.
We show that this system satisfies the hypotheses in Theorem 2: First, we note that A is Schur stable. Next, we find the distance d(A, B) between the two sets A and B defined in (12) and (13) 
, and CA n B = 1/2((1/5) n + (1/4) n ), ∀n ∈ N. Consequently, we can show that d(A, B) = 5/24, and the forced response of the underlying LTI system is, thus, at least 5/24 away from any discontinuous point of the quantizer. Finally, we construct an observer for this system: Noting that x t ∞ ≤ 10 7 max{b, 2}, we let T = log 4 72 7 max{b, 2} + 1 and construct an observerŜ as in Definition 4. As shown in the derivation of Theorem 2 (see Section IV-B), the outputŷ t ofŜ satisfiesŷ t = y t , ∀ t ≥ T . (14) with R = 5. Clearly, CA = 0, so this system satisfies the condition in Theorem 1. Noting that y t = u t−1 + u t , ∀ t ≥ 2, consider the candidate observer given by
where t ∈ N, q t ∈ U, and q 0 = 0. It is straightforward to note that this observer achievesŷ t = y t , t ≥ 2. Also note that the pair (C, A) is unobservable.
2) Necessary Conditions: We next propose necessary conditions for finite memory output observability. We begin with the case of stable internal dynamics.
Theorem 3: Consider a system P as in (3); assume that ρ(A) < 1, 0 ∈ U, and 0 / ∈ B. If rank(CA l ) = p for all l ∈ Z + , and A ∩ B = ∅, then P is not finite memory output observable.
Intuitively, if some forced response is exactly at a discontinuous point of the quantizer, then a small perturbation of the initial state can cause a change in the quantized output at certain time instants but not at others, and thus, the system is not finite memory output observable.
Next, we consider systems with unstable internal dynamics. Theorem 4: Consider a system P as in (3); assume that ρ(A) ≥ 1, 0 ∈ U, and 0 / ∈ B. Define V = {v ∈ C n 0 : Av = λv, for some |λ| > 1}. If V is not in the kernel of C, and Q −1 (Q(0)) is bounded, then P is not finite memory output observable.
Theorem 4 characterizes situations in which, under constant zero input, a small perturbation in the initial state can first result in a difference in the quantized output at an arbitrarily large time instant; therefore, the system is not finite memory output observable.
B. Derivation of Main Results
We first derive the sufficient conditions. Proof: (Theorem 1) Given system (3), recalling the form of y t in terms of linear dynamics and noting CA l = 0, we see that for all t ≥ l,ỹ t = t−1 τ =t−l CA t−1−τ Bu τ + Du t . Consider an observerŜ constructed according to Definition 4 with parameter T = l. Then,ŷ t = Q( t−1 τ =t−l CA t−1−τ Bu τ + Du t ) = Q(ỹ t ) = y t , ∀ t ≥ l. We conclude that system (3) is finite memory output observable.
We next establish several observations that will be instrumental in deriving Theorem 2. We start with investigating the stable modes of system (3).
Given a system (3), we decompose the state x t into stable modes and unstable modes. In particular, consider the Jordan canonical form of the matrix A: (15) where matrix J is in partitioned diagonal form, and matrix M is a generalized modal matrix for A (see [23, p. 205 
where v i ∈ C n for 1 ≤ i ≤ n; then, each v i is a generalized eigenvector of A, and {v i } n i=1 form a basis of R n . For each v i , use λ i to denote the eigenvalue of A corresponding to v i . Next, we decompose the state vector x t using {v i } n i=1 . For all t ∈ N, write x t as a linear combination of {v i } n i=1 :
where α t ∈ C n is the coordinates of x t corresponding to the basis
the coordinates corresponding with the stable generalized eigenvectors. We make an observation on these stable modes in the following.
Lemma 4: Consider system (3); assume that x 0 < b for some b ∈ R + . Write x t as in (16); then,
Proof: See the Appendix. Essentially, Lemma 4 says that the stable modes of system (3) are uniformly bounded. Next, we make an observation about the forced response of the underlying linear dynamics.
Lemma 5: Consider a system P as in (3); assume that the hypotheses in Theorem 2 are satisfied. Then, there exists a T ∈ Z + such that for all t ≥ T , we havẽ
where
to denote the standard basis of R n , and recall the computation of powers of a Jordan block (see [1, p. 57] ); then, for all t ≥ n,
is some polynomial in t that depends on the pair (j, i). Recalling the particular form of J t i , the upper triangular elements of J t i has the form
and n i corresponds to the size of J i . Note that t! k !(t−k )! ≤ t n , and that |λ i | t−k ≤ κ|λ i | t for some κ ∈ R + : If |λ i | ≥ 1 or |λ i | = 0, let κ 1 = 1; if 1 > |λ i | > 0, let κ 2 = (max{1/|λ j | : 0 < |λ j | < 1, 1 ≤ j ≤ n}) n ; take κ = max{κ 1 , κ 2 }. Combining these observations, we conclude that for any i ∈ {1, . . . , n}, and any t ≥ n, we have
for some κ ∈ R + .
For any T ≥ n, and any t ∈ N, recalling (16) and (18), we have
If v i ∈ E and λ j = λ i , then v j ∈ E. Since E is in the kernel of C, for any i such that v i ∈ E, Cv j = 0 for all j such that λ j = λ i . Therefore,
where η = max{ Cv j :
for any T ≥ n, and any t ∈ N.
(α), and consequently, (17) holds. Next, we observe that the quantized output y t can be determined by the knowledge of the forced response.
Lemma 6: Consider system P as in (3) and sets A and B as in (12) and (13), respectively. If d(A, B) = 0, then for any α ∈ A, we have
Proof: See the Appendix.
We are now ready to prove Theorem 2. Proof: (Theorem 2) Recalling Lemma 5, let T be such that (17) holds. LetŜ be constructed according to Definition 4 with this parameter T . Since q 0 = q I , we have
where {u t } is the input of system (3). For any t ≥ T , recalling (10), (11) , and (24), we haveŷ t =
. By Lemma 6, we have Q(ỹ t ) = Q(α). We conclude thatŷ t = Q(α) = Q(ỹ t ) = y t for all t ≥ T , and consequently, system (3) is finite memory output observable.
We now shift our focus to deriving the necessary conditions. Proof: (Theorem 3) The proof is by contradiction. Since A ∩ B = ∅, there exist t 1 ∈ N and u 1 such that t 1 = min{t : F (u, t) ∈ A ∩ B} and F (u 1 , t 1 ) ∈ B. The existence of the minimum is guaranteed by the well-ordering principle of nonnegative integers (see [24, p. 28]). t 1 being a minimum indicates that F (u 1 , t) is not in B for any t < t 1 . So, we can define the following distance:
(25) The definition of t 1 and 0 / ∈ B imply d 1 > 0. Assume that system (3) is finite memory output observable; then, there exists an observerŜ (5) and T such that for any x 0 ∈ R n , any u ∈ U N ,ŷ t = y t for all t ≥ T . Without loss of generality, we assume that T ≥ t 1 (if T < t 1 , just let T = t 1 , thenŷ t = y t for all t ≥ T still holds).
Construct an input sequence u of system (3). Given u 1 , use the truncated sequence of u 1 : {u 1 t : 0 ≤ t ≤ t 1 }; the input sequence u is described as follows:
Basically, we insert the truncated sequence of {u 1 t : 0 ≤ t ≤ t 1 } into a zero input. If distinct initial states x 1 0 and x 2 0 satisfy
for t = 0, 1, . . . , T − 1, then under input u (26), the corresponding outputs of the underlying LTI system,
Recalling the definition of d 1 and Lemma 6, we have Q(ỹ 1 t ) = Q(α) = Q(ỹ 2 t ). Consequently, we have y 1 t = y 2 t , t = 0, 1, . . . , T − 1, where y i t is the output of system (3) when the initial state is x i 0 and the input is u (26). In addition, since Q is not continuous at F (u, t) = F (u 1 , t 1 ), for any δ > 0, there is z ∈ R p such that Q(z + F (u, t)) = Q(F (u, t)), and z < δ. Since rank(CA T ) = p, by assumption, write
Consider two distinct initial conditions: (F (u, t) ), and y 2 T = Q(CA T x * + F (u, t)) = Q(z + F (u, t)) = Q (F (u, t) ); therefore, y 1 T = y 2 T . Since system (3) is assumed to be finite memory output observable, letŷ 1 t andŷ 2 t be the output of the correspondingŜ when the input is u (26) and initial conditions are x 1 0 and x 2 0 , respectively. Then, at t = T , recalling (5), we haveŷ 1
This is a contradiction with system (3) being finite memory output observable. Proof: (Theorem 4) Since V is not in the kernel of C, there is v ∈ V such that Cv = 0. Without loss of generality, let Cv 1 = 1.
Since v ∈ V, we have Av = λv for some |λ| > 1, λ ∈ C. Next, we define a set O as
(28) Next, we show that O is nonempty and bounded. Write Q(0) ), which draws a contradiction. Therefore, O is bounded.
Next, we define β = sup O. Since O is nonempty and bounded, we have 0 < β < ∞. Then, for any > 0, there is κ ∈ C such that Re(κCv) / ∈ Q −1 (Q(0)), and β ≤ |κ| < β + .
and we will apply this observation to prove Theorem 4 by contradiction.
Assume that system (3) is finite memory output observable, then there exists an observerŜ (5) and T ∈ Z + such that y t =ŷ t for all t ≥ T . Considering the input u t ≡ 0, for two initial states x 1 0 , x 2 0 ∈ R n , we use y 1 t and y 2 t to denote the outputs of system (3), respectively. Choose x 1 0 = 0; then, y 1 t = Q(0) for all t ∈ N. In (29), let = β(|λ| − 1), and choose (Q(0) ), and consequently, (Q(0) ); therefore, y 2 T = Q(0). Now, we see that y 1 t = y 2 t for 0 ≤ t ≤ T − 1, and y 1 T = y 2 T . Similar to the proof of Theorem 3, we can show thatŷ 1 T = y 2 T , and therefore, eitherŷ 1 T =ỹ 1 T orŷ 2 T = y 2 T or both, and we conclude that system (3) is not finite memory output observable.
C. Algorithmic Verification of the Conditions
Natural questions one might ask are how to determine whether the intersection of sets A and B defined in (12) and (13), respectively, is empty, and how to compute d(A, B) . We propose an algorithm that addresses both questions for the case where matrix A of system (3) is Schur stable. Compute d(A, B) and determine if A ∩ B = ∅.
Algorithm 1:
Input: Matrices A, B, C, D, set U, quantizer Q 1:
Exit the loop 10:
else if C k ∩ B = ∅ then 11:
Return: y * ∈ C k ∩ B 12:
Exit the loop 13: end if 14:
k ← k + 1.
15: end loop
Lemma 7: Given system (3), assume that ρ(A) < 1 and 0 ∈ U. Considering sets A and B defined in (12) and (13), respectively, the following holds. i) d (A, B) > 0 if and only if Algorithm 1 terminates and returns d, which satisfies d ≤ d(A, B) . ii) A ∩ B = ∅ if and only if Algorithm 1 terminates and returns y * , which satisfies y * ∈ A ∩ B. Proof: First, we show item i). Assume that d(A, B) d(A, B) for all k ≥ N . Recalling (12) , we see that C k ⊂ A for all k ∈ Z + . Consequently, d(C k , B) ≥ d(A, B) . Since C k is a finite set, we see that d(C k , B) = min{d(y, B) : y ∈ C k } = d k . Therefore, h C k( 1+ρ(A ) 2 ) k −1 /(1 − ( 1+ρ(A ) 2 ) K ) < d k for all k ≥ N , and consequently, Algorithm 1 terminates and returns d. In what follows, we will see that this d is a lower bound of d (A, B) .
Next, we show the other direction of item i). Assume that Algorithm 1 terminates at some k = k * and returns d. For any α ∈ A, recalling (12), α = t−1 τ =0 CA t−1−τ Bu τ + Du t , for some t ∈ N, and some u 0 , u 1 , . . . , u t ∈ U. Since 0 ∈ U, without loss of generality, we assume t ≥ k * . Rewrite
Next, we can find an upper bound of first term
Let c = t−1 τ =t−k * +1 CA t−1−τ Bu τ + Du t ; we note that c ∈ C k * . Then, for any β ∈ B, recalling
Since the choices of α ∈ A and β ∈ B are arbitrary, we see that
Since Algorithm 1 terminates at k = k * , we see that d > 0, and consequently, d(A, B) ≥ d > 0 . This completes the proof for item i).
For the second item, assume that A ∩ B = ∅, and let α 1 ∈ A ∩ B. Recalling (12) , we see that α 1 ∈ C k for some k ∈ Z + . Therefore, the set {k ∈ Z + : C k ∩ B = ∅} is nonempty. Let k * = min{k ∈ Z + : C k ∩ B = ∅}; we see that Algorithm 1 terminates at k = k * and returns y * . For the backward implication, assume that Algorithm 1 terminates at some k ∈ Z + and returns y * . Recalling (12) , we see that C k ⊂ A. Since y * ∈ C k ∩ B, we have y * ∈ A ∩ B, and consequently, A ∩ B = ∅. This completes the proof of the second item.
Remark: Note that lim k →∞ A k 1/k = ρ(A); therefore, "K" in line 2 of Algorithm 1 can be computed relatively easily.
V. WEAK AND ASYMPTOTIC OUTPUT OBSERVABILITY
As mentioned in Section III, finite memory output observability is stronger than weak output observability (see Lemma 2) . We begin this section by presenting an instance of system (3) that demonstrates this point. Since sufficient conditions for finite memory output observability are automatically sufficient conditions for weak output observability, our focus will be on necessary conditions henceforth. We develop necessary conditions for weak output observability. Finally, we present a necessary condition for asymptotic output observability.
A. Motivational Example
We begin by presenting a system and a corresponding observer such that an output estimation error can occur at an arbitrarily large time instant, but the total number of occurrences of nonzero estimation errors is finite. Indeed, it is the existence of such systems intrigued us and propelled us to study weak output observability.
Example 4: Consider a system P as in (3) with parameters A = 0.5, B = C = 1, D = 0, input set U = {0, 1, −1}, and initial state satisfying |x 0 | < 2. The quantizer Q is described by Q((−∞, 0.5)) = 0, Q([0.5, ∞)) = 1.
It is clear that 0.5 ∈ A ∩ B, and consequently, the system is not finite memory output observable by Theorem 3. Nonetheless, we can design an observerŜ that achieves e t = 0 for finitely many t for every choice of u ∈ U N . In particular, note that x t = 0.5 2 x t−2 + u t−1 + 0.5u t−2 and |x t−2 | < 2. If u t−1 + 0.5u t−2 = 0.5, then the quantized output y t can be uniquely determined by u t−1 and u t−2 . If u t−1 + 0.5u t−2 = 0.5, then y t is determined by the sign of x t−2 , which is, in turn, determined by the last nonzero input prior to time t − 2. Based on these observations, we can design a DFM observerŜ that keeps track of u t−1 and u t−2 as well as the last three nonzero inputs. By carefully designing the outputŷ t based on the stored past input information,Ŝ can achieve e t = 0 eventually for every choice of u and x 0 . The specific design ofŜ is presented in detail in [25] . Since an observerŜ can achieve error-free output estimation eventually, that is, |{t : e t = 0}| < ∞, P is weakly output observable though it is not finite memory output observable.
B. Necessary Conditions
We begin by reminding the reader of Lemma 3, essentially stating that a system P is not weakly output observable iff for every possible observerŜ interconnected with P as in Fig. 2 , there exists an input-output pair (u, y) ∈ P that "generates" estimation errors infinitely many times. This observation will help us establish a necessary condition for weak output observability.
Consider Fig. 4 that schematically illustrates how output estimation errors are generated by input-output pairs. The two binary trees represent the output and input signals, respectively, of a given system P . When a branch bifurcates, it means that two signals differ at the following time instant. For example, let (u 1 and (uŜ , yŜ ), in turn, will generate infinitely many estimation errors for this particular observer. To formalize this, we begin by introducing the concept of unobservable input-output segments , which corresponds to the two binary trees in Fig. 4 . For any (u, y) ∈ U N × Y N and any T ∈ Z + , we use ({u t }, {y t }) T t=0 to denote the segment of (u, y) from time 0 to time T .
Definition 5: Given a system P (2) with |U| < ∞, 1 < |Y| < ∞, consider a family Ψ of input and output segments
Ψ is said to be unobservable if for every integral sequence {j k } ∞ k =0 that satisfies j 0 = 1 and j k ∈ {2j k −1 − 1, 2j k −1 }, the following items hold.
i) For any k ≥ 1, let j k = j k − (−1) j k , then
ii) The sequence {T (k,j k ) } ∞ k =1 is strictly increasing, and for any k ≥ 2, we have
iii) Let T (0,j 0 ) = −1; define (u, y) ∈ U N × Y N as
(33) Then, (u, y) satisfies (u, y) ∈ P.
(34)
We are now ready to propose a necessary condition for weak output observability.
Theorem 5: Given a system P (2) with |U| < ∞, 1 < |Y| < ∞, if there is an unobservable family Ψ (30) that satisfies items i)-iii), then system P is not weakly output observable.
Essentially, item i) requires that two outputs differ at one step but are identical at all previous steps, item ii) connects the adjacent stages of Ψ, and item iii) requires that every branch in the binary trees Ψ corresponds to feasible input and output signals of P .
While the hypotheses in Theorem 5 seem abstract, one might be interested in explicitly identifying instances of systems that satisfy these hypotheses. We present an example of a system that is not weakly output observable that is useful for illustrating how the binary trees shown in Fig. 4 can be constructed.
Example 5: Consider a system (3) with parameters A = 2, B = 1, C = 1, and D = 0. The quantizer Q is described by Q((−∞, 0.5)) = 0, Q([0.5, ∞)) = 1. The input set is U = {0, 2, −2}. For an arbitrary binary sequence {b k } ∞ k =1 ∈ {0, 1} Z + , let an initial state x 0 be of the following form (in its binary expansion):
x 0 = (0.0b 1 0b 2 0b 3 . . . ) 2 (35)
where (·) 2 denotes the binary expansion. For this x 0 , construct an input sequence u t as
Note that for A = 2, the state transition corresponds to a left shift (in terms of binary expansion) under zero input. Consequently, for the above choice of x 0 and u t , at t = 1, x 1 = (0.b 1 0b 2 0b 3 . . . ) 2 , and by the definition of Q(·), we have y 1 = b 1 . At t = 3, by the construction of u t , x 3 = (b 1 0.b 2 0b 3 . . . ) 2 + u 2 = (0.b 2 0b 3 . . . ) 2 , and therefore, y 3 = b 2 . Repeating this argument, we see that
Next, according to (35), we can construct a set of initial states {{x (k,j ) 0 2 , so on and so forth. Based on (36) and (37), it is straightforward to verify that the corresponding input and output signals are unobservable according to Definition 5. Consequently, the system is not weakly output observable.
Based on the previous example, we apply the construction of the unobservable input-output sequences to more general cases and characterize instances of system (3) that satisfy the hypotheses in Theorem 5. For the purpose of exposition, we consider system (3) with p = 1 and assume the quantizer Q to be right continuous.
Theorem 6: Consider system (3) with p = 1, 0 ∈ U, and Q in the form of (4). Assume that B ∩ R + = ∅ and let β = argmin B ∩ R + . If there exists an eigenvalue-eigenvector pair (λ, v) of A, an x * ∈ span{v}, and a u * ∈ U such that λ > 1, Cx * = β, and A 2 x * + Bu * = 0, then system (3) is not weakly output observable.
Remark: Recalling Theorem 4, systems that satisfy the hypotheses in Theorem 6 are not finite memory output observable. Compared to the hypotheses in Theorem 4, the requirement of the existence of x * and u * in Theorem 6 is new.
Interestingly, stronger results can be said about the systems that satisfy the hypotheses in Theorem 6: In fact, such systems are not even asymptotically observable.
Corollary 1: Consider a system (3) that satisfies the hypotheses in Theorem 6; then, system (3) is not asymptotically output observable.
C. Derivation of Necessary Conditions
Proof: (Theorem 5) Assume that the hypotheses are satisfied; consider an arbitrary observerŜ (5) interconnected with P . For 0 ≤ t ≤ T (k,j ) , letŷ 
).
It can be shown that there exists a sequence {j k } ∞ k =0 with j 0 = 1 such that the following are satisfied for k ∈ Z + :
As shown in Fig. 4 , {j k } ∞ k =0 corresponds to the path in the binary trees that generates infinitely many estimation errors forŜ.
Next, we use induction to show (38). For k = 1, first make an observation of the outputŷ t of the observer. By the dynamics of S (5), for any t ∈ Z + , we havê
(39) Recalling (31), we have u (1, 1) , and y
T ( 1 , 1 ) . Recalling (31c), y (1,1)
T ( 1 , 1 ) , and consequently, there is j * ∈ {1, 2} such thatŷ
T ( 1 , 1 ) . Let j 1 = j * ; then, (38) holds for k = 1.
Next, assume that (38) holds for some k ≥ 1. Recalling (31b), (31c), and (32), u
At t = T (k +1,2j k ) , by (31) and (39),ŷ
at t = T (k +1,2j k ) = T (k +1,j * ) . Let j k +1 = j * , and recall (40); we see that (38a) holds for k + 1.
Since j k +1 = j * ∈ {2j k − 1, 2j k }, we see that (38) holds for k + 1. This completes the derivation of the existence of {j k } ∞ k =1 such that (38) holds for all k ∈ Z + .
Given the unobservable sequences Ψ, let {j k } ∞ k =1 be such that (38) holds forŜ. Define an input-output pair (u, y) ∈ U N × Y N as
Since {T (k,j k ) } ∞ k =1 is strictly increasing, (u t , y t ) is well defined for all t ∈ N. By item iii) of Ψ [see (34)], (u, y) (41) satisfies (u, y) ∈ P .
Letŷ t be the output ofŜ when the input-output pair (u, y) of P is defined in (41). By (39), we haveŷ t =ŷ (k,j k ) t , t = T (k,j k ) , for all k ∈ Z + . By (38a) and (41), we havê
By Lemma 3, P is not weakly output observable.
Proof (Theorem 6): We first construct an input-output segments Ψ of system (3) and then show that Ψ is unobservable.
Given a system (3), assume that the hypotheses in Theorem 6 are satisfied. Let T ≥ 2 be a large integer to be determined later; iteratively define initial states {{x (k,j ) 0
as follows:
is defined for all k ∈ Z + and j ∈ {1, . . . , 2 k }.
Next, define input segments {{{u (k,j ) t } kT t=0 } 2 k j =1 } ∞ k =1 of system (3) as: For k = 1, j = 1, 2, let
and for all k ≥ 2, j = 1, 2, . . . , 2 k −2 , let
Then, u (k,j ) t is defined for all k ∈ Z + , j ∈ {1, . . . , 2 k }, and t ∈ {0, . . . , kT }. Note that in the above construction, T (k,j ) = kT for every j ∈ {1, . . . , 2 k }.
With initial states and input sequences constructed as in (42) and (43), respectively, let y (k,j ) t be the quantized output of system (3) when u (k,j ) t is applied to its input, and its initial state is x (k,j ) 0 . Consequently, the input-output segments Ψ:
is well defined. In the following, we will show that the constructed Ψ (44) satisfies items i)-iii) in Theorem 5, and therefore, the system is not weakly output observable. Toward this end, we start with making an observation about the constructed initial states and input sequences.
Particularly, x for every k ≥ 2 and j ∈ {1, . . . , 2 k }. In the above, "α (k,j ) l " is simply a binary coefficient defined as α (k,j ) l = 0, if 0 ≤ (j − 1) mod (2 k −l+1 ) < 2 k −l + 1 2 1, otherwise.
(46) The derivation of (45) is rather straightforward, and the details are given in the Appendix. Now, we are ready to show that with a proper choice of T ∈ Z + , the constructed Ψ (44) satisfies items i)-iii) in Theorem 5.
Let {j k } ∞ k =0 be an arbitrary sequence that satisfies j 0 = 1 and j k ∈ {2j k −1 − 1, 2j k −1 }. Let j k = j k − (−1) j k , recalling (43), we have T (k,j k ) = T (k,j k ) = kT , and u (47) the same argument for the derivation of item i, we can show that if the choice of T satisfies (48)-(52), then
Consequently, y t = y (k,j k ) t , (k − 1)T < t ≤ kT . Therefore, (u, y) satisfies (33). Noting that (u, y) ∈ P (3), we conclude that Ψ (44) satisfies item iii) in Theorem 5.
Finally, we wrap up the derivation of Theorem 6. Let T ≥ 2 be such that (48)-(52) are satisfied; then, the Ψ constructed in (44) satisfies the hypotheses in Theorem 5; consequently, system (3) is not weakly output observable.
Proof: (Corollary 1) Next, we show that system (3) is not asymptotically output observable. For any observerŜ, there is (u, y), which corresponds with the initial state s (54) and the input u (55), such that for all k ∈ Z + ,ŷ t = y t , t = kT. Let δ = min{ y 1 − y 2 : y 1 = y 2 , y 1 , y 2 ∈ Y}, and define γ = δ 2 u * > 0. For any N ∈ Z + and N ≥ 2, N T t=T +1 y t −ŷ t − γ u t = N k =2 ( kT t=(k −1)T +1 ( y t −ŷ t − γ u t )). Recalling (45b) and (55),
Since U, Y are finite sets, T t=0 y t −ŷ t − γ u t is finite, and consequently, sup T ≥0 T t=0 y t −ŷ t − γ u t = ∞. By definition, γ = δ 2 u * > 0 is not an observation gain bound of system (3). Recalling Definition 1, we see that for any γ ∈ R ≥0 , if γ < γ, then γ is not an observation gain bound. Recalling (8) , we see that the O-gain γ * of system (3) satisfies γ * ≥ γ > 0. Recalling Definition 3, system (3) is not asymptotically output observable.
VI. CONCLUSION AND FUTURE WORK
We motivate and propose three notions of output observability for systems over finite alphabets. We characterize these notions by deriving necessary conditions and sufficient conditions for output observability of a class of systems, formulated in terms of the system parameters including the dynamics of the underlying LTI system and the discontinuous points of the quantizer. Future work will aim to bridge the gap between necessity and sufficiency, to further examine what is fundamentally lost when candidate observers are restricted to finite memory, to explore links between this research direction and lcomplete approximations, and to pursue hybrid system control design approaches inspired by the present results.
