Abstract In this paper, we present another combinatorial proof for the result of Zagier and Stanley, that the number of n-cycles ω, for which ω(12 · · · n) has exactly k cycles is 0, if n − k is odd and
Introduction
Let S n denote the group of permutations, i.e. the group of bijections from [n] = {1, . . . , n} to [n] , where the multiplication is the composition of maps. We shall discuss the following two representations of a permutation π on [n]: two-line form: the top line lists all elements in [n], following the natural order. The bottom line lists the corresponding images of the elements on the top line, i.e. π = 1 2 3 · · · n − 2 n − 1 n π(1) π(2) π(3) · · · π(n − 2) π(n − 1) π(n) .
cycle form: regarding π as a cyclic group, we represent π by its collection of orbits (cycles). The set consisting of the lengths of these disjoint cycles is called the cycle-type of π. We can encode this set into a non-increasing integer sequence λ = λ 1 λ 2 · · · , where ∑ i λ i = n, or as 1 a 1 2 a 2 · · · n a n , where we have a i cycles of length i. A cycle of length k will be called a k-cycle. A cycle of odd and even length will be called an odd and even cycle, respectively. It is well known that all permutations of a same cycle-type form a conjugacy class of S n . Zagier [18] and Stanley [14] studied the following problem: how many permutations ω from a fixed conjugacy class of S n such that the product ω(12 · · · n) has exactly k cycles?
Both authors employed the character theory of the symmetric group in order to obtain certain generating polynomials. Then, by evaluating these polynomials at specific conjugacy classes, Zagier obtained an explicit formula for the number of rooted one-face maps (i.e., the conjugacy class consists of involutions without fixed points), and both, Zagier as well as Stanley obtained the following surprisingly simple formula for the conjugacy class n 1 : the number of ω for which ω(12 · · · n) has exactly k cycles is 0 if n − k is odd, and is otherwise equal to 2C(n+1,k) n(n+1) where C(n, k) is the unsigned Stirling number of the first kind, i.e., the number of permutations on [n] with k cycles. Stanley asked for a combinatorial proof for this result [14] . Such proofs were later given in [6] and in [3] . In this paper, we will give another combinatorial proof, using the framework of plane permutations.
This paper is organized as follows: in Section 2, we introduce plane permutations. Basic concepts and properties related to plane permutations are presented there. In particular, we discuss a natural transposition action on plane permutations. This transposition action provides crucial information on how plane permutations having the same diagonal (defined later) organize which will be useful to obtain some recurrences. Furthermore, the transposition action on plane permutations motivates a new framework to study various distance problems of permutations which will be presented in a subsequent paper [5] . In Section 3, we present our proof for the result of Zagier and Stanley mentioned above. To this end, we study exceedances of plane permutations and obtain some recurrences. In particular, we combinatorially prove a new recurrence (although somehow implied in existing results) satisfied by the unsigned Stirling numbers of the first kind. In section 4, we refine a recurrence which is satisfied by the numbers counting one-face hypermaps and was recently obtained in Chapuy [2] by counting bipartite unicellular maps, where a kind of "reflection principle" argument is essential. Given s = (s 0 s 1 · · · s n−1 ), a plane permutation p = (s, π) can be represented by two aligned rows:
Indeed, D p is determined by the diagonal-pairs (cyclically) in the two-line representation here, i.e., D p (π(s i−1 )) = s i for 0 < i < n, and D p (π(s n−1 )) = s 0 . For convenience, we always assume s 0 = 1 in the following. In a permutation π, i is an exceedance iff i < π(i) and an anti-exceedance, otherwise. Note that s induces a partial order < s , where a < s b if a appears before b in s from left to right (with the left most element s 0 = 1). These concepts then can be generalized for plane permutations as follows Definition 2 For a plane permutation p = (s, π), an element s i is called an exceedance of p if s i < s π(s i ) and an anti-exceedance, if s i ≥ s π(s i ).
In the following, we mean by "the cycles of p = (s, π)" the cycles of π and any comparison of elements in p references < s .
Obviously, each p-cycle, contains at least one anti-exceedance as it contains a minimum, s i , for which π −1 (s i ) will be an anti-exceedance. We call these trivial anti-exceedances and refer to a non-trivial anti-exceedance as an NTAE. Furthermore, in any cycle of length greater than one, its minimum is always an exceedance.
Let Exc(p) and AEx(p) denote the number of exceedances and anti-exceedances of p, respectively. For D p , the quantities Exc(D p ) and AEx(D p ) are defined in reference to < s .
Lemma 1 For a plane permutation
Proof By construction of the diagonal permutation D p , we have
Note that s n−1 is always an anti-exceedance of p since s n−1 ≥ π(s n−1 ) and that π(s n−1 ), is always an anti-exceedance of 
whence the proposition. ⊓ ⊔ Remark. Proposition 1 seems not immediately clear without using Lemma 1.
Proposition 2 For a plane permutation
Proof In view of s = D p π, the parity of both sides are equal. Since a k-cycle can be written as a product of k − 1 transpositions, the parity of the LHS is the same as n − 1 while the parity of the RHS is the same as (n −C(π)) + (n −C(D p )), whence the proposition. ⊓ ⊔ 
Given a plane permutation
Note that the bottom row of the two-row representation of (s h , π h ) is obtained by transposing the blocks [π(
] of the bottom row of (s, π). In this particular case, we denote the sequence h as (i, j, j + 1, l) for short and refer to χ h a transpose.
For general h, we observe that the two-row form of (s h , π h ) is obtained by rearranging the diagonal-pairs of (s, π). As a result, we observe
, and
We shall proceed by analyzing the induced changes of the π-cycles when passing to π h . By Lemma 2, only the π-cycles containing s i−1 , s j , s l will be affected.
Lemma 3 Let
Then there exist the following six scenarios for the pairs (π, π h ):
Proof We shall only prove Case 1 and Case 2, the remaining four cases can be shown analogously. For Case 1, the π-cycles containing s i−1 , s j , s l are
Lemma 2 allows us to identify the new cycle structure by inspecting the critical points s i−1 , s j and s l . Here we observe that all three cycles merge and form a single π h -cycle
For Case 2, the π-cycle containing s i−1 , s j , s l is
We compute the π h -cycles containing s i−1 , s j and s l in π h as
whence the lemma. ⊓ ⊔ If we wish to express which cycles are impacted by a transpose of scenario k acting on a plane permutation, we shall say "the cycles are acted upon by a Case k transpose".
Definition 3
Two plane permutations (s, π) and (s ′ , π ′ ) are equivalent if there exists a permutation α such that
For two equivalent plane permutations p = (s, π) and p ′ = (s ′ , π ′ ), we have s = s ′ if and only if π = π ′ . Clearly, the equation αs ′ α −1 = s = s ′ restricts α to be a shift within the n-cycle s ′ and the latter has to be trivial due to α(1) = 1.
Lemma 4 For two equivalent plane permutations
Proof Assume s = αs
Since conjugation by α is equivalent to relabeling according to α, a < s ′ b implies α(a) < s α(b). Therefore, an exceedance of p ′ will uniquely correspond to an exceedance of p, whence the lemma. ⊓ ⊔ Let U D denote the set of plane permutations having D as diagonals for some fixed per-
Then, the number |U D | enumerates the ways to write D as a product of an n-cycle with another permutation. Or equivalently, assuming D is of cycle-type λ , in view of
where γ is unique if γ(1) = 1, |U D | is also the number of factorizations of (12 · · · n) into a permutation of cycle-type λ and another permutation, i.e., rooted hypermaps having one face. A rooted hypermap is a triple of permutations (α, β 1 , β 2 ), such that α = β 1 β 2 . The cycles in α are called faces, the cycles in β 1 are called (hyper)edges, and the cycles in β 2 are called vertices. If β 1 is an involution without fixed points, the rooted hypermap is an ordinary rooted map. We refer to [1, 2, 4, 7, [9] [10] [11] [12] [15] [16] [17] and references therein for an in-depth study of hypermaps and maps. Plane permutations are, in a sense, just a new way to represent one-face hypermaps. However, unlike the pure compact algebraic representation (i.e., triple of permutations) as well as "pure" graphic representations of hypermaps, plane permutations are kind of half algebraic, half graphic representation. So, there are some advantages to deal with this new representation.
As a quick application, we prove the cornerstone, i.e., the trisection lemma, in Chapuy [2] [2] , the concepts of up-step, down-step and trisection of one-face maps were defined. These concepts are respectively the same as exceedance, anti-exceedance and NATE of plane permutations whose diagonals are involutions without fixed points. Then, the trisection lemma can be restated as follows: This can be easily seen in the following way: given a rooted one-face map p = (s, π), D p has always n exceedances and n anti-exceedances irrespective < s since it is an involution without fixed points. Then, by Lemma 1, p has n + 1 anti-exceedances. Therefore, p has (n + 1) − (n + 1 − 2g) = 2g NATEs since π has n + 1 − 2g cycles.
Another combinatorial proof for Zagier and Stanley's result
Aside from a recurrence satisfied by the number of one-face maps, a recurrence to count the so called bicolored bipartite maps with one face was also obtained in Chapuy [2] . However, there is a bijection between rooted hypermaps with one face and the bicolored bipartite maps with one face given by Walsh [16] . Hence, the latter recurrence can be viewed as a recurrence to count the number of rooted one-face hypermaps. Reformulating it in terms of plane permutations, we have 
Remark. From Proposition 2, if k + l has different parity other than n − 1, then ξ l,k (n) = 0. Note that the number ξ 1,k (n) is exactly the answer to Zagier and Stanley's problem for the conjugacy class n 1 . It is natural to take a close look at what ξ 1,k (n) is, that is, we have
Proof For l = 1 in Eq. (5), we have
We compute the second term on the RHS of the above equation as
Indeed, ξ j,k counts factorizations of a given permutation D with k cycles into an n-cycle s and a permutation π −1 with j cycles, i.e., D = sπ −1 . As discussed before, ξ j,k is also the number of factorizations (12 · · · n) = D ′ π ′ , where D ′ is a permutation with k cycles while π ′ is a permutation with j cycles. Furthermore, if n − k is even, i.e., k and n − 1 have different parity, Proposition 2 implies that (12 · · · n) can be only factorized into a permutation with k cycles and a permutation with j cycles for some odd j. Therefore, summing over all these odd indices, j, is equivalent to ranging D ′ over all permutations having k cycles, whence
Next, our idea to prove Zagier and Stanley's result is to combinatorially show that the numbers 2 n(n+1) C(n + 1, k) satisfy the same recurrence as ξ 1,k (n), i.e., Eq. (6), and that 2 n(n+1) C(n + 1, k) = ξ 1,k (n) for n ≥ 1. To this end, we study the statistics of anti-exceedances and exceedances of permutations via the framework of plane permutations. At first, we shall enumerate plane permutations in U D having k cycles and a exceedances, where D is of cycle-type λ .
Lemma 6
Let C 1 and C 2 be two π-cycles of (s, π) such that min{C 1 } < s min{C 2 }. Suppose we have a Case 2 transpose on C 2 , splitting C 2 into the three π h -cycles C 21 ,C 22 ,C 23 in (s h , π h ). Then min{C 1 } < s h min{min{C 21 }, min{C 22 }, min{C 23 }}.
Proof Note that any Case 2 transpose on the cycle C 2 will not change the cycle C 1 . Furthermore, it will only impact the relative order of elements larger than min{C 2 } whence the proof. ⊓ ⊔ Let Y 1 denote the set of pairs (p, ε), where p ∈ U D has b cycles and ε is an NTAE in p. Let furthermore Y 2 denote the set of p ′ ∈ U D in which there are 3 labeled cycles among the total b + 2 p ′ -cycles and finally let Y 3 denote the set of plane permutations p ′ ∈ U D where there are 3 labeled cycles among the total b + 2 p ′ -cycles and a distinguished NTAE contained in the labeled cycle that contains the largest minimal element.
We will show |Y 1 | = |Y 2 | +|Y 3 | for any D by establishing a bijection for hypermaps based on Case 1 and Case 2 of Lemma 3. This bijection is motivated by the gluing/slicing bijection of Chapuy [2] for maps (i.e., D is restricted to be an involution without fixed points). In fact, Case 1 corresponds to the gluing operation and Case 2 corresponds to the slicing operation. The slight difference is that in [2] , operations were defined on vertices of maps first, then the corresponding transformations on the boundary were analyzed, while in this paper it is more natural to study the transposition action on the boundary (i.e., face) first and all possible transformations on vertices are immediately clear as in Lemma 3. Furthermore, after generalizing the trisection of maps to the NTAE of hypermaps, another observation is that the gluing/slicing bijection has nothing to do with the cycle-type of the diagonal, i.e., it works for any type of diagonal instead of involution without fixed points as in maps. Therefore, based on a similar but simpler argument we have
Proposition 4 For any D, |Y
Proof Given (p, ε) ∈ Y 1 where p = (s, π). We consider the NTAE ε and identify a Case 2 transpose χ h , h = (i, j, j + 1, l) as follows: assume ε is contained in the cycle
where 
Then, s i−1 < s h s l < s h s j . According to Lemma 3, s i−1 , s j , s l will be contained in three distinct cycles of π h , namely
). ). We find two scenarios:
It is clear that
We claim that in this case there is a bijection between the pairs (p, ε) and the set Y 2 . It suffices to specify the inverse: given an Y 2 -element, p ′ = (s ′ , π ′ ) with three labeled cy-
) we consider a Case 1 transpose determined by the three minimum elements,
in the respective three cycles. This generates a plane permutation (s, π) together with a distinguished NTAE, ε, obtained as follows: after transposing, the three cycles merge into
where
are by construction larger than s ′ l w.r.t. < s ′ and these elements will not be moved by the transpose, u l
The following diagram illustrates the situation
. Since by construction, ε ∈ ]s l , s n ] in s, it will not be impacted by the transposition and we have s j < s h ε. Therefore, ε persists to be a NTAE in p h . We furthermore observe
} > s h s l is due to the fact that, in s, we have
} will be larger than s l following < s h . We claim that there is a bijection between such pairs (p, ε) and the set Y 3 . To this end we specify its inverse: given an element in Y 3 , p ′ = (s ′ , π ′ ) with three labeled cycles (s This completes the proof of the proposition. ⊓ ⊔ Combining Lemma 6 and Proposition 4, we can conclude that each plane permutation in U D with k cycles and a distinguished NTAE is in one-to-one correspondence with a plane permutation in U D having 2i + 1 labeled cycles among its total k + 2i cycles for some i > 0.
Let p λ k (n) denote the number of p ∈ U D having k cycles and for which D p is of cycletype λ . Let p λ a,k (n) denote the number of p ∈ U D , where p has k cycles, Exc(p) = a and D p is of type λ .
Proof Using the notation of Proposition 4 and recursively applying Lemma 6 as well as Proposition 4, we have
whence the theorem. ⊓ ⊔ Remark. The exact number of terms on the RHS of Eq. (8) depends on the cycle-type λ , i.e., some of terms p λ x (n) are actually 0. Now, we will relate the obtained results in terms of exceedances of plane permutations and exceedances of (ordinary) permutations. Let p = (s, π) ∈ U D , where p has a exceedances and k cycles. Assume γsγ −1 = ε n = (12 · · · n) and γ(s 0 ) = 1. Then, the plane permutation (ε n , γπγ −1 ) has a exceedances and k cycles according to Lemma 4. Furthermore, its diagonal is equal to γDγ −1 which is of cycle-type λ . Obviously, exceedances of a plane permutation of the form (ε n , π) is the same as exceedances of the ordinary permutation π.
Observation: viewing ordinary permutations π as plane permutations of the form (ε n , π) provides a new way to classify permutations, i.e., by the diagonals. The number of permutations having k cycles and a exceedances, and the diagonals of which are of cycle-type λ , is p λ a,k (n). Then, ranging over all possible diagonals, we obtain the number of permutations that contain a exceedances and k cycles. Thus, we have 
In particular, p 0,n (n) = 1,
Proof Based on the discussion above on the relation between plane permutations and ordinary permutations, we have
Note, in the summation, for each λ , we consider only one fixed D of cycle-type λ . Then, summing over all possible cycle-types on both sides of Eq. (8) gives the corollary. ⊓ ⊔ Clearly, we have ∑ a p a,k (n) = C(n, k) and furthermore ∑ a ap a,k (n) counts the total number of exceedances in all permutations with k cycles. Hence, reformulating Eq. (9), we have the following corollary:
Corollary 3 The total number of exceedances in all permutations on [n] with k cycles is given by
However, it is easy to compute the total number of exceedances as shown below.
Proposition 5
The total number of exceedances in all permutations on [n] with k cycles is n 2 C(n − 1, k). Proof Note the total number of exceedances in all permutations on [n] with k cycles is equal to the total number of the set X of permutations π on [n] with k cycles and with one pair (i, π(i)) distinguished, where i is an exceedance in π. Let Y denote the set of pairs (τ, α), where τ is a subset of [n] having 2 elements and α is a permutation on [n − 1] having k cycles. We will show that there is a bijection between X and Y . Given (π, (i, π(i))) ∈ X, we obtain (τ, α) ∈ Y as follows: set τ = {i, π(i)} and
. Now we obtain α from α ′ by substituting x − 1 for every number x > π(i). Conversely, given (τ, α) ∈ Y , where τ = {a, b} and a < b. Define α ′ from α by substituting x + 1 for every number x ≥ b. Next we define π from α ′ in the following way: 
Theorem 2 For n
Although the recurrence just above is implied in a joint consideration of Theorem 3 as well as Zagier and Stanley's result, to the best of our knowledge, this is the first time that it is explicitly stated and combinatorially proved.
Reformulating Eq. (11), we obtain 2C(n + 1, k) n(n + 1)
Comparing Eq. (5) and Eq. (12), we observe that 2 n(n+1) C(n + 1, k) and ξ 1,k (n) satisfy the same recurrence. Furthermore, the initial value ξ 1,n (n) is equal to the number of different ways to factorize an n-cycle into an n-cycle and a permutation with n cycles. Since only the identity map has n cycles, we have ξ 1,n (n) = 1. On the other hand, C(n + 1, n) is the number of permutations on [n+1] with n cycles. Such permutations have cycle-type 1 n−1 2 1 . It suffices to determine the 2-cycle, which is equivalent to selecting 2 elements from [n + 1]. Therefore, the initial value 
Remark. Proposition 2 implies that ξ 1,k (n) = 0 if n − k is odd.
A refinement of Proposition 3
In the following we study Theorem 1 in more detail. Based on a "reflection principle" argument, we eventually clear the parameter a so that a refinement of Proposition 3 is obtained. Let µ, η be partitions of n. We write µ ✄ 2i+1 η if µ can be obtained by splitting one η-block into (2i + 1) non-zero parts. Let furthermore κ µ,η denote the number of different ways to obtain η from µ by merging ℓ(µ) − ℓ(η) + 1 µ-blocks into one, where ℓ(µ) and ℓ(η) denote the number of blocks in the partitions µ and η, respectively.
Let U η λ denote the set of plane permutations, p = (s, π) ∈ U D , where D has cycle-type λ and π has cycle-type η.
α −1 , D −1 has n − 1 − a strict anti-exceedances w.r.t. < s . However, following the linear order s = s 0 s n−1 s n−2 · · · s 1 , any strict anti-exceedance w.r.t. < s of D −1 the image of which is not s 0 , will become an exceedance. There are two situations: if there exists a non-strict antiexceedance having s 0 as image, i.e., s 0 is a fixed point, D −1 has n − 1 − a exceedances; if s 0 is not a fixed point, the strict anti-exceedance having s 0 as image remains as a strict antiexcceedance in D −1 . Furthermore, s 0 must be an exceedance of D −1 (w.r.t. < s ), and it remains to be an exceedance w.r.t. <ŝ. In this case, there are also (n−1−a−1) +1 = n−1−a exceedances in D −1 . Thus, the claim follows.
Therefore,
Analogously, summing over all η with ℓ(η) = k and λ with ℓ(λ ) = l, we can eventually obtain Proposition 3.
