Recently, path tracing has gained interest for real-time global illumination since it allows to simulate an unbiased result of the rendering equation. However, path tracing is still too slow for real-time applications and shows noise when displayed at interactive frame rates. The radiance of a pixel is computed by tracing a path, starting from the eye and connecting each point on the path with the light source. While conventional path tracing uses the information of a path for a single pixel only, we demonstrate how to distribute the intermediate results along the path to other pixels in the image. We show that this reprojection of an eye path can be implemented efficiently on graphics hardware with only a small overhead. This results in an overall improvement of the whole image since the number of paths per pixel increases. The method is especially useful for many indirections, which is often circumvented to save computation time. Furthermore, instead of improving the quality of the rendering, our method is able to increase the rendering speed by reusing the reprojected paths instead of tracing new paths while maintaining the same quality. Our solution remains the correct solution of the rendering equation up to a user-defined discretization threshold. This is the author's version of the paper. The ultimate version has been published in the GRVR 2011 conference proceedings.
Introduction
Solving the rendering equation in real-time is still an open problem in computer graphics. Many real-time methods exist for global illumination, mostly implemented on the GPU, that display only approximations. In contrast to this, path tracing is a Monte Carlo technique to compute an unbiased estimate of the rendering equation. There is a current trend to use path tracing for interactive global illumination as well. However, path tracing is still too slow for real-time applications and shows noise when displayed at interactive frame rates. To improve this, we introduce a method that reduces the noise in the image by re-using information computed along a path for other pixels in the image. While conventional path tracing computes a path for a single pixel only, we show how to reproject the radiance computed at each point along the path into the image. This reprojection of a path can be efficiently implemented on graphics hardware with only a small overhead (see Fig. 1 ). 
Related Work
Recursive ray tracing, the first algorithm to accurately simulate perfectly specular reflection, refractions, and shadows based on geometric optics was presented by Whitted [21] . Cook et al. [4] proposed to stochastically distribute the directions of the rays over space and time allowing the computation of non-singular effects like depth of field, soft shadows, motion blur, and glossy reflections. Introducing the rendering equation, Kajiya [11] provided a common mathematical basis to derive rendering methods from. In the same publication, path tracing was proposed to simulate all possible light paths. Starting from the eye, the rendering equation is recursively solved by generating a random path to the light sources applying Monte Carlo sampling.
To reduce the noise of path tracing simulations, important advancements like bidirectional path tracing [12, 18] , starting paths from the light sources as well, were presented. By randomly modifying existing paths, Metropolis light transport (MLT) [18] effectively handles complicated light paths. Combining MLT mutation strategies with path tracing was done in [3] . Another approach to increase the efficiency of Monte Carlo methods involves storing illumination information in an intermediate data structure. Arvo [1] and Heckbert [9] proposed to accumulate energy from an initial light pass in textures, introducing a discretization error. By storing flux from a light pass in a multi-dimensional search tree, Jensen [10] introduced photon mapping, achieving the decoupling of illumination from the underlying geometry. While providing a re-usable, view-independent solution to simulate global illumination, photon mapping is prone to bias. Post-processing filters can be applied to reduce the noise in the image, e.g. [5] . While these filters create visually pleasing images, they often remove small details and introduce bias to the rendering.
Besides aiming for higher quality, ray tracing research focused on increasing the rendering performance in the last decades. Initial publications relied on distributing the workload on parallel supercomputers [13] . The development of faster acceleration data structures and traversal techniques especially in the context of SIMD instruction sets and multi-threading enabled interactive frame rates on desktop computers [7] . An overview on real-time ray tracing based on the CPU is given in [19] . With the advent of CUDA, a number of approaches to efficiently port ray tracing to the GPU [15, 14] have been suggested.
Several approaches deal with reusing paths to reduce noise and computation time. Bekaert et al. [2] reuse paths by combining the path of one pixel with the start point of a neighboring pixel. This approach reduces the noise in the image, but artifacts like clusters of bright pixels can appear in the image, which was further addressed by Xu and Sbert [22] . In contrast to our approach, no reprojection of a path to a spatially different pixel is used here. Path reprojection is also used in bidirectional path tracing [12] , where the light path is directly reprojected into a so-called light image. We extend this reprojection to a reprojection of the eye path, complementing the set of possible combinations of light and eye paths. Yue et al. [23] pre-compute paths with an arbitrary starting point and connect them to the light source for rendering. Walter et al. [20] show how to reproject illuminated points for a moving camera. Sbert et al. [16] and Szeczi et al. [17] reuse paths for light animations. Here paths can be reused in case of a moving light source since most of them remain valid if the movement of the light source is small. Furthermore, the starting point of a path can be reused by different pixels of several frames in an animation rendering [6, 8] . These methods only reuse the complete path for different frames, whereas our method is capable of reusing every point along a path for spatially varying pixels.
Our Approach
Our method is a GPU-assisted extension of path tracing. To describe our approach, we first review standard path tracing.
Path Tracing
To synthesize images applying path tracing, a set of measurements of the incident radiation on a virtual twodimensional image plane has to be computed from a welldefined perspective. The average radiance L p incident to the pth picture element with area A p on the image plane equals where L i is the incident radiance at point q from direction ω q , given by the optical path within the receiving aperture. To solve the integral, the Monte Carlo method is applied to generate M sample positions q s from a probability density function pdf(q s ) over the surface of the pixel:
In the context of path tracing, the incident radiance L i is more conveniently expressed in terms of exitant radiance using the geometrical invariance. The exitant radiance for a point x n is given by
where f (x n , ω o , ω i ) is the bidirectional reflectance distribution function at x n for the incoming direction ω i and outgoing direction ω o while θ is the angle between the receiver normal and ω i . To efficiently compute L n,o (x n , ω o ), Monte Carlo integration is applied splitting the integral into the sum of direct and indirect lighting. As is customary, the direct illumination L n,d (x n , ω o ) is computed by expressing the hemispherical integral in Eq. 2 as an integral over the surface of the light sources and the indirect illumination L n,id (x n , ω o ) by choosing a single direction ω s using importance sampling of the BRDF
Thus, a path (x 1 , .., x N ) is generated recursively, starting at the first intersection of the eye ray. Without introducing bias, the random path is terminated with a probability of 1 − r, r ∈]0, 1] applying Russian roulette. Once the recursion is stopped, the computed values for L n,o are propagated backwards along the path contributing to picture element p (see Fig. 2 ). Computing M different paths effectively solves Eq. 1.
Eye Path Reprojection
The basic idea of our method is to reuse the L n,o values collected along a path for other pixels. Suppose we have a path (x 1 , .., x N ), starting from the eye for a pixel p. In conventional path tracing we only compute L 1,o for p and discard the intermediate values L 2,o , ..., L N,o . However, along the path, we computed the radiance L n,o for each of the points x n . If we reproject a point x n on a diffuse surface to a point q m on the image plane (contributing to another pixel p j ), we get an additional measurement L pj (see Eq. 1), arising from a path of length N + 1 − n:
Here, pdf(q m ) is the density function that describes the distribution of the reprojected samples over the area of the pixel p j . Since this distribution is initially unknown, we assume a uniform distribution here. The radiance L pj corresponds to a path which starts at the light source, propagates in descending order to x n , and finally redirects towards the viewer. In this way, a measurement for pixel p j can be obtained with only a single intersection test for the reprojection and no new path computation is required (see Fig. 2 ). Please note that Russian roulette is necessary to acquire an unbiased image, especially since the path lengths N + 1 − n can vary significantly around the average of ≈ N/2. Otherwise, the reprojection image will be darker due to the shorter path length. The final measurement for each pixel is then computed as the weighted sum of the M path tracing samples (see Eq. 1) and the total number of M reprojection samples arising from Eq. 3.
GPU Reprojection
Instead of tracing a ray to test if a reprojected point is visible inside the image, occlusions can be determined with the GPU applying a simple depth comparison operation (Fig. 3) . We first generate a deep framebuffer that contains the 3D position and normal for each pixel. During path generation, each point x n (n = 2..N ) is placed inside a Vertex Buffer Object (VBO) with its radiance estimate as pixel color. The reprojection is performed by drawing the VBO as a set of points with an occlusion test enabled that discards all points which are not approximately inside the plane defined by the pixel position and normal (see Fig.  4 ). This is more accurate than a simple depth comparison. The GPU thus performs the reprojection, clipping, and the occlusion test. For all visible points, a fragment shader accumulates the reprojected radiance L pj (Eq. 3), and counts the number M of reprojections that occur for each pixel to correctly normalize the accumulated radiance. Each pixel (4) is then composed of the original path tracing image and the reprojection image. All CPU steps are shown in yellow, the GPU steps are shown in blue. The GPU operations require only a small overhead. For proper anti-aliasing, the reprojection is performed on a higher resolution and downsampled before it is combined with the path tracing image. in the final image is then composed of the M original paths and the M reprojected paths. For anti-aliasing, the reprojection image is computed on a higher resolution and downsampled before it is combined with the path tracing image (for details see Sec. 4.2).
Since the GPU memory is limited, there is an upper bound for the size of the VBO. We therefore run our method progressively: After one path per pixel is generated, the VBO is reprojected and combined with the path tracing image. Then the process is repeated and the path tracing starts again. To save memory, we do not store normals for each point, although they could be included to detect backfacing points.
Pixel Skipping
Instead of improving the quality of an image, path reprojection can also be applied to significantly reduce the rendering time. If we aim at generating at least P samples per pixel and the reprojection already generated M samples for a pixel, we only need to trace P − M conventional paths for the respective pixel. Furthermore, we can skip To verify whether a sample point is valid, we compute the distance to the plane at the pixel center. Point x 1 is correctly rejected, because it is behind the plane. The points x 2 , x 3 and x 4 are correctly accepted, because they are all located inside the depth tolerance region . Point x 5 is also accepted, because it is inside the region, but in fact it is occluded. Point x 6 is visible inside the pixel, but rejected because it is outside the tolerance region. The misclassifications for x 5 and x 6 cannot be resolved at this image resolution. Using a higher resolution reduces the problems. pixels entirely if enough reprojected paths are available. During rendering, the path tracer checks for each pixel if the conventional eye paths plus the reprojected paths M exceed P . In that case, no new paths must be created for this pixel and the computation time can be saved. As there are still at least P paths generated per pixel, we maintain an appropriate quality for the final rendering.
Results and Discussion
We tested our algorithm with a set of test scenes, which are shown in Fig. 5 . The scenes are of varying size and demonstrate the strengths and weaknesses of our approach. For each scene, we show the original path tracing image, the reprojection image and the combined image. Additionally, statistic images show the distribution of reprojected samples.
The reprojection adds new information to the image. For a path of length N , we may end up in N −1 sub-paths of shorter length that can be used for other pixels. Effectively, we use intermediate results from one path of a pixel for other pixels, but the image remains unbiased up to a userdefined discretization error. In the worst case, all N − 1 points x n are outside the viewing frustum or occluded and do not improve the image.
For our results we used a 512 2 image resolution and a 2048 2 reprojection resolution. Russian roulette started after 8 intersections and terminated the paths with a probability of 0.1. With a quad-core CPU and an NVIDIA 8800GTX GPU, it takes approximately 1 second to reproject 45 million samples. Please note that these samples contain the information of incoherent paths, which is often the reason for slowdown.
The Conference Room is a good example for our technique since this is a closed scene and most parts of it are visible. Most improvements can be observed in the distant regions, because many reprojected samples fall within one pixel. In contrast, nearby regions are only slightly improved and the combined image is almost identical to the path tracing image. Note also the improved soft shadows of the area lights since the direct lighting contribution is explicitly sampled for each reprojected intersection point.
In the textured Sponza scene, the viewer is located such that about half of the scene is inside the viewing frustum. Consequently, approximately every second point is outside the viewing frustum. Additionally, many points inside the viewing frustum are hidden behind the columns, finally only each fifth sample contributes to the reprojection image. The overall improvement is therefore smaller than in the Conference Room. A worst-case scenario for the reprojection would be a viewer who is directly located in front of a wall inside a large hall.
Pixel Skipping
Pixel skipping is additionally used in Fig. 6 to significantly reduce the rendering time. The leftmost image is a conventional path tracing image, the second image to the left combines reprojection and path tracing using pixel skipping. Due to the reprojection, only one half of the eye paths are required for an overall similar image quality. Since the total rendering time highly depends on the number of eye paths, pixel skipping leads to a significantly lower computation time. In this example, the rendering time could be reduced to one half.
Anti Aliasing
If the same resolution is used for the path tracing and reprojection image, we get several misclassified samples since a planar surface is assumed inside a pixel. Therefore, edges appear aliased since a pixel contains several polygons with different planes and many samples are erroneously rejected. A better image quality can be achieved with a high resolution reprojection image. Afterwards, a downsampling is required to combine the reprojection image with the path tracing image. Fig. 7 shows reprojections with different resolutions.
The GPU rendering time is only slightly affected by these modifications: Some additional time is required to render the deep framebuffer at a higher resolution and for the downsampling render pass. In contrast to path tracing requiring at least seconds to converge, only some milliseconds are required for the GPU for these additional steps. The time for rendering the VBO point set is not affected by the higher resolution. On current GPUs, the upper limit for the reprojection image is 8192
2 . For high resolution path A total number of 60.9M samples were reprojected with 34% being accepted, 28% occluded, and 38% culled. The overhead with respect to conventional path tracing amounted to 0.8%. 8 paths per pixel were traced for the Sponza Scene, resulting in 27.9M reprojected samples. 19% of the samples were accepted, 32% were occluded and 49% were outside the viewing frustum and thus culled. Again, the overhead with respect to a conventional path tracing was at 0.7%. Timings are given for an unoptimized CPU path tracer. tracing images, tiling techniques can be used in combination with a geometry shader that directs each point to the corresponding camera.
An important issue is the correct normalization of the reprojection image. The simple solution is to directly apply Eq. 3 for each pixel in the reprojection image, assuming a Figure 7 . Edges in the reprojection image appear aliased using the same resolution as in the path tracing image (left). This happens because only a single depth value is available for each pixel and many valid samples are rejected. AntiAliasing is achieved by downsampling a higher resolution reprojection image (center 2 × 2, right 4 × 4).
uniform distribution of samples inside the pixel. However, we do not know the actual distribution of reprojected samples, and in a few cases this assumption leads to visible artifacts. This mainly affects edges where one of polygons is viewed from a grazing angle. In this case, the sampling density can be very high on this polygon and low in the remaining region. As shown in Fig. 8 , the affected edges may appear aliased and shifted by one pixel. A more reasonable choice at this point is to compute an individual radiance value for each subpixel first, using Eq. 3. The radiance value for the pixel is then computed as the average subpixel radiance. This only assumes a uniform sampling distribution inside the subpixel. Although this is not necessarily correct and subpixels with only a few samples are weighted equally in comparison to already converged subpixels, we did not notice visible artifacts when using at least 4 × 4 subpixels. Since the downsampling requires only sums and averages, fast techniques like mipmapping and separated filters can be used. Figure 8 . Downsampling aliasing problems occur if each sample is weighted equally: As shown in the statistics image, the sampling density is high on top of the box and low on the wall. Therefore, the enlarged edge appears aliased because most of the samples for the average radiance are taken from the top of the box (center). Computing an average radiance value for each subpixel, prior to averaging the radiance of all subpixels reduces the problem (right). The appearance is very similar to the path tracing image shown on the left.
To verify the correctness of our method, we computed a converged image of pure path tracing and the combined image, shown in Fig. 9 . Figure 9 . Left: Converged path tracing image (512 paths per pixel). Center: Converged path tracing image with reprojection (4 × 4 subpixel resolution). Right: Inverted absolute difference image ×10. The differences are more pronounced at the edges due to aliasing artifacts.
Depth Tolerance
When using a high depth tolerance value , more samples are accepted, even those which are not on the plane. Furthermore, occluded samples are also accepted, thus objects may appear transparent, see Fig. 10 for some examples. We found 0.03% of the scene extent to be a good value for . However, even setting = 0 results in an image improvement. To avoid the discretization error, the reprojection can also be implemented on the CPU using a normal ray intersection. This is slower than the GPU-based method but still faster than computing a complete path for a pixel. Figure 10 . When using a high tolerance value , edges at objects may appear transparent (left). In the center image, the tolerance value is correct. The right image shows CPUbased reprojection tracing a visibility ray towards the camera.
Russian Roulette
To obtain a consistent reprojection image, Russian roulette must be applied. Given a path of length N , the reprojected paths have a length of 1..N − 1. Assuming a uniform distribution of reprojections, we get an average path length of ≈ N/2 in the reprojection image. Due to this shorter path length, the reprojection image is slightly darker than the original path tracing image if Russian roulette is omitted. Fig. 11 shows the difference. Figure 11 . The upper half of the images shows the path tracing image, the lower half is the reprojection image. Due to the shorter path length of reprojected samples, the reprojection image can be slightly darker than the original path tracing image (left). Using Russian roulette (right), the reprojection image is unbiased and consistent with the original path tracing image.
The image improvement due to path reprojection largely depends on the path length. If longer paths are generated, the image improvement gets more pronounced as more points are reprojected. Fig. 12 shows a comparison for different path length settings. Figure 12 . The lower half of the images shows the path tracing image, the upper half is the combined result image. For all images, the albedo of the surface was used as the termination probability for Russian Roulette. For the images on the left hand side, Russian Roulette started after 5 intersections, on the right hand side after 10 intersections. The image improvement due to path reprojection increases with longer paths.
Bidirectional Path Tracing
Since we re-use existing paths and do not compute new paths, the problems of original path tracing still remain. This affects the slow convergence in scenes with caustics and multiple bounces of light before the light reaches the eye. Bidirectional path tracing is a technique to overcome these problems, and our method can be applied here as well. The idea of path reprojection is also used in bidirectional path tracing: If the length of the eye path is set to zero, the light path directly reprojects into the image (socalled light image). Our technique corresponds to a light path of length zero and complements the set of possible combinations of light path and eye path, as shown in Fig.  13 . 
Conclusion and Future Work
We demonstrated how a path tracer can use its own intermediate results to improve the image. This is accomplished by reprojecting the radiance collected along each point of the eye paths into the image. This reprojection can easily be implemented on the GPU with only a small overhead.
As future work, we would like to include our reprojection technique into a real-time ray tracing system. It would be interesting to see if the coherence of primary rays is affected by pixel skipping. We did not yet test our method with bidirectional path tracing, environment maps, camera animations and additional image-space filters. All these extensions should work properly.
Glossy materials are still an open problem, since the contribution in the reprojection is very small and the BRDF has to be re-evaluated when re-projecting the point. Here, multiple importance sampling [18] could be applied to combine the conventional and the reprojected samples more efficiently. If the camera sees only a small fraction of a large scene, the number of reprojections can be small. To increase the number of valid reprojected samples, unbiased methods that create paths preferrably inside the viewing frustum would be an interesting extension. Moreover, we think that multi-pass GPU methods could be used to reproject samples for depth of field and motion blur. Due to its high speed and simple implementation, we hope that our method will find its way into many existing path tracing systems.
