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RESUME 
L'industrie des telecommunications sans-fil connait une grande croissance depuis quelques 
annees. Plusieurs nouveaux produits sont proposes aux consommateurs chaque annee. La 
decision de permettre l'utilisation non-licenciee de certaines bandes de frequences a aussi 
favorise le developpement d'une multitude d'equipements sans-fil personnels, tels que les 
reseaux locaux sans-fil (WLAN) a courte portee ou encore les ecouteurs sans-fil. Paral-
lelement, les avancees dans les techniques de prototypage rapide ont contribue a faciliter 
la validation et revaluation de divers algorithmes de communications en augmentant la 
performance des composantes electroniques utilisees et en reduisant le cout associe. Dans 
le cadre de ce memoire, nous faisons la conception theorique et materielle d'un systeme 
de communications sans-fil a bande etroite. Le projet decrit dans ce document est divise 
en deux parties. 
Dans la premiere partie, un systeme complet de communications est developpe et simule 
a l'aide de l'outil de simulation Simulink. Le canal considere est a evanouissement lent 
et non-selectif en frequence. Grace a un controleur de gain automatique (AGC), l'am-
plitude du signal recu est maintenue dans une plage permettant une utilisation efficace 
des convertisseurs anal ogique-numeri que. Un algorithme de detection de trames est uti-
lise pour detecter 1'arrivee des paquets et declencher les boucles de synchronisation. La 
phase et l'amplitude du signal recu sont corrigees avec un filtre adaptatif de type Least 
Mean Square (LMS). L'algorithme de recouvrement d'horloge utilise les transitions entre 
symboles pour estimer le temps d'echantillonnage ideal. La boucle PLL requise pour la 
synchronisation de frequence est basee sur un algorithme utilisant 1'erreur de phase entre 
le symbole regu et le point de la constellation le plus proche. 
Ainsi, ces differents algorithmes sont tout d'abord verifies et valides a l'aide de l'outil Si-
mulink. La performance est evaluee en verifiant le taux d'erreurs binaires pour differents 
niveaux de rapport signal a bruit (SNR). En comparant la performance simulee avec celle 
d'un systeme ideal, nous observons une degradation maximale de 0.3 dB pour des SNR 
allant de 8 dB a 13 dB. 
Vll 
Par la suite, ce systeme est implemente en partie sur une plateforme de prototypage rapide 
de la compagnie Lyrtech Inc. L'implementation effectuee constitue la partie bande de base 
du systeme de communications. Elle permet d'obtenir une idee de la faisabilite et de la 
performance du systeme. Le transmetteur et 1'algorithme de recouvrement d'horloge ainsi 
que le filtre LMS et le bloc de detection de trame ont ete programmes sur la plateforme. La 
calibration des parametres utilises est faite de fa§on heuristique. En general, nous avons 
utilise les valeurs obtenues dans la partie simulation comme point de depart. Les resultats 
obtenus montrent une perte de 0.8 dB par rapport a la courbe theorique et de 0.5 dB par 
rapport a la courbe obtenue par simulation. Des ameliorations pouvant etre apportees au 
systeme sont finalement proposees. 
VU1 
ABSTRACT 
The telecommunications industry is growing fast with several new services being pro-
posed to customers every year. Unlicensed use of part of the frequency spectrum has 
certainly helped in the development of various additional personal communications ser-
vices, ranging from home wireless Local Area Networks (WLAN) to wireless headsets. 
At the same time, hardware prototyping and implementation are increasingly converging 
towards a reasonably affordable reach as well as an improved performance. In this the-
sis, we present the development of a broadband wireless communications system. The 
document is mainly divided in two sections. 
In the first part, a full broadband communications system is developed and simulated using 
Simulink for a slow fading non-selective channel. An automatic gain control (AGC) loop 
is used for power control at the input of the receiver in order to ensure efficient utilization 
of the dynamic range of analog to digital converters. A frame detection algorithm ensures 
the detection of incoming packets so as to trigger synchronization loops. The phase and 
the amplitude errors of the received signal are fine tuned with a Least Mean Square (LMS) 
filter. In addition to this, we have identified timing and frequency inconsistencies as the 
main potential sources of error. An algorithm based on the sign of the half-baud symbol is 
used for timing recovery. Frequency synchronization is accomplished using an algorithm 
based on the sign of the imaginary part of the projection of the incoming data symbols on 
their respective closest constellation points. 
These different algorithms are implemented and simulated for validation. Finally, the per-
formance of the system as a whole is evaluated through the Bit Error Rate (BER) for 
different levels of Signal to Noise Ratio (SNR). Comparison of the achieved performance 
shows that a maximum 0.3 dB power loss compared to Shannon's theoretical limit is 
observed for a signal to noise ratio range from 8 dB to 13 dB. 
This system is meant to be implemented on a rapid prototyping platform solution propo-
sed by Lyrtech Inc. Part of the baseband implementation of the communications system 
follows in order to give a general idea of the feasibility of the project as well as the perfor-
IX 
mance characteristics that can be expected from the communications systems. The clock 
synchronization algorithm together with the LMS filter and frame detection block are 
integrated. Their parameters are heuristically calibrated, usually starting with initial va-
lues obtained from simulation parameters. Results show that there is a 0.8 dB power loss 
compared to Shannon's theoretical limit and a 0.5 dB power loss compared to simulated 
results. Finally, potential improvement and future works are proposed. 
X 
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La vision du sans-fil a beaucoup change depuis le premier deploiement des systemes de 
telephonie cellulaire au debut des annees 1980. Une utilisation fractionnee du spectre de 
frequences avait alors ete consideree comme etant primordiale pour permettre une com-
munication entre utilisateurs avec un minimum d'interferences. De nos jours, plusieurs 
organisations travaillent sur 1'allocation et la reglementation du spectre des frequences. 
Au Canada et aux Etats-Unis, Industrie Canada et la Federal Communications Commis-
sion en sont respectivement responsables. Au niveau global, 1'International Telecommu-
nications Union (ITU) est une agence des Nations Unies qui aide a coordonner l'utili-
sation du spectre des radiofrequences. Ces organismes ont degage certaines bandes de 
frequence pouvant etre utilisees sans license. Cette initiative qui avait pour but de per-
mettre l'innovation et les implementations a faible couts a connu un grand succes. De nos 
jours, plusieurs systemes de communications sans-fil operent a l'interieur de ces bandes 
de frequence. Ces technologies sont vastes, allant du reseau local sans-fil (WLAN) aux 
instruments Bluetooth et telephones sans-fil. 
L'industrie des semiconducteurs a aussi ete en developpement constant. En effet, l'imple-
mentation d'algorithmes de haute complexite est de nos jours plus facilement atteignable 
avec les composantes materielles (hardware) disponibles. Les composantes electroniques 
reprogrammables tels que les FPGA et les DSP utilisent une description logicielle (VHDL 
ou C++ embarque) pour configurer aisement les algorithmes qu'ils realisent. L'ameliora-
tion de ces outils de prototypage rapide a permis d'atteindre les objectifs majeurs suivants 
[Wakerly, J.F, 2001]: 
- Limiter le temps de developpement des produits. La configuration des composantes se 
fait a partir de la logique du design et ne requiert pas necessairement des considerations 
au niveau de Foperation des transistors ou autres composantes analogiques. 
- Diminuer les couts associes a 1'implementation des solutions. Comme le comporte-
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ment des circuits digitaux sont decrits par leur logique d'operation, la reproduction des 
circuits peut se faire de fa$on repetitive pour fournir des resultats similaires. 
- Fournir des mesures preliminaries a Fetape de la faisabilite, limitant ainsi le risque 
associe au developpement des produits complexes. 
- Augmenter la vitesse de traitement des donnees. Plusieurs algorithmes necessitent une 
grande vitesse de traitement des donnees offerte par les circuits integres pour atteindre 
de bonnes performances. 
Cependant, avec cette croissance d'utilisation d'equipements sans-fil dans les bandes de 
frequences sans license, une des craintes soulevees est le niveau des interferences gene-
rees et subies par les transmissions radio. Ces liens fonctionnent normalement a une puis-
sance de transmission relativement basse et sont concus pour fonctionner a courte portee. 
Cependant, dans une meme zone plusieurs equipements sans-fil peuvent etre en utilisa-
tion dans la meme bande. Par exemple, l'utilisation des routeurs sans-fil pour Faeces a un 
reseau local et a Internet devient de plus en plus courant. Dans un meme batiment resi-
dentiel, plusieurs d'entre eux peuvent souvent etre detectes. Comme Finterference ainsi 
produite peut etre non-negligeable, une degradation du signal de reception pourrait s'en-
suivre, ce qui peut deteriorer la qualite de la transmission et de la performance du systeme 
de communications. 
Objectifs 
Pour caracteriser le type de degradation selon differents environnements de propagation, 
des mesures de performance d'un lien sans-fil doivent etre effectuees. Dans le cadre de ce 
projet, nous faisons le developpement de la partie bande de base d'un systeme de com-
munications sans-fil sur des plateformes de prototypage rapide de la compagnie Lyrtech 
Inc. Le projet est une etape preliminaire a Felaboration d'un systeme de communications 
sans-fil avance. Les objectifs que nous nous sommes fixes ici sont les suivants : 
- Elaborer un modele de communications sans-fil en bande de base de complexite moyenne 
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- Verifier la fonctionnalite du modele a l'aide d'un outil de simulation et comparer sa 
performance par rapport aux resultats theoriques. 
- Comprendre et documenter Foutil de developpement fourni par Lyrtech Inc. 
- Passer au premier stade de prototypage du systeme de communications sans-fil et en 
e valuer la performance. 
Cette plateforme a ete recemment acquise par le departement de genie electrique de 
l'Ecole Polytechnique de Montreal. Plusieurs autres universites a travers le monde ont 
developpe leur prototype d'essai. Dans ce contexte, le projet marque done le debut de la 
conception du premier prototype d'un systeme de communications sans-fil pour le groupe 
de telecommunications du departement. II s'agit principalement de comprendre la pro-
grammation des composantes de la plateforme et l'utilisation des outils fournis dans le 
contexte de la communication sans-fil. 
Organisation du memoire 
Ce document decrit les etapes que nous avons suivies dans le cadre de ce projet. L'orga-
nisation de ce memoire est comme suit. Au chapitre 1, nous faisons un rappel de certains 
concepts de base utilises dans le cadre de ce projet. Ceci devrait permettre au lecteur 
d'avoir un bref apergu des defis lies a la conception des systemes de communications 
sans-fil. 
Au chapitre 2, nous faisons une breve revue des techniques de prototypage de systemes 
de communications utilisees et des systemes realises a travers le monde scientifique. 
Au chapitre 3, nous presentons le modele du systeme et les differents algorithmes uti-
lises ainsi que les resultats obtenus par simulation. Nous decrivons les differents blocs 
elabores et integres tant au transmetteur qu'au recepteur. Cette etape permettra de vali-
der le systeme congu ainsi que de prevoir les limites en terme de performance a laquelle 
s'attendre. 
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L'outil de prototypage rapide propose par Lyrtech Inc est introduit au chapitre 4. Nous y 
decrivons les principals composantes materielles et logicielles qui sont utilisees dans le 
cadre de ce projet. 
Les parties implementees sur la plateforme de prototypage sont decrites au chapitre 5. 
Uimplementation du transmetteur est detaillee. En ce qui a trait au recepteur, nous four-
nissons les demarches et concepts utilises dans le design. Le filtre d'egalisation LMS ainsi 
que les algorithmes de synchronisation de phase et de recouvrement d'horloge sont imple-
mentes. La methodologie pour la collecte des donnees est decrite et l'analyse des mesures 
obtenues est aussi presentee dans ce chapitre. Ces resultats permettent la caracterisation 
du systeme et de valider sa fonctionnalite au niveau materiel. 
Nous fournissons finalement des idees d'ameliorations et des propositions pour des deve-
loppements potentiels au chapitre 6. 
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CHAPITRE 1 
CONCEPTS DE BASE 
Les systemes de communications point a point sont tous constitues de trois composantes : 
le transmetteur, le canal de transmission et le recepteur. II existe plusieurs criteres de 
performance pour un lien de communications. Pour les systemes de communications nu-
meriques, l'objectif vise est de minimiser le taux d'erreurs binaires et de maximiser le 
taux de transmission sujet a la bande passante du canal et a la puissance de transmis-
sion. Dans ce chapitre, nous presentons les concepts de base necessaires concernant les 
elements affectant la performance d'un systeme de communications sans-fil. 
Afin d'assurer une bonne fonctionnalite d'un systeme, il est utile de prealablement le si-
muler en integrant les differents algorithmes utilises. Ceci permettra d'avoir une bonne 
perspective sur les performances realisables du systeme. Dans ce chapitre, nous mention-
nons done aussi les modeles utilises pour caracteriser chacun des elements importants. 
1.1 Le canal sans-fil 
Un canal de communications peut etre defini comme la liaison entre le transmetteur et 
le recepteur. De maniere generate, il est percu comme la source de plusieurs types de 
distortion du signal transmis. Ces distortions peuvent etre caracterisees par les parametres 
decrits dans les prochaines sections. De plus, un meme canal peut etre vu sous differentes 
perspectives selon le type de communication effectue, ce qui influencera le modele utilise 
pour evaluer la performance simulee du systeme con?u. 
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FIGURE 1.1 Temperature du bruit pour un systeme en cascade 
1.1.1 Bruit additif 
Le bruit present au recepteur est un des principaux facteurs qui influencent la perfor-
mance d'un systeme de communications. De fagon generate, le bruit additif est considere 
comme etant la somme de plusieurs sources de distortion. Le bruit thermique et le bruit 
de quantification en sont deux exemples classiques. 
Le bruit thermique est genere par l'excitation des electrons provenant des composantes 
electroniques. La mecanique quantique suggere que la densite spectrale du bruit ther-
mique est donnee par l'equation 1.1 [Alexander S. B, 1997]. 
S(f) = hf watts 
e ( £ f ) - l H z 
(1.1) 
ou h est la constante de Plank, / est la frequence (Hz), k est la constante de Boltzmann 
et T est la temperature (Kelvin). Comme les systemes de communications operent a des 
frequences de 1'ordre de quelques Gigahertz au plus et que la largeur de bande est rela-
tivement petite, nous pouvons, en utilisant la regie de 1'Hopital, poser l'hypothese que le 
bruit thermique est blanc, c'est-a-dire que la densite spectrale de puissance est uniforme 
[Alexander S. B, 1997]. 
S(f)^kT = N0 (1.2) 
Un des parametres utile pour le caracteriser est la temperature effective de bruit. Pour les 
systemes en cascade (figure 1.1, la temperature Tsys globale du bruit thermique peut etre 
evaluee a partir des temperatures 7] individuelles de chacune des composantes ainsi que 
de leur gain Gi. 
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En appliquant 1'equation 1.3, il sera done possible d'avoir une bonne estimation du niveau 
de bruit au recepteur [Rappaport, T.S., 2002]. 
Tsys = T1 + -± + _ - + . . . (1.3) 
Le bruit de quantification est une autre source de distortion du signal qui provient de 
l'arrondissement de la valeur ou de la troncation des bits de donnees lors de la numeri-
sation des calculs en points fixes. Le convertisseur analogique-numerique (ADC) est un 
des blocs ou s'effectue l'arrondissement numerique des donnees. Pour un signal avec une 
tension crete de Vp quantifie sur b bits, la variance du bruit de quantification qui s'ajoute 
au systeme est donnee selon l'equation 1.4. Nous pouvons considerer que l'erreur de 
quantification suit une distribution uniforme [Sklar, B., 2001]. 
Modelisation 
Puisque le bruit additif provient de plusieurs sources, il est raisonnable d'utiliser le theo-
reme Central Limite pour affirmer que la fonction de densite de probabilite du bruit suivra 
une distribution Gaussienne de moyenne nulle. Sa variance -/V0 equivaudra a la puissance 
du bruit. Par ailleurs, pour modeliser le bruit en bande de base, nous utilisons une variable 
aleatoire Gaussienne complexe circulaire, iV. Ceci implique que la matrice de covariance 
K = Nol est necessaire et suffisante pour completement decrire les statistiques de iV 
[Tse D. & Viswanath, P., 2005]. 
N ~ CAT(0, K) (1.5) 
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Done, selon la definition d'une statistique Gaussienne complexe circulaire, nous pouvons 
affirmer que N = Nx+ jNy avec Nx et Ny independants et definis par l'equation 1.6. 
NxctNy~AT(0,^) (1.6) 
La variable aleatoire X ~ Af(/j,, a2) est definie par la fonction de densite de probabilite 
fournie par l'equation 1.7. 
!(x) = ^ a p i < - ^ ) ' x ^ a 7 ) 
Par ailleurs, la densite spectrale du bruit varie selon le type de systeme concu. Pour des 
systemes de communications a bande etroite, il est raisonnable de considerer que la den-
site spectrale est constante puisque la largeur de bande est trop petite pour que les fluc-
tuations dans le spectre puissent etre observables. En d'autres mots, un modele de bruit 
additif blanc Gaussien (AWGN) est convenable. 
1.1.2 Attenuation 
La propagation dans l'espace libre est utile pour estimer le niveau de puissance du signal 
regu au recepteur en absence d'obstacles. Dans le cas general, nous pouvons affirmer que 
Pr oc dT
n (1.8) 
avec Pr la puissance du signal au recepteur, d la distance, et n un facteur indiquant le taux 
de decroissance de la puissance [Rappaport, T.S., 2002]. Pour une source isotropique 
se trouvant dans l'espace libre, n est egal a 2. En effet, la puissance est distribute a une 
distance d sur une sphere de surface 4ird2, ce qui implique qu'avec un recepteur de surface 
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A, la puissance capturee est de 
P = — (1 9) 
ou Pt est la puissance transmise. 
Dans d'autres situations, n peut varier de 1 a 6 selon l'environnement de propagation. Par 
exemple, des mesures effectuees dans [Saleh, A. & Valenzuela, R., 1987] mentionnent la 
valeur n = 3.9 pour un batiment commercial avec le transmetteur et le recepteur se situant 
sur le meme etage. 
Modelisation 
L'attenuation peut etre modelisee par un facteur de gain ou etre incorporee dans le niveau 
de bruit relatif a la puissance du signal recu. Son niveau depend alors du type d'application 
projete. Comme nous tentons de valider la performance du systeme, la pire attenuation 
possible sera utilisee. Elle sera l'attenuation provenant d'une source isotrope avec un 
recepteur se trouvant a la distance maximale desirable pour l'application. 
1.1.3 Multi-trajets 
Dans des systemes de communications sans-fil, le signal transmis peut parcourir plu-
sieurs trajectoires distinctes pour atteindre le recepteur tel qu'illustre a la figure 1.2. 
Plusieurs sources de multi-trajets sont decrites dans la litterature [Hashemi, H., 1993, 
Rappaport, T.S., 2002]. 
Lorsque le signal est reflechi, l'energie transmise est reliee au coefficient de reflection de 
Fresnel, T. Celui-ci est fonction de plusieurs parametres, notamment la polarization de 
l'onde, Tangle d'incidence, la frequence de l'onde, et les proprietes du materiel. 
FIGURE 1.2 Les causes de multi-trajectoires 
La diffraction permet a l'onde de se propager a travers des parcours obstrues. Meme si la 
puissance du signal peut chuter de facon significative, elle peut etre suffisante pour etre 
utile au recepteur. Les etudes de l'effet de la diffraction peuvent etre realisees a travers 
differents modeles, notamment les zones de Fresnels et le Knife-edge Diffraction model. 
Finalement, lorsque le signal est reflechi sur une surface rugueuse, elle est dispersee dans 
toutes les directions, incluant vers le recepteur. Meme si la puissance ainsi transmise est 
une fraction du signal incident sur la surface, elle est une cause non-negligeable de multi-
trajets. Ce phenomene est souvent refere dans la litterature par la terminologie scattering. 
Les trajets multiples sont la cause d'interferences constructives ou destructives. Ceci mene 
au phenomene d'evanouissement dans les systemes de communications sans-fil. 
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Modelisation 
La variation temporelle et aleatoire de l'environnement de propagation rend l'analyse 
de l'effet des multi-trajets complexe. En effet, le signal de reception est la somme des 
differentes composantes du signal attenuees, dephasees et retardees. Une des methodes 
proposees pour modeliser ce phenomene est de considerer le canal comme un filtre li-
neaire [Hashemi, H., 1993]. Grace a celui-ci, pour un signal de transmission en bande de 
base s(t), le signal recu sera donne par l'equation 1.10. 
r{t) = V\t 
' J V - 1 




ou Ofc, rfc et 9k sont 1'attenuation le delai subi et la phase respectivement de la k
ime compo-
sante, UQ est la frequence angulaire de la porteuse et N est le nombre de multi-trajets. Une 
analyse de la dynamique du systeme [Tse D. & Viswanath, P., 2005] permet de definir 
les metriques suivantes : 
Temps de coherence, Tc 
II definit la duree pour laquelle les parametres du canal ne changent pas significativement. 
Etalement de Doppler, Ds 
L'etalement de Doppler indique le taux auquel le patron d'interference change. II est 
inversement proportionnel au temps de coherence. 
Etalement de delai, TD 
Ce parametre est defini comme etant la difference maximale entre les temps de propaga-
tion du signal. Comme il n'est pas toujours pratique de le mesurer, d'autres parametres, 
tel que l'etalement de delai rms (rms delay spread), rrms, peuvent etre utilises. 
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Type de Canal 
Non-selectif 




W <. Wc 
W^>WC 
•1 trame <^s. -L D 
•*• trame ^ J- D 
TABLE 1.1 Resume des types de canaux sans-fil 
Bande de Coherence, Wc 
Elle definit la largeur de la bande de frequence pour laquelle le gain du canal reste quasi-
ment constant. Elle est reliee a l'etalement de delai par la formule 1.11: 
^ c ^ ^ r 0.11) 
Le tableau 1.1 decrit la classification des canaux sans-fil en fonction de ces quatre para-
metres. Ttrame est la duree d'une trame de donnees alors que W est la largeur de bande 
occupee par le signal transmis. Comme nous le constatons au tableau 1.1, les caracteris-
tiques du canal dependent de la relation entre les proprietes du signal transmis par rapport 
aux parametres du canal. Par exemple, le meme canal peut etre selectif en frequences 
pour des techniques de transmission utilisant de larges bandes de frequences mais etre 
non-selectif pour les transmissions a bande etroite. A noter qu'un canal non-selectif en 
frequence peut etre modelise par un canal avec une seule composante de multi-trajet (i.e 
N=l) [Tse D. & Viswanath, P., 2005]. 
1.1.4 Interferences 
Les deux principales sources d'interferences sont l'interference entre symboles (ISI) et 
1'interferences provenant des liens externes. L'ISI provient des effets de filtrage existant 
dans les systemes de communications. Par exemple, les canaux sans-fil sont souvent ca-
racterises par une fonction de transfert, c'est-a-dire qu'ils agissent comme des filtres. Ny-
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quist a etudie le probleme de la communication sans ISI dans les canaux a bande limitee 
(Nous en discuterons davantage a la section 3.3). 
Par ailleurs, il est possible qu'un systeme de communications avoisinant opere dans la 
meme bande de frequence (co-channel interference) ou proche (adjacent channel inter-
ference). Ces types d'interferences peuvent etre limites a travers une bonne planification 
du reseau sans-fil [Sklar, B., 2001]. D'un point du vue pratique, il est raisonnable dans la 
plupart des cas de considerer les interferences externes comme etant des sources de bruit 
additif. 
1.2 La modulation 
La modulation consiste a effectuer l'encodage des donnees binaires selon un signal ou 
une combinaison d'un ensemble de signaux de base. Cet ensemble de signaux de base 
est habituellement orthonormal. Ainsi les signaux de transmission possibles pourront etre 
modelises comme des vecteurs dans un espace vectoriel ou chaque axe correspondra a 
une des fonctions orthonormales. Chaque sequence binaire possible est alors assignee a 
un point de la constellation. 
Le demodulateur au recepteur doit estimer la sequence transmise. Une des techniques uti-
lisees est de decider selon le point de la constellation le plus proche du vecteur regu. En 
d'autres termes, ce recepteur, defini comme le recepteur a maximum de vraisemblance 
(Maximum Likelihood Receiver), decide de la combinaison des signaux transmis en fai-
sant une comparaison avec ceux auxquels il s'attend. Le recepteur a maximum de vrai-
semblance est davantage detaille dans l'annexe 1.1. 
Le choix de la technique de modulation utilisee est principalement base sur les conside-
rations suivantes [Goldsmith A., 2005]: 
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TABLE 1.2 Comparaison du BER et de 1'efficacite spectrale pour differentes modulations 
avec une detection coherente. 
- 1'efficacite spectrale; 
- 1'efficacite de puissance; 
- le taux d'erreurs; 
- le cout d'implementation. 
Par exemple, tel qu'indique dans le tableau 1.2, le taux d'erreurs binaires obtenu par une 
modulation BPSK est inferieur a celui d'une modulation QPSK. II y a une perte de 3dB 
en termes de rapport signal a bruit (SNR = | ^ ) requis pour atteindre le meme taux 
d'erreurs. Cependant, 1'efficacite spectrale est meilleure pour une modulation QPSK. Le 
choix de la modulation necessite done clairement un compromis entre les divers facteurs 
mentionnes. 
A noter que dans le calcul du taux d'erreurs binaires (BER), nous avons assume qu'un or-
donnancement de Gray est utilise. Dans un ordonnancement de Gray, la correspondance 
binaire de chaque symbole de la constellation est assignee de sorte a ce que chaque sym-
bole se distingue de son voisin le plus proche par au plus 1 bit. 
1.3 La conversion en bande passante 
Avant la transmission des donnees a travers le canal sans-fil, une modulation vers des 
radio-frequences est generalement effectuee. Une des justifications pour cette operation 
est que la dimension requise des antennes de transmission et de reception est propor-
tionnelle a la longueur d'onde du signal. Par exemple, en assumant que la dimension de 
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l'antenne doit etre de A/4, pour transmettre une longueur d'onde de 30kHz, une antenne 
irrealiste de 2500m serait necessaire. A 600MHz, elle sera de 12.5cm. 
II est cependant desirable d'effectuer 1'analyse et le traitement des signaux en bande de 
base car le cout du materiel requis ainsi que la complexite de calculs sont ainsi conside-
rablement reduits. La representation en quadrature est alors utile. Elle etablit une equi-
valence entre les signaux bande de base et bande-passante facilitant ainsi 1'analyse et le 
traitement de donnees en bande de base. 
Representation en quadrature 
Soit un signal bande de base m(t) = x(t) + jy(t) de largeur de bande limitee a W. La 
modulation en quadrature peut etre vue comme etant la multiplication de m(t) par e-?271^0* 
suivi de la transmission de la partie reelle du signal. En ecrivant m(t) comme x(t) +jy(t), 
la relation mathematique suivante peut etre etablie. 
s(t) = Re{m{t)e^fot) 
= Re{{x(t) + jy(t))(cos 27rf0t + j sin 2nf0t)} (1.12) 
= x(t)cos 2Tvf0t — y(t)sin 2nf0t) 
Au recepteur, les multiplications de s(t) par cos 2irfot et —sin 2nf0t suivi d'un nitre 
passe-bas generent respectivement la partie reelle et imaginaire de m(t). 
rreal{t) — S[t) COS 27r/oi |passe-6as rimag\t) — S\t) { — Sin 2lTJot) \passe-bas 
= ^ ( 1 + cos 4nf0t) = ^ ( 1 - cos 4irf0t) 
y(t) x(t) (1-13) 
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FIGURE 1.3 Conversion de bande de base a bande passante au transmetteur et de bande 
passante a bande de base au recepteur 
La figure 1.3 illustre les etapes decrites ci-haut. A noter que merae si le signal de recep-
tion r(t) a ete attenue, il n'y a pas de perte d'information et done la capacite n'est pas 
affectee. En effet, il est toujours possible d'amplifier le signal par un facteur de deux pour 
compenser ces attenuations. 
1.4 La periode d'un symbole 
Combine avec le type de modulation utilise, la periode d'un symbole Ts determine le taux 
de transfert des informations binaires. Pour une modulation QPSK, deux bits de donnees 
sont representes par symbole. Done, pour une periode Ts secondes, le taux de transfert est 
de 2/Ts bits/s. Par contre, pour une constellation M-QAM, log2M bits de donnees sont 
representes par symbole. Le taux de transfert est alors de (log2M)/Ts bits/s. 
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r(t) = rreai(t) + jrimag(t) 
= Si(t) + n(t) 
t=Ts 
FIGURE 1.4 Structure d'un recepteur optimal 
1.5 Detection optimale 
Au transmetteur, le modulateur se base sur la combinaison des donnees binaires pour en-
voyer un des M signaux possibles. Au recepteur, le defi est de faire la meilleure estimation 
du signal transmis pour decider du message. Un recepteur qui permet de maximiser le rap-
port signal a bruit permettra de faire la meilleure decision. La probabilite d'erreurs sera 
alors minimisee. Ce recepteur optimal comprend un ensemble de filtres lineaires adaptes 
aux signaux transmis (voir figure 1.4). Comme chacun de ces filtres est equivalent a un 
correlateur, le recepteur optimal est aussi un recepteur a maximum de vraisemblance tel 
que decrit a l'Annexe 1.1 [Wozencraft, J.M & Jacobs, I.M., 1965]. 
A la figure 1.4, nous observons que la sortie du filtre doit etre echantillonnee a une periode 
Ts correspondant a la duree d'un symbole. Un des criteres importants pour la detection 
optimale est de faire l'echantillonnage des filtres adaptees au bon instant. Comme nous 
1'observons a la figure 1.5, dans un systeme de communication numerique, le convertis-
seur analogique-numerique effectue la discretisation du signal recu. De fagon generale, ce 






FIGURE 1.5 Discretisation du filtre adapte 
teur L est le taux de surechantillonnage. Chaque surechantillon a la sortie du convertisseur 
passe a travers le filtre adapte. Le bon echantillon de chaque groupe de L surechantillons 
devra alors etre choisi. Dans l'exemple de la figure 1.5, un signal BPSK est transmis 
et le signal recu r(t) est surechantillonne par le convertisseur analogique numerique. Un 
correlateur effectue la correlation des surechantillons avec la fonction de base utilisee et a 
sa sortie, l'instant optimal d'echantillonnage est lorsque t = Ts. II est important de selec-
tionner le bon echantillon a la sortie des filtres adaptes pour maximiser le rapport signal a 
bruit et done minimiser le taux d'erreurs. 
1.6 L'horloge 
Dans les systemes de communications numeriques, les donnees sont transmises par des 
symboles de duree Ts secondes. Cependant, le delai subi par le signal a travers le canal 
n'est pas necessairement un multiple de Ts. Ainsi, l'echantillonnage du signal requ ne 
sera pas effectue de facon synchrone. La figure 1.6 illustre ce phenomene. Plusieurs 
blocs au recepteur requierent l'echantillonnage a des instants kT, pour des valeurs de k 
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FIGURE 1.6 Effet du delai de canal sur le moment d'echantillonage 
l'instant d'echantillonnage du signal de reception est inexact, il y aura de 1'interference 
inter-symboles pour un canal a bande limitee [Sklar, B., 2001]. A priori, nous pouvons 
affirmer que le recepteur n'a pas de notion du moment exact auquel 1'echantillonnage etre 
effectuee. Dans le cas presente a la figure 1.6, celui-ci se passe en avance (au point A) 
par rapport au bon instant (Point C). 
De plus, la duree d'une periode d'une symbole au recepteur Tr peut etre legerement dif-
ferente de celle au transmetteur du aux imperfections des oscillateurs. A la figure 1.6, le 
recepteur considere qu'un symbole dure pendant une periode Tr qui est superieure a la 




En inserant un nombre aleatoire de delais de periode equivalent a Ts/L dans le modele 
de canal (avec Ts la periode d'un symbole et L le facteur de surechantillonnage), nous 
pouvons considerer que le recepteur aura perdu la notion du temps d'arrivee exact des 
donnees. Ainsi, cela pourra servir de test pour verifier la validite d'un algorithme de re-
couvrement d'horloge. 
1.7 Oscillateurs 
La generation des fonctions cycliques tels que 1'horloge electronique et les sinusoi'daux 
se fait souvent a partir d'un cristal. Cependant, comme ceci n'est pas parfait, il existe une 
deviation entre sa frequence nominale et reelle. Ceci fait que les cristaux au transmetteur 
et au recepteur oscilleront a des frequences legerement differentes. En consequence, il 
existera une difference entre la frequence de la porteuse recue et de la sinusoi'dale de re-
ference (voir figure 1.3). Le passage des radio-frequences en basse frequence comportera 
done une erreur, ce qui devra etre compensee par un algorithme de synchronisation de 
frequence. 
Modelisation 
Afin d'inclure cette disparite, nous avons considere que la difference entre les frequences 
equivaut a une sinusoi'dale d'erreur de frequence fe modulant le signal dans le canal, la 
frequence j e etant egale a (jtransmetteur ~ Jrecepteurjj ou jtransmetteur est la frequence au 
transmetteur et frecepteur est la frequence au recepteur. 
21 
1.8 Systeme global 
La figure 1.7 permet de resumer le systeme de communications. Au transmetteur, les 
donnees binaires sont traitees pour former des paquets qui seront transmis. Le canal de 
transmission reel est constitue de plusieurs facteurs mais la simulation d'un systeme ne 












































































































































SURVOL DES TECHNIQUES DE PROTOTYPAGE DE SYSTEMES DE 
COMMUNICATIONS 
La conception des systemes de communications sans-fil fait face a plusieurs defis. Au cou-
rant de ces dernieres annees plusieurs nouveaux concepts ont ete elabores. Par exemple, 
les etudes sur les systemes a multiples antennes (MIMO) sont tres repandues. Une bonne 
etude theorique fournit une base solide a partir de laquelle plusieurs idees peuvent etre 
developpees. La simulation des systemes con§us fournit la possibility de verifier leurs 
fonctionnalites et les performances prevues en se basant sur des modeles avant de passer 
a Vimplementation materielle. Dans ce chapitre, nous faisons un bref apercu de quelques 
systemes de prototypage qui ont ete realises au courant de ces dernieres annees. 
2.1 Criteres de developpement 
La realisation materielle d'un systeme de communications requiert un certain niveau d'in-
genierie qui pouvait etre ignoree lors des etudes theoriques. Ainsi, elle est assujettie a plu-
sieurs contraintes qui influencent la faisabilite du produit. Quelques criteres de decision 
sont les suivants [Raghu M.R. et al, 2004, Safadi M.S. & Ndzi D.L., 2006] : 
- Cout. Ce cout peut etre mesure en argent, en temps de developpement ou en termes de 
consommation de puissance. 
- Flexibilite. Aux stades preliminaires de developpement, une bonne configurabilite est 
importante pour differentes raisons. Par exemple, cela permettra de valider aisement 
certains algorithmes. De plus, un vaste choix de fonctionnalites est desirable. 
- Debit binaire. Le debit qui peut etre atteint est classe selon deux categories : le transfert 
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temps-reel et non temps-reel. Un transfert en temps reel est beaucoup plus demandant 
en termes de besoin de traitement et de developpement qu'un transfert non temps reel, 
mais il est plus representatif des differentes applications de systemes de communica-
tions existants. 
2.2 La radio logicielle 
II est clair que les besoins en termes de communications sans-fil ont beaucoup evolue 
au courant de ces dernieres annees. De nos jours, les produits sans-fil sont utilises pour 
une panoplie d'activites, notamment les communications voix et video, les transferts de 
donnees et le controle a distance. La radio logicielle (Software Defined Radio, SDR) 
est definie comme tout systeme qui permet d'avoir une communication sans-fil et qui 
contient au moins une fonction de la couche physique definie par une composante logi-
cielle [SDR Forum]. Elles sont attirantes pour les raisons suivantes [Nakajima, N. et al, 2001]: 
- Reconfigurabilite. 
Presentement, les logiciels utilises sur les stations mobiles sont principalement utili-
ses dans la couche application (Jeux, etc.). Un des objectifs futurs est de permettre la 
configuration de certaines autres fonctions. Par exemple, a une station de base, l'allo-
cation des horaires de transmission (time slots) peut etre modifie sans avoir a faire des 
changements materiels. 
- Operation Multimode. 
Les systemes sans-fil de troisieme (3G) et de quatrieme (4G) generation sont presen-
tement en deploiement a travers la planete. U est essentiel d'etre en mesure de fournir 
du service aux utilisateurs qui font beaucoup de deplacements independamment de leur 
emplacement. Dans certains cas, l'utilisateur pourrait meme se retrouver en mode roa-
ming a un endroit ou seulement le 2G est supporte. Done, les terminaux multi-modes 
sont desirables. 
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- Deverminage et mise a jour logicielle. 
Beaucoup de terminaux mobiles sont deployes de nos jours. Lorsque la correction d'un 
bug est trouvee, il peut etre couteux de passer a son application tant au niveau de la sta-
tion de base qu'au niveau du mobile si des changements materielles sont necessaires. 
Avec les SDR, le materiel d'une station de base peut etre reprogrammable. Cela im-
plique alors une diminution des couts de reparation et du temps d'indisponibilite. Le 
probleme survient surtout au niveau des stations mobiles ou la quantite deployee peut 
etre enorme. Un rappel de ces equipements pour effectuer le changement materiel peut 
etre alors couteux. Le remplacement a distance du logiciel (lorsque possible) devient 
ainsi une option interessante. 
Plusieurs approches ont ete utilisees pour le developpement des radios logicielles. Dans 
les sections suivantes, nous faisons un bref apercu des methodes proposees dans la litera-
ture. 
2.3 Traitement hors ligne 
Dans les phases initiales de developpement de nouveaux systemes, le traitement hors ligne 
des donnees permet de valider des resultats theoriques et de simulation pour des environ-
nement realistes. Ceci offre la possibility de faire etudes de performance et ajustements 
necessaires prealables a l'integration materielle [Raghu M.R. et al, 2004]. 
Le systeme de [Lang, S. et al., 2004] est une plateforme destinee a concevoir un systeme 
SISO-OFDM. Le systeme realise est une premiere phase de developpement et permettait 
d'avoir un systeme non-temps reel. Dans une phase subsequente, des systemes MIMO 
sont prevus. 
Le systeme fonctionne avec une porteuse de 5,25 GHz. Au niveau du transmetteur, les 
donnees ont ete transmises dans la memoire vive et transmises en paquets vers des conver-
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tisseurs analogiques-numeriques puis la section RF. Au niveau du recepteur, les donnees 
sont gardees en memoire pour etre traitees hors-ligne. 
Le traitement de donnees se fait hors ligne avec differents algorithmes. Un tel systeme per-
met d'activer/desactiver certains blocs et de reajuster certains parametres avec un temps 
de developpement minimal. Le cout de developpement est relativement faible. Cependant, 
il peut etre utilise seulement pour des mesures de systemes a bande etroite. De plus, le 
traitement de donnees n'est pas effectue en temps reel. 
2.4 DSP 
Dans plusieurs situations, le developpement d'un systeme dans un environnement temps 
reel est requis pour l'etude de performances. Une plateforme avec un DSP (Digital Signal 
Processor) permet d'atteindre cet objectif. 
Un des systemes realises sur DSP est presente par [Stuber G.L. et al, 2004]. La confi-
guration utilisee est presentee a la figure 2.1. L'utilisateur communique a chacun des 
deux cartes de developpement a travers une interface VME a PCI. L'architecture avait 
ete proposee par [Mitola, J., 1995]. Un systeme MIMO-OFDM 2 x 2 est realise avec un 
codage d'Alamouti. Au recepteur, les differentes operations a realiser (synchronization 
temporelle et frequentielle, estimation et compensation de canal & demodulation) sont 
distributes aux quatre processeurs presents sur la plateforme. 
L'auteur mentionne que la prochaine phase de developpement est l'utilisation des FPGA 
disponible pour effectuer du FEC (Forward Error Correction). 
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FIGURE 2.1 Plateforme pour un SDR sur DSP [Stuber G.L. et al, 2004] 
2.5 ASIC 
Un circuit ASIC (Application Specific Integrated Circuit) est un circuit integre specialise 
pour effectuer certaines fonctions. Le cofit de developpement et la complexite associes 
avec ce type de produit sont eleves [Safadi M.S. & Ndzi D.L., 2006]. Les meilleures per-
formances des puces ASIC offrent la possibilite d'effectuer des operations temps reel pour 
des systemes tres demandant [Raghu M.R. et al, 2004]. De plus, le cout de production par 
echantillon est reduit par la suite. 
L'article [Frigon J.-F. & Daneshrad, B., 2002] presente un systemes qui utilise la tech-
nologie ASIC. Au transmetteur, le signal est module a une frequence IF de 43,75 MHz. 
La frequence de la porteuse utilisee est de 2,44GHz. Au recepteur, une serie de quatre 
antennes de reception espacees de |A est utilisee. Le recepteur est configure de sorte a 
avoir une serie d'antennes intelligente. Toutes les fonctions du recepteur (traitement de 
signaux spatio-temporel, filtrage et synchronization) ont ete implementees dans un seul 
ASIC. Les auteurs ont pris un total de 59 262 mesures pour un environnement de pro-
pagation interieur et une communication point a point. Plusieurs resultats ont ete deduits 
a partir de ces mesures. Par exemple, avec une puissance de transmission de 10 mW, le 
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FIGURE 2.2 Modele d'un systeme FPGA [Barbero, L.G. & Thompson, J.S., 2005] 
systeme etait en mesure de fournir un taux de transfert de 30 Mbps avec un taux d'erreurs 
binaires de 10~3, une probability de blocage de 5% sur un rayon de couverture de 20 m. 
2.6 FPGA 
L'utilisation d'un FPGA (Field Programmable Gate Array) utilise les avantages des sys-
temes ASIC tout en limitant le cout de developpement. De plus, le FPGA offre une bonne 
readaptabilite car il peut etre reprogramme pour faire des modifications au design. 
Un tel systeme est presente dans [Barbero, L.G. & Thompson, J.S., 2005]. L'objectif est 
d'implementer et de faire l'analyse de plusieurs algorithmes pour des systemes a multiples 
antennes (MIMO). Un schema bloc du systeme utilise est illustre a la figure 2.2. 
L'outil Xilinx DSP System Generator est utilise pour faire 1'implementation a partir d'un 
environnement Simulink de Matlab. Apres avoir identifie la partie utile du modele Simu-
link, cette derniere est isolee et compilee pour generer un bitstream. Le modele FPGA 
est alors simule comme un systeme embarque sous un environnement Simulink. Cette 
technique est surnomme le Hardware in the Loop. Elle permet de simuler un morceau du 
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systeme et de changer son entree selon les besoins a travers un interface usager (GUI) 
de Simulink. Les resultats correspondent aux donnees obtenues suite a un traitement en 
temps reel. 
Une des reproches des FPGAs est l'utilisation inefficace de la logique disponible, ce qui 
implique une consommation excessive de puissance [Safadi M.S. & Ndzi D.L., 2006]. 
2.7 Prototypes hybrides 
Les prochaines generations de SDR utilisent des architectures hybrides en combinant les 
differentes technologies disponibles. Comme mentionne a la section 2.4, une plateforme 
utilisant quatre DSP et deux FPGA est envisagee pour effectuer du MIMO-OFDM avec 
FEC. 
Une architecture utilisant des FPGA et DSP est aussi mentionnee sous l'acronyme BEE 
(Berkeley Emulation Engine) par [Takai, M. et al, 2005]. Un environnement Simulink est 
utilise pour developper les modeles. lis peuvent ensuite etre executes et la realisation de 
la radio se fait par du prototypage rapide. 
II existe d'autres bancs d'essai en developpement ou sur lesquels des systemes ont ete 
implemented. Un banc d'essai utilisant une combinaison d'ASICs avec plusieurs FPGA de 
haute vitesse est en developpement selon ce qui est mentionne par [Takai, M. et al, 2005]. 
Le but est de creer un systeme pouvant supporter des configurations MIMO 4 x 4 pour un 
signal ayant une bande passante de 25 MHz et du traitement en temps reel. 
Nous avons utilise une plateforme de prototypage hybride. La plateforme est consitutee 
de deux FPGA et de quatre DSP. Elle est davantage decrite au chapitre 4. 
f 30 
CHAPITRE 3 
LES ELEMENTS DU MODELE DE SIMULATION 
Dans ce chapitre, nous decrivons les algorithmes utilises au niveau du transmetteur et du 
recepteur de notre systeme de communications sans-fil. Le systeme est congu pour fonc-
tionner a bande etroite pour des liens de communications interieur (indoor). La distance 
entre le transmetteur et le recepteur est consideree fixe et l'environnement de propagation 
est assumee quasi-statique. Les hypotheses posees sont les suivantes : 
- Comme la transmission se fait a bande etroite, le canal est modelise non-selectif en 
frequence. Le modele du canal est done constitue d'un seul tap. 
- Comme la vitesse relative entre le transmetteur et le recepteur est negligeable et que 
l'environnement de propagation ne change pas beaucoup, nous en deduisons que le 
canal est a evanouissement lent. 
- En assumant une distance maximale de 100m entre le transmetteur et le recepteur, nous 
avons estime une attenuation maximale entre le transmetteur et le recepteur de l'ordre 
de -60dB. 
- En se basant sur quelques feuilles de specifications provenant de plusieurs manufac-
turiers, nous avons assume que la pire stabilite du crystal est de 5ppm [Crystals 1, 
Crystals2, Crystals3]. 
Dans les sections suivantes, nous detaillerons les blocs utilises pour realiser le systeme 
de transmission. Pour chaque bloc, il existe plusieurs algorithmes possibles. Nous nous 
sommes limites a avoir un modele de complexite moyenne et de performance acceptable. 
La figure 3 illustre le schema bloc du transmetteur bande de base. Les donnees binaires 
de la source sont modulees et des paquets constitues d'une certaine entete et d'une quan-
tite fixe de donnees sont formes. Par la suite, chaque paquet est surechantillonne par un 


















FIGURE 3.1 Schema bloc du transmetteur 
numerique et eventuellement vers la section haute frequence du transmetteur. 
Le recepteur requiert un design relativement plus complexe que le transmetteur. Avant de 
faire la demodulation du signal recu, le recepteur doit effectuer un apprentissage du canal 
en utilisant un circuit d'ajustement de gains et des boucles de synchronisation. En effet, il 
faut que le recepteur soit en mesure d'estimer les effets du canal afin de corriger le signal 
en consequence et d'effectuer la detection coherente. A la figure 3.2(a), nous presentons 
la structure generate du recepteur en schemas blocs. Un circuit AGC controle l'amplitude 
du signal de reception. Par la suite, des blocs de synchronisation dont l'agencement est 
detaille a la figure 3.2(b) effectuent d'autres corrections sur le signal. Ce circuit est active 
lorsque le debut d'une trame est detecte et y reste pendant la duree de la trame. Eventuel-
lement, la demodulation s'ensuit. L'enregistrement des donnees recues debute a partir de 
la fin de la synchronisation. 
Dans ce chapitre, l'algorithme utilise pour chacun des blocs sera detaille. Nous illustre-
rons aussi quelques resultats obtenus par simulation sur Simulink concernant la perfor-
mance de certains blocs par rapport aux objectifs de design fixes. 
3.1 Format des paquets transmis 
I Avant la transmission dans le canal, les donnees sont divisees en blocs. Une entete est 
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FIGURE 3.2 Structure du recepteur modelise 
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(b) Format des paquets 
FIGURE 3.3 Vue generate des paquets 
la forme illustree a la figure 3.3. Une sequence de debut de paquet forme l'entete. A cela 
est concatenee la sequence de synchronisation. Cette derniere est generee a partir d'une 
sequence binaire modulee. Les donnees et, optionnellement, la sequence de fin de paquet 
s'ensuivent. 
3.1.1 Sequence de debut des trames 
Un code de Barker est une sequence de +1 et de —1 ayant une faible auto-correlation. 
Le tableau 3.1 illustre toutes les sequences de Barker connues [Terr]. Nous pouvons 
observer que 1'auto-correlation des sequences est de 1 au plus lorsque les sequences ne 
sont pas parfaitement alignees. A noter que par conjecture, il a ete demontre qu'il n'existe 
pas de code de Barker d'une longueur superieure a 13. 
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FIGURE 3.4 Generation d'un PBRS avec un registre a decalage. 
chaque paquet transmis. Trois sequences, chacune denotee +B, sont initialement trans-
mises suivies d'une sequence -B (la sequence B dephasee de 180°). Nous mettrons en 
evidence les raisons d'une telle structure a la section 3.6. Les sequences de Barker sont 
transmises dans le canal selon une modulation BPSK de puissance moyenne unitaire. 
3.1.2 Sequence de synchronization 
Les sequences de synchronization sont necessaires afin de permettre au recepteur de 
s'ajuster aux effets du canal avant la detection des donnees. Les bits de synchronisation 
sont constitues a partir d'une sequence binaire pseudo-aleatoire (PRBS), S, de longueur 
31. Celle-ci est generee en utilisant un registre a decalage de longueur 5 avec une retro-
action forme de x2 © x5 (c/f figure 3.4). Les registres a decalage sont tous initialises a 
1 et le bit du dernier registre est utilise pour former la sortie. Cette section du paquet est 
formee de N — 1 sequences S suivie d'une sequence S inversee pour detecter la fin de la 
periode de synchronisation ou N est un nombre pair. Les bits generes sont modules avant 
la transmission a travers le canal. Par la suite, les bits de donnees modules sont transmis. 
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3.1.3 Sequence de fin des trames 
En general, une sequence binaire peut etre utilisee pour detecter la fin de la transmis-
sion des donnees. Cependant, nous voulons ici estimer la performance de notre circuit en 
termes de taux d'erreurs binaires (BER) pour plusieurs valeurs de SNR. Ainsi, nous avons 
forme des paquets de longueur constante connue au recepteur sans insertion de sequence 
de fin de paquet. Le recepteur pourra alors determiner la fin d'un paquet en comptant le 
nombre de symboles de donnees recus. 
3.2 Le modulateur et le demodulateur 
La modulation QPSK est utilisee pour les sequences de synchronisation et les donnees 
pour les raisons suivantes : 
1. II est desirable d'effectuer le design des modules d'une telle facon a utiliser les 
dimensions reelles et imaginaires. Meme si une constellation avec plus de points 
est envisageable, le QPSK permet de faire une analyse rapide de la fonctionnalite 
globale du systeme sans ajouter davantage de complexite, excepte au niveau du 
demodulateur. 
2. Elle est une des constellations proposees pour la classe de services de troisieme 
generation [3GPPTS 25.223 v.8.1.0]. 
L'ordonnancement de Gray est utilise et la puissance moyenne de transmission est uni-
taire. Le taux d'erreurs binaires theorique dans un canal AWGN et l'efficacite spectrale 
se trouvent dans le tableau 1.2. 
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FIGURE 3.5 Interferences entre symboles. 
3.3 Filtres de Nyquist 
Lorsqu'un canal est limite en largeur de bande a Wc Hz, il peut etre modelise comme 
un filtre ayant une reponse impulsionnelle c(t) et une reponse en frequences C(f). Le 
canal attenue toutes composantes frequentielles | / | < Wc du signal et y ajoute un delai 
de phase propre a chaque frequence. Les composantes | / | > Wc sont supprimees. Une 
signalisation efficace utilise toute la portion de largeur de bande disponible dans le canal 
[Proakis, J., 2000]. De plus, du au delai de phase introduit dans le canal, les symboles 
au recepteur sont intermelanges (Voir figure 3.5). Ceci est le phenomene d'interferences 
entre symboles (ISI). Le recepteur echantillonne le signal recu apres le filtrage adapte aux 
instants kT. A la figure 3.5, pour les echantillons obtenus aux instants t = 2T et t = 3T, 
nous constatons que la valeur de l'echantillon courant est corrompue par 1'interference 
causee par le symbole precedent. 
Critere de Nyquist 
V 
Nyquist a etudie le probleme de la transmission sans ISI dans les canaux a bande limitee. 
II en a deduit que pour effectuer la transmission a travers un canal ideal de largeur de 
bande Wc sans ISI, le taux de transmission des symboles Rs doit etre inferieur a 2WC et la 
reponse impulsionnelle du systeme complet doit repondre a certains criteres particulieres 
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[Proakis, J., 2000]. Les filtres en cosinus sureleves sont une famille populaire de filtres qui 
satisfont a ces criteres. Leurs definitions sont donnees par leurs reponses frequentielles 
(voir equation 3.1). 
1 , pour 0 < | / | <W(l-/3), 
Hjtcif) = { C0SHWv(\f\ - W(l -13)} , pour W{1 - /?) < | / | < W(l + /?), 
0 , pour | / | >W{l + f3). 
(3.1) 
La reponse impulsionnelle est 
, . . cos(2npWt) . T . 
hRc{t) = i-(4wptysmc{2Wt) (3-2) 
ou le coefficient de retombee f3 (0 < f3 < 1) definit la largeur de bande en exces. Une 
grande valeur de /3 diminue l'ordre du filtre requis, mais augmente la largeur de bande 
[Rappaport, T.S., 2002]. La figure 3.6 illustre les caracteristiques de X(f) et de x(t) pour 
differentes valeurs de p. On constate que x(kT) = 0 V k ^ 0 quelque soit la valeur de 
/?. Ainsi, nous pouvons en deduire qu'il y aura seulement un symbole sm qui influencera 
le signal regu a l'instant mT + r, r etant le delai du canal, ce qui permet la transmission 
sans ISI si le signal de reception est echantillonne au bon instant. 
II est a noter que ces filtres sont irrealisables pour les deux raisons suivantes : 
1. La longueur du filtre est infinie pour toutes les valeurs de (5. 
2. La reponse impulsionnelle est non-causale. 
La reponse impulsionnelle devra etre de longueur finie et un delai devra etre impose aux 
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FIGURE 3.6 Reponses des filtres en cosinus sureleves. 
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Un filtre pratique 
Les filtres en cosinus sureleve etant irrealisables, il est necessaire de relaxer certaines 
contraintes de design. De plus, en pratique, deux filtres sont utilises, soit un filtre a la 
transmission HT(f) permettant de limiter la largeur de bande utilisee et un filtre comple-
mentaire adapte a la reception HR(f) = H^(f). Lors de notre design, nous avons utilise 
deux filtres en racine cosinus sureleve. La fonction de transfert de ce filtre est decrite par 
1'equation 3.3 
i 
HRRCU) = { 
1 , pour 0 < | / | <W(l-0), 
cos{^{\f\ - W(l - 0)} , pour W{1 - 0) < | / | < W(l + /?), 
0 , pour | / | >W(l + f3). 
(3.3) 
La reponse impulsionelle est alors 
sin(7T±(l - 0)) + 4P±cos(Tr±(l + /?)) 
hRRc{t) = ^ ( i - (spwty) ( 1 4 ) 
Pour une realisation numerique, il est necessaire d'echantillonner le filtre. Les specifica-
tions de 3GPP suggerent un taux de surechantillonnage allant de 4 a 8. Un grand facteur 
d'echantillonnage permet de relaxer le design analogique mais requiert du traitement plus 
rapide. Nous avons utilise un facteur L fixe a 8 avant de passer a travers le filtre de trans-
mission puisque nous concevons le systeme pour avoir un taux de transmission faible et 
des algorithmes qui n'utilisent pas d'interpolation. f3 est fixe a 0,22 comme utilise dans 
le 3GPP. Le gain de chaque tap correspond au coefficient de la reponse impulsionnelle 
discretisee de l'equation 3.5. 
sin(7r^(l - 0)) + 4f3^cos(n^(l + 0)) 
hRRc(n) = . _ ; ; , . Jn-^L 8 — - (3-5) 
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FIGURE 3.7 Reponse impulsionnelle du filtre en racine cosinus sureleve pour mise en 
forme d'impulsions. 
La reponse impulsionnelle du filtre ainsi congu est illustree a la figure 3.7 
Nous pouvons faire les observations suivantes : 
- L'obtention d'un filtre realisable est au cout d'un delai de groupe et d'une troncation 
de la reponse impulsionnelle pour t < —AT et t > AT. 
- Aux instants t=kT, le filtre ne chute pas a 0. Ainsi, les filtres en racine cosinus sureleve 
seuls n'eliminent pas l'ISI. Cependant l'utilisation d'un filtre adapte au recepteur founit 
une reponse globale de telle sorte que l'ISI est annulee (c.f figure 3.8). 
Pour definir la longueur du filtre a utiliser, nous avons considere deux facteurs. Dans un 
premier temps, nous avons simplifie le scenario en utilisant une fenetre rectangulaire. 
L'application d'une autre fenetre, tel qu'une fenetre de Hamming, est aussi envisageable 
afin de reduire les lobes secondaires et ainsi reduire davantage l'interference et le bruit 
hors bande. Par la suite, nous avons impose une perte maximale de 0.1 dB pour un SNR 
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FIGURE 3.8 Symboles a la sortie du filtre adapte. 
de 10 dB lorsque le systeme est simule dans un canal AWGN. En utilisant des resultats 
de simulation, nous avons decide que 65 taps pour les filtres en racine cosinus sureleve au 
transmetteur et au recepteur satisfaisent notre critere. 
3.4 Filtre d'egalisation 
Les filtres de Nyquist decrits dans la section precedente permettent de garantir une trans-
mission sans ISI dans un canal a bande limitee. Cependant, dans certaines situations telles 
qu'en presence de composantes multi-trajets, l'utilisation d'un filtre d'egalisation est ne-
cessaire pour readapter le signal de reception afin de minimiser la probabilite d'erreurs 
[Qureshi, 1985]. Pour un filtre lineaire, la sortie z[n] est obtenue a partir du signal de 
reception y[n] par 1'equation : 
z[n) - ^2 wiV[n ~ *] (3.6) 
i=-L 
ou w[i] est le gain du ieme tap d'un filtre a N = 2L + 1 taps. Nous pouvons aussi ecrire 
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l'equation de la fonction de transfert Heq(z) : 
L 
Heq(z) = J2
 w^ (3-7) 
i=-L 
Le nombre de taps a utiliser est typiquement relie a des questions d'implementation et 
au canal a egaliser. Avoir un grand nombre de taps implique un plus grand niveau de 
complexite pour une meilleure resolution du canal. Le travail consiste ici a determiner les 
valeurs Wi des coefficients des taps du filtre (entrafnement) et les mettre a jour (tracking). 
Nous avons utilise un filtre LMS (Least Mean Square) qui adapte ses coefficients de sorte a 
minimiser l'erreur quadratique moyenne. A chaque iteration, l'algorithme de reajustement 
de coefficients est 
W^1 = W
¥
n + fi€[n]y^ni (3.8) 
ou e[n] = z[n] — d[n] est l'erreur entre la sortie du filtre et la sequence d'entrainement 
d[n], // est le pas a chaque iteration, y*[n] — [y*[n — L] • • • y*[n] •• -y*[n + L]] et Wn = 
[w-i,[n] • • • w0[n] • • • WL[n]]. La valeur de // doit etre choisie de sorte a avoir un bon 
compromis entre la vitesse de convergence et la stabilite du filtre [Widrow, B., 1985]. Une 
grande valeur de // permet d'effectuer des grands pas a chaque iteration pour converger 
plus rapidement a une solution mais peut rendre le filtre instable. 
De plus, en effectuant une moyenne sur e*[n]e[n] lorsque le filtre a converge vers sa so-
lution finale, nous pouvons obtenir l'erreur quadratique moyenne minimale (MMSE pour 
Minimum Mean Square Error). A noter que le SNR de reception peut etre obtenu a partir 
de l'equation 3.9 (voir la section 1.3). 
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z[n+^] 
FIGURE 3.9 Filtre LMS a 1 tap. 
ou Pt est la puissance moyenne de transmission. Puisque le canal de propagation n'a 
qu'un seul tap, nous avons utilise le circuit a un tap illustre a la figure 3.9 pour corriger 
les erreurs de phase et de magnitude. 
Nous avons effectue des tests pour verifier 1'efTet du pas de convergence, \i. Nous avons 
utilise, par ailleurs, un filtre a un coefficient. Comme entree, nous avons injecte un signal 
avec un SNR de 15 dB et nous avons mesure 1'erreur quadratique a chaque iteration. Une 
moyenne sur un total de 200 simulations est effectuee. Comme nous le constatons a la 
figure 3.10, lorsque fj, augmente de 1 x 10 - 2 a 5 x 10~2, le temps requis par l'algorithme 
pour atteindre le regime permanent diminue d'environ 50 iterations a environ 10 itera-
tions. Cependant, lorsque \x vaut 1.5, l'algorithme diverge car le pas a chaque iteration est 
trop grand. 
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FIGURE 3.10 Taux de convergence de Falgorithme LMS pour differentes valeurs de //. 
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3.5 Circuit d'ajustement initial de puissance 
Puisque le signal est attenue a travers le canal, il est necessaire de proceder a un controle 
de gain de puissance avant de numeriser et de traiter le signal de reception. Ceci a pour but 
d'optimiser 1'utilisation de la plage dynamique des convertisseurs analogique-numerique. 
Lors de la conception du controleur de gain automatique (AGC), nous avons fixe les 
objectifs suivants : 
Plage de gain du controleur 
II est evident que le design doit prendre en consideration 1'attenuation qui peut etre subie 
dans le canal. En se basant sur l'hypothese que le canal attenue le signal de l'ordre de 60 
dB dans le pire cas, nous avons concu un AGC ayant un gain variable au plus de 70 dB. 
Temps de reponse 
En pratique, le controleur de gain doit etre vu comme un estimateur du niveau de puis-
sance du signal de reception [Proakis, J., 2000]. Done, la compensation du gain se fait 
selon une moyenne de la puissance sur un intervalle relatif au taux de signalisation plutot 
que sur une reponse basee sur le niveau du signal instantane. Nous avons concu l'AGC 
de sorte a avoir un niveau de signal de l'ordre de 1.5 dB par rapport au niveau de signal 
desire dans un intervalle de 10 durees de symboles a partir de la pire condition du canal, 
e'est-a-dire une attenuation de 60 dB. 
3.5.1 Circuit utilise 
Le controleur de gain peut etre percu comme un circuit d'estimation et d'inversion du 
canal. En prenant en compte l'hypothese de canal invariant, nous 1'avons concu de sorte 
a ce que l'ajustement de gain se fasse durant la phase d'entrainement du recepteur. Par 
la suite, les donnees sont amplifiers par le meme facteur de gain de puissance GAGC- La 
46 
figure 3.11(a) illustre le circuit utilise. 
Dans un premier temps, l'amplitude du signal s(t) est estimee. Comme mentionne prece-
demment, nous nous interessons a une valeur moyenne de la puissance du signal. A cette 
fin, le filtre passe-bas permet d'attenuer les variations rapides du signal. Le filtre utilise 
est decrit par 1'equation 3.10 et est d'ordre 1. La valeur de aAGc determine l'influence 
des nouvelles donnees sur la sortie du filtre. En effet, lorsque 1 — aAGC est petit, 1'entree 
x[n] a peu d'influence sur S[n], done la sortie du filtre sera moins sensible aux fluctuations 
bruitees de l'entree mais convergera plus lentement. 
6[n] = (1 - aAGc)x[n] + aAGC6[n - 1] avec 0 < aAGC < 1 (3.10) 
La comparaison subsequente des donnees avec un seuil de reference fournit le niveau de 
rajustement de puissance S necessaire. Les deux circuits des figures 3.11(b) et 3.11(c) 
sont alors utilises pour determiner le gain a appliquer. 
Le premier circuit ("Coarse") fait un premier reajustement de la tension. Ce reajustement 
est necessaire pour permettre une convergence initiale rapide vers la solution. L'increment 
du niveau de gain AGi genere par ce circuit est decrit selon 1'equation 3.11. 
AG1= < 
0.5 pour S > 2 
-0 .5 pour<5<-2 (3.11) 
0 sinon 
Le gain GcoaTSe est done 
G«ar« = 1 0 ^ - A G 1 M (3.12) 
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+ Filtre Passe-bas logio(u) f |u| 
Reference 
GND 
(a) Schema bloc du circuit AGC 
Coarse 
(b) Sous-bloc du controleur de gain grassier 
(c) Sous-bloc du controleur de gain raffine 
FIGURE 3.11 Controleur de gain automatique. 
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Un deuxieme circuit ("Fine") opere en parallele pour produire un ajustement plus raffine 
du gain Gfine necessaire. Nous avons ici congu le circuit de fagon a ce que l'increment du 
niveau de gain se fasse selon une fonction continue de 7. 
Gfine = WZ?=oSln] (3.13) 
Le facteur 7 permet d'ajuster le taux de convergence. Suite a l'entrainement du systeme, 
les entrees des integrateurs sont forcees a 0 de sorte que le gain global de 1' AGC ne change 
plus. 
3.5.2 Tests de performance 
Les performances de 1'AGC ont ete mesurees par sa vitesse de convergence pour diffe-
rentes attenuations du canal. Nous avons considere un canal non-bruite. A la figure 3.12, 
nous montrons les resultats obtenus pour une amplification de 6dB du signal ainsi que 
pour des attenuations de 0 dB, 30 dB et 60 dB. Nous avons considere que la convergence 
est atteinte lorsque le signal de sortie est entre -1 dB et 1 dB. 
Le nombre d'iterations correspond ici a la quantite de donnees fournie a l'AGC, soit le 
produit du nombre de symboles par le taux de surechantillonnage. Pour une attenuation 
de 60dB, nous observons que le temps de convergence est d'environ 50 a 60 echantillons. 
Le taux de surechantillonnage que nous avons utilise est de 8, le systeme a done necessite 
moins d'une dizaine de symboles pour converger. 
3.6 Detection de debut de trame de synchronisation 
En reference a la figure 3.2(a), les circuits de synchronisation sont declenches suite a la 
detection de la sequence de debut de trame sequence {+B, +B, +B, -B}. B se refere ici a 
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FIGURE 3.13 Circuit de detection de debut de trame. 
une sequence de Barker de longueur N (voir la section 3.1.1). A l'exception de FAGC, 
l'apprentissage du canal n'a ici pas encore ete effectue, done la detection doit s'effectuer 
sans connaissance de la phase du signal de reception. 
Nous proposons la detection de la sequence selon les composantes en phase et en qua-
drature du signal de reception a quatre instants d'echantillonnages. Done le circuit de 
la figure 3.13 est repete pour les composantes en phase et quadrature. Le debut d'une 
sequence d'entrainement est declare lorsqu'il est detecte par un des quatre sous-blocs 
identiques denotes Barker Detect. Le circuit de chaque bloc Barker Detect est detaille a 
la figure 3.14. 
N est la longueur de la sequence de Barker utilisee. Nous effectuons initialement une 
correlation sur le signe des N echantillons du signal de reception avec la sequence de 
Barker utilisee (et connue au recepteur). En utilisant un seuil convenable de detection, 
nous sommes en mesure de decider si une sequence de Barker a ete detectee. Pour de-
tecter le debut de la sequence de synchronisation subsequente, nous prenons avantage du 
changement de signe impose a la derniere sequence de debut de chaque trame. Lorsque 
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FIGURE 3.14 Circuit de detection de sequence de Barker. 
deux sequences de Barker sont detectees a une separation de N echantillons avec change-
ment de signe, nous decidons que la sequence de synchronisation commencent et le reste 
du recepteur est alors active. 
Pour evaluer la performance, nous avons evalue le taux de pertes de paquets pour diffe-
rents niveaux de SNR. Un paquet est perdu lorsqu'il n'est pas detecte. La figure 3.15 
illustre le taux de pertes de paquets simules pour differents niveaux de SNR lorsque le 
seuil de detection est fixe a un niveau de correlation de 6. Nous observons que pour un 
rapport signal a bruit superieur a 7 dB, le taux de pertes de paquets est inferieur a 1 %. 
3.7 Synchronisation du recepteur 
L'acquisition precise du temps d'echantillonnage des symboles et de la phase est essentiel 
pour tout demodulateur coherent. Plusieurs techniques ont ete developpees au courant des 
annees recentes dont des circuits en boucle ouverte et en boucle fermee [Sklar, B., 2001 ]. 
En general, l'estimation de la phase et du temps d'echantillonnage des symboles revient a 
estimer un parametre du signal en presence de bruit. La presence de multi-trajets et d'un 
canal a evanouissement rapide ajoute un defi supplementaire a la tache [Goldsmith A., 2005]. 
Toutefois, le travail revient a effectuer l'estimation d'un certain parametre suivi d'un al-
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FIGURE 3.15 Taux de pertes de paquets pour differents niveaux de SNR avec un seuil de 









FIGURE 3.16 Schema bloc de la boucle de correction de phase. 
3.7.1 Synchronisation de phase et de frequence 
Le Phase Locked Loop (PLL) est le systeme de controle qui se trouve au coeur de l'ajus-
tement de la phase et de la frequence dans la majorite des systemes de communications 
[Sklar, B., 2001]. Nous avons divise la conception de notre systeme en deux blocs. Le 
premier bloc effectue une estimation de l'erreur de phase du signal de reception par rap-
port a un signal de reference. En se basant sur cette erreur de phase, le deuxieme bloc 
genere une sinusoi'de pour corriger le signal de reception. 
Sans perte de generalite, nous pouvons considerer qu'une difference de frequence revient 
a une variation temporelle du dephasage du signal [Meyr, H., Ascheid, G., 1997]. Ceci 
provient du fait que la phase est la derivee temporelle de la frequence. Nous pouvons 
done considerer que l'ajustement frequentiel se fera de facto. 
Estimation de phase 
Le signal de reception r(n) doit etre ajuste par rapport au signal de reference d(n). En 
considerant la forme angulaire de ces signaux, et en effectuant les operations de 1'equation 
3.14, nous arrivons a avoir une estimation de 1'erreur de phase. 
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ephase[n] = s[n]d*[n] 
= ei* (ej*dY 
(3.14) 
= cos(^) - (j)d) + jsin(<j> - (f)d) 
A la figure 3.17, nous constatons que cette operation est une projection de s(t) sur d(t) 
et elle correspond a une rotation de s(t) d'un angle — 4>d dans le plan complexe. Nous 
pouvons aussi faire les observations suivantes : 
- Si le signe de la partie imaginaire de ep/,,ase[n] est positif, alors <j> > 4>d et la phase du 
signal de reception est en avance par rapport a la reference. 
- Si le signe de la partie imaginaire de ep/jase[n] est negatif, alors 0 < <f)d et la phase du 
signal de reception est en retard par rapport a la reference. 
- Si la partie imaginaire de ephase[n] est nulle, le signal est parfaitement synchronise en 
phase avec la reference. 
En se basant sur ces observations, nous avons congu le detecteur de phase de la figure 
3.18. Le signe de la partie imaginaire de l'erreur determine done s'il faut augmenter ou 
diminuer la phase. Un filtre passe-bas (LPF) est insere pour eliminer les variations causees 
par le bruit additif. Le filtre utilise a la figure 3.16 est d'ordre 1. Le gain de la boucle de 
retroaction definit la frequence de coupure ainsi que le temps de convergence du systeme 
de facon connexe au filtre utilise a la section 3.5. Le gain KPLL permet de definir la plage 
de frequences qui pourront etre corrigees par le VCO. 
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FIGURE 3.19 Circuit d'un DDFS. 
Correction de phase et de frequence 
Le DDFS (Direct Digital Frequency Synthesizer) de la figure 3.16 a pour fonction d'os-
ciller a une frequence en se basant sur la tension indiquee par c[n]. Un circuit integrateur 
place a l'entree du DDFS effectue une accumulation de la correction requise indiquee par 
c[n]. Le LUT (Look-up table) est un tableau ou nous retrouvons les phases possibles d'un 
sinusoi'de. La longueur du tableau determine la resolution des phases. Nous avons defmi 
les donnees du tableau pour une longueur de tableau NDDFS selon la formule 3.15. 
j-2-ni 
Y[i] = e NDDFS , pour i = 0 • • • (NDDFS — 1) (3.15) 
Done, la frequence generee par le DDFS est proportionnelle a la tension c[n] a son entree. 
Lorsque cette tension est nulle, la sortie de 1'integrateur n'incremente pas. Par contre, 
pour d'autres valeurs de c[n], 1'integrateur incremente a chaque iteration. Ceci fait en 
sorte qu'a chacune des iterations, differentes valeurs de la table sont choisies. Done, une 
sinusoi'de est ainsi generee. 
3.7.2 Recouvrement d'horloge 
Jusqu'a present, nous avons assume que le recepteur effectue Fechantillonnage du signal a 
exactement le bon instant de sorte a ce que l'echantillon correspond au symbole transmis a 
travers le canal. Cependant, en pratique, le recepteur n'a pas de connaissance de l'horloge 
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du transmetteur. Ceci cause clairement une degradation des performances du systeme. 
Par exemple, 1'ISI ne peut pas etre minimisee puisque les filtres de Nyquist requierent 
l'echantillonnage au bon instant. Dans certains cas, une ambiguite temporelle de l'ordre 
du nanoseconde entre les references temporelles du transmetteur et du recepteur peut 
rendre la recuperation de I'information transmise impossible [Stephens, D.R., 2001]. Par 
exemple, les systemes a haute largeur de bande tel que le UWB, sont tres sensibles au 
decalage tempore!. 
Plusieurs techniques de synchronisation d'horloge [Mueller, K.H. & Muller, M., 1976] 
ont ete proposees dans la litterature. La technique suivante utilise le changement de signe 
sur la partie reelle et/ou imaginaire du signal de reception pour determiner si l'echantillon-
nage se fait en avance, a temps, ou en retard par rapport au bon moment. Les scenarios 
possibles sont illustres de facon simplified a la figure 3.20. 
A des fins d'illustration, considerons deux symboles BPSK surechantillonnes par un fac-
teur de 8 et transmis a travers les filtres de Nyquist. Le bruit peut etre ignore. II existe 
trois scenarios possibles. Le niveau de signal peut etre en croissance, en decroissance ou 
ne pas changer de signe. 
En reference a la figure 3.20(a), nous pouvons faire les observations suivantes pour une 
transition de positif a negatif : 
1. Si le signal est echantillonne en avance par rapport au bon instant, l'echantillon du 
milieu Ma aura une valeur negative. 
2. Si le signal est echantillonne en retard par rapport au bon instant, l'echantillon du 
milieu Mr aura une valeur positive. 
3. Si l'echantillonnage s'effectue au bon instant, l'echantillon du milieu M aura une 
valeur nulle. 
De plus, nous pouvons faire les observations suivantes pour une transition de negatif a 
positif a partir de la figure 3.20(b): 
r 
So o 
(a) Transition en decroissance. 
r ' 
(b) Transition en croissance 
S 0 + Si+ 





FIGURE 3.21 Circuit de recouvrement d'horloge 
1. Si le signal est echantillonne en avance par rapport au bon instant, l'echantillon du 
milieu Ma aura une valeur positive. 
2. Si le signal est echantillonne en retard par rapport au bon instant, l'echantillon du 
milieu Mr aura une valeur negative. 
3. Si l'echantillonnage s'effectue au bon instant, l'echantillon du milieu M aura une 
valeur nulle. 
Cependant, lorsqu'il n'y a pas de changement de signe entre deux symboles consecutives, 
nous ne pouvons rien conclure sur l'exactitude de l'instant d'echantillonage. 
En se basant sur ces observations, nous avons elabore le circuit de la figure 3.21. Le circuit 
de decision se base sur l'echantillon precedent s„_i, l'echantillon milieu mn et l'echan-
tillon courant sn pour determiner s'il faut faire avancer ou reculer l'instant d'echantillon-
nage. Cet instant d'echantillonnage permet de selectionner alors le bon echantillon dans 
la prochaine sequence de L echantillons, L = 8 etant le facteur de surechantillonnage. Le 
bloc devaluation de delai decide alors du delai a imposer entre deux coups d'horloge de 
symbole (horloge pour choisir le bon symbole) et l'indique au generateur d'horloge. Pour 
illustrer cette dynamique, considerons 1'exemple suivant. 
Exemple de la dynamique du temps d'echantillonnage 
Considerons la figure 3.22 ou chaque colonne correspond a un aux echantillons relies a 
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FIGURE 3.22 Exemple de synchronisation d'horloge 
pond a un echantillon de signe positif. Le bon echatillon est le deuxieme echantillon de 
chaque colonne et les echantillons choisis sont indiques par les fleches. Nous avons de-
fini un groupe d'echantillons comme etant les 8 echantillons associes a un symbole. Dans 
cette section, un groupe de quatre echantillons se refere aux 4 premiers ou 4 derniers 
echantillons suivant un symbole. En reference a la figure 3.22, considerons la situation 
ou l'echantillon choisi du premier groupe de quatre echantillons est s0. Ce dernier est 
en retard par rapport au bon echantillon. L'echantillon du milieu M0 est negatif, et nous 
observons une transition de negatif (s0) a positif (si). Le circuit de decision indique qu'il 
faut done faire avancer l'instant d'echantillonnage par rapport a l'instant courant. Cela 
signifie qu'il faudra choisir le deuxieme echantillon dans chaque fenetre de quatre echan-
tillons. A ce moment, le bloc devaluation de delai demande au generateur d'horloge de 
generer le prochain coup a un intervalle de retard, et par la suite de retourner a un inter-
vals de quatres echantillons. Les deux prochains echantillons choisis sont alors m^ ayant 
une valeur nulle et le bon echantillon s2. La transition percue est de positif a negatif et 




A noter les deux situations particulieres suivantes dont le bloc devaluation de delai doit 
tenir en compte. 
1. Lorsque le symbole courant choisi est le ler du groupe et que le prochain sym-
bole est le 8me, le selecteur de symbole devra selectionner deux echantillons dans 
le meme groupe de 8 echantillons correspondant a un meme symbole dont le pre-
mier echantillon et le troisieme. En effet, un tel scenario peut se produire lorsque 
l'echantillon courant se trouve au debut du groupe et en retard par rapport au bon 
echantillon . 
2. Lorsque le symbole courant choisi est le 8me du groupe et que le prochain symbole 
est le ler, le selecteur de symbole devra ignorer le prochain groupe de 8 echantillons 
correspondant a un symbole et choisira le premier echantillon de celui d'apres. Ce 
scenario peut se produire lorsque l'echantillon courant se trouve a la fin du groupe 
mais en avance par rapport au bon echantillon. 
Impact d'un decalage d'un demi echantillon 
Les decisions prises sont faites par rapport aux echantillons collectes sans interpolation. 
Cela implique qu'une des hypotheses posees est d'avoir un delai multiple entier de la 
periode d'echantillonnage entre le transmetteur et le recepteur . Ceci n'est pas necessai-
rement le cas. A la figure 3.23, nous illustrons le diagramme d'oeil de la partie reelle du 
signal obtenu dans le cas ou le delai est a la moitie de la periode d'echantillonnage. Nous 
considerons que le bruit est absent. Le recepteur readapte son instant d'echantillonnage 
mais celui-ci oscillera toujours autour du bon instant. Nous observons que le diagramme 
d'oeil est constitue de deux diagrammes d'oeil superposes. Le diagramme d'oeil en poin-
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FIGURE 3.23 Effet d'un decalage d'un demi echantillon 
constitue de lignes entrecoupees est le resultat de l'echantillonnage en avance par rapport 
au bon instant. Leurs instants de plus grande ouverture sont aux echantillons 3.5 et 4.5 
respectivement. Le systeme considere que le symbole doit etre lu au quatrieme echan-
tillon puisqu'il n'est pas en mesure de faire une interpolation pour corriger ces erreurs de 
demi-echantillon. 
3.8 Simulations et resultats 
Nous avons simule le systeme presente sur Simulink pour des valeurs de SNR allant de 
8 dB a 13 dB avec des increments de 0.1 dB. Les parametres utilises sont indiques au 
tableau 3.2. Nous avons fixe le temps de simulation a un maximum de 107TB, ou TB est 
la periode d'un bit de donnee. Cependant, afin de limiter la duree des simulations, nous 
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Element bloc 
Format de paquet 
Filtre de Nyquist 






Nombre de sequences de Barker 

























TABLE 3.2 Liste des parametres du systeme utilises lors de la simulation 
avons limite le nombre d'erreurs binaires a 1000 erreurs. 
La figure 3.24 illustre les resultats obtenus. La courbe pointillee est la limite theorique 
etablie par reference au tableau 1.2 pour le QPSK. Nous pouvons observer que : 
- La tendance de la courbe des resultats de simulation suit celle de la courbe theorique. 
II y a une decroissance exponentielle du BER lorsque le SNR augmente. 
- II existe une perte de l'ordre d'au plus 0.3 dB entre la courbe theorique et la courbe 
de simulation. Ainsi, pour atteindre le taux d'erreurs binaires mentionne par la courbe 
theorique, nous devons transmettre avec une puissance de 0.3 dB supplemental. Cette 
difference provient de plusieurs sources d'imperfections du systeme. Par exemple, au 
niveau du PLL, nous utilisons seulement une resolution de 128 phases. Ceci equivaut a 
avoir une resolution de 7r/64 au niveau de la detection de phase et de frequence. 
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LES APPAREILS DE PROTOTYPAGE 
Dans ce chapitre, nous faisons un survol sur les outils materiels et logiciels qui ont ete 
utilises dans le cadre de ce projet. Nous presenterons d'abord les plateformes de deve-
loppement, notamment leurs architectures et composantes. Ensuite, nous ferons un bref 
survol des outils logiciels. 
4.1 Vue d'ensemble du materiel 
La plateforme utilisee pour notre realisation est constitute d'une bofte dans laquelle se 
trouvent deux cartes de developpement dont un Signal Master Quad (SM-QUAD) et un 
VHS-ADC (contenant un module DAC Daughter board) presentes a la figure 4.1. Les 
cartes y sont connectees a travers un bus PCI. Quatre prises Ethernet sont aussi disponibles 
pour permettre la connexion des appareils au reseau local. Comme nous le verrons a la 
section 4.4, il est possible de programmer les cartes a travers une connexion Ethernet. 
Par ailleurs, il existe plusieurs techniques de transmission entre les cartes. Lyrtech Inc. 
a developpe un connecteur LYRIO+ [Lyrtech DRC V4] qui utilise une connexion Ra-
pidCHANNEL pour permettre une communication rapide entre le SMQUAD et le VHS-
ADC en passant par un module Dual RapidChannel (DRC). Cette connexion permet de 
faire le transfert de donnees avec une largeur de bande de 1 GBps. Dans ce systeme, elle 
est la plus performante en termes de taux de transfert de donnees pour les communications 
entre les cartes. II existe aussi d'autres types liens de communications tel que le RTDex 





(a) Le SMQuad 
iillMififc 
^ L Y R T C C H 
(b) Le VHS-ADC 
FIGURE 4.1 Photos des plateformes de developpement 
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4.2 Description hardware du Signal Master QUAD 
Le Signal Master QUAD contient deux FPGA Virtex-4 xc4vlxl 00 de Xilinx Inc. et quatre 
DSP C6416 1GHz de Texas Instruments qui sont tous programmables par 1'utilisateur. Un 
module supplemental peut y etre integre afin d'ajouter des fonctionnalites supplemen-
taires. Sur notre plateforme, un module DRC est present pour permettre une communi-
cation RapidCHANNEL. La figure 4.2 montre un plan simplifie de l'agencement des 
principales composantes que nous avons utilisees et de leur interconnexions. 
FastBus 
Deux DSPs sont connectes a chacun des FPGAs. Le Fastbus est l'interface principale 
que nous utilisons pour le transfer! de donnees. II utilise un EMIF de 32 bits en mode 
synchrone pour permettre, comme son nom l'indique, une communication rapide multi-
canaux [Lyrtech FastBus]. 
Sur chaque DSP, il existe 8 canaux de communications a travers l'interface FastBus pour 
effectuer de la transmission et de la reception, soit un total de 16 canaux. 
La figure 4.3(a) montre l'interface de configuration Simulink du bloc FastBus du cote 
DSP ainsi que les parametres qui y sont associes tel que fourni par Lyrtech Inc. A noter 
les parametres suivants : 
Channel ID - Ceci se refere au canal que nous utilisons pour la communication avec le 
FPGA. Pour chaque DSP et chaque mode de transfert (transmission ou reception), il y 
a 8 canaux utilisables. 
Channel Direction - II determine si le bloc du cote DSP est en reception de donnees du 
FPGA ou en transmission de donnees vers le FPGA. 
Transfer mechanism - Deux types de transfert sont possibles : le Event-triggered DMA 
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DMA car il offre une meilleure performance au niveau de la latence et du nombre de 
cycles du CPU utilises [Lyrtech FastBus]. 
Subframe Length et Number ofSubframes - Le produit de ces parametres determine la di-
mension de chaque trame de donnees a etre traitee par le DSP. La longueur de chaque 
sous-trame est limitee a 1023. 
FPGA Data Type, FPGA Binary Point et DSP Data Type - Comme leurs noms l'indiquent, 
ils definissent le type de donnees et le point binaire vus par le bloc FPGA ainsi que le 
type de donnees utilise sur le DSP. En posant les valeurs appropriees a chacun de ces 
parametres, nous effectuons la conversion d'un type de representation de donnees a un 
autre. 
A la figure 4.3(b), le bloc FastBus du cote FPGA et les parametres associes sont illustres. 
Les points importants a noter sont les suivants : 
Port Ready - Lorsque le FastBus est pret a transmettre/recevoir des donnees, il emet un 
drapeau 1. 
Port TxEn ou RxEn - Une entree a actif correspond a une demande du FPGA de trans-
mettre ou recevoir des donnees. 
DSP ID - Les valeurs possibles sont 1 ou 2. Lorsque ce bloc se trouve sur le FPGA , elles 
correspondent aux DSP 1 et 2 respectivement. Lorsque ce bloc se trouve sur le FPGA 
2, elles correspondent aux DSP 3 et 4 respectivement 
Direction - La direction se fait ici par rapport au FPGA. Ainsi, RX signifie que le FPGA 
est recepteur de donnees alors que TX signifie que le FPGA est transmetteur de don-
nees. 
Lyrtech Inc. mentionne que le pilote du FastBus peut operer en mode bloquant (syn-
chrone) ou non-bloquant (asynchrone) [Lyrtech FastBus]. En consequence, il pourrait 
arriver a la suite d'un design en mode bloquant que les DSPs arretent de fonctionner a 
une iteration. Afin d'eviter de telles situations, l'utilisation de la priorite des blocs est 
recommandee [Lyrtech VHS UserGuide]. 
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RapidChannel 
Les communications RapidChannel permettent des transferts a haut debit (lGBps) entre 
deux composantes FPGA. Elles utilisent 8 canaux de 1 octet avec une horloge fonction-
nant a 125 MHz pour atteindre ce debit [Lyrtech DRC V4]. Lors de nos designs, nous 
l'utilisons pour faire une connexion entre les deux composantes FPGA du SMQUAD ou 
pour une connexion entre un des deux FPGA et le module DRC connecte au VHS-ADC. 
L'interface de configuration du bloc RapidChannel est illustree a la figure 4.4. Les prin-
cipaux parametres sont les suivants : 
Platform Type - Les trois choix possibles pour le type de plateforme sont le SMQUAD, 
le module DRC et le VHS-ADC/DAC. 
Interface - L'interface Inter-FPGA correspond a une communication RapidChannel entre 
deux FPGA situes sur la meme plateforme (les deux FPGA du SMQUAD). Nous uti-
lisons l'interface LYRIO pour effectuer la communication avec une autre carte qui est 
en general le VHS-ADC. 
Registres 
Le SMQUAD possede 16 registres de controle (custom registers) qui peuvent etre accedes 
en lecture et en ecriture par les composantes DSP et FPGA [Lyrtech VHS UserGuide]. 
Comme la vitesse de communication entre les composantes DSP et FPGA a travers ces 
registres est limite, ces registres sont principalement utilises a des fins de controle. 
Enregistrement de donnees vers la memoire RAM 
Un total de 128 MB de memoire RAM est accessible pour chaque FPGA du SMQuad. Le 
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vers la memoire SDRAM du FPGA qui sont eventuellement sauvegardees dans un fichier 
binaire specifie par l'utilisateur a travers l'interface usager de l'utilitaire decrit a la section 
4.4. II existe un bloc connexe (SDRAM Playback) qui peut etre utilise pour la lecture de 
donnees de la memoire. L'enregistrement ou la lecture de donnees requierent chacun un 
bloc de controle (les blocs FPGA SDRAM Record Control ou FPGA SDRAM Playback 
Control respectivement) sur le DSP. Ce dernier offre alors la possibility a un utilisateur 
de declencher l'enregistrement ou la lecture de donnees a travers un interface. Ceci est 
davantage detaille a la section 4.4. 
Du cote DSP, nous notons les points interessants suivants : 
Recording Source - Deux sources sont disponibles, notamment une rampe generee a 1'in-
terne sur le FPGA (pour des fins de verifications du fonctionnement) et les signaux de 
reception aux ports du bloc. 
Trigger Mode - Ce parametre indique si le bloc doit effectuer l'enregistrement d'une 
trame de donnees {One Shot) ou enregistrer des sequences de trames jusqu'a nouvel 
ordre (Continuous). 
Trigger Source - U permet de decider si le debut de l'enregistrement se fait manuellement 
(Manual), a partir d'un des canaux d'enregistrement (Signal) ou selon un flag indique 
dans le modele FPGA (External FPGA Trigger). 
Du cote FPGA, les points interessants sont les suivants : 
Port Trigger- Ce port est utilise pour signaler au bloc de debuter l'enregistrement des 
donnees. Elle n'apparait que lorsque la case Provide Trigger Signals est cochee. 
Port Done - Comme son nom l'indique, ce port indique si le bloc a termine l'enregistre-
ment des donnees. 
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FIGURE 4.6 Diagramme bloc des principales composantes du VHS-ADC 
4.3 Description hardware du VHS-ADC 
Le VHS-ADC possede un FPGA pouvant etre programme selon les besoins de l'utilisa-
teur. Outre les 8 convertisseurs analogiques-numeriques (ADC) presents, un module de 8 
convert!sseurs numeriques-analogiques (DAC) est present. De plus, il est possible de faire 
une communication avec le SM-Quad a travers un RapidChannel. Le diagramme bloc des 
principales composantes de cette carte est illustre a la figure 4.6. 
Le bloc FPGA Board Configuration est utilise pour definir les parametres du FPGA a 
utiliser, notamment le type de plateforme (VHS-ADC ou VHS-DAC) pour lequel sera 
compile le modele. Le FPGA qui se trouve sur la carte est un Virtex-4 xc4vsx55 de Xilinx 
Inc. 
ADC et DAC 
K 
Les convertisseurs analogique-numerique ont une frequence d'echantillonnage fixee a 
104 MHz. II est aussi possible de changer cette frequence d'horloge a 52 MHz a tra-
vers le bloc ADC Control du DSP ou d'utiliser une source externe. Les convertisseurs 
numeriques-analogiques se trouvent sur un module complementaire fourni par Lyrtech 
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Inc. Ces convertisseurs echantillonnent les donnees a un taux dicte par le FPGA du VHS-
ADC. lis heritent done de l'horloge des ADC. Les gains d'amplification de ces modules 
sont fixes. L'interface de configuration de ces blocs est illustree a la figure 4.7. 
Pour changer le nombre de convertisseurs utilises, il suffit de choisir le nombre desire 
dans la liste deroulante du parametre Number of channels. 
RapidChannel 
Comme nous l'avons mentionne, le FPGA du VHS-ADC peut communiquer avec des 
FPGA situes sur d'autres plateformes a travers le RapidChannel. Comme ce bloc est iden-
tique a celui decrit a la section 4.2, nous ne le decrirons pas de nouveau. 
Registres 
Un total de 12 registres de controle (Custom Registers) se trouvant sur le VHS-ADC 
peuvent etre controles par les composantes DSP. Les registres sont alors identifies sur le 
DSP selon la plateforme sur laquelle ils se trouvent (voir figure 4.8(b), parametre Board 
ID). 
4.4 Description software 
Dans cette section, nous faisons une description generate des composantes logicielles 







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Le Signal Master Central Communication Engine (SMCCE) est un logiciel qui agit comme 
un pont entre l'ordinateur hote sur lequel se trouve les plateformes et la station de travail. 
Comme nous le constatons a la figure 4.9, les plateformes sont connectees a un ordinateur 
a travers un bus PCI. Pour demarrer le SMCCE, l'utilisateur peut pointer vers le raccourci 
Start\Lyrtech\Host SDK\cPCI Platform\SMCCE. Ceci permettra alors aux utilitaires de 
detecter les plateformes de prototypage rapide de Lyrtech Inc. disponibles pour les pro-
grammer et effectuer des tests. Le SMCCE a aussi comme tache de s'occuper du transfer! 
d'information telles que les requetes de la station de travail (e.g. programmation des DSP 
et execution). Finalement, il coordonne 1'echange de donnees (par exemple les donnees 
enregistrees dans la memoire de la carte) entre la station de travail et la plateforme. Lors 
de 1'implementation, il est necessaire de s'assurer que le SMCCE est en etat fonctionnel 
pour garantir une bonne communication avec la plateforme desiree. 
Enregistrement de donnees 
L'enregistrement des donnees a l'aide de la memoire disponible dans le FPGA est tres 
utile lors du design pour la verification du bon transfert des donnees. A cet effet, la com-
posante logicielle Record and Playback Utility permet de recolter les donnees et de les 
ecrire dans un fichier binaire pour faire du traitement hors ligrie. 
Pour pouvoir enregistrer les donnees, un bloc FPGA SDRAM Record ainsi qu'un bloc 
FPGA SDRAM Record control doivent etre presents sur le FPGA et un DSP respective-
ment. L'usager indique a l'utilitaire le DSP qui controle l'enregistrement des donnees en 
cliquant sur le bouton Lyrtech platform selection (voir figure 4.10). Au champs Filename, 
l'usager decide du fichier binaire vers lequel s'effectue l'enregistrement des donnees. Pour 
mettre l'utilitaire en mode d'ecoute, il suffit d'appuyer sur le bouton Get Next Available 
Frame. Le bouton Stop After Next Acquisition apparaitra alors pour que l'utilisateur puisse 
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FIGURE 4.9 Le SMCCE comme un pont de communications 
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R Lyrtech FPGA SDRAM Record and Playback Transfer Utility 
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FIGURE 4.10 Interface Graphique du Record and Playback Utility 
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decider si Facquisition des donnees doit s'arreter apres la fin de la prochaine trame. 
Le controle de l'enregistrement des donnees s'effectue a partir du bloc situe au niveau du 
DSP. Par exemple, lorsque le Trigger Source est a Manual, l'enregistrement commence 
a partir du moment ou l'utilisateur coche la case Trigger. Le nombre de donnees valides 
enregistrees Nrecord est determine par le parametre Frame Size. La validite est approuvee 
par le port valid sur le bloc du DSP (voir la figure 4.5). 
Pour recuperer les donnees, nous pouvons utiliser le circuit presente a la figure 4.11(a). 
A la figure 4.11 (b), le parametre Packing Mode est a 2 car les donnees sont enregistrees 
de cette fagon [Lyrtech SDRAM]. 
4.5 Outils necessaires au developpement 
Lyrtech Inc. propose deux types de developpement pour la plateforme. Le Board Software 
Development Kit (BSDK) est principalement la librairie fournie pour faire de la program-
mation en langage C dans le cas du DSP ou en VHDL dans le cas du FPGA. Nous avons 
opte pour utiliser 1'autre approche basee sur le Model-Based Development Kit (MBDK) 
qui est la librairie fournie pour faire du developpement en utilisant des blocs de Simulink. 
La figure 4.12 illustre les etapes successives lors du developpement d'un prototype. 
Chaque modele DSP et FPGA sont developpes separement. 
Pour la creation de modeles DSP, les outils necessaires sont: 
- Simulink 
- Real-Time Workshop 
- Code Composer Studio (Version 3.0) 
Pour chaque DSP, un modele Simulink doit etre cree. A la compilation de chacun d'entre 
eux, Real-Time Workshop genere du code C (les fichiers .c et .h) en se basant sur les blocs 
utilises et les fonctionnalites demandees. Les outils de Code Composer Studio compilent 
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FIGURE 4.12 Etapes de developpement [Lyrtech SMQ DesignGuide]. 
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le code et creent les liens (build) pour produire 1'executable en format fichierDSP.out. 
Pour la creation de modeles FPGA, les outils necessaires sont: 
- Simulink 
- Xilinx System Generator 
- Xilinx ISE Foundation tools 
Pour chaque FPGA, un modele Simulink doit etre cree. A la compilation, Xilinx System 
Generator genere les fichiers VHDL et les netlists necessaires. Les outils de Xilinx Foun-
dation Tools effectuent les etapes finales (synthesizer, xflow, etc) pour produire l'execu-
table (bitstream) en format fichierFPGA.bit. 
Les etapes a suivre pour la creation d'un modele sont davantage detaillees au chapitre 5. 
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CHAPITRE 5 
REALISATION ET PERFORMANCE 
Ce chapitre est divise en trois sections. Dans la premiere section, nous effectuons une 
description detaillee du transmetteur etape par etape. La deuxieme section explique les 
grandes lignes de la demarche utilisee pour realiser le recepteur. Finalement, nous decri-
vons les performances mesurees avec cette realisation. 
Au courant de la realisation, nous avons utilise le complement a 2 pour la representation 
des donnees signees. 
5.1 Le transmetteur 
Pour realiser le transmetteur, nous avons d'abord utilise un DSP pour agir comme source 
des paquets a transmettre. Sur le FPGA du SMQuad, nous effectuons par la suite un 
surechantillonnage des donnees. Une connexion RapidChannel est utilisee pour transferer 
les donnees vers la carte VHS-ADC. Nous y effectuons la mise en forme d'impulsions 
par un filtre en racine carree cosinus sureleve avant la transmission vers les convertisseurs 
numeriques-analogiques. Le schema bloc du transmetteur est illustre a la figure 5.1. Nous 
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FIGURE 5.1 Diagramme bloc du transmetteur 
0000 Partie Reelle Partie Imaginaire 
[- 14 bits r 14 bits 
=1 --1 Format signe 
sur 14 bits 
0000 00000000000001 11111111111111 
= 65635 Entier non signe 
de 32 bits 
FIGURE 5.2 Representation et interpretation de chaque symbole 
Etape 1 : Formation du paquet 
Chaque paquet transmis a la structure decrite a la section 3.1. Quatre sequences de Barker 
de longueur 7 sont utilisees pour la detection du paquet. Les sequences de synchronisation 
ont ete formees a partir d'un ensemble de 9 sequences S et d'une sequence S inversee. 
La sequence binaire de donnees est generee a partir de quatre registres a decalages tous 
initialises a 1. La boucle de retroaction utilisee est x3 © x4. Cette sequence est repetee et 
modulee en QPSK de sorte a avoir des paquets d'une longueur totale de 512 symboles. 
Done, par paquet, nous transmettons 183 symboles dans l'entete et 329 symboles de don-
nees. 
Les convertisseurs numerique-analogique utilisent une representation sur 14 bits en for-
mat complement a 2. Nous avons done represente les parties reelles et imaginaires de 
chaque symbole selon ce format. Quatre zeros sont ajoutes au debut pour former une don-
nee de type entier non-signe de 32 bits. La figure 5.2 montre une representation pour 
chaque symbole tel que genere et la fa<jon de 1' interpreter. 
La compagnie Lyrtech Inc. fournit le bloc bit packer qui permet de concatener des bits 
de plusieurs sources pour en faire une variable de type entier non-signe de 32 bits. Ainsi, 
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Fin de Barker 
t = 22 a 28 
Synchronisation 









FIGURE 5.3 Circuit utilise pour generer les paquets 
comme illustre a la figure 5.3, ce bloc est utilise pour generer le paquet de transmission. 
Nous specifions au bloc que la premiere entree forme les 4 premiers bits. Les deux entrees 
suivantes doivent etre representees sur 14 bits et elles sont de type signe. Ceci est fait en 
specifiant le vecteur [4 — 14 — 14] au champs [Input Descriptor] du bloc. Le signe negatif 
indique que l'entree est signee. Les paquets de transmission sont done prealablement 
generes par l'execution d'un modele Simulink. 
Etape 2 : Design du DSP 
Le DSP est utilise a des fins de controle. II permet de definir l'horloge utilisee pour dif-
ferentes composantes du systeme. Les details du design du DSP sont decrits a 1'annexe 
ILL 
Etape 3 : Design du FPGA(SMQuad) 
Comme nous l'avons mentionne, le FPGA du SMQuad a pour tache d'effectuer un sur-
echantillonnage des donnees recues par le FastBus du DSP et de les acheminer vers le 
VHS-ADC a travers le RapidCHANNEL. Les details du design de ce FPGA est fourni a 
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F annexe II.2 
Etape 4 : Design du FPGA(VHS) 
Au niveau de la composante FPGA du VHS-ADC, nous effectuons la mise en forme d'im-
pulsions a travers un filtre en racine carre cosinus sureleve. Les donnees sont transmises 
vers un module convertisseur numerique-analogique qui transmet le signal sur deux ca-
naux pour les composantes en phase I et en quadrature Q. Les details du design de ce 
FPGA est fourni a Fannexe II.3 
Suite a la generation du bitstream, ce FPGA est programme avant de proceder a Fetape 
suivante. 
Connexion au DSP et execution 
Dans un premier temps, nous devons indiquer que la composante FPGA du SMQuad doit 
etre programmee avec le bitstream SMQUADFPGAl.bit. A cet effet, le bloc Set bitstream 
que nous avons insere sur le modele du DSP s'avere utile. En double-cliquant sur ce 
bloc, une fenetre apparaitra pour que Futilisateur fasse la selection du bitstream appro-
prie. Alternativement, Futilisateur peut effectuer cette commande en allant dans le Confi-
guration Parameters\Real-Time Workshop\Interface et ajouter la commande 'fpgaload' 
'SMQUADFPGAl.bit' a cote du 'autodetect'. 
Pour se connecter au DSP, il suffit de choisir Connect to target dans le menu Simulation ou 
d'utiliser le bouton disponible dans la barre a outils (voir figure II. 1). Une fenetre apparai-
tra alors demandant a Futilisateur de choisir la plateforme (voir figure 5.4). En appuyant 
sur le bouton Connect to Lyrtech development platform, le FPGA sera programme avec le 
bitstream et Fexecutable .out sera programme sur le DSP correspondant. Uexecution du 
code debute lorsque Futilisateur appuie sur le bouton play situe a cote du connect. 
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FlGURE 5.4 Interface utilisateur pour la connexion 
5.2 Le recepteur 
La figure 5.5 montre ]'architecture du recepteur tel que congu. Au niveau du VHS-ADC, 
nous effectuons, tel qu'illustre dans le modele Simulink presente a la figure 5.2, le filtrage 
de Nyquist avant de transmettre les donnees vers le FPGA du SMQUAD a travers le DRC 
RapidChannel. Comme nous le constatons a la figure 5.7, le filtre LMS et le recouvrement 
d'horloge s'effectuent sur ce dernier. Du a des contraintes de temps, nous n'avons pas 
effectue la mise en oeuvre d'un PLL, mais ceci devrait se faire sur le FPGA du SMQUAD. 
Les symboles regus sont finalement enregistres dans la memoire SDRAM et le calcul du 
taux d'erreurs peut alors s'effectuer hors-ligne. 
5.2.1 Circuit utilise au VHS-ADC 
Le VHS-ADC au niveau du recepteur contient essentiellement les convertisseurs analogique-







































(b) Circuit au SM-QUAD 

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































l'architecture du circuit utilise. 
L'ADC numerise le signal de reception sur 14 bits en point fixe avec une position binaire 
0. Les parties reelle et imaginaire du signal sont filtrees separement a travers les filtres. 
A noter que pour ces filtres, les parametres et les coefficients utilises sont les memes que 
ceux au transmetteur pour en faire des filtres adaptes. 
Les sorties de chacun des filtres sont de type point fixe sur 14 bits avec un point decimal a 0 
bit. Les sorties sont concatenees en un bus qui sera transmis a travers le RapidChannel du 
module DRC. Ceci nous permet de transmettre 28 bits de donnees sur un bus permissible 
de 64 bits sur le RapidChannel plutot que de transmettre 14 bits a la fois, ce qui ameliore 
le taux de transmission entre les deux cartes. En d'autres mots, 28 bits de donnees sont 
transmis sur un coup d'horloge plutot que sur deux coups d'horloge. 
5.2.2 Detection de debut de paquet 
Ce circuit a comme entree le signal filtre. II permet de detecter le debut d'une trame en 
utilisant des portes logiques et des registres a decalages, et ensuite en comparant la sortie 
du correlateur avec des seuils predefinis. Ainsi, ce circuit est similaire a celui presente a la 
section 3.6. Les sorties sont les signaux RecEn et SyncEn. Ces deux signaux deviennent 
actifs lorsque le debut d'un paquet est detecte. SyncEn reste actif pendant une duree egale 
a la periode de synchronisation. RecEn reste actif pendant l'entiere duree d'un paquet. 
Ceci est illustre a la figure 5.8. 
SyncEn est utilise pour gerer la synchronisation du recepteur. RecEn est utilise pour four-




















FIGURE 5.9 Schema bloc du circuit de recouvrement d'horloge 
5.2.3 Algorithme de recouvrement d'horloge 
Le signal recu est surechantillonne par un facteur de 8. Grace a l'algorithme de recou-
vrement d'horloge, le bon echantillon a la sortie du filtre adapte devra etre choisi pour 
effectuer la demodulation. La figure 5.9 illustre l'architecture que nous avons utilisee 
pour effectuer ce type de recouvrement. 
Le systeme de selection d'echantillons est compose de deux elements. Le premier ele-
ment est responsable de la generation d'une horloge a periode variable en se basant sur 
les signes de l'echantillon choisi courant et precedent ainsi que celui de 1'echantillon mi-
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(b) Circuit bloc de l'echantillonneur 
FIGURE 5.10 Detail bloc des circuits de recouvrement d'horloge 
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de la figure 5.10(a) genere un signal D[i] de valeur ±8 ou nulle, avec 0 < S < 1. La sortie 
de l'accumulateur est, comme son nom l'indique, l'accumulation des decisions. La sortie 
du bloc A[i] est arrondie a rentier pres. L'accumulateur est con§u de sorte que la sortie 
soit representee par une variable signee de deux bits en complement a 2. Cette derniere 
est en mode wrap. Ceci veut dire que dans le cas ou la variable excede la valeur maxi-
male representable sur 2 bits signes (l;>aseio = 016ase2), elle devient la valeur minimale 
(—^baseio = 10&ase2)- Le bloc de reinterpretation permet de reinterpreter cette valeur en 
point fixe non-signe. Un comparateur verifie la valeur du circuit de comparaison avec la 
valeur d'un compteur binaire modulo 4. Ainsi, un front montant est genere a chaque 4 
periodes d'un sous-echantillon (cas 1 de la figure 5.11). Lorsque le circuit de decision 
emet suffisamment de valeurs negatives, la sortie de l'accumulateur decremente, done un 
front montant sera genere apres 3 periodes de sous-echantillons (cas 2 de la figure 5.11). 
Similairement, lorsque le circuit de decision emet suffisamment de valeurs positives, la 
sortie de l'accumulateur incremente, done un front montant sera genere apres 5 periodes 
de sous-echantillon (cas 3 de la figure 5.11). 
L'echantillonneur, le second element du circuit de recouvrement d'horloge, selectionne 
les echantillons appropries du signal de reception. En plus de l'echantillon correspondant 
au symbole, nous voulons aussi extraire l'echantillon central necessaire au circuit de de-
cision. La figure 5.10(b) illustre le circuit utilise pour accomplir cette tache. L'horloge 
generee par le circuit de decision etant le double du taux de symboles doit etre d'abord 
ralentie de moitie. Un premier circuit recupere chaque premier front montant pour generer 
CLKsample qui recupere l'echantillon de symbole. Un deuxieme circuit recupere le com-
plementaire, e'est-a-dire chaque deuxieme front montant pour selectionner l'echantillon 
central. La dynamique de l'echantillonneur est illustree dans le diagramme temporel de la 
figure 5.12. 
Le reste des elements se trouvant sur le FPGA fonctionnent a la periode d'un sous-
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FIGURE 5.11 Diagramme tempore! de la generation d'horloge 
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FIGURE 5.12 Dynamique de l'echantillonnage 
de symbole, nous utilisons un signal Enable qui est active par le signal CLKsampie- Par 
exemple a l'enregistrement des donnees, nous voulons recuperer un seul echantillon par 
symbole. Ainsi au port valid, le signal CLKSampie combine avec d'autres conditions per-
mettra de determiner si l'echantillon est enregistre. 
5.2.4 Filtre d'egalisation 
Nous avons separe le design du filtre d'egalisation en deux elements : le circuit multipli-
cateur et le circuit d'estimation de gains. Le circuit multiplicateur effectue 1'ajustement 
de l'amplitude A et de phase 8 du signal recu. Ainsi, le signal recu est ajuste par un 
facteur Aeje = Gr + jGi, ou Gr et Gj sont les gains de la partie reelle et imaginaire 
Sn+1 
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respectivement selon l'equation suivante : 
S[Tl\ — (JJreal "T JDimaginary) ' -^^ 
= [Vreal + JVimaginary) ' [y'r + J^i) W - U 
yVreal^Jr yimaginary^i) > JyVreal^i > Vimaginary^r) 
A partir de l'equation 5.1, nous avons deduit que le circuit multiplicateur complexe serait 
celui de la figure 5.13. Le gain est de type point fixe represente sur 10 bits avec le point 
binaire se trouvant a 5 bits. Par contre, les signaux d'entree et de sortie sont de type 
point fixe representes sur 14 bits avec le point binaire se trouvant a 0 bits. La sortie des 
multiplicateurs est arrondie en format Fix_13_0. Chaque multiplicateur sature sa sortie a 
sa valeur maximale lorsque celle-ci excede la valeur representable. 
Le circuit d'ajustement de gain est illustre a la figure 5.14. Ce circuit realise l'equation 
3.8 decrite au chapitre 3. Le signal de comparaison d (la sequence de synchronisation) 
est preprogramme dans une memoire ROM et un compteur permet de definir l'adresse 
lue pour extraire les donnees sequentiellement. Le circuit est mis en activation lorsque le 
signal SyncEn du circuit de detection de paquets est actif. L'accumulateur met a jour sa 
sortie a chaque coup d'horloge provenant du circuit de synchronisation d'horloge. 
5.2.5 Enregistrement des donnees regues 
En reference a la figure 5.5(b), nous avons congu le recepteur de sorte a enregistrer des 
blocs de donnees regues. Puisque chacun des canaux de la memoire vive disponible sur 
le FPGA peut contenir une donnee de 16 bits au plus, nous avons utilise deux canaux 
pour enregistrer les 14 bits de la partie reelle et imaginaire du signal de reception separe-
ment. La donnee a enregistrer est valide lorsque les signaux CLKSam.pie et RecEn sont 












































FIGURE 5.14 Circuit d'ajustement du gain du filtre LMS 
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FIGURE 5.15 Logique de selection des donnees enregistrees 
bole requ. Lors de chaque enregistrement, nous avons recupere 8192 echantillons. Nous 
nous sommes aussi limites a ce nombre d'echantillons puisque nous avons constate une 
instabilite lorsqu'il est trop eleve. 
L'enregistrement est initie par l'utilisateur a partir du DSP, tel que decrit a la section 4.4. 
5.2.6 Blocs DSP 
Les blocs utilises pour le recepteur au niveau du DSP sont montres a la figure 5.16. Dans 
le design actuel, le DSP n'effectue aucune operation de traitement de signal. Comme nous 
l'avons indique dans les sections precedentes, le traitement de signal est effectue au niveau 
des FPGA. Le reste des operations, tel que le calcul de taux d'erreurs, est effectue hors-
ligne. Le DSP est done utilise seulement a des fins de controle. Ainsi, nous y specifions 
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FIGURE 5.16 Blocs utilises au DSP du recepteur 
les parametres a etre utilises par l'ADC et le module DRC. Nous y effectuons aussi le 
controle de 1'enregistrement de donnees. 
Un point particulier a noter est que nous avons insere un canal fast-bus en reception. En 
realite, ce canal ne transfert aucune donnee utile. II a ete ajoute car nous avons constate 
qu'en son absence, le DSP bloquait. Nous n'avons pas enquete davantage sur ce probleme. 
5.3 Performances 
Tout au cours de la conception de ce systeme de communications, nous avons du proceder 
par etapes et effectuer une serie de tests afin de valider la fonctionnalite de chacun des 
blocs avant d'en arriver a l'ensemble. Dans cette section, nous decrivons trois des etapes 



















FIGURE 5.17 Circuit pour la caracterisation du transmetteur 
5.3.1 Caracterisation du transmetteur 
Afin de tester le transmetteur, nous nous sommes bases sur le circuit de la figure 5.17 per-
mettant d'effectuer une boucle interne ou externe. Nous avons utilise le diagramme d'oeil 
et la constellation des symboles recus pour observer et mesurer certaines caracteristiques 
du transmetteur. 
Diagramme d'oeil pour la boucle interne 
Par reference a la figure 5.17, c'est le circuit qui passe a travers les deux filtres de Nyquist 
sans sortir de la plateforme. Nous avons surtout utilise cette boucle pour verifier que les 
filtres de Nyquist sont effectivement complementaires de sorte a avoir un niveau d'ISI 
faible. La figure 5.18 montre les resultats obtenus pour la partie reelle et imaginaire du 
signal. Nous en faisons les observations et deductions suivantes : 
- Au point ayant le plus grand ecart, il n'y a pas beaucoup de variations du signal. Nous 
en concluons que le niveau de bruit remanent est faible. 
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FIGURE 5.18 Diagrammes d'oeil pour une boucle interne 
- Nous considerons que l'ouverture de l'oeil est suffisamment grande. Done, la sensibilite 
de ce systeme aux erreurs de synchronisation est acceptable. 
Diagramme d'oeil pour la boucle externe 
Par reference a la figure 5.17, c'est le circuit qui passe a travers les deux filtres de Nyquist 
avec un chemin de sortie de la plateforme passant par les deux DAC et un chemin de retour 
passant par les ADC. La figure 5.19 montre les resultats obtenus pour la partie reelle et 
imaginaire du signal. Nous pouvons faire les observations suivantes : 
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- Le bruit au point de plus grand ecart de l'oeil a augmente. Cependant, ces oscillations 
sont faibles par rapport a Fouverture de l'oeil. En effet, les oscillations sont a peine 
de 10% de l'ouverture, indiquant qu'a pleine puissance de transmission, ce bruit n'in-
fluencera pas beaucoup le BER. 
- Le point ayant la plus grande ouverture est legerement en retard par rapport a 1'echan-
tillon dont nous avons pris les mesures (quatrieme echantillon). Done, le systeme ne 
sera pas en mesure d'echantillonner au meilleur moment. Ceci est du au fait que le 
delai introduit par le systeme n'est pas un multiple du temps d'echantillonnage. 
- L'ouverture de l'oeil n'a pas beaucoup augmente et reste a une valeur jugee acceptable. 
Done, nous pensons que la sensibilite restera acceptable. 
Constellations 
Nous avons aussi trace la constellation du signal recu pour chacun des deux cas. En se 
basant sur la figure 5.20, nous pouvons affirmer que les symboles recus n'ont aucun 
dephasage. Nous pouvons aussi faire les observations suivantes : 
- Le signal ayant traverse la boucle externe est plus bruite que celui ayant passe par la 
boucle interne. Le SNR en boucle interne est de 24 dB alors que le SNR en boucle ex-
terne est de 18 dB. Ceci est un resultat attendu. Nous pensons que le bruit de quantifica-
tion aux niveaux des DAC ainsi que l'interference entre symboles en sont les principaux 
coupables. 
- Le signal ayant traverse la boucle externe a ete attenue a travers les cables reliant les 
DACs aux ADCs. Cette attenuation ne semble pas etre majeure a priori. 
- II existe un DC au niveau du signal recu par la boucle externe. Les resultats vus ici 
montre que ce DC est de l'ordre de 100 a 200 unites. Nous avons malheureusement 
observe au courant des mesures que la valeur de ce DC n'est pas constante. Afin de 
pouvoir effectuer les mesures au niveau du recepteur en boucle externe, un algorithme 
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5.3.2 Verification de la fonctionnalite du recepteur 
II est evident qu'avant de proceder aux mesures de performance, nous devons confirmer 
que le recepteur est fonctionnel. Nous avons done precede a la transmission de donnees 
selon les deux chemins illustres a la figure 5.21. 
Nous avons constate que dans chacun des deux cas, les donnees transmises sont effective-
ment recues. Cela signifie que le bloc de detection de paquets et les boucles de synchroni-
sation sont fonctionnels. A noter que nous avons effectue la verification de fonctionnalite 
a haut SNR. A bas SNR, nous avons constate que le DC present dans la boucle externe 
provoque des deteriorations importantes aux algorithmes de synchronisation. 
5.3.3 Performance du recepteur 
Afin de quantifier la performance en boucle interne du recepteur, nous avons trace la 
courbe du taux d'erreurs binaires en fonction du SNR du signal au recepteur. De toute 
evidence, nous devons pouvoir faire varier et de mesurer le SNR du signal de reception 
pour effectuer les mesures de nombre d'erreurs. De plus, afin d'avoir des resultats de 
bonne precision, il est necessaire de mesurer suffisamment d'echantillons. 
Variation du SNR 
La variation du SNR peut s'effectuer en faisant varier la puissance du signal emis. Pour ce 
faire, nous avons fait varier 1'amplitude de chaque symbole du paquet transmis a sa gene-
ration. Par ailleurs, il est utile d'etre en mesure de definir les consequences de differents 
niveaux d'attenuation sur le SNR. En considerant une puissance de bruit iV0 qui ne varie 





























FIGURE 5.21 Architecture utilisee pour la verification du recepteur 
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xdB, le signal doit etre attenue de 10° lx. 
KP 
SNRdB = 10* log , AT 
iV° / (5.2) 
10log(K) + Constante 
Ainsi, dans un premier temps, nous avons calibre notre signal pour avoir un point d'opera-
tion juge acceptable d'environ 13dB de SNR. A un tel point d'operation, le taux d'erreurs 
binaires est de l'ordre de 10~5 a 10~6. Par la suite, le signal est davantage attenue pour 
pouvoir faire les differentes mesures desirees. 
Estimation du SNR 
II est necessaire de determiner le SNR du signal de reception. Nous sommes done interes-
ses a determiner la puissance moyenne du signal de reception, ainsi que le bruit. Le signal 
recu comporte une composante DC. Done, dans un premier temps, nous avons elimine 
cette composante et estime la puissance du signal. 
P = E[9l(r{t) - E[r{t))f + 9(r(<) - E[r{t)])2] 
= E[St(r(t))*\ + E[$S(r(t))2] - £[$ft(r(i))]2 - E[Z(r(t))}2 
La puissance du bruit peut etre estimee par l'equation 5.4. 
a2n = E\^{r{t)} - (E[^{r{t))} • si9n{r{t)))]
2 
i{r{t)} - (E[S(r(t))] • sign{r(t))) 
(5.3) 
E %\ (5.4) 
Nous constatons ici l'hypothese que dans le calcul du SNR, nous faisons abstraction du 
DC present dans le signal. En effet, nous avons assume que lorsque sa valeur est faible, 
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il ne devrait pas influencer de facon aleatoire le BER. Par contre, si elle est trop elevee 
par rapport au niveau de puissance du signal, le DC devra etre pris en consideration ou le 
design devra Stre corrige pour l'eliminer. 
Resultats 
Nous avons repetitivement transmis plusieurs paquets. Pour chaque groupe de paquets 
transmis, nous avons evalue le BER en comparant les donnees recues avec celles trans-
mises. Nous avons aussi evalue le SNR des differents paquets recus. A noter que 1'equipe-
ment disponible permettait de recolter un maximum d'environ 15,000 echantillons dans 
chaque enregistrement. II nous a alors fallu estimer le taux d'erreurs a haut SNR en com-
binant les resultats de plusieurs paquets recoltes. A la figure 5.22, nous observons les 
differentes mesures obtenues. Comme le bruit est un processus aleatoire, nous observons 
que ces points sont distribues selon une certaine tendance. 
Sachant que le taux d'erreurs binaires varie de facon generate en fonction de Q(y/(SNR)), 
nous pouvons, a haut SNR affirmer que 1'approximation BER = aebSNR est raisonnable. 
Ceci nous permet de tracer la courbe de regression a travers les divers points collectes tel 
qu'observe a la figure 5.22. 
Nous pouvons conclure que le systeme con£u suit la performance attendue avec une de-
gradation inferieure a O.bdB par rapport a la courbe theorique. Cette degradation est par-
ticulierement significative a haut SNR mais demeure acceptable. 
II existe un ecart entre les points mesures et la courbe de regression. Cette ecart provient 
du fait que le BER etait mesure sur une quantite limitee de paquets. Pour etre en mesure 
de rapprocher les mesure de la courbe, davantage de nombre de symboles sont necessaires 
pour chaque valeur de SNR. 
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FIGURE 5.22 Courbe de BER vs SNR 
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au BER a bas SNR. Ceci s'explique par le fait qu'a haut SNR, un plus grand nombre de 
symboles doivent etre mesures pour avoir des resultats precis puisque les erreurs binaires 
se font rares (de Fordre de 1 erreur pour chaque 10,000 symboles transmis). 
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CHAPITRE 6 
DISCUSSIONS ET CONCLUSION 
6.1 Conclusion 
Le developpement de ce systeme de communications sans-fil point a point s'est montre 
relativement complexe et rempli de defis. Comme nous l'avons mentionne au chapitre 
1, il est necessaire avant tout de definir le type de communications a implementer afin 
de comprendre les enjeux. Dans le cadre de notre projet, nous avons decide d'utiliser 
le systeme le plus simple, notamment un canal a evanouissement lent et non-selectif en 
frequences. 
La modelisation du systeme a concevoir nous a permis de valider les differents algo-
rithmes que nous avons projete d'utiliser par la suite. Elle nous a aussi permis d'avoir une 
idee quantitative du type de performance a laquelle nous pouvons nous attendre avec un 
tel systeme. 
La premiere phase d'implementation du systeme indique que nous sommes sur le bon 
chemin. Les performances obtenues sont acceptables. Avec l'ajout d'une boucle PLL, 
nous nous attendons a une legere degradation de la performance. II y a cependant plusieurs 
ameliorations qui peuvent etre faites, mais les perspectives de developpement sont bonnes. 
6.2 Ameliorations 
Le but de ce projet etait de faire le premier pas pour avoir un systeme fonctionnel et pour 
comprendre les outils proposes par Lyrtech Inc. Cependant, nous avons note plusieurs 
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ameliorations qui peuvent etre apportees au systeme. Certaines d'entre elles se situent au 
niveau du design effectue, d'autre au niveau de l'equipement disponible. 
Ameliorations du design 
Nous avons note les points suivants : 
- L'element PLL manquant dans 1'implementation hardware merite d'y etre ajoute. Afin 
de tester cela, il serait judicieux d'utiliser une communication entre deux plateformes 
plutot qu'une boucle. 
- II serait convenable d'effectuer une estimation de l'intervalle de confiance selon un test 
d'hypothese pour valider la courbe BER vs SNR tel que mesure. 
- Nous avons eu quelques difficultes a effectuer une estimation en temps reel du taux 
d'erreur binaires au niveau du DSR Un tel module etait initialement desirable car ceci 
permettrait de faire 1'estimation du taux d'erreurs binaires sur un plus grand nombre 
d'echantillons. 
- Le systeme fourni ici n'est pas optimise en aucun sens. Une des possibilites serait 
de chercher les valeurs des parametres du recepteur tel que le gain de la boucle de 
retroaction du filtre LMS de sorte a ce que la longueur d'entete requise soit minimale. 
- Nous avons constate la presence d'une composante DC dans le signal de reception. 
Sa source devrait etre davantage investiguee pour 1'eliminer car nous pensons que cela 
risque d'influencer les resultats de calcul du taux d'erreurs. 
Ameliorations du fournisseur 
Nous avons note les points suivants qui devraient etre corriges ou ameliores par le four-
nisseur : 
- Lorsque nous tentons de recolter des donnees au niveau de la RAM du FPGA, nous 
avons constate une instabilite du systeme. Le systeme devenait instable et "crashait". 
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- II serait interessant d'avoir une horloge variable qui serait un non-multiple du 104 MHz 
de l'ADC. Presentement ce dernier est l'horloge que nous utilisons et qui est propage 
a travers le systeme. 
- Lorsque nous tentons d'enregistrer les donnees se trouvant dans la RAM du FPGA, 
nous avons constate qu'il fallait demarrer le "SDRAM Record and Playback Transfer 
Utility" avant de connecter les DSP. Sinon, le systeme produira des comportements 
inattendus. 
- Nous aimerions pouvoir transferer les donnees vers le DSP et effectuer l'enregistrement 
temps-reel vers un fichier sur le disque dur. Ceci a ete propose a Lyrtech Inc., mais 
actuellement il n'est pas encore disponible. 
- Nous avons constate que le bloc "Playback from RAM" fourni dans les librairies de 
Lyrtech Inc. n'est pas fonctionnel. En effet, le modele ne compile pas lorsque ce bloc 
est present. Ceci est presentement en investigation aupres du fournisseur. 
6.3 Perspectives 
Ce projet marque un debut quant a l'utilisation des outils de prototypage rapide proposes. 
Plusieurs scenarios futurs peuvent etre envisages quant a Fusage de Fequipement et au 
developpement du projet. Nous n'en citons ici que quelques uns. 
II serait interessant d'implementer la partie micro-ondes du systeme (incluant les antennes 
de reception et les modulateurs hautes frequences). Ceci permettrait d'effectuer des me-
sures de canaux pour un tel systeme de communication a bande etroite. Ainsi, nous serions 
en mesure d'estimer le niveau d'interferences presentes selon divers environnements. 
Un autre projet serait le developpement de techniques de traitement de signal plus com-
plexes que celles implementees au courant de ce projet. La plateforme fournit beaucoup 
de capacite, notamment avec les quatres DSP tres performants qui y sont souvent utilises. 
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La plateforme fournit un bon potentiel pour le developpement d'un systeme MIMO. Ici, 
nous serons en mesure d'implementer un systeme MIMO 4 x 4 au plus. L'utilisation 
de Simulink permettra au concepteur debutant d'avoir une bonne vue de haut niveau du 
systeme. Par ailleurs, un concepteur experimente peut toujours implementer un systeme 
en passant par du codage VHDL et C/C++. 
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QUELQUES BASES THEORIQUES 
1.1 Les recepteurs a maximum de vraisemblance [Proakis, J., 2000] 
1.1.1 Structure du recepteur 
Soit une sequence binaire m, constitute de K bits tel que m* = {&i, • • • , bx} 6 v ou v est 
la serie de tous les M = 2K messages possibles. Chaque message peut etre encode selon 
un signal analog S{(t) defini sur un interval temporel [0, T). S'un point de vue minimisa-
tion du taux d'erreurs binaire, un recepteur optimal effectue une correlation du signal de 
reception avec chacun des signaux de transmission possible suivi d'un echantillonage a 
une periode T (voir figure 1.1). Le signal transmis est estime en se basant sur la distance 
de la valeur de la correlation avec les differentes valeurs possibles. 
A noter que qu'un recepteur a correlation est equivalent a un filtre adapte du point de vue 
de la reponse a l'instant d'echantillonnage T [Haccoun D., 2006]. 
1.1.2 Correspondance dans un espace vectoriel 
Grace au processus d'orthogonalisation de Gram-Schmidt, les signaux {s\(<),-•• , %( i )} 
peuvent etre representes comme une combinaison lineaire de N < M fonctions de base 
orthonormaux, {</>!, • • • , 4>N}- Ainsi chacun des signaux formera un point d'une constel-
lation de M points dans un espace a N dimensions. Pour un signal Sj(i), les coordonnees 
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FIGURE 1.1 Recepteur a correlation 
m =jTii 
du point correspondant sera alors obtenu par la serie d'equations 1.1. 
3u 
= / Si{t)(t)j{t)dt, pour j = 1 • • • iV 
JO 
(1.1) 
Le recepteur doit decider du signal transmis a partir du signal de reception r(t). Le j i m e 
coefficient du vecteur de reception est obtenu a partir de la correlation entre le r(t) et 
Ainsi, nous avons le developpement suivant 
= / r{t)<j>j{t)dt, pour j = 1 • • • TV 
Jo 
(1.2) 
Puisque 1'ensemble de fonctions 4>j(t) sont orthonormaux, par definition, nous avons 
/ <j>j(t)<l>k(t) = l,&ij = k 
Jo 
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FIGURE 1.2 Structure d'un recepteur pour la detection d'un signal dans le bruit AWGN 
En posant l'hypothese qu'un bruit additif Gaussien blanc n(t) corrompt la transmission, 
= / r(t)0j(t)dt 
Jo 
r-T N 
= I 5^(Sn + Wn)0n(*)0j(*)dt 
Jo i 
(1.4) 
71 = 1 
= Sj + Uj 
Le message transmis peut done etre estime en effectuant une projection dans l'espace 
orthonormale defini par {0 l5 • • • , cj)N} et decider selon le point de la constellation le plus 
proche de (r1; • • • , rN). La figure 1.2 illustre ce recepteur. Une telle structure permettra 
Fanalyse de la transmission et de la reception dans un espace vectorielle. Ainsi, l'analyse 
de la performance pourra etre simplified. 
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1.2 Performances d'une modulation 
II existe plusieurs criteres pour definir la performance d'une modulation digitale. Nous en 
faisons ici 1'analyse de quelques uns dans le cas generate et dans le cas particulier d'une 
signalisation QPSK. 
1.2.1 Puissance de transmission et le SNR 
Soit une constellation tel que les symboles sont transmises avec une puissance S^. Chaque 
symbole a une certaine probability pi d'etre transmis. La puissance moyenne de transmis-
sion est alors donnee selon la formule 1.5. 
M 
Dans le cas d'une signalisation QPSK, tous les symboles sont equiprobables et d'energie 
Es. Alors la puissance moyenne de transmission est de Es/T, ou T est la duree d'un 
symbole. Par contre, pour une signalisation 8-QAM avec 4 symboles de puissance ^ et 
quatres autres de puissance ^fs la puissance moyenne est alors de Es. 
Pour des raisons de cout d'implementation, une des contraintes de conception est d'avoir 
un rapport de puissance crete a la puissance moyenne (PAPR) bas [Tse D. & Viswanath, P., 2005]. 
Dans cet optique, la constellation QPSK aura un PAPR de 1 alors que le PAPR du 8-QAM 
serade 1,5. 
En assumant que le signal occupe une largeur de bande passante W et que la densite spec-
trale de puissance du bruit est uniforme et egale a a2, nous pouvons en deduire l'equation 
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FIGURE 1.3 Fonctions de densite de probabilite conditionnelles dans un canal AWGN 





1.2.2 Taux d'erreurs dans un canal AWGN 
Considerons une signalisation ou les signaux transmis dans un canal AWGN sont +d ou 
0. La distribution de densite de probabilite du signal de reception est illustree a la figure 
1.3. Une erreur de decision est declaree lorsque le symbole decide est le complement de 
celui qui a ete transmis. La region de l'erreur de decision est montree par la ligne en gras. 
Sans perte de generality, nous pouvons affirmer que le bruit a une densite de puissance 











FIGURE 1.4 Constellation QPSK 
pouvons alors developper une expression pour la probabilite d'erreurs. 
P(E) = ip(£|S0) + \p(E\Si) 
=Q iif) <IJ> 
A partir de l'equation 1.7, nous pouvons conclure que les chances d'avoir une erreur de 
decision augmentent lorsque la distance entre les deux points de la constellation diminue. 
Dans une situation ou la constellation contient davantage de points, il faudra definir des 
espaces de decision, evaluer les probabilites d'erreurs paire a paire et en effectuer une 
moyenne selon les probabilites de transmission de chacun des symboles. Prenons, comme 
exemple, une constellation QPSK de puissance moyenne Es. 
Pour le symbole So, une bonne decision s'effectue si les parties reelles et imaginaires du 
signal sont positives. 






P(E\SQ) = 1 - P(Pas d'erreur|S0) 
= 1 -
2Q 
l - Q 




Lorsque nous utilisons un ordonnancement de Gray (voir figure 
binaires est donne selon la formule 1.11. 





FIGURE 1.5 Estimation lineaire d'une source a partir d'un signal de reception 
1.2.3 Efficacite spectrale 
Nyquist a demontre que le taux maximal de transmission de symboles sans ISI est de Rs = 
2WC pour un canal de largeur de bande limite a Wc. Ainsi, le taux maximal de transmission 
de symboles par unite de largeur de bande est de 2 symboles/sjHz [Sklar, B., 2001]. 
Afin de determiner l'efficacite spectrale maximale theorique, il suffit de determiner le 
nombre de bits representes par symbole. 
Dans une situation ou 2 bits sont representes par un symbole a un taux de Rs symboles/s, 
l'efficacite spectrale maximale est de 4 bits/s/Hz. Une constellation QPSK utilise une 
largeur de bande de RsHz pour transmettre 2RS bits/s d'ou une efficacite spectrale de 
2 bits/s/Hz. Une signalisation 4-FSK transmettra aussi 2RS bits/s mais requiert une 
largeur de bande de ARS. Done elle offre une efficacite spectrale de | bits/s/Hz. 
1.3 Calcul de SNR a partir du MMSE 
Cette demonstration est adaptee de l'exercise A8 tire de [Tse D. & Viswanath, P., 2005]. 
Considerons un scalaire aleatoire x transmis a travers un canal d'evanouissement de gain 
h. Un bruit additif blanc Gaussien w corrompt le signal de reception y. Une estimation 
lineaire x = ay est utilisee de sorte a minimiser l'erreur quadratique E[(x — x)2]. 
Nous pouvons utiliser le fait que x et n sont independants. Ceci permet le developpement 
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de 1'equation 1.12. 
e2 = E[(x - x)2} 
= E[(x2 - 2xx + x2)} 
= E[{x2 - 2(ahx2 + anx) + (ahx + an)2)} (LI2) 
= E[{x2} - 2ahE[x2] - 2aE[nx] + a2h2E[x2} + 2a2hE[xn\ + a2[n2} 
= E[x2} - 2ahE[x2} + a2h2E[x2} + a2a2 
Pour trouver la valeur minimale de e2, nous utilisons le fait que la derivee par rapport a 
a doit etre nulle. Ceci permet de trouver la valeur de a a 1'equation 1.15 de sorte que 
l'erreur quadratique soit minimale. 
hE[x2} / T 1 0 X 
a= h2m \,]_ 2 (Ll3) 
Definissons le SNR a la reception tel qu'a 1'equation 1.14. 
5™=™ (...4) 
a1 
En substituant 1.15 et 1.14 dans 1'equation 1.12, nous trouvons une expression pour le 
MMSE. 
MMSE-TT§R <L15) 
Lorsque la puissance de transmission est unitaire (-Eja:2] = 1), nous pouvons exprimer le 
SNR en fonction du MMSE. 
SNR= * o r , - 1 (LI6) 
MMSE 
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FIGURE 1.6 Nombre en format binaire 
1.4 Representation de nombres binaires 
[Fortin A.,2001] II existe plusieurs techniques pour la representation des nombres en for-
mat binaire. Les composantes FPGA et DSP des plateformes de developpement utilisees 
fonctionnent en point fixe et nous avons utilise une representation complement a 2 pour 
les nombres signes. Un nombre en point fixe est defini par sa longueur (nombre de bits 
utilises), la position du point binaire et le type de donnee (signe ou non-signe). 
Soit un nombre represente en format binaire complement a 2 selon la figure 1.6. Nous 
montrons ci-dessous que ce nombre peut avoir differentes valeurs selon son interpretation. 
N est le nombre de bits et k est la position du point binaire. Pour un nombre signe 
(Fix_N_k), la valeur en decimal est donnee par l'equation 1.17. 
N-2 
Valeur decimale = - 1 • xN^ + J ^ x< • 2
i_fc (1.17) 
i=0 
Si ce nombre doit etre interprete comme non-signe (UFix_N_k), sa valeur en decimal est 
alors donnee par l'equation 1.18. 
J V - l 
Valeur decimale = ] T Xi • ?~
k (1.18) 
i=0 
II existe d'autres types de representation, notamment representations en point flottant, que 
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nous traiterons pas ici. 
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ANNEXE II 
DETAILS D'IMPLEMENTATION SUR SIMULINK 
II. 1 Design du DSP 
Les blocs necessaires pour le design du DSP sont les suivants : 
• Lyrtech SignalMasterQuad Virtex-4 Blockset \DSP\Onboard 
- DSP Board configuration 
- FastBus 
• Lyrtech SignalMasterQuad Virtex-4 Blockset \DSP\Add-on hardware modules 
- DRC Control 
• Lyrtech SignalMasterQuad Virtex-4 Blockset \DSP\Miscellaneous tools 
- Setbitstream 
• Lyrtech SignalMasterQuad Virtex-4 Blockset \DSP\Remote control 
- DAC module control(Virtex-4) 
- VHS-ADC Virtex-4 control 
• Lyrtech SignalMasterQuad Virtex-4 Blockset \Simulink\Shortcut tools 
- VHS FPGA Update Utility 
• Signal Processing Blockset\Signal Processing Sources 
- Signal From Workspace 
Ces blocs sont interconnected tel qu'illustre a la figure II. 1. Comme nous le constatons, 
la majorite des blocs utilises ici effectuent du controle sur differents elements des plate-
formes. Le VHS FPGA Update Utility n'est pas essentiel mais, comme nous le verrons, 
il est un raccourci pratique pour programmer le FPGA du VHS-ADC. Par la suite, nous 
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FIGURE II. 1 DSP de 1'emetteur 
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- Choisir l'option 'External'. Cette action fournira le bouton 'connect' qui permettra 
par la suite de se connecter au DSP (voir figure II. 1). 
• Simulation \ Configuration Parameters 
- Solver > Solver Options 
1. Type : Fixed-Step 
2. Solver : discrete (no continuous state) 
3. Tasking Mode for Periodic Sample Times : SingleTasking 
- Real-Time Workshop > Target Selection 
1. A la variable System Target File, utiliser le bouton Browse pour choisir rt_smquadv4.tlc. 
2. Real-Time Workshop\Interface > Data Exchange 
3. Interface : External Mode 
4. Dans Host/Target Interface, mettre Transport Layer a External Communication 
forDSPLink. 
5. Dans Host/Target Interface, mettre MEX-File arguments a 'autodetect'. 
• DSP Board Configuration 
- Onglet General Options 
1. CPU Clock Frequency : 1000_MHz 
2. Platform DSP ID : DSP 1 
- Onglet Compiler Options 
1. Mettre Optimization Level a -o3 .File pour optimiser la grosseur du fichier ge-
nere. 
- Onglet Linker Options 
1. Level 2 Memory Cache : L2_Mode_2_(64KB) 
• FastBus 
- Onglet Basic 
1. Channel ID : 1 
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2. Channel Direction : TX 
3. Transfer Mechanism : Event-Triggered DMA 
4. Subframe Length : framesize/4 
5. Number of Subframes : 4 
6. FPGA Data Type : Unsigned 
7. FPGA Binary Point: 0 
8. DSP Data Type : uint32 
9. Sample Time : 1 
• DRC Control 
- Onglet RapidCHANNEL 
1. Cocher les cases Use Front Panel RapidCHANNEL, Transmitter et Receiver. Le 
parametre Clock Source doit etre a Front panel received clock 
2. Cocher les cases Use LYRIO+ RapidCHANNEL, Transmitter et Receiver. Le 
parametre Clock Source doit etre a LYRIO+ received clock 
- Onglet Advanced 
1. Explicit Sample Time : framesize*1000 
• VHS-ADC Virtex-4 control 
- Onglet General control 
1. First ADC cPCI slot ID : slot [0] 
2. Number of controlled board(s) : 1 
3. Clock source : Fixed 
4. Cocher la case RUN 
5. Sample time : framesize *1000 
- Onglet Gain Control 
1. Gain control mode : DSP [registers] 
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2. Cocher la case Set all gain values as that of channel 1 
3. Channel 1 gain value : 15 
• DAC module control(Virtex-4) 
- Onglet General control 
1. Un message d'erreur apparait mentionnant qu'un bloc de controle VHS-DAC 
doit etre present lorsque ce bloc est ajoute au modele. L'utilisateur doit ignorer 
ce message et proceder a changer le parametre suivant. 
2. Carrier type : VHS-ADC Virtex-4 
- Onglet Dual DAC 4 
1. Operation Mode : Full bypass 
2. DAC channel A coarse gain : 15 
3. DAC channel B coarse gain : 15 
• Signal From Workspace 
- emphSignal : Nom de la variable a transmettre dans le Workspace de Matlab. Nous 
avons utilise la variable SyncPacket qui est un tableau d'entiers de dimension frame-
size 
- Sample time : 1 
- Samples per frame : framesize 
- Mettre Form output after final data value by : a Cyclic repetition. 
La compilation de ce modele s'effectue a travers la sequence clavier Ctrl + B. Simulink 
fera alors appel a Code Composer Studio pour compiler le code genere par Real-Time 
Workshop et un executable de suffixe .out sera genere. 
II.2 Details du FPGA du SMQUAD 
Les blocs requis sont les suivants : 
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• Lyrtech SignalMasterQuad Virtex-4 Blockset \FPGA\Onboard 
- FPGA Board configuration 
- FastBus 
- RapidCHANNEL (2) 
• Xilinx Blockset \Basic Elements 
- System Generator 
- Up Sample 
• Simulink \Sinks 
- Terminator 
Nous avons connecte les blocs tel qu'illustre a la figure II.2. Contrairement au DSP, 
System Generator de Xilinx requiert de fixer le champs solver a variable-step pour les 
parametres de configuration (Configuration Parameters). Les parametres de chacun des 
blocs sont les suivants : 
• FPGA Board configuration 
- Clock Type : Free Running Hardware Clock 
- Clock Source : RapidCHANNEL - LYRIO 
- Platform FPGA ID : FPGA 1 
- Cocher la case Copy bitstream to current directory after compilation 
• FastBus 
- DSP ID : 1 
- Channel ID : 1 
- Direction : RX 
- Output Arithmetic Type : Unsigned 
- Output Width : 32 
- Binary Point: 0 
- Sample Period : 1 
• Up Sample 
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- Sampling Rate : 8 
- Garder la case copy samples non-cochee. 
• RapidCHANNEL 
- Platform Type : SMQUAD 
- Interface : LYRIO 
- Direction : TX 
- Output Arithmetic Type : Unsigned 
- Output Width : 32 
- Binary Point: 0 
- Sample Period : 1 
• RapidCHANNELl (Pour la propagation de l'horloge du VHS-ADC) 
- Platform Type : SMQUAD 
- Interface : LYRIO 
- Direction : RX 
- Output Arithmetic Type : Unsigned 
- Output Width : 32 
- Binary Point: 0 
- Sample Period : 1 
• System Generator 
- Compilation : Choisir SMQUAD-V4 dans Hardware Cosimulation\Lyrtech 
- Part: Virtex4 xc4vlx 100-1 Off 1148 
- Synthesis Tool: XST 
- Target Directory : ./netlistSMQuad 
- Hardware Description Language : VHDL 
- FPGA Clock Period (ns) : 8. Cette valeur est utilisee dans le calcul des contraintes 
par XFLOW. Lyrtech suggere d'utiliser une valeur arrondie au minimum de 90% de 
la periode de l'horloge du systeme. Ici, 8 ns correspond a la valeur arrondie a l'entier 
inferieur du 90% de 1/(104 MHz). 
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- Simulink system period : 1. Ceci correspond au minimum des temps d'echantillon-
nage pour les blocs du modele. 
- Cliquer sur Generate pour generer le bitstream necessaire pour programmer le FPGA. 
II.3 Details du VHS-ADC en transmission 
Les blocs requis sont les suivants : 
• Lyrtech VHS-ADC/DAC Virtex-4 Blockset \FPGA\Onboard 
- FPGA Board configuration 
- RapidCHANNEL (2) 
• Lyrtech VHS-ADC/DAC Virtex-4 Blockset \FPGA\Add-on hardware modules 
- DAC module 
• Xilinx Blockset \Basic Elements 
- System Generator 
- Cast (2) 
- Constant (3) 
- Slice (2) 
- Reinterpret (2) 
• Xilinx Blockset \DSP 
- DAFIR v9_0 (2) 
- FDA Tool 
• Simulink \Sinks 
- Terminator 
Apres avoir connecte les blocs tel qu'illustre a la figure II.3, nous fixons les parametres 
suivants pour chacun des blocs. 
• FPGA Board configuration 
- Clock Type : Free Running Hardware Clock (Horloge derivee des ADC) 
- VHS-ADC/DAC Type : VHS-ADC Virtex-4 
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- Cocher la case Copy bitstream to current directory after compilation 
• System Generator 
- Compilation : Choisir VHS-ADAC-V4 dans Hardware Cosimulation\Lyrtech 
- Part: Virtex4 xc4vsx55-10ffl 148 
- Synthesis Tool: XST 
- Target Directory : ./netlistVHS 
- Hardware Description Language : VHDL 
- FPGA Clock Period (ns): 8 
- Simulink system period : 1 
- Cliquer sur Generate pour generer le bitstream necessaire pour programmer le FPGA. 
• RapidCHANNEL 
- Platform Type : VHS-ADC/DAC 
- Direction : RX 
- Output Arithmetic Type : Unsigned 
- Output Width : 32 
- Binary Point: 0 
- Sample Period : 1 
• RapidCHANNELl (Pour la propagation de l'horloge vers la SMQUAD) 
- Platform Type : VHS-ADC/DAC 
- Direction : TX 
- Output Arithmetic Type : Unsigned 
- Output Width : 32 
- Binary Point: 0 
- Sample Period : 1 
• Slice 
- Width of Slice : 14. 
- Specify range as : Selectionner 1'option lower bit location + width. 
- Offset of bottom bit: 14 pour le premier et 0 pour le deuxieme. 
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- Relative to : Selectionner l'option LSB of input. 
• reinterpret 
- Cocher Force Arithmetic Type et selectionner Signed. 
- Cocher Force Binary Point. 
- Output Arithmetic Type : Unsigned 
- Output Binary Point: 0 
• cast 
- Choisir le type Signed. 
- Number of bits : 14 pour le premier et 0 pour le deuxieme. 
- Binary Point: 0 
- Quantization : Choisir l'option Truncate. 
- Overflow : Choisir Saturate. 
• FDATool 
- Dans la section Response Type, choisir Raised Cosine. 
- Dans la section Design Method, choisir Window. 
- Dans la section Filter Order, specifier l'ordre du filtre a 64. 
- Dans la section Frequency Specification, 
1. Choisir Normalized (0 to 1). 
2. Mettrewca0,125. 
3. Mettre Roll-off a 0,22. 
- Dans la section Magnitude Specification, choisir Square Root 
- Pour generer le filtre, il suffit de cliquer sur le bouton Design Filter 
• DAFIRv9_0 
- Coefficients : xlfda_numerator('FDATool'). Ceci indique que les coefficients pro-
viennent du FDATool. 
- Structure : Inferred From Coefficients 
- Number of bits : 14 
- Binary Point: 14 
148 
- Hardware Oversampling Rate : 1 
- Latency: 32 
• DAC module 
- Number of channels : 2 
- Binary Point: 0 
- Sample Period : 1 
Pour generer le bitstream, il faut cliquer sur le bouton Generate du bloc System Generator. 
Une fenetre apparait a la fin de la compilation pour la programmation du FPGA. II suffit 
de choisir la plateforme appropriee et le bon bitstream (en general de la forme vhs_cw.bit) 
et ensuite cliquer sur le bouton Program FPGA. Une fenetre d'information apparaitra 
lorsque le FPGA a fini d'etre programme. 
