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TANNAKIAN APPROACH TO LINEAR DIFFERENTIAL
ALGEBRAIC GROUPS
ALEXEY OVCHINNIKOV
Abstract. Tannaka’s Theorem states that a linear algebraic group G is de-
termined by the category of finite dimensional G-modules and the forgetful
functor. We extend this result to linear differential algebraic groups by intro-
ducing a category corresponding to their representations and show how this
category determines such a group.
1. Introduction
Given a linear algebraic group G, a rational representation (or finite dimensional
G-module) is a finite dimensional vector space V together with a morphism ρV :
G→ GL(V ). The collection of such objects forms a rigid, abelian, tensor category
and Tannaka’s theorem ([13, Theorem 1],[4, Theorem 2.11],[14, Theorems 2.5.3
and 2.5.7]) states that one can recover the group G as an affine variety together
with the morphisms corresponding to multiplication and inverse (or equivalently,
its coordinate ring and its structure as a Hopf algebra) from the knowledge of this
category RepG and the forgetful functor from RepG to finite dimensional vector
spaces.
In this paper, we consider linear differential algebraic groups (or, shorter, linear
∂-k-groups). These are groups of invertible matrices with entries in a differential
field k of characteristic 0 with derivation ∂ that are, in addition, differential va-
rieties, that is, they are defined by the vanishing of differential polynomials. A
representation of such a group is a finite dimensional vector space V over k to-
gether with a differential polynomial morphism from G to GL(V ). If K is a ∂-field
containing k then one can talk about K-points G(K) of the group G. In such a
way we obtain a functorial definition of a linear differential algebraic group, which
we give in Section 3.2. In the preceding sections we view such a group as a Kolchin
closed subset of Un, where U is a semi-universal ∂-extension of the ground ∂-field
k.
The study of these groups and their representations was initiated by Cassidy in
[1, 2]. In this paper, we introduce differentiation on vector spaces (a “prolongation”
functor) over ∂-fields such that representations of G correspond to this construc-
tion. We then show that for a linear differential algebraic group G, the category
of objects corresponding to its representations completely determines G as a differ-
ential variety together with its morphisms for multiplication and inverse, that is,
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we show that one can recover its differential coordinate ring together with its Hopf
algebra and differential structure.
The rest of the paper is organized as follows. Section 2 gives formal definitions
and properties of linear differential algebraic groups. In Section 3, we introduce the
category V and show how a representation of a linear differential algebraic group
corresponds to an object of V . In Section 4, we give various representation theoretic
properties of the objects of V as well as some consequences (e.g., any representation
can be constructed from a faithful representation using the operations of linear
algebra and the prolongation functor). We then show in Section 5 how to distinguish
linear algebraic groups among all differential algebraic groups using our method of
differentiating representations. In Section 6, we show how to recover the group from
its associated category. Although for convenience we do most of the computations
in the ordinary case, everything goes through for the partial differential case. The
definition of the corresponding category is given in Section 7.
We note that the categorical approach to representations of linear algebraic
groups leads to the theory of Tannakian categories. This theory has found many
uses and, in particular, one can develop the Galois theory of linear differential equa-
tions using this categorical approach. Recently, a theory of parameterized linear
differential equations has been developed by Cassidy and Singer [3] where the Ga-
lois groups are linear differential algebraic groups. The category V defined in this
paper was motivated by a desire to give a similar categorical development of the
Galois theory of parameterized differential equations. This program is now realized
in the paper [10].
2. Basic definitions
2.1. Differential algebra. A ∆-ring R, where ∆ = {∂1, . . . , ∂m}, is a commuta-
tive associative ring with unit 1 and commuting differentiations ∂i : R → R such
that
∂i(a+ b) = ∂i(a) + ∂i(b), ∂i(ab) = ∂i(a)b + a∂i(b)
for all a, b ∈ R. If k is a field and a ∆-ring then k is called a ∆-field. We restrict
ourselves to the case of
chark = 0.
If ∆ = {∂} then a ∆-field is called a ∂-field. For example, Q is a ∂-field with a
unique possible differentiation (which is the zero one). The field C(t) is also a ∂-
field with ∂(t) = f, and this f can be any rational function in C(t). For simplicity,
we will mostly discuss the case of ∆ = {∂} in this paper and come back to the
general case of m commuting differentiations in Section 7. Let
Θ =
{
∂i | i ∈ Z>0
}
.
Since ∂ acts on a ∂-ring R, there is a natural action of Θ on R.
A non-commutative ring R[∂] of linear differential operators is generated as a
left R-module by the monoid Θ. A typical element of R[∂] is a polynomial
D =
n∑
i=1
ai∂
i, ai ∈ R.
The right R-module structure follows from the formula
∂ · a = a · ∂ + ∂(a)
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for all a ∈ R. We denote the set of operators in R[∂] of order less than or equal to
p by R[∂]6p.
Let R be a ∂-ring. If B is an R-algebra, then B is a ∂-R-algebra if the action
of ∂ on B extends the action of ∂ on R. If R1 and R2 are ∂-rings then a ring
homomorphism ϕ : R1 → R2 is called a ∂-homomorphism if it commutes with ∂,
that is,
ϕ ◦ ∂ = ∂ ◦ ϕ.
We denote these homomorphisms simply by Hom(R1, R2). If A1 and A2 are ∂-
k-algebras then a ∂-k-homomorhism simply means a k[∂]-homomorphism. Let
Y = {y1, . . . , yn} be a set of variables. We differentiate them:
ΘY :=
{
∂iyj
∣∣ i ∈ Z>0, 1 6 j 6 n} .
The ring of differential polynomials R{Y } in differential indeterminates Y over
a ∂-ring R is the ring of commutative polynomials R[ΘY ] in infinitely many al-
gebraically independent variables ΘY with the differentiation ∂, which naturally
extends ∂-action on R as follows:
∂
(
∂iyj
)
:= ∂i+1yj
for all i ∈ Z>0 and 1 6 j 6 n. A ∂-k-algebra A is called finitely ∂-generated over
k if there exists a finite subset X = {x1, . . . , xn} ⊂ A such that A is a k-algebra
generated by ΘX .
An ideal I in a ∂-ring R is called differential if it is stable under the action of ∂,
that is,
∂(a) ∈ I
for all a ∈ I. If F ⊂ R then [F ] denotes the differential ideal generated by F .
If a differential ideal is radical, it is called radical differential ideal. The radical
differential ideal generated by F is denoted by {F}. If a differential ideal is prime,
it is called a prime differential ideal.
2.2. Linear differential algebraic groups. We shall recall some definitions and
results from differential algebra (see for more detailed information [1, 6]) leading
up to the “classical definition” of a linear differential algebraic group and its rep-
resentative functions. Later in the paper we will give a Hopf-theoretic treatment
and provide an equivalent definition in terms of representable functors.
Let k ⊂ U be a semi-universal differential field over k, that is, a differential field
such that if K is a differential field extension of k, finitely generated in the differ-
ential sense, then there exists a k-isomorphism of K into U . We will assume that
all differential fields we consider are subfields of U (the Hopf-theoretic treatment
will not use semi-universal differential extensions).
Definition 1. For a differential field extension K ⊃ k a Kolchin closed subset
W (K) of Kn over k is the set of common zeroes of a system of differential algebraic
equations with coefficients in k, that is, for f1, . . . , fk ∈ k{Y } we define
W (K) = {a ∈ Kn | f1(a) = . . . = fk(a) = 0} .
There is a bijective correspondence between Kolchin closed subsets W of Un
defined over k and radical differential ideals I(W ) ⊂ k{y1, . . . , yn} generated by
the differential polynomials f1, . . . , fk that define W . In fact, the ∂-ring k{Y } is
Ritt-Noetherian, meaning that every radical differential ideal is the radical of a
finitely generated differential ideal, by the Ritt-Raudenbush basis theorem. Given
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a Kolchin closed subset W of Un defined over k we let the coordinate ring k{W}
be:
k{W} = k{y1, . . . , yn}
/
I(W ).
A differential polynomial map ϕ : W1 → W2 between Kolchin closed subsets
of Un, defined over k, is given in coordinates by differential polynomials from
k{y1, . . . , yn}. To give ϕ :W1 →W2 is equivalent to defining ϕ
∗ : k{W2} → k{W1}.
Definition 2. [1, Chapter II, Section 1, page 905] A linear differential algebraic
group (or linear ∂-k-group) is a Kolchin closed subgroup G of GLn(U), that is, an
intersection of a Kolchin closed subset of Un
2
with GLn(U), which is closed under
the group operations.
Note that we identify GLn(U) with a Zarisky closed subset of U
n2+1 given by{
(A, a)
∣∣ (det(A)) · a− 1 = 0} .
If X is an invertible n× n matrix, we can identify it with the pair (X, 1/ det(X)).
Hence, we may represent the coordinate ring of GLn(U) as
k{X, 1/ det(X)}.
DenoteGL1 simply byGm. Its coordinate ring is k{y, 1/y}, where y is a differential
indeterminate.
Definition 3. [2] A differential polynomial group homomorphism ρ : G→ GL(V )
is called a differential representation of a linear differential algebraic group G, where
V is a finite dimensional vector space over k. Such space is called a differential G-
module.
A Hopf algebra A is a commutative associative algebra together with comulti-
plication ∆ : A → A ⊗ A, coinverse S : A → A, and counit ε : A → k satisfying
certain axioms [14, 2.1.2]. In [15, page 23] representations of an algebraic group G
are viewed as comodules over the Hopf algebra A of regular functions on G. In Sec-
tion 3 we will develop a similar technique to look at differential representations as
differential comodules (Definition 7) over differential Hopf algebras (Definition 5).
Following [15, page 5] one interprets algebraic groups as representable functors
from the category of k-algebras to groups, that is, there must be a k-algebra A such
that for any k-algebra B the B-points of G, denoted by G(B), are just Hom(A,B).
Then [15, Theorem, page 6] says that natural maps from one group G to another
one G′, viewed as functors, correspond to the algebra homomorphisms A′ → A. We
will develop this in differential setting in Section 3.2 not assuming that all ∂-fields
we consider are subfields of U .
2.3. Representative functions. Let W ⊂ Un be a Kolchin closed subset defined
over k . We define k〈W 〉 to be the complete ring of quotients of k{W}, that is
k{W} is localized with respect to the set of nonzero divisors. We note that k〈W 〉
is clearly a ∂-ring.
A linear differential algebraic group G(U) acts on the rational functions U〈G〉 =
U ⊗k〈G〉 by right translations (see [1, page 901], [2, page 227]). We will define this
independently of U later on in formula (3) of Section 4.1. According to [2, page
227] the functions whose orbit generates a finite dimensional vector space are called
representative functions. Note that the representative functions form a ∂-k-algebra,
which we denote by R(G). By ([2, page 230, Theorem]), R(G) = U{G}.
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We show how these functions (and, hence, the algebra) can be connected with
finite dimensional differential representations of G. Let V be a vector space over
k of dimension n and let ρ : G → GL(V ) be a representation of G. The im-
age group H has coordinate ring k{H}. The ∂-k-algebra k{H} is a quotient
of k{GLn} = k{X, 1/ det(X)}. Let Z be the image of X in k{H} with re-
spect to this canonical homormorphism. Then, ρ induces a ∂-k-homomorphism
ρ∗ : k{H} → k{G}, mapping the entries of Z onto elements ϕij called coordinate
functions of ρ.
Proposition 1. Representative functions are the same as the coordinate functions
of finite dimensional representations of G.
Proof. Let ρ : G → GL(V ). Let also ϕij be a coordinate function of GL(V ). We
have
G
ρ
−−−−→ GL(V )
ϕij
−−−−→ U
According to [2, Corollary 1, page 231] we have ϕij ◦ ρ ∈ U{G}. By [2, Theorem,
page 230] we have R(G) = U{G}. We show that any f ∈ R(G) is of the form
ϕij ◦ ρf for a finite dimensional representation ρf of G.
Take any f ∈ R(G) and consider itsG-orbitGf =: V , which is finite dimensional,
under the action ρ : G→ GL(U{G}) with
ρ(g)(f)(x) = f(xg).
Let V be spanned by {f = f1, . . . , fn} over U . So,
ρ(g)(f1) =
n∑
i=1
ci(g)fi.
Evaluating the last equality at the point e ∈ G for all g ∈ G we get
f(g) = (ρ(g)(f))(e) =
n∑
i=1
ci(g) · fi(e).
It remains to change the basis which correspond to the conjugation of the repre-
sentation matrices. Assume that f1(e) 6= 0. A conjugation matrix is
C =


f1(e) f2(e) f3(e) . . . fn(e)
0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1

 .
If B(g) is a representation matrix then it goes to CB(g)C−1 under such a change of
coordinates. Thus, we have obtained the function f(g) as a coordinate function of
some finite dimensional differential representation of the linear differential algebraic
group G. 
In the following we will eliminate semi-universal ∂-extensions of k by using a
functorial approach.
3. The category V and representations
We start with introducing a differentiation functor on finite dimensional vector
spaces and investigate its essential properties.
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3.1. Definition.
Definition 4. The category V over a ∂-field k is the category of finite dimensional
vector spaces over k:
(1) objects are finite dimensional k-vector spaces,
(2) morphisms are k-linear maps;
with tensor product ⊗, direct sum ⊕, dual ∗, and additional operations:
∂p : V 7→ V (p) := k[∂]6p ⊗ V,
which we call differentiation (or prolongation) functors. If ϕ ∈ Hom(V,W ) then we
define
∂p(ϕ) : V (p) →W (p), ϕ(∂q ⊗ v) = ∂q ⊗ ϕ(v), 0 6 q 6 p.
Remark 1. Note that k[∂] is a non-commutative k-algebra, so in this tensor product
we think of k[∂] as a right k-space and V as a left k-space.
Remark 2. If {v1, . . . , vn} is a basis of V then {v1, . . . , vn, . . . , ∂
p⊗ v1, . . . , ∂
p⊗ vn}
is a basis of V (p).
We denote ∂ ⊗ v simply by ∂v.
3.2. Linear differential algebraic groups. In the following Section 3.3 we will
introduce another definition of a differential representation of a linear differential
algebraic group (see Definition 7). For this purpose we will view linear differential
algebraic groups as representable functors from the category of ∂-k-algebras to
groups (see (2)). So, throughout this section we are defining a linear differential
algebraic group not as a subgroup of GLn(U) but functorially.
We take a Hopf-theoretic approach to the study of linear differential algebraic
groups as in [2]. Let A be a (finitely generated) ∂-k-algebra. Following [2, page
226] one defines the set
G(U) = Hom(A,U),
where U is the semi-universal differential field as before, to get G(U) back from A
as a Kolchin closed subset of Un. Assume that A is supplied with the following
operations:
• differential algebra homomorphism m : A ⊗ A → A is the multiplication
map on A,
• differential algebra homomorphism ∆ : A → A ⊗ A, which is a comultipli-
cation,
• differential algebra homomorphism ε : A→ k, which is a counit,
• differential algebra homomorphism S : A→ A, which is a coinverse.
We also assume that these maps satisfy commutative diagrams (see [2, page 225]):
(1)
A
∆
−−−−→ A⊗A
∆
y idA ⊗∆y
A⊗A
∆⊗idA−−−−→ A⊗A⊗A
A
∆
−−−−→ A⊗A
idA
y idA⊗εy
A
∼
−−−−→ A⊗ k
A
∆
−−−−→ A⊗A
ε
y m◦(S⊗idA)y
k
→֒
−−−−→ A
Definition 5. Such a commutative associative ∂-k-algebra A with the unity and
operations m, ∆, S, and ε satisfying axioms (1) is called a differential Hopf algebra
(or Hopf ∂-k-algebra).
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Remark 3. Introduced in this way G(U) with operations corresponding to ∆, S,
and ε is not only a Kolchin-closed subset of some Un but a group at the same time.
Indeed, the group multiplication is defined in the usual way:
(ϕ1 · ϕ2)(a) := (ϕ1 ⊗ ϕ2)(∆(a))
for all ϕ1, ϕ2 ∈ Hom(A,U) = G(U) and a ∈ A; the group inverse is given by
a similar formula. Moreover, all these operations are continuous in the Kolchin
topology (see [1] for proofs). Finally, since A is ∂-finitely generated, the differential
algebraic group G(U) is linear [1, Proposition 12, page 914].
Recall that a linear ∂-k-group G is defined by a system of differential polyno-
mial equations F = 0 with coefficients in k or by the radical differential ideal I
of k{y1, . . . , yn} generated by F (see [1, page 895]). If we represent 0 → I →
k{y1, . . . , yn} → A→ 0 then we can consider the group in a ∂-k-algebra B, that is,
G(B) = Homk[∂](A,B) =: Hom(A,B).
Note that here B is not necessarily a subring of U . For convenience we gather all
such G(B) and form the following representable functor
G : {∂-k-algebras} → {Groups}, B 7→ Homk[∂](A,B),(2)
which we call the affine differential algebraic group defined by A.
Among all differential algebraic groups we distinguish the differential general
linear group. Consider a finite dimensional vector space V over k of dimension m.
We define GL (V ) by the functor
GL (V ) : B 7→ Homk[∂](k{X11, . . . , Xmm, 1/ det}, B).
One may consider GL (V ) (B) as the set of m×m invertible matrices with coeffi-
cients in the ∂-k-algebra B.
Example 1. Recall, that the coordinate ring of Gm is k{y, 1/y}. Its ∂-k-Hopf
algebra structure is given by
∆(y) = y ⊗ y,
S(y) = 1/y.
These maps are ∂-homomorphisms. Therefore,
∆(∂y) = ∂(∆(y)) = ∂y ⊗ y + y ⊗ ∂y,
S(∂y) = ∂(S(y)) = ∂(1/y) = −∂y/y2
By differentiating these expressions further one gets the action of ∆ and S on higher
derivatives of y.
Example 2. The differential additive group Ga is represented by the ∂-k-Hopf
algebra k{y} with
∆(∂py) = ∂py ⊗ 1 + 1⊗ ∂py,
S(∂py) = (−1)p+1y
for all p ∈ Z>0.
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The linear differential algebraic groups we defined earlier correspond to sub-
groups of GL(V ). Unlike the situation for algebraic groups, there are affine dif-
ferential algebraic groups that are not isomorphic to linear differential algebraic
groups (see [1, page 911]).
Morphisms of differential algebraic groups then in our sense are morphisms of
their representable functors. We need the following result (a corollary of Yoneda’s
Lemma) from the theory of categories to see that this corresponds to the morphisms
of algebras defining the groups.
Lemma 1. [11, Corollary 2, page 44],[5, 30.7, Corollary, page 224] Let C be a
category such that Hom(A,B) is a set for all objects A,B of C. Let E and F be
functors from the category C to the category of sets represented by some objects A
and B, that is, E = Hom(A, ) and F = Hom(B, ). Then morphisms of functors
E and F correspond to homomorphisms of B and A.
It remains to note that the category of ∂-k-algebras satisfies the assumptions of
Lemma 1.
3.3. Representations. We will take a careful look at differential representations
of a linear differential algebraic group G. These are differential algebraic group
homomorphisms
Φ : G→ GL (V ) =: Aut (V )
for some finite dimensional k-vector space V .
Remark 4. Here, G andGL(V ) are considered as functors whose points vary with ∂-
k-algebras as it was explained in Section 3.2. As mentioned earlier, G is determined
by its U -points and we can identify the two concepts: G(U) and G. If k is a
differentially closed field then G(k) determines G and one does not need to look at
G(U).
By Lemma 1 the morphism Φ corresponds to the homomorphism of the ∂-k-
algebras. In [2] a representation of the group G defined over k is a rational differ-
ential algebraic group homomorphism
G(U)→ GL (V ) (U).
But such a morphism is a differential polynomial map by [2, Corollary 1, page 231]
and so corresponds to a homomorphism of the associated ∂-k-algebras. Hence, we
can freely use our language of functors.
Definition 6. For a linear differential algebraic group G an object V ∈ Ob(V)
together with a natural map of group functors rV : G → Aut(V ) which is a group
homomorphism is called a differential G-module. The map rV is called a ∂-k-
representation of G in V .
3.4. Differential comodules. We are going to restate this in the language of
comodules which we introduce now. For this we define a differential analogue of an
algebraic comodule. Let A be a differential Hopf algebra.
Definition 7. A finite dimensional vector space V over k is called an A-differential
comodule if there is a given k-linear morphism
ρ : V → V ⊗A
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satisfying the axioms:
V
ρ
−−−−→ V ⊗Ayρ yidV ⊗∆
V ⊗A
ρ⊗idA
−−−−→ V ⊗A⊗A
V
ρ
−−−−→ V ⊗AyidV yidV ⊗ε
V
∼
−−−−→ V ⊗ k
together with the prolongation of ρ on V (i) commuting with ∂.
The definition and correctness of the prolongation are given in Theorem 1 and
Lemma 2, which follows the theorem. We will show that A-differential comodules
are in one-to-one correspondence with differentialG-modules, whereG is the functor
represented by A.
3.5. Equivalent definitions of differential representations.
Theorem 1. Let A be a ∂-k-Hopf algebra and G be the linear ∂-k-group (∂-k-
group functor) represented by A. Let V be an object in V. Then, there is a bijective
correspondence between the set of ∂-representations from G into GL(V ) and the
set ∂-A-comodule structures
ρ : V → V ⊗A
on V . If {v1, . . . , vn} is a basis of V then in coordinates we have
ρ(vj) =
n∑
i=1
vi ⊗ aij , ∆(aij) =
n∑
r=1
air ⊗ arj .
Moreover,
ρ(∂pvj) =
n∑
i=1
p∑
q=0
(
p
q
)
∂qvi ⊗ (∂
p−qaij)
gives a prolongation of ρ on V (p) for all p ∈ Z>1.
Proof. The representation Φ is a morphism of group functors G→ Aut(V ). Accord-
ing to [15, Theorem, Section 3.2] such a representation Φ of the affine group scheme
G corresponds to the k-linear map ρ with the following commuting diagrams:
V
ρ
−−−−→ V ⊗Ayρ yidV ⊗∆
V ⊗A
ρ⊗idA
−−−−→ V ⊗A⊗A
V
ρ
−−−−→ V ⊗AyidV yidV ⊗ε
V
∼
−−−−→ V ⊗ k
More precisely, the map ρ comes from the restriction of the A-linear map
Φ(idA) : V ⊗A→ V ⊗A
to V ⊗ k ∼= V . By [15, Corollary, Section 3.2] we have
ρ(vj) =
n∑
i=1
vi ⊗ aij , ∆(aij) =
n∑
r=1
air ⊗ arj .
Let us demonstrate the last differential identity. We have
Φ(idA) ∈ HomA(V ⊗A, V ⊗A)
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and Φ(idA) can be extended to a map V
(p) ⊗ A → V (p) ⊗ A commuting with the
∂-structure. The first step gives us the following:
vj ⊗ 1
∂V⊗A
−−−−→ ∂vj ⊗ 1yΦ(idA)=ρ yΦ(idA)=ρ
n∑
i=1
vi ⊗ aij
∂V⊗A
−−−−→
n∑
i=1
((∂vi)⊗ aij + vi ⊗ ∂aij)
The formula for higher order derivatives can be obtained by induction. This, indeed,
makes V (p) an A-comodule (see Lemma 2).
On the other hand, having such a ρ : V → V ⊗ A one extends it by the A-
linearity to ρA : V ⊗A→ V ⊗A and then to V
(p)⊗A→ V (p)⊗A commuting with
the ∂-structure (see Lemma 2 for correctness). Consider a ∂-k-algebra B. For any
g ∈ Homk[∂](A,B) in G(B) we have the following commutative diagram:
V ⊗A
Φ(idA)
−−−−→ V ⊗AyidV ⊗g yidV ⊗g
V ⊗B
Φ(g)
−−−−→ V ⊗B
meaning that Φ(g) is determined by (idV ⊗g) ◦ ρ using B-linearity of Φ(g), where
ρ is the restriction of ρA := Φ(idA) to V. Since Φ(idA) is constructed so as to
preserve the ∂-structure, the map Φ(g) does the same thing, since g is a ∂-k-algebra
homomorphism A→ B. Indeed, take v =
∑
ci∂
ivi. Then
Φ(g)(v) = (idV ⊗g) ◦ Φ(idA)
(∑
ci∂
ivi
)
=
∑
ci · (idV ⊗g)∂
i(Φ(idA)(vi)) =
=
∑
ci · (idV ⊗g)∂
i

 n∑
j=1
vj ⊗ bji

 =
=
∑
ci · (idV ⊗g)

 n∑
j=1
i∑
r=0
(
i
r
)
∂rvj ⊗ ∂
i−rbji

 =
=
∑
ci

 n∑
j=1
i∑
r=0
(
i
r
)
∂rvj ⊗ ∂
i−rg(bji)

 =
=
∑
ci∂
i

 n∑
j=1
vj ⊗ g(bji)

 =∑ ci∂i(Φ(g)(vi)).
Here we denoted Φ(idA)(vi) =
∑
j vj ⊗ bji for some elements bij ∈ A. From this it
follows that
Φ(g) ∈ Homk[∂] (k {X11, . . . , Xnn, 1/ det} , B) .
This finally establishes a bijection between differential representations and differ-
ential comodules. 
3.6. Prolongation of representations. Let G be a linear differential algebraic
group represented by A and ρ : G→ GL (V ) be its differential representation.
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Lemma 2. The action of G on each V (i) is algebraic, that is, V (i) is an A-comodule
for all i > 0.
Proof. We have a differential algebraic action on V . Let {v1, . . . , ev} be a k-basis
of V. For ρ : V → V ⊗A from Theorem 1 we have
ρ(vj) =
n∑
i=1
vi ⊗ ai,j ,
∆(ai,j) =
n∑
r=1
ai,r ⊗ ar,j ,
∆(∂pai,j) = ∂
p(∆(ai,j)) =
n∑
r=1
p∑
q=0
(
p
q
)
(∂qai,r)⊗ (∂
p−qar,j),
ρ(∂pvj) = ∂
pρ(vj) =
n∑
i=1
p∑
q=0
(
p
q
)
(∂qvi)⊗ (∂
p−qai,j).
One can show by induction that if B = (ai,j)
n
i,j=1 is the “representation” matrix
for G→ GL (V ) then for a fixed number i > 0 we have
Bi :=


B 0 0 . . . 0(
i
1
)
·Bt B 0 . . . 0(
i
2
)
· Btt
(
i−1
1
)
· Bt B . . . 0
· · · · · · · · · · · · · · ·
Bti . . . . . . . . . B

 = (cr,s)i·nr,s=1
is the one for G→ GL
(
V (i)
)
, where Btk means the matrix
(
∂kai,j
)n
i,j=1
.
It remains to show we do have a group action. Let us do this. The ordered basis
of V (i) is
{∂iv1, . . . , ∂
ivn, ∂
i−1v1, . . . , ∂
i−1vn, . . . , v1, . . . , vn}.
By induction, using the facts that Bi has:
(1) B on the main diagonal,
(2) 0 above the main diagonal,
(3) derivatives of B below the diagonal,
we conclude that the only part of matrix we need to take care of is the set of first
n columns. Let 1 6 q 6 n and n ·m+ 1 6 p 6 n · (m+ 1). We have:
∆(cp,q) = ∆
((
i
m
)
∂mbp−m·n,q
)
=
(
i
m
)
(∂m∆(bp−m·n,q)) =
=
(
i
m
)
∂m
(
n∑
l=1
bp−m·n,l ⊗ bl,q
)
=
=
n∑
l=1
m∑
r=0
(
i
m
)(
m
r
)
(∂rbp−m·n,l)⊗ (∂
m−rbl,q) =
=
n∑
l=1
m∑
r=0
(
i− r
m− r
)(
i
r
)
(∂rbp−m·n,l)⊗ (∂
m−rbl,q),
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because (
i
m
)(
m
r
)
=
i!m!
m!(i −m)!r!(m− r)!
=
(i− r)!i!
(m− r)!(i −m)!r!(i − r)!
and this is exactly what we needed. 
4. Essential properties of differential representations
In the following we will use different equivalent definitions of differential represen-
tations of a linear differential algebraic group. Summarizing the previous sections,
we see that a differential representation V ∈ Ob(V) of a linear differential algebraic
group G with Hopf algebra A can be defined in the following ways:
• by a differential morphism G(U)→ GL (V ) (U) (Section 3.3);
• by a natural map of group functors G→ Aut(V ) (Definition 6);
• by a differential A-comodule structure on V (Definition 7, Theorem 1).
Differential representations of G form a category which we denote by RepG. The
objects Ob(RepG) are the underlying vector spaces. If V,W ∈ Ob(RepG) and
rV : G → GL(V ) and rW : G → GL(W ) are the corresponding representations
then Hom(V,W ) consists of those k-linear maps between V and W that commute
with the action of G.
4.1. Recovering representations. Let G be a linear differential algebraic group
with A := k{G} and G → Aut(V ) be its faithful representation. The ∂-coalgebra
structure on A makes A a ∂-A comodule:
ρA := ∆ : A→ A⊗A(3)
called the regular representation of G.
Lemma 3. Every finite dimensional differential representation rU : G → GL(U)
embeds in a finite sum of copies of the regular representation of G.
Proof. Denote M = U ⊗A. Then M is a differential comodule with
idU ⊗∆ :M →M ⊗A.
Since (id⊗∆) ◦ ρ = (ρ⊗ id) ◦ ρ, the map ρ : U → M is a map of A-comodules. It
is injective, because v = (id⊗ε) ◦ ρ(v). Finally, M ∼= Adim(U). 
Proposition 2. Every differential representation U of G is a subquotient of several
copies of a G-module
V (i1) ⊗ . . .⊗ V (ik) ⊗ V ∗ ⊗ . . .⊗ V ∗.
Proof. Fix a basis {u1, . . . , um} of U. By Lemma 3 the representation U is an
A := k{G}-subcomodule of
U ⊗A = (u1 ⊗A)⊕ . . .⊕ (um ⊗A) ∼= A
m.
Consider the canonical projections pii : A
m → A, which are G-equivariant maps
with respect to the comultiplication ∆ : A→ A⊗A. Since U ⊂ Am, we have
U ⊂
m⊕
i=1
pii(U)
and each pii(U) is a G-module, because pii is G-equivariant.
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Consider the following surjection
pi : B := k{X11, . . . , Xnn, 1/ det} → A→ 0.
Since pii (U) is a finite dimensional G-subspace of A, there exist numbers r, s, p ∈
Z>0 such that pii (U) is contained in pi(Lr,s,p), where
Lr,s,p := (1/ det)
r{f(Xij) | deg(f) 6 s, ord(f) 6 p}.
There is a B-comodule structure on B given by
∆(Xij) =
n∑
l=1
Xil ⊗Xlj ,
∆(∂Xij) =
n∑
l=1
((∂Xil)⊗Xlj +Xil ⊗ (∂Xlj))
and Lr,s,p is a B-subcomodule of B, because of
∆(XijXpq) =
n∑
l,r=1
XilXpr ⊗XljXrq
and Lemma 2. We then have that Lr,s,p is also an A-subcomodule of B. Hence,
each pii(U) is a subquotient of some Lr,s,p. Thus, we only need to show how to
construct these Lr,s,p.
Fix a basis {v1, . . . , vn} of V . We have a B-comodule V with respect to
ρ(vj) =
n∑
i=1
vi ⊗Xij .
For each i, 1 6 i 6 n, the map ϕi : vj 7→ Xij is GLn (hence, G)-equivariant,
because
ϕi(ρV (vj)) = ϕi
(
n∑
l=1
vl ⊗Xlj
)
=
n∑
l=1
Xil ⊗Xlj = ∆(Xij) = ρB(ϕi(vj))
and both ρ and ∆ preserve the product rule with respect to ∂.
Consider the space of linear polynomials L0,1,p in the variables {Xij} and their
derivatives of order up to p. An element f of such a space is of the form
f =
n∑
i,j=1
p∑
q=0
cijX
(q)
ij ,
where cij ∈ k. As it has been noticed above this space is an A-subcomodule of B.
The map (ϕ1, . . . , ϕn) gives an A-comodule isomorphisms between the nth power(
V (p)
)n
of the pth derivative of the original representation of G and L0,1,p. Hence,
one can construct L0,1,p.
Consider any s ∈ Z>2. The G-space L0,s,p is the quotient of (L0,1,p)
⊗s by the
symmetric relations. So, we have all L0,s,p. Let now s = n = dimk V. Then the
one-dimensional representation det : G→ k with g 7→ det(g) is in L0,n,p. For f ∈ k
∗
we have
det(g)(f)(x) = f(x/ det(g)) =
1
det(g)
f(x).
Thus,
Lr,s,p = (det
∗)⊗r ⊗ L0,s,p,
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which is what we wanted to construct. 
4.2. Example. We will show how Proposition 2 works step by step.
Example 3. Consider the differential representation ρ : Gm → Ga by
Gm ∋ y 7→
(
1 ∂y
y
0 1
)
∈ Ga .
So, the underlying vector space U is k2. The representation ρ corresponds to the
map of ∂-k-algebras
ρ∗ : B := k {X11, X12, X21, X22, 1/ det} → A := k {y, 1/y} → 0
with
X11 7→ 1,X12 7→ y
′/y,
X21 7→ 0,X22 7→ 1.
Take the standard basis {u1, u2} of k
2. We then have ρ : U → U ⊗A given by
ρ(u1) = u1 ⊗ 1,
ρ(u2) = u1 ⊗ (y
′/y) + u2 ⊗ 1.
So, as an A-comodule
k2 ⊂ spank {u1 ⊗ 1, u1 ⊗ (y
′/y)} ⊕ spank {{u2 ⊗ 1} .
Hence, it is sufficient to construct spank {u1 ⊗ 1, u1 ⊗ (y
′/y)} or, equivalently,
W := spank
{
1,
y′
y
}
.
Consider the B-subcomodule L0,1,0 of linear polynomials in X11, X12, X21, X22 with
coefficients in k which is also an A-subcomodule of B. The A-comodule W is
contained in the image of L0,1,1 with respect to ρ
∗. Hence, W is a subquotient of
L0,1,1. The A-comodule L0,1,1 is constructed as follows. It is enough to get L0,1,0,
as L0,1,1 = (L0,1,0)
(1)
.
The group Gm has a representation on V = spank{v1, v2} as
v1 7→ v1 ⊗ y,
v2 7→ v2 ⊗ y.
Consider the two A-comodule maps
ϕ1 : v1 7→ X11, v2 7→ X12,
ϕ2 : v1 7→ X21, v2 7→ X22.
The map (ϕ1, ϕ2) provides an A-comodule isomorphism between V
2 and L0,1,0.
Summarizing, we need to take the 4th power of the original faithful representation
of Gm on k, compute several subquotients, and then sum up (⊕) the result, take
a subrepresentation, and differentiate to obtain the representation ρ.
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5. Linear groups of constant elements
Let k be a differential field of characteristic zero with field of constants C. We
say that H is a group of constant matrices if it is a subgroup of some GLn(C).
Proposition 3. A linear differential algebraic group G ⊂ GL(V ) is conjugate to
a group H ⊂GL(V )(C) of constant matrices iff
k¯⊗ V (p) = k¯⊗
(
V ⊕
p⊕
i=1
Vi
)
for all p > 1, where V is a faithful representation of G, Vi ∼= V, and k¯ is the
differential closure of k (see, for instance, [3, page 120]).
Proof. Let {v1, . . . , vn} be a k-basis of V. Assume that there exists a matrix D ∈
GLn
(
k¯
)
such that
D−1GD = H.
For g ∈ G let Ag be the corresponding matrix with respect to the basis {v1, . . . , vn}.
The matrix of g with respect to the basis
(w1, . . . , wn) = (v1, . . . , vn) ·D
is given by
Bg = D
−1AgD.
Hence, Bg ∈ GLn(C). We have
g · (∂p ⊗ wi) = ∂
p ⊗ (g · wi) = ∂ ⊗ (Bgwi) = Bg(∂ ⊗ wi).
Thus,
k¯⊗ V (p) = spank¯{w1, . . . , wn} ⊕ . . .⊕ spank¯{∂
p ⊗ w1, . . . , ∂
p ⊗ wn} =
= k¯⊗
(
V ⊕
p⊕
i=1
Vi
)
,
where Vi = spank{∂
i ⊗ w1, . . . , ∂
i ⊗ wn}.
Conversely, let
k¯⊗ V (1) = (k¯⊗ V )⊕ V1,
where V1 ∼= k¯ ⊗ V. Choose bases {v1, . . . , vn} and {w1, . . . , wn} in V and V1, re-
spectively. There exists a matrix A ∈M(2·n)×n(k) such that
(∂ ⊗ v1, . . . , ∂ ⊗ vn) = (v1, . . . , vn, w1, . . . , wn) ·A.
For a matrix B ∈ GLn
(
k¯
)
we have
∂ ⊗ ((v1, . . . , vn) · B) = (∂ ⊗ (v1, . . . , vn)) ·B + (v1, . . . , vn) · ∂(B) =
= (v1, . . . , vn, w1, . . . , wn) ·AB + (v1, . . . , vn) · ∂(B).
We will first show that there are n× n invertible matrices B and D such that
(4) ∂ ⊗ ((v1, . . . , vn) · B) = (w1, . . . , wn) ·D.
It follows then that
AB +
(
∂B
0
)
=
(
0
D
)
.
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Let A =
(
A1
A2
)
. We then obtain the following system:
(5)
{
∂B = −A1B;
A2B = D.
Since the field k¯ is differentially closed, there exists a matrixB ∈ GLn
(
k¯
)
satisfying
the first equation of system (5). Now, equation (4) forces D to be invertible as well,
as the dimension of the span of ∂ ⊗ ((v1, . . . , vn) · B) is equal to n.
Let
(u1, . . . , un) = (v1, . . . , vn) ·B.
Consider g ∈ G and its matrix Ag = (aij) with respect to the basis {u1, . . . , un}.
For each j, 1 6 j 6 n, we have:
g · ∂ ⊗ uj = ∂ ⊗
(
n∑
i=1
aijui
)
=
n∑
i=1
(∂(aij)⊗ ui + aij · ∂ ⊗ ui) .
By the construction, the space
spank {∂ ⊗ u1, . . . , ∂ ⊗ un}
is G invariant. This implies that ∂(aij) = 0 for all i and j, 1 6 i, j 6 n. Thus,
Ag ∈Mn(C). 
Corollary 1. A linear differential algebraic group G ⊂ GL(V ) is differentially
isomorphic over k¯ to an algebraic subgroup of some GLm(C) if and only if there
exists a faithful representation W of G such that
k¯⊗W (1) = k¯⊗ (W ⊕W1),
where W1 ∼=W as differential representations of the group G.
Proof. Let k¯ ⊗W (1) = k¯ ⊗ (W ⊕W1). The representation morphism rW : G →
GL(W ) is a differential algebraic group homomorphism and is a differential iso-
morphism between G and the image rW (G). By Proposition 3 the group rW (G) is
conjugate to a group of matrices with constant coefficients. Composition of this
isomorphism with rW gives the desired differential algebraic group isomorphism.
Let now G be differentially isomorphic to a subgroup of GLm(C). This gives a
faithful representationW of G. Moreover, since the matrices have constant entries,
we have k¯⊗W (1) = k¯⊗ (W ⊕W ). 
6. Tannaka’s theorem for linear differential algebraic groups
In this section we will show how one can recover a linear differential algebraic
group knowing all its representations. For this we first prove Tannaka’s theorem
(Theorem 2). Then using this fact we reconstruct the differential Hopf algebra of
functions on the group in Sections 6.3 and 6.4. Parts of the proof closely follow
[14, Section 2.5]. The novelty lies in the fact that we can recover the differential
structure on the Hopf algebra.
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6.1. Preliminaries. Let G be a linear differential algebraic group with the Hopf
algebraA := k{G}. Note that A is also a locally finite G-module with the action (3)
by [2, Theorem, page 230]. Let ω : RepG → V be the forgetful functor.
Definition 8. For a ∂-k-algebra B we define the group Aut⊗,∂(ω)(B) to be the
set of sequences
λ(B) = (λX |X ∈ Ob(RepG)) ∈ Aut
⊗,∂(ω)(B)
such that λX is a B-linear automorphism of ω(X)⊗B for each G-space X , ω(X) ∈
Ob(V), that is, λX ∈ AutB(ω(X)⊗B), such that
• for all X1, X2 we have
λX1⊗X2 = λX1 ⊗ λX2 ,(6)
• λ1 is the identity map on 1⊗B = B,
• for every α ∈ HomG(X,Y ) we have
λY ◦ (α⊗ idB) = (α⊗ idB) ◦ λX : X ⊗B → Y ⊗B,(7)
• for every X we have
∂ ◦ λX = λX(1) ◦ ∂,(8)
• the group operation λ1(B) · λ2(B) is defined by composition in each set
AutB(ω(X)⊗B).
Aut⊗,∂(ω) is a functor from the category of ∂-k-algebras to groups:
B 7→ Aut⊗,∂(ω)(B).
Any g ∈ G(B) determines an element λg ∈ Aut
⊗,∂(ω)(B), because ifX ∈ Ob(RepG)
and ΦB : G(B)→ GL(ω(X)⊗B) then Φ(g) is a B-linear automorphism of ω(X)⊗B
and the property (7) is satisfied by the definition of G-equivariance of α. So, we
have a morphism Φ of functors
G→ Aut⊗,∂(ω), g ∈ G(B) 7→ Φ(g) ∈ Aut⊗,∂(ω)(B)
for any ∂-k-algebra B as for any ϕ : B1 → B2 we have the following commutative
diagram:
G(B1)
ΦB1−−−−→ Aut⊗,∂(ω)(B1)yG(ϕ) yAut⊗,∂(ω)(ϕ)
G(B2)
ΦB2−−−−→ Aut⊗,∂(ω)(B2)
where G(ϕ) and Aut⊗,∂(ω)(ϕ) denote the morphisms
[ψ : A→ B1] 7→ [G(ϕ)(ψ) = ϕ ◦ ψ : A→ B2];
[λ(B1) = (λX(B1) : ω(X)⊗B1 → ω(X)⊗B1)] 7→[
Aut⊗,∂(ω)(ϕ)(λ(B1)) = λ(B2) =
=
((
idω(X)⊗ϕ
)
◦ λX(B1) : ω(X)⊗B2 → ω(X)⊗B2
)]
,
respectively. The latter means that we take the restriction of λX(B1) to ω(X) and
map it to ω(X)⊗B1 and then apply idω(X)⊗ϕ mapping it to ω(X)⊗B2. At the
end we prolong such a map to ω(X)⊗B2 by B2-linearity.
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6.2. The theorem.
Theorem 2. For a linear differential algebraic group G let ω : RepG → V be the
forgetful functor. Then
G ∼= Aut⊗,∂(ω)
as functors.
Proof. (Following [14, Theorem 2.5.3] with differential modification) Since g ∈ G
determines an element of Aut⊗,∂(ω), we only need to show the converse. Let B be
a ∂-k-algebra and (λX) ∈ Aut
⊗,∂(ω)(B). Let V ∈ Ob(RepG) not necessarily finite
dimensional but locally finite. This means that every vector v ∈ V is contained in
a differential G-module W with dimkW <∞.
We will show that for given B, λ, and a locally finite differential G-module V ,
there exists a B-linear automorphism of V ⊗ B (denoted by λV ) such that the
properties (6), (7), and (8) are satisfied and for any W ⊂ V we have λV |W = λW .
For v ∈ V we take W ∈ Ob(RepG) such that v ∈W and dimkW <∞.
First, define λV (v) := λW (v). We need to show the correctness. Let W
′ be
another representation such that v ∈ W ′. Consider the G-module W ∩W ′ ∋ Gv.
From (7) it follows that
λW ′(v) = λW∩W ′(v) = λW (v).
Since each λW is invertible and linear, the map λV is also invertible and linear. We
are going to show now that (6), (7), and (8) hold for locally finite modules. For
locally finite V and V ′ we choose W ∋ v and W ′ ∋ v′, objects of V . Then
λV⊗V ′(v ⊗ v
′) = λW⊗W ′ (v ⊗ v
′) = λW (v)⊗ λW ′(v
′) = λV (v)⊗ λV ′(v
′).
Hence, the property (6) is satisfied. Also, let α ∈ HomG(V, V
′). Consider v ∈ V
and W such that v ∈ W and dimW < ∞ and of the same kind W ′ ⊃ α(W ). We
obtain that
λV ′ ◦ α(v) = λW ′
(
α
∣∣
W
(v)
)
= α
∣∣
W
◦ λW (v) = α ◦ λV (v).
We then have (7). Moreover, since W (1) ⊂ V (1), we have
∂ ◦ λV (v) = ∂ ◦ λW (v) = λW (1)(∂v) = λV (1)(∂v),
which implies (8). Thus, we may say λV ∈ AutB(V ⊗B).
Recall that the G-module A is locally finite via
ρ : A×G→ A, (ρ(g)f)(x) = f(x · g)
by [2, Theorem, page 230], where x, g ∈ G(B) and f ∈ A = k{G}. The same is true
for A⊗A. Consider the multiplication map
m : A⊗A→ A, f ⊗ h 7→ f · h
which is G-equivariant, because each g ∈ G(B) is a (B-linear) algebra automor-
phism of A⊗B. According to (6) and (7) we have
m ◦ (λA ⊗ λA) = m ◦ λA⊗A = λA ◦m.
Moreover, from (8) we conclude that λA is a ∂-k-algebra automorphism A → A.
We will show that this must correspond to an element in the group. More precisely,
there exists a differential algebraic automorphism ϕ : G(B) → G(B) such that for
all f ∈ A and g ∈ G(B) we have
λA(f)(g) = f(ϕ(g)).
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We will show that this morphism ϕ is right multiplication by an element of G(B).
This will show that an element of the group corresponds to λA. After that we
demonstrate that the algebra A can be replaced by any G-module.
For every f ∈ A and g, h ∈ G(B) we have ∆(f)(g, h) = f(gh). Take any f ∈ A
and g, x, y ∈ G(B). We have
∆ ◦ ρ(g)(f)(x, y) = f(xyg) = (idA⊗ρ(g)) ◦∆(f)(x, y).
Hence,
∆ ◦ ρ(g) = (idA⊗ρ(g)) ◦∆.(9)
Consider the locally finite G-module U := A⊗A via rU = idA⊗ρ. Then, by (9) the
map ∆ is G-equivariant for ρ and rU . From (7) we have ∆ ◦ λA = λU ◦∆. Because
of (6) we obtain that
λU = λA,idA ⊗ λA,ρ = id⊗λA,ρ,
because λI = id and λ is k-linear. Thus,
∆ ◦ λA = (id⊗λA) ◦∆.
For any f ∈ A and g, h ∈ G we have ∆ ◦ λA(f)(g, h) = f(ϕ(gh)). On the other
hand,
(id⊗λA) ◦∆(f)(g, h) = f(gϕ(h)).
Thus,
ϕ(gh) = gϕ(h).
Let
x = ϕ(e),
which is a differential algebra homomorphism A→ B. From this we conclude that
for any g ∈ G(B) one has ϕ(g) = gx. Hence, λA = ρ(x). It remains to show that
other automorphisms λV look the same (completely determined by this element x).
Consider any V ∈ Ob(RepG) with the action rV . For any u ∈ V
∗ there is a
G-homomorphism
ϕu : V → A, v 7→ ϕu(v), ϕu(v)(g) := u(ρ(g) · v),
where v ∈ V. By (7) and the above, we have ρ(x) ◦ ϕu = λA ◦ ϕu = ϕu ◦ λV . Take
any g ∈ G(B) and v ∈ V . We then have
ρ(x)(u(rV (g)(v))) = u(rV (gx)(v)),
ϕu ◦ λV (v)(g) = u(rV (g) ◦ λV (v)).
Thus,
rV (x) = rV (ex) = rV (e) ◦ λV = λV ,
because the elements v, g, and u were arbitrary. 
6.3. Recovering the differential Hopf algebra of G. Similar to [14, Sections
2.5.4–2.5.8] we can recover the Hopf algebra A = k{G} in the following way. In
addition, we show how to obtain the differential structure on A (see Lemma 7).
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First step. We will construct the map ψV from “some representations” of G to the
algebra A of regular differential functions on G and study main properties of ψV .
Recall that for V ∈ V we denote V (i) = k[∂]6i ⊗ V (non-commutative tensor
product) and sometimes we write V (0) instead of V for convenience. For V ∈
Ob(RepG) and
v ∈ V, u ∈ V ∗
we have the linear map
ψV : V ⊗ V
∗ → A, ψV (v ⊗ u)(g) = u(rV (g) · v).(10)
Also we introduce the following map:
F : V ∗ →
(
V (1)
)∗
, F (u)(v) = u(v), F (u)(∂ ⊗ v) = ∂(u(v)), v ∈ V.
Lemma 4. We have the following properties:
(1) If φ ∈ HomG(V,W ) then
ψV ◦ (id⊗φ
∗) = ψW ◦ (φ⊗ id)
as maps of V ⊗W ∗ → A.
(2) We have
ψV⊗W = m ◦ (ψV ⊗ ψW ) ◦ c,
where c : (V ⊗W )⊗ (V ⊗W )∗ ∼= (V ⊗ V ∗)⊗ (W ⊗W ∗).
(3) Moreover,
∂(ψV (v ⊗ u)) = ψV (1) ((∂v)⊗ F (u)) .
Proof. For v ∈ V, u ∈ V ∗, and g ∈ G we have
ψV ◦ (id⊗φ
∗)(v ⊗ u)(g) = ψV (v ⊗ φ
∗(u))(g) = φ∗(u)(rV (g) · v) =
= u(φ(rV (g) · v)) = u(rW (g) · φ(v)) =
= ψW ◦ (φ ⊗ id)(v ⊗ u)(g),
Furthermore, consider w ∈ W and t ∈W ∗. We then also have
ψV⊗W (v ⊗ w ⊗ u⊗ t)(g) = (u⊗ t)(rV ⊗W (g) · (v ⊗ w)) =
= (u⊗ t)((rV (g) · v)⊗ (rW (g) · w)) =
= u(rV (g) · v) · t(rW (g) · w) =
= m ◦ (ψV ⊗ ψW )((v ⊗ u)⊗ (w ⊗ t))(g)) =
= m ◦ (ψV ⊗ ψW ) ◦ c(v ⊗ w ⊗ u⊗ t)(g).
Let {e1, . . . , en} be a basis of V with the dual basis {f1, . . . , fn} and take f ∈ k .
We have:
∂(ψV (f · ei ⊗ fj))(g) = ∂(f · fj(rV (g) · ei)) = ∂
(
f · gVij
)
=
= ∂(f) · gVij + f · ∂
(
gVij
)
=
= ∂(f) · fj(rV (g) · ei) + f · ∂(fj(rV (g)ei)) =
= ∂(f) · ψV (1)(ei ⊗ fj)(g) + f · ψV (1)((∂ei)⊗ F (fj))(g) =
= ψV (1) (∂(f · ei)⊗ F (fj)) (g).

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Second step. Here, we will construct a differential algebra A (that will be our can-
didate for A) using representations of G as objects of V together with morphisms
between them and not using any other information from G.
Let
F =
⊕
V ∈Ob(RepG)
V ⊗ V ∗.
So, the canonical injections
iV : V ⊗ V
∗ → F
are defined. Consider the subspace R of F spanned by{
(iV (id⊗φ
∗)− iW (φ⊗ id)) (z)
∣∣ V, W ∈ Ob(RepG), φ ∈ Hom(V,W ) , z ∈ V ⊗W ∗} .
We now put A = F /R . For v ∈ V and u ∈ V ∗ we denote by
aV (v ⊗ u)
the image in A of
iV (v ⊗ u) .
So, for any φ ∈ HomG(V,W ) we have
aV (v ⊗ φ
∗(u)) = aW (φ(v) ⊗ u).(11)
Lemma 5. For all v ∈ V and u ∈ V ∗ we have
(12) aV (v ⊗ u) = aV (1)(∂v ⊗ ϕ
∗(u)),
where the morphism
ϕ : V (1) → V, 1⊗ v 7→ 0, ∂ ⊗ v 7→ v.
Proof. Follows from formula (11). 
Take v ∈ V, w ∈ W, u ∈ V ∗, t ∈ W ∗. Let also {vi} be a basis of V and {ui} be
its dual. Introduce the following operations on A :
m(aV (v ⊗ u), aW (w ⊗ t)) = aV⊗W ((v ⊗ w) ⊗ (u⊗ t)),(13)
∂(aV (v ⊗ u)) = aV (1)(∂v ⊗ F (u)),(14)
∆˜(aV (v ⊗ u)) =
∑
j
aV (vj ⊗ u)⊗ aV (v ⊗ uj),(15)
S˜(aV (v ⊗ u)) = aV ∗(u⊗ v).(16)
Proposition 4. The k-vector space A contains a non-zero vector.
Proof. Let C be the category of differential representations of the trivial differential
group Ge = {e}. Note that the algebra of Ge is just the differential field k . Let
V, W ∈ Ob(C). Choose ordered bases {v1, . . . , vn} and {w1, . . . , wn} of V and W ,
respectively. Take aV (v1 ⊗ v
∗
2) and aW (0 ⊗ w
∗
2). Consider the linear map:
φ : V →W, v2 7→ w2, vi 7→ 0, i 6= 2.
We have φ∗(w∗2) = v
∗
2 . Then,
aV (v1 ⊗ v
∗
2) = aV (v1 ⊗ φ
∗(w∗2)) = aW (0⊗ w
∗
2) = 0.
Let now 0 6= v ∈ V and 0 6= w ∈ W. Without a loss of generality we may assume
that v = v1 and w = w1. Consider the linear map
φ : V →W, v1 7→ w1, vi 7→ 0, i 6= 1.
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We have φ∗(w∗) = v∗. Then,
aV (v ⊗ v
∗) = aV (v ⊗ φ
∗(w∗)) = aW (w ⊗ w
∗).
Thus, if for the trivial representation 1 = spank{e} then
AGe = spank
{
a1(e⊗ e
∗)
}
.
But a1(e⊗ e
∗) 6= 0 in AGe . The vector space AGe is just the quotient of F by the
subspace generated by the relations coming from all possible morphisms φ : V →W.
And the latter subspace is not the whole F as it has been shown above. Since
there is a surjective linear map A → AGe , this implies that A contains a non-zero
vector. 
Lemma 6. The definition of m is correct and provides a structure of a commutative
associative algebra on the k-vector space A and the unit 1 is given by the trivial
representation 1 .
Proof. Consider morphisms φ1 : V → X and φ2 : W → Y as G-vector spaces and
vectors
v ∈ V, u ∈ V ∗, w ∈W, t ∈W ∗, x ∈ X∗, y ∈ Y ∗
such that φ∗1(x) = u and φ
∗
2(y) = t. We then have:
aV (v ⊗ u) · aW (w ⊗ t) =aV (v ⊗ φ
∗
1(x)) · aW (w ⊗ φ
∗
2(y)) =
= aX(φ1(v)⊗ x) · aY (φ2(w) ⊗ y) =
= aX⊗Y ((φ1(v)⊗ φ2(w)) ⊗ (x⊗ y)) =
= aX⊗Y ((φ1 ⊗ φ2)(v ⊗ w)⊗ (x⊗ y)) =
= aV⊗W ((v ⊗ w) ⊗ (u⊗ t)).
We now prove that the multiplication is associative and commutative. Consider
the morphism
φ ∈ Hom(V ⊗W,W ⊗ V ), v ⊗ w 7→ w ⊗ v.
We then have
aV (v ⊗ u) · aW (w ⊗ t) = aV⊗W ((v ⊗ w)⊗ (u⊗ t)) = aW⊗V ((w ⊗ v)⊗ (t⊗ u)) =
= aW (w ⊗ t) · aV (v ⊗ u).
So, the multiplication is commutative.
For X ∈ Ob(RepG) and x ∈ X, y ∈ X
∗ we also have
(aV (v ⊗ u) · aW (w ⊗ t)) · aX(x⊗ y) =
= aV⊗W ((v ⊗ w)⊗ (u ⊗ t)) · aX(x⊗ y) =
= a(V⊗W )⊗X((v ⊗ w)⊗ x)⊗ ((t⊗ u)⊗ y)) =
= aV⊗(W⊗X)((v ⊗ (w ⊗ x)) ⊗ (t⊗ (u ⊗ y))) =
= aV (v ⊗ t) · aW⊗X((w ⊗ x)⊗ (u⊗ y)) =
= aV (v ⊗ u) · (aW (w ⊗ t) · aX(x⊗ y)).
We have shown that the multiplication is associative.
Let 1 be the trivial representation of the groupG and 0 6= e ∈ 1, f ∈ 1∗, f(e) = 1.
We have the morphism
ϕ ∈ Hom(V, V ⊗ 1), v 7→ v ⊗ e.
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Then
aV (v ⊗ u) · a1(e ⊗ f) = aV⊗1((v ⊗ e)⊗ (u⊗ f)) = aV⊗1(ϕ(v) ⊗ (u⊗ f)) =
= aV (v ⊗ ϕ
∗(u ⊗ f)) = aV (v ⊗ u).
Thus, A is a commutative associative algebra with unity. 
Our main goal is to recover the differential Hopf algebra A.We give a differential
structure on A and then show that this structure corresponds to the one of A. Let
us describe the intuition behind the construction we are going to present.
We are recovering a subgroup of GLn . Let us denote the corresponding matrix
coordinate functions by yij . We must be able to:
(1) differentiate these functions yij obtaining y
′
ij , . . . , y
(p)
ij , . . . ;
(2) multiply the results of this differentiation and stay in the algebra.
For bases v1, . . . , vn and u1, . . . , un of V and V
∗, respectively, the coordinate func-
tions mapping G→ k are given by
yij(g) = ψV (vi ⊗ uj)(g) = uj(rV (g) · vi),
where g ∈ G. The candidates for these functions in A are, certainly, aV (vi⊗uj). Our
correspondence between A and A must preserve differentiation. So, y′ij corresponds
to ∂(aV (vi ⊗ uj)) which we still need to define.
Moreover, such a definition must leave us in the same category and satisfy the
product rule for differentiation. We also notice that since y′ij , . . . , y
(p)
ij , . . . and
y
(q)
ij · y
(r)
kl are monomials, we should preserve this property for ∂
q (aV (vi ⊗ uj)) ·
∂r (aV (vk ⊗ ul)) . These ideas are implemented in Lemma 7 and Theorem 3.
Lemma 7. The natural differential structure on A introduced in formula (14)
makes it a ∂-k-algebra.
Proof. First of all, recall that
∂ (aV (v ⊗ u)) = aV (1)((∂v)⊗ F (u)).
Recall also that we let F (u)(∂v) = ∂(u(v)) for any v ∈ V and u ∈ V ∗. We need to
show its correctness with respect to the morphisms. Let t ∈W ∗. We have:
∂(aW (φ(v) ⊗ t)) = aW (1)(∂(φ(v)) ⊗ F (t)) = aW (1)(φ(∂v) ⊗ F (t)) =
= aV (1)(∂v ⊗ φ
∗(F (t))) = ∂(aV (v ⊗ φ
∗(t)))
for a morphism φ : V → W that we naturally prolong to a morphism φ : V (1) →
W (1) mapping ∂v 7→ ∂(φ(v)). Hence, the differentiation is correct.
We need to show the product rule. We have:
∂ (aV (v ⊗ u) · aW (w ⊗ t)) = ∂ (aV⊗W ((v ⊗ w) ⊗ (u⊗ t))) =
= a(V⊗W )(1)(∂(v ⊗ w) ⊗ F (u⊗ t)) =
= aV (1)⊗W (1)((∂v ⊗ w)⊗ (F (u)⊗ F (t)) + (v ⊗ ∂w)⊗ (F (u)⊗ F (t))) =
= aV (1)(∂v ⊗ F (u)) · aW (w ⊗ t) + aV (v ⊗ u) · aW (1)(∂w ⊗ F (t)) =
= (∂aV (v ⊗ u)) · aW (w ⊗ t) + aV (v ⊗ u) · (∂aW (w ⊗ t)) ,
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where we have used the morphism:
ψ : (V ⊗W )(1) → V (1) ⊗W (1),
ψ : 1⊗ x⊗ z 7→ (1 ⊗ x)⊗ (1⊗ z),
ψ : ∂ ⊗ x⊗ z 7→ (∂x)⊗ z + x⊗ (∂z).
Its dual
ψ∗ :
(
V (1) ⊗W (1)
)∗
→
(
(V ⊗W )(1)
)∗
maps
F (u)⊗ F (t) 7→ F (u⊗ t)
Indeed,
ψ∗(F (u)⊗ F (t))(1 ⊗ x⊗ z) = (F (u)⊗ F (t))((1 ⊗ x)⊗ (1 ⊗ z)) =
= F (u)(1⊗ x) · F (t)(1⊗ z) = u(x) · t(z) = F (u⊗ t)(1⊗ x⊗ z)
and
ψ∗(F (u)⊗ F (t))(∂ ⊗ x⊗ z) = (F (u)⊗ F (t))(∂x ⊗ z + x⊗ ∂z)) =
= F (u)(∂x) · F (t)(1⊗ z) + F (u)(1 ⊗ x) · F (t)(∂z) =
= ∂(u(x)) · t(z) + u(x) · ∂(t(z)) = ∂(u(x) · t(z)) = F (u ⊗ t)(∂ ⊗ x⊗ z).

Third step. Now, we can show that the differential algebra A we have constructed
is what we were looking for.
Lemma 8. Let C be a rigid abelian tensor category with a tensor k-linear functor
ω : C → V then
End⊗(ω) = Aut⊗(ω).
Proof. We expand the proof that appears in [4, Proposition 1.13]. Let λ : ω → ω.
For each X ∈ C there exists a morphism tX : ω(X)
∗ → ω(X)∗ such that the
following diagram is commutative:
ω(X∗)
λX∗−−−−→ ω(X∗)
ϕ
y∼= ϕy∼=
ω(X)∗
tX−−−−→ ω(X)∗
The category V is rigid. So, for all U, V ∈ Ob(V) we have Hom(U, V ) ∼= Hom(V ∗, U∗).
We then let µX := (tX)
∗ : ω(X)→ ω(X). For any f : X → Y the following diagram
commutes:
Y −−−−→ Y ∗
ω
−−−−→ ω(Y ∗)
λY ∗−−−−→ ω(Y ∗)xf yf∗ yω(f∗) yω(f∗)
X −−−−→ X∗
ω
−−−−→ ω(X∗)
λX∗−−−−→ ω(X∗)
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Gathering all commutative diagrams together we obtain that µ = (µX) ∈ End
⊗(ω).
We now show that µ = λ−1. We have
X∗ ⊗X
ω
−−−−→ ω(X∗ ⊗X)
λX∗⊗X
−−−−−→ ω(X∗ ⊗X)yevX yω(evX ) yω(evX)
1
ω
−−−−→ ω(1)
id
−−−−→ ω(1)
The evaluation morphism takes f ⊗ x ∈ ω(X)∗ ⊗ ω(X) and evaluates providing
f(x) ∈ ω(1) as its output. Take any y ∈ ω(X)∗ and x ∈ ω(X). Then
(y, µX ◦ λX(x)) = (tX(y), λX(x)) = (ϕ ◦ λX∗ ◦ ϕ
−1(y), λX(x)) =
= evω(X) ◦(ϕ⊗ id) ◦ (λX∗ ⊗ λX)(ϕ
−1(y), x) =
= evω(X) ◦(ϕ⊗ id) ◦ λX∗⊗X(ϕ
−1(y), x) = (y, x)
and as a result λX is injective. Thus, λX is also surjective and µX is its inverse.
We can show this differently:
(y, λX ◦ µX(x)) = evω(X) ◦(ϕ⊗ id) ◦ µX∗⊗X(ϕ
−1(y), x) = (y, x)
as µ ∈ End⊗(ω)(R). 
The proof of the following result that we give differs from the similar one in [14].
Our goal was to provide a correct differential structure. Also, if one follows our
proof in a non-differential case one finds that it does not depend on chark . For this
commutative case the change (in comparison to [14]) that we make is at the end of
the proof where we take the “generic point”.
Theorem 3. We have
(1) the algebra A is a finitely generated ∂-k-algebra;
(2) there is a surjective ∂-k-algebra homomorphism Φ : A → A such that
Φ ◦ aV = ψV
for all differential G-modules V , where ψV is defined in formula (10);
(3) the map Φ is a ∂-k-algebra isomorphism A → A.
Proof. Let V ∈ Ob(RepG). Fix a basis {u1, . . . , un} of V
∗. Since A is locally finite
and
φui : v 7→ ui(rV (·) · v)
is a G module morphism V → A, there is W ∈ Ob(RepG), W ⊂ A, and dimW <
∞ containing the images of φui for all i, 1 6 i 6 n. According to the proof of
Lemma 3 the induced G-morphism φ : V →Wn is injective. Hence, the map φ∗ is
surjective and for u ∈ V ∗ there exists t = (t1, . . . , tn) ∈ W
n such that u = φ∗(t).
We then have
aV (v ⊗ u) = aV (v ⊗ φ
∗((t1, . . . , tn))) = aW (φ(v) ⊗ (t1, . . . , tn)).
Thus, the differential algebra A is generated by the images of the aV for A ⊃ V ∈
Ob(RepG) and dimV <∞. Let V be such a G-submodule of A which also contains
1 and a finite set of generators of A as a ∂-k-algebra. The multiplication on the
algebra A defines for any l ∈ Z>1 a surjective G-morphism φl from V
⊗l onto some
V (l) ∈ Ob(RepG) with dim V (l) < ∞. We then have V (l) ⊂ V (l + 1), because
1 ∈ V , and A =
⋃
l>1 V (l).
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Consider any Ob(RepG) ∋W ⊂ A with dimW <∞. There exists l ∈ Z>1 such
that W ⊂ V (l). Since φl is surjective, we have
Im aW ⊂ Im aV (l) ⊂ Im aV ⊗l .
Because of the multiplication structure ofA the set Im aV ⊗l lies in the ∂-k-subalgebra
generated by Im aV . Hence, this subalgebra is the whole A .
The homomorphism Φ of the second statement is constructed as follows. We
take an element aV (v ⊗ u) and map it to ψV (v, u) for all V ∈ Ob(RepG). Since
Φ (aV (v ⊗ u) · aW (w ⊗ t)) = Φ (aV⊗W ((v ⊗ w)⊗ (u⊗ t))) =
= ψV⊗W (v ⊗ w, u ⊗ t) =
= m ◦ (ψV ⊗ ψW ) ◦ c(v ⊗ w, u ⊗ t) =
= m ◦ (ψV ⊗ ψW ) (v ⊗ u,w ⊗ t) =
= m (Φ(aV (v ⊗ u)),Φ(aW (w ⊗ t))) ,
the map Φ is a k-algebra homomorphism. Let us show that it is differential. From
Lemma 4 we have:
Φ (∂ (aV (v ⊗ u)) = Φ (aV (1)(∂v ⊗ F (u)) = ψV (1)(∂v ⊗ F (u)) =
= ∂ (ψV (v ⊗ u)) = ∂ (Φ (aV (v ⊗ u))) .
We now show the last statement. Let B be a ∂-k-algebra. Consider a point
ξ ∈ Homk[∂](A, B) and V ∈ Ob(RepG). Fix bases {vi} and {uj} of V and V
∗,
respectively. There is an endomorphism λV of V ⊗B such that
〈λV (vi), uj〉 = uj(λV (vi)) = ξ(aV (vi ⊗ uj)).
We show now that (λV | V ∈ Ob(RepG)) satisfies the conditions of Theorem 2.
Let V,W ∈ Ob(RepG). Then we have
〈λV⊗W (vi ⊗ wj), ur ⊗ tl〉 = ξ(aV⊗W ((vi ⊗ wj)⊗ (ur ⊗ tl))) =
= ξ(aV (vi ⊗ ur) · aW (wj ⊗ tl)) =
= ξ(aV (vi ⊗ ur)) · ξ(aW (wj ⊗ tl)) =
= 〈λV (vi), ur〉 · 〈λW (wj), tl〉 =
= 〈(λV ⊗ λW )(vi ⊗ wj), ur ⊗ tl〉.
Hence, λV⊗W = λV ⊗ λW . Since a1 is the identity in A and ξ(1A) = 1, we have
λ1 is the identity. Let us show the functoriality of (λV ). For a G-equivariant map
φ : V →W we have
〈(λW ◦ φ)(vi), tj〉 = ξ(aW (φ(vi)⊗ tj)) = ξ(aV (vi ⊗ φ
∗(tj))) =
= 〈λV (vi), φ
∗(tj)〉 = 〈(φ ◦ λV )(vi), tj〉.
Hence, λW ◦ φ = φ ◦ λV . Finally, since {vi} and {uj} are dual to each other, we
have:
〈∂ ◦ λV (vi), uj〉 = ∂(uj(λV (vi))) = ∂ ◦ ξ(aV (vi ⊗ uj)) =
= ξ(∂aV (vi ⊗ uj)) = ξ(aV (1)((∂vi)⊗ F (uj))) = 〈λV (1)(∂vi), F (uj)〉.
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Moreover, let λV (vi) =
∑
cikvk. Due to (12) we have:
〈∂ ◦ λV (vi), (∂vj)
∗〉 = (∂vj)
∗(∂(cikvk)) = (∂vj)
∗(∂(cik)vk + cik∂vk) =
= cik = ξ(aV (vi ⊗ v
∗
j )) = ξ
(
aV (1)
(
∂vi ⊗ ϕ
∗
(
v∗j
)))
=
= ξ(aV (1)(∂vi ⊗ (∂vj)
∗)) = 〈λV (1)(∂vi), (∂vj)
∗〉.
We then conclude that λ ∈ End⊗,∂(ω). Since the category RepG is rigid, λ ∈
Aut⊗,∂(ω) by Lemma 8.
Take B = A and the generic point ξ = idA . By Theorem 2 there exists x ∈
Homk[∂](A,A) = G(A) such that λV = rV (x) for all V ∈ Ob(RepG). We have
x ◦ Φ ◦ aV (vi ⊗ uj)) = x ◦ ψV (vi ⊗ uj) = 〈rV (x)vi, uj〉 =
= 〈λV (vi), uj〉 = ξ(aV (vi ⊗ uj)).
Hence, x ◦Φ = ξ = idA . This implies that Φ is injective. Since Φ is also surjective,
we obtain that Φ : A → A is a ∂-k-algebra isomorphism. 
6.4. Recovering ∆ and S. We provide a differential Hopf algebra structure to
A . Let V ∈ Ob(RepG) and {vi} be its basis with the dual basis {uj} of V
∗. Recall
the k-linear map
∆˜ : A → A⊗A, aV (v ⊗ u) 7→
∑
aV (vi ⊗ u)⊗ aV (v ⊗ ui).
Lemma 9. The map ∆˜ is a ∂-k-algebra homomorphism and is a comultiplication.
Proof. We first check the basis independence. Let {e1, . . . , en} be another basis for
V and {f1, . . . , fn} be its dual. Hence, there exits a matrix C = (cij) ∈ GLn(k)
such that vi =
∑
ejcji. We then have:
n∑
i=1
aV (vi ⊗ u)⊗ aV (v ⊗ ui) =
n∑
i=1
aV

 n∑
j=1
ejcji ⊗ u

⊗ aV (v ⊗ ui) =
=
n∑
j=1
aV (ej ⊗ u)⊗ aV
(
v ⊗
n∑
i=1
cjiui
)
=
=
n∑
j=1
aV (ej ⊗ u)⊗ aV (v ⊗ fj).
We check that it is an algebra homomorphism. We have:
∆˜(aV (v ⊗ u) · aW (w ⊗ t)) = ∆˜(aV⊗W ((v ⊗ w) ⊗ (u⊗ t))) =
=
∑
i,j
aV⊗W ((vi ⊗ wj)⊗ (u⊗ t))⊗ aV⊗W ((v ⊗ w)⊗ (ui ⊗ tj)) =
=
∑
i,j
(aV (vi ⊗ u)⊗ aV (v ⊗ ui)) · (aW (wj ⊗ t)⊗ aW (w ⊗ tj)) =
=
(∑
i
aV (vi ⊗ u)⊗ aV (v ⊗ ui)
)
·

∑
j
aW (wj ⊗ t)⊗ aW (w ⊗ tj)

 =
= ∆˜(aV (v ⊗ u)) · ∆˜(aW (w ⊗ t)).
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Moreover, due to identity (12) and the imbedding
V 7→ V (1), v 7→ 1⊗ v, v ∈ V,
we have
∂ ◦ ∆˜(aV (v ⊗ u)) =
∑
(aV (1)(∂vi ⊗ F (u))⊗ aV (v ⊗ ui)+
+aV (vi ⊗ u)⊗ aV (1)(∂v ⊗ F (ui))) =
=
∑
(aV (1)(∂vi ⊗ F (u))⊗ aV (1)(∂v ⊗ (∂vi)
∗)+
+aV (1)(vi ⊗ u)⊗ aV (1)(∂v ⊗ F (ui))) =
=∆˜(∂(aV (v ⊗ u))).
We finally show the coassociativity:(
∆˜⊗ id
)
◦ ∆˜(aV (v ⊗ u)) =
∑
i
∆˜(aV (vi ⊗ u))⊗ aV (v ⊗ ui) =
=
∑
i

∑
j
aV (vj ⊗ u)⊗ aV (vi ⊗ uj)

⊗ aV (v ⊗ ui) =
=
∑
i
aV (vi ⊗ u)⊗

∑
j
aV (vj ⊗ ui)⊗ aV (v ⊗ uj)

 =
=
∑
i
aV (vi ⊗ u)⊗ ∆˜(aV (v ⊗ ui)) =
=
(
id⊗∆˜
)
◦ ∆˜(aV (v ⊗ u)).

Lemma 10. The map ε˜ : aV (v⊗ u) 7→ u(v) is a counit for A corresponding to the
counit of A.
Proof. We show that ε˜ and ∆˜ satisfy m ◦ (idA⊗ε˜) ◦ ∆˜ = idA . We have:
m ◦ (idA⊗ε˜) ◦ ∆˜(aV (v ⊗ u)) = m ◦ (idA⊗ε˜)
(∑
aV (vi ⊗ u)⊗ aV (v ⊗ ui)
)
=
=
∑
(aV (vi ⊗ u) · ui(v)) =
= aV
((∑
ui(v) · vi
)
⊗ u
)
= aV (v ⊗ u).
In addition, ε˜ is a differential homomorphism. Indeed,
ε˜ (∂aV (v ⊗ u)) = ε˜ (aV (1)(∂v ⊗ F (u))) = F (u)(∂v) = ∂(u(v)) = ∂(ε˜(aV (v ⊗ u))).
Finally, we show that Φ maps ε˜ to ε.
ε ◦ Φ(aV (v ⊗ u)) = Φ(aV (v ⊗ u))(e) = u(rV (e) · v) = u(v) = Φ(ε˜(aV (v ⊗ u)).

Proposition 5. The map Φ : A → A is a differential Hopf algebra homomorphism.
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Proof. We show that ∆˜ is mapped to ∆. We have:
(Φ⊗ Φ) ◦ ∆˜(aV (v ⊗ u))(g1, g2) =
= (Φ⊗ Φ)
(∑
i
(aV (vi ⊗ u)⊗ aV (v ⊗ ui)
)
(g1, g2) =
=
∑
i
u(rV (g1) · vi) · ui(rV (g2) · v);
∆ ◦ Φ(aV (v ⊗ u))(g1, g2) = u(rV (g1 · g2) · v) =
= u(rV (g1) · (rV (g2) · v)).
Let rV (g2) · v =
∑
cjvj . Then
∑
i
u(rV (g1) · vi) · ui(rV (g2) · v) =
∑
i
u(rV (g1) · vi) · ui

∑
j
cjvj

 =
=
∑
i
u(rV (g1) · vi) · ci =
=
∑
i
u(rV (g1) · civi) =
= u(rV (g1) · (rV (g2) · v)).

Recall the k-linear map
S˜ : A → A, aV (v ⊗ u) 7→ aV ∗(u⊗ v).
Lemma 11. The map S˜ is a ∂-k-algebra homomorphism and together with ∆˜ gives
a differential Hopf algebra structure on A.
Proof. Let {v1, . . . , vn} be a basis of V and {v
∗
1 , . . . , v
∗
n} be its dual. We show that
S˜ commutes with ∂ :
∂
(
S˜(aV (vi ⊗ v
∗
j ))
)
= ∂(aV ∗(v
∗
j ⊗ vi)) = a(V ∗)(1)
(
∂(v∗j )⊗ F (vi)
)
=
= a(V (1))
∗(F (v∗j )⊗ ∂vi) = S˜
(
aV (1)
(
∂vi ⊗ F (v
∗
j )
))
=
= S˜(∂aV (vi ⊗ v
∗
j )),
where we use the morphism
φ : (V ∗)
(1)
→
(
V (1)
)∗
, ∂v∗j 7→ F (v
∗
j ), v
∗
j 7→ (∂vj)
∗
commuting with the G-action. Moreover, S˜ is an algebra homomorphism:
S˜(aV (v ⊗ u) · aW (w ⊗ t)) = S˜(aV⊗W ((v ⊗ w)⊗ (u⊗ t))) =
= aV ∗⊗W∗((u⊗ t)⊗ (v ⊗ w)) =
= aV ∗(u⊗ v) · aW∗(t⊗ w) =
= S˜(aV (v ⊗ u)) · S˜(aW (w ⊗ t)).
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We show that it respects comultiplication:
m ◦ (S˜ ⊗ id) ◦ ∆˜(aV (v ⊗ u)) = m ◦ (S˜ ⊗ id)
(∑
i
aV (vi ⊗ u)⊗ aV (v ⊗ ui)
)
=
= m
(∑
i
aV ∗(u⊗ vi)⊗ aV (v ⊗ ui)
)
=
=
∑
i
aV ∗⊗V ((u ⊗ v)⊗ (vi ⊗ ui)) =
= u(v) · aI(e ⊗ f) =
= ε˜(aV (v ⊗ u)).
We have denoted a basis of the trivial representation 1 by {e} and its dual by {f}.
We have also used the morphism V ∗ ⊗ V → 1 mapping u⊗ v to u(v). 
7. Partial differential case
We have only used elementary ring theoretic properties of k[∂] and none of its
special properties as a left and right Euclidean domain. In particular, all statements
concerning recovering the differential Hopf algebra from representations hold true
in the partial case. We just restate Definition 4 for the case of several commuting
differentiations.
Definition 9. The category Vk(∂1, . . . , ∂m) over a {∂1, . . . , ∂m}-field k is the cat-
egory of finite dimensional vector spaces together with the usual operations ⊗, ⊕,
∗, and additional differentiation functors
∂p11 · . . . · ∂
pm
m : V 7→ k[∂1, . . . , ∂m]6(p1,...,pm) ⊗ V
for all m-tuples (p1, . . . , pm) ∈ (Z>0)
m
.
8. Conclusions
The results of the previous section allow us to recover a differential algebraic
group from the category of its finite dimensional differential representations. From
Proposition 2 this category can be generated by one faithful representation of the
group applying certain operations of linear algebra and the prolongation functor
we introduced in this paper.
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