. A typical example of first-pass angiography of a mouse FDG-PET study. The graph depicts the first nine seconds time activity curves (TACs) of the inferior vena cava, right atrium (RA), RV, lung, LV, descending aorta and myocardium (myo) following a tail-vein bolus injection of FDG. The TACs of the RV, lung and LV were well separated. The inserts reflect the fused CT and PET images at a mid-ventricular plane acquired at different times after FDG injection. The first insert on the left had no FDG uptake and showed CT image only. Inserts from the left to right were acquired at 0 sec, 2.1 sec, 2.7 sec, 3.1 sec and 10 min after FDG injection.
scanner (microPET Focus 220; Concorde Microsystems, LLC, Knoxville, TN, USA) were sufficient to follow the time course of activities in different heart structures of a mouse using a bolus injection of FDG ( Fig. 1 ) [1] . With a good FDG bolus ( 2 sec) tail-vein injection and fine framing rate (e.g., 0.3 sec/frame), the cardiovascular transit time (TT) between different structures (e.g., RV-to-LV) can be determined [2] . Traditionally, the TT was calculated using the TACs derived from manually-drawn ROIs. The accuracy of ROI-drawing, especially for the small hearts of mice, requires a well-trained nuclear physician or technologist to identify the different cardiac structures in PET images. The calculated transit time, therefore, was sensitive to the volume and location of the ROI. A method that minimizes the operator dependency and improves the reproducibility of data analysis is therefore desirable. In this study, we developed a robust, semi-automatic clustering method that separates different cardiac structures and generates TACs of RV and LV without ROI drawing. 
II. MATERIALS AND METHODS

A. The Cluster Analysis Method
Cluster analysis (CA) is an exploratory data analysis which sorts different observations into groups in such a way that the degree of association is strong between members of the same group and weak between members of different groups [3] . Among different CA methods, -Means clustering returns exactly different clusters of greatest possible distinction using the input data and a user defined cluster number . We used the algorithm in the built-in function "kmeans" of MATLAB (Mathworks Inc, Natick, MA USA). Our goal was to derive TACs of different cardiac structures without manual ROI drawing. We assumed: 1) There are limited number of structures within the selected PET images; 2) The TACs of RV, lung and LV structures in dynamic PET images are distinct; and 3) The voxel-based TAC in the core of each structure has the least amount of spillover activities from the adjacent structures and therefore represents the best TAC of that structure. Based on these hypotheses, we derived RV and LV TACs by applying -Means clustering to the transaxial-view, mid-ventricular dynamic PET images. For each image voxel, the values in n scan frames form a vector of length n. Applying -Means clustering to these vectors, the vectors were separated into a pre-set number of clusters. After the cluster analysis, the Euclidean distance from any point in a cluster to the centroid of the cluster is shorter than the distance to the centroids of all other clusters.
"kmeans" partitions the observations into mutually exclusive clusters. It returns centroids and a vector of indices indicating to which of the clusters it has assigned each observation. The centroid for each cluster is the point to which the sum of distances from all objects in that cluster is minimized. By default, "kmeans" uses an iterative algorithm that minimizes the sum of squared Euclidean distances from each object to its cluster centroid, over all clusters. When "kmeans" is used to partition the PET images, each voxel-wise TAC is treated as an observation. If we include only the image voxels of structures, we expect that the "kmeans" will segment and partition the PET TACs into mutually exclusive clusters and the centroid of each cluster will be the TAC with the least amount of spillover activities.
The program we implemented starts by asking the user to select an image plane at the middle level of the LV chamber. The user then selects three early time frames from the display that show maximum activities of RV, lung and LV, respectively. Subsequently, the program uses these image planes to generate masks that contain mainly the structures of RV, lung, LV, and minimum amount of background tissue to restrict the voxels for cluster analysis. The planes used are the selected mid-ventricular plane and the ones above and below it. Using voxel-wise TACs as input data and cluster number of four, "kmeans" returns a vector of cluster indices (1-4) and four centroids. The indices are mapped back to the masks to generate three cluster images. The cluster numbers and corresponding centroids of RV and LV were identified. The RV-to-LV TT is then calculated using the equations described in the next section. 
B. RV-to-LV Transit Time Calculation
After a bolus injection of FDG through a tail vein, ideally the FDG activity should clear entirely from RV or LV after a period of time. Because of recirculation, the tail of each curve does not drop to zero (see Fig. 1 ). To eliminate the recirculation portion from the RV and LV TACs, we fit an exponential curve to the clearance phase of the curve [2] . The mean-arrival-time ( ; defined as the average time for the bolus to arrive at a certain structure after injection) of RV and LV was calculated using (1) ( 1) where is the recirculation-corrected blood curve, equals to 1 for RV and 2 for LV and is the injection time . The transit time of RV to LV was then calculated as the difference of the mean-arrival-times for the two structures.
C. Phantom Studies
The simulations in this study were performed based on a 4D digital mouse phantom (Segars et al., 2004) . The main program "mphan_main" of this phantom generation software models the shapes of mouse organs with nonuniform rational B-spline surfaces and models the heart motion based on gated magnetic resonance imaging [4] . The program allows user specified parameters such as heart motion and time activity curves to produce a set of dynamic mouse images. Using measured TACs of RV, lung, LV, aorta, myocardium, liver and body background from a real mouse FDG-PET study (Fig. 2 ) and the parameters in Table I , we generated dynamic mouse images (nonsmoothed) using "mphan_main". The mouse heart simulations were in image matrices. A second set of dynamic mouse images (smoothed) were generated by applying a 3-D Gaussian filter to the nonsmoothed images. The parameters of the filter were listed in Table I . We used these two sets of dynamic simulations to evaluate the accuracy of the clustering method. 
D. Mouse Studies
Twenty-nine dynamic FDG-PET scans of 10 minutes were performed in 25 mice (CL57/BL6; male; 22-39 g). The mice were the cohorts from several studies and under different physiological conditions such as nonfasting, fasting, insulin introduction, surgical intervention (i.e., incision and insertion of a catheter into a femoral artery). Before the scan, a catheter (Gauge 29 with 2-3 cm of PE20 tubing) was inserted into the tail vein of the mouse under anesthesia (1.5 2% isoflurane). The mouse was then placed in the PET scanner and body temperature was monitored [5] . A few seconds after PET acquisition was started, a bolus of 1 mCi FDG (50 or less) was injected into the tail vein through the catheter. The dynamic PET data was collected in list mode for 10 minutes. After the PET study, whole-body CT images were acquired (microCAT, Imtek Inc., Knoxville, TN, USA) for attenuation correction [6] . The PET data were reconstructed into images with pixel size of 0.4 mm and plane thickness of 0.8 mm. The dynamic sequences were thirty frames of 0.3 sec and one frame of 531 sec. A framing rate of 0.3 second was used because of the short transit time between RV and LV ( 1 sec) and the noises in the TACs. Among framing rates of 0.2-0.5 seconds, we found a framing rate of 0.3 seconds produced TACs with best signal-to-noise ratios and good temporal resolution. The RV and LV TACs had signal-to-noise ratios ranging from 1.5 to 4.7 during the transit period. The signal-to-noise ratio was calculated as the mean count rate divided by the count rate of one standard deviation. The filtered backprojection algorithm was used for image reconstruction, producing images with at the center of FOV. Dead-time and radiation-decay were corrected.
The RV and LV TACs of 29 mouse studies were generated by both the clustering and the ROI methods. For the ROI method, the 3-dimensional, cylindrical ROIs of RV and LV were manually drawn by a nuclear physician who is specialized in small animal imaging (coauthor: MK). The ROI-drawing and TAC generation were performed using a public domain imaging tool (AMIDE, Stanford, CA, USA) [7] . For the clustering method, only the first 7.2 seconds PET data were used. The data were in 24 dynamic frames, 0.3 sec per frame. The TTs were subsequently calculated using the RV and LV TACs derived from these methods.
E. Statistical Analysis
The RV-to-LV TTs of 29 mouse studies obtained from the clustering and the ROI methods were compared using paired, Student's t test. Correlation coefficients (r) of body weights vs. Fig. 3 . Sample transaxial-view images of phantom simulations at the level of LV (top two rows: nonsmoothed; bottom two rows: smoothed). The relative grey-scale was used. Time sequences (in seconds) were labeled in the nonsmoothed images. The structures of RV, lung, LV, aorta, myocardium (myo), and body background were labeled as "1" to "6" in the smoothed images, respectively. Liver structure did not appear at the transaxial level of these images. Fig. 4 . The structural images (left: nonsmoothed; right: smoothed) of phantom studies generated by our method. The labels of "1", "2" and, "3" reflect the RV, lung and LV structures separated by the clustering method.
RV-to-LV TTs were calculated. The RV-to-LV TTs of three groups of animals were compared using one-way ANOVA. The body weights of group 1 were less than 25 g; group 2 were between 25 and 30 g and group 3 were larger than 30 g. In all tests, was considered statistically significant. Fig. 3 shows some simulated phantom images at the mid-heart level. The high spatial resolution of the nonsmoothed phantom images demonstrated that the respiratory and cardiac motions did not drastically affect the image quality. The resolution of the smoothed images revealed significant partial volume effects, such as reduced counts plus added spillover activities, comparable to those due to the limited scanner resolution. Fig. 4 shows the structural images obtained by our method. Certain voxels of the original PET images were missing from the structural images due to the masking (see Materials and Method). The method correctly separated different structures in both nonsmoothed and smoothed phantom studies. The shape and the magnitude of the RV and LV TACs [ Fig. 5(a) ] in the nonsmoothed phantom images were almost identical to those of the simulated curves (Fig. 2) . Although the RV and LV TACs [ Fig. 5(b) ] derived from the smoothed phantom images had lower counts due to the partial volume effect, the TAC profiles were very similar to the simulated TACs. These results confirm that the centroids of different clusters obtained by the clustering method had correct TACs of the corresponding structures and had minimum spillover activities. In Fig. 5(c) and 5(d), we depict two examples of the recirculation correction that we applied. By using the recirculation-corrected RV and LV curves and (1), we obtained the RV-to-LV TTs of 0.94 and 0.95 seconds for the nonsmoothed and smoothed phantom studies, respectively. The TT from the simulated RV and LV curves in Fig. 2 was 0.94 second. 
III. RESULTS
A. Phantom Study
B. Mouse Studies
A typical set of results is shown in Fig. 6 . For all 29 mice studies, the clustering method separated the RV, lung and LV correctly. The 4th structure was usually a thin ring surrounding either the RV or LV. The TAC profiles of the RV and LV were similar to those obtained by the ROI method [ Fig. 6(c) ]. The magnitudes of the curves of the two methods are different mainly due to variations in ROI size. For example, very small ROIs were frequently placed at the centers of the structures by the ROI method. The RV-to-LV TTs calculated from the clustering method and the ROI method were 0.58 and 0.65 seconds, respectively, for this mouse. Fig. 7 shows the results of both methods for mouse studies. The RV-to-LV TTs from the two methods were not significantly different ( ; paired t test; ) with a correlation coefficient of 0.76 [ Fig. 7(c) ]. The correlations of body weights with the RV-to-LV TTs were 0.47 and 0.39 for the clustering and the ROI methods, respectively. When the data were divided into three groups according to body weights, there were significantly different RV-to-LV TTs between the small and the large animal groups (Table II) .
IV. DISCUSSION
We demonstrated that first-pass angiography using small animal PET scanner is feasible despite the small size and rapid heart rates of mice. Using simulation data, we validated the accuracy of the cluster analysis derived RV and LV TACs. With the growth of genetic engineering, transgenic mice have become popular animal models to study human cardiovascular diseases. Many FDG-PET mouse studies can now be designed to noninvasively measure the cardiovascular responses due to pharmacological or surgical intervention. We expect that this simple and robust method is applicable to studying the pathophysiology of cardiovascular diseases in small animal models. Although the programs were developed for mouse studies, the same program is usable for human PET study.
There are several advantages of the clustering method: 1) The method is simple and easy to use. It requires only the selection of an image plane and the identification of three time frames (i.e., RV, LV, and lung phases). The TACs can be generated in seconds instead of minutes compared with the ROI method, and the results have minimum spillover activities. 2) The method is easy to implement. The cluster analysis routines are available commercially in many products such as SAS (SAS Institute Inc., Cary, NC, USA) and Matlab (Mathworks Inc, Natick, MA USA).
3) The clustering method is robust and reproducible. The TT values of the CA are insensitive (data not shown) to the frames chosen as long as the selected image plane crosses the LV. The variation of the calculated TTs based on the clustering method is expected to be smaller than that of the ROI method due to the reduced user interventions [e.g., Fig. 7(a) and Table II ]. 4) The CA method requires only 10 seconds of the initial PET data. The method can provide an extra physiological index (i.e., RV-to-LV TT) for monitoring the mouse under study, if it is applied to a PET study designed for other purposes. 5) The method can be easily extended for calculating the cardiac output. Using the RV or LV TAC derived by the cluster analysis, the cardiac output can be calculated by using the Stewart-Hamilton equation . Validation of our method in determination of the cardiac output in mouse is currently under investigation.
The current study evaluated the cardiovascular transit time from RV to LV only. We have demonstrated previously that the spatial and temporal resolution of state of the art small animal scanners were sufficient to follow the time course of activities in different parts of the heart. Good separation among these TACs however required an optimum bolus injection of a small volume of FDG dose. In many cases, the TACs, such as RA and RV, LA and aorta overlapped due to fast transits (see Fig. 1 ). Among the calculated TTs of different structures (including lung), the RV-to-LV TT had the least variation. The method can be easily extended if TT between other structures is desired.
In this study, we did not find a strong correlation ( and for the clustering and the ROI method, respectively) between body weight and RV-to-LV TT [ Fig. 7 (a) and 7(b)]. There was, however, a significantly different RV-to-LV TTs between the small ( 25 g) and the large ( 30 g) mouse groups (Table II) . The small variation among each subgroup suggested the reproducibility of the RV-to-LV TT. Mouse studies under different treatments (i.e., different physiological conditions) were used (see Material and Methods) which may have masked the correlation normally expected between body weight and the RV-to-LV TT. The main purpose of this study was to evaluate the new method and compare it to the ROI method. In the future, we plan to evaluate this correlation in experiments with less variable physiological conditions.
V. CONCLUSION
In this study, we developed a simple and robust semi-automatic method to measure the RV-to-LV transit time in mice using dynamic FDG-PET without manual ROI drawing. We expect that this method is applicable to studying the pathophysiology of cardiovascular diseases in small animal models.
