Hardenability is an important property of steel, that is characterised through a curve known as Jominy profile. The paper presents a neural network-based approach to the prediction of this curve on the basis of steel chemical composition. The proposed approach is divided in two parts: firstly a set of neural networks is exploited for the sequential estimation of the points of the curve. Afterwards an additional network estimate the reliability of the profile prediction at each point. The model proved to be effective through tests on a real industrial dataset.
Introduction
Hardenability is a very important property of steel because it determines the depth at which the steel should be hardened during quencing. Hardenability is a metal property depending on the material microstructure (alloying composition). Heat treatment is used to increase the hardness; in the considered process the steel is heated up to a fixed temperature, the so-called austenizing temperature; subsequently the steel is cooled down with water or air. The basis for this process lies in the fact that the steel transforms from austenite to some fraction of martesite at a fixed depth below the quenched surface. Tempering the martesite microstructure provides a good mixture of strength and toughness to the steel. If tempering is not adopted then the martesite, although hard, will result brittle. Steels with high hardenability are used to create high-strength components while steels with low hardenability could be used for small components.
Hardenability is measured by means of a standardized procedure named Jominy Test or Jominy End Quench Test [1] . In this test an almost cylindrical sample (about 100 mm long with a diameter of about 24.5 mm) is firstly heated then quenched by cooling in water or oil. Different points on a specimen steel have different hardness characteristics on the basis on their preprocessing phase and temperature history. In order to reduce differences in microstructure caused by previous treatments, the steel sample is normalized and austenized at a temperature in the range 800-925 °C. Measurement of hardness is performed by using the Rockwell (HRC) or Vickers hardness tester [2] : the hardenability is represented by a curve composed by hardness measurements taken at fixed distances from the specimen quenched end [3] . Hardenability is strongly affected by the steel chemical composition: the main alloying elements which determine the hardenability include Carbon (C), Chromium (Cr), Manganese (Mn), Molybdenum (Mo), Silica (Si), Nickel (Ni) and Boron (B). Carbon affects the hardness of the martensite: when the C content increases, the hardenability of steels increases too by delaying the generation of pearlite and ferrite. Retarding this reaction the formation of martensite at slower cooling rates is stimulated but the effect is so insignificant to be used as controller of hardenability. Commonly other elements are used to control the hardenability. Cr, Mo, Mn, Si, Ni and V (especially Cr, Mo and Mn) retard the transformation from austenite to ferrite and pearlite. The delay is due to the need to distribute alloying elements during the transformation from austenite to ferrite and pearlite. Complex interactions between several elements affect the temperature during the transformation phase. Boron is a very powerful alloying element and its effect increases when the C content is low, it is thus commonly used with low C content. Boron can affect the hardenability of the steel only in the case that it is in solution.
Many attempts have been performed to predict the effect of the different micro-alloying elements on the steel hardenability. This paper describes a predictor of the steel Jominy profile exploiting artificial neural networks (ANN) for both curve prediction and reliability estimate.
The paper is organised as follows: Sec. 2 gives a review of the state of art on hardenability prediction and reliability estimation, Sec. 3 describes the proposed model and the results using two industrial datasets; finally in Sec. 4 some concluding remarks are provided.
Jominy profile prediction and reliability of the model
Jominy End Quench Test is very expensive and time consuming thus a lot of models to predict hardenability from the steel chemical composition have been proposed. The first attempts were based on traditional statistical techniques, subsequently, more complex models based on the use of artificial intelligence (AI) techniques have been employed outperforming classical approaches.
Grossmann in 1947 [4] proposed an approach based on moltiplicators; afterwards this method was improved and generalized [5, 6] . Regression analysis (first [7, 8] and second order [9] ) has been proposed as predictor of hardenability providing good results. Doane in 1978 [6] proposed several empirical and statistical methods used to predict hardenability in order to understand the causes of their advantages or limitations. Komenda et al. [8] studied the variables that mostly affect the steel hardenability on each point of the Jominy profile. They demonstrate that C, Si, Mn, P and Cr are important variables at each point of the profile while Ni, Cd, Boron and N mainly influence the hardness of the sixth one. Other proposed approaches are based on the numerical studies concerning the cooling graphic trend and considering its thermodinamics [10] [11] [12] . In [13] Bai-Hai proposed a nonlinear equation for a mathematic model, by establishing several equations where parameters were expressed by non linear equations. This method failed treating with multi-alloyed mediumcarbon steel because it did not take into account the interaction effects of alloying elements. Also, recently, Yue-Peng Song et al. [14] improved this approach introducing a new parameter called alloying element interactions equivalent L e which is defined as follows:
where L i is the contect of the i-th alloying element (in mass percent), α i is the interaction factor between the i th alloying element and the others. The parameter α i of each element is obtained by simulating Jominy curves of multialloyed steels using the Bai-Hai method. This improved model can predict the multi-alloyed medium carbon steel end-quench curves and it is able to calculate other properties such as chemical composition, changing range, semi-martensite distance and others. However this model is empirical and not based on chemical and physical considerations; many factors, such as experimental condition [15] , can influence the result. A recent approach proposed by Zehtab et al. [16] involves the Quench Factor Analysis (QFA), an excellent technique in correlating cooling curves with metallurgical response. QFA was introduced in the early 70ies and improved in 1993 by Rometsch et al. [17] . QFA is used to estimate hardness from simulated cooling curves providing a good correlation between predicted and measured hardness. However results are better at high values of hardness with respect to the lower values.
Although traditional methods can achieve acceptable results, some limits arise due the fact that, within Jominy profile predictions, each element in the alloy steel is analyzed individually and the effect of their interactions is neglected. Since the relation between chemical composition and hardenability is not linear, the use of ANN can lead to interesting results. Moreover ANN do not need any a priori information about the phenomenon and can model the non-linear relations between steel chemical composition and Jominy profile exploiting industrial data. In literature several approaches concerning ANN-based Jominy profile predictors have been proposed [18] [19] [20] [21] . In all these approaches the developed models predict the steel hardness for each single point of the Jominy profile, they have similar performances and the prediction error never exceeds 5% [22] [23] [24] .
An important aspect to be taken into consideration when using ANN is model reliability. The reliability of the prediction is related to the quality of data that are used for the training phase and to some peculiar characteristics of the adopted model. Neural Networks are considered good estimators but the notion of goodness is vague and uncertain. There is not a general definition of reliability, a common method is represented by figures quantifying the overall approximation error, such as the Root Mean Square Error [25] . These functions are global and give an average estimate of the error of the model under consideration with respect to the ideal solution. However in many applications the errors are not uniformly distributed on the domain (i.e., in the present case, on the whole range of the distances from the quenched end), thus a global index is not suitable. In [26] the authors propose a local measure of approximation error, as the error function measures the standard deviation of the approximation error for each point belonging to the input space. The main advantage of this method concerns the possibility by the user to deduce how reliable the considered system is for each input condition and where the eventual criticalities are.
Proposed approach and numerical results
In this work a novel system for the joint prediction of the Jominy profile and its reliability from the steel chemical composition is proposed. Both the predictors are based on the use of a set of neural networks which provide -point by point -the forecasted steel hardenability and a measure of the reliability of this latter prediction expressly estimated for the particular condition related to each point and taking into consideration the peculiar ability of the Jominy profile predictor when handling that particular situation.
The ANN-based models have been trained by exploiting two datasets provided by a steel producer and contain the results of laboratory tests pursued on different kind of steel. The first industrial dataset is formed by 256 samples while the second includes 1417 samples. Each one including 15 input variables that represent the chemical steel composition (namely C, Mn, Si, P, S, Cr, Ni, Mo, Cu, Sn, Al, V, Nb, Ti and B) and the corresponding hardness (HRC) values resulting from the Jominy test and measured at 15 standard distances.
The proposed model is composed by 2 modules: the first one predicts the Jominy profile and includes a set of 2-layers feed-forward ANNs trained with the standard back-propagation algorithm by exploiting 100 randomly selected samples of the whole available dataset for the first dataset and 500 for the second one. A second part of the dataset (100 samples and 500 sample for the first and second example respectively) is used for the training of the reliability predictor. The remaining 56 samples (first case) or 417 samples (second case) are used for the validation of both the predictors. Figure 1 depicts a block diagram of the first module of the system Figure 1 . Generic scheme for the first system module.
For each point forming the Jominy profile to predict, an ANN is trained. The inputs are different for each ANN and include the most correlated chemical elements and eventually the previously predicted hardness of other points of the Jominy profile. The selection of the input variables to be used for the prediction of the different points of the profile has been performed both on the basis of the relations emerged from the specific studies on the influence of chemical elements on the Jominy profile mentioned in Sec.1 and by means of a statistical analysis aiming to put into evidence the correlation between the potential input variables and the target hardnesses. Table 1 shows in detail the list of the inputs which are fed to each neural network for the prediction of specific Jominy profile points: each row of the table corresponds to one point and reports both the included chemical elements and the predicted hardness values fed as input to the ANN (where Ĵ i represents the hardness value estimated at i-th distance value). Table 1 also reports the number of neurons in the hidden layer N h of each ANN.
As previously mentioned, the points of the Jominy profile are predicted in sequence in order to suitably exploit the relations between them. Due to the dependencies between single points expressed in Tab.1, the order of prediction is not the natural one, but the following order, which is more fruitful for the purpose of this work, has been adopted: 1-2-3-4-5-14-15-13-12-11-10-9-8-7-6, where each number represents the corresponding profile point.
The estimated reliability is expressed as the error expected for the prediction of each single point of the Jominy profile in HRC, i.e. the unit of measure of hardenability. The use of this unit allows the creation of a confidence range through the predicted profile which is extremely useful in the industrial framework, as this range (expressed in HRC) is the same adopted by the steel companies in order to assess the reliability of the laboratory test and the steel quality. A set of 15 ANNs (one for each point of the profile) is used to estimate the reliability of the prediction of each point of the Jominy profile. Each network is a standard perceptron-based ANN with 2 neurons in the hidden layer, trained by means of the back-propagation algorithm. The input of the i-th ANN is the steel chemical composition, while the target to be predicted is represented by the absolute error of the prediction of the ith hardness value through the first module of the system. To this aim, the Jominy profiles corresponding to samples in the second part of the training set are calculated and exploited for the formation of this target dataset as follows:
where J i is the measured Jominy profile, EA i is the prediction error and ϭ EAi is the standard deviation of the previously calculated absolute error, which is added to the target variable in order to stabilize the predicted reliability and to prevent eventual predictions oscillations. Figure 2 shows a diagram of the second module of the model. In order to evaluate the effectiveness of the proposed approach a single Validation Set, formed by 56 samples (first example) or 417 samples (second example), is used to test the first and the second part of the model. Two kinds of accuracies need to be considered: the first one is related to the precision of the estimation of the Jominy profile itself, the second one involves the reliability estimation. Table 2 reports, for each point of the Jominy profile, the absolute mean error in the prediction of single point hardness expressed in HRC evaluated on the validation set, through a campaign of 100 tests each time mixing the dataset in order to exploit different training and validations sets. The obtained results put into evidence the goodness of the proposed approach for the Jominy profile estimation, as the prediction error is extremely low for each point forming the profile. As expected the error is very low on the first point of the profile, where the relation between steel chemical composition and hardness is highly correlated; the error rises in the central points of the profile due to the intrinsic variability of the profile shape in that region of the curve.
Considering that the instrumental error related to the machinery performing the Jominy test is about 1 HRC, the obtained results are definitely in line with industrial requirements and allow the use of the so-designed predictor within an industrial framework. The accuracy of the reliability estimation is evaluated in terms of the effectiveness of the reliability area determined by the expected error predicted by the second set of neural networks.
The predicted Jominy profile and the reliability measures provided by the proposed system depict the range where the actual Jominy profile should lie: the highest the number of points of the Jominy profile lying within this area, the more efficient the prediction system. According to this consideration, the performance of the reliability predictor is calculated as the percentage of actual profile points which lie within the bounds determined , for the i-th point, by means of the reliability prediction as follows:
Upper Bound
where ê i is the error for the prediction of the i-th hardness value of the Jominy profile. The reliability which is estimated by means of the proposed approach has been compared to an alternative reliability measure, currently employed within the industrial framework. This latter approach adopts the point-wise standard deviation of the Jominy profile in order to determine the confidence ranges for an arbitrary predicted Jominy profile. Figure 3 depicts three examples of application of the proposed methods to Jominy curves belonging to the two considered industrial datasets.
The proposed method has been tested by performing 100 repeated tests which include the training and test of both the Jominy profile and the reliability predictors. For each test different training and validation sets are used by mixing the available dataset. The results reported in this paper are obtained on the validation sets. Table 3 shows the obtained results in terms of average error and average bounds width in both cases: reliability prediction and standard deviation of the Jominy profiles considering both datasets. a) b) c) Figure 3 . Three sample predictions of Jominy profile and its reliability estimated through the proposed method compared to actual Jominy profile and reliability estimate via standard deviation: a) and b) belong to the first dataset, c) to the second one
The proposed method has been tested by performing 100 repeated tests which include the training and test of both the Jominy profile and the reliability predictors. For each test different training and validation sets are used by mixing the available dataset. The results reported in this paper are obtained on the validation sets. Table 3 also reports the accuracy, in terms of percentage of actual points lying within the reliability ranges determined in eq.s (4) and (5) for both the reliability measures considered in this work. These results take into consideration all the 15 points forming the Jominy profiles and are an average over the 100 performed tests. Nevertheless the proposed accuracy measure is very stable along the point of the profile. In table 3 the average width of the reliability range is reported as well for both the approaches.
Concerning the first dataset the accuracy of the proposed method is very satisfactory as more than 90% of the actual Jominy points lie within the area determined by the predictors (eq.s (4) and (5)). This result is very interesting from the industrial point of view, as the predicted reliability area determines the shape and characteristics of the Jominy profiles with high precision.
The comparison of the proposed method to the standard deviation based reliability measure further puts into evidence the goodness of the proposed approach: the standard deviation based reliability is slightly more accurate (+3.3%, from 91.6% to 94.9%) but is obtained on the basis of a reliability range which is twice wider with respect to the ranges determined by the estimated reliability method. The results obtained with the second dataset show that the standard deviation based reliability is only +0.3% more accurate than the proposed method but its bound width is about 50% greater than the bound width estimated in the proposed approach. This means that, despite a little decrease in the accuracy performance, the proposed approach locates the actual Jominy profile in a much smaller area, which guarantees a better -and more meaningful -estimate of the Jominy profile to be predicted and is thus strongly preferable with respect to the standard deviation based method.
Conclusion
An approach based on the use of ANN for the prediction of Jominy profiles of steels and its reliability from steel chemical composition is presented. The Jominy profile is estimated by using a sequential system of interconnected ANNs which exploit as inputs the chemical composition of the steel and, for each point, a subset of the predicted hardness values. An additional set of neural networks is used in order to get a point-wise reliability measure of the provided profile estimation which takes into account the peculiar characteristics of each single point of the profile.
The prediction of the Jominy profiles provided by the proposed method are extremely close to the actual curves and allow the use of the method within an industrial framework.
The accuracy of reliability estimator is evaluated in terms of the number of point of the actual Jominy curves which lie within the reliability area determined by the estimated error measures and the results are compared to the reliability area obtained by considering the standard deviation of the Jominy profile. Results show that, despite a little loss in the accuracy performance, the proposed approach locates the actual Jominy profile in a much more limited area, clearly outlining the actual shape of the profile of interest.
The combination of the excellent predictive performance of the Jominy profile predictor and the efficiency and narrowness of the estimated reliability area make the developed prediction system extremely useful within the industrial framework.
