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Artem Oliinyk1, Alexander Yakimenko1, Boris Malomed2
1 Department of Physics, Taras Shevchenko National University of Kyiv,
64/13, Volodymyrska Street, Kyiv 01601, Ukraine
2 Department of Physical Electronics, Faculty of Engineering,
and Center for Light-Matter Interaction, Tel Aviv University, Tel Aviv 69978, Israel
Considerable progress in experimental studies of atomic gases in a toroidal geometry opens up
novel prospects for the investigation of fundamental properties of superfluid states and creation of
new configurations for atomtronic circuits. In particular, a setting with Bose-Einstein condensates
loaded in a dual-ring trap suggests a possibility to consider the dynamics of tunneling between con-
densates with different angular momenta. Accordingly, we address the tunneling in a pair of coaxial
three-dimensional (3D) ring-shaped condensates separated by a horizontal potential barrier. A trun-
cated (finite-mode) Galerkin model and direct simulations of the underlying 3D Gross-Pitaevskii
equation are used for the analysis of tunneling superflows driven by an initial imbalance in atomic
populations of the rings. The superflows through the corresponding Bose-Josephson junction are
strongly affected by persistent currents in the parallel rings. Josephson oscillations of the population
imbalance and angular momenta in the rings are obtained for co-rotating states and non-rotating
ones. On the other hand, the azimuthal structure of the tunneling flow demonstrates formation of
Josephson vortices (fluxons) with zero net current through the junction for hybrid states, built of
counter-rotating persistent currents in the coupled rings.
PACS numbers:
I. INTRODUCTION
The Josephson effect in alternating- and direct-current
(a.c. and d.c.) forms was first discovered in a pair
of two superconductors, the macroscopic wave functions
of which are weakly coupled across the tunneling bar-
rier [1, 2]. The a.c. Josephson effect in atomic Bose-
Einstein condensates (BEC) was experimentally observed
[3] in an atomic cloud loaded in the double-well potential,
where a constant chemical-potential difference between
the coupled condensates drives an oscillating atomic flow
through the barrier, see also recent experimental work
[4]. Josephson junctions are also known in excitonic con-
densates in bilayered materials [5]
On the other hand, persistent currents in toroidal
atomic BECs were extensively investigated, both exper-
imentally and theoretically, as a hallmark of superflu-
idity. The ring-shaped trap produces a large central
hole around the axis of the condensate cloud. Thus, the
core of persistent currents, alias vortex states, in toroidal
traps is bounded by the potential structure, which makes
even multicharged vortices robust. Further, the stability
of the persistent current in a single ring suggests one to
consider the impact of quantized angular momenta in two
parallel-coupled superfluid rings on the Josephson effect
in the dual-ring setting. In superconductors, geometri-
cally similar ring-shaped long Josephson junctions are
well-known objects [6–16], including their discrete ver-
sion [17, 18].
Previous theoretical studies [19–29] have drawn con-
siderable interest to systems of coupled circular BECs.
Two identical parallel coaxial BEC rings, separated in
the axial direction by a potential barrier, were consid-
ered in the context of the spontaneous generation of vor-
tex lines [30] and defects by means of the Kibble-Zurek
mechanism [31]. However, Josephson dynamics in such a
symmetric double-ring system, to the best of our knowl-
edge, has not been previously investigated. In the present
work, we address tunneling of weakly coupled quantized
superflows in a pair of stacked ring-shaped condensates.
The schematic of the double-ring geometry is displayed
in Fig. 1. We perform the analysis, in parallel, on the
basis of the full three-dimensional (3D) Gross-Pitaevskii
equation (GPE) for this setting and a simple finite-mode
truncation, i.e., the Galerkin approximation (GA). In the
general form, the GA is introduced with six degrees of
freedom, which represent angular modes in the parallel-
coupled rings with azimuthal quantum numbers (vortici-
ties) 0 and ±1. The GA is introduced and investigated in
Section II. For inputs with identical vorticities in the cou-
pled rings, the GA predicts a.c. Josephson oscillations.
Other remarkable dynamical states, which are produced
by the numerical solution of the full GPE, are hybrids
composed of modes with opposite vorticities, (−1, 1), in
the top and bottom rings. They generate an azimuthally
periodic pattern of the tunneling superflow current along
the rings, with zero net tunneling rate (no spatially av-
erage a.c. Josephson effect). Similar conclusions are ob-
tained for semi-vortex hybrids with the vorticity set of the
(1, 0) type (semi-vortices, also known as half-vortices [32],
are natural modes in spin-orbit-coupled systems [33]).
Section III reports results of systematic simulations of
the full GPE, which well corroborate the GA predic-
tions. Thus, the six-mode GA identifies the minimal set
of modes which adequately captures basic features of the
two-coupled-rings system. Beyond the framework of the
six-mode GA, the 3D simulations demonstrate that the
vanishing of the net tunneling superflow in the hybrid
configurations is associated with generation of Josephson
2vortices (fluxons) trapped in the Bose Josephson junction
(cf. Ref. [23]), which is also shown in Section III. The
paper is concluded by Section IV.
II. THE GALERKIN APPROXIMATION (GA)
The basic set of modes which determines tunneling in
the system of two weakly parallel-coupled rings can be
identified by means of a finite-mode (truncated) approxi-
mation, i.e., GA, which replaces the underlying 3D GPE
by a dynamical system with several degrees of freedom.
In this section, we introduce the GPE for the present
model, which is followed by the derivation of the GA and
analysis of major scenarios for the dynamics of imbalance
of the populations and angular momenta in the coupled
annular-shaped BECs in the framework of this approxi-
mation.
FIG. 1: (Color online) The schematic geometry of two
weakly coupled coaxial ring-shaped condensates, with, gen-
erally speaking, different vorticities m1 and m2 of the two
components. Shown are isosurfaces of condensate density dis-
tributions.
A. Basic equations
The underlying GPE is [34]:
ih¯∂τΨ = − h¯
2
2M
∇2Ψ+ Vext(r)Ψ + g|Ψ|2Ψ, (1)
where τ is the temporal variable, ∇2 acts on the 3D wave
function, g = 4pih¯2as/M is the nonlinearity strength,
while M = 3.819 × 10−26 kg is the atomic mass and
as = 2.75 nm the s-wave scattering length for the con-
densate composed of 23Na atoms. In cylindrical coor-
dinates
(
ρ ≡
√
x2 + y2, θ, z
)
, the trapping potential in-
cludes terms which provide radial confinement centered
at ρ = ρ0 and a symmetric double-well potential in the
vertical direction, with minima at z = ±z0:
Vext(ρ, z) =
1
2
Mω2r(ρ− ρ0)2 +
1
2
Mω2zz
2 + Ube
− z
2
2a2 , (2)
with z0 = a
√
2 ln [Ub/(Ma2ω2z)].
The 3D wave function of the double-ring system can
be approximately written in terms of effective 1D wave
functions of the two rings, φ(θ) and ψ(θ), as
Ψ(r) = Ψρ(ρ)
[
Φ+(z)
φ(θ)√
γ
+Φ−(z)
ψ(θ)√
γ
]
, (3)
with appropriate wave functions Ψ(ρ) and Φ±(z) = Φ(z∓
z0), centered, respectively, at ρ = ρ0 and z = ±z0, and
coefficients
γ = 8piasR
2
∫ +∞
0
|Ψρ|4ρdρ
∫ +∞
−∞
|Φ(z)|4dz, (4)
R−2 =
∫ +∞
0
|dΨ/dρ|2ρ−2dρ. (5)
The first and second terms in Eq. (3) pertain to the top
and bottom rings, respectively.
In the scaled form, the corresponding GPE system for
the azimuthal wave functions of the upper and lower
tunnel-coupled rings, φ(θ, t) and ψ(θ, t), produced by the
substitution of ansatz (3) in Eq. (1) and averaging in the
directions of ρ and z, takes the form of [19, 20]
iφt = −1
2
φθθ + |φ|2φ− κψ,
(6)
iψt = −1
2
ψθθ + |ψ|2ψ − κφ,
where t =
(
h¯/2MR2
)
τ is dimensionless time, and
κ =
∣∣∣∣R2
∫ +∞
−∞
Φ∗−(z)(∂
2
z −
2M
h¯2
Vz)Φ+(z)dz
∣∣∣∣ . (7)
In Eq. (6), we keep coupling constant κ unscaled, to con-
sider weak- and strong-coupling regimes separately. The
sign of the nonlinear terms in Eq. (6) is self-repulsive, as
we aim to focus on the case when the dynamics of per-
sistent currents in the ring-shaped BEC is not subject
to the modulational instability in the azimuthal direc-
tion, occurs in the case of self-attraction. In the con-
servative system the total number of particles and an-
gular momentum are conserved: N = N1 + N2 =const,
L = L1+L2 =const, where these quantities for the upper
and lower rings are
N1 =
2pi∫
0
|φ(θ)|2dθ,N2 =
2pi∫
0
|ψ(θ)|2dθ,
(8)
L1 = −i
2pi∫
0
φ∗
∂φ
∂θ
dθ, L2 = −i
2pi∫
0
ψ∗
∂ψ
∂θ
dθ.
3It is relevant to compare Eqs. (6) with similar equa-
tions which do not include the linear coupling (κ = 0),
but feature nonlinear interaction between φ and ψ, rep-
resent a two-component wave function in the 1D ring, or
approximate a 2D annular region [35]. In that case, a rel-
evant problem is the miscibility-immiscibility transition
in the binary condensate.
The configuration admitting counter-circulating flows,
characterized by vorticities (topological charges) m1,2 =
±m, see Fig. 1, may be approximated by the following
finite-mode ansatz, which takes into account the possible
presence of the non-rotating component too:
φ (θ, t) = a0(t) + a+(t)e
imθ + a−(t)e
−imθ ,
(9)
ψ (θ, t) = b0(t) + b+(t)e
imθ + b−(t)e
−imθ.
Effective evolution equations for amplitudes a± and b±
can be derived from the Lagrangian of Eq. (6):
Λ =
∫ 2pi
0
{[(
i
2
(φ∗φt + ψ
∗ψt) + κφ
∗ψ
)
+ c.c.
]
−1
2
(
|φθ|2 + |ψθ|2
)
− 1
2
(|φ|4 + |ψ|4)} dθ. (10)
The substitution of ansatz (9) in this expression and in-
tegration yields
Λ
2pi
=
i
2
∑
+,−
(
a∗0
da0
dt
+ b∗0
db0
dt
+ a∗±
da±
dt
+ b∗±
db±
dt
)
+c.c.−H, (11)
where c.c.stands for the complex conjugate expression,
and the Hamiltonian is
H =
m2
2
(
|a+|2 + |a−|2 + |b+|2 + |b−|2
)
− [κ (a0b∗0 + a+b∗+ + a−b∗−)+ c.c.]
+
1
2
[
|a0|4 + |a+|4 + |a−|4 + 4 |a+|2 |a−|2
+ |b+|4 + |b−|4 + 4 |b+|2 |b−|2
+2
(
a20a
∗
+a
∗
− + b
2
0b
∗
+b
∗
− + c.c.
)
+4 |a0|2
(
|a+|2 + |a−|2
)
+ 4 |b0|2
(
|b+|2 + |b−|2
)]
,
(12)
cf. Ref. [19]. The effective Lagrangian (11) gives rise to
the system of dynamical Euler-Lagrange equations:
i
da0
dt
+ κb0 = Ha0a0 + 2a+a−a
∗
0,
i
db0
dt
+ κa0 = Hb0b0 + 2b+b−b
∗
0
i
da+
dt
+ κb+ = Ha+a+ + a
2
0a
∗
−,
i
da−
dt
+ κb− = Ha−a− + a
2
0a
∗
+,
i
db+
dt
+ κa+ = Hb+b+ + b
2
0b
∗
−,
i
db−
dt
+ κa− = Hb−b− + b
2
0b
∗
+, (13)
where Ha0 = |a0|2 + 2 |a+|2 + 2 |a−|2, Hb0 = |b0|2 +
2 |b+|2 + 2 |b−|2, Ha± = m2/2 + |a±|2 + 2 |a∓|2 + 2 |a0|2,
Hb± = m
2/2 + |b±|2 + 2 |b∓|2 + 2 |b0|2 . This system of
six evolution equations represents the GA, i.e., the finite-
mode truncation replacing the full GPE system. It ad-
mits an invariant reduction to four equations, by setting
a0 = b0 = 0. The GA provides an adequate simplifi-
cation for diverse nonlinear systems [36]-[38], including
GPE-based models of trapped BEC [39–41].
Further, the substitution of ansatz (9) in the definitions
of the total number of particles and angular momentum,
given by Eq. (8), yields the following expressions for the
GA versions of these dynamical invariants:
N/ (2pi) = |a0|2 + |b0|2 +
∑
±
(
|a±|2 + |b±|2
)
,
L/ (2pi) = ±m
∑
±
(
|a±|2 + |b±|2
)
. (14)
In the general case, system (13) is equivalent to the
Hamiltonian one with six degrees of freedom. The pres-
ence of only three dynamical invariants, represented by
Hamiltonian (12) and the norm and angular momentum,
given by Eq. (14), suggests that the GA system is not in-
tegrable, in agreement with the well-known fact that the
system of coupled GPEs (6) is a non-integrable one. The
invariant reduction of Eq. (13) to four degrees of free-
dom, produced by setting a0 = b0 = 0, is not integrable
either.
B. Analysis of the Galerkin approximation
Equations (13), produced by the GA, admit simple
invariant reductions for states with vorticities (m1,m2) =
(0, 0) and (1, 1) or (−1,−1), which correspond, severally,
to ansatz (9) with a± = b± = 0, and a0 = b0 = a− =
b− = 0 or a0 = b0 = a+ = b+ = 0. In particular, for
(m1,m2) = (0, 0) system (13) reduces to a set of two
4equations:
i
da0
dt
= |a0|2 a0 − κb0,
i
db0
dt
= |b0|2 b0 − κa0, (15)
with κ > 0. This system with two degrees of freedom
is integrable, as it conserves Hamiltonian (20), written
below, and quantities (14) (in this particular case, they
amount to a single dynamical invariant).
On the other hand, the set of dynamical variables
which include vorticities (1,−1) or (−1, 1) does not cor-
respond to any invariant subsystem of Eq. (13) (except
for the trivial case of κ = 0) with fewer than four de-
grees of freedom, hence its evolution is governed by the
full system (13). We use this system in all cases – in
particular, with the objective to test stability of the in-
variant reductions with respect to small perturbations
which break the invariance. It is relevant to mention
too that fixed points of Eq. (13) with |a+| = |a−| and
|b+| = |b−| may describe standing patterns of the wave
functions ∼ cos (mθ) and/or sin (mθ), but we do not aim
to address states of such types in the present work.
Thus, we simulated Eq. (13) with different inputs,
corresponding to initial vorticity sets (m1,m2) = (0, 0),
(1, 1), (1,−1) and (0, 1), by means of the standard
Runge-Kutta algorithm. It was checked that the sim-
ulations indeed conserve the dynamical invariants given
by Eqs. (12) and (14).
Figures 2 and 5 display the dynamics initiated by in-
puts (0, 0), (1, 1), (1,−1), and (0, 1) with a small initial
imbalance in the number of particles between the cou-
pled rings, in the strong-coupling regime (κ = 50, which
is responsible for small oscillation period in this figure
and similar ones). For the comparison’s sake, counter-
parts of these results, produced by full simulations of the
3D GPE (1), are displayed close to them in Figs. 3 and
6. Detailed discussion of the latter figures is given in the
next section.
In Figs. 2(a) and 2(b) the numbers of particles os-
cillate similar to what is produced by the a.c. Joseph-
son effect in the double-well setting (as one can see in
Figs. 3(a) and 3(b), we have obtained similar results
by GPE). To support this conclusion, Fig. 4 demon-
strates that the phase difference between the top and
bottom rings, δϕ =arg(φ)-arg(ψ), for the input with
vorticities (m1,m2) = (0, 0) input [for one of the (1, 1)
type the situation is essentially the same] varies in time
nearly linearly, which is a characteristic feature of the
a.c. Josephson effect [3]. On the other hand, Figs. 5(a,b)
demonstrate that the Josephson oscillations, as predicted
by the GA, vanish for the counter-rotating input, with
(m1,m2) = (1,−1), as well as for one of type (0, 1) (as
one can see in Figs. 6(a) and 6(b) for (−1, 1), (1, 0) re-
spectively, we have obtained similar results by GPE).
It is also instructive to compare angular distributions
of the inter-ring tunneling flow. To this end, Fig. 7
displays the density variation,
δnψ(θ, t) ≡ |ψ(θ, t)|2 − |ψ(θ, t = 0)|2 , (16)
as a function of angular coordinate θ. In particular, the
state with (m1,m2) = (1, 1) does not develop the spa-
tial variation, while those of the (1,−1) and (0, 1) types
naturally build spatially periodic patterns, with periods
Tθ = pi and Tθ = 2pi, respectively.
FIG. 2: The dynamics of the number of particles and angular
momentum for upper and lower rings with coupling κ = 50, as
produced by simulations of the GA system (13). The initial
conditions, which imply imbalance in the number of particles,
are (a) N1 = 3.136 × 10
5, N2 = 2.916 × 10
5, with vorticities
(m1,m2) = (0, 0); (b) N1 = 3.136 × 10
5, N2 = 2.916 × 10
5,
with (m1,m2) = (1, 1).
The analysis of experimental data for the a.c. Joseph-
son effect, which was implemented in Ref. [3], has demon-
strated that the relative difference in the number of par-
5FIG. 3: The evolution of numbers of particles and angular
momenta in the top and bottom rings for the states generated
by simulations of Eq. (26) with inputs (m1,m2) = (0, 0) (a);
(1, 1) (b). The scale of temporal variable in this figure is
different from that in its GA counterpart 2.
ticles,
η = (N1 −N2)/(N1 +N2), (17)
oscillates in time with a small amplitude ∼ δη ≈ 10−2.
It is relevant to consider restrictions on the amplitude of
the oscillating superflow in more detail. In the framework
of the GA, the amplitude of oscillations,
δη = ηmax − ηmin, (18)
is determined by the initial value of the number-of-
particle difference (17) and coupling constant κ. Figure 8
displays values of δη averaged over ten oscillation periods
for state (m1,m2) = (0, 0) with real initial conditions. As
expected, δη grows with κ, and δη → 0 at η(t = 0)→ 0.
0 0.2 0.4 0.6 0.8 1
t 10-3
0
2
4
6
8
10
12
=0.036
=0.073
=0.109
FIG. 4: (Color online) The evolution of the phase difference
between the wave functions in the upper and lower rings for
the state generated by Eq. (13) with input (m1,m2) = (0, 0)
for different values of imbalance η and fixed κ = 50.
Note that the oscillation amplitude δη has a sharp maxi-
mum at small η(t = 0) and decays when the initial asym-
metry grows, due to the repulsive nonlinear interactions,
which resembles experimentally observed features of the
macroscopic self-organized oscillations of BEC trapped
in a double-well potential [42].
To gain further insight into the behavior of oscillation
amplitude δη, it is instructive to consider the simplest
particular case, based on the system of two ordinary dif-
ferential equations (15) for complex amplitudes a0(t) and
b0(t). The complex amplitudes can be represented as
a0 = |a0|eiα(t), b0 = |b0|eiβ(t), (19)
where |a0| =
√
A cos (ϑ(t)), |b0| =
√
A sin (ϑ(t)), A ≡
|a0|2 + |b0|2 is the conserved total norm, and the distri-
bution angle, ϑ, varies in interval 0 ≤ ϑ ≤ pi/2, so that
sinϑ, cosϑ and norm A are always positive (or zero).
The present system with two degrees of freedom is in-
tegrable (as mentiuoned above), because it conserves A
and the Hamiltonian,
H =
1
2
(|a0|4 + |b0|4)− κ (a0b∗0 + a∗0b)
≡ 1
2
A2
[
1− 1
2
sin2 (2ϑ)
]
− κA sin (2ϑ) cos (α− β) .
(20)
In this case, asymmetry (17) amounts to
η ≡ |a0|
2 − |b0|2
|a0|2 + |b0|2 ≡ cos (2ϑ) , (21)
hence the largest asymmetry corresponds to largest
|cos(2ϑ)|, i.e., smallest sin (2ϑ).
If the input corresponds to real initial values of a0(0)
and b0(0) of the same sign [i.e., initially one has α0 =
6FIG. 5: The same as in Fig. 2 for initial conditions (a) N1 =
3.136 × 105, N2 = 2.916 × 10
5, with vorticities (m1,m2) =
(1,−1); (b) N1 = 3.136 × 10
5, N2 = 2.916 × 10
5, with
(m1,m2) = (0, 1).
β0 = 0 in Eq. (19)], the value of sin (2ϑ) is determined
by the conservation of the Hamiltonian:
[sin (2ϑ)]2 + 4
κ
A
cos (α− β) sin (2ϑ)
−
[
sin2 (2ϑ0) + 4
κ
A
sin (2ϑ0)
]
= 0, (22)
where ϑ0 is the initial value of ϑ [so that con-
straint sin (2ϑ0) ≤ 1 holds]. It is easy to see that
a local minimum (or maximum) of sin (2ϑ0), consid-
ered as a function of cos (α− β), while other param-
eters are fixed, does not exists. Indeed, differentiat-
ing Eq. (22) with respect to cos (α− β) and setting
d (sin (2ϑ)) /d (cos (α− β)) = 0 shows that this condition
FIG. 6: The same as in Fig. 3, but for inputs (m1,m2) =
(−1, 1) (a); (1, 0) (b).
may hold solely at sin (2ϑ) = 0, but Eq. (22) does have
root sin (2ϑ0) = 0. Therefore, smallest and largest val-
ues of sin (2ϑ) may only be attained at extreme values of
cos (α− β), i.e., cos (α− β) = ±1. The respective roots
of Eq. (22) are
sin(2ϑ) = sin (2ϑ0) , (23)
sin (2ϑ) = 4
κ
A
+ sin (2ϑ0) . (24)
This means that sin (2ϑ) never takes values smaller than
sin (2ϑ0), hence the asymmetry cannot be larger than its
initial value. Note that, if κ is a small parameter, it
follows from Eqs. (23) and (24) that the amplitude of
the oscillations of the asymmetry may be approximated
by
δ (cos (2ϑ)) ≈ 4A−1 |tan (2ϑ0)|κ. (25)
7FIG. 7: Typical snapshots of the density variation (16), as predicted by the GA at t = 0.078 × 10−3 for the inputs with
(m1,m2) = (1, 1) (a); (1,−1) (b); (0, 1) (c).
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FIG. 8: (Color online) The GA-predicted asymmetry am-
plitude, δη, defined as per Eq. (18), as the function of
initial population imbalance η(t = 0) for the state with
(m1,m2) = (0, 0) and different values of coupling constant
κ.
This expression demonstrates that the amplitude of the
asymmetry oscillations is proportional to κ, and it has a
sharp maximum at small cos(2ϑ0), i.e., when the input
has small asymmetry. These features are in good agree-
ment with numerical simulations of Eq. (15) for the state
with vorticities (m1,m2) = (0, 0), see Fig. 8.
FIG. 9: (Color online) Snapshots at different moments of
time of the tunneling flow jz(x, y, z = 0) for the state with
(m1,m2) = (1, 1), as produced by simulations of Eq. (26).
FIG. 10: (Color online) Snapshots at different moments of
time of the tunneling flow jz(x, y, z = 0) for the state with
(m1,m2) = (1,−1), as produced by simulations of Eq. (26).
FIG. 11: (Color online) Snapshots at different moments of
time of the tunneling flow jz(x, y, z = 0) for the state with
(m1,m2) = (0, 1), as produced by simulations of Eq. (26).
III. THREE-DIMENSIONAL SIMULATIONS
In the framework of the underlying GPE (1) with the
external potential taken as per Eq. (2), the tunneling dy-
namics has been simulated, assuming values of the phys-
ical parameters ωr = 2pi × 123 Hz, ωz = 2pi × 600 Hz,
Ub = 80h¯ωr, a = 0.3lr, lr =
√
h¯/ (Mωr) = 1.84 µm,
ρ0 = 19.23 µm, which are appropriate for the trapping
pancake-shaped potential shown in Fig. 1. The number
of atoms is fixed as N = 6 × 105. Further, we define
dimensionless time, t = τωr, and coordinates, r → r/lr,
casting Eq. (1) in the scaled form:
i
∂Ψ
∂t
= −1
2
∇2Ψ+ V˜extΨ+ g˜|Ψ|2Ψ, (26)
8FIG. 12: (Color online) Vortex lines with vertically ori-
ented cores corresponding to the unbiased initial state with
(m1,m2) = (−1, 1), featuring a vortex-antivortex pair of flux-
ons with horizontally oriented cores, as produced by simula-
tions of Eq. (26). Superflow streamlines corresponding to the
Josephson vortex-antivortex pair are shown by blue lines.
FIG. 13: (Color online) An isosurface of the double-ring con-
densate and cores of the Josephson vortex and antivortex cor-
responding to the biased initial state of the (−1, 1) type at
different moments of time. Fluxon cores rotate and bend,
following the action of the quench with Uδ = 2h¯ωr.
with g˜ ≡ 4pias/lr = 0.0188. Numerical solutions of the
GPE were used to calculate the superfluid-flow density
as
j(r) =
i
2
[Ψ(r)∇Ψ∗(r)−Ψ∗(r)∇Ψ(r)] . (27)
Stationary states of the form Ψ(r, t) = Ψ(r)e−iµt, with
chemical potential µ, can be found numerically by means
of the imaginary-time-propagation method [43]. To ob-
tain a stationary state with different vortex phase profiles
in the upper and lower rings, we initiate the evolution in
imaginary time with following input:
Ψ(r) = |Ψ0(x, y, z)|eiS(z)θ, (28)
where Ψ0(x, y, z) is a numerically found solution with
zero vorticity in both rings, θ is, as above, the polar an-
gle in the cylindrical coordinates, and integer topological
charges m1 and m2 are imprinted in accordance with
angular momenta carried by the top and bottom rings:
S(z) = m1 for z ≥ 0 and S(z) = m2 for z < 0, cf. a
similar procedure used with a “peanut-shaped” trapping
potential developed in Ref. [44].
The dynamics of BEC in real time was simulated
by means of the usual split-step fast-Fourier-transform
method. In the simulations, a difference between the
top and bottom condensates was seeded by a population
imbalance in the initial state of the double-ring system.
First, we find a stationary state in an asymmetric setting,
with the potential of the bottom ring, at z < 0, biased
by a constant term Uδ > 0. Then, at t = 0 the biased
state is quenched by suddenly turning the asymmetry off,
Uδ → 0, which was followed by real-time simulations of
Eq. (26) at t > 0. Each value of Uδ introduces a specific
value of the chemical-potential difference between the top
and bottom condensates. We use Uδ = 1.1h¯ωr for the
simulations reported below, which is a physically relevant
value of the bias. We have also simulated the evolution of
asymmetrically quenched inputs in other forms (for ex-
ample, using a 3D analog of a linearly-tilted double-well
potential). It was found that the particular form of the
initial asymmetry does not essentially affect the ensuing
dynamics of the tunneling flows.
In the experiment, the double-ring system with differ-
ent angular momenta in its top and bottom parts may
appear spontaneously as a result of cooling, with different
momenta, m1 and m2, being frozen into the two rings af-
ter the transition into the BEC state. Such hybrid states
can also be created in a more controllable way. Indeed,
the asymmetry of the density distribution in the top and
bottom rings makes it possible to excite the vorticity by
applying a stirring laser beam to one ring only, keeping
the mate one in the zero-vorticity state [45, 46]. Thus one
can prepare the input in the form of the (0, 1) or (1, 0)
state. Further, using the phase-imprinting technique, it
is possible to create a (−1, 1) or (1,−1) state with the
help of a properly tuned Laguerre-Gauss beams LG−1,0,
which resonantly interacts with atoms in zero-vorticity
state.
As well as the simplified 1D model introduced above
in the form of Eq. (6), the 3D GPE conserves the
Hamiltonian, total number of atoms (in the scaled form),∫ |Ψ|2dr = N , and the total angular momentum, Lz.
Naturally, the evolution of the atomic populations and
angular momenta in the bottom and top rings crucially
depends on vorticities m1 and m2 in the hybrid state.
In particular, one can observe periodic oscillations of the
populations in the states of types (m1, m2) = (0, 0) and
(1, 1), as seen in Fig. 3(a) and (b). The oscillation am-
plitude is determined by initial population differences,
as it was pointed out above, using the GA (see Fig.
8). It was also mentioned above that BEC trapped in
the double-well potential, with a tunnel link connecting
the wells, features Josephson oscillations between them
[3, 47]. In our numerical simulations we have obtained a
linear time dependence of the phase difference between
9the top and bottom rings for the states with m1 = m2
(see Supplemental Material), similar to what was pro-
duced by the GA, see Fig. 4. The linear time depen-
dence corroborates that the oscillating atomic flow may
be understood as the a.c. Josephson regime. Further,
Figs. 6(a,b) demonstrate that the inputs with vorticity
sets (m1,m2) = (−1, 1) and (1, 0) generate no Josephson
oscillations, again in agreement with the GA predictions,
cf. Fig. 6.
The spatial structure of the patterns of different types
are adequately illustrated by snapshots of the tunneling
flow through the barrier between the rings, jz(x, y, z =
0), which is defined by Eq. (27). A set of such snapshots,
taken at different moments of time, which are produced
by simulations of Eq. (26), are displayed in Figs. 9, 10
and 11. The angular distributions of jz(x, y, z = 0) in the
Josephson junctions in patterns of all the types consid-
ered here are in excellent agreement with the predictions
of the GA, see Figs. 9-11 and 7.
Thus, the numerical simulations of the GA and full
GPE predict the same effects in the superflow dynamics
in the double ring: in the non-rotating (0, 0) and co-
rotating (1, 1) states one observes generic Josephson os-
cillations of the total tunneling flow, while for the hybrid
counter-rotating state of the (1,−1) and (−1, 1) type, as
well as for the semi-vortex one, with topological charges
(0, 1) and (0, 1), the total tunneling flow vanishes, which
resembles an effect known for cylindrical superconductive
Josephson junctions [14, 15].
To gain a deeper insight into the hybrid dynamical
state, produced by the input with different vorticities in
the two rings, one may again use the superfluid current
(27). To analyze its structure, we substitute ansatz (3)
for the 3D wave function, with Φ+ = |Φ+|e−iµ+t,Φ− =
|Φ−|e−iµ−t (wave functions of the stationary states), and
φ = eim1θ, ψ = eim2θ. The substitution yields
jz ∼ sin[(µ+ − µ−)t+ (m2 −m1)θ]. (29)
This simple relation agrees well with full 3D simulations,
see Figs. 10 and Fig. 11, as well as with the GA pre-
dictions, see Figs. 7 (b,c)). In particular, it follows from
Eq. (29) that the total inter-ring currents for the states
of the (1,−1) and (0, 1) types indeed vanish:
Jtotal =
∫ 2pi
0
jzdθ = 0, (30)
as found above from the 3D simulations [Figs. 6 (a,b)]
for (−1, 1) and (1, 0) and GA [Figs.5 (a,b)] for (1,−1)
and (0, 1).
On the other hand, for the states of the (m1,m2) =
(1, 1) and (0.0) types [φ = eiθ, ψ = eiθ, or φ = 1, ψ = 1,
respectively in Eq. (3)], Eqs. (27) and (30) produce a
nonvanishing a.c. Josephson effect: Jtotal ∼ sin[(µ+ −
µ−)t]. This conclusion is again in agreement with the
results of both the 3D simulations [Figs. 3 (a,b) and 9]
and the GA prediction [Fig. 2 (a,b) and 7(a)]. Thus we
conclude that, in the general case, the states of the type
(m1,m2) withm1 = m2 feature the a.c. Josephson effect,
while ones with m1 6= m2 produce zero total current.
Finally, angular distributions of the tunneling super-
flow jz for hybrid states of the (−1, 1) and (1, 0) types
are displayed in Figs. 10 and 11. The structure of the
tunneling flows suggests formation of a Josephson vortex
(fluxon) in the (1, 0) state, and of a vortex-antivortex pair
for the (−1, 1) configuration, see Fig. 12. For the sym-
metric unbiased initial state, one indeed observes station-
ary Josephson vortices. This result is similar to findings
reported in Ref. [24], in which stationary vortices were
obtained in an array of linearly-coupled one-dimensional
Bose-Einstein condensate. However, following the appli-
cation of the quench, in the biased two-ring system we
observe, in Fig. 13, that fluxon cores rotate and bend
(see also [48]). It is easy to see from Eq. (29) that the
fluxon’s azimuthal cycling frequency is determined by
chemical-potential difference. These predictions of Eq.
(29), obtained by the GA, are found to be in excellent
agreement with extensive series of numerical simulations
for different values of the initial population unbalance.
IV. CONCLUSION AND DISCUSSION
We have considered the bosonic Josephson junction be-
tween two atomic condensates loaded in parallel-coupled
ring-shaped traps. The analysis is performed using the
truncated model produced by the GA (Galerkin approx-
imation), and through direct systematic simulations of
the underlying three-dimensional GPE. The approxima-
tion reducing the full GPE to a system of linearly coupled
1D equations is employed too. These approaches demon-
strate that the a.c. Josephson effect with a uniform an-
gular distribution of the superflow tunneling between the
rings can be observed in states with equal vorticities in
the parallel-coupled rings, m1 = m2. In hybrid states
with different vorticities (m1 6= m2), the total flow of the
inter-ring tunneling vanishes, the angular distribution of
the tunneling superflow being a periodic function of the
angular coordinate with zero average. It is remarkable
that the vanishing of the net tunneling superflow is ac-
companied by the formation ofNJ = |m1−m2| Josephson
vortices (fluxons) trapped in the Bose Josephson junc-
tion. Detailed consideration of interactions between the
fluxons in a regime of strong ring-ring coupling may be
a relevant extension of the present work. Another rele-
vant direction for the continuation of the analysis may
be consideration of two-layer settings for spinor (two-
component) condensates [49, 50].
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