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Abstract: Support vector machines (SVM) have been prom-
ising methods for classiﬁcation because of their solid ma-
thematical foundations which convey several salient proper-
ties that other methods hardly provide. However, despite of 
the prominent properties of SVM, they are not as favored 
for large-scale data as complexity of SVM is highly depen-
dent on the size of a data set. Microarray gene expression 
data that usually have a large number of dimensions, over 
thousands of genes, and a small number of samples, e.g., a 
few tens of patients. 
 
This paper presents a noble and efficient approach, Dimen-
sionality Reduction (T-test),  followed by Clustering kNN 
Support Vector machines (CK-SVM), which is specially de-
signed for handling very large data sets like Microarray 
gene expression data. The CK-SVM classifies by reflecting 
the degree of a training data point, as a support vector by 
using Gaussian function, with K-nearest neighbor (k-NN) 
and Euclidean distance measure. To add local control prop-
erty a simple clustering scheme is implemented, before 
Gaussian functions are constructed for each cluster. In addi-
tion probabilistic SVM out puts are used for extending bi-
nary classification to multiclass classification, in a pair wise 
manner. In this paper a multiclass classification has been 
applied to cancer data, represented by SRBCT data set.   
 
Keywords: Support vector machines, Gaussian functions, 
Ttest, k-Nearest Neighbor, Microarray data, clustering, 
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tance. 
I.  INTRODUCTION 
Micro arrays [1] also known as DNA chips, measure the 
expression level of a large number of genes, under a 
number of different experimental conditions, where con-
ditions may refer to different points in time, different 
organs or different tissues or even different individuals. 
This gene expression data is usually arranged in a data 
matrix, where each gene corresponds to a row and each 
condition to one column of the matrix, such that each 
array element represents the expression level of a gene 
under a specific condition and is represented by a real 
number, which is the logarithmic value of the relative 
abundance of m-RNA of the gene under specific condi-
tion and reflects the characteristics of the tissue at mole-
cular level. With the advent of such characteristics of 
micro array data, they are proved to be worthy to help in 
classifying and predicting different types of cancers [2], 
unlike their morphological counterparts. For example 
gene expression data set, such as SRBCT [3] has been 
used to obtain good results in the classification of lym-
phoma, leukemia, liver cancer and etc. If such a  pattern 
recognition problem is to be treated with supervised ma-
chine learning approaches like SVM [4] one will need to 
deal with the shortage of training samples and high di-
mensional input features, as gene expression data set is of 
high dimension and contains relatively small number of 
samples. The standard SVM requires solving a quadratic 
programming optimization problem to find a subset of 
training data points, called support vectors, in order to 
define the separating hyper plane. But according to com-
plexity of the hyper plane and size of the training data set, 
the number of support vectors needed for construction of 
the optimal hyper plane increases [5]. Related to these 
situations two main problems may occur. First of these 
results from outliers or undermining genes in training set, 
represented by gene expression data set and the second 
one is computational cost problem.   Both the first and 
second  problem, can be resolved, by constructing a new 
training algorithm, which is to be trained through k-NN 
[6] method, Gaussian function and Euclidean distance 
measure, instead of quadratic programming which con-
sumes very long time for training of standard SVM. The 
training algorithm will learn the probability of being sup-
port vector for each training data point, which is pre-
sented by a normalized Gaussian function, depended on 
k-NN method and Euclidean distance measure. Further 
the T-test has been used for gene selection to obtain good 
classification accuracy by picking out the genes, that ben-
efit the classification most [7]. 
Since k-NN, Euclidean distance measure, being support-
ing methods, are all local learning methods, the new 
training algorithm is built on clusters. Thus local control-
ling property is being added to the training algorithm. In 
this study the k-NN method is preferred, as it is useful 
when training data are inadequate and also gives compa-
rable results to Fuzzy [8] systems. With the advent of 
such efficiency of k-NN method, probabilistic SVM out-
puts [9] are used for extending binary classification to 
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multiclass classification in this study. LS–SVM (least 
square support vector machine) [10] proposed in litera-
ture are used to avoid computational cost problem. How-
ever, sparseness capacity of SVM is better than LS-SVM. 
Since LS-SVM is of equality constraints, instead of in-
equality constraints and solves linear equations instead of 
quadratic programming optimization problem, computa-
tional cost of SVM is reduced in LS-SVM. Experiments 
have shown that CKSVM [11] has got an advantage over 
LS-SVM in terms of efficiency, computational cost and 
classification performance.  Remaining of this paper is 
organized as follows: Feature reduction, otherwise known 
as Gene selection is described in second section. The 
third section presents SVM, LS-SVM and our training 
algorithm CK-SVM. The fourth section presents experi-
mental results for SRBCT data set. A conclusion is 
placed in the fifth section of this paper. 
II.  FEATURE REDUCTION 
Among the large number of genes, only a small part may 
beneﬁt t he correct classiﬁcation of cancers.  T he rest of 
the genes have little impact on the classiﬁcation.  Hence, 
to obtain good classiﬁcation accuracy, we need to pick 
out the genes that beneﬁt the classiﬁcation most. In this 
regard a statistical method proposed by Welch, known as 
T-test has been used-test operates in two steps. Where in 
first step a score based on T-test, TS is calculated for 
each gene and in second step the gene with largest TS 
value is placed at the first place, of the ranking list fol-
lowed by the gene with second largest TS value and so 
on. Finally, only some top genes in the ranking list are 
used for classification and the possibility of noisy or un-
dermining genes will be reduced [7]. 
III.  CLUSTERING K-NN SUPPORT VECTOR MACHINE 
In this section, SVM and LS-SVM are described briefly 
In addition, developed algorithm (CK-SVM) is explained. 
A.  Support Vector machine 
SVM is a kernel based classiﬁcation method.  Kernel 
functions are used for mapping from N dimensional input 
space to higher dimensional feature space. Thus, SVM      
tries to ﬁnd optimal separating hyper plane which has 
maximum margin linearly in the feature space via qua-
dratic programming represented by following formula. 
  () ( ) 0 Dx wx w =⋅ + (1) 
Each training data point in input space is considered as an 
N dimensional vector X and its label is +1 or - 1. Train-
ing set with ‘n’ samples for SVM is represented by 
(x1,y1), (x2,y2),.....,(xn,yn). Here x  and y . And 
each separating hyper plane has to provide following in-
equalities for both classes. 
  ( ) ( ) 0 1, ( 1 ) ii i wx w i fy ξ ⋅+≥ − = +  (2) 
  ( ) ( ) 0 1, ( 1 ) ii i wx w i fy ξ ⋅+≤ − − = −  (3) 
Or 
  ( ) { } 0 1 ii yw x w ⋅ +≥  (4) 
Here  are slack variables. To find the optimal hyper 
plane, one has to minimize the following formulae with 
respect to (4). 
 
2
1
1
2
n
i i Cw ξ = + ∑  (5) 
Here C is a regularization parameter between complexity 
and classification accuracy. By transforming (5) in to an 
optimization problem with Lagrange multipliers in dual 
form, following problem can be obtained. 
  () () 1, 1
1
,
2
nn
ii i i k ii k wx y k y kxx αα α == =− ∑∑  (6) 
Here   is to be maximized, subjected 
to . According to,   the La-
grange multipliers, decision function can be built as fol-
lows: 
                  () () 1 ,
sv
ii i i f x sign y x x b α =
⎡ ⎤ = + ⎢ ⎥ ⎣ ⎦ ∑  (7) 
In this study RBF kernel function is used, and it can be 
defined as follows: 
                         () ( )
2 ,e x p ii kx x x x γ =− −                   (8) 
Here γ (gamma) is a constant specified by the user. With 
above description of support vector machine, now we will 
describe, LS-SVM, which is an improvement to SVM in 
the next section. 
 
B.  Least Square Support Vector Machine 
LS-SVM tries to minimize the primal cost function sub-
ject to equality constraints, instead of inequality ones. 
Therefore, LS-SVM solves a set of linear equations in-
stead of computational cost quadratic programming prob-
lem [11]. 
 
C.  Proposed Model for Cancer Classification Using CK-
SVM 
In the proposed model, for cancer classification, the train-
ing data set so obtained from gene selection via T-test, is 
mapped into Higher Dimensional feature space via RBF 
kernel function, being used in the CK-SVM algorithm. 
The algorithm uses K-means [12] [13] clustering scheme 
that is to be carried out according to given number of 
clusters for both classes (class1, class2), in the feature 
space. Finally, the point which has a smaller standard 
deviation value than another is selected as a reference 
point and clustering scheme is completed. To reduce the 
computational cost problem, the proposed algorithm will 
be trained through k-NN method, using Gaussian func-
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tion and Euclidean distance measure, instead of quadratic 
programming [11]. The outline of the proposed model is 
pictorially given in Fig. 1. 
 
 
Figure 1. Steps involving classification, using CK-SVM 
 
IV.  EXPERIMENTAL RESULTS AND TESTING 
 
A.  Experimental Results 
The CK-SVM mentioned in third section of this paper 
will be applied to the SRBCT data set. The entire SRBCT 
data set includes the expression data of 2308 genes. Prop-
erties of SRBCT data set after being processed through T-
test are summarized in table
1.  In this study, RBF kernel 
function will be selected as a mapping function. RBF 
kernel parameter, threshold values of elimination from 
data set and tolerance rate for being support vector are 
determined on trial way to achieve the best performance. 
Values of these parameters according to structure of the 
training algorithm are presented in table
2. 
 
 
Table
1 SRBCT data set specification 
 
 
Table
2 Parameters for training CK-SVM 
With above experimental information, about SRBCT data 
set, the degree of testing accuracy for CK-SVM with a 
RBF kernel function is shown graphically in Fig 2. 
 
 
Figure 2. Testing result for SRBCT data set using a RBF kernel 
 
Since used data set (SRBCT), has four output levels, as 
evident from table
1,
 the classification method described in 
the third section of this paper must be extended to multic-
lass classification case. If there are more than two classes 
in the data set, binary SVM are not sufficient to solve the 
whole problem. To solve multiclass classiﬁcation prob-
lem, we should divide the whole problem into a number 
of binary classiﬁcation problems.  
Usually, there are two approaches [14]. One is the “one 
against all” scheme and the other is the “one against 
one” scheme. In one -against- all extension approach, one 
class is separated from other classes at each training 
phase. Therefore, in the case of multi-class classiﬁcation 
with   classes, whole training data set will be trained   
times. This strategy needs very long training time espe-
cially for very large data sets. The Second approach, 
which is one-against-one, as proposed by Krebel is pair 
wise [11]. To classify   classes,   numbers of 
SVMs are trained based on this approach. At each train-
ing time one class is separated from another class. There-
fore, training time of this approach is shorter than one-
against-all approach. In our study, this extension method 
has been selected because of this property. 
 
B.  Testing an Unknown datum with CK-SVM 
When an unknown datum is taken, ﬁrstly it is assigned to 
the nearest cluster. In testing case, weighted averaging 
method is implemented on Euclidean distances between 
unknown datum and support vectors as per following 
formula for each cluster independently. 
  () 1
1
,
sv n
ii i
sv
wa w EU x x
n = = ∑  (9) 
Data 
Set 
Number of 
training 
data 
Number of 
testing data 
Features out-
put 
SRBCT 63  25  30 4 
Data Kernel 
parameter 
Tolerance Threshold 
values 
Number 
of clus-
ters 
SRBCT .001  ,0.1, 
0.2 
0.09 1.1,  1.1, 
1.6, 1.9 
4 
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Here   reflects the weighted averaging value and   
reflects the number of support vectors in each cluster. 
 represents the Euclidean distance between 
testing datum and i
th support vector,   represents the 
weight of being support vector for the i
th support vector. 
For extension from binary classiﬁcation to multiclass 
classiﬁcation, these weighted distances instead of the 
output values,  and   are used. The unknown datum 
is assigned to the class which has minimal weighted dis-
tance. 
V.  CONCLUSION 
In this paper we touched upon both directions from expe-
rimental viewpoints to find a good solution to cancer 
classification problem by using gene expression data. 
Selecting important genes helps to determine a new input 
space, in which the samples are more likely to be correct-
ly classified. Previous studies show that the T-test has a 
better selection criterion in comparison to other known 
approaches for gene selection. This paper also describes 
the procedure for constructing cluster based SVM, i.e. 
CK-SVM. In this regard we have introduced a cluster 
based simple and fast training algorithm to solve outliers 
and computational cost problem. In addition, CK-SVM 
has provided efficiency for fast classification and conti-
nuous outputs via weighted distances for multiclass clas-
sification. Our training method CK-SVM  has provided 
equal and better classification performance in comparison 
to other existing SVM based classifier such as LS-SVM 
in shorter running time for cancer classification problem. 
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