Abstract Simulation is used to measure the robustness and the efficiency of the forecasting techniques performance over complex systems. A method for simulating multivariate time series was presented in this study using vector autoregressive base-process. By applying the methodology to the multivariable meteorological time series, a simulation study was carried out to check for the model performance. MAPE and MAE performance measurements were used and the results show that the proposed method that consider persistency in volatility gives better performance and the accuracy error is six time smaller than the normal hybrid model.
Introduction
Simulation process is a cycle of enhancement to well match the prerequisites of the issues element which incorporates the theoretical model building, its execution to mechanized model, and experimentations to generate large data sets [1] . Realistic and accurate data collection is needed for any decision-making process studies. Setting up the simulation experiments enable the researchers to produce large data sets that may represent many situations and people's profiles by building a process that is easy to understand. In addition, by varying the simulation parameters, the researchers are able to test the efficiency and the robustness of developed algorithm [2] .
Chai [3] had developed an algorithm for multivariate autoregressive time series simulation using autoregressive base-process method. Azimmohseni et al [4] had proposed a simulation methodology to generate real multivariate stationary process. Chai [5] provided a general method for simulating univariate and multivariate time series data of flood variables. Cario 74 and Nelson [6] simulated random variables from fitted autoregressive-to-anything (ARTA) using the base-process method. They have specified that one of the limitations of this approach is that the estimated base-process may not be stationary, and for this reason, a long-simulated time series may not be available. Fiorentino et al [7] utilized continuous hydrological simulation to investigates complexities related to spatial and temporal dependencies relating to flood, rainfall and runoff process.
A good quality of simulated data will be produced if these three conditions are met, that are, appropriate observed data sets, successful model, and precise specifications of simulation conditions. In other words, by distorting the model or conveying excessive information may prompt poor simulation process [8] . Unfortunately, there are up to 100 types of simulations from the simulation taxonomy which presume that it is practically difficult to extract the general guidelines and proper methodology for simulation processes [9] . Reliable simulation methods for multivariate stochastic process are very challenging and demanding.
In order to overcome the general guideline issues, there is a critical step required in each of the simulation processes, by checking on the verification and validation of the model and their behavior whether the simulation procedures operates the way the researcher intended and whether it behaves the way the real system does [1] . In this paper, we implemented the baseprocess simulation analysis method from vector autoregressive (VAR) model to the multivariate meteorological data series.
In our context of research, the simulation procedure includes several original features. The method of simulation is within the scope of problem solving and at the stage of validating the developed hybrid model building, where the developed hybrid model building is required to deal with the heteroscedastic data and support the multivariable and correlated data sets. The purpose of this study is to evaluate and verify the performance of hybrid proposed model using simulated meteorological data sets. To this end, the normal hybrid of VAR -dynamic conditional correlation (DCC) and the proposed hybrid VAR -hidden Markov model (HMM) -DCC model have been developed and the simulated data will be generated based on baseprocess of VAR. This paper is organized as the following: Section 2 provides the methodology used for model building and simulation techniques, while Section 3 presents the results and discuss the findings. Lastly, conclusion is discussed in Section 4.
Methodology
In this section, the multivariate meteorological data is applied to the model building procedures. It includes pre-processing analysis (e.g., stationarity), developing a model and diagnostic checking. Then, the simulation analysis was carried out to validate and verify the developed model accuracy.
Model Building
Model building analysis covers multivariate time series: vector autoregressive (VAR) model, for the base model; hidden Markov model (HMM), where it is used to capture the hidden state of volatility in residuals; and dynamic conditional correlation (DCC) model, from a multivariate generalized autoregressive conditional heteroscedastic (GARCH) family, to capture the 75 fluctuation in the volatility.
VAR Model Estimation
A VAR specification was used to model each variable as a function of all the lagged endogenous variables in the system. Johansen (1988) considered that the process y t is defined by an unrestricted VAR system of order (p):
where y t is independent and integrated to order one, I(1) variables, the Γ's are estimable parameters and u t˜i id (0, Σ) is a vector of impulses which represent the unanticipated movements in y t . However, such a model is only appropriate if each of the series in y t is integrated to order zero, I(0), meaning that each series is stationary [10] .
The hypothesis:
The data sets follows VAR model
The data sets do not follows VAR model
HMM Model
The joint likelihood of observations O 1:T and hidden states, S = {S 1 , S 2 , ..., S 5 }, given model parameters θ and covariates z 1:T = (z 1 , ..., z T ) in a dependent mixture model is written as follow:
where the model is described by the following elements:
, provides the initial probability of class or states i at time t = 1 with covariates z 1 .
gives the transition probability from state i to state j with covariates z t . The process of an HMM is described as following. For the first step, a hidden state distribution is labelled as π at time t. Next, a certain hidden state transfers from the initial state to the next state according to the state transition probability matrix a ij which describes the probabilities of particular transitions. All elements in A are positive, less than one and the total sum of every row is one. Each state emits observations according to the emission probabilities b St which describe probability density of observation in a certain hidden state. The observations end at a time t T where T is the length of the observations [11] .
DCC Model
This model split up the volatility modelling into two stages. The first stage is to acquire the volatility series {σ ii,t } for i = 1, ..., k. In the practical estimation of DCC models, we consider a k-dimensional innovation a t to the residuals series z t . Univariate GARCH models are used to acquire estimates of the volatility series {σ ii,t }. Let F (i) t−1 denote the σ-field generated by the former information of a it . That is,
. Then again, the multivariate volatility σ ii,t is V ar( a it | F t−1 ). The last stage is to model the dynamic dependence of the correlation matrices ρ t . Let Σ t = [σ ij,t ] be the volatility matrix of a t given F t−1 , which represents the information accessible at the time t − 1. Then, the conditional correlation matrix is
is the diagonal matrix of the k volatilities at time t. Let η t = (η 1t , ..., η kt ) be the marginally standardized innovation vector, where
Then, ρ t is the volatility matrix of η it . The DCC models is projected by Engle [12] and is defined as
where for η t ,Q is the unconditional covariance matrix, θ i are non-negative real numbers fulfilling 0 < θ 1 + θ 2 < 1, and
, with q ii,t denotes the (i, i)th component of Q t . From the delineation, Q t is a positive-definite matrix and J t is just a normalisation matrix. The correlations dynamic dependence is administered by Equation (1) with parameters θ 1 and θ 2 [12] .
Simulation Method
The simulation in this paper generates a gaussian distribution of meteorological time series data sets. Let y t = (y 1t , y 2t , ..., y kt ) be an observed multivariate time series for k-dimensional vector time series and t = 1, 2, ..., n. Then the simulation method can be summarized as listed below.
Step 1 Identify the coefficient of the vector autoregressive model estimation including covariance matrices The coefficient of estimated VAR model has been identified from the observed multivariate time series y t of size n using the formulation below [13] 
Step 2 Define base process The base process of time series is defined by a causal process [3] z t =φ 1 z t−1 +φ 2 z t−2 +...+φ p z t−p +u t +θ 1 u t−1 +θ 2 u t−2 +...+θ q u t−q where z t = (z 1t , z 2t , ..., z kt ) , φ i and θ j are fixed k × k coefficient matrices for i = 1, ..., p and j = 1, ..., q. u t = (u 1t , u 2t , ..., u kt ) is k−dimensional normally distributed random variables with E (u t ) = 0 k and covariance matrices Σ u as such
Step 3 Simulate a long-time series data generating process from the base process and analyze it using the proposed developed model
In this study, there is only a few information, taken from the parameter estimation of the observed time series data. Hence, it is difficult to produce the generated time series data as similar to the observed data [3] . Mean absolute percentage error (MAPE) and mean absolute error (MAE) was used as the performance measure to evaluate the performance of the proposed model.
Results and Discussion
In this study, the observed data of rainfall, temperature, humidity and wind speed monthly data series were collected from Alor Star meteorological stations for 25 years from 1985 to 2009. The data were found to be non-stationary and having a seasonal pattern. Seasonal differencing was used to remove the seasonality in the data series. Akaike information criterion (AIC) has been used to identify the possible number of lag length and it proposed lag two (p =2) as the optimum lag length to fit the VAR model, as shown in Equation (2). 
Diagnostic checking for the VAR(2) residual reveals that it contains heteroscedastic effect in the residual, or in another word, the sum of square of residual is not constant. DCC model was adopted to VAR(2) model, to capture the heteroscedasticity in the residual. Table 1 presented the model parameter estimation of VAR(2)-DCC model. As can be seen, the summation of α and β is close to one (0.9791), indicate that there exists high persistency in the volatility. Three hidden states of the volatility: high, medium and low volatility were classified from VAR(2) residual using probabilistic HMM model to overcome the problem of high persistence in the volatility. Next, each volatility state from VAR(2)-HMM was modelled again using DCC model to capture the heteroscedastic effect in the residual. Table 1 Diagnostic checking has been tested to the developed model, as presented in Table 2 . As can be seen, there exists no autocorrelation in the residual data. However, the result from autoregressive conditional heteroscedastic-Lagrange multiplier (ARCH-LM) test for heteroscedasticity shows that for VAR(2) model, the p-value is less than 0.05, indicating that the existence of heteroscedasticity occurs in VAR(2) residual. This issue has been discussed in details in previous paragraph, by adopting DCC model to VAR(2) and VAR(2)-HMM. Both developed hybrid models, VAR(2)-DCC and VAR(2)-HMM-DCC model are free from autocorrelation and heteroscedastic effect. A simulation study is then used to evaluate the efficiency of the developed two-time series models presented in this paper, that are, VAR(2)-DCC and VAR(2)-HMM-DCC model. The motivation for this is to establish whether the model that takes into consideration the volatility persistence, VAR(2)-HMM-DCC model performs better than the one ignoring the volatility persistence, VAR(2)-DCC model. In this simulation study, a multivariate time series of length 272 from the estimated VAR(2) base process is simulate for 30 replicates [14] , [15] from multivariate meteorological time series that consists of rainfall, temperature, humidity and wind speed variables. The equation below presented the coefficients and covariance matrices of VAR (2) parameter estimation that will be used for data generating process. 
where e t is a white noise vector with E (e t ) = 0 4×4 and covariance matrix Σ e such that The descriptive statistics of the generated data sets of each variable are given in Table 3 , 4, 5, and 6, respectively. It can be seen from the mean, minimum, and maximum values of all tables that the generated data does not follow the similar range of the observed data. It has been stated in Section 2.2 that it is not easy to generate as similar to the observed data since only a few information used from the estimated parameter of the base-model [3] . The skewness and kurtosis show all variables are having a normal distribution. All 30 replicates simulation data then went through the modelling process, using the same algorithm and model as the observed data. A comparison was carried out between simulated results of the two models. This is aimed at validating the claim that VAR-HMM-DCC model performs better than the VAR-DCC model. In general, the model that considers volatility persistence in the model improves the forecast accuracy of the normal hybrid model, VAR-DCC model in meteorological time series forecasting. There is no consensus on the appropriate performance measure to access forecasting techniques, hence, MAPE and MAE are used as a performance measure in this study. Table 7 and 8 displayed the accuracy results of simulation modelling using MAPE and MAE obtained from 30 replicates simulated data sets. It can be observed from the tables that VAR(2)-HMM-DCC model gives the smaller error (in bold) compared to VAR(2)-DCC model, six times smaller in both MAPE and MAE. These results signify that VAR(2)-HMM-DCC model performs better than the normal hybrid model. 
Conclusion
This section is alienated into two major points; simulation of developed model building and the verification of the simulated multivariate data sets. This simulation study is based on the developed model building whereby VAR(2)-HMM-DCC model has undergone the step-bystep time series model procedures including data pre-processing analysis, thorough diagnostic checking, one year forecasting analysis and validating accuracy checks. This study was done to verify and prove that the developed hybrid multivariate meteorological time series model to be better than the normal hybrid multivariate time series model. Accuracy tests have revealed that the developed model was better that the normal model using the simulated time series data sets in meteorological application and probably can be used in many other areas. However, some proper simulation measures may need to be developed in future so that the simulated time series data can be as close as the observed data.
