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ABSTRACT
We consider how the inter-temporal discreteness of the revenue
a n d  c o s t  p r o c e s s e s  a f f e c t  t h e  o p t i m a l  t i m i n g  o f  a  r e a l  e s t a t e
investment opportunity in comparison with the investment timing
strategy obtained by relying on the traditional continuous real
option model. We characterize both optimal investment rules
e x p l i c i t l y  a n d  s h o w  t h a t  t h e  c o n t i n u o u s  m o d e l  m a y  l e a d  t o  a
significantly higher required rate of return than the discrete model.
Hence, our results show that the use of continuous time models
l e a d s  t o  s m a l l e r  a n d  s u b o p t i m a l  a m o u n t  o f  i n v e s t m e n t .  O u r
numerical illustrations also indicate that this difference grows as
volatility increases. Consequently, even though higher volatility
decelerates investment in the discrete case as well, it decelerates it
less than the continuous model would predict.
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Helsinki.1 Introduction
It is known that land can be more valuable as a potential site for development in the future than
it is as an actual construction site at the present moment. Because of this, investors often choose
to keep valuable land undeveloped for exceptionally prolonged periods emphasizing the real option
value of waiting associated with the development of vacant land. In light of this observation, it is
natural to interpret the optimal timing of construction as the optimal exercise strategy of a real
option.
The real option nature of construction opportunities has not went unnoticed in the previous
literature on real estate investment. The optimal timing of construction has been analyzed in terms
of continuous time models in Capozza and Schwann (1989), Capozza and Li (2002), Grenadier
(1996), and Williams (1993). In this literature it has been shown that uncertainty, for example
regarding rental price growth or optimal building height, tends to delay the optimal timing of
construction. The reason for this qualitative ¯nding is that even though higher uncertainty may
increase the expected cumulative returns resulting from the development decision, it simultaneously
increases the real option value of land even in greater proportions thereby resulting in prolonged
waiting. A second result of the previous literature emphasizing the role of strategic interaction is
that competition among developers tends to accelerate the optimal timing of construction.
Titman (1985) provides an early application of option pricing approach to real estate develop-
ment. The intuition behind Titman's simple two-date model is that a vacant lot can be viewed as
an option to purchase one of a number of di®erent possible buildings at exercise prices that equal
their respective construction costs. Titman's paper shows that increased uncertainty leads to a
decrease in building activity in the current period. Therefore, by decreasing uncertainty regard-
ing the optimal height of buildings the initiation of height restrictions may lead to an increase in
building activity in the area. Also Capozza and Li (2002) derive a model in which the uncertainty
regarding optimal building size increases the real option value of vacant land. Based on the models
by Capozza and Schwann (1989) and Capozza and Sick (1994), in turn, the uncertainty premium
that increases the value of land and delays the optimal timing of construction increases with the
variance of rental growth. Furthermore, in the Capozza and Helsley (1990) framework waiting may
be optimal in the presence of uncertainty, since it reduces the probability of converting agricultural
1land to housing prematurely.
Williams (1993) derives an equilibrium set of exercise strategies for real estate developers. In
Williams' model, all constructors build at the maximum feasible rate when income in the market rises
above a critical value. The model also suggests that the critical value is di®erent if the developers
own developed assets.
In contrast with Williams' framework, in Grenadier's (1996) equilibrium model real estate
development options may be exercised sequentially or simultaneously, depending on the underlying
market conditions. Importantly, Grenadier further demonstrates that strategic interaction between
(real estate) option holders moves optimal timing of construction earlier. In other words, Grenadier's
model implies that competition between constructors diminishes the required return on new real
estate development. The model also rationalizes the fact that sometimes real estate construction sits
idle for years and then suddenly massive construction goes o® sometimes even when the demand for
space is falling in the market. Grenadier's model considers the option to replace an existing building
by a new superior building that yields higher rental cash °ows. Nevertheless, the same framework
is also suitable in the case of an option to renovate an existing building and of an option to exercise
new construction to an initially vacant lot. In the latter case the initial rent is simply set to zero.
Keuschnigg and Nielsen (1996), in turn, demonstrate that depreciation of housing structures
weaker the incentives to keep land vacant and save it to future building purposes. That is, also
depreciation lowers the required rate of return for housing development.
In addition, Capozza and Li (2002) show that, in the case of growing expected rental cash °ows,
development is optimally delayed beyond the point where net present value becomes nonnegative.
This holds even under certainty. This is in line with the literature showing that the ability to delay
an irreversible investment expenditure invalidates the usual net present value rule to invest when
the net present value of an investment is nonnegative1.
Only a limited number of papers study empirically the e®ect of real options on real estate
investment. The empirical studies mainly concentrate on examining the e®ect of uncertainty on
construction activity. The results by Holland et al (2000) and Cunningham (2006) are accordant
1An extensive review of this literature can be found in Dixit and Pindyck (1994) and Pindyck (1991) (see also
Ingersoll and Ross (1992)).
2with theory, implying that greater uncertainty reduces current development. Furthermore, Quigg
(1993) estimates a real-option premium of six percent over the deterministic price for vacant land.
Gunterman (1997), in turn, ¯nds evidence for the hypothesis by Capozza and Helsley (1989)
according to which land prices in rapidly growing areas include a signi¯cant premium based upon
expectations of future growth. The estimations of Guntermann suggest that the premium varies
from less than 40% of land value during busts to over 70% during booms in the case of Phoenix,
Arizona.
All of the theoretical models (except for that by Titman (1985)) mentioned above assume the
continuity of time. However, due to the special characters of the housing market, it would be more
realistic to approach the optimal timing of real estate construction in a discrete time framework.
More precisely, continuous time models are well suited for liquid markets, such as the stock market,
where the price of the underlying asset is continuously settled as a result of frequent trading. In
the relatively illiquid housing market, where the assets traded in the market are heterogeneous and
continuously updated market information is lacking, typically only quarterly price information is
available. In light of this observation, it is plausible to argue that continuous time models are to
some extent unrealistic for modeling the optimal exercise of construction opportunities. Rather,
due to the special characteristics of the housing market, the optimal timing of housing construction
is better characterized by a discrete time model. This observation is naturally valid for most major
discrete investment opportunities as well. Unfortunately, discrete time timing problems are typically
technically more demanding than their continuous time counterparts. This, without doubt, is one of
the main reasons for the fact that the previous literature has overlooked this important distinction
and mainly focused on continuous time models. Our main objective is to address this challenging
problem and rigorously analyze the quantitative signi¯cance of the di®erence between the optimal
timing policies within these two di®erent dynamical settings.
In our models both revenues as well as costs associated with the particular investment oppor-
tunity are allowed to follow two potentially correlated stochastic processes. In the discrete time
setting these processes are modeled as two ¯rst order autoregressive processes driven by two cor-
related and normally distributed random walks. In line with the considered discrete time model,
the underlying processes are then modeled as two geometric Brownian motions driven by a pair of
3correlated Wiener processes in the continuous time setting. The optimal timing of the investment
opportunity is then modeled as the determination of the optimal exercise strategy of a generalized
perpetual American exchange option written on two dividend paying assets. In the continuous time
case the problem is reduced to the one originally considered in McDonald and Siegel (1986) (which
has been later extended in Hu and Âksendal (1998) and Olsen and Stensland (1992)). However,
to our best knowledge the discrete time problem considered in our study has not been previously
analyzed nor solved within an optimal timing framework.
One of our main conclusions is that the use of a discrete time model leads to a lower required
rate of return for the investment opportunity and thereby to earlier exercise than the conventional
continuous time model would suggest. This result is of particular importance within a real estate
investment framework, since it clearly indicates that the use of continuous time models leads to
smaller and suboptimal amount of housing supply. The quantitative di®erence in the optimal timing
policies between the discrete and continuous models depends on a number of exogenous variables:
the volatilities of the revenues and costs associated to the particular investment opportunity, the
prevailing riskless return, as well as the expected growth rate of revenues and costs. Our results
indicate that this di®erence may be substantial and that it tends to increase as volatility increases.
Consequently, the more volatile the markets are, the larger is the di®erence between the two optimal
timing rules. This qualitative observation is important since it demonstrates that even though
higher volatility decelerates investment in the discrete case as well, it decelerates it less than the
continuous model would predict. The main reason for this result is the di®erence in the way the
underlying revenue-cost-ratio dynamics approaches and ¯nally exceeds a given ¯xed investment
threshold characterizing the investment rule. In the continuous model a given investment threshold
is approached continuously and, therefore, the actual timing rule can be interpreted as the ¯rst date
at which the revenue-cost-ratio hits a predetermined optimal threshold level. In the discrete case
this simple rule no longer holds, since the decision maker knows with certainty that the underlying
revenue-cost-ratio dynamics will always exceed the constant optimal investment threshold at the
instant the investment opportunity should be rationally exercised (this phenomenon is known as
overshooting). Since the di®erence between the constant boundary of the investment region and
the state of the underlying revenue-cost-ratio at the optimal investment date may be signi¯cant
4(depending naturally on the characteristics of the driving stochastic dynamics), the decision maker
tries to prevent suboptimal waiting by lowering the required rate of return in comparison with the
continuous case.
The contents of this study are as follows. In section 2 we present the considered models and state
our main ¯ndings. In section 3 we illustrate our ¯ndings numerically in an explicitly parameterized
setting and in a case study based on the data from the Helsinki metropolitan area. Finally, a
summary and concluding comments are presented in section 4.
2 The Models
2.1 Discrete Time Model
Our main objective is to analyze the optimal timing of investment opportunities in two di®erent
settings and to analyze the di®erence between the resulting optimal policies in order to characterize
the circumstances under which the di®erence between the two rules is signi¯cant. In order to
accomplish this task, we ¯rst consider the discrete time model and assume that both the revenues
as well as the costs associated with the particular investment opportunity evolve according to a pair
of potentially correlated geometric random walks. More precisely, we assume that the revenue °ow
Pn is of the exponential form
Pn = P0eVn; P0 = p 2 R+;
where Vn denotes the underlying driving random walk. We assume that it is characterized by the
¯rst order stochastic di®erence equation








+ ¾PWk+1; V0 = 0;
where the drift coe±cient ¹P 2 R and the volatility coe±cient ¾P 2 R+ are known exogenously
determined parameters, and fWkgk2N is an IID sequence of N(0;1)-distributed random variables.
In a completely analogous way, we model the costs Cn as
Cn = C0eUn; C0 = c 2 R+;
5where the underlying driving random walk Un is characterized by the ¯rst order stochastic di®erence
equation








+ ¾CZk+1; U0 = 0: (1)
In (1) both the drift coe±cient ¹C 2 R as well as the volatility coe±cient ¾C 2 R+ are assumed to be
known exogenously determined parameters and fZkgk2N is an IID sequence of N(0;1)-distributed
random variables. In order to admit potential statistical dependence between revenues and costs, we
assume that the normally distributed variables Wk;Zk are correlated and assume that corr[Wk;Zk] =
½ 2 [¡1;1] for all k.
Having characterized the underlying stochastically °uctuating revenue and cost dynamics, we
now assume that exercising the investment opportunity results into a °ow of revenues which lasts
for T periods from exercise after which no subsequent revenues are realized from the investment.



















where Rf denotes the discount factor. Given the nature of the considered investment opportunities,
it is sensible to assume that there is a lag ± ¸ 0 (which may be signi¯cant) between the date at which
the investment opportunity is exercised and the date at which the accrual of revenues is initiated
(i.e. it takes time to build after the particular investment decision has been exercised). Given this
assumption, we ¯nd that the expected present value of future revenues at a given arbitrary exercise






















It is clear that if the discount factor Rf dominates the percentage growth rate of the °ow of revenues,
then the longer the delay is, the smaller is the multiplier K and the lower is the expected present
value of the future cash °ow.
6The objective of a rational risk neutral value maximizing investor is to determine the date at
which the maximum expected net present value of the investment opportunity is attained. More
precisely, a rational investor solves the optimal timing problem










where N is an arbitrary stopping time. The two-dimensional optimal timing problem (2) is typically
extremely di±cult to be solved explicitly, if possible at all. Fortunately, in our setting the problem
can be re-expressed in a simpler form which admits an explicit solution. To this end, we ¯rst present
the following auxiliary Lemma.
Lemma 2.1. The optimal timing problem (2) characterizing the value of the investment opportunity
can be re-expressed as










where ~ Rf = Rfe¡¹C denotes the net appreciation rate of costs, §2 = ¾2
P+¾2
C¡2¾P¾C½ = var[¾PW1¡



















and f»kgk2N is an IID-sequence of N(0;1)-distributed random variables.
Proof. See Appendix A.
Lemma 2.1 demonstrates how the original timing problem based on the potentially correlated
revenue and cost processes can be reduced into a simpler timing problem of the revenue-cost-ratio
process Pk=Ck. Consequently, the determination of the optimal investment timing policy can be
determined solely on the basis of this one dimensional ratio which itself constitutes a standard
geometric random walk. Our main results on this problem are now summarized in the following:
Theorem 2.2. Assume that the logarithmic discount factor dominates the growth rate of the revenue




guaranteeing the almost sure ¯niteness of the optimal exercise date, is satis¯ed. Then the value of
7the investment opportunity reads as













¡ c; p=c · S¤;
where NS¤ = inffn ¸ 0 : Qn ¸ S¤g is the ¯rst time when the revenue-cost-ratio exceeds the unique




























































and ©(x) denotes the cumulative distribution function of the standard normal distribution.
Proof. See Appendix B
Theorem 2.2 characterizes explicitly the optimal investment threshold as well as the value of
the optimal investment timing policy. In contrast with the standard models based on continuous
dynamics, we now see that the optimal boundary has to be expressed as an in¯nite series. Even
though its value cannot be derived explicitly, its terms converge very rapidly due to discounting
and, therefore, it can be used very e±ciently in numerical illustrations. It is worth noticing that
the value of the optimal investment timing policy satis¯es the value matching condition requiring
continuity across the optimal boundary. Thus, the standard balance equation holds and the value
of the investment opportunity coincides at the optimal boundary with its full costs measured as
the sum of the sunk investment cost and the lost option value to wait. However, in contrast to
the standard real option models of irreversible investment, the smooth pasting principle does not
hold in this case. The main reason for this observation is that in the discrete case the value of the
discontinuous rent-cost-ratio Qn exceeds with certainty the optimal boundary S¤ at the date NS¤
where investing becomes optimal. Put somewhat di®erently, from the point of view of an investor,
both the date NS¤ at which the investment opportunity is exercised as well as the state at which
exercise eventually occurs QNS¤ are random prior exercise within a discrete-time setting. A rational
investor takes this overshooting risk into account beforehand and lowers the required rate of return
8accordingly (in comparison with the standard continuous model). This adjustment then results into
the non-di®erentiability of the value of the investment opportunity at the optimal exercise boundary.
2.2 Continuous Time Model
Having considered the discrete time model, we now present its more familiar continuous time coun-
terpart. In this case, we assume that the revenue °ow evolves according to a geometric Brownian
motion process characterized by the stochastic di®erential equation
dPt = ¹PPtdt + ¾PPtdWt; P0 = p;
where Wt is a standard Wiener process, ¹P denotes the percentage growth rate of the expected
°ow of revenues and ¾P > 0 denotes the volatility of the °ow. Analogously, the costs associated
with the investment opportunity evolve according to another geometric Brownian motion process
characterized by the stochastic di®erential equation
dCt = ¹CCtdt + ¾CCtdZt; C0 = c;
where Zt is a standard Wiener process, ¹C denotes the percentage growth rate of the expected
investment costs and ¾C > 0 denotes the volatility of costs. In order to capture the potential sta-
tistical dependence between revenues and costs, we again assume that the driving Wiener processes
are correlated with a correlation coe±cient ½ 2 [¡1;1].
Along the lines of our previous analysis, we assume that the °ow of rents generated by the
exercise of the investment opportunity lasts up to an exogenously given date T from exercise.












where rf denotes the prevailing discount rate. In order to capture the potential delay of the initiation
of the accrual of revenues after the investment opportunity has been exercised, we assume that
the investor faces a lag of length ± (cf. Alvarez and Keppo (2002) and Bar-Ilan and Strange
(1996)). Given this assumption, we ¯nd that the expected cumulative present value of future















Along with our observation in the discrete time setting, we again ¯nd that if the discount rate
dominates the rate at which the expected revenues grow, then the longer the delay is, the lower is
the expected cumulative present value of the future revenue °ow.
Having characterized the underlying return and costs dynamics, we now introduce the consid-
ered timing problem. In the present case the objective of a rational investor is to determine the
date at which the maximum







is attained. That is, the objective of the investor is to determine a timing policy maximizing the
expected net present value of the investment opportunity. It is worth noticing that this problem can
be interpreted as the determination of the value and optimal exercise policy of a perpetual American
exchange option written on dividend paying stock (cf. McDonald and Siegel (1986)). Our main
result on this optimal timing problem is summarized in the following:
Theorem 2.3. Assume that the discount rate dominates the growth rate of revenues, that is, that
rf > ¹P. Assume also that the condition ¹P ¡¹C > 1
2(¾2
P +¾2
C ¡2¾P¾C½), guaranteeing the almost
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denotes the critical exercise threshold for the revenue-cost ratio process Pt=Ct at which the investment

















and §2 = ¾2
P + ¾2
C ¡ 2¾P¾C½.
10Proof. See Appendix C.
Theorem 2.3 characterizes the optimal investment policy in the case where the underlying
revenue and cost dynamics are modeled as continuous processes. Along the lines of our ¯ndings
in the discrete case, we again ¯nd that the optimal policy satis¯es the standard balance equation.
However, in contrast to the discrete case, the value of the optimal policy is in this case di®erentiable
across the exercise boundary (i.e. it satis¯es the smooth ¯t principle). The reason for this observation
is the continuity of the underlying revenue and cost dynamics. Even though the optimal exercise
date is random in this case as well, the state at which the revenue-cost ratio will be at the exercise
date is not.
It is at this point worth pointing out that even though both the length T of the revenue °ow
as well as the delay ±, measuring the time to build, a®ect both optimal investment thresholds S¤





erf ¡ e¹P :
Since this factor determines the sensitivity of the ratio between the optimal investment thresholds
with respect to changes in T and ±, we observe that S¤=R¤ is independent of T and ± whenever
rf = lnRf holds.
3 Numerical Illustration of Results
3.1 Comparison
Our objective is now to numerically investigate the di®erence between the proposed optimal in-
vestment timing policies in order to characterize the potentially signi¯cant quantitative di®erence
between the two di®erent cases. In accordance with the notation in our previous section, we de-
note as S¤ the optimal investment threshold in the discrete case and as R¤ the optimal investment
threshold in the continuous case. In order to characterize the relative di®erence between the two op-
timal investment thresholds, we ¯rst illustrate graphically the ratio S¤=R¤ of the optimal thresholds
as a function of the volatility ¾P of the revenue °ow for three values of the correlation coe±-
cient ½ = 25%;0;¡25% under the parameter values ¹C = 0:01;¹P = 0:03;¾C = 0:1;Rf = 1:04,
11rf = lnRf ¼ 3:92%;± = 1, and T = 50. As Figure 1 indicates, the di®erence between the two









Figure 1: The ratio S¤=R¤ as function of ¾P
optimal thresholds increases as volatility increases. Consequently, the larger the volatility of the
cash °ow is, the greater is the di®erence between the two optimal timing rules.
The numerical di®erence between the optimal thresholds as functions of the cost volatility ¾C is
illustrated in the following table in the case where ¹C = 0:01;¹P = 0:03;¾P = 0:05;½ = 0;Rf = 1:04,
rf = lnRf ¼ 3:92%;± = 1, and T = 50. Table 1 shows that both thresholds are increasing as
¾C 0.05 0.1 0.15 0.2 0.25 0.3
S¤ 0.0844 0.0945 0.1103 0.1307 0.1552 0.1834
R¤ 0.088 0.1009 0.1209 0.1474 0.18 0.2189
R¤
S¤ 1.0426 1.0677 1.0967 1.1277 1.1601 1.1937
Table 1: The optimal thresholds as functions of cost volatility ¾C
functions of the cost volatility parameter ¾C. However, as it is also clear from our numerical results,
the di®erence between the two thresholds is increasing as function of ¾C as well. This once again
emphasizes the potentially signi¯cant di®erence between the two optimal timing rules.
3.2 A case study using data from Helsinki
Data from Helsinki metropolitan area (HMA) in Finland is employed in an empirical case study to
examine the di®erence between the required rates of returns implied by the continuous and discrete
12time models2. With a large number of vacant lots zoned for housing and relatively reliable data
available, HMA is an attractive area for the case study. All the indices used are on a quarterly basis
and the full sample period is 1988Q1-2008Q4.
A net rental price index is constructed to estimate the development of cash °ows generated
by rental housing. The (gross) rental price series represent the average rent per square meter in
privately ¯nanced rental dwellings in HMA. The rental price data are on an annual basis until 2002.
Thus, while the annual growth rate is based on the actual rental price series, the quarterly changes
are approximated according to the "living, heating and light" part (1989-1999) and to the "rental
cost" part (2000-2002) of the nationwide cost of living index. From 2003 onwards a quarterly rental
price index is utilized.
To get the net rental cash °ow, an approximation of the maintenance costs of housing is
subtracted from the rental price level. The base value for the proxy for the maintenance costs
is the average per square meter maintenance cost of privately ¯nanced °ats in the HMA in 2007.
The variation in maintenance costs over time is calculated based on the multi-storey housing (°ats)
section of the property maintenance cost indices3. The index represents national level ¯gures.
Nevertheless, in a relatively small and coherent country such as Finland the national index represents
well the development in HMA.
The evolution of construction costs faced by the developer is approximated by the tender price
index for new housing construction in HMA. The index includes changes in productivity, in the
price of inputs as well as in the pro¯t margins of the construction companies. The tender price
index is available only since 1988Q1, which limits the length of the sample period. All the data
utilized in the case study are provided by Statistics Finland, except for the tender price index which
is produced by Rapal ltd. The net rental cash °ow and construction cost indices are de°ated by the
consumer price index and natural logs are taken from all the de°ated indices. The indices are shown
in Figure 1 and descriptive statistics of the di®erenced series are presented in Table 1. Since a rental
market deregulation took place in Finland in several stages during 1992-1995, descriptive statistics
2HMA, as de¯ned here, consists of Helsinki and the three nearest surrounding municipalities Espoo, Kauniainen
and Vantaa.
3Since most of the rental dwellings in HMA are °ats in multi-storey buildings, this index should approximate the
evolution of the rental housing maintenance costs well.
13based on two di®erent sample periods are reported: the full sample period over 1988Q1-2008Q4 and
a shorter sample period from 1996Q1 to 2008Q4.
Figure 2: Real net rental price and construction cost indices
The real net rental cash °ows have substantially increased during the last two decades, whereas
the construction costs faced by a developer have declined. During the last few years, however, the
rental index has slightly declined. The recent development can be attributed to both lower rental
price growth and to faster growth of the maintenance costs.
In 1996 the tender price index was at a very low level due to the severe recession in the Finnish
economy in the early and mid 1990s. On the other hand, in 1988 the tender price index was at its top
in real terms. Over the whole sample period, there does not seem to be a trend in the construction
cost index4. Hence, it is reasonable to assume that in the long term the construction cost growth
rate equals the overall rate of in°ation, i.e. that the average real construction cost growth is zero.
The growing trend in the real net rental cash °ows, in turn, is in accordance with the implications
of the basic urban economic theory regarding a rapidly growing metropolitan area such as HMA.
At the quarterly level, there does not appear to be any notable correlation between the growth
rates. The correlation has not notably altered after the rental market deregulation. There are some
di®erences between the periods, however. Both growth rates have been less volatile after 1996.
4When the construction cost growth is regressed on a constant and a trend, the coe±cient for the trend is -.0003
with a standard error of .0007.
14Geometric Standard Jarque- 1st order
Variable Mean Deviation Bera autocorrelation
(Annualized) (Annualized) (p-value)
Net rental cash °ows 1988Q1-2008Q4 .048 .067 .000 .004
Construction costs 1988Q1-2008Q4 -.012 .067 .030 .515¤¤
Net rental cash °ows 1996Q1-2008Q4 .036 .035 .000 .305¤
Construction costs 1996Q1-2008Q4 .014 .050 .151 .190
Correlation coe±cients between the growth rates:
1988Q1-2008Q4: .014
1996Q1-2008Q4: -.020
¤denotes statistical signi¯cance at the 1% level. The autocorrelation ¯gures are based on an AR(1) model with a deterministic constant.
Table 2: Descriptive statistics of the growth rates
Regarding construction costs, this is not likely to be due to the rental market liberalization, but
rather because of the housing market boom-bust period during the late 1980s and early 1990s that
substantially a®ected the pro¯t margins of the construction sector. Furthermore, rental cash °ows
appear to have been highly autocorrelated after the rental market deregulation. The absence of
autocorrelation prior to the deregulation is unsurprising, since the real rental price growth was to a
large extent determined by the in°ation rate and changes in the rental ceilings.
Because of the complications with the pre 1996 period, the case study concentrates on the
1996Q1-2008Q4 data. Note also that the prices of new rental contracts are typically more volatile
than the prices of the whole rental housing stock. Therefore, the S¤=R¤ = 0:9654 ratio estimated
in this case study is likely to be greater than the actual one, since the general rental price level
is used in the analysis5. Nevertheless, even the ¯gure 0.9654 is economically signi¯cantly di®erent
from one. If the future volatility of real rental cash °ows was similar to the whole 1988Q1-2008Q4
period, the S¤=R¤-ratio would be as low as 0.8526.
5Unfortunately, su±ciently long data on new rental contracts is not available.
154 Conclusions
We investigated how the discreteness of the underlying revenue and cost dynamics a®ect the optimal
timing of real estate investment opportunities in comparison with continuous time models. We
showed that the standard continuous time real option model of irreversible investment leads to
slower investment timing than the discrete time model. According to our ¯ndings this result is based
on the fact that, in comparison with the discrete time case, continuous time models overestimate
the required rate of return of an investment opportunity. Since this di®erence may be signi¯cant
and increases as volatility becomes higher, decisions based on continuous time models may result in
signi¯cantly slower exercise of investment opportunities. Thus, one interesting real estate investment
interpretation of our results is that the use of continuous time models leads to tinyer and suboptimal
amount of housing supply in comparison with the discrete time model.
Our approach is essentially based on the idea that in an illiquid market irreversible investment
decisions should be based on a discrete time model of the underlying cost and revenue processes
due to the special characteristics of such market. Naturally, this is only one possible approach for
analyzing the optimal timing of investment decisions. An alternative approach would be to model
the underlying costs and revenues as standard continuous-time processes and impose constraints
on how these variables are observed in time (i.e. how information on the underlying variables is
updated). This is an interesting and challenging question which is at present out of the scope of our
study and, thus left for future research.
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19A Proof of Lemma 2.1
Proof. Let (W;Z) be a Gaussian random vector with standard normal marginal distributions W and
Z for which corr[W;Z] = ½. Using the marginals W and Z, de¯ne the IID sequences W;W1;W2;:::













+ ¾CZk. Finally, denote as P and C the
geometric random walks de¯ned as
Pn = P0eVn; P0 = p 2 R+; and Cn = C0eUn; C0 = c 2 R+:












It is well known that the random variables ~ Zi := Zi ¡ ¾C are independent and standard normal






























where ½ = corr[W;Z] and the random variables ~ Wi := Wi¡¾C½ are independent and standard normal
under the measure ~ P. De¯ne the quotient process Q as Qn = Pn
Cn and let §2 = ¾2
P +¾2
C ¡2¾P¾C½ =





































where the sequence »i is independent and standard normal under the measure ~ P.
Consider the optimal stopping problem (2). Using the de¯nition of the process Q and the
measure ~ P, the value ~ V can be rewritten as




















20De¯ne now the adjusted discount factor ~ Rf = Rfe¡¹C. Now, the optimal stopping problem can be
rewritten in the form










B Proof of Theorem 2.2
Proof. Let ¡ be a geometrically distributed random variable with P(¡ > k) = ~ R¡k
f and independent
of the random variables W and Z. De¯ne the random variable G as
G := inf
½





where the process ³ is de¯ned as ³n = Mn + §
Pn
k=1 »k with M = ¹P ¡ ¹C ¡ 1
2§2 and ³0 = 0.
In other words, random variable G is de¯ned as the historical maximum of the random walk ³ up
to the independent, geometrically distributed random time ¡. It is now easy to check that the
assumption ¹P < lnRf implies that Á(1) < ~ Rf, where Á is the moment generating function of a
N(M;§2)-random variable. Under this condition, the results of Darling et al (1972), pages 1367 {























To establish the claimed expression on S¤, it is a matter of straightforward calculus to establish



























where ©(x) denotes the cumulative distribution function of the standard normal distribution. On
the other hand, the condition M = ¹P ¡ ¹C ¡ 1
2§2 > 0 is a su±cient condition for the almost
sure ¯niteness of any ¯rst exit time of the type Ny = inffn ¸ 0 : ³n ¸ yg (cf. Feller (1971), pp.
396{397). Since the proposed optimal policy belongs to this class, we ¯nd that condition M > 0
guarantees the almost sure ¯niteness of investment timing as well.
In order to prove the claim on the optimal value function ~ V , we ¯nd that the results of Darling
et al (1972), pages 1367 { 1368, imply that that ~ V can be re-expressed, in terms of the random
21variable ³G as











After some basic manipulations of mathematical expectation we ¯nd that ~ V can be re-written as
~ V (p;c) = cE
·
p


















¡ c; p=c · S¤:
Finally, the claimed characterization of the random variable ³G follows from Kyprianou (2007),



















































C Proof of Theorem 2.3
Proof. In order to simplify the real option valuation problem (3), we ¯rst notice that the cost process
can be expressed in the form Ct = ce¹CtMt, where
Mt = e¾CZt¡ 1
2¾2
Ct
is a positive exponential martingale. Consider now the expected net present value of the investment


















22De¯ning the equivalent measure Q by the likelihood ratio dQ=dP = MT then implies that the















where under the measure Q
dPt = (¹P + ¾P¾C½)Ptdt + ¾PPtd ^ Wt; P0 = p
and
dCt = (¹C + ¾2
C)Ctdt + ¾CCtd ^ Zt; C0 = c:
De¯ning now the rent-cost ratio process as Rt = Pt=Ct shows that
dRt = (¹P ¡ ¹C)Rtdt + ¾PRtd ^ Wt ¡ ¾CRtd ^ Zt; R0 = p=c:
Consequently, the expected net present value of the investment opportunity at any future date T












Applying this observation to our original timing problem shows that













It is now a standard exercise in one-dimensional optimal stopping theory to demonstrate that if the




C ¡ 2¾P¾C½), guaranteeing the almost sure ¯niteness of the optimal exercise date, are
satis¯ed then the value of the optimal policy reads as (4) and R¤ constitutes the threshold at which
the opportunity should optimally be exercised.
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