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Abstract
Composite indicators are widely used to determine the ranking of countries, organiza-
tions or individuals in terms of overall performance on multiple criteria. Their calculation 
requires standardization of the individual statistical criteria and aggregation of the stand-
ardized indicators. These operations introduce a potential propagation effect of extreme 
values on the calculation of the composite indicator of all entities. In this paper, we pro-
pose robust composite indicators for which this propagation effect is limited. The approach 
uses winsorization based on a robust estimate of the distribution of the sub-indicators. It is 
designed such that the winsorization affects only the composite indicator rank but has no 
effect on the entities ranking in each sub-indicator. The simulation study documents the 
benefits of distribution-based winsorization in the presence of outliers. It leads to a rank-
ing that is closer to the clean data ranking when compared to the ranking obtained using 
either no winsorization or the traditional winsorization based on empirical quantiles. In the 
empirical application, we illustrate the use of winsorization for ranking countries based 
on the United Nations Industrial Development Organization’s Competitive Industrial Per-
formance index. We show that even though the sub-indicator ranking does not change, the 
robust winsorization approach has a material impact on the ranking of the composite indi-
cator for countries with large discrepancies in the scores of the sub-indicators.
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1 Introduction
According to the Organisation for Economic Co-operation and Development (OECD) 
Glossary of Statistical Terms, “a composite indicator is formed when individual indicators 
are compiled into a single index on the basis of an underlying model of the multi-dimen-
sional concept that is being measured” (OECD 2008a). Composite indicators are widely 
used to evaluate and rank the performance of entities by producing an aggregate ordinal or 
cardinal measure of multi-dimensional data. Governments and international organizations 
are using composite indicators for analysis and advocacy due to its simplicity for being 
understood (Maggino 2017; Saltelli 2007). Their composite nature necessitates standard-
izing the individual indicators prior to aggregation. Popular choices include the use of so-
called z-score or min-max normalization. The former is popular in combination with arith-
metic aggregation, while the latter is often used in conjunction with geometric aggregation 
(OECD 2008b).
The z-score and the min-max normalization approaches have in common that, because 
of the standardization, the presence of an extreme observation leads to an explosion of 
the scale statistics (standard deviation, range) and thus to an implosion to zero of most 
observations in the standardized series of that indicator. From the viewpoint of ranking 
using individual indicators, this phenomenon naturally has no effect on the ranking. As we 
will show, however, it can have large effects on the ranking obtained using the composite 
indicator.
In this paper, we classify a composite indicator as robust when the occurrence of an 
extreme value in the data has only minor effects on the ranking.1 We document in detail the 
robustness issue in standard approaches to ranking using composite indicators, and we pro-
pose alternatives that employ winsorization to compute composite indicators that are less 
sensitive to extreme observations in the data.2
Winsorization of data consists of shrinking the extreme observations to a boundary 
value. Its implementation requires statistical rules in order to detect the extreme observa-
tions and to calibrate the boundary value. The most common winsorization approach sets 
the boundary value to a low (or high) percentile of the empirical distribution and detects 
outliers as those observations exceeding the boundary value (see, e.g.,  Saisana 2010). 
1 A related but different literature on composite indicator robustness studies the sensitivity of the com-
posite indicator-based ranking to the choice of standardization, aggregation and imputation methods. 
Booysen (2002) provides an overview of dimensions to classify and evaluate the various implementations. 
Saisana and Saltelli (2011) use Monte Carlo techniques to quantify the sensitivity of the composite indica-
tor rankings to the choice of standardization, aggregation and imputation method. Their technique is used 
in UNIDO (2013) to evaluate the robustness of the Composite Industrial Performance index. Davino and 
Romano (2014) describe how multivariate statistical techniques such as analysis of variance (ANOVA) and 
principal components analysis (PCA) can be used to analyze the variability due to the different composite 
indicator construction methods. Cherchye et al. (2008) propose a linear programming technique to obtain 
a robust ranking, which holds for a wide set of normalization and/or aggregation procedures. Perman-
yer (2011) studies the lack of ranking robustness by choosing specific weights scheme for the variables 
included in composite indicators.
2 Alternative approaches to reduce the sensitivity of composite indicators to outliers include the use of data 
transformation (e.g., taking logarithms, Box-Cox function) (see, e.g., Correia 2014; OECD 2008b; Parente 
2019) and data trimming (see, e.g., Cherchye et al. 2007; Saisana and Saltelli 2008).
377Robust Winsorization and Composite Indicators
1 3
This approach is not robust when the observation corresponding to the empirical quantile 
used is also an outlier. A further problem is that all observations exceeding the boundary 
value receive the same value, implying that the winsorized data are no longer informative 
about the original ranking of the indicator data. We propose a solution in which a robustly 
estimated distribution is used when winsorizing the data. The novelty in the proposed 
approach is to set the boundary value using a percentile of a robust fit of the distribution of 
indicators and to let the replacement values vary across observations such that the ranking 
of the winsorized indicator equals the ranking at the original indicator.
We document the good properties using an extensive simulation study that compares the 
proposed approach to the standard empirical quantile-based winsorization method in the 
presence of outliers. The comparison is based on the average rank shift indicator that com-
pares the estimated ranking with the ranking obtained using outlier-free data. We find that 
the proposed robust multivariate distribution-based winsorization approach demonstrates 
the lowest average rank shift in the presence of extreme values as compared to the other 
methods.
In the empirical application, we illustrate the results of the proposed winsorization 
approach by applying it to the Competitive Industrial Performance (CIP) and the Green 
Industrial Performance (GIP) composite indicators by UNIDO (Moll de Alba and Todorov 
2018; UNIDO 2002, 2013, 2017). We find that winsorization has a material effect in the 
case of countries with large discrepancies in the performance of the indicators. For the CIP, 
the most notable case is China, which performs best in two indicators but ranks only 41st 
in another indicator. Winsorizing the best performing indicators using our approach sets 
them at values by which China still has the largest value for the corresponding individual 
indicator, but its composite indicator drops in rank from 3rd to 17th.
For the GIP, we find that an extreme value in the CO2 emission indicator data for Syria 
leads to an explosion of the max-min statistic and hence an implosion of the normalized 
indicator data. The winsorization leads to composite indicators that can resist this implo-
sion effect. The normalized CO2 emission indicator is no longer shrunk to zero and thus 
has a material effect on the composite indicator. As a consequence, the composite GIP 
indicator ranks for Ukraine and Viet Nam drop from 55 and 61 to 69 and 73, respectively.
The remainder of the paper is organized as follows. Section 2 describes our motivation. 
Section 3 presents the proposed methodology. Section 4 presents the results of the analysis 
based on simulated data, while Sect. 5 presents the application result of the CIP and GIP 
data. Section 6 contains our conclusions.
2  Motivating Example
2.1  Definitions
Composite indicators are useful for their ability to integrate large amount of information 
into easily understood formats and are valued as a suitable tool for ranking all entities in 
a population according to their performance in various domains. However, the ranking 
robustness of a composite indicator may suffer from the presence of the extreme values in 
one or more indicators.
To compare the rank robustness, we use average rank shifts (ARS) to measure the rank 
difference between two versions of a composite indicator for n entities. The average rank 
shift is defined as
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where CIi and C̃Ii represent the composite indicator values of entity i calculated from data 
contaminated and non-contaminated with extreme values (or winsorized versus non-win-
sorized data).
2.2  Motivating Example
In what follows, we use two numeric examples to illustrate the rank shifts of composite 
indicators caused by extreme values in the indicators. We first present the result without 
winsorization and then compare it to what we obtain using the proposed multivariate distri-
bution-driven winsorization approach.
We assume in Table 1 that we have a sample of six countries and two indicators from 
which to construct a composite indicator. The clean data are the reference data. In case of 
contamination, we generate a data error for country 4 in the first indicator. Its value of 1.17 
is replaced by 10. As a result, the ranks shift compared to the clean data ranking. In panel 
A, the composite indicator is constructed using the so-called z-score normalization and 
linear aggregation methods. We explain this in more detail in Sect. 3. Note that the pres-
ence of one extreme value in the first indicator changes the composite indicator ranking to 
5, 2, 6, 1, 4 and 3, instead of 1, 2, 3, 4, 5 and 6. The corresponding average rank shift is 







Table 1  Numeric example to illustrate the impact of extreme values on the ranking of composite indicators 
constructed by z-score or min-max normalization and linear aggregation. Results with winsorization are 
also shown to demonstrate the effectiveness of the method. ARS stands for average rank shift with respect 
to the rank based on the clean data
We use bold numbers to indicate the numbers that correspond to contaminated values









Panel A: z-score normalization and linear aggregation
1 1.68 1.05 0.44 1 1.68 1.05 − 0.49 5 1.68 1.05 − 0.09 3
2 1.02 1.87 0.34 2 1.02 1.87 0.71 2 1.02 1.50 0.20 2
3 1.45 1.07 − 0.01 3 1.45 1.07 − 0.50 6 1.45 1.07 − 0.36 4
4 1.17 1.36 − 0.15 4 10.00 1.36 1.17 1 2.00 1.36 1.21 1
5 1.36 1.09 − 0.17 5 1.36 1.09 − 0.48 4 1.36 1.09 − 0.43 5
6 1.18 1.15 − 0.46 6 1.18 1.15 − 0.41 3 1.18 1.15 − 0.53 6
ARS 0 2.33 1.02
Panel B: min-max normalization and linear aggregation
1 1.68 1.05 0.50 1 1.68 1.05 0.04 4 1.68 1.05 0.34 3
2 1.02 1.87 0.50 2 1.02 1.87 0.50 2 1.02 1.50 0.50 2
3 1.45 1.07 0.34 3 1.45 1.07 0.04 5 1.45 1.07 0.23 4
4 1.17 1.36 0.30 4 10.00 1.36 0.69 1 2.00 1.36 0.69 1
5 1.36 1.09 0.28 5 1.36 1.09 0.04 6 1.36 1.09 0.20 5
6 1.18 1.15 0.18 6 1.18 1.15 0.07 3 1.18 1.15 0.14 6
ARS 0 1.98 1.02
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rank shift equals 1.02. Note that the winsorization of the indicator data has an ambiguous 
effect on the cardinality values of the composite indicator. The winsorization leads to less 
extreme values in both the numerator and denominator of the normalized winsorized indi-
cator. Hence, the aggregate effect on the cardinal value is case-specific.
In panel B, we also present a numerical example with a composite indicator constructed 
using the min-max normalization and linear aggregation. In this scenario, similar results to 
the previous situation are obtained.
3  Methodology
3.1  The Framework
Assume that we have data for n countries on p indicators. Henceforth we call the indicators 
sub-indicators to make a clear distinction with the composite indicator. The vector Ij con-
sists of the n observations of the jth sub-indicator:
Throughout the paper, we use the following general definition of a composite indicator that 
aggregates the p standardized winsorized sub-indicators:
where h(⋅) represents the aggregation function, ga,b(⋅) represents the standardization func-
tion and wj(⋅) is the winsorization function. When wj(z) = z , for j = 1,… , p , Eq. (3) nests 
as a special case the traditional composite indicators with no winsorization.
3.2  Choice of Aggregation and Standardization Functions
The aggregation function h(⋅) takes the form of either a weighted arithmetic average or a 
weighted geometric average (OECD 2008b):
For both aggregation methods, the weights are required to sum to unity, i.e., 
∑p
j=1
vj = 1 . 
The geometric aggregation method requires in addition that all composite indicators are 
positive, i.e., zj ≥ 0 in (5), for all j = 1,… , p . As standardization method ga,b(⋅) , z-score 
and min-max approaches are often used (OECD 2008b). For z-score standardization, we 
have
















− Ij)2 . The min-max standardization 
approach leads to standardized values between 0 and 1 using
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n} , n is the number of observations in each 
sub-indicator.
3.3  Standard Quantile‑Based Winsorization
Several approaches exist to define the winsorization function w(⋅) . Here, we first intro-
duce the winsorization function based on empirical quantiles (see, e.g., Saisana 2010, for 










 be the corre-
sponding order statistics. Then the empirical quantile of the jth sub-indicator Qj is given by
Based on the empirical quantile of the sub-indicator, we define the quantile-based winsori-
zation function wQF(⋅) as
where IQRj𝛼1,𝛼2 = Q̂
j(𝛼2) − Q̂
j(𝛼1) is the inter-quantile range. k is a suitable critical value. 
Data outside the range [Q̂j(𝛼1) − kIQR
j
𝛼1,𝛼2
, Q̂j(𝛼2) + kIQR
j
𝛼1,𝛼2
] are replaced with the border 
values.
We refer to this method as QF (quantile function) throughout the paper. Since the enti-
ties’ values outside the range are replaced by the same border value, the entities’ rank-
ings in sub-indicators are not preserved. This limitation is addressed next by using a robust 
distribution-based winsorization method. We further distinguish between a univariate and 
multivariate approach.
3.4  Robust Univariate Distribution‑Based Winsorization
The univariate distribution-driven winsorization method proceeds in two steps. First, it fits 
each sub-indicator with a distribution function F, based on which we identify extreme val-
ues deviating from the robust distribution. Second, it replaces the extreme values with an 
equidistant grid of quantiles of data from the robustly fitted distribution, thereby preserving 
the order of the original values.3
Suppose we have an estimated distribution F̂ , with quantile function Ĝ . The correspond-
ing estimators for cutoff values cj
l



































< Q̂j(𝛼2) + kIQR
j
𝛼1,𝛼2








3 It should be noted that other complex distributions could be considered to model the data, but the Weibull 
distribution is chosen because of its simple form and because it is applicable to the indicators used in the 
empirical application. Inspired by Alfons et al. (2013), we replace the extreme observations with quantiles 
of the fitted Weibull distribution of sub-indicators.
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Putting all parts together, the winsorization function wDB(⋅) is as follows:
where sj
L
= 1 − (k
j
L
− 1)(1 − q1)∕(m
j
L






























 are the numbers of observations exceeding the critical val-
ues on the left and right side, respectively, and q1 and q2 are the lower and upper bounds 
of the calibrating process. Since the winsorization function depends on the robustly fitted 
distribution, we refer to this method as DB (distribution-based). It uses the robustly fitted 
distribution for both the detection of extremes (condition in the if statement) and to set the 
value used in the imputation when the thresholds are exceeded.
In the simulation study and the application, all sub-indicators considered are positive-
valued and their empirical distribution function is aligned with the fit from the Weibull dis-
tribution. We therefore choose F as Weibull distribution. Its cumulative distribution func-
tion is
where  is the shape parameter and  is the scale parameter. In this case, G is the quantile 
function of the Weibull distribution. As robust estimators for the parameters  and  , we 
use the quantile estimators proposed by Boudt et al. (2011). They are given by
where Q̂(𝛼) is the empirical -quantile of the observations for any 0 ≤  ≤ 1 . In our simula-
tion and application study, we set 1 , 2 and  as 1/3, 2/3 and 1/2, respectively. For these 
values, Boudt et al. (2011) show that the estimator has the maximum breakdown point.
3.5  Robust Multivariate Distribution‑Based Winsorization
The univariate winsorization method detects extreme observations on each sub-indicator 
separately and thus does not consider the correlation structure between sub-indicators. This 
may result in failure to identify outlying observations that are not detectable using margin-
als only but need a multivariate approach to be detected (see, e.g., Khan et al. 2007). To 
cope with these cases, we propose a multivariate winsorization approach.
The multivariate method proceeds by first filtering the extreme values in the sub-indi-
cators by applying univariate winsorization function to the data. In this step, the correla-
tions between sub-indicators are not considered. In the second step, the robust Mahalano-
bis distances of each entity based on the filtered data are calculated in order to detect the 









































log Q̂(𝛼2) − log Q̂(𝛼1)
?̂? = Q̂(𝛼)∕[− log(1 − 𝛼)]1∕𝛽 ,
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of multivariate location and scatter proposed by Rousseeuw (1984, 1985), we define the 
robust distance RDi of entity Ii as
where wDB(Ii) is the ith observation after filtering by univariate winsorization, ?̂?MCD is the 
MCD estimate of location of the sample wDB(I1),… ,wDB(In) and ?̂?MCD is the correspond-
ing MCD covariance estimate. The MCD estimator looks for a subset of observations with 
smallest determinant of the sample covariance matrix. Rousseeuw and Driessen (1999) 
introduced a fast algorithm for computing the MCD estimator. Hubert et  al. (2012) pro-
posed an even faster algorithm that does not use random subsets but rather computes a 
small number of (six) deterministic initial estimators, followed by concentration steps. In 
this paper, we compute the MCD estimates using the deterministic algorithm as imple-
mented in the package rrcov (Todorov and Filzmoser 2009) with all default parameters, 
in particular the size of the subsets is h = (n + p + 1)∕2 . The size of the subsets is chosen 
by default as h = (n + p + 1)∕2 in order to attain maximal breakdown point. The MCD 
estimator is highly robust at the cost of a loss of efficiency due to using a subset of only 
h = (n + p + 1)∕2 observation. In order to increase the efficiency while retaining high 
robustness, we use the reweighted MCD estimator in which all observations are used for 
which the robust Mahalanobis distance is below the square root of the 97.5% quantile of 
the chi-square distribution with p degrees of freedom.
It is important to note that filtered observations wDB(I) with the same RD value are 
situated on the same ellipsoid in the n-dimensional space of winsorized sub-indicators 
wDB(I1),… ,wDB(In) . The multivariate winsorization that we recommend to use defines 
a cutoff value c for the largest ellipsoid allowed and then shrinks outlying observations to 
a point on the boundary of that ellipsoid, as in Khan et al. (2007). We further adjust such 
that the univariate ranking is preserved. Altogether, this leads to the following multivariate 
winsorization function wMD(⋅):
where Ĝj(𝛾1) and Ĝj(𝛾2) are the lower and upper bounds of the calibration, 1 and 2 are cor-
responding probabilities and RDi represents the robust distance computed on wDB(I
j
i
) and c 
is the high quantile of the robustly fitted Weibull distribution used for winsorizing.
The cutoff value c is ideally set to a high quantile of the distribution of the RD, which is 
unfortunately unknown in practice. In the simulation and application, we proxy the distri-
bution of RD by fitting a Weibull distribution to the sample of RD using a quantile robust 
estimator. This then leads to setting the cutoff value c to a high quantile of the robustly 
fitted Weibull distribution using the quantile estimator of Boudt et al. (2011), as already 
discussed in Sect. 3.3.
4  Simulation Study
In this section, we compare the performance of conventional and proposed winsorization 
methods by means of a Monte Carlo simulation. We consider different extreme value gen-






















) if RDi ≤ c,
383Robust Winsorization and Composite Indicators
1 3
4.1  Simulation Setup
We generate correlated sub-indicators by constructing a Gaussian copula with Weibull 
distribution as marginals. The reference marginal distributions are specified as follows: 
I1 ∼ Weibull(1, 0.5) , I2 ∼ Weibull(1, 1) , I3 ∼ Weibull(10, 100) , I4 ∼ Weibull(100, 1000) . 
We set the Spearman’s rho of each pair of sub-indicators between (0.5, 1), and test to make 
sure that the correlation matrix is positive definite. We have the following three settings:
(1) In panel A, we contaminate sub-indicators with extreme values generated from the 
Uniform distributions: O1 ∼ U(k1 max(I
1), k2 max(I
1)) , O2 ∼ U(k1 max(I
2), k2 max(I
2)) , 
O3 ∼ U(l1 min(I
3), l2 min(I
3)) and O4 ∼ U(l1 min(I
4), l2 min(I
4)) , respectively. Param-
eters k1 , k2 contribute to the outlyingness of extreme values on the right tail, while 
the parameters l1 and l2 are responsible for the left tail. We set k1 = 2 , k2 = 3 , l1 = 0.2 
and l2 = 0.3 . To test stability, we also enlarge the outlyingness of extreme values by 
increasing k1 , k2 to 5 and 10, respectively.
(2) In panel B, we contaminate the simulated data set with extreme values in each 
sub-indicator drawing from normal distribution N(, ) with  = k1 max(I
i) , 
 = 0.1 or  = k2 min(I
i) ,  = 0.001 . In this case, extreme values are generated 
from O1 ∼ N(k1 max(I
1), 1) , O2 ∼ N(k1 max(I
2), 1) , O3 ∼ N(k2 min(I
3), 2) and 
O4 ∼ N(k2 min(I
4), 2) , respectively. We set k1 = 3 , k2 = 0.5 and also test choices of 
k1 = 10 , k2 = 0.1.
(3) In panel C, we contaminate each sub-indicator with extreme values draw-
ing from Weibull distribution. We generate data from O1 ∼ Weibull(k11, k11) , 
O2 ∼ Weibull(k12, k12) , O3 ∼ Weibull(k23, k23) and O4 ∼ Weibull(k24, k24) , 
respectively. Weibull(1, 1),...,Weibull(4, 4) represent the initial distributions of cor-
responding sub-indicators. In this case, we set k1 = 3 , k2 = 0.5 and also run k1 = 10.
The observations to be contaminated are randomly selected from the observations in the 
sub-indicator samples based on the contamination level  . The selected observations are 
replaced with extreme values. We include the cases of  = 0 ,  = 2.5% and  = 5% . Con-
cerning the sample size, we compare sub-indicators from different sample sizes by generat-
ing data with n = 200 and n = 2000.
For quantile-based winsorization (QF), we set 1 , 2 and k as 0.05, 0.95 and 3, respec-
tively. As to distribution-based winsorization (DB), we have 1 , 2 to be 0.03 and 0.97, 
respectively, when applying z-score standardization, while setting 1 = 0.05 and 2 = 0.95 
when min-max standardization is implemented. In the multivariate method (MD) case, we 
set 1 and 2 as the corresponding quantiles on both sides of the extreme values in each sub-
indicator. We set c to the 97.5% quantile of the fitted Weibull distribution.
4.2  Performance of Proposed Methods
The methods proposed are evaluated by the average rank shift described in Eq.  (1). The 
approach takes the ranking obtained using the uncontaminated data as the correct ranking. 
The smaller the value of ARS, the more effective is the method.
Panel A in Table 2 presents the simulation results for the case of extreme values gener-
ated from the Uniform distribution as described above. Panels B and C in Table 2 report 
the simulation results with extreme values generated from normal distribution and Weibull 
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Table 2  Simulation results for the average rank shift under (a) no contamination, (b) level of contamination 
 = 0.025 and (c) level of contamination  = 0.05
The smallest rank shift values are shown in bold
NT not treated, QF quantile function-based winsorization, DB univariate distribution-based winsorization, 
MD multivariate distribution-based winsorization
z-score & linear Min-max and linear Min-max and geometric
NT QF DB MD NT QF DB MD NT QF DB MD
Panel A: p = 4, n = 200, k
1
= 2 , k
2
= 3 , l
1
= 0.2 , l
2
= 0.3
 = 0% 0.0 0.0 0.2 0.8 0.0 0.0 0.4 0.8 0.0 0.0 2.2 2.2
 = 2.5% 8.2 7.6 6.2 5.2 9.8 9.0 7.6 5.4 9.6 9.4 6.8 6.6
 = 5% 14.0 13.2 11.0 9.0 14.6 13.8 11.8 9.4 17.2 17.0 11.0 11.0
      p = 4, n = 200, k
1
= 5 , k
2
= 10 , l
1
= 0.2 , l
2
= 0.3
 = 0% 0.0 0.0 0.2 0.8 0.0 0.0 0.2 0.8 0.0 0.0 2.0 2.0
 = 2.5% 15.6 8.2 6.6 5.2 16.4 8.6 6.6 5.2 10.4 9.4 6.8 6.6
 = 5% 20.8 13.8 11.4 9.0 18.2 13.4 11.4 9.4 18.6 17.2 11.0 10.8
      p = 4, n = 2000, k
1
= 2 , k
2
= 3 , l
1
= 0.2 , l
2
= 0.3
 = 0% 0.0 0.0 0.0 6.0 0.0 0.0 0.0 18.0 0.0 0.0 16.0 16.0
 = 2.5% 82.0 76.0 60.0 48.0 114.0 100.0 84.0 52.0 96.0 96.0 62.0 60.0
 = 5% 134.0 128.0 106.0 88.0 146.0 138.0 104.0 104.0 178.0 178.0 106.0 106.0
Panel B: p = 4, n = 200, k = 3
 = 0% 0.0 0.0 0.2 0.8 0.0 0.0 0.8 1.8 0.0 0.0 2.2 2.2
 = 2.5% 10.8 8.6 6.8 5.2 11.4 9.6 8.0 5.4 9.0 8.8 6.6 6.6
 = 5% 16.4 14.4 11.8 9.2 15.6 14.0 11.8 9.6 16.2 15.8 11.0 10.8
      p = 4, n = 200, k = 10
 = 0% 0.0 0.0 0.0 0.8 0.0 0.0 0.8 1.8 0.0 0.0 2.2 2.2
 = 2.5% 84.6 40.4 30.6 28.8 78.2 46.4 37.8 27.8 10.2 9.0 6.8 6.8
 = 5% 121.6 71.8 56.4 45.6 106.2 70.2 58.4 50.8 17.8 15.8 11.2 11.0
      p = 4, n = 2000, k = 3
 = 0% 0.0 0.0 8.0 8.0 0.0 0.0 8.0 18.0 0.0 0.0 0.0 0.0
 = 2.5% 654.0 524.0 388.0 354.0 642.0 544.0 440.0 370.0 82.0 80.0 60.0 60.0
 = 5% 1080.0 922.0 718.0 610.0 1012.0 900.0 738.0 662.0 152.0 150.0 104.0 104.0
Panel C: p = 4, n = 200, k
1
= 3 , k
2
= 0.5
 = 0% 0.0 0.0 0.2 0.2 0.0 0.0 0.2 0.2 0.0 0.0 0.4 0.4
 = 2.5% 17.6 10.6 8.0 6.4 19.0 11.0 8.4 6.8 7.4 5.6 5.6 5.6
 = 5% 25.0 19.0 14.4 11.8 26.2 19.4 14.6 11.8 13.8 9.8 9.2 9.0
      p = 4, n = 200, k
1
= 10 , k
2
= 0.5
 = 0% 0.0 0.0 0.2 0.2 0.0 0.0 0.2 0.2 0.0 0.0 0.6 0.6
 = 2.5% 18.6 12.4 8.6 6.6 19.2 12.8 9.0 6.8 8.0 5.8 5.8 5.8
 = 5% 29.2 22.6 16.2 13.0 28.2 23.0 16.0 12.6 14.4 10.4 9.8 9.6
      p = 4, n = 2000, k
1
= 3 , k
2
= 0.5
 = 0% 0.0 0.0 2.0 2.0 0.0 0.0 2.0 2.0 0.0 0.0 18.0 18.0
 = 2.5% 178.0 108.0 82.0 82.0 200.0 108.0 80.0 80.0 76.0 52.0 52.0 52.0
 = 5% 272.0 194.0 150.0 148.0 272.0 198.0 148.0 148.0 138.0 98.0 88.0 84.0
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distribution, respectively. They show that the distribution-based multivariate method mini-
mizes the average rank shifts and that the distribution-based univariate winsorization func-
tion performs better than the quantile function method. The multivariate method has the 
lowest rank shifts.
Of course, the presented simulation study considers only several specific contaminating 
distributions and levels of contamination. However, we believe that they are representative 
for other simulation designs, which we investigated in a larger scale simulation study.4 In 
case of significantly correlated sub-indicators, we recommend the distribution-based mul-
tivariate winsorization function. This winsorization function has the best robustness for 
composite indicator ranking compared to the other winsorization functions considered.
5  Applications
The results of our simulation presented in Sect.  4 show that the proposed winsorization 
methods are effective in dampening the impact of extremes on the average rank shifts of 
a composite indicator. The goal of this application is to evaluate how this method affects 
the ranking of the UNIDO CIP and the GIP proposed by Moll de Alba and Todorov (2018, 
2019). Both indicators are developed by UNIDO and use sub-indicator data that have 
extreme observations.
Although we cannot always know in advance that the real data are contaminated by out-
liers, the winsorized ranking can always reveal the extra information of the actual positions 
when countries lose their advantage (or show their real deficiencies) due to winsorizing the 
extreme values.
5.1  Ranking the Competitiveness of Countries
The CIP index was developed and introduced in 2002 by UNIDO (2002) to assess indus-
trial performance by observing countries’ ability to produce and export manufactured 
goods. The CIP index was revised thoroughly in 2012 (UNIDO 2013) and has since been 
published annually by UNIDO Statistics. For a recent analysis of the CIP index and more 
technical details on its computation, we refer the reader to UNIDO (2017).
The CIP index uses eight indicators to measure six dimensions of industrial perfor-
mance: industrial capacity, manufacturing export capacity, economy’s share in world man-
ufacturing value added, economy’s share in world manufactured exports, industrialization 
intensity and export quality. These eight indicators measure the international trade and 
domestic production of each country. Data for all indicators are available from the UNIDO 
statistical data portal at http://stat.unido .org (UNIDO 2019). We describe the eight indica-
tors in Panel A of Table 3.
In the UNIDO’s CIP index calculation methodology, min-max standardization is used. 
MHVAsh and MVAsh are averaged into a new indicator INDint (industrialization inten-
sity); similarly, MHXsh and MXsh are averaged into MXQual (manufactured exports qual-
ity). UNIDO uses geometric aggregation to compute the final composite indicator. Putting 
all parts together, we have the following equation representing UNIDO’s CIP method:
4 For instance, when we extend the dimension of sub-indicators to 8 or use data generated from a Weibull 
distribution with other parameters, we still reach similar conclusions.



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































387Robust Winsorization and Composite Indicators
1 3
where h1(⋅) , h2(⋅) and g(⋅) represent geometric aggregation, linear aggregation and min-
max standardization functions, respectively. The aggregation functions h1(⋅) and h2(⋅) take 
equal weights.
We analyze the impact of winsorization for the CIP data in 2016. Summary statistics 
are reported in Panel A of Table 4. The large gaps between the mean and median of sub-
indicators ImWMT, ImWMVA, MVApc and MXpc indicate that the sub-indicators have a 
skewed distribution with long tails. The large differences between the standard deviation 
(Sd) and the median absolute deviation (MAD) also indicate that there are extreme values 
in these sub-indicators.
We plot the countries’ ranking after multivariate winsorization against the original rank-
ing of UNIDO CIP in Fig. 1. We label the top five countries with the largest rank changes, 
and these countries are China, Congo, Gabon, China Taiwan and France. Apart from these, 
there are two countries from the top quintile (the United States of America and Italy) and 
three countries from the upper-middle and middle quintiles (Luxembourg, Panama and 
Romania) with rank shifts larger than 3. In the lower-middle and bottom quintile, coun-
tries with rank shifts larger than 3 are Algeria, Fiji, Mongolia, Moldova, State of Pales-
tine, Afghanistan and Iraq. These results indicate that our proposed winsorization method 
is practical, keeping the rankings of countries not winsorized to a range of three positions 
up and down.
Table 5 displays detailed information for each sub-indicator before and after winsoriza-
tion for the top 10 countries according to UNIDO’s CIP data for the year 2016. By con-
struction, the ranking of the sub-indicators did not change when extreme values in each 
sub-indicator were calibrated. Germany still ranked first by the composite indicator. 
(16)
CIP = h1(g(ImWMT), g(ImWMVA), h2(g(MHVAsh), g(MVAsh)), h2(g(MHXsh),
g(MXsh)), g(MXpc), g(MVApc)),
Table 4  Descriptive statistics of sub-indicators in CIP and GIP
Sub-indicator Min Mean Median Max Sd MAD
Panel A: CIP sub-indicator data
ImWMT (%) 0.000 0.673 0.059 17.233 1.902 0.086
ImWMVA (%) 0.000 0.604 0.047 24.129 0.2521 0.065
MHVAsh (%) 0.259 24.328 21.874 78.132 17.308 20.071
MVAsh (%) 0.366 12.097 11.861 34.664 6.332 5.687
MHXsh (%) 0.000 35.183 34.047 93.798 23.136 29.129
MXsh (%) 0.167 30.820 34.133 82.974 14.977 16.318
MVApc 20.566 1953.260 678.264 20100.1 2896.66 895.952
MXpc 0.524 3204.690 613.268 31038.4 5739.75 882.520
Panel B: GIP sub-indicator data
GMVApc 0.000 141.420 33.872 1002.660 214.166 49.537
GMVAsh (%) 0.000 5.224 4.866 15.381 3.761 4.507
GEMPsh (%) 0.000 5.606 5.438 14.362 3.801 4.578
GMXsh (%) 0.000 7.367 6.606 44.533 6.643 5.739
GMXpc 0.000 446.492 81.740 4450.150 763.981 117.822
CO2VA 0.043 0.658 0.348 3.548 0.722 0.318
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China’s ranking changed most, dropping from third to seventeenth position. This is because 
China was ranked first in two sub-indicators (value added share in world manufacturing 
value added and manufactured exports’ share in world manufacturing trade) and second on 
one sub-indicator (manufacturing value added share in GDP), with scores that are far ahead 
of other countries. After the winsorization process, these three advantages weakened. 
Countries with more balanced sub-indicators showed less change in ranking than China. 
For example, Japan’s ranking changed by only one position and Belgium changed by three. 
The results shown in Table 5 demonstrate that our proposed winsorization method affects 
the ranking of countries with extreme values, while ensuring as much as possible the sta-
bility of the ranking of countries with no such extreme values. In terms of effect on the 
cardinal values, we see that after winsorization, all the composite indicators become larger. 
While winsorization has in general an ambiguous effect on the normalized sub-indicator 
(and hence the composite indicator), the reduction in the min-max statistic used in the nor-
malization clearly dominates here, as compared to the effect of the winsorization on the 
numerator of the normalized indicator data.
The results shown in Table 5 demonstrate the importance of winsorizing extreme values 
in sub-indicators to weaken their impact on the ranking of treated entities. Governments 
and international organizations establish many policies and analyses based in part on com-
posite indicators’ ranking for extensive topics. The present example shows that an imbal-
ance in development across indicators (i.e., a country having extremely high or low values 
for a given indicator) can impact the rankings in ways that are arguably disproportionate 
Fig. 1  Effect of winsorization on ranking of countries in UNIDO’s CIP index. Notes Flagged countries have 
absolute rank shift larger than five positions. Rankings of countries below the diagonal line declined after 
winsorization, whereas the rankings of countries above the diagonal line rose
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to the significance of these outliers, depending on the method used. Tarabusi and Guarini 
(2013) propose several methods for processing unbalanced indicators. Our proposed 
method uses winsorization functions to identify and replace the extreme values based on 
sub-indicators’ distribution instead of using preset cutoff value. As such, it appears to offer 
advantages over methods presently in use, and we believe that its use should be adopted as 
a “best practice” in conducting analyses of this kind.
5.2  Ranking the Green Manufacturing Performance of Countries
Inspired by the UNIDO CIP index for measuring competitive manufacturing performance, 
Moll de Alba and Todorov (2018, 2019) construct a composite indicator that helps to gain 
an overall understanding of the status of green, i.e., environmentally friendly industry at the 
country level. The proposed indicator, called the Green Industrial Performance (GIP) indi-
cator can be used as a complementary tool to the CIP index for analysing the inclusive and 
sustainable industrial development at the country level. It is comprised of six sub-indica-
tors, namely Green manufactured value added per capita, Green manufactured exports per 
capita, Share of green manufactured value added in total manufacturing value added, Share 
of green manufactured exports in total manufactured exports, Share of green manufactur-
ing employment in total manufacturing employment and the CO2 emission from manufac-
turing per unit of manufacturing value added. The sub-indicators are quantitative, based on 
internationally comparable data available from recognised international data sources.
To calculate the composite indicator, each of the six indicators is normalized into the 
range [0,1], with higher scores representing better outcomes. Normalization is carried 
out by the min-max method, where the minimum and maximum values of each indicator 
sample values are taken. For the CO2 emissions by manufacturing value added, for which 
higher values of the original indicator represents worse outcomes, we adjust the equation









n} , and n is the number of observations in 
each sub-indicator. The resulting GIP index is then given by
where h1(⋅) and g(⋅) represent, respectively, geometric aggregation and the (adjusted) min-
max standardization functions.
As in Moll de Alba and Todorov (2019), we compute the GIP index for the year 2015 
and rank the green performance of 104 economies.
The descriptive statistics are reported in Panel B of Table 4. We find large discrepan-
cies between the classical and robust location (mean versus median) and scale (standard 
deviation versus median absolute deviation) statistics. For CO2VA, we have a clear case 
of implosion in the normalized sub-indicator. We illustrate this in Fig. 2 where we plot the 
normalized original and winsorized sub-indicators versus the original data. Since the nor-
malization uses the adjusted min-max standardization formula in (7), we have a negative 
dependence between the original CO2VA data and its normalized version. The extreme 
observations correspond to Iraq, Syria, Mongolia, Nepal, Kyrgyzstan, Kazakhstan, Viet 







GIP = h1(g(GMVApc), g(GMXpc), g(GMVAsh), g(GMXsh), g(GEMPsh),
g∗(CO2VA)),
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We plot the countries’ ranking after winsorization against the original ranking of GIP 
in Fig. 3. We label the three countries (or areas) with the rank shifts larger than 10 posi-
tions, namely China Hong Kong SAR, Ukraine and Viet Nam and provide more details in 
Table 6. Before winsorization, the bad performance on CO2 emission of these countries 
was hidden and masked during the normalization by the worst one, Syria. After winsoriza-
tion, they are penalized by losing positions in GIP ranking based on the true CO2 emission 
performance compared to the other countries. It also happens to Oman and Kuwait (seven 
positions back). Trinidad and Tobago drops seven positions after the advantage on share of 
green manufactured exports in total manufactured exports has been winsorized. 
6  Conclusions
We study the design of the winsorization method used when constructing a composite indi-
cator for which the ranks are robust to the occurrence of extreme values in the indicators. 
For this purpose, we introduce two novel winsorization functions (univariate and multivari-
ate) that are calibrated based on a robustly fitted Weibull distribution. These functions have 
the invariance property that they only affect the ranks of the composite indicator, while 
preserving the ranks at the level of the individual indicator.
The importance of winsorizing extreme values in indicators is demonstrated in an intui-
tive numeric experiment and an extensive simulation study. We show that, in the presence of 
Fig. 2  Effect of winsorization and normalization on the CO2VA data. Note: The normalized data is nega-
tively related to the original data since we use the adjusted min-max standardization method in (7)
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outlier contamination, the winsorization leads to a ranking that is substantially closer to the 
clean data ranking when compared to the ranking obtained using either no winsorization or 
the traditional winsorization based on empirical quantiles.
We then use our proposed winsorization method to solve the problem of ranking countries 
based on the United Nations Industrial Development Organization’s Competitive Industrial 
Performance (CIP) and Green Industrial Performance (GIP) data. We show that the robust 
winsorization approach has a material impact on the ranking of the composite indicator for 
countries with large discrepancies in the scores of the sub-indicators. We conclude that the 
robustness gain of using the distribution-based winsorization method improves the reliabil-
ity of composite indicator rankings for policy making. We also recommend policy makers to 
always conduct a sensitivity analysis of their ranking to winsorizing the data in order to evalu-
ate potential disproportionate propagation effects of imbalanced indicator data on the compos-
ite indicator ranking.
An interesting direction for further research would be to apply the proposed distribution-
based winsorization approach to other composite indicators in different application areas, such 
as sustainable development or human well-being.
Fig. 3  Effect of winsorization on ranking of countries in GIP ranking. Note: Flagged countries have abso-
lute rank shift larger than seven positions. Rankings of countries below the diagonal line declined after win-
sorization, whereas rankings of countries above the diagonal line rose
395Robust Winsorization and Composite Indicators
1 3
Table 6  Winsorized GIP sub-indicator values of countries and their ranking shift
Country GIP GMVApc GMVAsh GEMPsh GMXsh GMXpc CO2VA
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