Abstract. This paper presents an image restoration technique incorporating local statistical knowledge in the cost function. Instead of using a conventional grayscale-based error measurement such as the mean squared error, we compare local statistical information about regions in two images using a new error measure. Transient features such as edges and textures are more strongly emphasized than relatively homogeneous regions. With the addition of this local information, we attempt to provide a measure closer to human visual appraisal. We then extend the popular constrained squared-error cost function by incorporating this image error measure. Due to its nonlinear nature, conventional restoration algorithms cannot optimize this cost function efficiently. Therefore we seek an iterative approach. In particular, an extended neural network algorithm is proposed to perform the restoration. It is shown that this technique is efficient, effective, and robust. It compares favorably with other techniques when applied to both grayscale and color images. The results of a subjective survey comparing the proposed algorithm with a more conventional neural network algorithm are presented. The subjects tested in the survey overwhelmingly favored the results provided by the proposed method.
Introduction
The restoration of an image degraded by a point spread function ͑PSF͒ is a fundamental problem in image processing. Common degradations result from such factors as atmospheric turbulence, distortions in the optical imaging system, lack of focus, and relative motion of object and camera. 1, 2 There are many different reasons why one may wish to recover an estimate of an original image from a degraded version. In many applications, it is important to consider the human visual system when approaching the restoration problem-for example, when attempting to correct for atmospheric, lens, or motion distortion to produce a pleasing image for consumers using imaging equipment like a video or still camera. In these circumstances data accuracy is less important than the suppression of particular artifacts that human beings find objectionable. Humans are often not aware of the values of each individual pixel in an image being viewed, but are instead aware of whether or not image features such as edges and smooth areas conform to preconceived ideas about how such areas should appear. For example, edges appearing sharp and crisp and smooth regions such as sky being without contour effects or noise are important factors for humans when judging the quality of images. These factors are not considered in many simple methods of image restoration. For these cases more complex methods of image restoration that adapt to image content while taking into account the subjective evaluation are justified over less complex conventional image restoration methods that concentrate on data fidelity.
The problem of restoring an original image from the degraded one, with or without knowledge of the degrading PSF or degree and type of noise present, is an ill-posed problem [3] [4] [5] and can be approached a number of ways, such as those given in Refs. 6-11. However, in practical applications the dimensionality of the problem tends to be too large for it be solved analytically.
Iterative image restoration techniques attempt to maximize entropy 1 or likelihood, 1, 12 minimize some measure of degradation such as a constrained squared error, 1, 2 or seek a maximum a posteriori, 1 by a wide variety of techniques. Some other iterative methods, such as the Kalman filter, [13] [14] [15] may also be used to restore an image degraded by spatially variant distortion. 16, 17 Iterative linear-system solvers and sparse-matrix solvers can also provide efficient solutions to image restoration problems.
The iterative approach to image restoration is very amenable to neural network implementation. 18, 19 The main reason is that the learning concept associated with neural networks brings adaptive processing into restoration, so that such iterative techniques are not just efficient, but also produce high-quality results. An additional benefit offered by neural networks is their extremely parallel nature. 20 In this paper we consider the problem of the image error measures that form the basis of image restoration methods. The most common method to express the similarity of two images is to compute their mean squared error ͑MSE͒.
However the MSE relates to the power of the error signal and has little relationship to human vision. An obvious drawback to the MSE is that it treats the image as a stationary process. All pixels are given equal priority, regardless of their relevance to human perception. When humans observe the differences between two images, they do not give much consideration to the differences in individual pixel values, but are concerned with matching edges, regions, and textures between the two images. This is contrary to the concepts involved in the MSE. It has been demonstrated in the literature that any cost function that treats an image as a stationary process does not fully describe human subjective judgments of difference between two images. 21, 22 There has been research into image difference measures that better match human vision; 21, 22 however, such measures are often too complex to be easily integrated into image restoration methods. Considerations regarding human perception have been examined in the past. A great deal of work has been done toward developing linear filters for the removal of noise, which incorporate some model of human perception. [23] [24] [25] In these papers it was found that edges have great importance for the way humans perceive images. Ran and Farvardin 26 considered psychovisual properties of the human visual system in order to develop a technique to decompose an image into smooth regions, textured regions, and regions containing what are called "strong edges." Some researchers have considered using classification techniques and sets of features to detect those regions and select the most appropriate form of filtering technique to suppress noise. [27] [28] [29] However, that work does not directly address image restoration. Many past papers have been concerned with the preservation of edges and the reduction of ringing effects caused by lowpass filters, and the models presented to take account of human perception are often complicated.
In this paper we contend that the way in which smooth regions are restored is of equal importance to the way in which edges are restored. This is due to the fact that noise in an image is much more noticeable in smooth regions, which has an important part to play in whether an image is perceived as good or bad. While there are still no effective ways to incorporate human perception into general image processing, we show here that simple functions using local image statistics can be easily incorporated in existing restoration algorithms to produce both subjectively and objectively more satisfactory results.
We therefore consider a new error measure, based on comparing local variances, which examines the image in a regional way rather than pixel by pixel. We then incorporate this measure into the popular constrained squared cost function for restoration. This new cost function is nonlinear and cannot be efficiently implemented by conventional methods. We therefore propose an extended neural network algorithm to perform the restoration iteratively. We show that the proposed cost function and processing algorithm work very well when applied to both color and grayscale images. The proposed method is also fault-tolerant compared with the neural network implementation of the constrained least-squares ͑CLS͒ filter. This means that if some of the neural connections are damaged, it can still produce quite satisfactory results. Comparisons with some of the conventional methods, including a subjective survey, are provided to justify this work. This paper is organized as follows. Section 2 presents the basic restoration model. Section 3 presents the localstatistics-based image error measure and describes the cost function incorporating it. Section 4 describes the basic neural network algorithm for minimizing the constrained squared error and how this algorithm may be adapted to minimize the proposed image error measure, and Sec. 5 presents some experimental data from this investigation. Section 6 summarizes this paper.
The Basic Restoration Model
All linear image degradations can be described by their impulse response. Consider a PSF of size P by P acting on an image of size N by M. In general, the degrading PSF can have a region of support of any shape. However, regardless of its shape, as long as the region of support has a finite extent, a number P can be found such that the P by P box centered on the PSF completely encompasses the PSF. Hence, assuming a PSF of size P by P results in no loss of generality. In the case of a two-dimensional image, the PSF may be written as h͑x , y ; i , j͒, where x , y are coordinates relative to the PSF, and i , j are coordinates relative to the image. When additive noise is also present in the degraded image, as is often the case in real applications, the image degradation model in the discrete case becomes
where f͑x , y͒ and g͑x , y͒ are the original and degraded images, respectively, and n͑x , y͒ is the additive noise component of the degraded image. In this paper we only consider the case of additive noise being present. If h͑x , y ; i , j͒ is a linear function, then by lexicographically ordering g͑x , y͒ , f͑x , y͒, and n͑x , y͒ into column vectors of size NM, we may restate Eq. ͑1͒ as a matrix operation
where g and f are the lexicographically organized degraded and original image vectors. By lexicographically ordering g and f, the convolution operation is restated as matrix multiplication. In this form the subsequent operations are made simpler. It is shown below that the matrix formulation of the problem matches well the neural network architecture that is used to realize a solution to this problem. The vector n is the additive noise component, and H is a matrix operator that contains the elements of h͑x , y ; i , j͒. The matrix multiplication of f with H performs the same operation as convolving f͑x , y͒ with h͑x , y ; i , j͒. In the case of a color image, Eq. ͑2͒ can be applied to each color plane separately. In general, H may take any form. However, if h͑x , y ; i , j͒ is spatially invariant with P Ӷ min͑N , M͒, then H may take the form of a block Toeplitz matrix. When attempting to deconvolve a distorted image, one method is to minimize an error measure such as the constrained squared error function
where f is the restored image estimate and is the constraint factor. The matrix D acts as a highpass filter. The first term in Eq. ͑3͒ is minimized when f is equal to the original image, whereas the second term increases in the presence of noise and is minimized for a smooth image estimate. Equation ͑3͒ applies the same value and D matrix to all pixels in the image, and hence a value of large enough to fully suppress noise in the smooth regions of the image may blur fine details. The value of the factor can be determined analytically in the Fourier domain. 1 However, in iterative adaptive approaches, such as neural networks, it has to be determined experimentally. [30] [31] [32] 3 The Proposed Image Error Measure and the New Cost Function Often an image, such as an old photograph or a television transmission, is filtered for the purpose of greater visual quality or clarity as perceived by humans. 1 In these cases an enhancement algorithm attempts to produce an image that humans will find visually pleasing. In this section, we first introduce a new error measure and then incorporate this measure into an extended constrained square image restoration cost function.
The Proposed Image Error Measure
Many classical image restoration cost functions such as Eq. ͑3͒ are based on the MSE:
where f͑x , y͒ is the restored image. This error measure compares images on a pixel-to-pixel basis, and provides information about the power of the noise signal created by the subtraction of the two images to be compared. Cost functions based on the MSE favor slow variations in the image and give little insight into the fact that humans tend to pay more attention to sharp differences in intensity within an image, 25, 26 for example, edges or noise in background regions. It is therefore further considered that an error measure should take into account the requirement that regions of low variance in the original image remain regions of low variance in the enhanced image. Regions of high variance should likewise remain regions of high variance. This implies that noise should be kept at a minimum in background regions, where it is most noticeable, but noise suppression should not be the primary objective in highly textured regions, where image sharpness is more important.
Taking into account problems with classical error measures such as the MSE, we investigated a different error measure based on local statistics, namely the local standard deviation mean squared error ͑LSMSE͒. The LSMSE is calculated by comparing the local standard deviations in the neighborhood of each pixel in the images we wish to compare. The MSE between the two standard deviations gives an indication of the degree of similarity between the two images. This error measure requires matching between the regions of high and low variance of the image, instead of matching the pixels directly.
The local standard deviation in the A-by-A neighborhood of the pixel ͑x , y͒ in the image f is defined as
where the local mean of the A-by-A neighborhood of ͑x , y͒ in f is defined as
and f͑x , y͒ is the value of the pixel at location ͑x , y͒ in the image represented by the vector f. Using these conventions, we can define the LSMSE between two N ϫ M images f and g as
The LSMSE requires the matching of homogeneous statistical regions between the two images to be compared. Hence background regions should remain as noise-free as possible, and highly textured regions should not be substantially smoothed by the restoration procedure. An alternative definition of the error measure for this purpose is given by comparisons of local variances rather than local standard deviations. The local variance in an A-by-A neighborhood of the pixel ͑x , y͒ in the image f is defined as
where M A ͑f͑x , y͒͒ is given by Eq. ͑6͒. Using these conventions, we define the local variance mean squared error ͑LVMSE͒ between two N ϫ M images f and g as
Although the LSMSE and the LVMSE are related, we may wish to use one or the other, depending on the circumstances. Between the two, the LSMSE is more appropriate for measuring the error between two images, since its range of possible values is not as great as that of the LVMSE. The LVMSE, on the other hand, is easier and faster to calculate, since the square-root calculation is absent. It is expected that the use of the LVMSE and of the LSMSE should produce similar results. Figure 1͑a͒ shows a smooth region, Fig. 1͑b͒ shows an image edge, and Fig. 1͑c͒ shows a high-texture region within the image. Figure 1͑d͒ -1͑f͒ show, respectively, the smooth, edge, and texture regions degraded by Gaussian noise of standard deviation 17.12. It is clear from these figures that the noise is most noticeable in Fig. 1͑d͒ , where the image details are low. In Fig. 1͑e͒ noise is again noticeable in the smooth regions of the image, but less noticeable around the edge. In Fig. 1͑f͒ the noise is the least noticeable, due to the presence of texture.
For each pair of images the LSMSE and the LVMSE were computed by comparing the original and noisy images. From Table 1 we can see that the LSMSE clearly shows that noise has the greatest effect in the smooth image and is least noticeable in the highly textured image. This agrees with common sense. The LVMSE also follows the same trend as the LSMSE; however, the larger values of the LVMSE are less desirable for comparing images than the LSMSE.
A LVMSE-Based Cost Function
The effectiveness of LSMSE and LVMSE shown in the last section prompts us to formulate a new cost function that can properly incorporate the LSMSE measure into restoration. In principle, the new measure can be incorporated into any restoration cost function. In this work we choose the constrained squared-error function shown in Eq. ͑3͒. In particular, an additional term to compute the LVMSE in Eq. ͑9͒ is added to Eq. ͑3͒. The choice of incorporating local variances rather than local standard deviations in the cost function is because it is easier and more efficient to calculate.
Hence the new cost function we suggest is
where A 2 ͑f͑x , y͒͒ is the variance of the region surrounding the pixel ͑x , y͒ in the image estimate, and A 2 ͑g͑x , y͒͒ * is the variance of the region surrounding ͑x , y͒ in the degraded image, scaled to predict the variance in the original image. In highly textured regions of the image where the preservation of image details is most important, the LVMSE term requires that the variance of the region be large, and the first two terms of Eq. ͑10͒ ensure the sharpness and accuracy of the image features. Those two terms ensure a globally balanced restoration, whereas the LVMSE term enhances local features. If the degraded image was blurred, then image variances in g will be lower than the corresponding variances in the original image. In this case the variances A 2 ͑g͑x , y͒͒ * will be enlarged in comparison with A 2 ͑g͑x , y͒͒ to reflect the decrease in variance due the blurring function.
In general, if we consider an image degraded by a process that is modeled by Eq. ͑2͒, then, by experiment, we find that a useful approximation is
where J͑x , y͒ is a function of the noise added to the degraded image at point ͑x , y͒, and K͑x , y͒ is a function of the degrading PSF at the point ͑x , y͒. Through trial and error, the authors found that the best choice of J͑x , y͒ is to set this quantity approximately equal to two-thirds of the variance of the noise added to the degraded image. The variance of the additive noise can be estimated from smooth areas of the image. If we represent convolution with the degrading PSF as the addition of a number of independent, identically distributed random variables that have been multiplied by weights, then the variance of the resultant degraded image should be some fraction of the variance of the original image given by the sum of the squared weights of the degrading PSF. 33 For example, if we model a Gaussian PSF of standard deviation as a uniform PSF with region of support by to simplify calculations, then the variance of a region in a degraded image will be equal to the variance of the same region in the original image divided by 2 . This would imply that K͑x , y͒ should be proportional to the variance of the degrading PSF. Although it may appear difficult to accurately determine the optimal values of K͑x , y͒, in fact the algorithm is extremely tolerant of variations in this factor, and only a rough guess is required. The other three parameters of Eq. ͑10͒ that need to be selected are the size A of the region over which local variances are computed and the parameters and . In this paper a value of 9 is used for A. This value was found to work well for all the examples tested. In general, A should be set in the vicinity of size of the degrading PSF; setting it much larger risks blurring fine details in the restored image, and setting it smaller risks the local variance estimate being affected adversely by image noise. The factor may be set to the same values that are commonly used in the constrained squared-error cost function ͑3͒, using the same methods to select this parameter. The extra noise suppression of the third term in Eq. ͑10͒ may be leveraged against by reducing . The authors have obtained good results by reducing to half its value in Eq. ͑3͒. The restoration results given by Eq. ͑10͒ seem robust to variations in the factor , and the authors have found that a value of 0.00001 seems to work well. Once again, this value was found through trial and error, and further research needs to be done to more formally determine the best parameters for this method.
Restoration Algorithm
The structure of the proposed cost function in Eq. ͑10͒ is neither Toeplitz nor quadratic anymore. It is a nonlinear problem. Therefore the fast Fourier transform cannot be used to efficiently perform restoration in this case. The solution is to use either formal restoration or an iterative algorithm.
Formal optimization is not practical, since-like most cost functions involved in image processing-this function has a very high dimensionality. For example, a 256-by-256 image means that a global minimum must be found for a function defined over a 65,536-dimensional region. For this reason any optimization technique that involves evaluating the complete function in order to find the minimum will be prohibitively expensive. The only option left is iterative processing.
The authors decided to optimize Eq. ͑10͒ by adapting a neural network approach to optimization of the standard constrained squared-error cost function. The adaptability of the neural network approach meant that it could be easily extended to include new terms in that cost function. In the first of the following subsections we briefly outline the basic neural network restoration algorithm and how this algorithm may be made faster. Then in the second subsection we extend the neural network algorithm to include the LVMSE term in Eq. ͑10͒.
Basic Neural Network Restoration Algorithm
Neural network image restoration approaches were designed to minimize a quadratic programming problem. [30] [31] [32] 34, 35 The general form of a quadratic programming problem can be stated as follows: Minimize the energy function associated with a neural network given by
In terms of the neural network energy function, the ͑i , j͒th element of W corresponds to the interconnection strength between neurons ͑pixels͒ i and j in the network.
Similarly, the vector b corresponds to the bias input to each neuron. Neural network algorithms exist to find the values of f that minimize Eq. ͑12͒. Equation ͑12͒ has the same quadratic form as Eq. ͑3͒. In Eq. ͑12͒ we do not know the interconnection strengths and bias inputs to the neural network; however, we do know the parameters of Eq. ͑3͒. Hence we can equate Eqs. ͑12͒ and ͑3͒ and in this way find interconnection strengths and bias inputs so that a neural network that solves Eq. ͑12͒ will also solve Eq. ͑3͒
For an image where each pixel is able to take on any integer intensity between 0 and S, we assign each pixel to a single neuron able to take any real value between 0 and S. Equating the formula for the energy of a neural network with Eq. ͑3͒, the bias inputs and interconnection strengths can be found in such a way that as the neural network minimizes the energy function, the image is restored. From Ref. 30 ͑setting L = MN͒, the interconnection strengths and bias inputs were shown to be
where w ij is the interconnection strength between pixels i and j , b i is the bias input to neuron ͑pixel͒ i, h ij is the ͑i , j͒th element of the matrix H from Eq. ͑2͒, and d ij is the ͑i , j͒th element of the matrix D from Eq. ͑3͒. In this paper we use a sequential neural network algorithm that is a variant of the one in Ref. 31 . The energy contribution of each pixel is minimized individually during a single iteration. In the paper by Paik and Katsaggelos, 31 it was shown that the network described by the preceding sets of bias inputs and interconnection strengths would converge to a fixed point after a finite number of iterations and that the fixed point would be a local minimum of E.
In previous neural network algorithms, 30,31 each pixel is visited sequentially and changes its state in steps of ±1 until its contribution to the overall energy function is minimized. The neurons often oscillate about their final value, and during the initial iterations a neuron may require 100 or more state changes in order to minimize its energy contribution. At each state change, the change in energy contribution must be rechecked, and if this change is not zero, then the next state change must be calculated. A faster method to minimize the energy contribution of each neuron is suggested by examination of the mathematics involved.
Let u i be the input to neuron i, which is calculated by
Let ⌬E be the resulting energy change due to ⌬f i ,
Differentiating ⌬E with respect to ⌬f i gives us
The value of ⌬f i that minimizes Eq. ͑16͒ is given by
Therefore
The basic fast neural network algorithm used, based on the preceding analysis, is presented below. Algorithm 1.
repeat
Each neuron is visited sequentially, and its input is calculated. Using the input value, the state change needed to minimize the energy contribution of the neuron to the network is calculated.
Paik and Katsaggelos 31 showed that a sequentially updating algorithm with bias inputs and interconnection weights given by Eqs. ͑13͒ and ͑14͒ would converge to a fixed point, which is a local minimum of E, in a finite number of iterations. It should also be noted that the modification proposed in the paper can be regarded as an adaptive version of the Gauss-Seidel iterative method.
The Extended Algorithm for the Proposed Cost
Function The LVMSE modified cost function does not fit easily into the neural network energy function as given by Eq. ͑12͒; however, an efficient algorithm can be designed to minimize this cost function. In the case of a cost function based on the MSE alone, any changes in an individual pixel's value effects the entire image MSE in a simple way. The squared error between any pixel in the image estimate and the corresponding pixel in the original image does not affect the squared error of its neighbors. This simplifies the implementation of the cost function. In the case of the LVMSE-modified cost function the situation is different. When a pixel value is altered by the algorithm, the total change in the LVMSE is not a simple function of current pixel's change in value alone. Changing the current pixel value changes its own local variance and the local variances of all of its neighbors within the A-by-A proximity of the current pixel. Thus in calculating the total change in LVMSE for the entire image, the algorithm must calculate how changing the current pixel value affects the local variances of all its neighbors and how these changes affect the overall LVMSE. This approach is computationally prohibitive.
To solve this problem we must go back to the fundamental justification for adding the LVMSE term to Eq. ͑3͒. The justification was that we wished to create a cost function that matched the local statistics of pixels in the original image to those of the image estimate. In this case it is sufficient that the algorithm considers only minimization of the difference of the local variances of a pixel of the estimated image and the corresponding one of the original image. The minimization of the total LVMSE is not needed. The benefit arising from this approximation is made apparent below.
The first step in the development of the algorithm is a change in notation. For an N-by-M image let f represent the lexicographically organized image vector of length NM according to the model given by Eq. ͑2͒ and the algorithm for the unmodified neural network cost function ͑3͒. The translation between the two indices x and y of f͑x , y͒ and the single index i of f i is given by
Let us define x k and y k as the two-dimensional ͑x , y͒ position of pixel k of Eq. ͑19͒.
The two-dimensional distance between pixels i and j is defined as
Let K i represent the NM-by-NM matrix that has the following property: Let
Now K i has the effect of setting to zero all pixels outside the A-by-A neighborhood centered on the pixel ͑x i , y i ͒. We denote ͓f i ͔ j as f j i . Using this notation the average pixel value in the A by A region surrounding pixel i is given by
Then the variance of the A-by-A region surrounding pixel i is given by
The LVMSE between the image estimate f and the original image f may then be written as
Let V i ͑f͒ be denoted by Vf i . Then Vf i is the estimate of the local variance of pixel i in the original image, based on the degraded image and knowledge of the degrading PSF ͓see Eq. ͑11͔͒. It is calculated before the algorithm commences and remains constant throughout the restoration procedure.
The algorithm we propose to implement first computes the negative direction of the gradient, which gives an indication of whether increasing or decreasing the current neuron's value will result in a net decrease in energy. Once the negative gradient is found, the neuron's value is changed in unit steps and the resultant energy decrease after each step is computed. This ends when no further energy minimization is possible.
The gradient of Eq. ͑24͒ is given by ͑c͒ Image in ͑b͒ restored using the Wiener algorithm. ͑d͒ Image in ͑b͒ restored using the neural network implementation of the CLS algorithm with a constraint of = 0.001. ͑e͒ Image in ͑b͒ restored using the neural network implementation of the CLS algorithm with a constraint of = 0.002. ͑f͒ Image in ͑b͒ restored using the LSMSE-based algorithm.
Note that this formula is an approximation of the gradient, which ignores the contributions of the local variances of the pixels adjacent to i to the overall LVMSE of the image. We have
Taking note of the fact that f i i = f i , and substituting Eq. ͑26͒ into ͑25͒, we obtain
gives the sign of the required change in state of neuron i to result in an energy decrease. On changing in the value of pixel i, the LVMSE changes by
where 
where ␤ i old , ␥ i old , and V old i are the values of these parameters before the change in the state of neuron i occurred. The modified LVMSE algorithm is therefore: 
Note that Algorithm 2 still uses some features of Algorithm 1, specifically the bias inputs and interconnection strength matrices. By examining Eq. ͑13͒ we observe that in the case of P Ӷ min͑M , N͒, only pixels within a certain rectangular neighborhood of the current pixel contribute nonzero components to the neuron input. Using this observation, the input to any neuron ͑pixel͒ in the image can be calculated by applying a mask to the image centered on the pixel being examined. For a P-by-P PSF, each weighting mask contains only ͑2P −1͒ 2 terms. A further problem to be overcome is the fact that the third term in Eq. ͑10͒ is not quadratic. When the local variance in the image estimate is much lower than the projected local variances of the original image, the LSMSE term becomes large and may force the pixel values to an extreme of the range of acceptable values in order to create a highvariance region. The LSMSE term should never completely dominate over the first term in Eq. ͑10͒, since the LSMSE term only attempts to match regions, not pixels. Thus, fine structure within the region would be lost. To remedy this situation the pixel values are not allowed to change by more than a certain amount per iteration. This method appears to work well in practice, and the pixel values converge to a solution after a finite number of iterations. In addition, in regions where the degraded image is very smooth and the variance estimate of the original image is very small, improvement in image processing speed can be achieved by not restoring the pixels. This will not affect the quality of the processing, since attempting to deconvolve regions where the blurring effect is not noticeable by humans can only serve to amplify noise. It is logical not to attempt to restore such regions.
Results
A number of experiments were conducted to evaluate the performance of the proposed method. Comparisons were made with some well-known methods, and a subjective survey was conducted.
For the first experiment color images were used, consisting of three color planes: red, green, and blue. The image was degraded by a 5-by-5 Gaussian PSF of standard devia- 
͑30͒
Similarly, the LSMSE for the entire image was calculated by summing the LSMSEs of the three color planes. A 9-by-9 neighborhood was used for calculating the local variance.
We compared our algorithm with the Wiener filter and the CLS filter. In this investigation, we assumed that the color planes in our test image are not highly correlated, and so the filters are applied to each color plane separately. The Wiener-restored image is shown in Fig. 2͑c͒ and has a SNR of 16.65 dB and a LSMSE of 859.80. The image was also restored using Algorithm 1, without the LSMSE term. A constraint factor of = 0.001 was chosen. The CLS restored image is shown in Fig. 2͑d͒ and has a SNR of 17.26 dB and a LSMSE of 634.04.
The same degraded image was also restored using the LSMSE modified cost function ͑Algorithm 2͒. The value of was set to 0.0005. The factor was set to 0.00001, and the image local variance estimate was computed as
This image is shown in Fig. 2͑e͒ and has a SNR of 19.89 dB and a LSMSE of 180.81. By visual observation it can be seen that Fig. 2͑e͒ , produced by the LSMSEmodified cost function, displays better noise suppression in background regions and is at the same time sharper than Fig. 2͑c͒ and 2͑d͒ , produced by the Wiener and the CLS approaches. Figure 2͑e͒ also displays a better SNR and LSMSE than Figs. 2͑c͒ and 2͑d͒. Although the LSMSErestored image is visually closer to the original image than is the degraded image, its SNR is only slightly higher than that of the degraded image. This is not surprising in view of the preceding arguments that SNR does not correspond well with human visual perception. On the other hand, the LSMSE provides restoration results more agreeable to human inspection, and assigns a much lower value to Fig.  2͑e͒ . Restoration statistics are summarized in Table 2 .
For the second experiment a grayscale image was degraded by a 5-by-5 Gaussian PSF of standard deviation 2.0. Additive noise of variance 87.62 was also added. Figure  3͑a͒ shows the original image, and Fig. 3͑b͒ shows the degraded image. The degraded image has a SNR of 12.58 dB and a LSMSE of 28.13. The degraded image was first restored using a Wiener filter approach. The Wienerrestored image is shown in Fig. 3͑c͒ and has a SNR of 11.66 dB and a LSMSE of 38.69. The image was also restored using the CLS algorithm. Figure 3͑d͒ shows the image restored using Algorithm 1 with a constant factor of = 0.001. It has a SNR of 8.76 dB and a LSMSE of 128.09. Figure 3͑e͒ shows the image restored using Algorithm 1 with a constant factor of = 0.002. It has a SNR of 11.93 dB and a LSMSE of 36.91. The degraded image was also restored using the LSMSE modified cost function. Figure 3͑f͒ shows this image, which has a SNR of 12.45 dB and a LSMSE of 20.76. Once again, it can be seen that Fig.  3͑f͒ is visually closest to the original image. LSMSE confirms visual inspection and indicates that Fig. 3͑f͒ the best restored. Restoration statistics are summarized in Table 3 .
For the third experiment the original flower image was blurred using a 5-by-5 Gaussian blur of standard deviation 2.0. A number of images were created, each suffering a different amount of noise. The images were restored using Algorithm 1, Algorithm 2, and a Wiener filter. For each image the same value of was used in Algorithm 1 and Algorithm 2. This meant that the restored images from Algorithm 1 and Algorithm 2 had the same degree of sharpness, but differed in the level of noise suppression. In this way the effects of the LVMSE term in Eq. ͑10͒ could be examined in isolation. Figure 4 shows the results of this experiment. It can be clearly seen that in terms of the LSMSE, Algorithm 2 outperforms the other algorithms, especially the standard CLS approach, for the same level of sharpness.
For the fourth experiment the original flower image was blurred using a 5-by-5 Gaussian blur of standard deviation 2.0. Additive noise of variance 87.62 was also added. The degraded image was restored using Algorithm 1 and Algorithm 2. In both algorithms, was set to 0.001 to maintain the same level of sharpness. Figure 5͑a͒ shows the results of Algorithm 1. This image is identical to Fig. 3͑d͒ . Figure  5͑b͒ shows the results of Algorithm 2 and is identical to Fig. 3͑f͒ . Next we severed one of the neural interconnections to a neighboring neuron for every neuron in the network. The same connection was severed for each neuron in the network. This would be expected to degrade the performance of the network. Using the same parameters, the restorations were performed again. Figure 5͑c͒ shows the results of restoring the image using Algorithm 1 with a faulty network. The SNR is −4.21 dB, and the LSMSE is 5889.42. Figure 5͑d͒ shows the results of restoring the image using Algorithm 2 with a faulty network. The SNR is 12.15 dB, and the LSMSE is 23.23.
From these results we can see that Algorithm 1 is not very tolerant of errors in weights. The image produced by the faulty network is severely degraded and has poor values of SNR and LSMSE. On the other hand, Algorithm 2 yields almost no visual differences between the image restored using the correct network and the image restored using the faulty network. The image restored using the faulty network has only slightly worse values of SNR and LSMSE than the image restored using the correct network. The reason that Algorithm 2 is more fault-tolerant than Algorithm 1 is the LVMSE term in Algorithm 2. The damaged weights in Algorithm 1 produced streaks in the image. These streaks would cause the pixels in their vicinity to have very high local variances. Since Algorithm 1 does not consider the local regional statistics of the image, the streaks are not suppressed. On the other hand, Algorithm 2 attempts to match local variances in the restored image with an estimate of the original image. The streaks are therefore suppressed by Algorithm 2.
For the fifth experiment a subjective survey of the proposed method was conducted. Six human subjects without image-processing knowledge participated in the evaluation. Due to the small number of subjects in the survey, the following results should be considered anecdotal. However, they do serve to provide some interesting informal data on subjective reactions to the methods proposed.
The two restoration methods compared were CLS with the Hopfield implementation ͑Algorithm 1͒, and the LVMSE ͑Algorithm 2͒. A Gaussian-shaped PSF was used in the experiment; however, the size of the region of support of the PSF was kept at 5 for all of the experiments, making the PSF more like a uniform PSF at standard deviations of 4 and 6. Two images were used in the experiment, and each was blurred by five different sets of distortion parameters.
The first image is shown in Fig. 6͑a͒ . The results of the subjective survey for this image are given in Table 4 . Some example images are shown in Fig. 7 . Figure 7͑a͒-7͑c͒ , show the degraded, CLS-restored, and LVMSE-restored results, respectively, for the case of a PSF standard deviation of 2.0 with additive noise of variance 200. These are the images used for row 3 of Table 4 . Figure 7͑d͒ -7͑f͒ show the degraded, CLS-restored, and LVMSE-restored results, respectively, for the case of a PSF standard deviation of 4.0 with additive noise of variance 100. These are the images used for row 4 of Table 4 .
The second image is shown in Fig. 6͑b͒ . The results of the subjective survey for this image are given in Table 5 .
From these results a number of observations become apparent. Firstly, all of the human subjects picked restorations by Algorithm 2 as superior to the restorations by Algorithm 1 under every level of noise and every standard deviation value of the PSF. For all of the experiments, the LSMSE restoration always gave smaller MSE and LSMSE measurements. An important observation from the results is that as the PSF standard deviation gets larger ͑and hence the degrading blur becomes more severe͒, the difference in MSE or LSMSE by the two methods gets very significant. This indicates that LVMSE restoration is an apparently better choice for severe blur.
Summary
A new error measure was introduced that compares two images by consideration of their regional statistical differ- 6 Original images used in the subjective survey: ͑a͒ image used to obtain the results in Table 4 ; ͑b͒ image used to obtain the results in Table 3 . ͑b͒ Image in ͑a͒ restored using the CLS algorithm. ͑c͒ Image in ͑a͒ restored using the LSMSE-based algorithm. ͑d͒ Figure 6͑a͒ degraded by a 5-by-5 Gaussian PSF of standard deviation 4.0 and noise of variance 100. ͑e͒ Image in ͑b͒ restored using the CLS algorithm. ͑f͒ Image in ͑b͒ restored using the LSMSE-based algorithm.
ences rather than their pixel-level differences. It was found that this error measure gave us more insight into how image quality should be objectively assessed. Using the new error measure, a modified cost function was proposed. An algorithm optimizing this cost function was developed, based on an adaptation of the neural network approach to the constrained least-squared-error method. The proposed cost function was shown to suppress noise strongly in lowvariance regions while preserving edges and high-texture regions of an image. This cost function was shown to perform well when applied to both grayscale and color images. The results of the proposed algorithm were overwhelmingly favored by subjects in a subjective survey conducted by the authors. It was also shown that the proposed iterative algorithm is very robust. A future research direction would be to incorporate into the algorithm information about the correlation between the color coordinates and compare this with existing techniques such as the well-known Wiener filter proposed by Hunt and Kubler. 36 The proposed technique finds its best application to restoration problems when considerations of human perception are more crucial than factors such as signal-to-noise ratio and computational simplicity. Under these circumstances, more complex methods of image restoration that adapt to image content while taking into account subjective evaluation are justified in preference to less complex conventional image restoration methods that concentrate on data fidelity. 
