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Abstrakt 
Diplomová práce se zabývá jednodokumentovou sumarizací textových dat. Část práce je věnována 
přípravě dat, která je tvořena hlavně normalizací. Uvedeny jsou v ní některé algoritmy stemizace 
a obsahuje i popis lematizace. Hlavní část práce je věnována Luhnově sumarizační metodě a jejímu 
rozšíření za pouţití slovníku WordNet. Popsána a implementována byla i Oswaldova metoda. 
Navrţená a implementovaná aplikace provádí automatickou tvorbu abstraktů za pouţití zmíněných 
metod. Byla provedena i sada experimentů, kterými byla ověřena správná funkčnost aplikace.  
 
Abstract 
This thesis deals with one-document summarization of text data. Part of it is devoted to data 
preparation, mainly to the normalization. Listed are some of the stemming algorithms and it contains 
also description of lemmatization. The main part is devoted to Luhn‟s method for summarization and 
its extension of use WordNet dictionary. Oswald summarization method is described and applied as 
well. Designed and implemented application performs automatic generation of abstracts using these 
methods. A set of experiments where developed, which verified correct functionality of the 
application and of extension of Luhn‟s summarization method too.  
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1 Úvod 
Tato diplomová práce se zabývá problematikou automatické tvorby sumarizace z textu. V dnešní 
době, kdy máme velice snadný přístup k obrovskému objemu informací, se jedná o téma více 
neţ aktuální a perspektivní. Dá se předpokládat, ţe do budoucna se bude potřeba efektivního 
vyhledávání a rychlé orientace v těchto datech zvyšovat. Jiţ není moţné všechny tyto informace 
zpracovávat ručně a vyvstala naléhavá potřeba automatické tvorby abstraktů. Ty mohou být třeba 
jen několikařádkové, aby se uţivatel rychle dozvěděl, jestli se dostal ke zdroji informací, které 
poţaduje, aniţ by musel samotný dokument otevřít a procházet ručně. Cílem práce je nastudovat 
problematiku sumarizace textových dat, konkrétně jednodokumentové sumarizace. Část práce 
je věnována i normalizaci textových dat, která je neoddělitelnou součástí samotné sumarizace.  
 Ve druhé kapitole této práce je uvedena samotná definice sumarizace. Dále je v ní popsáno 
moţné dělení sumarizačních metod a různé typy souhrnů, jeţ jsou výsledkem sumarizace. V závěru 
kapitoly jsou uvedena hodnotící kritéria kvality sumarizátorů. 
 Třetí kapitola popisuje modely pouţívané pro reprezentaci textových dokumentů. Význam 
těchto modelů je pro obor zpracování textu zásadní. Převod nestrukturovaných textů na modely 
umoţňuje s textovými dokumenty pracovat jako se strukturovanou informací. V kapitole jsou dále 
popsány různé typy rysů, které jsou v dokumentech zkoumány. Poslední část kapitoly se zabývá 
statistikami zkoumaných dokumentů, na kterých jsou metody aplikované v praktické části této práce 
zaloţeny. 
 Příprava dat pro sumarizaci je náplní kapitoly čtvrté. Velká pozornost je věnována zejména 
stemizaci a lematizaci. Stemizace je proces hledání základní části slov pomocí předem definovaných 
pravidel, zatímco lematizace vrací základní tvar slova, který je vyhledán za pomoci slovníku. Cílem 
obou metod je normalizace slov v různých gramatických tvarech tak, aby bylo moţné najít slova 
sémanticky shodná nebo podobná. Nad takto upravenými daty lze následně získávat statistiky 
popsané v kapitole třetí. 
 Pátá kapitola je věnována samotným sumarizačním metodám. Metody se dělí na jedno 
a vícedokumentové. Tato práce je zaměřena pouze na metody, které pracují vţdy s jedním 
dokumentem, proto jsou zde popsány čtyři základní metody jednodokumentové sumarizace. Těţiště 
této práce je zejména v Luhnově sumarizační metodě. Ta, společně s Oswaldovou metodou, byla 
zvolena i pro implementaci v praktické části. Pro Luhnovu metodu pak bude navrţena optimalizace 
pomocí slovníku WordNet. 
 Kapitola šestá je věnována popisu praktické části této práce. Jsou v ní popsány specifikace 
a návrh aplikace, ve které jsou implementovány vybrané metody. Krátce jsou popsány technické 
prostředky, pomocí kterých byla praktická část realizována. Velká část kapitoly je věnována popisu 
architektury aplikace a popisu implementací sumarizačních metod.  
 Práci uzavírá kapitola popisující experimenty s aplikací. Cílem experimentování bude zjistit 
chování jednotlivých sumarizačních metod v kombinaci s různými normalizačními technikami. Část 
experimentů bude věnována zhodnocení výsledků dosaţených rozšíření Luhnovi metody o výpočet 
frekvence termů za pouţití slovníku WordNet. V jednom z experimentů bude zkoumána moţná 
souvislost mezi pozicí věty v článku a její významností. 
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2 Sumarizace textu 
V této kapitole je vysvětlen samotný pojem sumarizace textu. Dále je zde uvedeno základní dělení 
sumarizačních metod. Část je věnována základní taxonomii sumarizačních metod a moţným 
přístupům k hodnocení výsledků, jeţ lze těmito metodami dosáhnout.  
Sumarizace můţe být prováděna nad různými druhy dat. Tato práce se ovšem omezuje pouze 
na data textová. Následuje definice sumarizace jak je uvedena v [11]: 
Shrnutí může být volně definováno jako text, jež je vytvořen z jednoho nebo 
více dokumentů, a který obsahuje důležitou informaci obsaženou 
v tomto/těchto dokumentu/dokumentech a není delší než polovina původního 
rozsahu, obecně však výrazně méně. Dokumentem pak nemusí být myšlen 
pouze text, ale i záznam řeči, multimediální dokument, hypertext, apod. 
 Problematiku sumarizace lze tedy charakterizovat třemi následujícími větami [11]: 
1. Souhrn je vytvářen z jednoho nebo více dokumentů. 
2. Souhrn by měl zachovat původní informaci. 
3. Souhrn by měl být svojí délkou výrazně kratší neţ původní dokument. 
 
Právě počet dokumentů, z nichţ je sumarizace vytvářena, je jedním z kritérií pro dělení 
sumarizačních úloh do kategorií. Zajištění třetí vlastnosti sumarizací se většinou řeší stanovením 
pevného počtu vět výsledného abstraktu nebo stanovením procentuální části původního rozsahu. 
Délka sumarizace je zároveň dalším kritériem pro dělení sumarizačních metod. Zachování, a vůbec 
vyhledání nejdůleţitější informace obsaţené v článku, je úkolem nejobtíţnějším. Pro identifikaci 
těchto částí textu se mimo jiné vyuţívá statistik získaných z textu nebo dalších metod, které 
nalezneme v [11].  
2.1 Klasifikace sumarizačních metod 
Sumarizační metody mohou být rozděleny do různých kategorií. Záleţí na tom, zda je budeme 
rozlišovat podle povahy jejich výsledku, nebo podle účelu, k němuţ bude výsledný souhrn 
slouţit, anebo způsobu, jakým k výsledku došli. 
2.1.1.1 Typy souhrnů 
Podle povahy souhrnu můţeme sumarizační metody rozdělit na tři typy: 
1. Souhrnem je extrakt - výsledkem metody je text, který je tvořen termy z původního 
dokumentu. Termem můţe být myšleno slovo nebo i celá věta. Extrakt je zpravidla 
výsledkem metod zaloţených na statistickém zkoumání dokumentu. 
2. Souhrnem je abstrakt - výsledkem metody je text, který není tvořen doslovně 
převzatými termy. Abstrakt je vytvořen na základě sémantické analýzy původního 
textu, jeho celky na sebe logicky navazují a je gramaticky správný. 
3. Souhrnem je zestručnění původního textu - metoda z původního textu odstraní 
nepodstatné části. 
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Podle hloubky zkoumání původního textu lze metody rozdělit na [14]: 
1. Metody s povrchním přístupem, jejichţ výsledkem je extrakt. Metody zkoumají 
statistické vlastnosti dokumentu, jako jsou frekvence termů, inverzní frekvence 
termů, místo výskytu termů nebo významnost termů vzhledem k dotazu, který zadal 
uţivatel (sumarizace řízená dotazem). 
2. Metody s hlubším přístupem. Výsledkem můţe být extrakt i abstrakt. Při analýze 
dokumentu je uvaţována i jeho sémantika, vazby mezi jednotlivými částmi 
dokumentu apod. 
 
Rozdělní podle účelu souhrnu [14]: 
1. Hodnotící souhrny - jedná se o kritiky, posudky nebo recenze původního dokumentu. 
Tento typ souhrnu nelze vytvářet automatizovaně, protoţe zachycuje subjektivní 
názory konkrétní osoby, resp. konkrétních osob. 
2. Indikativní souhrny - měly by být velmi krátké. Svoji délkou by měly ale čtenáři 
stačit k tomu, aby byl schopen rozhodnout, zda je pro něj onen dokument zajímavý 
či ne. Svým rozsahem nepřesahuje 10% rozsahu svého textu. 
3. Informativní souhrny - obsahují všechny hlavní témata původního textu. Svým 
rozsahem odpovídají 20% aţ 30% rozsahu původního textu a čtenáři umoţní 
se zběţně seznámit s hlavními tématy dokumentu.  
 
Vzájemná souvislost mezi třemi zmíněnými typy souhrnů je zachycena na obrázku 1. 
Rozsahově si hodnotící a informativní typy odpovídají, zatímco indikativní typ je rozsahově výrazně 
kratší. Z pohledu sémantického je indikativní typ malou podmnoţinou informativního rozsahu a oba 
typy se částečně překrývají s hodnotícím typem. Hodnotící typ se obsahově liší, protoţe jeho cílem 
není zestručnit původní text, ale popsat ho, ohodnotit ho apod. 
 
 
Obrázek  1: Vzájemná souvislost mezi hodnotícím, informativním a indikativním typem souhrnu  
 
Dělení souhrnů podle cílové skupiny uţivatelů [14]: 
1. Obecné souhrny - obsahují všechna témata obsaţená v dokumentu. Slouţí jako 
základní přehled o obsahu dokumentu pro všechny uţivatele, bez ohledu na oblast 
jejich zájmu. 
2. Souhrny založené na dotazu - jedná se o souhrny, které jsou vytvořeny s prioritou 
váhy klíčových slov, která jsou obsaţena v dotazu, jeţ byl zadán uţivatelem.  
3. Souhrny vytvářené podle tématu - souhrn je vytvořen podle zadaného tématu. 
Uţivatel si zvolí oblast jeho zájmu (téma) a na základě tohoto vstupu je mu předloţen 
specifický souhrn. 
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Rozdělení podle počtu dokumentů, z nichţ je souhrn vytvářen: 
1. Jednodokumentové souhrny - souhrn je vytvářen z jediného dokumentu. 
2. Vícedokumentové souhrny - souhrn je vytvářen ze dvou či více dokumentů. Metody 
vícedokumentové sumarizace pak musí řešit problém redundance dat. 
 
Jednotlivé přístupy k dělení sumarizačních metod nejsou navzájem výlučné. Budiţ příkladem 
indikativní Luhnova metoda (viz kapitola 5.1), která můţe být charakterizována jako 
jednodokumentová, obecná, s povrchním přístupem a jejím výsledkem je extrakt. 
2.2 Hodnotící kritéria kvality sumarizátoru 
Pro účel hodnocení kvality jednotlivých přístupů a metod automatického vytváření souhrnů je třeba 
definovat hodnotící kritéria. Pomocí těchto kritérií jsme pak schopni kvantifikovat vlastnosti souhrnů 
a tudíţ je i porovnávat. V [14] jsou definovány následující kritéria pro hodnocení: 
 Sémantická informativnost - do jaké míry se podařilo zachovat informaci obsaţenou 
v původním textu. 
 Souvislost textu - do jaké míry je zachována logická, gramaticky korektní 
a sémantická návaznost textu.  
 Kompresní poměr - udává podíl mezi délkou souhrnu a délkou původního textu.  
 
Nabízí se zamyšlení nad souvislostí jednotlivých kritérií. Je pravděpodobné, ţe mezi 
kompresním poměrem a sémantickou informativností bude nepřímá úměrnost.  
Způsoby hodnocení 
Dle [14] lze souhrny hodnotit třemi různými způsoby. Prvním je srovnání textu souhrnu s textem 
původního dokumentu. Dalším způsobem je porovnání výsledného souhrnu se souhrnem, který byl 
vytvořen ručně nebo s abstraktem článku, jehoţ autorem je sám autor článku. A posledním způsobem 
je porovnání souhrnu s výsledky ostatních sumarizačních metod.  
 Metody hodnocení mohou být dále rozděleny na [14]: 
 Přímé metody - souhrn je porovnán přímo s obsahem textu nebo s jeho ručně 
vytvořeným souhrnem. Hodnotí se gramatická správnost, tematická 
obsaţnost, logická návaznost stavebních jednotek abstraktu (vět) a gramatická 
správnost.  
 Nepřímé metody - hodnotí se míra pouţitelnosti souhrnu pro poţadovaný účel 
(souhrny řízené tématem, vyhledávání na základě zadaného dotazu, filtrování).  
 
Je třeba brát v potaz, ţe prakticky nelze definovat pojem ideálního souhrnu. Kvalita souhrnu 
je relativní a záleţí na konkrétním kontextu pouţití a účelu souhrnu. Skvěle pouţitelný souhrn 
vytvořený na základě dotazu uţivatele ve většině případů nebude pouţitelný jako obecný souhrn pro 
získání základního přehledu o článku a v něm obsaţené informaci. V případě pouţití přímých metod 
hodnocení je otázkou, jaké kvality dosahuje ručně vytvořený abstrakt, s nímţ je ten automaticky 
generovaný srovnáván.  
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3 Modely pro reprezentaci a rysy 
textových dokumentů 
Pro práci s dokumenty je často nezbytné, abychom zavedli jednotnou reprezentaci textových dat. 
K tomuto účelu slouţí různé modely. Jako příklad můţeme povaţovat vektory termů, které jsou dále 
popsány v podkapitole 3.1 této kapitoly. Existují i další, jeţ zmíním hned z počátku kapitoly. V této 
kapitole bude také uvedeno několik operací, které se při práci s modely často vyskytují. 
Výčet a stručný popis modelů reprezentace dokumentů [19]: 
 Booleovský model – dokument je reprezentován termy tvořenými jednotlivými slovy 
nebo krátkými slovními spojeními. Často se pouţívá k dotazování pomocí 
booleovských operátorů. Výsledkem je vţdy jedna ze dvou diskrétních hodnot 
a to 0 nebo 1. Model však není dostatečně „pruţný“, protoţe při jeho pouţití nejsme 
schopni určit míru podobnosti dvou dokumentů.   
 Pravděpodobnostní modely – staví na teorii pravděpodobnosti. Podobnost dokumentu 
a zadaného dotazu se zjišťuje výpočtem pravděpodobnosti. Více viz [20].  
 Vektorové modely – jde o reprezentace dokumentů pomocí vektorů (podrobnější 
popis vektorového modelu viz kapitola 3.1). Na obrázku 2 je znázorněn vektorový 
prostor, který obsahuje tři různé dokumenty. Kaţdý dokument je reprezentován 
vektorem termů. 
 
 
Obrázek  2: Vektorový prostor 
3.1 Vektory termů 
Pro popis dokumentu vyuţijeme mnoţinu reprezentativních klíčových slov, které se nazývají index 
termy. Kaţdý term můţe mít podobu jednoduchých slov nebo třeba i frází. Dokument pak bude 
reprezentován vektorem těchto termů v následujícím formátu: 
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                 , (3.1) 
kde kaţdé    značí jeden term přiřazený danému dokumentu  . Stejně tak i uţivatelem zadaný dotaz 
můţe být reprezentován takovýmto vektorem:  
                 ,  (3.2) 
kde    představuje právě jeden term z dotazu  . 
 Dále si zaveďme rozšíření těchto definicí tak, aby vektor obsahoval vţdy seznam všech termů 
a zároveň jejich váhy tak, aby bylo zajištěno rozlišení váhy jednotlivých termů. Pak    , respektive 
   , značí váhu termu   , respektive   , ve zkoumaném dokumentu   nebo v dotazu  . Podle [4] 
můţeme potom psát následující vztah: 
                           . (3.3) 
A analogicky lze zapsat vztah pro ohodnocení uţivatelem zadaného dotazu: 
   (                      )  (3.4) 
Rozlišujeme několik vektorových prezentací dokumentu. Liší se způsobem, jakým 
je reprezentována hodnota daného termu v dokumentu (čerpáno z [19]): 
 Binární reprezentace – vyskytuje-li se term v dokumentu (je jedno kolikrát), bude mít 
váha jeho vektoru hodnotu 1. Pokud se nevyskytuje ani jednou, bude hodnota 0. 
 Frekvenční reprezentace (TF, term frequency) -  hodnota váhy příslušejícího termu 
je odvozena od počtu výskytů termu v dokumentu. Pro objektivnější výsledky můţe 
být hodnota normalizována délkou daného dokumentu.  
 TF-IDF (Term Frequency - Inverse Document Frequency) – na rozdíl od předchozí 
metody určuje váhu v kontextu všech dokumentů. Podrobněji bude popsáno dále. 
3.2 Rysy dokumentů 
Jednou z neoddělitelných součástí většiny úloh zabývajících se zpracováním textu je vytvoření 
zjednodušené reprezentace původního textu, která jeho nestrukturovanou formu převede 
do strukturované reprezentace. Touto reprezentací můţe být zjednodušená podmnoţina rysů 
dokumentu, která je pak nazývána modelem pro reprezentaci dokumentu. Vlastnosti 
modelu pro reprezentaci dokumentu musí úloha zohlednit ve svém návrhu. Volba správného modelu 
reprezentace můţe mít i zásadní vliv na výkon a efektivitu systému. 
 Příčinou pouţití výše popsaného modelu pro reprezentaci dokumentu nahrazující původní 
text je nutnost stanovení správné míry mezi redukcí počtu rysů dokumentu při současném zachování 
sémantického obsahu dokumentu. Důleţitý je správný výběr rysů. Ty nakonec utvoří model pro 
reprezentaci. Nejznámějšími typy rysů jsou [21]: 
 Znaky - jsou stavebním kamenem vyšších rysů (slova, termy, koncepty). 
Reprezentace dokumentů zaloţené na tomto typu rysu mohou být tvořeny mnoţinou 
všech znaků dokumentu nebo nějakou jeho vyfiltrovanou podmnoţinou. Hlavním 
problémem těchto reprezentací je prakticky úplná ztráta informace obsaţené  
v dokumentu.  
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 Slova - jsou povaţována za základní sémantickou jednotku. Reprezentace postavené 
na tomto typu rysu mohou obsahovat aţ jeden rys pro kaţdé slovo 
dokumentu. Dokument je pak reprezentován úplnou mnoţinou jeho slov. Běţně jsou 
ale pouţívány techniky optimalizace pro sníţení dimenzionality rysů, např. 
odstranění stop slov (viz kapitola 4.2) a čísel. 
 Termy - představují jednotlivá slova, sousloví nebo fráze původního textu. Jejich 
výběr závisí na pouţitém algoritmu. Obecně je ale snaha hledat takové termy, které 
nejlépe reprezentují původní dokument. Výsledný reprezentující model je tedy tvořen 
podmnoţinou termů dokumentu.  
Při extrakci termů je často zmiňován pojem normalizace termu - jde o převod 
termu pomocí stemizace nebo lematizace (viz kapitola 4.3) na jeho normalizovanou 
formu. Metody vytvářející model dokumentu následně vybírají podmnoţinu 
normalizovaných termů, která nejlépe reprezentuje informaci obsaţenou 
v dokumentu. Výsledkem je reprezentace sémanticky obsaţnější a menší neţ je tomu 
v případě reprezentací vyuţívající jako rysy slova.  
 Koncepty - jsou rysy generované kategorizací. Z textu jsou extrahována 
slova, víceslovná spojení, věty nebo i větší syntaktické celky, které jsou posléze 
přiřazeny konkrétnímu konceptu.  
 
Ze všech zde zmíněných rysů mají nejlepší úroveň sémantické obsaţnosti termy a koncepty. 
Dalším důleţitým aspektem je velikost výsledné mnoţiny rysů. Ta je v případě termů a konceptu 
menší, neţ je tomu u znaků a slov. 
3.3 Statistiky dokumentu 
V této podkapitole popíši několik způsobů získávání vah pro jednotlivé termy. Existují takové 
metody, které vyuţívají naivní způsob a váhy odvozují pouze od počtu výskytu daného klíčového 
slova (termu) dokumentu. Jiné však uvaţují význam termu i v kontextu všech dalších zpracovávaných 
dokumentů. To má velký význam zejména při vícedokumentové sumarizaci, a proto se tu budeme 
zabývat i těmito metodami. 
TF (Term Frequency) 
Metoda zaloţená pouze na počtu výskytů daného termu v dokumentu. Je definována následujícím 
vztahem: 
              (5.1) 
kde   je hledaný term a   zkoumaný dokument, ve kterém je počet výskytů termu hledán. Toto 
ale není dostatečné, protoţe metoda nebere v potaz délku dokumentu. Dva výskyty termu 
v dokumentu dlouhém několik stran A4 mohou být významnější neţ deset výskytů v jednom krátkém 
odstavci. Uvedený nedostatek je jedním z důvodů, proč se zavádí relativní frekvence získaná 
normalizací původní hodnoty. 
Metod normalizace existuje více, jednou z nich je například normalizace zaloţená 
na maximální frekvenci, která je definována vztahem: 
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 , (5.2) 
kde            značí frekvenci termu, která je pro daný dokument nejvyšší. 
IDF (Inverse Document Frequency) 
Jak uţ bylo zmíněno výše, potřebujeme váhu termu určovat v kontextu všech dokumentů zahrnutých 
v sumarizaci. K tomuto slouţí právě tato míra získaná vydělením celkového počtu dokumentů počtem 
dokumentů obsahujících daný term. Term, který je méně frekventovaný v rámci všech 
dokumentů, je více diskriminativní. Vztah pro výpočet je následující: 
               (
 
 
), (5.3) 
kde   je celkový počet dokumentů a   je počet dokumentů, ve kterých se term   vyskytuje. 
TF-IDF  
Jedná se o metodu sloţené heuristiky, která kombinuje vlastností obou předchozích metod TF a IDF. 
Termu je přiřazena vysoká váha, pokud má vysokou frekvenci výskytů v rámci daného dokumentu 
a zároveň je selektivní (málo frekventovaný v rámci všech dokumentů) mezi všemi dokumenty. Díky 
tomu je metoda vhodná pro odfiltrování v dokumentech se často vyskytujících termů.  
                           , (5.4) 
kde   je term a   zkoumaný dokument. Výsledkem je tedy součin počtu výskytů termu v daném 
dokumentu a jeho váhy v kontextu ostatních dokumentů. Takovéto získávání vah je pak pouţito 
ve vektorovém modelu společně s kosinovou podobností tak, jak bylo popsáno výše. 
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4 Příprava dat 
Kapitola pojednává o metodách přípravy textových dat pro další zpracování. Předzpracování 
je nezbytným krokem v procesu sumarizace textových dat, který textová data převede 
do normalizované formy, ze které je následně vytvořen model reprezentující původní dokument.  
Tento model lze chápat jako strukturovanou informací nestrukturovaného textu.  
4.1 Tokenizace 
Na text dokumentu můţeme pohlíţet jako na sekvenci znaků, coţ není příliš vhodná reprezentace 
dat pro jejich další zpracování. Tuto sekvenci znaků můţeme pomocí tokenizace „rozsekat“ na kratší 
sekvence znaků, tzv. tokeny. Token můţeme definovat jako konkrétní sekvenci znaků (v daném 
dokumentu) tvořící sémantickou jednotku. Uveďme si další dva důleţité pojmy [3]: 
 typ - třída všech tokenů obsahující stejnou sekvenci znaků, 
 term - normalizovaný typ. 
 
Jako příklad výše popsaného můţe být věta to sleep perchance to dream, která obsahuje 
5 tokenů, ale pouze 4 slova (typ to má ve větě dvě instance). Po normalizaci věty a odstranění stop 
slov (viz následující podkapitola) zbydou tři termy (sleep, perchance, dream). 
4.2 Odstranění „stop slov“ 
Nejčastěji se vyskytující slova většinou nejsou nositeli ţádné relevantní informace a nemusejí tedy 
být povaţována za termy. Takové slovo je nazýváno pojmem stop slovo. Příkladem mohou 
být slova: the, a, of, for, in, … Pro představu uvádím ukázku stop slov, která se vyskytují v knize Tom 
Sawyer [12], viz tabulka 1: 
 
Slovo Počet 
the 3332 
and 2972 
a 1775 
to 1725 
of 1440 
was 1161 
it 1027 
in 906 
that 877 
he 877 
Tabulka 1: Seznam stop slov z knihy Tom Sawyer 
Z tabulky je vidět, ţe ani jedno z uvedených slov nenese důleţitou informaci, podle 
níţ se rozhoduje o výběru věty, která je pak součástí výsledného textu abstraktu. Stop slova bývají 
odstraňována na základě seznamu stop slov. Tato úprava značně sniţuje velikost dat, nad kterými 
systém pracuje. 
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4.3 Normalizace 
Dalším krokem v přípravě dat je normalizace tokenů. Díky normalizaci jsme schopni seskupovat třídy 
tokenů, které byly při tokenizaci vytvořeny pouze díky odlišnému gramatickému tvaru významově 
stejného nebo podobného slova. Pomocí normalizace později dostaneme sémanticky hodnotnější 
a kompaktnější model reprezentující původní dokument. 
 Stemizace 4.3.1
Není-li uvedeno jinak, tak je v následujících podkapitolách čerpáno z [6]. Díky některým 
gramatickým jevům, jako je například časování, se slova v dokumentech vyskytují v různých tvarech. 
Příkladem mohou být slova respect, respects a respecting a nebo slova významově příbuzná jako 
např. democracy, democratic a democratization [3]. Stemizace je proces, při kterém se pro kaţdé 
slovo hledá jeho základní tvar. Tím je moţné zvýšit jednoznačnost reprezentace dokumentu, sníţit 
výpočetní náročnost algoritmů a zlepšit dosahované výsledky sumarizačních. Kvalitní výsledky 
stemizačních metod umoţňují co nejpřesnější výpočet frekvence termů. Proces automatického hledání 
kořene slov se anglicky nazývá „stemming“, zde bude označován počeštěným výrazem „stemizace“. 
 Slovo nemusí být nezbytně převáděno na svůj jazykově korektní slovní kořen. To je úkolem 
lematizce, kterou se zabývá kapitola 4.3.2. Důleţité je, ţe je tím umoţněno dohledání významově 
příbuzných slov v textu, například [3]:  
 am, are, is → be, 
 car, cars, car‟s, cars„ → car. 
 
Výsledek po aplikaci na větu by pak mohl vypadat takto: 
 the boy‟s cars are different colors → the boy car be differ color. 
 
Proces samotné stemizace lze pak řešit pomocí několika různých přístupů, například pouţitím 
slovníku se slovními kmeny nebo předem definovaného seznamu přípon. Algoritmy se dělí 
na ty odstraňující předponu/příponu slova, na algoritmy zaloţené na statistických datech získaných 
z původního textu a poslední skupinou jsou algoritmy smíšené. 
Chybové metriky 
Stemizace slov je zaloţena na odstraňování různě velkých přípon. Takovýto přístup můţe způsobovat 
následující chyby [22]: 
 Overstemming - pro dvě odlišná slova s různými kořeny je výsledkem stejný stem. 
Tento případ je označován jako false positive. 
 Understemming - pro dvě slova se stejným kořenem jsou výsledkem různé stemy. 
Jedná se o situaci označovanou jako false negative. 
 
Cílem by vţdy mělo být minimalizovat obě chyby. V [23] je prokázáno, ţe algoritmy tíhnoucí 
k odstraňování spíše kratších koncovek slov (light stemming) způsobují více chyb typu 
understemming a méně chyb typu overstemming. U algoritmů odstraňujících větší části slova (heavy 
stemming) je tomu právě naopak.   
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4.3.1.1 Algoritmy odstraňující přípony 
Algoritmy zaloţené na aplikaci sady transformačních pravidel pro odstranění přípon či předpon. První 
z nich byl Lovinsův algoritmus, nejrozšířenější je potom algoritmus Porterův. Nevýhodou této 
skupiny algoritmů je nutnost předchozí znalosti morfologie jazyka.  
Naivní algoritmy 
Jednoduchým způsobem získání stemu  je „ořezávání“ slov na předem definovaný maximální počet 
znaků. Takovýto přístup je pouţíván zejména pro vyhodnocování výsledků stemovacích algoritmů. 
Dále je moţné uvést algoritmus S-stemmer, jenţ převádí anglická podstatná jména z mnoţného čísla 
na jednotné na základě sady pravidel a k nim příslušejících podmínek. 
Porterův algoritmus 
Jedná se o nejčastěji zmiňovaný a pouţívaný algoritmus pro stemizaci. Je pouţitelný nejen 
pro anglický jazyk [24]. Podle [3] patří i mezi ty nejefektivnější. Algoritmus je zaloţen na seznamu 
přípon s předem definovanými pravidly. Odstranění přípony je pak podmíněno splněním všech 
pravidel přidruţených k dané příponě. 
Porterův algoritmus se skládá z několika fází, jeţ jsou aplikovány v definovaném pořadí jedna 
po druhé. V kaţdé fázi jsou vybírána pravidla (ze skupin pravidel), která jsou aplikovatelná 
na nejdelší moţnou příponu slova. Z [3] uvádím několik příkladů pravidel a jejich aplikace: 
 
Pravidlo    Příklad užití   
SSES → SS  caresses → caress 
IES → I  ponies → poni 
SS → SS  caress → caress 
S →   cats → cat 
Tabulka 2: Ukázka pravidel Porterova algoritmu [3] 
Pravidla z dalších fází vychází z délky slova. Podle té je kontrolováno, zda je slovo stále 
dostatečně dlouhé, aby bylo postoupeno aplikaci dalších pravidel. 
Lovinsvé algoritmus 
V [6], odkud je i čerpáno, se tento algoritmus uvádí jako úplně první popis automatické 
stemizace, o který se zaslouţila Julie Beth Lovins. Základ algoritmu tvoří: 
 260 moţných přípon, 
 30 podmínek, 
 34 transformačních pravidel. 
 
Kaţdá z přípon je spjata s jednou z podmínek, která musí být pro samotnou aplikaci pravidla splněna. 
Kompletní seznam přípon, podmínek a pravidel je moţné najít v příloze dokumentu [6]. Proces 
stemizace pomocí této metody je sloţen ze dvou částí - v první fázi je ze slova odstraněna nejdelší 
přípona odpovídající jedné z přípon v definovaném seznamu (při splnění podmínky) a ve druhé můţe 
být aplikováno jedno z transformačních pravidel. Postup stemizace slova nationally (podle [5]): 
1. Ze seznamu přípon odpovídají 2, a sice ationally (podmínka: stem musí být delší 
jak 3 znaky) a ionally (bez podmínky). 
2. Pro první příponu není splněna podmínka, je tedy vybráno druhé pravidlo 
a výsledkem je nat. 
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3. Ţádné z transformačních pravidel není aplikovatelné, nat tedy zůstává konečným 
výsledkem. 
    
Úlohou transformačních pravidel je odstranění zdvojených souhlásek (kissing → kiss 
→ kis), nepravidelných mnoţných čísel (loaf → loaves) apod. Algoritmu je vyčítána absence 
některých přípon, coţ je přičítáno ovlivněním autorky dlouholetou působností v technické oblasti 
vědy [5]. Výhodou je naopak vysoká rychlost algoritmu, kde předčí i Porterův algoritmus. 
Paice/Husk algoritmus 
Algoritmus pouţívající mnohem obsáhlejší seznam přípon, neţ je tomu v případě Porterova 
algoritmu. Seznam obsahuje přibliţně 1200 záznamů. Ty jsou organizovány ve stromové struktuře 
zajišťující rychlé vyhledávání. Stemizace probíhá iterativně a pouţívá jednu tabulku pravidel, která 
mohou definovat nahrazení přípony za jinou nebo její úplné odstranění.  
 V kaţdé iteraci je aplikováno pravidlo podle shody na poslední písmenko slova 
a při neúspěšném vyhledávání je proces ukončen. Iterování i při splnění jedné z následujících 
podmínek: 
 slovo začíná samohláskou a zbývají pouze dva další znaky 
 slovo začíná souhláskou a zbývají tři znaky 
 
Ve článku [5], z něhoţ bylo v této podkapitole čerpáno, se uvádí přílišná „agresivita“ toho 
algoritmu způsobující, ţe výsledné stemy mohou být kratší, neţ při pouţití Porterova algoritmu.  
V důsledku přílišného zkracování mohou   
4.3.1.2 Statisticky založené algoritmy 
V této kapitole je popsáno několik algoritmů, které jsou zaloţeny na statistikách získaných 
z textu, jehoţ slova jsou stemována. 
N-gram algoritmus 
Nevýhodou algoritmů zmíněných v předchozí podkapitole je jejich zaměření na jeden specifický 
jazyk. V této podkapitole, kde čerpám z [8], je popsán algoritmus na jazyce nezávislý a zaloţený 
na vyuţití N-gramů. Jedná se vlastně o vytváření tokenů skládajících se z N po sobě jdoucích znaků 
původního slova. Autoři algoritmu při experimentech pouţili zejména 4-gramy a 5-gramy. 
Analýzou slov dokumentu je získána distribuce N-gramů v dokumentu, které mohou 
představovat navzájem se překrývající sekvence znaků. Protoţe kořeny slov se budou vyskytovat 
méně často neţ přípony slova, je k jejich nalezení moţné pouţít například IDF (Inverse Document 
Frequency), viz kapitola 3.3. Jako příklad uvádím frekvenci výskytů 4-gramů slova juggling: 
 
N-gram Počet výskytů 
_jug 681 
jugg 495 
uggl 6775 
ggli 3003 
glin 4567 
ling 55210 
ing_ 106463 
Tabulka 3: Frekvence výskytů 4-gramů slova juggling [5]  
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Z tabulky lze vyčíst, ţe mnohem vyšší počet výskytů v dokumentu mají koncovky slova - jejich IDF 
by tedy mělo mnohem niţší hodnoty neţ samotný kořen slova jug. Takovýto přístup je pouţitelný 
bez závislosti na konkrétním jazyce. Nevýhodou je ovšem vyšší výpočetní náročnost. 
YASS algoritmus 
Název pochází z anglického Yet Another Suffix Striper a autorem algoritmu je Prasenjit Majumder 
a spol. [9]. Algoritmus na problém hledání kořene slova pohlíţí jako na problém hledání předem 
neznámého počtu shluků. Takovéto úlohy se obecně řeší pomocí funkce měřící vzdálenost mezi 
jednotlivými shluky a vzdálenost mezi prvky obsaţenými ve shluku a jeho středem. Proces hledání 
shluků zpravidla probíhá iterativně do té doby, neţ se zařazení prvků do shluků ustálí. Výsledné 
shluky jsou pak povaţovány za třídy ekvivalence a jejich středy za stemy. Autoři vytvořili několik 
měr, kterými pozitivně ohodnocují přípony s delší shodou a naopak negativně ty s kratší. Budeme-li 
uvaţovat dva řetězce X = x0x1…xn a Y = y0y1…yn. Jednoduchá hodnotící funkce by pak mohla mít 
následující tvar: 
    {
                                       
                                                                         
 (4.1) 
Vzdálenostní funkce by byla následující: 
        ∑
 
  
 
   
   (4.2) 
Dále musí být empiricky stanoven práh pro rozhodnutí příslušnosti prvku do shluku. Plusem 
algoritmu je jeho nezávislost na jazyce, ve kterém je zkoumaný text napsán. Jako nevýhoda algoritmu 
je uváděna jeho vysoká výpočetní náročnost pro rozsáhlé texty. Podle [9] bylo za pouţití tohoto 
algoritmu dosaţeno téměř stejně dobrých výsledků jako při pouţití Porterova algoritmu.  
Stemizace založená na korpusu 
Cílem tohoto přístupu je odstranění jedné z velké nevýhod stemovacích algoritmů zaloţených pouze 
na statistikách slov dokumentu. Onou nevýhodou je neschopnost rozlišovat slova s podobnou syntaxí 
ale naprosto odlišnou sémantikou - například slova news a new jejichţ výsledkem je stem new. Přitom 
se obě slova významově liší. Problémem je i rozdílná kvalita výsledku v závislosti na typu korpusu. 
Například slova stock, stocks, stocking apod. budou mít ve článcích z Wall Street Journal1 jiný 
význam, neţ bychom mohli očekávat [6].  
Autoři algoritmu navrhli způsob korekce zmíněného chování statistických stemizačních 
algoritmů. Tato korekce je zaloţena na vytvoření tříd ekvivalence za pomoci běţných stemizátorů 
a následného navrácení některých stemů do (téměř nebo úplně) původního tvaru na základě jejich 
společného výskytu v korpusu. Algoritmus pomáhá předcházet obecně známých milných výsledků 
jako jsou například slova policy/police (česky policie a postoj, resp. strategie) - pravděpodobnost 
jejich společného výskytu je totiţ nízká. Autoři popisují úspěšné pouţití algoritmu při aplikaci na tři 
anglické a jeden španělský korpus. „Revize“ stemů pak většinou měla za výsledek původní tvar slova.   
                                                   
1 The Wall Street Journal je celosvětový finanční deník. Domovská stránka: http://europe.wsj.com 
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 Lematizace 4.3.2
Lematizace, stejně jako stemizace, má za cíl převod slova do jeho základní formy [3]. Od stemizace 
se liší vyuţitím slovníku slov a morfologické analýzy slova. Výsledkem je pak slovo v základní 
formě nebo ve formě vyskytující se ve slovníku. Normalizované slovo je označováno pojmem lemma 
(heslo). Srovnání lematizace a stemizace demonstruje následující příklad: 
 moţný výsledek stemizace slova saw by bylo opět slovo saw 
 zatímco výsledkem lematizace by byl infinitiv see 
 
 Další rozdíl mezi oběma přístupy je neschopnost stemizace rozlišovat slova se stejným 
kořenem, ale jiným významem. To můţe být příčinou sníţené přesnosti výsledného abstraktu. 
Lematizace „umí“ slovo, díky pouţití slovníku (např. WordNet), převést do jeho morfologicky 
korektní základní formy. Stemizaci tedy pak můţeme chápat pouze jako aproximaci lematizace. 
Sémantické sítě WordNet 
Pojmem WordNet jsou označovány sémantické sítě slov. Jsou to lexikální databáze, ve kterých jsou 
slova organizována do shluků podle jejich významu. Vztahy mezi slovy zachycují jejich sémantické 
a lexikální vztahy.   
 Konkrétním případem je slovník WordNet2 z Princetonské univerzity. V databázi WordNet 
jsou uloţena podstatná jména, přídavná jména, slovesa a příslovce. 
 
 
 
  
                                                   
2 Domovská stránky tezauru WordNet pro anglický jazyk je http://wordnet.princeton.edu/ 
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5 Sumarizační metody 
 
První z metod pouţívaných k automatickému vytváření sumarizace z jediného dokumentu vycházely 
z předpokladu, ţe tok informací, který se v něm nachází, není uniformní. Identifikace důleţitých částí 
textu byla většinou odvozena od pozičních vlastností slov, resp. vět anebo ze statistických vlastností 
dokumentu.   
Mezi nejznámější techniky patří Luhnova metoda, která byla vytvořena v padesátých letech 
20. století H. P. Luhnem. Tato metoda odvozuje význam jednotlivých slov podle frekvence jejich 
výskytů v textu. Tato klíčová slova jsou pak podle této frekvence seřazena, přičemţ nejvyšší počet 
výskytů vyjadřuje nejvyšší váhu. Následně se vyberou klíčová slova s váhou vyšší neţ zvolený práh. 
Dalším krokem je zjišťování shluků klíčových slov ve větách, které obsahují méně jak 4 neklíčová 
slova. Poté se vypočtou váhy shluků a vět, na základě kterých se vyberou věty určené k vytvoření 
abstraktu. Podrobněji se touto metodou zabývám v následující podkapitole. 
Další z výzkumů v IBM zvolil pro vyhledávání významných částí dokumentů jiný 
přístup, a sice odvození významnosti věty podle její pozice v textu. Ze zkoumání 200 článků 
vyplynulo, ţe v 85% případech byla věta obsahující nejdůleţitější informaci uvedena jako první 
a naopak v 7% případů to byla věta poslední. Jedná se o naivní, ale velmi efektivní metodu. 
Tato metoda je blíţe popsána v podkapitole 5.2.   
Pokročilejší metody, které byly představeny většinou v 90. letech minulého století, vyuţívají 
strojové učení, Bayesův klasifikátor, rozhodovací strom, skryté Markovovy modely, neuronové sítě 
a jiné přístupy. 
5.1 Luhnova metoda 
V dubnu roku 1958 byl v časopise IBM Journal of Research and Development otištěn článek 
zabývající se automatickou tvorbou abstraktu textů, jehoţ autorem byl H. P. Luhn. Z toho článku [1] 
je čerpáno i v následující kapitole. Prakticky všechny zdroje zmiňují právě popisovanou metodu jako 
průlomovou v oblasti počítačové tvorby abstraktů. Tato metoda je zaloţena na výběru vět, které svým 
obsahem nejlépe reprezentují text, do něhoţ samy patří. Věty jsou vybírány na základě jejich 
statistických vlastností, coţ bude popsáno později. Metoda je zaloţena na citaci vlastních autorových 
vět. 
Luhn vyuţil zaběhlého pouţívání abstraktů článků z různých oborů vědy a techniky a svůj 
výzkum zaměřil právě tímto směrem. 
 Faktor významnosti 5.1.1
Pro výběr těch správných vět z článku, ze kterých se bude skládat výsledný abstrakt, potřebujeme 
najít způsob, jímţ budeme věty ohodnocovat. Na základě tohoto ohodnocení jsme následně schopni 
věty srovnávat a vybírat ty nejlépe vystihující informaci obsaţenou v plném znění textu. Ohodnocení 
vět bude vznikat na základě jejich významnosti. 
Významnost věty se pak vyvozuje z analýzy slov v ní obsaţených. Analýza je sloţena ze dvou 
hlavních aspektů, které dohromady tvoří faktor významnosti. Zmíněné aspekty jsou následující: 
 frekvence výskytu slov ve článku, jenţ určuje jeho významnost, 
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 a relativní pozice slov (ohodnocených svojí významností) ve větě slouţící jako základ 
pro určení významnosti věty samotné. 
 Množina významných slov 5.1.2
Měření významnosti jednotlivých slov se opírá o přirozené chování pisatele článku, jenţ v textu často 
opakuje slova týkající se probíraného tématu. Z opakovaného výskytu slov pak lze vyvozovat jejich 
vyšší význam. Navíc, čím častěji se klíčová slova vyskytují ve větě pohromadě, tím je jejich význam 
dále zdůrazněn. Zde je ale potřeba odlišit slova jako jsou spojky, předloţky - ty plní nezbytnou úlohu 
pro sémantické spojování významných slov, nenesou však samotnou informaci obsaţenou 
v článku, a proto na jejich základě nemůţeme odvozovat celkovou váhu věty. Takováto slova 
se označují jako stop slova nebo anglicky jako common words, resp. stop words.   
5.1.2.1 Slovní tvary 
Zmíněný postup k odvozování významnosti slov nezohledňuje slovní tvary a gramatiku jazyka. 
Z toho lze vyvodit, ţe např. slova derive, derivable, derivate, derivation a derivational 
lze interpretovat jako jedno a totéţ slovo. Jsou tedy ignorovány logické a sémantické vazby mezi 
slovy, jenţ pisatel v textu uţívá. Takovýto přístup Luhn opodstatňuje povahou technických 
textů, kde je malá pravděpodobnost, ţe jedno slovo bude pouţíváno ve více významech nebo 
naopak, ţe by více různých slov bylo pouţito pod stejným významem. I přes snahu pisatele textu 
vyhýbat se opakovanému pouţití stejných slov záměnou za synonyma, se nakonec kvůli nedostatku 
vhodných alternativ ubere k opakování stejných pojmů.  
S ohledem na výše zmíněné pak lze sestavit seznam slov sestupně seřazený podle počtu 
výskytů v samotném textu. Slova s nejvyšší frekvencí výskytu pravděpodobně představují zmíněná 
stop slova (stop words) a svým významem mohou být povaţována za šum. Stop slova mohou 
být odstraněna ještě před samotným vytvářením seznamu významných slov. To se provádí kontrolou 
na přítomnost zkoumaného slova v předem definovaném seznamu stop slov. Pokud se slovo 
v seznamu nachází, tak se dále nepovaţuje za potenciálně významné. Dalším moţným přístupem 
je stanovení maximální přípustné frekvence výskytu. Pokud je tato frekvence překročena, je slovo 
povaţováno za šum. Na obrázku 3 je tato hranice znázorněna svislicí C. Pouze slova napravo od této 
hranice jsou povaţována za významná. Stejně tak můţe být stanovena i hranice pro minimální 
poţadovaný počet výskytů. Tato hranice, v obrázku 3 znázorněna svislicí D, určuje, jestli slovo ještě 
můţe být povaţováno za významné. Hranice by mohly být stanoveny např. jako spodních a horních 
20% slov seznamu slov (na obrázku 3 osa x) nebo ručně na základě zkušeností získaných z pokusů 
se sumarizátorem.  
Křivka E na obrázku 3 naznačuje míru významnosti slov. Je zřejmé, ţe se nalevo od svislice 
C se mohou vyskytovat i slova, která nejsou stop slovy. Příkladem by mohlo být anglické slovo cell 
(česky buňka), vyskytující se velmi často ve článku z oboru biologie. Takové slovo pak ztrácí 
vlastnost nositele významné informace, díky nízké schopnosti diskriminace. 
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Obrázek 3: Četnost slov a jejich významnost [1] 
 
 Množina významných vět 5.1.3
Jak jiţ bylo zmíněno výše, zde popisovaná metoda je zaloţena pouze na statistických vlastnostech 
textu. V potaz nejsou brány významy slov ani myšlenky utvořené jejich uţitím ve větách. Luhn 
vychází z předpokladu, ţe koncentrovanější výskyt klíčových slov ve větě je ukazatelem na jejich 
vyšší významnost. Na základě toho pak tvrdí, ţe věta, kde je nejvyšší počet výskytů navzájem 
různých významných slov v nejmenší vzdálenosti, s největší pravděpodobností nejlépe reprezentuje 
původní obsah textu. Vyšší sémantický význam slov vyskytujících se pohromadě v navzájem 
co nejmenší vzdálenosti je vyvozen z charakteristiky mluveného a psaného slova, coţ Luhn popisuje 
v [1]. 
 Míra významnosti věty je odvozena od počtu významných slov v ní se vyskytujících a z jejich 
vzájemné lineární vzdálenosti. Vzdálenost je dána počtem nevýznamných slov, která se mezi nimi 
vyskytují. Kaţdé z vět je následně přiřazena váha a zvolený počet nejlépe ohodnocených vět pak tvoří 
automaticky vytvořený abstrakt. 
 Jak Luhn v [1] zdůrazňuje, při statistickém získávání výše popsaných kritérií pro ohodnocení 
vět, je sledovaným ukazatelem vzájemná vzdálenost mezi klíčovými slovy a ne distribuce slov 
ve větě. Proto jsou ve větě hledány shluky klíčových slov, jejichţ hranice je utvořena klíčovým 
slovem na kaţdé straně. Obecně je pak definována maximální moţná vzdálenost mezi těmito 
hranicemi. Vzdáleností se rozumí maximální moţný počet neklíčových slov ve shluku. Klíčová slova 
za hranicemi shluku jsou pak při výpočtu významnosti ignorována. Takových shluků ale ve větě 
můţe existovat více - vţdy s jinými hraničními slovy. Pro ohodnocení věty je pak vybrán nejlépe 
ohodnocený shluk. Podle Luhna je ideální vzdálenost maximálně 4 aţ 5 neklíčových slov ve shluku. 
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Obrázek 4: Shluk klíčových slov [1] 
 Na obrázku 4Obrázek 4 je znázorněna zkoumaná věta. Začátek a konec věty je vyznačen 
levou otevírací, resp. pravou uzavírací závorkou. Slova jsou v obrázku reprezentována pomlčkami. 
Ve spodní části je číslicemi vyznačen shluk se čtyřmi klíčovými slovy a třemi slovy neklíčovými. 
Váha shluku je pak vypočítána pomocí následujícího vzorce: 
           
                     
            
 (6.1) 
 Dosažené výsledky 5.1.4
Autor metody, H. P. Luhn, svými experimenty ukázal, ţe abstrakty vytvořené popsaným způsobem 
opravdu obsahují věty s hlavními tématy původního textu. Důsledkem vytváření abstraktu z vět 
původního textu mohou být chyby v logické návaznosti jednotlivých vět. Na druhou stranu nejsou 
abstrakty ovlivněné subjektivním přístupem, jak tomu můţe být při jejich ručním vytváření. Luhn tyto 
abstrakty řadí do kategorie indikativních. 
5.2 Edmundsonovy metody 
Edmundson se ve svém článku [10] zabývá systémem pro automatické vytváření extraktů3 z textu 
[11], který věty do automatického extraktu3 vybírá na základě čtyř kritérií: 
1. frekvence termů 
2. pozice termů 
3. přítomnost „cue“ slov (slova jako significant, hardly) 
4. pozice věty, ve které se term nachází 
 
 Pro výpočet váhy věty je pak pouţito jedno z kritérií (nebo i všechny) s různou váhou.  
5.2.1.1 Metodologie výzkumu 
Ze zvolené mnoţiny textů byly ručně vytvořeny extrakty, u kterých pak Edmundson 
předpokládal, ţe jejich věty mají vysokou významnost a snaţil se najít a pojmenovat pravidla, podle 
nichţ se lidé pro ony konkrétní věty extraktů rozhodli. Pro počáteční zjištění vstupních hodnot 
                                                   
3 Autor uţívá pojem extrakt, který je chápán jako specifičtější pojem neţ abstrakt. V literatuře je ale pojem 
extrakt běţně nahrazován pojmem abstrakt. 
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systému bylo zkoumáno na 200 článků z několika různých vědních oborů. Zkoumána byla 
stop slova, délky vět a jejich pozice. 
Cílové extrakty 
Specifikace cílových extraktů - pro lidi ručně vytvářející extrakty byla specifikována mnoţina 
poţadovaných pravidel a vlastností výsledného extraktu a jeho obsahu: 
1. Věty byly vybrány, pouze pokud se týkaly tématu. To je implikováno splněním 
alespoň jedné z následujících podmínek: 
a) Téma - věta obsahuje informaci indikující tématu celého článku (co?). 
b) Účel -  věta obsahuje informaci indikující záměr autora - nabídnout výsledky 
výzkumu, přehled nebo vyhodnocení zkoumání ostatních, apod. (proč?). 
c) Metody - věta popisuje metody pouţité při výzkumu (jak?). 
d) Zhodnocení/závěry - věta shrnuje podané informace nebo výsledky výzkumu. 
e) Zobecnění/výsledky - věta zdůvodňuje význam výzkumu a její dopad na další 
oblasti výzkumu. 
f) Doporučení/návrhy - věta se zabývá dalším moţným vývojem výzkumu. 
2. Věty byly vybrány, aby byla minimalizována redundance vět v extraktu (tzn. 
zabránění opakování vět, parafrázování, apod.).  
3. Věty byly vybírány tak, aby byla zachována konzistence textu, sémantická korektnost 
a logická návaznost.  
4. Počet vybraných vět je předem určen. Edmundson stanovil pravidlo 25 procent 
z původního počtu vět. 
Automatické extrakty 
Principy pro automatizaci - na základě výše uvedeného bylo navrhnuto několik kroků, z nichţ 
se proces automatické extrakce skládá. Kompletní seznam těchto kroku lze nalézt v [10].  
 Zkoumané charakteristiky pak byly rozděleny do třech kategorií na pozitivně relevantní, které 
souvisely s větami z ručně vytvořeného extraktu, negativně relevantní, jeţ souvisely 
s větami, které do ručně vytvořeného extraktu nebyly vybrány a irelevantní označující ty nepatřící 
výlučně do jedné z výše uvedených skupin. Cílem kategorizace charakteristik textu bylo nalezení těch 
relevantních, aby bylo moţné zakomponovat jejich rozpoznání do výsledného systému, kde jí byla 
přiřazena nějaká váha.  
V další podkapitole popíši čtyři různé přístupy pro výběr vět do výsledného abstraktu 
za vyuţití výše popsaných charakteristik [10]. 
5.2.1.2 Shrnutí 
Edmundson s výše zmíněnými metodami prováděl experimenty v iteracích, při kterých vylepšoval 
definované slovníky a váhování a následně zjišťoval dopad metod na výsledný extrakt. Po aplikaci 
jednotlivých metod byl zkoumán poměr výběru - tedy míra shody mezi větami vybranými 
profesionálním extraktérem a automatickou metodou.  
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Obrázek  5: Poměr výběru u jednotlivých metod [10] 
 Nejvyšší poměr byl dosaţen s kombinací metod klíčových slov, nadpisů a pozice. Naopak 
metoda vycházející z klíčových slov dopadla nejhůře, a proto se Edmundson rozhodl tuto metodu 
v systému neuvaţovat. 
5.3 Baxendalové metody 
Práce Baxendalové z roku 1958 se věnuje automatické indexaci textových dokumentů spíše 
neţ vytváření abstraktů. Součástí těchto metod je ale i výběr nejvýznamnějších slov a vět, a proto 
je moţné tyto metody pouţít i pro automatickou tvorbu abstraktu [15].  
 Základní myšlenka jejího přístupu spočívá ve výběru určitých slov nebo vět dokumentu 
a jejich následného seřazení podle frekvencí výskytů. Sestavení indexu je z prvních n slov nebo vět 
s nejvyšší frekvencí. Číslo n je zvoleno podle poţadovaného počtu záznamů v indexu (Baxendalová 
udává, ţe velikost by měla odpovídat 0,5% rozsahu původního dokumentu).  
Metody pro vytváření indexů 
Dále je popsán základní princip jednotlivých metod získání nejvýznamnějších slov, resp. vět [15]: 
1) Smazání všech stop slov z textu (zájmena, spojky, příslovce, spojky, pomocná 
slovesa, přídavná jména). Slova, která v textu „zbyla“ jsou pak pouţita pro sestavení 
indexu. 
2) Výběr pouze prvních a posledních vět odstavců.  Následně jsou odstraněna stop 
slova. Baxendalová tento přístup obhajuje zjištěním, ţe při zkoumání vzorku 
obsahujícího 200 odstavců se ukázalo, ţe nejvýznamnější věty se v 85 procentech 
případů vyskytovaly na úplném začátku odstavce a v 7 procentech případů jako 
poslední věta odstavce. 
3) Výběr prvních čtyř slov objevujících se hned po předloţce dokud nenásleduje další 
předloţka nebo konec věty. Opět následuje odstranění stop slov. 
 
Podle Baxendalové se ukázalo, ţe výsledky jednotlivých metod jsou velmi podobné. 
Většinou byly vybrány stejné termy se stejnými frekvencemi. Proto se zaměřila na výběr efektivnější 
z metod - první z metod před samotným výpočtem frekvence výskytů redukuje rozsah původního 
textu zhruba na polovinu, zatímco druhá a třetí metoda na rozsah odpovídající 10 procentům 
původního rozsahu. Efektivnější by tedy mohlo být vyuţití druhé, resp. třetí metody. 
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5.4 Oswaldova metoda 
Oswald svoji metodu pro automatické získání abstraktu zaloţil na zapojení kombinace dvou funkcí 
pro identifikaci významných částí textu. První funkce udává frekvenci výskytů slov v textu (jako 
Baxendalové nebo Luhnova metoda) a druhá funkce vytváří skupiny významných slov, podle kterých 
odvozuje významnost jednotlivých vět. Oswaldovu techniku získávání abstraktů lze specifikovat 
dvěma předpoklady [15]: 
1) Automaticky generovaný index by neměl obsahovat pouze jednotlivá 
slova, ale i skupiny slov. 
2) Výběr vět pro automatický abstrakt by měl být odvozen od počtu skupin významných 
termů ve větě. 
 
Výše zmíněné skupiny slov jsou utvářeny z juxtapozic obsahujících alespoň dvě klíčová 
slova. Kaţdá skupina slov dosahující minimální stanovené frekvence výskytů je pak povaţována 
za skupinu klíčovou. A právě počet klíčových skupin slov ve větě udává váhu věty. Oswaldova 
metoda tedy odhaluje skupiny klíčových slov, které se často vyskytují ve stejných větách. Jednotlivé 
kroky metody jsou následující: 
1) Jsou odstraněna slova, která v kontextu dokumentu nemají ţádný význam - tedy stop 
slova. 
2) Pro všechna slova z textu, která nebyla odstraněna úpravou v prvním 
bodě, je vypočítána frekvence výskytů. 
3) Dále jsou pro kaţdou z vět postupně vytvářeny skupiny významných klíčových slov. 
Klíčová slova věty jsou seřazena podle frekvence výskytů a první skupina je pak 
tvořena 2 nejfrekventovanějšími klíčovými slovy. Kaţdá z dalších skupin má vţdy 
o jedno klíčové slovo navíc. Skupiny jsou vytvářeny do té doby, neţ je vytvořena 
skupina obsahující 6 klíčových slov, anebo nejsou jiţ pouţita všechna klíčová slova 
z dané věty.  
4) Věty, které mají 2 a více významných skupin jsou zařazeny na seznam významných 
vět. 
5) Výsledný abstrakt je vytvořen z vět z bodu 4, které jsou seřazeny podle nejvyššího 
počtu významných skupin sestupně (věty se stejným počtem skupin jsou řazeny podle 
celkového počtu slov věty sestupně). Počet vět, které utvoří abstrakt je stanoven buď 
fixně, nebo je stanoven celkovou délkou všech vybraných vět tak, aby délka abstraktu 
odpovídala procentuální délce původní délky dokumentu. Věty, které byly 
do abstraktu vybrány, jsou nakonec seřazeny podle pořadí, ve kterém se vyskytovaly 
v původním textu. 
 
  
 24 
6 Aplikace pro sumarizaci textových 
dat 
V první kapitole praktické části této práce bych rád uvedl specifikaci, návrh a způsob implementace 
aplikace. Cílem bude prakticky vyzkoušet některé z metod popsaných v teoretické části a u jedné 
z metod navrhnout a implementovat její vylepšení. 
Aplikace bude s největší pravděpodobností pracovat bez databáze, pokud se to neukáţe jako 
nezbytné. Budu se snaţit vyuţívat pouze textové reprezentace dokumentů v souborech, aby nebylo 
nutné aplikaci sloţitě nastavovat při jejím vyuţívání. Nicméně budou návrh a implementace 
přizpůsobeny k budoucímu moţnému rozšíření o práci s textem z databáze. 
6.1 Specifikace požadavků 
Cílem je vytvořit desktopovou aplikaci, která bude ze zadaných článků vytvářet souhrny různými 
metodami. Textová data budou načítána ze specifického formátu (XML). Zároveň 
je ale poţadováno, aby byla architektura navrţena modulárně a bylo moţné aplikaci jednoduše 
rozšířit například o načítání článků z databáze. Vţdy bude umoţněn náhled načtených článků, termů 
vzniklých po stemizaci (včetně frekvencí výskytů) a významné věty vybrané zvolenou sumarizační 
metodou. U načtených článků by mělo být vidět, kolik vět, slov a termů (slova po odstranění stop 
slov) článek obsahuje. Samozřejmě bude moţné zobrazit výsledek sumarizace a uloţení abstraktu 
jak ve formátu XML, tak i v obyčejném textovém dokumentu. Součástí aplikace bude nápověda 
popisující základní pouţití a funkcionalitu. 
Implementované metody automatické sumarizace: 
 Luhnova metoda 
 Optimalizace Luhnovy metody za pouţití tezauru WordNet 
 Oswaldova metoda 
 
U metod vyuţívajících Luhnovu metodu sumarizace bude moţné zvolit z následujících stemizačních 
algoritmů: 
 Porterův algoritmus 
 Paiceho algoritmus 
 Lovinsův algoritmus 
Formát textových dat 
Jako vstup aplikace budou slouţit soubory v XML. Kaţdý soubor bude obsahovat 1 aţ n článků. 
Do aplikace přitom bude moţné načíst více takovýchto souborů naráz. To bude umoţňovat logické 
seskupení tematicky souvisejících článků.  
 
 
Obrázek  6: Obsah načítaného souboru 
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Pro specifikaci formátu vstupního souboru bylo pouţito DTD (Document Type Definition). 
DTD je specifikací struktury XML dokumentu vymezující platné elementy a jejich atributy [16]. 
V tomto konkrétním případě je specifikace následující: 
 
<!DOCTYPE ARTICLES [ 
<!ELEMENT ARTICLES (ARTICLE+)> 
<!ELEMENT ARTICLE (TITLE,TEXT)> 
<!ELEMENT TITLE (#CDATA)> 
<!ELEMENT TEXT (#CDATA)> 
]> 
 
Příklad článku v XML se strukturou platnou podle výše uvedeného DTD je: 
 
<articles> 
<article> 
<title>Název článku č. 1</title> 
<text> 
Text článku č. 1. 
</text> 
</article> 
<article> 
<title>Název článku č. 2</title> 
<text> 
Text článku č. 1.  
</text> 
</article> 
</articles> 
6.2 Volba technických prostředků 
Tato podkapitola se zaměří na výběr prostředků pouţitých pro implementaci aplikace. 
 Programovací jazyk 6.2.1
Jako implementační jazyk jsem zvolil jazyk Java, který vyvinula firma Sun Microsystems. K tomu 
mě vedlo hned několik hlavních důvodů - je na platformě nezávislý, dnes velmi rozšířený, má široké 
uplatnění a mám s ním jiţ několik zkušeností. Základní vlastnosti tohoto jazyka jsou [17]: 
 aplikace jsou přenositelné mezi platformami (Windows, Linux, MacOS…) 
 jedná se o objektově orientovaný jazyk 
 jedná se o interpretovaný jazyk 
 a mnoho dalších. 
 Vývojové prostředí 6.2.2
Pro vývoj aplikace jsem si vybral dvě vývojová prostředí: 
 Eclipse 3.74 pro implementaci vrstev modelu a kontrolerů, 
 a NetBeans 7.15 pro implementaci grafického uţivatelského rozhraní. 
                                                   
4 Vývojové prostředí lze stáhnout na adrese http://www.eclipse.org/downloads/ 
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 Verzovací systém 6.2.3
Verzovací systém slouţí pro správu souborů, sloţek a všechny jejich změny zaznamenává v čase 
[18]. Při vývoji aplikace byl pouţit verzovací systém SVN6. To umoţnilo jednak pohodlné vytváření 
záloţních kopií pro případ pádu systému a také jednodušší synchronizaci zdrojových kódů mezi 
vývojovými prostředími.   
6.3 Popis architektury aplikace 
Tato podkapitola je věnována popisu architektury aplikace. Popsány jsou základní principy 
architektury MVC a všechny její vrstvy - tedy model aplikace, řídící a prezentační vrstva. Popis 
modelu je rozebrán zejména pomocí UML diagramů tříd, stejně tak vrstva řídící. Prezentační vrstva 
je popsána s vyuţitím snímků jednotlivých obrazovek aplikace.   
 Architektura MVC 6.3.1
Architektura Model (model) - View (pohled) - Controller (řadič) spočívá v rozdělení celé aplikace 
do tří hlavních celků. Kaţdý z celků slouţí k logickému seskupení úzce souvisejících částí 
aplikace, čímţ současně sniţuje jejich vzájemnou závislost. 
 Výčet a základní popis třech hlavních komponent architektury je: 
 Model - reprezentuje data aplikace, 
 View - prezentační vrstva zobrazuje stav modelu, 
 Controller - překládá uţivatelskou interakci v prezentační vrstvě na akce prováděné 
s modelem. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Pro účely této aplikace je pouţita zjednodušená varianta architektury MVC, jeţ je zobrazena 
na obrázku 7. V úplné variantě se pro notifikaci prezentační vrstvy o změně dat modelu vyuţívají 
události. V této aplikaci se prezentační vrstva na data dotazuje voláním metod manaţerů. Pro tyto 
účely byl vytvořen statický poskytovatel manaţerů, který vrací vţdy stejnou instanci poţadovaného 
manaţera. Více o MVC lze nalézt v [26]. 
                                                                                                                                                             
5 Vývojové prostředí lze stáhnout na adrese http://netbeans.org/downloads/ 
6 Klient i server pro SVN lze stáhnout na adrese http://subversion.apache.org/ 
Model odel 
  View  Controller 
změna stavu dotaz na stav 
výběr obrazovky 
obsluha události 
Obrázek 7: Zjednodušená architektura MVC 
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 Model 6.3.2
Model aplikace je rozčleněn do několika základních entit, které modelují článek a jeho části. Všechny 
entity budou postupně popsány a to od nejmenších částí aţ po celky, které utvářejí. 
6.3.2.1 Term a synonyma 
Tato entita reprezentuje jedno slovo článku. Označení term zde tedy není pouţito striktně pouze pro 
klíčové slovo článku. Entita ovšem obsahuje atributy, pomocí kterých lze rozlišit, jestli se jedná 
o stop slovo nebo o klíčový term.  Dále uvedu vysvětlení několika základních atributů této třídy: 
 isStopWord - příznak, zda se jedná o stop slovo, 
 stemm - výsledek stemizace, resp. lematizace nad tímto slovem, 
 termFrequency - frekvence výskytů tohoto termu, 
 synonyms - seznam synonym nalezených ve slovníku WordNet (atribut pouţit 
u modifikované Luhnovy metody), 
 position, originalPosition - pozice termu ve větě bez stop slov, resp. 
včetně stop slov. 
 
Synonymum je modelováno vlastní třídou, která obsahuje text synonyma. UML diagram 
těchto dvou entit zachycuje obrázek 8.  
 
Obrázek 8: Třída reprezentující term 
6.3.2.2 Věta 
Na obrázku 9 je znázorněn diagram třídy představující větu článku. Atributy této třídy jsou: 
 weight - váha věty, která je spočtena v závislosti na zvolené metodě buď pomocí 
shluků, nebo skupin slov, 
 terms - termy, kterými je věta tvořena, 
 wordGroups - skupiny slov obsaţených ve větě (Oswaldova metoda), 
 clusters - shluky slov obsaţených ve větě (Luhnova metoda), 
 position - pozice věty ve článku. 
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Diagramy tříd pro skupinu a shluk slov jsou popsány dále. 
 
 
Obrázek 9: Třída reprezentující větu 
Shluk 
Luhnova metoda vyuţívá shluky slov (na obrázku 10) k výpočtu váhy věty. Shluk slov je definován 
levým a pravým hraničním termem. Dalším atributem je seznam termů, kterými je shluk tvořen. 
Pro jednodušší práci se shluky je uveden i počet klíčových a neklíčových termů - tyto hodnoty 
se vyuţívají při výpočtu váhy shluku. 
 
 
Obrázek 10: Třída reprezentující shluk slov (Luhnova metoda) 
Skupina slov 
U Oswaldovy metody je váha věty odvozena od počtu klíčových skupin slov ve větě. Diagram 
skupiny slov je na obrázku 11. Třída má tři atributy: 
 frequency - frekvence výskytů této skupiny ve článku, 
 isKeyWordGroup - zda se jedná o klíčovou skupinu (frekvence výskytů musí 
být vyšší neţ je zadaný práh), 
 terms - seznam klíčových termů, kterými je skupina tvořena. 
 
 
Obrázek 11: Třída reprezentující skupinu slov (Oswaldova metoda) 
6.3.2.3 Článek 
Diagram tříd celého balíčku cz.vutbr.fit.summarizator.model je znázorněn na obrázku 
12. Součástí diagramu je i model samotného článku, který má tři hlavní atributy: 
 sentences - věty, kterými je článek tvořen, 
 text - originální text (před veškerými úpravami), 
 title - název článku. 
 
Článek je sloţen z vět, věta se pak se skládá z termů. Věta můţe obsahovat skupiny slov 
(Oswaldova metoda) nebo shluky slov (Luhnova metoda). Slova jsou reprezentována termy. 
Pro modifikovanou Luhnovu metodu je model termu rozšířen o synonyma slov. 
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Obrázek 12: Diagram tříd obsahující všechny třídy modelu 
 Řadiče 6.3.3
Veškerá aplikační logika byla rozdělena do několika manaţerů. Kaţdý manaţer pak odpovídá jedné 
modelované entitě nebo jinému specifickému celku aplikace.  
Specifikace chování a jeho implementace 
Poţadované operace nad modelem jsou specifikovány v rozhraních - to umoţňuje snadnou změnou 
konkrétní implementace bez nutných zásahů do dalších míst aplikace. Dále uvádím seznam rozhraní 
a jejich popis, viz obrázek 13: 
 ArticleManager - operace nad celým článkem (vytvoření modelu, vyhledání 
všech klíčových slov, vyhledání stop slov atd.), 
 SentenceManager - operace nad větami (vyhledání shluků slov a skupin slov 
atd.),  
 TermManager - operace nad slovy (normalizace slov, výpočet frekvence termu 
atd.), 
 WordNetManager - přístup ke slovníku WordNet (vyhledání synonym), 
 FileImport - rozhrahní předepisující chování pro konkrétní implementace 
importu článků. 
 
Konkrétní implementace rozhraní je vţdy pojmenována přidáním prefixu Default k názvu 
rozhraní a je umístěna v balíku se sufixem impl.  
Pro získání poţadovaného manaţeru napříč aplikací byl vytvořen poskytovatel manaţerů 
ManagerProvider, který při prvním poţadavku na konkrétního manaţera vytvoří jeho 
instanci, kterou si pak drţí a při dalších poţadavcích jiţ novou nevytváří a vrací tu původní. Toto 
řešení sniţuje paměťové poţadavky.  
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Obrázek 13: Diagram tříd rozhraní manaţerů a jejich implementací 
 Prezentační vrstva 6.3.4
Prezentační vrstva aplikace byla vytvořena pomocí vývojového prostředí NetBeans, které 
je vybaveno grafickými nástroji pro sestavení GUI komponent, kterým je pak ručně doprogramováno 
poţadované chování. V této podkapitole popíši několik hlavních komponent. 
6.3.4.1 Hlavní okno aplikace 
Po spuštění aplikace je uţivateli zobrazeno hlavní okno s výběrem sumarizačních metod, viz obrázek 
14. Pro kaţdou z metod lze otevřít libovolné mnoţství panelů, coţ uţivateli umoţňuje provádět 
experimenty nad různými daty nebo s různým nastavením a následně srovnávat dosaţené výsledky. 
 
 
Obrázek  14: Hlavní okno aplikace po spuštění 
6.3.4.2 Import článku z XML 
Pro účely této aplikace byla rozšířena komponenta pro výběr souboru z knihovny 
javax.swing [25]. Rozšíření spočívá v přidání náhledového panelu, viz obrázek 15. V náhledu 
je po výběru jakéhokoliv XML souboru zobrazen jeho obsah.  
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Obrázek  15: Rozšířená komponenta JFileChooser o náhled XML souboru 
Výběr je omezen na soubory XML. Lze ovšem vybírat více souborů zároveň. Tuto 
komponentu sdílejí všechny implementované metody. 
6.3.4.3 Přehled importovaných souborů 
Po výběru souborů XML je uţivateli zobrazeno přehledové okno, které je na obrázku 16. V levém 
panelu je seznam vybraných souborů (včetně cesty) a v pravém panelu je zobrazen obsah souboru 
v textové podobě. Toto je z dalších komponent sdílených mezi všemi metodami. 
 
 
Obrázek 16: Přehled vybraných článků 
6.3.4.4 Obsah článků 
Soubory (ve formátu definovaném pomocí DTD v podkapitole 6.1) zvolené pro import jsou 
zpracovány vstupním parserem a jsou načteny jejich nadpisy a obsahy. Uţivateli jsou dále zobrazeny 
následující statistiky o článku: 
 celkový počet vět  
 počet všech slov 
 počet termů, které nebyly povaţovány za stop slova 
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Dalším zpracováním mohou být i termy, které nejsou stop slovy, povaţovány za neklíčové díky 
prahování, viz následující kapitola. 
 
 
Obrázek 17: Obsah článku a statistiky 
6.3.4.5 Volba normalizační metody 
Třetím společným panelem všech tří sumarizačních metod je volba způsobu normalizace slov článku. 
Moţné volby jsou rozděleny do tří skupin: 
 metody pro stemizaci: 
o Porterů algoritmus 
o Paiceho algoritmus 
o Paiceho algoritmus s odstraněním prefixů 
o Lovinsův algoritmus 
 metody pro lematizaci: 
o nalezení základního tvaru slov pomocí slovníku ze Stanfordovy univerzity 
 naivní metody: 
o vytvoření N-gramu z kaţdého slova (délku N-gramu je moţné zvolit) 
 
Dále se na panelu nachází textový vstup pro volbu hodnoty minimální frekvence termu, která 
je pouţita pro prahování. Pouze termy s frekvencí vyšší, neţ je zadaná hodnota, jsou pak povaţovány 
za klíčové. Dalším ovládacím prvkem je tlačítko „Start“ pro spuštění celého procesu sumarizace. Vliv 
normalizace slov lze vidět ve dvou náhledových podoknech - prvním s původním obsahem článku 
a druhém s nahrazenými klíčovými slovy normalizovanými formami. Po dokončení sumarizace jsou 
zaktivněny i zbylé záloţky s přehledem termů, vět a samotným abstraktem. 
6.3.4.6 Přehled termů 
Pro ukázku přehledu termů uvádím snímek obrazovky (obrázek 18) z obměny Luhnovy metody. 
Od přehledu pouţitého u Luhnovy a Oswaldovy metody navíc obsahuje seznam synonym 
pro konkrétní termy a je rozdělen na dvě tabulky: 
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1. první, ve které je uveden term s původním textem v prvním sloupci, ve druhém 
sloupci je normalizovaná forma slova a poslední sloupec udává frekvenci termu. 
V tabulce jsou obsaţeny pouze termy, které měli dostatečnou frekvenci výskytů 
na to, aby prošli prahováním. 
2. druhou, ve které jsou po výběru termu zobrazeny všechny jeho synonyma. 
 
Ve spodní části popisované obrazovky je zobrazen celkový počet různých klíčových termů pro 
zvolený článek (po normalizaci) a jeho počet různých slov.  
 
 
Obrázek 18: Přehled termů a jejich synonym 
6.3.4.7 Přehled vět 
Na obrázku 19 je zobrazen přehled všech vět zvoleného článku. Pro kaţdou z vět je uvedeno: 
1. pořadí v kontextu článku, 
2. samotný text věty, 
3. počet skupin klíčových slov, 
4. součet frekvencí všech skupin, 
5. délka věty. 
 
Poslední tři zmíněné údaje jsou pouţity jakoţto řadící kritéria v tom pořadí, v jakém byla 
uvedena. Tento konkrétní snímek byl pořízen pro Oswaldovu metodu. U obou typů Luhnovy metody 
se u vět uvádí: 
1. pořadí v kontextu článku, 
2. samotný text věty, 
3. váha věty. 
 
Posledním uvedeným údajem je celkový počet vět článku. 
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Obrázek 19: Přehled všech vět článku 
6.3.4.8 Zobrazení abstraktu 
Posledním ze skupiny společných panelů je zobrazení samotného abstraktu - viz obrázek 20. V horní 
části stačí zvolit článek a následně jsou ve dvou textových polích zobrazeny původní text článku 
a jemu odpovídající abstrakt, který je výsledkem zvolené sumarizační metody.  
 
 
Obrázek 20: Zobrazení výsledku sumarizace 
6.4 Popis implementace vybraných částí 
V této podkapitole se věnuji popisu způsobu implementace několika hlavních částí aplikace. Zejména 
bude popsán způsob zakomponování převzatých implementací stemizačních a jedné lematizační 
metody, dále implementace Luhnovy metody, její obměně pomocí slovníku WordNet a závěr 
podkapitoly je věnován Oswaldově metodě. 
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 Stemizace 6.4.1
Implementovaná aplikace umoţňuje provést normalizaci slov několika stemizačními algoritmy. 
Samotné implementace byly převzaty z uvedených zdrojů: 
 Porterův algoritmus - převzato z [27] 
 Lovinsové algoritmus - převzato z [28] 
 Paiceho algoritmus - převzato z [29] 
 
Čtvrtým způsobem stemizace je převod slov na N-gramy. Tento naivní způsob normalizace 
byl implementován za účelem prokázání výhodnosti pouţití stemizačních algoritmů při aplikaci 
sumarizačních metod. Při volbě příliš krátkých (unigramy, bigramy) nebo naopak příliš dlouhých 
(8-gramy) N-gramů je pravděpodobné, ţe dosaţené výsledky budou výrazně horší. Zajímavé hodnoty 
by mohly být dosaţeny se 4-gramy nebo 5-gramy.   
Návrhový vzor adaptér 
Tento návrhový vzor se řadí mezi strukturální návrhové vzory [30]. Díky adaptéru jsme schopni 
nestabilnímu rozhraní třídy (v případě této aplikace to jsou převzaté implementace) definovat 
rozhraní nové. Samotná aplikace pak komunikuje přes adaptér (implementující poţadované 
rozhraní), který překládá volání aplikace a volá adaptovanou třídu.  
 Na obrázku 21je konkrétní pouţití návrhové vzoru adaptér v této aplikaci. Poţadované 
chování tříd provádějících stemizaci je definováno rozhraním Stemmer. Konkrétní adaptér toto 
rozhraní implementuje a při volání metody předepsané tímto rozhraním provede akci odpovídající 
adaptované třídě - např. pro implementaci Paiceho algoritmu, třídu Paice, je to metoda 
stripAffixes(). 
 
 
Obrázek 21: Balíček s implementacemi stemizačních agloritmů 
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 Lematizace 6.4.2
Návrhový vzor adaptér, který je popsán v předchozí kapitole, je pouţit i u implementace 
lematizace, která je prováděna s vyuţitím knihoven ze Stanfordovy univerzity [31]. Adaptér je navíc 
implementován pomocí návrhového vzoru Singleton, který zajišťuje, ţe je k dispozici vţdy právě 
jedna a ta stejná instance dané třídy [30]. Důvodem je časově náročné vytváření nového objektu kvůli 
načítání knihoven.  
 
 
Obrázek 22: Balíček s implementací lematizace 
 Luhnova metoda 6.4.3
Luhnova sumarizační metoda odvozuje významnost vět podle shluků klíčových termů, které 
obsahuje. Prvním potřebným krokem je tedy získání klíčových termů. Za tímto účelem je vytvořen 
seznam termů, které jsou seřazeny sestupně podle jejich frekvence výskytu. Termy ze začátku 
seznamu budou zejména předloţky, spojky apod. Tyto typy termů ale nenesou 
informaci, která by umoţnila rozlišovat významnost jednotlivých termů, a je proto ţádoucí 
je eliminovat. Pan Luhn ve své práci popisuje dvě řešení. Prvním je stanovení hranice maximální 
frekvence výskytů. Pokud se term ve článku vyskytuje častěji, není povaţován za klíčový. 
Nedostatkem tohoto řešení je obtíţné stanovení vhodného prahu tak, aby nebyla zahazována 
sémanticky významná slova nebo naopak nebyl výsledek příliš zašuměn sémanticky nevýznamnými 
slovy. Druhým řešením je odstranění stop slov na základě předem definovaného seznamu klíčových 
slov. Právě tento přístup byl zvolen pro implementaci v této aplikaci. Seznam stop slov byl převzat 
z [32].  
Dalším z kroků metody je normalizace slov. Luhn ji ve své práci [1] provedl pomocí 
konsolidace slov, které začínají stejnými písmeny a na konci se neliší ve více jak šesti písmenech. 
V této aplikaci jsou začleněny tři různé implementace stemizace (Porterův algoritmus, Lovinsové 
algoritmus, Paiceho algoritmus), jedna metoda lematizace (pouţití slovníku ze Stanfordovy univerzity 
[31]) a nakonec byl implementován převod slov na N-gramy.  
Následuje výpočet shluků ve větách. Váha věty odpovídá váze shluku, který ji má v dané větě 
nejvyšší. Věta ovšem nemusí mít shluk ţádný, pak se váha věty rovná nule. Věty jsou pak seřazeny 
sestupně právě podle váhy. 
Posledním krokem je výběr vět pro abstrakt. Moţné jsou v zásadě dva přístupy - vzít pevný 
počet vět nebo procentuální část celkového počtu vět článku. V aplikaci je stanoven počet 5 vět pro 
abstrakt. 
Stručný popis jednotlivých kroků pak vypadá následovně:  
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1. Načti článek a vytvoř model (instance článku, vět, termů). Termy, které jsou 
na seznamu stop slov, jsou označeny jako neklíčové. 
2. Proveď normalizaci na všech klíčových termech. 
3. Vypočti frekvenci výskytů všech klíčových termů - normalizovaný tvar termů 
se musí shodovat. 
4. Všechny termy, které mají frekvenci výskytů menší, neţ je zadaný práh, označ 
jako neklíčové. 
5. Zjisti shluky klíčových slov. 
6. Vypočti váhy vět pomocí vzorce (6.1). 
7. Seřaď věty podle jejich váhy sestupně. 
8. Vezmi stanovený počet poţadovaných vět ze začátku seznamu. 
 Luhnova metoda s využitím slovníku WordNet 6.4.4
V praktické části této práce je i navrţeno a implementováno vylepšení původní Luhnovy 
metody, které bude popsáno v následujících odstavcích. 
 Základní myšlenka Luhnovy metody se opírá o předpoklad, ţe z analýzy nejčastěji 
se opakujících slov (vyjímaje stop slov) ve článku je moţné odvodit významnost vět. Zde navrhované 
zlepšení spočívá v optimalizaci výpočtu frekvence termů, kdy se neporovnává pouze shoda 
s normovanou podobou slova, ale i to, zda není term podřetězcem synonyma zkoumaného slova. 
K vyhledání synonym slov je vyuţit slovník WordNet [33]. Ke slovníku je přistupováno pomocí 
knihovny ze Stanfordovy univerzity, která umoţňuje z prostředí jazyka Java slovník dotazovat [34]. 
 Pisatel článku má většinou snahu vyvarovat se častému opakování stejných slov, tedy pokud 
je to moţné, a proto volí právě synonyma slov. Navrhované vylepšení původní metody by mělo 
napomoci lépe identifikovat místa v textu, která jsou z pohledu pisatele nejpodstatnější.  
 Popis kroků metody je následující: 
1. Načti článek a vytvoř model (instance článku, vět, termů). Termy, které jsou 
na seznamu stop slov, jsou označeny jako neklíčové. 
2. Proveď normalizaci na všech klíčových termech. 
3. Vypočti frekvenci výskytů všech klíčových termů - normalizovaný tvar termů 
se musí shodovat nebo se musí vyskytovat ve slovníku WordNet jako synonym 
zkoumaného slova. 
4. Všechny termy, které mají frekvenci výskytů menší, neţ je zadaný práh, označ 
jako neklíčové. 
5. Zjisti shluky klíčových slov. 
6. Vypočti váhy vět pomocí vzorce (6.1). 
7. Seřaď věty podle jejich váhy sestupně. 
8. Vezmi stanovený počet poţadovaných vět ze začátku seznamu. 
 Oswaldova metoda 6.4.5
 
Poslední implementovanou částí je Oswaldova sumarizační metoda. Od Luhnovy metody ji odlišuje 
hlavně způsob získávání vah vět. Ty nejsou odvozeny pouze od frekvence výskytů jednotlivých 
slov, ale i od frekvence výskytů skupin slov. Metoda je implementována jako sekvence následujících 
kroků: 
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1. Načti článek a vytvoř model (instance článku, vět, termů). Termy, které jsou 
na seznamu stop slov, jsou označeny jako neklíčové. 
2. Proveď normalizaci na všech klíčových termech. 
3. Vypočti frekvenci výskytů všech klíčových termů - normalizovaný tvar termů 
se musí shodovat. 
4. Najdi všechny skupiny klíčových ve větách. 
5. Spočítej frekvenci výskytů skupin slov a všechny skupiny, které mají minimální 
poţadovanou frekvenci výskytů, označ za klíčové. 
6. Seřaď věty podle počtu klíčových skupin, které obsahují. Má-li více vět stejný 
počet skupin, tak řaď podle sumy frekvence termů obsaţených v těchto 
skupinách. Pokud se shoduje i tato suma, tak řaď podle samotné délky věty. 
7. Vezmi stanovený počet poţadovaných vět ze začátku seznamu. 
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7 Experimenty 
Sedmá kapitola této práce je věnována popisu některých provedených experimentů s vytvořenou 
aplikací. Mnoţství různých kombinací sumarizačních a normalizačních metod je ovšem 
takové, ţe by nebylo reálné je provést všechny. Byla tedy zvolena jejich podmnoţina na základě 
zkušeností získaných s testováním aplikace během jejího vývoje.  
7.1 Testovací data 
Experimenty byly prováděny se články volně dostupnými z internetu. U kaţdého z experimentů 
je uvedena jejich internetová adresa, kde je moţné si je prohlédnout a přečíst. Články byly vţdy 
převedeny do vstupního formátu, který je popsán v kapitole 6. 
7.2 Provedené experimenty 
První experimenty byly zaměřeny hlavně na Luhnovu sumarizační metodu a její obměnu pomocí 
slovníku WordNet. Dále byla zkoumána souvislost mezi významností vět a jejich pozicí v textu. 
Jeden z experimentů je pak věnován efektivitě různých normalizačních metod. Poslední experiment 
srovnává abstrakty vytvořené všemi třemi implementovanými metodami. 
 Experiment 1: Luhnova sumarizace 7.2.1
V následujícím experimentu byla provedena sumarizace článku Hague fears Iran could start 'new 
Cold War' 
7
. Vstupní parametry experimentu jsou shrnuty v tabulce 4. Pro sumarizaci byla pouţita 
Luhnova metoda. Po odstranění stop slov byl pro normalizaci slov pouţit Porterův stemizační 
algoritmus. Dále nebyl stanoven práh pro minimální poţadovanou frekvenci výskytu termu.  
 
Metoda: Luhn 
Normalizace: Porterův algoritmus 
Minimální hodnota frekvence termu: 0 
Článek: Hague fears Iran could start 'new Cold War' 
Vět: 34 
Výskytů všech slov: 730 
Výskytů klíčových slov: 349 
Počet různých klíčových slov po normalizaci: 231 
Tabulka 4: Vlastnosti experimentu 1 
   Ze článku bylo vybráno pět vět na základě jejich váhy. V abstraktu jsou nicméně seřazeny 
podle toho, jak se vyskytovaly v původním textu. Zde uvádím citaci abstraktu článku: 
Mr Hague's comments come amid heightened tensions in the Middle East, 
with Israel accusing Iran of masterminding attacks on its embassies in 
India, Thailand and Georgia. Shashank Joshi, of defence think tank the 
Royal United Services Institute, told the BBC the West's fears could be 
                                                   
7 Článek je dostupný na www.bbc.co.uk/news/uk-politics-17082433 
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unfounded. "If we could live with nuclear weapons in the hands of 
totalitarian, genocidal states like Stalin's Russia or Mao's China, Iran in 
contrast - whatever its repulsive internal policies and adventurism abroad - 
is far more rational," he said. However, our correspondent said that while 
Iran had often offered to talk, Western diplomats complained it would steer 
discussions away from its nuclear programme to leave "parallel 
monologues" rather than negotiations. Talks between Iran and six world 
powers - the US, UK, France, Germany, Russia and China - on Tehran's 
nuclear programme collapsed a year ago.  
U tohoto experimentu bude demonstrováno odvození vah věty pomocí vytvořených shluků. 
Poslední věta abstraktu je zároveň větou mající třetí nejvyšší váhu. Váha věty je odvozena 
od shluku s nejvyšší váhou, který je znázorněn na obrázku 23.  
 
 
Obrázek 23: Shluk klíčových slov nejvýznamnější věty 
Zeleně jsou znázorněny klíčové termy a červeně stop slova. Shluk musí být vţdy ohraničen klíčovými 
termy. Levou hranici tohoto shluku tvoří term UK a pravou term ago. Mezi ţádnými klíčovými termy 
shluku se nesmí vyskytovat více neţ 4 neklíčové termy.  Váha shluku je rovna podílu čtverce počtu 
klíčových shluku a celkového počtu všech shluků. Výpočet váhy pro zkoumaný shluk následuje: 
          
   
  
       
Pro tento shluk bylo dohromady nalezeno 13 shluků, ale ţádný z nich neměl tak “příznivý” 
poměr mezi klíčovými a neklíčovými shluky. 
 Experiment 2: Luhnova sumarizace s prahováním 7.2.2
Druhý experiment byl proveden na stejném článku jako u experimentu 1. Zkoumán byl vliv zapojení 
prahování podle frekvence výskytu termů na získané váhy shluků. Cílem bylo potvrdit nebo vyvrátit 
předpoklad, ţe eliminací méně často se vyskytujících slov, budou vytvářeny pouze shluky, které mají 
spolehlivější rozlišovací schopnost sémanticky významnějších částí článku. Pro příznivé rozloţení 
klíčových a neklíčových slov ve větě by se teoreticky mohlo stát, ţe shluk bude obsahovat všechny 
termy z věty. Taková věta můţe ale obsahovat pouze termy s nízkými počty výskytů a i přesto být 
ohodnocena jako věta s vysokou váhou.  Parametry experimentu jsou zachyceny v tabulce 5. 
  
 
  UK France Germany Russia and China on Tehran's nuclear programme collapsed a year ago 
 
 
levá hranice shluku pravá hranice shluku 
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Metoda: Luhn 
Normalizace: Porterův algoritmus 
Minimální hodnota frekvence termu: 2 
Článek: Hague fears Iran could start 'new Cold War' 
Vět: 34 
Výskytů všech slov: 730 
Výskytů klíčových slov: 349 
Počet různých klíčových slov po normalizaci: 48 
Tabulka 5: Vlastnosti experimentu 1 
Dopad změny parametrů, oproti experimentu 1, na vlastnosti shluků, je demonstrován na větě 
z obrázku 23. Záměrně byla vybrána věta, která je obsaţena v abstraktu obou experimentů. V tabulce 
6 jsou zachyceny termy (a jejich frekvence) nejlépe hodnoceného shluku této věty pro sumarizaci 
bez prahování, resp. s prahováním. Bez pouţití prahování shluk obsahuje 11 klíčových termů 
(zvýrazněny zeleně), ovšem pouze 7 z nich má frekvenci termů vyšší jak 1, a 3 termy neklíčové 
(zvýrazněny červeně). U slov vyskytujících se ve článku velmi zřídka není předpoklad, ţe by byly 
ukazatelem na hlavní informaci obsaţenou v článku. Slova shluku vzniklého po prahování jsou 
zachyceny v druhé části tabulky 6. Shluk má zároveň o jedno slov méně. To je způsobeno 
tím, ţe term ago byl prahováním označen za neklíčový a pravou hranici shluku utvořil term year. 
 
 experiment 1 experiment 2 
č. Term Frekvence Term Frekvence 
1 UK 3 UK 3 
2 France 1 France 1 
3 Germany 1 Germany 1 
4 Russia 2 Russia 2 
5 and  and  
6 China 2 China 2 
7 on  on  
8 Tehrans 2 Tehrans 2 
9 nuclear 20 nuclear 20 
10 programme 5 programme 5 
11 collapsed 1 collapsed 1 
12 a  a  
13 year 2 year 2 
14 ago 1   
Tabulka 6: Frekvence termů ze shluku experimentu 1 
Při stálém splnění podmínky maximálně čtyř po sobě jdoucích neklíčových slov mezi 
klíčovými termy je výpočet nové váhy shluku následující:  
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Věta je nově nejlépe ohodnocenou větou článku. Změnily se i váhy ostatních vět a tato věta 
je jediná, která z původního abstraktu zůstala (zbylé věty byly nahrazeny větami s vyššími váhami).  
 
 Experiment 3: Luhnova metoda s využitím slovníku 7.2.3
WordNet 
Další z experimentů byl pro moţnost srovnání výsledků opět proveden se stejným článkem jako 
experimenty 1 a 2. Znovu se jedná o pouţití Luhnovy metody, ale tentokrát s vyuţitím slovníku 
WordNet. Pouţití slovníku umoţňuje při výpočtu frekvence termů vyhledávat i v synonymech slov. 
Tato obměna by měla pomoci rozpoznat místa, kde se autor článku snaţil vyhnout příliš častému 
pouţití stejných slov jejich záměnou za synonyma. Dá se předpokládat, ţe autorova motivace 
je pouze stylistická čistota textu. Pak je ale, v případě původní Luhnovy metody, na tyto sémanticky 
shodná slova nahlíţeno jako na odlišné termy a tím mohou ztrácet svoji váhu. V tomto experimentu 
bude tedy zkoumáno, zda je pouţití slovníku WordNet z tohoto pohledu efektivní. Konfigurace 
experimentu je uvedena v tabulce 7. Zde stojí za zmínku, ţe efektivita normalizace je oproti 
předchozímu experimentu mírně niţší, coţ je způsobeno tím, ţe některé termy nebyly odstraněny 
prahováním právě díky tomu, ţe se v textu vyskytovala i jejich synonyma a jejich frekvence tím byla 
vyšší.  
 
Metoda: Luhn + slovník WordNet 
Normalizace: Porterův algoritmus 
Minimální hodnota frekvence termu: 2 (při výpočtu použit slovník WordNet) 
Článek: Hague fears Iran could start 'new Cold War' 
Vět: 34 
Výskytů všech slov: 730 
Výskytů klíčových slov: 348 
Počet různých klíčových slov po normalizaci: 65 
Tabulka 7: Vlastnosti experimentu 3 
 V tabulce 8 je uveden seznam nejčastěji se vyskytujících slov. Slova jsou seřazena sestupně 
podle frekvence odpovídajících termů. Seznam není kompletní, je zde uveden pouze jeho začátek. 
V tabulce je ve vţdy uvedeno slovo, jeho synonyma získaná ze slovníku WordNet, odpovídající 
frekvence termu a nakonec frekvence, jeţ slovo mělo bez pouţití slovníku WordNet. Barevně jsou 
zvýrazněny ty frekvence, které se liší od hodnot získaných při pouţití původní Luhnovy metody.   
 Z posledních dvou sloupečků tabulky lze vyčíst, u kterých slov pouţití slovníku WordNet 
zafungovalo. Jinak řečeno - rozdíl mezi prvním a druhým sloupečkem vţdy udává počet odhalených 
výskytů sémanticky podobných slov díky sledování synonym. Klíčové slovo nuclear získalo o jeden 
výskyt navíc díky synonymu atomic. To odpovídá původní frekvenci 1 slova Atomic. Naopak slovo 
Atomic má mezi synonymy i slovo nuclear, díky čemuţ mu k původnímu počtu výskytů přibylo 
dalších 20 a jeho nová frekvence je 21. Byla tedy zásadně zvýšena váha slova Atomic, které je ale 
synonymem dalšího významného slova nuclear. Podobná situace nastala i u slov Britain a UK. 
Britain s původní frekvencí 1 nově získal celkem 4 výskyty (díky synonymu UK) a frekvence slova 
UK se zvýšila na 4 díky synonymu Britain.   
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Slovo Synonyma Frekvence Původní frek. 
nuclear atomic 21 20 
Atomic minute, nuclear, atomlike 21 1 
Iran Persia 21 21 
weapons artillery, arm 11 11 
develop acquire, produce, get, arise, formulate, prepare, 
originate, break, modernise, modernize, germinate, 
evolve, uprise, train, grow, rise, explicate, develop, 
educate, recrudesce 
6 6 
programme sullabus, plan, program, broadcast, curriculum 5 5 
Israel Yisrael, Zion, Sion 5 5 
Hague  5 5 
nations land, state, commonwealth, country 4 2 
Britain GB, U.K., UK 4 1 
Talks babble, dialogue, mouth, peach, spill, negotiation, speak, 
utter, lecture, verbalise, tattle, sing, talking, verbalize, 
blab 
4 3 
told secernate, evidence, separate, recount, severalize, say, 
narrate, differentiate, state, severalise, enjoin, assure, 
secern, order, distinguish, recite, tell 
4 4 
UK Britain, GB, U.K. 4 3 
Tabulka 8: Přehled termů a jejich vlastností 
 Následují dvě tabulky, první, tabulka 9, v níţ jsou uvedeny věty z původního abstraktu 
a druhá, tabulka 10, ve které jsou věty z abstraktu vytvořeného za pomoci slovníku WordNet. 
Ve druhé tabulce jsou zeleně zvýrazněna slova, díky kterým dostaly věty vyšší ohodnocení. U věty 
34 byly původně nalezeny pouze 2 shluky klíčových slov, kdeţto se slovem concerns to bylo shluků 
5 a jeden z nich měl váhu 3.20 a věta se tak dostala mezi pět nejlépe hodnocených.  
 Díky tomu, ţe se zvýšil celkový počet klíčových slov ze 48 na 65, je moţné nastavovat vyšší 
hodnoty pro minimální poţadovanou frekvenci termů a tím zvýšit pravděpodobnost, ţe ve článku 
bude lokalizována nejdůleţitější část informace. Při shodném nastavení prahu jako při předchozím 
experimentu je vyšší průměrná váha vět abstraktu - 3,69 oproti 3,43. 
 
Pozice Text věty Váha 
4 But ex-UK diplomat Sir Richard Dalton said Iran was not "rushing towards a nuclear 
weapon". 
3.77 
31 Talks between Iran and six world powers - the US, UK, France, Germany, Russia and 
China - on Tehran's nuclear programme collapsed a year ago. 
3.77 
8 "If [the Iranians] obtain nuclear weapons capability, then I think other nations 
across the Middle East will want to develop nuclear weapons. 
3.27 
2 William Hague told the Daily Telegraph other nations in the region would want to 
develop nuclear weapons if Iran did. 
3.20 
6 The West suspects Iran wants to develop nuclear weapons. 3.13 
Tabulka 9: Věty abstraktu bez pouţití slovníku WordNet z experimentu č. 2 
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Pozice Text věty Váha 
8 "If [the Iranians] obtain nuclear weapons capability, then I think other nations 
across the Middle East will want to develop nuclear weapons. 
4.50 
4 But ex-UK diplomat Sir Richard Dalton said Iran was not "rushing towards a nuclear 
weapon". 
3.77 
31 Talks between Iran and six world powers - the US, UK, France, Germany, Russia and 
China - on Tehran's nuclear programme collapsed a year ago. 
3.77 
2 William Hague told the Daily Telegraph other nations in the region would want to 
develop nuclear weapons if Iran did. 
3.20 
34 There are a number of sites at the centre of concerns over Iran's nuclear 
programme. 
3.20 
Tabulka 10: Věty abstraktu při pouţití slovníku WordNet 
 Výsledky experimentu by se tedy daly zhodnotit pozitivně. Pomocí analýzy klíčových slov 
se podařilo ukázat, ţe zapojení slovníku WordNet umoţnilo identifikovat slova, která mají nízkou 
frekvenci výskytu a byla by jinak prahováním označena za slova neklíčová. Tato klíčová slova mohou 
hrát v procesu hledání nejvýznamnějších vět klíčovou roli. Díky jejich odhalení a dosaţení vyšší 
průměrné frekvence výskytů termů lze nastavit „přísnější“ minimální poţadovanou frekvenci a tím 
zabránit vytváření shluků vzniklých díky sekvencím ne příliš významných slov. Zde prezentovaný 
přístup má ale i nevýhodu v podobně vyšší časové náročnosti, která sice nebyla objektivně 
měřena, ale při provádění experimentů byla zřetelná.  
 Experiment 4: Pozice vět abstraktu v původním textu 7.2.4
Některé sumarizační metody vycházejí z předpokladu, ţe nejvýznamnější věty článků se vyskytují 
na jistých pozicích - například na začátku nebo konci článku [11]. Cílem tohoto experimentu je tedy 
vysledovat případnou souvislost mezi významností věty a pozicí, na které se ve článku vyskytuje. 
Pro experiment bylo vybráno 10 článků ze zpravodajského serveru, přičemţ nejkratší z nich 
obsahoval 765 slov a nejdelší 2 747 slov, průměrně pak 1 274 slov. Pro sumarizaci byla pouţita 
Luhnova metoda s vyuţitím slovníku WordNet, aby bylo moţné nastavit mírně vyšší hodnotu prahu 
na minimálně 3 výskyty. Vlastnosti experimentu jsou uvedeny v tabulce 11.  
 
Metoda: Luhn + slovník WordNet 
Normalizace: Porterův algoritmus 
Minimální hodnota frekvence termu: 3 (při výpočtu použit slovník WordNet) 
Články: 10 článků převzatých z The New York Times8 
Počet vět: průměrně 73  
Výskytů všech slov: průměrně 1274 
Výskytů klíčových slov: průměrně 284 
Počet různých klíčových slov po normalizaci: průměrně 81 
Tabulka 11: Vlastnosti experimentu 4 
 Pro kaţdý z deseti vybraných článků byla provedena sumarizace a následně byly 
zaznamenány pozice prvních pěti vět abstraktu a také celkový počet vět kaţdého článku. Rozdílné 
délky článků ale neumoţňovali srovnání pozic vět mezi články, a proto byly pozice znormovány 
                                                   
8 Dostupné na www.nytimes.com 
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právě délkou článku. Touto operací byly získány relativní pozice vět, které vţdy spadají do intervalu 
     .  
 Seznam vět, respektive jejich relativních pozic, byl rozdělen do intervalů s krokem o velikosti 
0,05 (tato hodnota představuje 5% původního rozsahu článku), tedy            ,             atd. 
Takto získané hodnoty byly zaneseny do grafu na obrázku 24, na kterém hodnoty osy x představují 
pozici a hodnoty osy y počet vět vyskytujících se na této pozici. Z grafu lze vyčíst, ţe z celkového 
počtu 50 vět se jich 7 vyskytuje v prvním intervalu. Jinak řečeno, v prvních 5% rozsahu článku 
se vyskytuje 14% všech vět abstraktu. Součet počtu vět z prvních a posledních 20% rozsahu 
článku (celkem 40%) obsahuje 46% vět abstraktu. Z toho 34% vět připadá na prvních 20% 
rozsahu a 12% na posledních 20% článku.  
Ze získaných hodnot tedy vyplývá, ţe větší část vět abstraktu bude patřit do první poloviny 
článku. Pravděpodobně ale nelze říct, ţe jsou tyto výsledky dostatečně průkazné na to, aby se abstrakt 
sloţený z několika prvních či/a posledních vět článku dal povaţovat za reprezentativní z pohledu 
informace ve článku obsaţené.  
 
 
Obrázek 24: Pozice vět abstraktu 
 Experiment 5: Srovnání normalizačních metod 7.2.5
Normalizace slov je nedílnou součástí kaţdé sumarizační metody, a proto je jeden z experimentů 
věnován právě jí. Cílem experimentu bylo zjistit efektivitu dostupných normalizačních metod 
a dosaţené výsledky porovnat s hodnotami dosaţenými pouţitím naivního přístupu, zde v podobě 
pouţití N-gramů. Experiment byl proveden na stejném vzorku deseti článků, který byl pouţit 
i ve čtvrtém experimentu. V tabulce 12 jsou základní parametry experimentu. Minimální hodnota 
frekvence termu byla záměrně nastavena na nulu, aby bylo moţné počítat počty všech různých 
klíčových slov po provedení normalizace. 
Na začátku experimentu byl u článků zaznamenán počet různých slov. Pak bylo provedeno 
odstranění stop slov. Následně byla provedena normalizace pomocí všech algoritmů uvedených 
v tabulce 13 a pro kaţdý článek byl znovu zaznamenán počet různých slov. Průměrný počet různých 
klíčových slov před normalizací byl přibliţně 376 a po normalizaci 326. Z těchto dvou hodnot byla 
vypočtena průměrná efektivita 13,6% zmíněných normalizačních metod. 
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Metoda: Luhn 
Normalizace: Porterův, Paiceho a Lovinsové algoritmy, 
lematizace, N-gramy (3, 4 a 5) 
Minimální hodnota frekvence termu: 0 
Články: 10 článků převzatých z The New York Times 
Počet vět: průměrně 73  
Výskytů všech slov: průměrně 1274 
Výskytů různých termů (před normalizací) průměrně 376 
Výskytů různých termů (po normalizaci): průměrně 325 
Efektivita normalizace: průměrně 13,6% 
Tabulka 12: Vlastnosti experimentu 5 
 Na obrázku 25 je znázorněn graf, který zachycuje efektivitu jednotlivých metod. V grafu jsou 
pro srovnání zaneseny i hodnoty získané pouţitím N-gramů původních slov. Celkově měla nejniţší 
efektivitu lematizace, mezi stemizacemi pak Porterův algoritmus. Ve [23] je Porterův algoritmus 
popisován jako tzv. light stemmer9 a Paiceho algoritmus jako heavy stemmer. Výsledky tohoto 
experimentu tato tvrzení potvrzují. Pouţitím Paiceho algoritmu pro byl sníţen počet různých 
klíčových termů o 12,4% a tím se tedy zvýšila frekvence výskytů některých termů. Normalizace slov 
převodem na 3-gramy pak znamenalo redukci počtu různých klíčových termů téměř o celou třetinu. 
Je pravděpodobné, ţe takto silná normalizace by jiţ znamenala přílišnou ztrátu informace obsaţené 
v textu - tuto domněnku by bylo ale nutné podpořit dalšími experimenty. Další dvě 
metody, normalizace převodem na 4-gramy a 5-gramy, ukazují, ţe s rostoucí délkou normalizované 
formy slova se sniţuje i míra úspěšnosti normalizace. Lematizace klíčových slov dosahovala nejniţší 
redukce počtu různých klíčových slov, ale díky pouţití slovníku se dá předpokládat, ţe by byla 
nejpřesnější a nejméně chybová.  
 
 
Obrázek 25: Srovnání efektivity normalizačních algoritmů 
                                                   
9 Označení light stemmer se pouţívá pro stemizační algoritmus, který neinklinuje k přílišnému zkracování 
původních slov. Protikladem je označení heavy stemmer, jeţ se pouţívá pro algoritmy odstraňující delší přípony 
slov.  
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 Pomocí výsledků tohoto experimentu se podařilo zjistit, jakou míru redukce počtu různých 
klíčových slov dosahují jednotlivé stemizační metody, lematizace a pouţití N-gramů. Vyšší míra 
redukce pak nemusí znamenat lepší výsledky sumarizačních metod. Při příliš vysoké míře redukce 
bude docházet ke ztrátě původní informace. Dalším aspektem je výpočetní náročnost, která je při 
pouţití stemizačních metod niţší, neţ je tomu při pouţití paměťově náročných slovníků u lematizace.  
 Experiment 6: Srovnání sumarizačních metod 7.2.6
Cílem dalšího a posledního experimentu je srovnání všech tří sumarizačních metod.  Pro experiment 
byly vybrány tři články ze zpravodajského webu Reuters10 a nad kaţdým z těchto článků byla 
provedena sumarizace pomocí Luhnovy metody,  Luhnovy metody s vyuţitím slovníku WordNet 
a Oswaldovy metody. Zdroj článků byl vybrán záměrně, protoţe na začátku kaţdého z nich 
je uvedeno krátké shrnutí jeho obsahu, které poslouţilo k ohodnocení kvality abstraktů. Experiment 
byl rozdělen do tří částí. V první bylo zkoumáno rozdělení klíčových slov mezi abstraktem a zbytkem 
textu, ve druhé dosaţená míra komprese a třetí část je věnována vyhodnocení kvality abstraktů. 
Všechny části experimentu byly provedeny s vyuţitím Porterova algoritmu pro stemizaci a minimální 
hodnotou frekvence termů nastavenou na 2. Důvodem je co nejobjektivnější srovnání všech metod.  
 
Metoda: Luhn, Luhn + WordNet, Oswald 
Normalizace: Porterův algoritmus 
Minimální hodnota frekvence termu: 2 
Články: 3 články převzaté z Reuters10 
Počet vět abstraktu: 5 
Tabulka 13: Vlastnosti experimentu 6 
Rozdělení klíčových slov 
V této části experimentu je popsáno rozdělení počtu výskytů klíčových slov mezi textem článku 
a jeho abstraktem. U kaţdého článku byl vytvořen abstrakt pomocí třech výše zmíněných metod. 
V kaţdé větě abstraktu byl spočítán počet výskytů klíčových slov a nad těmito hodnotami byla 
provedena suma. Stejně tak byl spočítán počet výskytů klíčových slov ve zbylých větách článku. 
U kaţdého článku bylo vypočteno, jaká procentuální část výskytů klíčových slov připadá na věty 
abstraktu. Hodnoty byly zaneseny do grafů na obrázku 26 pro první článek, 27 pro druhý a 28 pro 
třetí.  
 Pro první a třetí článek bylo u Luhnovy metody s pouţitím slovníku WordNet vysledováno 
navýšení výskytů klíčových slov směrem k abstraktu. Tento jev je způsoben celkovým navýšením 
počtu všech klíčových slov článku z 266 na 296, respektive ze 176 na 197. Důsledkem je vytvoření 
delších shluků klíčových slov, které mají i vyšší váhu. Situace u druhého článku byla odlišná. 
Do abstraktu se dostaly krátké věty, které obsahovaly vysoký počet klíčových slov s dostatečně 
vysokými frekvencemi a tím obsahovaly shluky s nejvyššími váhami. Oswaldova metoda, která 
význam vět odvozuje od skupin slov a jejich frekvence výskytů, měla poměr počtu klíčových slov 
ve větách abstraktu jako Luhnova metoda, ovšem věty vybrané do abstraktu se většinou neshodovaly.  
 Abstrakty obsahující větší část klíčových slov pravděpodobně mají i větší předpoklad 
pro lepší zachycení informace, kterou do článku jeho autor vloţil. Na druhou stranu toto navýšení 
výskytů slov, potaţmo frekvence termů, umoţní nastavení přísnější hranice pro minimální 
poţadovanou frekvenci termů a tím přesnější identifikaci vět článku nejvhodnějších pro abstrakt. 
                                                   
10 Zpravodajský web dostupný na www.reuters.com 
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Zajímavé je, ţe u prvního a druhé článku byly při pouţití slovníku WordNet věty abstraktu výrazně 
delší. Pro první článek to byl nárůst z 19 na 29 a pro třetí z 29 na 39 slov jedné věty. Článek třetí 
zaznamenal pokles z 35 slov na 26 slov, ale věty jeho abstraktu ve výsledku obdrţely vyšší váhu.  
 
 
Obrázek 26: Rozloţení klíčových slov článku 1 
 
Obrázek 27: Rozloţení klíčových slov článku 2 
 
Obrázek 28: Rozloţení klíčových slov článku 3 
Míra komprese 
Druhá část experimentu je zaměřena na zkoumání dosaţené míry komprese původního textu. 
Sledován byl počet všech slov článku a počet všech slov jeho abstraktu. Hodnoty byly naměřeny 
pro kaţdý článek zvlášť a následně byly zprůměrovány podle pouţitých metod. Získaná data byla 
zanesena do grafu na obrázku 29. 
 
 
Obrázek 29: Dosaţená míra komprese podle pouţitých metod 
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 Nejvyšší míry komprese dosahovala Luhna metoda. Před sumarizací byl průměrný počet slov 
článku 894, zatímco jejich abstrakt obsahoval 138 slov. Při zapojení slovníku WordNet byla 
průměrná délka abstraktu 157 slova a při pouţití Oswaldovy metody to bylo 145 slov. Nejhůře tedy 
dopadla Luhnova metoda při současném vyuţití slovníku WordNet. Způsobily to delší shluky 
vět, které byly nalezeny díky vyššímu počtu termů vyhovujících podmínce minimální frekvence 
termů.  
Hodnocení abstraktů 
V posledním experimentu byla snaha o vyhodnocení kvality vytvořeného sumarizátoru. Hodnocení 
je třeba povaţovat za subjektivní, protoţe jen ztěţka by bylo moţné vytvořit ideální abstrakt, který 
by slouţil jako referenční. Pro hodnocení budou pouţity tři přímé metody hodnocení (srovnání 
s ručně vytvořeným abstraktem, zhodnocení tematické obsaţnosti a návaznost vět) a jedna metoda 
nepřímá (zhodnocení pouţitelnosti). Zhodnocení bude provedeno na druhém článku ze třech výše 
zmíněných. Následuje citace úvodníku s obsahem hlavní informace v textu11: 
China has been quietly and gently pressuring North Korea to scrap plans 
for a third nuclear test, said two sources with knowledge of closed-door 
discussions between the countries, but there is no indication how the North 
will react. 
Luhnova metoda 
Jako první bude vyhodnocen abstrakt vytvořený Luhnovou metodou, jehoţ věty jsou uvedeny 
v tabulce 14. Z pohledu návaznosti lze abstrakt hodnotit jako vydaření, protoţe neobsahuje ţádné 
věty, které by na sebe logicky nenavazovaly. I z pohledu tematické obsaţnosti jej lze hodnotit 
pozitivně. Nejsou sice uvedena všechna fakta, která se nachází v samotném článku, ale to by asi ani 
nebylo moţné v abstraktu dlouhém 5 vět. Při přímém srovnání s úvodníkem ale zjišťujeme, ţe pouze 
informace první a třetí věty jsou obsaţeny i ve výše ocitovaném úvodníku. Naopak v abstraktu chybí 
zmínka o tom, ţe zatím není známa reakce Severní Koreji. Jistě by ale abstrakt bylo moţné označit 
za pouţitelný pro získání rychlého náhledu na to, o čem samotný článek pojednává. 
 
č. Text věty 
1 "China is unhappy ... and urged North Korea not to conduct a nuclear test near Changbai 
Mountain," said the source, who declined to be identified because of the sensitivity of the 
matter. 
2 When North Korea conducted nuclear tests in 2006 and 2009, it caused environmental damage 
to the mountain straddling the border with China. 
3 Despite pressuring North Korea to cancel plans for a third test, China would want to avoid 
serious diplomatic measures, such as recalling its ambassador, said Jin. 
4 And, of course, the comprehensive sanctions regime will be sabotaged by China, for whom a 
nuclear North Korea is a lesser evil than an unstable and or collapsing North Korea," said 
Andrei Lankov, a North Korea expert at South Korea's Kookmin University. 
5 In addition, in the face of rising tension over disputed islands in the South China Sea, the last 
thing China needs is the United States using a North Korean nuclear test as an excuse to step 
up its military presence in the region, said a source with ties to China's top leadership, 
requesting anonymity. 
Tabulka 14: Věty abstraktu vytvořeného Luhnovou metodou 
                                                   
11 Článek je dostupný na adrese http://www.reuters.com/article/2012/05/16/us-korea-north-china-
idUSBRE84F0F820120516 
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Luhnova metoda s využitím slovníku WordNet 
Další hodnocený abstrakt byl vytvořen Luhnovou metodou vyuţívající slovník WordNet. V tomto 
případě se v abstraktu vyskytují tři věty nesoucí informaci, která se vyskytuje i v úvodníku. Z pohledu 
návaznosti je však výsledek horší - druhá a pátá věta na sebe logicky nenavazují. První věta lze 
povaţovat jako navazující pokud bychom brali v potaz i jméno článku. Z pohledu pouţitelnosti 
samotný abstrakt zřejmě také obstojí, ale nepůsobí zdaleka tak kompaktně jako abstrakt vytvořený 
obyčejnou Luhnovou metodou. Ne zcela přesvědčivý výsledek je pravděpodobně způsoben pouţitím 
příliš nízké hranice pro prahování. 
  
č. Text věty 
1 When North Korea conducted nuclear tests in 2006 and 2009, it caused environmental damage 
to the mountain straddling the border with China. 
2 Chinese officials have discussed whether threats of diplomatic action would be effective, but 
any action might be restricted to some economic measures to signal China's displeasure and 
would not affect vital food aid for North Korea, the source said. 
3 A Western diplomat, who also asked not to be identified, confirmed that China has put 
pressure on North Korea to abandon the test. 
4 Despite pressuring North Korea to cancel plans for a third test, China would want to avoid 
serious diplomatic measures, such as recalling its ambassador, said Jin. 
5 The 1950-53 Korean War, in which China helped North Korea against the United States and 
South Korea, ended in a truce. 
Tabulka 15: Věty abstraktu vytvořeného Luhnovou metodou s vyuţitím slovníku WordNet 
 V tabulce 16 jsou vypsány věty abstraktu, které byly získány pouţitím opět stejné 
sumarizační metody, ale s minimální poţadovanou frekvencí výskytů 3. První a čtvrtá věta obsahují 
informace zmíněné i v úvodníku. Všechny věty mají dobrou návaznost a to jak logickou (zejména 
věty 1 aţ 4), tak i gramatickou. Samotný abstrakt lze tedy hodnotit jako pouţitelný pro získání 
rychlého náhledu na problematiku, kterou se článek zabývá.    
 
č. Text věty 
1 "China is unhappy ... and urged North Korea not to conduct a nuclear test near Changbai 
Mountain," said the source, who declined to be identified because of the sensitivity of the 
matter. 
2 When North Korea conducted nuclear tests in 2006 and 2009, it caused environmental damage 
to the mountain straddling the border with China. 
3 China condemned North Korea's first nuclear test in October 2006, carried out in defiance of 
China's public pleas, and it supported a U.N. resolution that authorized sanctions. 
4 In addition, in the face of rising tension over disputed islands in the South China Sea, the last 
thing China needs is the United States using a North Korean nuclear test as an excuse to step 
up its military presence in the region, said a source with ties to China's top leadership, 
requesting anonymity. 
5 The 1950-53 Korean War, in which China helped North Korea against the United States and 
South Korea, ended in a truce. 
Tabulka 16: Věty abstraktu vytvořeného Luhnovou metodou s vyuţitím slovníku WordNet  
a s hodnotou 3 jako minimální frekvence termů 
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Oswaldova metoda 
Poslední částí tohoto experimentu je vyhodnocení abstraktu získaného Oswaldovou sumarizační 
metodou. Opět pouze dvě věty obsahují informace zmíněné i v úvodníku. Tematicky obsaţné 
zejména první tři věty. Problém s návazností vět zde není. Abstrakt nicméně nepůsobí tak kompaktně 
jak tomu bylo Luhnovy metody (s i bez slovníku WordNet). 
 
č. Text věty 
1 If North Korea goes ahead with the test, China would consider taking some retaliatory steps, 
but they would not be substantive, a source with ties to Pyongyang and Beijing told Reuters. 
2 North Korea has almost completed preparations for the test, Reuters reported in late April, a 
step that would further isolate the impoverished state after last month's failed rocket launch 
that the United States says was a ballistic missile test. 
3 "China is unhappy ... and urged North Korea not to conduct a nuclear test near Changbai 
Mountain," said the source, who declined to be identified because of the sensitivity of the 
matter. 
4 China feared a radiation leak and damage to the environment from a blast, the source added. 
5 "China also complained about the environmental damage to the area after the first two tests." 
Tabulka 16: Věty abstraktu vytvořeného Luhnovou metodou 
 Mezi sumarizačními metodami nejlépe obstála Luhnova metoda. Je ale potřeba 
zdůraznit, ţe článek od článku se mohou dosaţené výsledky lišit. Záleţí totiţ i na tom, jak obšírně 
pisatel dané téma popisuje, jak moc vyuţívá synonyma slov nebo jestli inklinuje k pouţívání 
dlouhých nebo krátkých vět. U všech metod je velmi důleţité správné stanovení minimální frekvence 
termů, které zásadně ovlivňuje konečný výsledek. Zde by bylo záhodno zváţit dynamické generování 
této hodnoty. Vţdy by se dalo vzít například 20% slov s nejniţším počtem výskytů a pouţít jejich 
průměrnou frekvenci.  
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8 Závěr 
Na automatickou tvorbu sumarizací lze pohlíţet jako na několik různých, úzce souvisejících a velmi 
zajímavých problémů.  Tato diplomová práce je konkrétně zaměřena na tvorbu abstraktů z textových 
dat. Nastudováno bylo několik metod pro jednodokumentovou sumarizaci. Z těchto metod byly 
vybrány dvě, Luhnova a Oswaldova, které byly následně zvoleny i pro implementaci. Neoddělitelnou 
součástí sumarizačních algoritmů je předzpracování dat, kterému je část této práce věnována. 
Samotná problematika normalizace by však bohatě vydala na několik dalších takových prací. 
Předzpracováním je v této práci myšlena tokenizace, odstranění stop slov a následná stemizace nebo 
lematizace. V aplikaci byly pro stemizaci pouţity Porterův algoritmus, Paiceho algoritmus 
a Lovinsové algoritmus. Zároveň byla vytvořena implementace převodů slov na N-gramy, která byla 
v experimentech pouţita pro vyhodnocení ostatních metod. Lematizace pak byla umoţněna pouţitím 
slovníku ze Stanfordovy univerzity. 
 Na začátku praktické části této práce byla provedena specifikace poţadavků na samotnou 
aplikaci. Posléze byl proveden návrh architektury aplikace, kterou se podařilo i úspěšně 
naimplementovat. Součástí návrhu a implementace je i rozšíření původní Luhnovy metody a pouţití 
slovníku WordNet. Rozšíření má dopad na odhalení potenciálních synonym daného slova, pro které 
je následně počítána frekvence výskytů. Aplikace potom byla rozdělena do několika částí tak, aby 
umoţňovala kombinovat různé způsoby normalizace textových dat a sumarizačních metod.  
S aplikací bylo provedeno několik experimentů. Jeden z nich byl zaměřen na ověření 
funkčnosti implementace Luhnovy metody za současného pouţití Porterova stemizačního algoritmu. 
Při tomto experimentu bylo demonstrováno vytváření shluků klíčových slov. Navazující experiment 
byl jeho rozšířením o zapojení prahu pro minimální poţadovanou frekvenci termů. Důsledkem byly 
váhy vět získané na základě shluků utvořených z významnějších termů. Tyto shluky jsou sice kratší 
co do počtu klíčových slov, je u nich ale vyšší předpoklad, ţe přesněji identifikují důleţité části 
původního textu. 
Další z experimentů zkoumal vliv zapojení slovníků WordNet pro vyhledávání synonym 
při počítaní frekvence termů. Ukázalo se, ţe bylo odhaleno několik případů, kdy se autor článku 
snaţil z čistě stylistických důvodu zaměňovat různá slova synonymy. Všechna tato slova pak 
obdrţela skutečnou odpovídající frekvenci výskytů. Kvůli původní nízké frekvenci výskytů často 
nebyla tato slova ani povaţována za klíčová 
  Jeden z experimentů se zabývá souvislostí mezi významností vět a jejich pozicí v původním 
textu článku. Jako sada testovacích dat bylo pouţito 10 vybraných článků s průměrným počtem 1274 
slov. Neukázalo se ale, ţe by bylo moţné vycházet z předpokladu, ţe nejvýznamnější věty 
se vyskytují buď na začátku, nebo konci článku. Prvních 20% z rozsahu článku průměrně obsahovalo 
34% vět abstraktu a posledních 20% potom pouze 12% vět abstraktu. Začátek článku tedy obsahuje 
mírně vyšší počet vět z abstraktů, ale čísla nejsou dostatečně průkazná pro prokázání souvislosti mezi 
významností vět a jejich pozicí. 
Srovnání míry redukce počtu různých klíčových slov dosaţené při pouţití jednotlivých 
normalizačních metod bylo předmětem zkoumání dalšího z experimentů. Podařilo 
se ukázat, ţe Porterův algoritmus je právem označován jako tzv. light stemmer. Paiceho naopak jako 
heavy stemmer. Mezi stemizačními algoritmy dosahoval ten Porterův vůbec nejniţší míry redukce. 
Niţší ji měla uţ pouze lematizace. Pro srovnání byla normalizace klíčových slov provedena 
i převodem na 3-gramy, 4- gramy a 5-gramy.  V případě převodu na 3-gramy byla zaznamenána míra 
redukce 30,7%. Hodnota je výrazně vyšší, neţ která byla dosaţena při pouţití Porterova algoritmu 
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(8,7%). V tomto případě by zřejmě jiţ docházelo k jevu nazývanému overstemming, který způsobuje 
přílišnou ztrátu původní informace obsaţené v původním textu dokumentu. Jak jiţ bylo 
zmíněno, měla lematizace nejniţší míru redukce. Díky vyuţití slovníku by ale mohla být povaţována 
za nejpřesnější. Nakonec je tedy vţdy potřeba zváţit, jestli je v konkrétním pouţití prioritou rychlost 
aplikace nebo přesnost. Stemizace, coţ je mechanický proces, bude pravděpodobně řádově rychlejší 
neţ vyhledávání základních tvarů slov ve slovníku. 
   V posledním z experimentů byly srovnány všechny tři sumarizační metody. Sumarizace 
byla provedena vţdy nad sadou tří článků. V první části experimentu bylo zkoumáno rozdělení počtu 
výskytů klíčových slov mezi abstraktem a zbylými větami článku. Ukázalo se, ţe při pouţití Luhnovy 
sumarizační metody vyuţívající slovník WordNet u dvou článků došlo k procentuálnímu navýšení 
počtů výskytů významných slov v abstraktu. To by mohlo být předpokladem pro výběr 
indikativnějších vět pro abstrakt. V další části experimentu se nicméně ukázalo, ţe pro abstrakt byly 
vybírány věty spíše na základě jejich délky, neţ na míře významnosti obsaţených termů. Bylo 
to způsobeno celkovým nárůstem počtu klíčových termů. Na základě tohoto zjištění byl proveden 
další experiment s vyšší hodnotou pro minimální poţadovanou frekvenci výskytů. Pak výsledný 
abstrakt jiţ dosahoval poţadovaných kvalit.  
Část posledního experimentu byla věnována zkoumání míry komprese všech 
tří sumarizačních metod. Bylo zjištěno, ţe Luhnova a Oswaldova metoda vykazují podobné 
hodnoty, ovšem Luhnova metoda dosahuje hodnot o několik procent niţších.  Důvodem jsou opět 
delší věty, které byly do abstraktu vybrány. Při zvýšení hodnoty minimální poţadované frekvence 
termu se míra komprese opět zvýší. 
Závěr posledního experimentu je věnován porovnání kvality abstraktů vytvořených třemi 
zmíněnými metodami. Hodnocení kvality je z velké míry subjektivní záleţitostí. Ideální abstrakt 
by se hledal jen stěţí. Pouţitelnost abstraktu je vţdy potřeba hodnotit v kontextu jeho účelu. 
Pro srovnání metod byl abstrakt proveden na jednom článku postupně všemi třemi metodami. Jako 
referenční abstrakt byl pouţit úvodník původního článku. Pro kaţdou větu abstraktu bylo 
hodnoceno, zda obsahuje informaci obsaţenou i v tomto úvodníku, jestli na sebe jednotlivé věty 
navazují a posledním kritériem byla tematická obsaţnost. Nejkvalitnějším se jevil abstrakt získaný 
Luhnovou sumarizační metodou. Při stejném nastavení minimální frekvence termů a zapojení 
slovníku WordNet došlo k získání dlouhých vět abstraktu, leč z výše zmíněného pohledu měření 
kvality zcela nevyhovujících. Po korekci minimální frekvence termů byl ovšem abstrakt povaţován 
za kvalitní jak z pohledu tematické obsaţnosti, tak i logické návaznosti.  
Jádrem této diplomové práce je Luhnova sumarizační metoda a její rozšíření o pouţití 
slovníku WordNet pro odhalování sémanticky příbuzných slov. Další implementovanou částí byla 
Oswaldova metoda. Dosaţené výsledky ukázaly, ţe rozšíření je uplatnitelné za předpokladu, ţe bude 
korektně stanovena minimální poţadovaná frekvence termů. Ideální by ale bylo tuto hodnotu 
odvozovat od délky samotného článku. Dalším rozšířením této práce by tedy mohl být relativní 
výpočet této hodnoty. Zajímavé by jistě bylo i rozšíření i o moţnost vytváření abstraktů s ohledem 
na zadaný dotaz. Uţivatel by například zadal dotaz EU summit a sumarizační úlohy by potom 
shlukům nebo skupinám s těmito slovy přiřazovaly vyšší váhu.  
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Seznam příloh 
Příloha 1.  CD obsahující text této práce v pdf, manuál, zdrojové texty aplikace, adresář 
s projektem aplikace NetBeans, adresář s projektem aplikace Eclipse, spustitelnou 
Java aplikaci, testovací sada článků 
 
