Eccentricity-dependent sensitivity losses in spatial discrimination tasks can often be overcome by scaling stimuli at each eccentricity by a factor F ¼ 1 þ E=E 2 . However, because there may be more than one eccentricity-dependent limitation at play in a particular task a single scaling function may be insufficient to explain all sensitivity losses as stimuli are moved from foveal to peripheral retinal locations. We propose a method explicitly designed to determine whether a single scaling factor is sufficient to capture all eccentricity-dependent sensitivity losses in a task. The methodology was applied to subjective contour stimuli that varied in aperture size ðrÞ and carrier wavelength ðxÞ. For a range of stimulus configurations ½2 À0:5 logðr=xÞ we measured threshold scale ½2 À0:5 logðrxÞ and fit data at each eccentricity to rectangular parabolas that expressed sensitivity limitations arising from aperture size and carrier wavelength. Although a single scaling factor ðE 2 Þ explains much of the variability in the data there are systematic sources of variance in the residuals (i.e., deviations of the data from the best fitting functions). Our analysis shows that two scaling factors are required to capture all eccentricity-dependent limitations in the data. Ó
Eccentricity and scaling functions
An obvious feature of human and primate visual systems is that spatial resolution decreases with eccentricity (distance from the centre of the fovea) leading to sensitivity losses in detection and discrimination tasks. However, performance in such tasks can often be equated across the visual field by a scaling function (F ) that magnifies stimuli at each eccentricity (E) by a factor
where E 2 is the eccentricity at which the size of a stimulus must be doubled, relative to a foveal standard, to achieve equivalent performance (i.e., F ¼ 2 when E ¼ E 2 ). In general the scaling factor required to equate performance across eccentricities is specific to that dimension of the stimulus that limits performance. For example, unreferenced movement acuity (detecting motion of a dot without any other points of reference) is usually less affected by eccentricity of presentation than bisection acuity. Indeed, the E 2 s for these two tasks differ by a factor of more than 100 (Whitaker, M€ a akel€ a a, Rovamo, & Latham, 1992) . It has been suggested that the E 2 associated with a particular task reveals the region of the brain that limits performance in the task. For example, it has been argued that an E 2 of %3 reveals retinal processing limitations because the inverse of F defined with E 2 ¼ 3, [i.e., 1=ð1 þ E=3Þ] corresponds roughly to changes in cone and ganglion cell density with eccentricity. E 2 s of %0.77 are often assumed to reveal cortical limitations because 1=ð1 þ E=0:77Þ characterizes the amount of striate cortex devoted to processing a unit area of the retina at each eccentricity (Levi, Klein, & Aitsebaomo, 1985) . However, the above-noted hundred-fold variation in E 2 s obtained in different tasks suggests that extreme caution should be exercised when attempting to interpret E 2 s as signatures of specific anatomical limitations.
Another perspective is that E 2 reflects changes in receptive field sizes with eccentricity. This view may be complicated by the fact that the dimensions of the receptive fields may scale differently with eccentricity. For Vision Research 42 (2002) [227] [228] [229] [230] [231] [232] [233] [234] [235] [236] [237] [238] www.elsevier.com/locate/visres example, Yu and Essock (1996) studied the perceptive fields of end-stopped mechanisms and found different eccentricity-dependent changes in structure associated with each region of the perceptive field. As well, Westheimer (1982) found that in the two-dot vernier acuity task, the optimal separation scaled at a slower rate than the threshold. Finally, a number of recent reports have shown that a single scaling factor is insufficient to equate performance in visual tasks across the visual field (J€ u uttner & Rentschler, 1996 (J€ u uttner & Rentschler, , 2000 Strasburger, Harvey, & Rentschler, 1991; Strasburger & Rentschler, 1996) . These studies typically consider the interaction of stimulus size (a spatial variable) with contrast (a non-spatial variable). Although the emphasis is somewhat different, the point remains that there are multiple reasons for eccentricitydependent sensitivity losses.
If the spatial structure of receptive fields were to change in more than just size with eccentricity, or if two neural loci change their relative contributions to resolution limitations across the visual field, then a single E 2 would not accurately represent the nature of the eccentricity-dependent limitations at play in a particular task. Recently, Melmoth, Kukkonen, M€ a akel€ a a, and Rovamo (2000) showed that two scaling factors were required to equate face discrimination across the visual field. One scaling factor scaled stimulus size and the second scaled stimulus contrast. Melmoth and Rovamo (2001) showed similar results for word recognition. Our goal in this paper is to describe a general methodology that recovers multiple eccentricity-dependent resolution limits governing a particular task. Our results (and those of Melmoth et al.) suggest that failures of eccentricity scaling to equate performance across the visual field may reflect inappropriate scaling of all relevant stimulus attributes with eccentricity. We apply our methodology to the discrimination of subjective contours; i.e., phase shifted gratings (Fig. 1, left panel) , which one might also call second-order contours.
Recent models suggest that the encoding of subjective contours involves multiple stages of spatial filtering (e.g., Francis & Grossberg, 1996; Grosof, Shapley, & Hawken, 1993; Gurnsey, Iordanova, & Grinberg, 1999; Gurnsey & von Gr€ u unau, 1997; von der Heydt, Peterhans, & Baumgartner, 1984; Wilson & Richards, 1992) . Generally, the first stage involves linear, orientationselective filters identified with V1 simple cells. These filters respond well to the carrier grating but poorly at the locus of the phase shift. A non-linear transformation of these filter outputs (squaring, halfwave or fullwave rectification) is passed to a second stage filter that responds to discontinuities in the first stage responses occurring at the locus of the phase shift. The second stage is either associated with V2 cells (von der Heydt & Peterhans, 1989) or V1 complex cells (Grosof et al., 1993) . The responses of the first layer are determined by the match of the filters' frequency sensitivity to the frequency of the carrier grating. The responses of the second layer filters are determined in large part by the length of the subjective contour (Gurnsey et al., 1999) ; i.e., whether the subjective contour covers its entire receptive field. We concluded that subjective contours are excellent objects of study for eccentricity scaling because the mechanisms recently proposed to encode them comprise several levels of processing which may scale differently with eccentricity.
The right panel of Fig. 1 demonstrates the responses of a two stage mechanism to subjective contour stimuli (see left panel) of varying sizes and carrier wavelengths. The solid black line superimposed on this response space shows all combinations of wavelength and size eliciting a particular level of response. The rightmost point in the right panel of Fig. 1 represents the optimal wavelength for the first layer filters. For a fixed stimulus size, Fig. 1 . Subjective contours and model response space. The left panel depicts nine subjective contour stimuli varying in carrier wavelength and aperture size. Stimuli that are diagonal neighbours (north east and south west) have a constant number of cycles per patch and are therefore scaled versions of each other. Later these will be referred to as having the same configuration. The right panel shows model responses to subjective contour stimuli varying in size and wavelength.
wavelengths shorter than this optimal point elicit weaker responses from the model. Conversely, for a fixed wavelength, model response increases with increased stimulus size, after which an asymptotic response level is achieved. The iso-response curve asymptotes parallel to both the wavelength and size axes. These asymptotes will be referred to as the minimum wavelength ðx min Þ and minimum size ðr min Þ. r min is the size at which the isoresponse line becomes parallel to the wavelength axis and x min is the wavelength at which the iso-response line becomes parallel to the size axis. We note that, in a similar fashion, Strasburger et al. (1991) measured contrast sensitivity in a digit identification task for a range of stimulus sizes and eccentricities and recorded the points at which performance became asymptotic with respect to size and contrast at each eccentricity.
x min and r min (in Fig. 1 right panel) depend on the properties of the first and second layers of the mechanism. If the first layer filters were tuned to higher or lower frequencies then x min would shift to the left or right respectively. If the size of the second layer filter were increased or decreased then r min would move up or down respectively. If we accept the two stage model as a plausible account of how subjective contours are encoded then x min and r min would be expected to increase with eccentricity. As pointed out above, however, x min and r min may scale at different rates.
We now turn our attention to representing and extracting thresholds in a stimulus space such as shown in the right panel of Fig. 1 . The iso-response curve in the right panel of Fig. 1 may be thought of as response level corresponding to threshold in a psychophysical experiment. For example, it might be the response level required to discriminate two differently oriented subjective contours. The form of the iso-response line is well captured by the rectangular parabola (Serway, 1992) , which has the form
Here x and r satisfying Eq. (2) may be taken to represent combinations of stimulus wavelength and size at threshold. x min and r min are, as before, wavelength and size resolution limits, and c 2 relates r and x at intermediate values. The left panel of Fig. 2 provides two examples of rectangular parabolas. The lower left parabola was generated with r min ¼ x min ¼ c ¼ 2. For illustration, we can treat this parabola as an iso-response line determining thresholds at the fovea.
Spatial scaling theory holds that performance at any eccentricity can be made equivalent to performance at the fovea by an appropriate magnification or scaling of stimuli. This is equivalent to stating that the psychometric function characterizing foveal sensitivity is shifted in log space (Watson, 1987) . The centre panel of Fig.  2 shows that two rectangular parabolas shown in the left panel of Fig. 2 are simply shifted versions of each other when expressed in logarithmic coordinates. Shifting the foveal curve in log space corresponds to multiplying the parameters of the rectangular parabola by the scaling factors given in Eqs. (3)- (5).
The upper rectangular parabola in the left panel of Fig.  2 was derived from the lower rectangular parabola by setting E 2r ¼ E 2x ¼ 2. In this case r min and x min scale at the same rate but as we noted earlier, the effect of eccentricity may be to shift the psychometric functions by different amounts with respect to the two axes. Fig. 3 shows an example of unequal shifts along the two axes. In this case E 2r ¼ 1:5 and E 2x ¼ 3. It is clear from the centre panel of Fig. 3 that the two rectangular parabolas are not parallel. Although rectangular parabolas provide useful characterizations of threshold contours in a two-dimensional Fig. 2 . Analysis of the rectangular parabola when the two dimensions scale in the same way with eccentricity. The left panel shows two rectangular parabolas plotted on linear axes. The lines emanating from the origin depict combinations of size and wavelength having a constant ratio; i.e., the same configuration. The centre panel shows two rectangular parabolas plotted on logarithmic axes. The configuration lines become parallel when expressed in log-log coordinates. In this log-log space, the two rectangular parabolas are parallel. The right panel shows the same information as the centre panel but rotated 45°. This representation makes explicit that the two rectangular parabolas are simply shifted versions of each other. response space, they present a problem when one attempts to recover them experimentally. For example, if one attempts to recover this kind of iso-response curve by varying one stimulus parameter while keeping the other fixed (e.g., threshold contour size at each carrier wavelength, or, conversely, threshold carrier wavelength at fixed contour lengths) thresholds will be difficult to determine as one approaches the asymptotic value of the fixed dimension because of the steepness of the curve at that point.
One way to overcome this problem is to sample the stimulus space along lines that emanate from the origin as shown by the straight lines in the left panels of Figs. 2 and 3. All stimuli along a particular line have the same size to wavelength ratio ðr=xÞ and differ only in scale. Sampling the stimulus space in this way (with an adaptive procedure or some other psychophysical method) guarantees that threshold contour will not be missed, as it might be if one dimension was fixed while the other was varied.
When the stimulus space is expressed in logarithmic units the sampling lines become parallel to each other as shown in the centre panels of Figs. 2 and 3. An important consequence of expressing the sampling lines in logarithmic coordinates is that a rotation of the logarithmic space has a very intuitive interpretation. The right panels of Figs. 2 and 3 show projections of the centre panels onto axes rotated 45°to the original then reflected around the Y axis. In this representation:
where @ ¼ 2 À0:5 . X is a particular sampling line or stimulus configuration. Y represents the scaling of the stimulus (i.e., position along one of the sampling lines).
In much of what follows, subjective contour stimuli will be discussed in terms of X and Y or the more intuitive terms, stimulus configuration and scale respectively.
There are a number of advantages to the XY representation described in Eqs. (6) and (7). In this representation X (configuration) becomes an independent variable that combines the two dimensions of the stimulus space and Y (scale) becomes a dependent variable that can be measured psychophysically. When configuration (X ) and eccentricity are treated as independent variables and Y as a dependent variable, the resulting data are amenable to an analysis of variance (ANOVA). In an ANOVA, main effects of eccentricity and configuration can be assessed independently. Most importantly, however, a significant interaction between eccentricity and stimulus configuration provides a statistical basis for deciding if two scaling factors are required to explain eccentricity-dependent sources of variance in the data. The null hypothesis (e.g., Fig. 2 right panel) is that the effect of eccentricity is to shift the threshold curve by equal amounts with respect to the two axes. A significant interaction between configuration and eccentricity (e.g., Fig. 3 , right panel) would be a basis for rejecting this null hypothesis.
If scale thresholds have been determined for each configuration at a particular eccentricity, they can be fit to a rectangular parabola. Eqs. (8) and (9) express positions in XY space in terms of the underlying parameters of the rectangular parabola.
where l ¼ r=x and, as before, @ ¼ 2 À0:5 . This model assumes r min P 0, x min P 0, c 2 P 0 and 1 > l > 0. These points can be rotated back into size and wavelength coordinates using:
For a given scaling threshold ðY t Þ obtained along a sampling line ðX Þ, its deviation from the value ðY 0 Þ predicted by a given rectangular parabola (defined by r min , x min and c) can be determined. For a set of thresholds collected along different sampling lines, the rectangular parabola that minimizes the sum of squared deviations can be taken as the one that provides the best fit to the obtained data. (5)). A least squares minimization procedure was used to find the best fits to the simulated data under two conditions. In the first condition rectangular parabola parameters (r min , x min and c) were recovered assuming a single scaling function; i.e., a single E 2 . The recovered parameters were r min ¼ 2:56, x min ¼ 1:24, c ¼ 2:37 and E 2 ¼ 1:45. Note that E 2 ¼ 1:45 is between the true E 2 s; E 2r ¼ 0:77 and E 2x ¼ 3:00. The centre panel of Fig. 4 shows the best fitting rectangular parabola (solid line) and the simulated data scaled according to the recovered E 2 . In a second condition the data were fit assuming independent scalings of the two dimensions (E 2r and E 2x ) and in this case all parameters were recovered perfectly and explained 100% of the variance in the simulated data. The right panel of Fig. 4 shows the best fitting rectangular parabola (solid line) and the simulated data scaled according to the recovered E 2 s.
It is worth noting that the simulated data are fit quite well (84% explained variance) by a single scaling function, even though the data were created through the use of two scaling functions. In fact, this fit to the data might lead to a claim that a single scaling factor eliminates most eccentricity-dependent variance from the data. Although this might seem true, it is impossible to quantify. Furthermore, there is clearly some systematicity in the variance that remains unexplained by this fit (see the centre panel of Fig. 4 ). The residuals from the best fitting function can be easily calculated. If data sets are collected from several subjects, then the residuals can be submitted to an ANOVA. If there is any systematic variance unexplained by the fit, it would be revealed as main effects or an interaction in the ANOVA.
Subjective contours and eccentricity
The objective of the present experiment was to assess the ability of the methodology developed above to detect two sources of sensitivity loss that simultaneously limit performance in subjective contour discrimination across the visual field.
Method

Participants
The two authors and three naive subjects participated in the experiment. All participants had normal or corrected to normal vision as judged by their optometrists. Those who needed corrective glasses wore them throughout the testing sessions.
Apparatus
Testing and data collection were controlled by a Power Macintosh 7100/80 equipped with a 1024 Â 768 pixel color monitor (27 pixels/cm, refresh rate ¼ 75 Hz).
Stimuli
All stimuli comprised the sum of two sine wave gratings (one horizontal and the other vertical) presented within a circular aperture. To create subjective contours, a 180°phase shift was introduced along lines oriented AE45°passing through the centre of the display. Fig. 5 shows examples of these stimuli, rotated so that the subjective contours are vertical rather than diagonal. Eight different stimulus configurations were employed representing size-to-wavelength ratios of 0.25, 0.5, 1, 2, 4, 8, 16 and 32. The fixation point was a 2 Â 2 pixels white square within a 4 Â 4 black square and was placed in the same depth plane to control for accommodation. Average screen luminance was 31.5 cd/m 2 and all stimuli were presented at maximum available contrast (%90%).
Procedure
When the fixation point was foveated, participants pressed a key to initiate the trial. The fixation display was replaced by the stimulus display for 13.3 ms, after which the fixation display reappeared. After a 500 ms delay the second stimulus appeared for the same duration. Each of the two intervals contained a subjective contour; one right oblique and the other left oblique. Participants had to judge which of the two intervals contained the right oblique edge (i.e., a two interval forced-choice task). A modified BEST PEST procedure (Lieberman & Pentland, 1982 ) using a Weibull function controlled the scale of the stimulus from trial to trial. The adaptive procedure stopped when it found a threshold scale yielding 81% correct responses within confidence limits of 0.1 log unit. During a session thresholds were obtained for the eight configurations and the eight PEST procedures were interleaved.
Monocular thresholds for the right eye were obtained at eccentricities of 0°, 2.5°, 5°, 10°, and 20°along the horizontal meridian in the nasal visual field (temporal retina). Binocular thresholds were also obtained at the fovea. To reduce the range of stimuli required to recover thresholds, viewing distance at eccentricity ðEÞ was set using:
with E 2 set to 2.5 and D 0 set to 100 cm. The value of 2.5 was chosen because it compensates (approximately) for sensitivity loss due to retinal undersampling.
Results
The left panel of Fig. 6 summarizes average scaling thresholds for the five subjects as a function of configuration (X ) for the five eccentricities and the binocular foveal condition. At and to the right of the vertical line (X P 0) in Fig. 6 , thresholds conform to the rectangular parabola (cf Figs. 2 and 3 , right panels). However, rather than continuing upwards to the left of the vertical line, thresholds fall. Configurations to the left of the vertical line have less than 1 cycle per aperture (cpa) and resemble luminance edges (see the first two stimuli in Fig. 5 ) and appear to be treated differently than subjective contours. For this reason, separate analyses were performed on the negative configuration values, which will henceforth be referred to as ''luminance edge stimuli'', and the remaining six configurations which we continue to refer to as subjective contours. It is also worth noting that the binocular thresholds at fixation were very similar to monocular thresholds (Fig. 6, left panel, open triangles and filled circles respectively).
Analysis of variance
A six (configurations) Â five (eccentricity) withinsubjects ANOVA was performed on the scaling (Y ) data of the five participants. This analysis excluded the binocular data and the two configurations with less 1 cpa. All main effects and interactions were corrected for violations of the sphericity assumption using Box's correction (see Keppel, 1991) . There was a main effect of eccentricity [F ð4; 16Þ ¼ 72:47, p < 0:0001] indicating that thresholds increased with eccentricity. There was . From this result, it is evident that shape of the configuration function changes significantly with eccentricity, which is inconsistent with a single eccentricity-dependent limitation on performance in this stimulus space. 
Traditional E 2 analysis
One perspective on the eccentricity by configuration interaction--put in traditional terms--is that each configuration elicits its own E 2 . Fig. 6 right panel shows E 2 calculated for each of the eight of the configurations used in the experiment. This was done for each configuration by finding the threshold wavelength (or equivalently, threshold size) at each eccentricity then calculating the best fitting line through these points. E 2 is simply the absolute value of the x-intercept, or the yintercept divided by the slope. These results show that E 2 is configuration dependent. E 2 s in the right panel of Fig. 6 are shown for the group data (filled circles) and for the mean of individual subjects' data ( ). (The solid line shows the results of the same procedure applied to theoretical data to be discussed in the curve fitting section below.) For configurations having one or more cycles per aperture, there is a relatively smooth increase in the E 2 s. However, as with the left panel of Fig. 6 , the E 2 analysis in the right panel shows a discontinuity for configurations with less than one cycle per aperture; i.e.; there is a sharp increase in E 2 s in this range.
Curve fitting and analysis of residuals
The left panel of Fig. 7 shows the average scale thresholds for the six configurations at each eccentricity. (These points are transformations of corresponding points in the left panel of Fig. 6 from XY space back into size and wavelength space). We wish now to determine if the rectangular parabola can be used to derive a low parameter characterization of the threshold contours obtained in the experiment. The method used to fit the simulated data in Fig. 4 was also used here. First, for each subject we solved simultaneously for values of r min , x min , c and E 2 that minimized the sum of squared deviations between actual and predicted data. The error arising from the foveally presented configuration having one cycle per aperture was weighted more heavily than the errors arising from any other data point, all of which were weighted equally.
2
This analysis assumes a single scaling factor can explain all eccentricity-dependent variance in the data. The parameters of these fits are shown in Table 1 for each of the five subjects. The derived E 2 value can be used to 2 This is in line with other methods of calculating E 2 which effectively give infinite weight to all thresholds obtained at the fovea e.g., infinite foveal weight was used in calculating 9/14 E 2 s reported in Table 1 of Rovamo, M€ a akel€ a a, N€ a as€ a anen, and Whitaker (1997). Melmoth et al. (2000) explain: ''Scaling factor at E ¼ 0 is always 1, because foveal data are superimposed onto themselves'' (p. 2814). In other words, the foveal data have special status in that all other thresholds are related to them. collapse all measured thresholds onto a single rectangular parabola. The centre panel of Fig. 7 shows this for the average subject data. The column labeled r 2 in Table  1 shows how much variance in the original data is explained by this single function. Table 1 shows that a single scaling function explains an average of 83% of the variance in individual subjects' data. The fit to the group data (shown in the centre of Fig. 7) explains 93% of the variance.
These fits actually seem quite reasonable but it may be asked if there is any systematicity in the variance that remains unexplained by the model. To address this question, residuals were computed for each of the 30 data point retained in Fig. 6 left panel. That is, for each subject, we computed the difference between measured Y value and the Y 0 from the model for each of the thirty data points. These residuals were submitted to a 6 (configurations) by 5 (eccentricities) ANOVA. The analysis revealed a significant main effect of configuration [F ð5; 20Þ ¼ 4:51, p < 0:01] and a significant interaction between configuration and eccentricity [F ð20; 80Þ ¼ 3:21, p < 0:0005] but no effect of eccentricity [F ð4; 16Þ < 0:1]. If the model had explained all eccentricity-dependent variation in the data, then the residuals would be randomly distributed across the 30 conditions and no main effect or interaction should have been found. However, the ANOVA revealed two significant effects and, therefore, we must conclude that the single scaling model does not capture all systematic variance in the data.
A second model which included two scaling factors (E 2r and E 2x ) was fit to the data. The analysis proceeded as before, solving simultaneously for values of r min , x min , c, E 2r and E 2x that minimized the sum of squared deviations between actual and predicted data. The parameters of these fits are shown in Table 2 for each of the five subjects. The derived E 2 values can be used to collapse all measured thresholds onto a single rectangular parabola. The right panel of Fig. 7 shows this for the average subject data. The column labeled r 2 in Table  2 shows that a model with two scaling factors explains an average of 93% of the variance in individual subjects' data. The fit to the group data (shown in the right of Fig. 7) explains 99% of the variance. For all subjects there was a significant increase in explained variance for the five parameter model (i.e., two scaling factors) over the four parameter model (i.e., one scaling factor) [all F inc ð1; 25Þ > 9:37, all p < 0:01]. ðSee Tabachnick and Fidell (1996, p. 162 ) for a description of the F inc test.Þ These fits seem excellent but again the question may be asked about systematicity remaining in the unexplained variance. As before, residuals were computed Mean refers to the average of the values in the corresponding columns. Group refers to fits to data average across subjects (see Fig. 7 , right panel). Mean refers to the average of the values in the corresponding columns. Group refers to fits to data average across subjects (see Fig. 7 , centre panel). and submitted to a 6 (configurations) by 5 (eccentricities) ANOVA. The analysis revealed no main effects or interactions (all p > 0:3). Therefore, we may conclude that the double scaling method has eliminated all systematic variance from the original data set. And, we may conclude that two scaling factors are required to equate subjective contour discrimination across the visual field.
The mean values of E 2r and E 2x are of interest because they relate to the components of the multistage model described in the introduction. For each subject the recovered E 2x was larger than the recovered E 2r . The average E 2x was 2.21 and the average E 2r was 0.70. The corresponding values for the group data were 1.82 and 0.67. A paired t-test showed that there was a significant difference between the E 2x s and E 2r s ½tð4Þ ¼ 3:49, p < 0:02. Using the five parameters that describe the scaling data (r min , x min , c, E 2r and E 2x ) we can compute E 2 for any possible configuration just as was done in the right panel of Fig. 6 . The solid line in Fig. 6 right panel shows the results of this computation. These theoretical data follow the empirical data quite nicely for configurations having one or more cycles per aperture.
The theoretical data may be interpreted in terms of the two-stage model described in the introduction. When there are many cycles per aperture, discrimination is limited by the wavelength of the stimulus; see x min in Fig. 1 . As the stimulus configuration approaches one cycle per aperture, discrimination is limited by the size of the aperture; see r min in Fig. 1 . Thus, if r min is associated with the size (i.e., length) of the subjective contour selective mechanism, and x min with its wavelength selectivity then the significant difference between E 2r and E 2x indicates that these two features of the mechanism scale at different rates with eccentricity. Again, the discontinuity in the right panel of Fig. 6 (vertical line at X ¼ 0) has an obvious interpretation. At this point the stimuli are no longer subjective contours, they are luminance edges. Our analysis reveals that we are more sensitive to orientation differences in luminance contours (thresholds are generally lowest for these configurations) than subjective contours and that luminance contours elicit slower sensitivity losses with eccentricity (i.e., larger E 2 s) than stimuli with one to four cycles per aperture.
General discussion
Review of the methodology
Previous work has focused on the spatial scaling required to equate detection and discrimination performance across the visual field. We have argued that psychophysical performance may be subject to multiple eccentricity-dependent limitations and we have proposed a methodology to assess the presence of these limitations. Using subjective contours for illustration, we showed that the response of a stereotypical multistage mechanism depends both on contour length and carrier wavelength. Iso-response lines in this space asymptote parallel to the two axes of the response space reflecting two separate limitations on performance. These iso-response lines are well described by rectangular parabolas. The effect of eccentricity on the multistage model is to shift the rectangular parabola away from the origin. The amount of this shift depends on how the components of the model scale with eccentricity. If the model components scale differently with eccentricity then obviously a single scaling factor will not be able to account for the shift in the response space. Therefore, detecting shifts in the response space provides a basis for inferring how the mechanism scales with eccentricity.
Because iso-response lines asymptote parallel to the axes of the response space, we proposed that the stimulus space should be sampled along lines that emanate from the origin so that all points along the iso-response line would be intersected. All points along a particular sampling line represent the same ratio of the levels of the independent variables which can be referred to as a particular configuration of parameters. The distance away from the origin of a particular stimulus is related to the scale of the stimulus. When the axes of the stimulus space are expressed in logarithmic units the sampling lines become parallel. A 45°rotation of this space has an intuitive interpretation whose axes we refer to as X (configuration) and Y (scale). Hence X becomes an independent variable and Y a dependent variable. When Y is measured in a psychophysical experiment for a range of X 's at a number of eccentricities, we then have a data set amenable to an ANOVA. We observed that an interaction between eccentricity and configuration is inconsistent with a single scaling factor. We also observed that systematicity in the residuals from the best fitting curves could be used to determine whether the parameters of the model remove all eccentricity-dependent sources of variance from the data.
Review of the data
This methodology was applied to the study of subjective contours. Scale thresholds were obtained for eight stimulus configurations at five eccentricities. Two of the eight configurations were excluded from our data fitting and ANOVAs because they appeared to represent a discontinuity in the stimulus space; that is, they were not treated as subjective contours by the visual system (see problematic issues below).
The remaining six configurations were first submitted to a 6 (configurations) by 5 (eccentricities) ANOVA with scale thresholds as the dependent measure. The ANOVA revealed a significant interaction between eccentricity and configuration. This interaction is inconsistent with the idea that a single scaling factor explains all eccentricity-dependent limitations in the data. This point was further illustrated by the fact that when the data were fit with a single E 2 , there were significant sources of variance in deviations of the data from the best fitting, scaled rectangular parabolas. When the data were fit with two E 2 s, there was a significant improvement in the amount of explained variance and there were no significant sources of variance in the residuals. Therefore, scaling with two E 2 s, explains all sources of variance in the data.
Acuity of processing stages
The values of r min and x min derived in the data fitting procedure provide measures of acuity that may be compared with data in the literature. Foveally, subjective contours cannot be resolved on carriers with wavelengths smaller than 6:33 AE 1:05 0 arc (%9.48 cpd) even when the aperture is relatively large (%20 0 arc). These values are larger than the typical human range of grating acuity, which ranges from 60 00 to 120 00 arc (%30-60 cpd; Rovamo & Virsu, 1979; Thibos, Still, & Bradley, 1996; Virsu, N€ a as€ a anen, & Osmoviita, 1987) . The mean E 2 derived for carrier wavelength in the present experiment (see Table 2 ) was 2:21 AE 0:65°, which is similar to E 2 s for acuity tasks like grating acuity (Levi et al., 1985; Westheimer, 1982) , Snellen acuity (Virsu et al., 1987) , geometric distortions (Rovamo et al., 1997) , T resolution (Toet & Levi, 1992) and the centre region of end-stopped mechanisms (Yu & Essock, 1996) . However, the E 2 for wavelength in our task is slightly smaller than in grating acuity tasks (Rovamo & Virsu, 1979; Virsu et al., 1987; Thibos et al., 1996) which are typically 3 or greater. It should be kept in mind, however, that conventional grating acuity tasks involve the presentation of a single grating whereas in the present experiment two gratings were superimposed. Had we employed subjective contours involving phase shifts in single gratings, the highest resolvable frequency may have been higher. Furthermore, the mechanism that mediates subjective contour detection is not the one that mediates grating detection so there is no reason to expect that the minimum resolvable wavelength or the E 2 that scales this with eccentricity to be identical to those found in simple grating acuity tasks.
Subjective contours must be at least 6:38 AE 1:11 0 arc long for discrimination at threshold when the carrier grating's wavelength is large enough to be clearly seen (%10 0 arc). Subjective contour discrimination requires at least a V1 representation (Grosof et al., 1993; von der Heydt et al., 1984) as would certain hyperacuities. The cortical magnification for V1 is frequently cited as in the range of 0.75-1.75 (Cowey & Rolls, 1974; Gr€ u usser, 1995; Horton & Hoyt, 1991; Levi et al., 1985) and is thought to underlie eccentricity-dependent limitations on hyperacuity (although see Virsu et al., 1987; Westheimer, 1982; Whitaker, et al., 1992) . It might be reasonable therefore, to expect the E 2 for subjective contour length to be in this range, or, at least smaller than those characterizing grating acuity. In fact, we found the E 2 for subjective contour length to be 0:70 AE 0:18°, which is in agreement with the widely cited cortical magnification study of Levi et al. (1985) . It is also important to note that the E 2 s for subjective contour size (E 2r ¼ 0:70 AE 0:18°) were significantly smaller than the E 2 s for wavelength (E 2r ¼ 2:21 AE 0:65°). This is consistent with the idea that limitations on subjective contour discrimination imposed by contour length have a cortical origin and those imposed by wavelength have a retinal origin. Put in purely functional terms, the frequency tuning of subjective contour selective mechanisms scale at a slower rate with eccentricity than does the length tuning of these mechanisms; this view obviates the association of mechanism components with anatomical loci.
Melmoth et al. (2000)
Melmoth et al. (2000) were the first to report a method that compensates for multiple eccentricitydependent limitations on performance. Their method may be compared with the method reported here. Melmoth et al. performed a face detection task (distinguishing a face from a blank field) and a number of face identification tasks (on each trial subjects had to identify a face chosen from sets of N ¼ 2; . . . ; 8 faces). In each task, contrast sensitivity was measured for a range of stimulus heights ðhÞ ranging from 0.4°to 10°at eccentricities of 0°-10°. Contrast sensitivity functions typically reached an asymptotic level (saturation point) at some critical size ðh c Þ and maximum sensitivity ðS max Þ decreased with eccentricity. The contrast sensitivity functions--of image size--at each eccentricity for each task were fit to the equation S ¼ S max ½1 þ ðh c =hÞ 4 À0:5 . Because S max decreased with eccentricity and h c increased with eccentricity, both horizontal and vertical shifts in the contrast sensitivity functions were required to align the functions. The extent of the horizontal and vertical shifts varied with the task, but in general the horizontal and vertical shifts diverged as the number of faces to be identified increased.
Contrasting stimulus spaces
Whereas two spatial variables were manipulated in our double-scaling procedure, Melmoth et al. (2000) manipulated contrast and size. Because we manipulated two spatial dimensions, the axes of our stimulus space employ the same units so it is possible to ask if the entire function shifts with eccentricity according to a single spatial scaling function (e.g., Fig. 3 ). Equal shifts in size and contrast space cannot be interpreted in the same way. For example, in the Melmoth et al., N ¼ 2 identification task (which resembles most closely our 2IFC) approximately equal horizontal and vertical shifts for subjects DM (E 2v ¼ 7:51 and E 2h ¼ 7:51) and VJ (E 2v ¼ 6:15 and E 2h ¼ 5:87) were required to collapse all peripheral data onto the foveal curve (see footnote 1). Because the two axes defining the space (size and contrast sensitivity) do not employ the same units then similarities in the required shifts can only be seen as coincidental.
This discussion does not address differences in data fitting methodologies (see the section on triple scaling below). Our method could be adapted easily to recover changes in size and contrast required to equate performance across the visual field. In this case configurations would be defined as specific ratios of size to contrast. However, finding that a single E 2 removes all eccentricity-dependent variance from the data would have the same coincidental sense that it does in the method of Melmoth et al. (2000) .
Assessing the need for two scaling functions
Melmoth et al. (2000) argued that two scaling factors were required to equate face detection and discrimination across eccentricities. Although their results are convincing, they did not offer a statistical assessment of the fits provided by one and two shifts. We addressed this question in two ways. First, we reported that for all subjects there was a significant increase in explained variance between the one and two shift models. Although it is important to know whether any increase in explained variance is significant, a more important question is whether an increase in the number of model parameters eliminates systematicity from the unexplained variance. To this end we applied an ANOVA to the residuals from our fitting procedures and determined (a) that there was significant systematicity in the residuals with a single shift model and (b) that this systematicity is eliminated with two shifts. We view this use of ANOVA techniques as critically important to the assessment of models because such techniques prevent us from over-fitting noise. Melmoth et al. (2000) developed a model that collapsed data from all eccentricities, stimulus sizes and set sizes onto a single curve representing foveal data obtained in the detection task. The fitting method is described by the following equation
Triple scaling
where i indicates the axis to which the shift is applied (size or contrast sensitivity), N is the number of faces that must be discriminated, E 2 and N 2 are scaling factors and K ''is a constant weighting the multiplicative interaction between set size and eccentricity'' (p. 2816). If we leave aside that set size and contrast are not spatial dimensions we can discuss differences in methodology. The interaction term ðKÞ used by Melmoth et al. differs in interpretation from the interaction of eccentricity by configuration (see Figs. 3 and 6 ) in our analysis. And, unless K equals E 2i Â log N 2i , it represents an additional variable or degree of freedom in the fit. Our analysis assumes a linear shift along several dimensions whereas Melmoth's fit appears to use non-linear interactions between the dimensions. It is not evident that there is a statistical necessity for this additional degree of freedom in the fitting process.
An N dimensional rectangular parabola is defined as
indicating that our method could be applied easily to higher dimensional stimulus spaces and could in principle be applied to the experimental conditions used by Melmoth et al. (2000) . The question would be whether this linear shift model is sufficient to capture all systematic variability in such an experiment, or whether some non-linear factor would be required. This question could be answered by the ANOVA procedures that we described above.
Problematic issues
Because the stimulus space included both luminance edges (i.e., configurations with less than one cycle per aperture) and subjective contours, these two stimulus classes were separated in our analyses. Participants were able to discriminate smaller luminance edges than subjective contours (see Fig. 6 , left panel). Furthermore, for stimuli with less than one cycle per aperture, E 2 s rise sharply compared to the trend towards smaller E 2 s in neighbouring stimuli with one or more cycles per aperture (see Fig. 6, right panel) . Therefore, our estimates of r min may be compromised by the fact that they are based on measurements of configurations in the vicinity of a discontinuity in the stimulus space. That is, the true size limitation for subjective contour length is obscured by the fact that more sensitive mechanisms begin to determine subjects' responses. Had we used different stimuli to explore our methodology, for example, Gabor patches having different ratios of bandwidth to wavelength, we would probably not have encountered this problem. However, the fact that our stimulus space is discontinuous does not militate against the need for two scaling factors to explain the variability in the subjective contour data.
Implications
We have already alluded to the fact that the methodology developed here can be applied to a broad range of stimuli. For example one might consider configurations of symmetrical stimuli having specific ratios of region size to element size. If scale thresholds for each of these configurations were obtained, then the data fitting and ANOVA analyses described above might reveal the presence of two scaling factors. Furthermore, there is no need to limit the analysis to two dimensions. The rectangular parabola is perfectly well defined for three or more dimensions. So, in the present example, we could imagine configurations having specific ratios of region size, element size and perhaps the spatial frequency content of each stimulus element.
As a last point, we would like to emphasize the importance of treating configurations as independent variables. Doing this permits the assessment of interactions that may be inconsistent with a single scaling function. As well, the analysis of residuals arising from the data fitting allows one to assess whether the fitting procedure has removed all systematic variability from the data.
