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Дослідження відомих методів вирішення проблеми багатозначності слів з використанням 
онтологій показало, що відомі методи обмежені лише контекстом слова і не надають додаткових 
переваг для граматичного і семантичного розбору речення. Для вирішення цієї проблеми 
розроблено математичну модель граматично-доповненої онтології. Ця модель використана для 
граматичного розбору речень української мови. Отримані результати показали адекватність 
розробленої моделі, але її використання вимагає наповнення словників нового типу.  
Ключові слова: українська жестова мова, онтологія, граматично-доповнена онтологія, 
синсет. 
©    О. В. ЛОЗИНСЬКА, М. В. ДАВИДОВ, 2015 
103        Вісник НТУ “ХПІ»       2015. №11(1120) 
Вступ. Проблема розроблення комп’ютеризованої системи перекладу жестової 
мови вже довгий час є об’єктом дослідження науковців [1]. Вирішення цієї проблеми 
надасть нові можливості для спілкування людей із вадами слуху. Задача перекладу 
української жестової мови (УЖМ) на українську словесну мову (УСМ) належить до 
задач комп’ютерного перекладу. 
Однією з проблем, яка виникає при перекладі з однієї мови на іншу, є проблема 
усунення багатозначності слів, тобто вибору одного з можливих значень слова, 
перерахованих в лінгвістичному ресурсі. Не зважаючи на численні евристичні методи 
вирішення цієї проблеми, серед яких методи навчання з вчителем, що використовують 
розмічені корпуси, та без вчителя [2], методи на основі знань [3], проблема усунення 
багатозначності досі не вирішена повністю, оскільки вирішення даної проблеми 
вимагає структурування знань людини з різних предметних областей для кожної з мов 
перекладу. 
Довгий час джерелом знань для систем перекладу були тлумачні та двомовні 
словники [4]. Через те, що тлумачні словники не володіють необхідною повнотою і 
структурою для вираження семантичних зв’язків між словами і поняттями, замість них 
почали використовувати онтологічні словники [3]. Сучасні онтологічні словники 
містять не лише конкретні значення слів, а й лексичні (антонімія, слова-відношення, 
номіналізація та ін.) та семантичні (гіперонімія/ гіпонімія, меронімія/голонімія та ін.) 
зв’язки між ними, що дає змогу використовувати їх для усунення багатозначності слів 
на основі цих зв’язків. 
Проте, онтологічні словники не описують в повній мірі мовні конструкції  для 
вираження семантичних зв’язків між поняттями, що зумовлює необхідність 
розроблення більш деталізованих моделей. 
У статті описано нову модель граматично-доповненої онтології (ГДО) а також 
подано приклади її використання для граматичного та семантичного розбору речень 
української мови. Робота є частиною проекту з розроблення системи двостороннього 
перекладу української жестової мови.  
Аналіз відомих досліджень та постановка проблеми. Для більш повного 
використання онтологічних словників в системах машинного перекладу необхідно 
розробити математичну модель для створення засобів вираження семантичних зв’язків 
у формі конструкцій речення. 
Для вирішення цієї проблеми необхідно, щоб онтологія була доповнена 
інформацією про граматичні зв’язки. Для використання у системах перекладу 
граматично-доповнена онтологія повинна містити додаткові засоби для: 
–вираження граматичних атрибутів слів (граматичної категорії, граматичного 
значення); 
–опису основних граматичних конструкцій та їх зв’язку з поняттями. 
Для практичного втілення граматично-доповненої онтології треба розробити 
математичну модель даної онтології, що є предметом цієї статті. 
Сьогодні для структурування знань із різних предметних областей 
використовуються онтології. Онтології використовуються для формальної 
специфікації понять і відносин, які характеризують певну галузь знань. Перевагою 
онтологій як способу подання знань є їх формальна структура, яка спрощує 
комп’ютерне опрацювання [5]. 
Відомі роботи з розроблення онтологій як спеціалізованих, для опису окремих 
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предметних галузей, так і загальних, для опису загальновживаних понять мови. 
Наприклад, розроблені онтології у галузі медицини (Gene Ontology для анотації 
біомедичних даних [6], система уніфікованої медичної мови (UMLS, the Unified 
Medical Language System) [7], онтологія у галузі товарів та послуг UNSPSC [8] та ін. 
Загальні онтології широко використовуються для досліджень в області 
комп’ютерної лінгвістики. До таких онтологій належать WordNet для англійської мови 
[9], MultiWordNet project для італійської мови [10], BalkaNet project для шести 
європейських мов (болгарської, чеської, грецької, румунської, турецької та сербської) 
[11]  та інші. 
Для української мови розробленням WordNet-подібного словника для частини 
іменників займаються вчені Кульчицький І.М. та ін. [12]. У результаті дослідження 
вченими розроблено фрагмент WordNet-подібного словника української мови, в якому 
реалізовано 194 синсети, пов’язані між собою зв’язками гіпо-/гіперонімії, антонімії, а 
також додатково зв’язками меронімії/голонімії.  
Створенням української онтологічної лексико-семантичної бази знань 
UkrWordNet (UWN) займаються науковці Київського національного університету 
імені Тараса Шевченка [13]. На даний момент онтологія містить близько 80000 
концептів.  
Онтології широко використовуються для вирішення проблеми багатозначності 
слів. У роботі [3] вчені А. Романюк та ін. дослідили проблему вирішення лексичної 
багатозначності та проаналізували основні методи її розв’язання. Вченими обрано 
методи на основі знань, досліджено сучасні інформаційні ресурси та встановлено, що 
мережа WordNet надає найбільше можливостей для автоматичного розрізнення 
значень слів.  
При використанні відомих онтологій для усунення багатозначності слів 
використовуються статистичні моделі у яких враховується частота появи слів разом у 
певному контексті [2]. Такий підхід може забезпечити якісний переклад лише за умови 
використання великих навчальних корпусів. Використання онтологій для перекладу 
між мовами, для яких немає великих двомовних корпусів, вимагає розроблення 
альтернативного підходу, який зорієнтований на граматичні зв’язки та їх семантичне 
значення. Авторам не відомі роботи у яких моделі загальних онтологій доповнені 
такими граматичними зв’язками. 
Математична модель граматично доповненої онтології. У літературі відомі 
декілька альтернативних моделей онтологій [14]. 
За основу обрано математичну модель онтології з [15], визначену як множину 
cRF,C,L,=O , де { }iw=L  – словник термінів предметної області, { }ic=C  – множина по-
нять (концептів), CLF ×⊂  – відношення відповідних термінів та понять, сR  – мно-
жина відношень на множині понять (гіпонімії, гіперонімії, меронімії, голонімії і т. д.). 
Означимо математичну модель граматично-доповненої онтології як множину  
 
pG RT,S,P,O,=O , 
де { }ip=P  – множина предикатів;  { }is=S  – множина висловлювань, які можуть бути 
задані переліком або граматикою, де ( ) ( ) ( )( )nni g,w,,gw,gw=s ...22,11,  – рядок граматично-
доповнених термінів, ( )isLen=n  – довжина рядка, ( )ii g,w –граматично-доповнений 
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термін; { }it=T  – множина параметризованих висловлювань, де ( )iki f,s=t  – пара 
висловлювання-функція параметризації; ( ){ } { }r,,sLen,,f ii ...0,1...1,2: →  – функція 
параметризації, r  – кількість параметрів параметризованого висловлювання it , 
( ) 0>kf означає, що відповідний термін у позиції k  є параметром з номером ( )kf , і 
може бути замінений на інший термін із множини гіпонімів; PTI ×⊂  – відношення 
інтерпретації між параметризованими висловлюваннями і предикатами; pR  – множина 
відношень на множині предикатів (гіпонімії, гіперонімії, меронімії і т. д.). 
Таке означення граматично-доповненої онтології дає змогу виражати зв’язок між 
поняттями, предикатами і засобами їх вираження у вигляді мовних конструкцій. 
Наприклад, розглянемо предикат «вчити (кого, чому)». Застосуємо його у реченні «Я 
вчу школярів математиці». Це речення можна побудувати і таким чином «Я вчу 
математиці школярів». Таке речення не відповідає параметризованому 
висловлюванню згідно наведеної математичної моделі граматично-доповненої 
онтології, тому що ми можемо поміняти параметри місцями (у наведеному прикладі, 
параметри «кого, чому»). Під параметризованим розуміємо таке висловлювання, у 
якому параметри пронумеровані і відповідають номерам предметних змінних 
предикату. Наприклад, предикату «вчити (суб’єкт, кого, чому)» відповідає 
параметризоване висловлювання «1.хто вчити 2.кого 3.чому». Даному 
параметризованому висловлюванню, як приклад, відповідає речення  «Я вчу школярів 
математиці». Враховуючи граматично-доповнені терміни у онтології, запишемо дане 
параметризоване висловлювання з використанням відмінків (позначено С, casus) для 
параметрів предикату «1.С1 вчити 2.С4 3.С3». Цифри зліва від літери С позначають 
позицію параметра у параметризованому висловлюванні, а цифри справа позначають 
номер відмінка в українській мові (називний – 1, родовий – 2,  давальний – 3, 
знахідний – 4, орудний – 5, місцевий – 6, кличний – 7). У реченні деякі параметри 
можуть опускатися. Наприклад, у реченні «Я вчу школярів» відсутній третій параметр 
«чому» висловлювання, який відповідає предикату «вчити (суб’єкт, кого, чому)». 
Крім того, предикат «вчити» вживається й у іншому значенні «вчити що» 
(вивчати). У даному випадку, згідно наведеної математичної моделі граматично-
доповненої онтології запишемо його так: «вчити (суб’єкт, що)», якому відповідає 
параметризоване висловлювання  «1.С1 вчити 2.С4». Наприклад, речення «Я вчу 
вірш» відповідає даному предикату. 
Серед відношень на множині предикатів, розглянемо відношення 
гіпонімії/гіперонімії. Наприклад, у реченнях «Я вчу школярів математиці» та «Я вчу 
людей математиці» між поняттями «школяр» та «людина» встановлено відношення 
гіпонімії/гіперонімії (поняття «школяр» є гопонімом поняттю «людина»). Дерево 
семантично-синтаксичного розбору для даних речень, коли розбір відповідає онтології 
(вага більша за 1), зображено на рис. 1, а. Отже, за допомогою відношень між 
поняттями у граматично-доповненій онтології на місця параметризованих змінних 
можна поставити лише правильні по змісту поняття. Таким чином, речення «Я вчу 
дошку математиці» згідно наведеної граматично-доповненої онтології є некоректним і 
для цього речення дерево синтаксичного розбору відповідає звичайному синтаксису 
речення (вага дорівнює 1) та зображено на рис. 1, б. 
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Рис. 1 – Дерева синтаксичного розбору для речень: а – «Я вчу школярів 
математиці» та «Я вчу людей математиці»; б – «Я вчу дошку математиці»  
 
Відношення меронімії/голонімії у граматично-доповненій онтології відображає 
відношення «частина-ціле». Це відношення властиве іменникам. Наприклад, двері є 
частиною (меронімом) будинку. Отже, у предикаті «1.С1 заходити у 2.С4» у якості 
параметра на 2 позиції можна підставити термін «двері» або термін «будинок». 
 
Висновки. У статті розроблено математичну модель граматично-доповненої 
онтології. Дана математична модель забезпечує можливість введення в онтологію 
граматичних категорій та граматичних значень, які виражені граматичними формами. 
Застосування розробленої математичної моделі у парсері української мови на 
основі ймовірнісних афіксних контекстно-вільних граматик дало змогу отримати 
семантичний розбір речення за умови відповідності речення правилам онтологічного 
словника. 
Подальші дослідження будуть спрямовані на автоматизацію побудови 
граматично-доповненого онтологічного словника і розширення можливостей системи 
автоматизованого розбору речень. 
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