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We consider superconducting circuits for the purpose of simulating the spin-boson model. The
spin-boson model consists of a single two-level system coupled to bosonic modes. In most cases, the
model is considered in a limit where the bosonic modes are sufficiently dense to form a continuous
spectral bath. A very well known case is the ohmic bath, where the density of states grows linearly
with the frequency. In the limit of weak coupling or large temperature, this problem can be solved
numerically. If the coupling is strong, the bosonic modes can become sufficiently excited to make a
classical simulation impossible. Here, we discuss how a quantum simulation of this problem can be
performed by coupling a superconducting qubit to a set of microwave resonators. We demonstrate
a possible implementation of a continuous spectral bath with individual bath resonators coupling
strongly to the qubit. Applying a microwave drive scheme potentially allows us to access the strong-
coupling regime of the spin-boson model. We discuss how the resulting spin relaxation dynamics
with different initialization conditions can be probed by standard qubit-readout techniques from
circuit quantum electrodynamics.
I. INTRODUCTION
The spin-boson model studies dynamics of a two-level
system interacting with a bosonic environment [1, 2]. It
is a generic model of quantum decoherence of two-level
systems [3] and is of particular interest for the studies
of quantum phase transitions [4]. It assumes a linear
coupling between a two-level system (spin operator) and
a collective coordinate of the bosonic bath. Despite of
its very simple form, the spin-boson model is not exactly
solvable by any known theoretical method [2].
Certain limits of the spin-boson problem are however
well understood. In the limit of weak system-bath cou-
pling, perturbative methods such as the Born-Markov
master equation [1, 2] can be applied, describing weakly
damped coherent oscillations. In the limit of high tem-
perature, adequate perturbation theory may be possible
in the polaron basis [1, 2, 5], describing incoherent hop-
ping of dressed states. In such situations, the correspond-
ing spin-boson model can be solved in a good approxi-
mation, analytically or numerically. On the other hand,
when interaction strengths are of the order of involved
frequencies, the problem becomes increasingly difficult,
or even impossible, to solve in a desired accuracy. This
regime covers many interesting problems of many-body
physics, such as the Kondo effect [1, 6, 7] and localization-
delocalization transitions of spin dynamics in different
environments [1, 4, 8].
A commonly used strategy of obtaining new insight
into many quantum models, or to test previous theo-
retical predictions, is the approach of quantum simula-
tion [9–13]. The Hamiltonian of the problem is mapped
to a well-controlled artificial quantum system and its dy-
namics is probed experimentally. Superconducting mi-
crowave circuits have proven to be a particularly at-
tractive experimental platform for engineering various
interesting Hamiltonians [14–21] due to its good con-
trollability and feasibility of realizing exotic parameter
regimes [22–26].
The computational complexity of model Hamiltoni-
ans is connected to the mutual coupling strengths of
the individual elements relative to the subsystem ener-
gies. Reaching the strong-coupling regime between a
qubit and a resonator in a superconducting microwave
circuit, described by the Jaynes-Cummings model, has
enabled the reproduction of many fundamental phenom-
ena from cavity quantum electrodynamics (QED) and
has led to the development of novel quantum systems and
applications [22–25, 27–29]. Here, the coupling strength
between the qubit and the bosonic mode is larger than
the decay rates of the two coupled systems. If the cou-
pling strength becomes comparable to the sub-system
energies, the counter-rotating terms of the general quan-
tum Rabi model cannot be neglected. This ultra-strong
coupling regime [30–32] has been experimentally demon-
strated with superconducting circuits [33–39] and in vari-
ous other platforms [40–42]. Interesting phenomena that
emerge include ground-state squeezing [43], single-mode
phase transitions [44], and non-classical state genera-
tion [45–47].
The spin-boson model is a generalization of the single-
mode quantum Rabi model to a continuous-mode envi-
ronment. Near the coupling regime that exhibits Kondo
physics and localization-delocalization transitions [1, 4,
8], the energy decay rate Γ of the two-level system and
its free evolution frequency ∆ are comparable, Γ .
2∆ [48, 49]. A quantum simulation of this region with
superconducting microwave circuits can be done by con-
necting a superconducting qubit to an open transmis-
sion line [6, 7, 48, 49]. Very strong couplings (combined
with high qubit anharmonicities) are possible by design-
ing system characteristic impedances comparable to the
resistance quantum RQ = h/(2e)
2 [6, 7, 48, 49]. The
single Cooper-pair charge 2e appears since the anhar-
monicity of the system is ultimately based on Cooper-
pair tunneling across a Josephson junction. For the two-
level approximation to hold even under strong dissipa-
tion, Cooper-pair tunneling must remain the dominant
mechanism. In other words, the coupling strength must
be smaller than the qubit anharmonicity, such that only
very non-linear qubits such as flux-based qubits are com-
patible with reaching the ultra-strong coupling regime in
the laboratory frame.
Besides increasing the coupling strength via sample
design, it also can be effectively increased by creat-
ing a Hamiltonian in the rotating frame, based on the
application of Rabi drives [18, 50]. In the effective
frame, the sub-system energies of the original problem
are down-converted to lower frequencies, while the cou-
pling strength is preserved up to a factor of two. Ap-
plying this approach, an effective ultra-strong coupling
between a microwave resonator and a superconducting
qubit has been demonstrated recently also experimen-
tally [20, 51]. Here, the original qubit-resonator system
in the lab frame needs to be only in the strong-coupling
regime. In this work, we study an extension of this ap-
proach to a continuous-mode environment, yielding the
spin-boson model. Recently, related approaches to effec-
tively achieve ultra-strong coupling have been proposed
based on parametric driving [52, 53].
In this article, we study theoretically a realization of
the spin-boson model with strong system-environment
couplings using a superconducting qubit coupled to an
engineered environment of bosonic modes. In analogy to
the approach described in Refs. [18, 20], we propose to
construct an effective spin-boson Hamiltonian in the ro-
tating frame. The bosonic environment is realized via a
set of individual microwave resonators that reside in a
restricted frequency range. We discuss in detail how the
microwave circuit maps onto the spin-boson model dis-
cussed in literature. While in principle any bosonic en-
vironment can be engineered with the proposed method,
we consider the construction of an environment with an
ohmic spectral function that allows for probing localiza-
tion dynamics of the spin-boson model. We find that the
localization regime appears at strong coupling between
the qubit and individual bosonic modes, which is exper-
imentally feasible to achieve.
We also discuss how the resulting spin dynamics can
be probed by standard readout techniques from circuit
QED. In particular, the down-conversion of system fre-
quencies allows for tracking the spin-relaxation dynamics
in real time. We also discuss an experimental implemen-
tation, where the bosonic environment and the qubit are
fabricated on two separate chips in a modular approach.
This setup allows for probing the system more rigorously,
by characterizing both the qubit and the environmental
properties in separate experiments.
The article is organized as follows: In Sec. II, we intro-
duce the spin-boson problem in the notation widely used
in literature, and how it maps to the notation and meth-
ods used in this article. We briefly go through central
results and predictions of the spin-boson model. In par-
ticular, in Sec. II C, we show how the effective spin-boson
coupling strength can be tailored by two-tone driving.
In Sec. III, we introduce an implementation of the spin-
boson model by a superconducting transmon qubit cou-
pled to a microwave circuit. We show how the impedance
of the environment is related to the spectral density
in the spin-boson model and discuss in detail how the
impedance affects to transmon. In Sec. IV, we analyze
how a set of microwave resonators can be used to tai-
lor an ohmic spectral density in the rotating frame with
Kondo parameter α ∼ 1. In Sec. V, we provide a descrip-
tion of an experimental realization based on a modular
flip-chip approach and introduce measurement pulse se-
quences that can be used to probe spin dynamics with
different initial conditions. Conclusions and discussion
are given in Sec. VI.
II. SPIN-BOSON MODEL
We start our analysis by introducing the Hamiltonian
and the spectral function of the spin-boson problem.
After this, in Sec. II B, we go through central results
and predictions of spin-boson problem obtained in litera-
ture [1] and discuss what are the corresponding quantities
to be measured in our realization. In Sec. II C, by ap-
plying the method described in Refs. [18, 20], we derive
an effective spin-boson Hamiltonian in the rotating frame
with decreased sub-system energies. Finally, in Sec. II D,
we analyze the limits of validity of the given derivation.
A. Spin-boson Hamiltonian and the spectral
density
Here, we introduce the spin-boson Hamiltonian in the
notation as widely used in earlier literature. After this we
discuss how it maps to the notation used in this article.
The notation and methods used throughout the remain-
der of this article matches to the standard one used in
superconducting microwave circuits and therefore more
directly allows us to relate properties of the spin-boson
model to proposed experimental realization.
31. Notation in literature
In earlier literature, the spin-boson model is often in-
troduced by starting from the Hamiltonian [1, 2]
HˆSB = −~∆
2
σˆx +

2
σˆz +
q0
2
σˆz
∑
i
cixˆi + Hˆbath (1)
Hˆbath =
∑
i
[
1
2
miω
2
i xˆ
2
i +
1
2mi
pˆ2i
]
. (2)
The two-level system, described by the Pauli matrices
σˆi, may be regarded as two trapped positions of a virtual
particle in a certain potential landscape. The variable
q0 denotes a trapping distance, ∆ a hopping rate, and
 characterizes the energy difference. The environment
perceives the location of the particle and thereby couples
to σˆz. The free evolution of the environmental coordi-
nate operators xˆi is defined by the quadratic harmonic
oscillator Hamiltonian Hˆbath.
A central function of the theory is the spectral density
of the environment, defined formally as
J(ω) =
pi
2
∑
i
c2i
miωi
δ(ω − ωi) . (3)
The spectral function S(ω) of the collective bath opera-
tor,
Xˆ =
∑
i
cixˆ , (4)
is a function of temperature T and J(ω), and reads
S(ω) =
〈
Xˆ(t)Xˆ(0)
〉
ω
=
2~J(ω)
1− exp
(
− ~ωkBT
) . (5)
Together with the parameter q0, see Eq. (1), the spectral
function includes all relevant information of the effect of
the environment on the two-level system. The fundamen-
tal reason is that the environmental fluctuations satisfy
Gaussian statistics. Accordingly, the Wick’s theorem is
valid and the time evolution of the reduced density ma-
trix of the two-level system is fully described by two-time
correlation functions of the environmental coupling oper-
ator.
2. Notation in this article
When superconducting qubits are capacitively or in-
ductively coupled to microwave cavities, their dipole mo-
ment couples to the electric or magnetic field of the cav-
ity. Since the dipole coupling is considered transversal,
it is intuitive to write the coupling term proportional
to a σˆx operator. Therefore, even though circuit QED
systems consisting of a superconducting qubit coupled
to a set of microwave resonators are described by the
spin-boson Hamiltonian in Eq. (1), their Hamiltonian is
usually written down in a notation where the definition
of σˆx and σˆz are interchanged, most typically in the con-
text of the Jaynes-Cummings model [28]. In the case of a
transmon qubit [54], the two energy levels correspond to
two eigenstates of a virtual particle in the same potential
minimum.
To keep the notation comparable with Sec. II A 1, we
define the system parameters analogously as above. We
then consider establishing the spin-boson Hamiltonian
using a superconducting qubit with energy splitting ~∆,
coupled to a set of microwave resonators, described by
the total Hamiltonian
Hˆ =
~∆
2
σˆz +
q0
2
σˆx
∑
i
gi
(
bˆi + bˆ
†
i
)
+
∑
i
~ωibˆ†i bˆi . (6)
This corresponds to the case  = 0, which is the regime
that shows the physically most relevant and non-trivial
behavior [1]. This Hamiltonian is well implemented by a
quantum circuit based on the transmon qubit [54]. The
spectral density, defined in Eq. (3), becomes
J(ω) =
pi
~
∑
i
g2i δ(ω − ωi) . (7)
We note that the coupling parameter q0 could also be
incorporated in the definition of the coupling strengths
gi. Our separation is meaningful only when the variables
cixˆi = gi
(
bˆi + bˆ
†
i
)
correspond to certain physical quan-
tities. In this article, we fix the bath coordinates xˆi to
correspond to voltage fluctuations across the two capac-
itors of the qubit,
Xˆ(t) ≡ Vˆ (t) . (8)
Therefore, q0 has the dimension of charge. It describes
an effective charge shift of the artificial atom between its
two states as seen by the environment. The variable q0
then absorbs all the information of the qubit and how it
couples to the voltage fluctuations: the following results
are thereby valid, in principle, for arbitrary supercon-
ducting qubits with appropriate adaptations of coupling
parameter q0. Within this identification we then write,〈
Vˆ (t)Vˆ (0)
〉
ω
=
2~J(ω)
1− exp
(
− ~ωkBT
) (9)
following from Eq. (5) and the identification made in
Eq. (8).
B. Different bath spectral functions and
predictions for the relaxation dynamics of the
spin-boson model
In the following, we briefly go through some central
predictions made for the spin dynamics when interacting
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FIG. 1: Qualitative behavior of spin dynamics in the three
main regimes of the spin-boson model with an ohmic envi-
ronment (s = 1). The probability P (t) corresponds in the
proposed system to the expectation value P (t) = 〈σˆx(t)〉,
when initialized to the +1 eigenstate of σx at t = 0. For
α < 0.5, (damped) oscillations prevail when ~∆rn & αkBT ,
but change to incoherent relaxation when ~∆rn . αkBT (ex-
ponential decay to zero). Localization effect leads to a decay
of P (t) towards a finite value and occurs for α ≥ 1 and T = 0.
In other regimes, the system exhibits incoherent relaxation
with subtle forms of the decay rate [1].
with bosonic environments of different spectral functions.
We explain how these predictions correspond to dynam-
ics in the considered circuit QED system. A more de-
tailed explanation of an experimental realization is given
in Sec. V. Central predictions for an ohmic environment
are summarized qualitatively in Fig. 1.
1. Measured quantities
In the spin-boson model, a widely studied effect is the
hopping dynamics between the two trapped positions of
the fictitious particle (connected by the hopping ampli-
tude ∆) under a perturbation caused by coupling to the
environment. Here, we are not interested in the environ-
ment itself, but in the short and intermediate time-scale
evolution of the system when subjected to a certain ini-
tial condition. The long-time behavior is also interesting
to study but can be much more challenging to observe
in experiment. The theoretical restrictions to small and
intermediate time scales practically correspond to the ex-
perimental restrictions due to the finite initialization time
and finite decoherence time of the superconducting qubit,
correspondingly.
We consider now the notation introduced in Sec. II A 2
and follow the discussion given in Ref. [1]. If inserted ini-
tially in the left-hand side well, the probability the par-
ticle to be found from this well again at some later time
depends on the hopping amplitude and interaction with
the environment. (For a rigorous mathematical defini-
tion of the problem, particularly the initialization of the
system, see Ref. [1].) Such population dynamics corre-
sponds in our notation to the initialization of the system
at t = 0 to an eigenstate of operator σˆx and measuring
the value of σˆx at certain later time t > 0,
P (t) = 〈σˆx(t)〉 . (10)
Ideally, in the absence of interaction, we get (defining the
left-hand side as +1 eigenstate of σˆx)
P (t) = cos ∆t . (11)
When interacting with the environment, the hopping can
become damped, over-damped, or even totally forbidden
(localization).
We note that in our realization, we are naturally not
restricted to the theoretical scenarios in the literature:
one can probe both σˆz and σˆx with different initializa-
tion conditions, for the two-level system as well as for the
bath (see Sec. V). The exact initialization of the bath af-
fects the results essentially in the case of strong couplings,
while it is not a requirement for the observation of the
following effects (in particular the localization).
2. Relaxation dynamics for different environments
A central example of the spin-boson model is the ohmic
environment, which is described by a linear spectral den-
sity
J(ω) = ηωFc(ω) . (12)
Here we have introduced a cut-off function Fc(ω). For in-
stance, this can be an exponential drop Fc(ω) = e
−ω/ωc
or a sharp cut-off Fc(ω) = Θ(ωc − ω), with cut-off fre-
quency ωc, respectively. An important parameter de-
scribing the coupling between the system and the envi-
ronment in the ohmic case is the Kondo parameter
α = η
q20
2pi~
. (13)
It can be qualitatively interpreted as an environment-
induced decay rate Γ normalized by the internal pre-
cession frequency ∆, α ∼ Γ/∆: In the limit α  1,
it directly corresponds to an inverse quality factor of
the weakly perturbed two-level system, as derived in
Sec. III D, and a similar result can also hold for the quan-
tum two-level system with α ∼ 1 [48, 49], even though
here a separation between the system and environment
dynamics is not necessary that clearly defined.
It has been understood that we have practically two in-
dependent variables that define the solution of the prob-
lem: the interaction strength α and the (bath renormal-
ized) two-level system energy ∆rn [1]. Under the in-
fluence of the environment, many qualitatively different
behaviors of the well-hopping dynamics can occur. For
α < 1/2 we can have damped oscillations (∆rn & kBTα)
changing to incoherent relaxation (∆rn . kBTα). For
α > 1/2, all dynamics are expected to be incoherent. In
the regime α ≥ 1 and T = 0, one expects a total sup-
5pression of hopping, whereas for T & 0 very slow thermal
relaxation should occur [1]. In the simple ohmic case with
a linear increase of J(ω), we therefore expect very differ-
ent types of behavior in various parameter regimes. The
regimes are summarized in Fig. 1.
It can be helpful to mention that the localization
mechanism in the spin-boson model is closely related
to Coulomb blockade effect in superconducting tunnel
junctions, i.e., Cooper-pair tunneling across a Joseph-
son junction that is voltage-biased in series with an
electromagnetic environment. When the environmental
(zero-frequency or characteristic resonator) impedance is
comparable with the resistance quantum RQ = h/4e
2,
the system enters the Coulomb blockade regime, where
charge tunneling is strongly suppressed or even com-
pletely prohibited [55–58].
The model for general power-law behavior of J(ω) is
conveniently written in the form
J(ω) = Asω
sω1−sc Fc(ω) . (14)
Here, the case s < 1 is called the sub-ohmic regime and
s > 1 is referred to as the super-ohmic regime. In par-
ticular, s = 0 with T > 0 has been used as a model for
1/f noise [3, 5]. The super-ohmic case appears in the
electron tunneling in solids with coupling to a (three-
dimensional) phononic bath. The extra scaling factor
ω1−sc has been introduced so that we can define a dimen-
sionless variable A = Asq20/2pi~, in analogy to the Kondo
parameter α. However, it has less physical meaning here
as in the ohmic case. It also always appears together
with the introduced scaling by the cut-off, Aω1−sc [1].
In a rough overall picture, the super-ohmic case shows
mostly damped oscillations and does not exhibit local-
ization, whereas the sub-ohmic case is less trivial: it is
localized for weak tunneling amplitudes ∆ (depending on
A) but even there, in non-equilibrium, can show coherent
oscillations [8]. Also as opposed to the ohmic case, here
exists more than one relevant energy scale of coherent
dynamics.
C. Simulation in the rotating frame
Here, we show how to establish an effective spin-
boson Hamiltonian in the rotating frame by additional
microwave driving. We take use of modified interac-
tion during driven evolution of the two-level system [59].
An important detail of the following derivation is that
even though rotating-wave approximations (RWA) can
be taken in various places of the derivation, it cannot be
taken for the final effective Hamiltonian, where the effect
of counter-rotating terms can be essential.
1. Two-tone driving
Following Refs. [18, 20], we consider driving this sys-
tem with two Rabi tones, both with transverse coupling
to the qubit. A Hamiltonian that describes such a driven
system has the form
Hˆ + Hˆd , (15)
where the drive is accounted for by the term
Hˆd = ~Ω1σˆx cosω1t+ ~Ω2σˆx cosω2t . (16)
Here Ωi is the amplitude and ωi the frequency of the
drive i. To obtain an immediate feeling of the drive fre-
quencies and amplitudes we use, we note that in the fol-
lowing scheme we consider a situation where ω1 & ω2
and Ω1  Ω2. During the derivation, also the condition
ω1 − ω2 = Ω1 is taken to obtain the desired form of the
Hamiltonian (see below), and we will have ωi  Ωi. The
drive frequency can be assumed to be the qubit frequency
in the lab frame, ω1 = ∆.
We enter now a rotating frame with respect to the
stronger transverse drive by performing a unitary trans-
formation according to
Uˆ = exp
[
iω1t
(∑
i
bˆ†i bˆi +
1
2
σˆz
)]
. (17)
This is a combined rotating frame of the two-level system
and of all the bosonic modes. The Hamiltonian becomes
now
Hˆ1
~
=
1
~
(
UˆHˆUˆ† − iUˆ ˙ˆU†
)
=
∆− ω1
2
σˆz +
Ω1
2
σˆx (18)
+
∑
i
(ωi − ω1)bˆ†i bˆi +
q0
2~
∑
i
gi
(
bˆiσˆ+ + bˆ
†
i σˆ−
)
+
Ω2
2
(
ei(ω1−ω2)tσˆ+ + e−i(ω1−ω2)tσˆ−
)
.
We have neglected the contributions
Oˆ1 =
q0
2~
∑
i
giσˆ+bˆ
†
ie
2iω1t +
Ω1
2
σˆ+e
2iω1t (19)
+
Ω2
2
σˆ+e
i(ω1+ω2)t + H.c. .
This can be done if oscillations with the frequencies 2ω1
and ω1 +ω2 are much faster than frequencies Ω1 and Ω2.
In addition, coupling to modes in the bosonic bath, with
couplings q0gi/~, is negligible if the bath will include only
modes in a small frequency range ωc  2ωi.
In Hamiltonian of Eq. (18), the dominant term will be
the contribution proportional to Ω1. It is then favorable
to move to the interaction picture defined by this term.
This means performing another unitary transformation,
6this time according to
Uˆ = exp
[
i
Ω1
2
σˆxt
]
. (20)
We also choose Ω1 = ω1 − ω2, which leads to
Hˆ2
~
= (21)
Ω2
4
σˆz +
q0
2~
∑
i
gi
2
σˆx(bˆ
†
i + bˆi) +
∑
i
(ωi − ω1)bˆ†i bˆi .
We have again neglected fast oscillating terms,
Oˆ2 =
Ω2
2
σˆz
(
sin2 Ω1t+
1
2
)
(22)
− Ω2
2
(σˆ1 sin Ω1t− σˆy sin 2Ω1t))
+ (∆− ω1)(σˆz cos Ω1t+ σˆy sin Ω1t)
+
q0
4~
∑
i
gi
[(
iσˆy cos Ω1t+ iσˆz ˆsinΩ1t
)
b†i + H.c.
)
,
The first three terms on the right-hand side can be easily
dropped with similar assumptions as above. The implica-
tions due to dropping the fourth term need to be analyzed
more carefully, done below in Sec. II D.
2. Effective Hamiltonian and spectral density
We note that the Hamiltonian of Eq. (21) has the same
(non-RWA) interaction term as in Eq. (6), with modified
parameters. We then have the effective Hamiltonian
Hˆeff =
~∆eff
2
σˆz (23)
+
q0
2
σˆx
∑
i
geffi
(
bˆi + bˆ
†
i
)
+
∑
i
~ωeffi bˆ
†
i bˆi ,
where the new parameters have the form
∆eff =
Ω2
2
(24)
ωeffi = ωi − ω1 (25)
geffi =
gi
2
. (26)
We see that the two-level system and bosonic energies
are tunable by the external drives. Since the coupling
has kept its form (up to a factor of 2), this allows for
tailoring essentially stronger relative couplings between
the system and the environment [18, 20].
We also have a new coordinate operator of the envi-
ronment. To determine its properties we first write down
the solution in the rotating frame
Vˆeff(t) =
1
2
∑
i
gi
[
bˆie
−i(ωi−ω1)t + bˆ†ie
i(ωi−ω1)t
]
.(27)
Here the energies ωi−ω1 are the effective energies in the
rotating basis, which can be negative. The population of
these modes can be determined from the thermal popula-
tion in the laboratory frame. Using the spectral density
in the original frame, J(ω), we get for the thermal aver-
age of the correlation function〈
Vˆeff(t)Vˆeff(0)
〉
ω
=
~
2
J(ω + ω1)
1− exp
(
−~(ω+ω1)kBT
) . (28)
The temperature T is the real temperature of the bath.
In the following, it is safe to assume that the real bath
is at the zero temperature since practically ω1  kBT/~.
We have then〈
Vˆeff(t)Vˆeff(0)
〉
ω
=
~
2
J(ω + ω1) . (29)
In order to have an exact connection between the ef-
fective system in the rotating frame and the spin-boson
model, the created correlation function in the rotating
frame has to simulate a finite temperature bath. To con-
struct a specific spectral function in the rotating frame
with an effective temperature Teff , the spectral density in
the laboratory frame is required to have a contribution
(δω > 0) below the frequency of the rotating frame,
J(ω1 − δω) = J(ω1 + δω)
1− exp
[
− ~δωkBTeff
]
exp
[
~δω
kBTeff
]
− 1
. (30)
If this is satisfied for certain Teff , we have〈[
Vˆeff(t), Vˆeff(0)
]
+
〉
ω
= 2~Jeff(δω) coth
~δω
2kBTeff
,(31)
where we have defined the effective spectral density in
the rotating frame
Jeff(δω) =
1
4
J(ω1 + δω)
{
1− exp
[
− ~δω
kBTeff
]}
. (32)
For Teff = 0 we have simply
Jeff(δω) =
1
4
J(ω1 + δω) . (33)
We note that even though the connection between
these two systems might seem trivial, just a frequency
shift due to the external drive, it is quite remarkable since
it connects two completely different many-body physics
problems: one problem including emission and absorp-
tion of photons with same bosonic modes, and another
problem which includes only dissipation to two different
7set of bosonic modes. The only property that needs to
be satisfied to connect these two problems is the effective
detailed balance, Eq. (30).
D. Error estimation
Here, we sum up the restrictions and the size of
errors in the quantum simulation that appear due to
the taken approximations when deriving the effective
rotating-frame Hamiltonian. Errors occur from dropping
the terms in Eqs. (19) and (22). Furthermore, errors also
occur due to a finite anharmonicity of the two-level sys-
tem, which can lead to a finite population of the third
level of the superconducting qubit.
Most terms in Eqs. (19) and (22) can be dropped
within the assumptions Ωi/ωi  1 and (ω1−∆)/Ω1  1,
as well as Ω2/Ω1  1. These conditions are easily real-
ized in an experiment [20]. However, the most important
contribution we neglected was the term
Oˆ =
q0
4
∑
i
gi
[
(iσˆy cos Ω1t+ iσˆz sin Ω1t) b
†
i + H.c.
)
.(34)
This sets a limit to the spectral width and the cut-off of
the bath. This is since the term probes the bath in a
completely similar way as the central term
q0
4
∑
i
giσˆx(bˆ
†
i + bˆi) , (35)
in the effective Hamiltonian of Eq. (23), but with energies
Ω1 ± Ω2/2 ≈ Ω1.
To be more quantitative, let us assume that we have a
residue bath density at frequencies close to Ω1, which we
now write in the form
Jeff(Ω1) ≈ 2pi~
q20
α¯
Ω2
2
. (36)
The dimensionless variable α¯ then compares the effective
qubit frequency Ω2/2 to the spectral density at frequency
Ω1. This gives a bath-induced decoherence rate
Γ¯ ≈ piα¯Ω2
2
. (37)
In order to have a negligible contribution within the time
scale of the effective two-level system oscillations, 1/Ω2,
we demand α¯  1. Similarly, also a finite internal life-
time of the two-level system, due to internal decay mech-
anisms, limits the simulation length. Let us denote this
rate by Γinternal. Ideally, we would then like to engineer a
bath which does not limit the decay and dephasing times
of the qubit itself, i.e., we would like to be in the regime
Γ¯ < Γinternal  Ω2/2.
The second important restriction to the parameter
regime is the finite anharmonicity of the qubit. The an-
harmonicity is defined as the difference between the first
and second energy-level splittings,
~∆an = |(E2 − E1)− (E3 − E2)| . (38)
Too strong drive can induce transitions to the third state
of the artificial atom. The probability for the artifi-
cial atom contributing through the third excited state
is roughly
Perror ∼
(
Ω1
∆an
)2
. (39)
Therefore, a large anharmonicity qubit is favorable in
order to avoid a strong additional upper bound in Ω1.
The qubit anharmonicity depends on the experimental
realization. Flux-based qubits can easily reach anhar-
monicities higher than the lowest energy-level splitting
∆an > ∆. In this article, we consider a realization based
on a transmon qubit with ∆an  ∆ for its simple oper-
ation without the necessity of biasing [54], the feasibility
of a straightforward capacitive coupling, and its superior
coherence properties. For a qubit with ∆ = 2pi × 7 GHz
and anharmonicity ∆an = 2pi × 350 MHz, a drive with
Ω1 = 2pi × 80 MHz leads to a reasonable low error
Perror ∼ 0.05. Combining this with the above analy-
sis, this would also mean that the bath spectral width
has to be smaller than 80 MHz, in order to avoid un-
wanted transitions due to the term in Eq. (34). We
would then desire a bath that has a rather sharp cut-
off at ωc < Ω1 = 2pi × 80 MHz, Fc(ω) ∼ Θ(ωc − ω).
Later, in Sec. IV, we show how to build such a bath from
a set of microwave resonators.
III. IMPLEMENTATION OF THE SPIN-BOSON
MODEL WITH A MICROWAVE CIRCUIT
In this section, we study how a superconducting qubit
connected to a dissipative microwave-circuit element can
be used to realize the spin-boson Hamiltonian. We con-
sider explicitly the case of a transmon qubit. Our main
goal is to determine how the parameters of the spin-boson
model, the spectral density S(ω), the coupling q0, and
the qubit energy ∆, depend on the properties of the mi-
crowave circuit. Section III A briefly sums up the central
results. In Sec. III B, we describe how to determine the
effect of capacitance renormalization in circuits consid-
ered in this article. In Sec. III C, we detail the derivation
of the spin-boson parameters q0 and ∆, and in Sec. III D,
we show the derivation of the Kondo parameter α. The
approach we use is based on a linear circuit analysis, but
the results can also be derived by an exact Lagrangian
quantization [60–65]. In addition, we provide also a con-
sistency check based on the Born-Markov approach, in
Sec. III B. Even though we explicitly consider a transmon
qubit, our formalism is generic and can be extended, in
principle, to all superconducting qubit architectures.
8FIG. 2: (a) A model of a transmon qubit connected to an
impedance Z(ω). The charge Q on the island between the
Josephson junction (crossed box) and the ground capacitor
Cg is a conjugated variable to the phase across the Josephson
junction, providing anharmonic energy levels and an effective
two-level system. The impedance Z induces voltage fluctu-
ations (V ) and dissipation. (b) The circuit that defines the
spectral density, Eqs. (41-43)
A. Spectral density and the system-bath
interaction
Our superconducting qubit couples to environmental
voltage fluctuations Vˆ (t), that causes dissipation. The
quantity that describes its effect is the spectral den-
sity S(ω) =
〈
Vˆ (t)Vˆ (0)
〉
ω
. There are several equivalent
ways of determining this quantity for microwave circuits,
which basically all seek for the eigenmodes of the rele-
vant (non-interacting) linear system. In this article, we
assume that we know the impedance Z(ω) of the linear
circuit connected to the superconducting qubit, an exam-
ple being the circuit we consider in Sec. IV. Guidelines for
a determination of the spectral density in open circuits
is given in Appendix A as well as in other Refs. [60–65]
Voltage fluctuations across the impedance are de-
scribed by the operator Vˆ . The exact circuit diagram
of the considered setup is shown in Fig. 2(a). Generally,
voltage fluctuations in a linear (free-evolution) electric
circuit satisfy the quantum fluctuation-dissipation theo-
rem [56], 〈
Vˆ (t)Vˆ (0)
〉
ω
=
2~ωRe[Zeff(ω)]
1− e−β~ω . (40)
In this free evolution solution, where the transmon island
charge is set to zero (see below), the impedance Z(ω) sees
a parallel capacitance Cint, which is the effective qubit
capacitance [56, 66, 67],
Cint =
(
C−1J + C
−1
g
)−1
. (41)
CJ and Cg denote the capacitances of the Josephson junc-
tion and the capacitance to ground, respectively. The
effective impedance of the environment, to be used in
Eq. (40), assumes the form
Z−1eff (ω) = iωCint + Z
−1(ω) . (42)
The equivalent circuit is shown in Fig. 2(b). Note that
the inductance of the Josephson junction, which deter-
mines the qubit dynamics, does not enter the calculation
of Z−1eff (ω), but only the effective qubit capacitance Cint
that shunts the effective bath impedance.
We also note that the scenario where a bath cir-
cuit is used to tailor a dissipative qubit environment is
fundamentally different from the case where a certain
impedance is used to filter microwave transmission. The
reason is a different boundary condition at the qubit: In
the case of the tailored bosonic environment, radiation
reflects at the capacitor Cint, whereas in the case of a
microwave filter, we would have an impedance-matched
load and no reflection.
A direct comparison of Eqs. (9), (40) yields the relation
between the spectral density of the spin-boson model and
the effective impedance,
J(ω) = ωRe[Zeff(ω)] . (43)
This equation is central for experimentally tailoring a
bosonic environment, relating the effective impedance to
the resulting spectral density J(ω). It has also been
shown recently that the parallel contribution Cint in the
spectral density is indeed an essential quantity for a
consistent description of such systems in all parameter
regimes [64, 65].
In the considered circuit, the transmon interacts with
the environmental voltage fluctuations through the oper-
ator [66, 67]
Hˆint = βQˆVˆ ≡ QˆintVˆ (44)
β =
Cg
CJ + Cg
. (45)
Here Qˆ is the charge operator of the transmon island.
The interaction charge, Qˆint, accounts for an internal
transmon-qubit capacitive shunting through parameter
β, reducing the coupling to the island charge Qˆ [54].
The parameter β is not affected by renormalization ef-
fects. However, for determination of the resulting spin-
boson Hamiltonian parameter q0, one generally needs to
consider also the possible qubit-capacitance renormaliza-
tion due to coupling to the impedance, as analyzed in
Sec. III B. The final result reads
q0 = 2eβ
√
RQ
piZJ
. (46)
Here, the characteristic impedance of the transmon is de-
fined as ZJ = RQ
√
2EC/pi2EJ, where EJ is the Joseph-
son coupling energy, EC = e
2/2(CJ + C
0
g ) the charging
energy, and the effective ground capacitance C0g depends
on the realization (see Sec. III B). In the simplest case
9C0g = Cg. Finally, the normalized two-level system en-
ergy ∆ for typical transmon parameters becomes [54]
∆ ≈ 1
~
√
8EJEC . (47)
In the following section, we show how to determine EC
and demonstrate that the given identifications are con-
sistent with the alternative approach of including the in-
teraction term of Eq. (44) using a Born-Markov approx-
imation. It is also consistent with the exact derivation
when using an open-circuit, given in Appendix A.
B. Capacitance renormalization
The impedance Z(ω) can affect to the Hamiltonian of
the transmon. The effect is generally twofold: it renor-
malizes (i) the effective transmon capacitance and (ii) the
Josephson coupling energy EJ. The effect (i) is analo-
gous to mass renormalization in the spin-boson model [1]
and can be here significant. The effect (ii) is analo-
gous to tunneling-amplitude renormalization in the spin-
boson model, before going into the spin-boson represen-
tation [1], and stays here small due to considered small
environmental impedances, Z  RQ, and low qubit en-
ergies in comparison to the superconducting energy gap.
1. Hamiltonian of an isolated transmon
The Hamiltonian of a superconducting artificial atom
can be derived by applying a Lagrangian formalism to
electric circuits [68]. The Hamiltonian of an isolated
transmon is of the form [54]
Hˆ isolatedtr = −EJ cos ϕˆ+
Qˆ2
2(CJ + Cg)
, (48)
The first term on the right-hand side describes Cooper-
pair tunneling across the superconducting junction as a
function of the superconducting phase difference ϕˆ across
the Josephson junction. The second term describes the
capacitive (Coulomb) energy related to the island charge
Q. In this isolated circuit, the effective island capacitance
is the sum of CJ and Cg. The phase and the charge are
conjugated variables,[
Qˆ
2e
, eiϕˆ
]
= eiϕˆ . (49)
The commutation relation is presented in this (periodic)
form since the island charge takes only values that are
multiples of 2e, or equivalently, the phase distribution is
here by definition 2pi-periodic.
FIG. 3: Two environmental impedances Z(ω), whose capaci-
tance renormalization is considered explicitly in this section.
2. Accounting for the counter-term
Finding the capacitance renormalization is analogous
to identifying the ’counter-term’ in general system-
reservoir models [1, 2]. In this analysis, we study two
equivalent forms of the total Hamiltonian,
Hˆtotal = Hˆtr + Hˆbath + Hˆint (50)
Hˆtotal = Hˆ
0
tr + Hˆbath +
[
Hˆint + Hˆct
]
, (51)
where then
Hˆ0tr = Hˆtr − Hˆct . (52)
In addition to the qubit, bath, and interaction Hamil-
tonians, we have introduced a term Hˆct, counteracting
to the qubit Hamiltonian renormalization (coherent em-
bedding of the environment) coming from the interaction
term Hˆint. It is here the interaction-normalized Hamilto-
nian Hˆ0tr that should be used when theoretically reducing
the transmon to a two-level system and whose dynamics
is observed in the experiment.
Strictly speaking, the renormalization is determined
theoretically by first evaluating Hamiltonian of Eq. (50),
for example, by using a Lagrangian approach (Appendix
A), and then estimating the embedding due to the in-
teraction term Hˆint = QˆintVˆ . However, we find that in
circuits we consider the contributions Hˆct, Hˆtr and Hˆ
0
tr
can be deduced more straightforwardly from the follow-
ing coherent solutions:
• The solution when the resistivity is put to zero,
giving H0tr.
• The solution when the resistive part is disentangled
from the circuit, for example, with an additional
capacitor Cdis → 0 in series with the resistor, giving
Htr.
To illustrate the mathematics of this approach, let
us consider the simple case of a bare ohmic impedance
Z(ω) = R. We then first identify the Hamiltonian of the
circuit when resistivity is set to zero. This fully coherent
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system corresponds to the one in Eq. (48),
Hˆ0tr = Hˆ
isolated
tr (53)
In the second stage, we identify the transmon Hamilto-
nian when disconnected from the resistor lead, which has
the form (Appendix A)
Hˆtr = −EJ cos ϕˆ+ Qˆ
2
2CJ
. (54)
Using this we then find for the difference
Hˆct = Hˆtr − Hˆ0tr
=
Qˆ2
2CJ
− Qˆ
2
2(CJ + Cg)
=
Qˆ2int
2Cint
. (55)
Let us then consider the circuit shown in Fig. 3(b),
which is analogous to our proposal presented in Sec. IV.
When the resistance is put to zero, an environmental
capacitive remains with contribution C + Cc, leading to
Hˆ0tr = −EJ cos ϕˆ+
Qˆ2
2(CJ + C0g )
, (56)
where
C0g =
(
C−1g + (C + Cc)
−1)−1 . (57)
In the second stage, we get for the Hamiltonian corre-
sponding to the disconnected resistor
Hˆtr = −EJ cos ϕˆ+ Qˆ
2
2(CJ + Cg′)
, (58)
where we have defined an effective gate capacitance
Cg′ =
(
C−1g + C
−1)−1 . (59)
This is since C appears in series connection with Cg. To
evaluate the counter-term, let us consider explicitly the
case C → 0. (The analysis of this section also holds also
for C 6= 0.) We get for the difference
Hˆct = Hˆtr − Hˆ0tr
=
Qˆ2
2(CJ + Cg′)
− Qˆ
2
2(CJ + C0g )
=
Cc
Cc + Cint
1
2Cint
Qˆ2int . (60)
To show that the above results are sound, we can
estimate the embedding due to the interaction term
Hˆint = QˆintVˆ by an alternative method, using a Born-
Markov master equation. Such an approach assumes that
the effect of the environment (beyond the counter-term)
is weak, but its result is valid also more generally since
the embedding of the environment is the same for all R.
Here we start from the Hamiltonian Hˆtr, where the re-
sistor lead is decoupled from the transmon, and estimate
the renormalization explicitly. Considering the circuit of
Fig. 3(a), we then use the property that for an ohmic
environment with resistance R and cut-off defined by the
parallel capacitor, (RCint)
−1 = ωc, we have transition
rates and energy-level renormalization terms
lim
s→0
∫ ∞
0
dtei(ω+is)t
〈
Vˆ (t)Vˆ (0)
〉
=
~ω
1− e−β~ωRe[Z(ω)]
− i~ωc
2
Re[Z(ω)] + i
~ω
2pi
Re[Z(ω)]Ψ˜(ω) , (61)
where Re[Z(ω)] = R/[1 + (ω/ωc)
2], and Ψ˜(ω) is defined
by a digamma function [67]. The last (imaginary) con-
tribution is for practical systems, with finite tempera-
tures, of the same size as the real part: It stays small
for environments inducing weak transition rates for the
lab-frame qubit, which we assume to be true in this ar-
ticle. In more details, this extra contribution is assumed
to be small compared to the anharmonicity of the qubit.
The other (and possibly large) imaginary term is inde-
pendent of the resistance at usual frequencies which are
well below ωc and produces a constant −i/2Cint. As this
enters to a master equation through the matrix elements
of Qˆint, one obtains finally a coherent renormalization
term Q2int/2Cint, as obtained also in Eq. (55). This is the
desired result. In the same way, such consistency of the
capacitance renormalization between the two approaches
can also be shown to hold for the circuit of Fig. 3(b) with
counter-term as in Eq. (60). The analysis of this section
also holds exactly for C > 0.
C. Parameters ∆ and q0 for a transmon qubit
After theoretically indentifying the capacitance renor-
malization caused by the environment to the super-
conducting artificial atom, we do the reduction of the
transmon to a two-level system using Hamiltonian Hˆ0tr,
Eq. (52). We can now make a connection between the
parameters of the transmon qubit and the spin-boson
parameter q0.
For typical transmon parameters, the energy-level dif-
ference between the ground and the first excited state
is
∆ ≈ 1
~
√
8EJEC . (62)
Here, for example, for Hamiltonian of Eq. (56) the charg-
ing energy EC = e
2/2(CJ +C
0
g ). The transmon is practi-
cally a non-linear resonator, which reduces to a two-level
system when maximally only two lowest energy levels are
populated. The relevant quantity describing this reduc-
tion is the anharmonicity (difference between the first
and the second energy-level differences),
~∆an = E2 − E1 − (E3 − E2) ≈ EC . (63)
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This variable will play an important role in a practical
realization, since the drive amplitudes Ωi of Eq. (16) need
to be smaller than the non-linearity of the qubit, as dis-
cussed in Sec. II D
The transverse matrix element of the operator Qˆ is on
the other hand
|〈↓ |Qˆ| ↑〉|2 = e2
√
EJ
2EC
= e2
RQ
piZJ
. (64)
Applying the result of Eq. (64), and comparing to the
form of the spin-boson Hamiltonian of Eq. (6), we get
the connection
Qˆint = βQˆ = βe
√
RQ
piZJ
σˆx
≡ q0
2
σˆx , (65)
where now
q0 = 2eβ
√
RQ
piZJ
. (66)
Here again β = Cg/(CJ +Cg), where the ground capaci-
tance is the unnormalized (original) one, Cg, whereas in
the definition of the charging energy and system energy
levels the effective ground capacitance C0g appears.
D. Parameter α for a transmon qubit (ohmic
spectral density)
A central situation in the spin-boson theory is the
case of an ohmic environment. Assuming an ohmic
impedance, Re[Zeff ] = R, we have J(ω) = Rω ≡ ηω.
This yields a Kondo parameter
α =
1
pi
β2
R
ZJ
(67)
The coupling α scales linearly with R and is reduced
by the capacitive shunting by the ground capacitance
(β < 1). The relevant quantity to compare R is the char-
acteristic impedance of the Josephson junction, ZJ. The
size of α when realized in the rotating frame is studied
in Sec. IV.
Moreover, for a transmon qubit and for α 1 (weak-
coupling limit) there is a direct connection between α and
the quality factor of the qubit. A golden rule calculation
gives here for the decay rate [3] (inverse quality factor)
Γ↓
∆
= β2
R
ZJ
= piα . (68)
The limit β = 1 (no shunting of voltage fluctuations) is
the result for a dissipative classical resonator. This direct
connection appears since we have treated the transmon
as a harmonic oscillator, with weak non-linearity, which
is a good approximation since EJ  EC . The relation
between the energy decay rate Γ↓ and the spin-boson
parameter α has been studied recently in Ref. [49] in the
case of a high-anharmonicity flux qubit coupled to an
open transmission line.
We note that if we would consider the Cooper-pair box
qubit, working in the limit EJ  EC , we would have
q0 = 2e, leading to α = R/RQ. There, a resistance
R = RQ is then needed to reach α = 1.
IV. TAILORING AN OHMIC BATH IN THE
ROTATING FRAME
In this section, we consider constructing an ohmic bath
in the rotating frame from multiple microwave resonators
with broadening. Each such resonator can be, for exam-
ple, a superconducting lumped element LC resonator in-
tegrated with a resistive element R, or a superconducting
coplanar resonator with a leakage to an open transmis-
sion line. After a qualitatively analysis of the achiev-
able Kondo parameter α, Sec. IV A, we introduce our
method and show a numerical example of the bath con-
struction, Sec. IV B. Analytical relations for bath prop-
erties are derived in Sec. IV C and robustness against
parasitic coupling between neighboring resonators is an-
alyzed in Sec. IV D.
A. Ohmic spectral density in the rotating frame
Let us first apply the idea presented in Sec. II C to
realize an effective ohmic environment in the rotating
frame. We first note that in our effective system
ωc  ω1 , (69)
where ω1 is the dominant Rabi frequency, which is tuned
to the energy of the superconducting qubit, ∆ ∼ 2pi ×
7 GHz, and the cut-off frequency ωc . 2pi × 100 MHz.
This means that we practically need a linearly increasing
impedance to create a linearly increasing Jeff(ω), since
here J(ω) = ωRe[Z(ω)] ≈ ω1Re[Z(ω)].
Let us now assume that a parameter R = η in some
ohmic environment of the original system describes also
the maximum value of the spectral density in the con-
structed effective system. Practically, such a parame-
ter corresponds to a characteristic impedance of the mi-
crowave transmission line or resonator. In this discus-
sion, for simplicity, we neglect the factor 4 difference be-
tween the laboratory-frame and the rotating-frame spec-
tral densities. Let us denote ωq as the frequency where
the maximal impedance is reached in the effective system
and the two impedances meet, so we have J(ωq) = Rωq,
as depicted in Fig. 4. This gives for the coupling param-
eter in the rotating frame
ηeff = R
ωq
ωq − ω1 = R
(
1 +
ω1
ωc
)
. (70)
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FIG. 4: Qualitative forms of the impedance Re[Z(ω)] and
spectral density J(ω) of two different environments, one be-
ing ohmic in the laboratory frame (blue lines) and one being
ohmic in the rotating frame (red lines). For the same value of
impedance at certain frequency ωq & ω1, Re[Z(ωq)] = R, the
coupling parameter η = ∂J(ω)/∂ω can be essentially larger
in the rotating frame.
We see that establishing a linear increase of J(ω) in the
rotating frame, we can realize an essentially larger ηeff ,
with the same maximal impedance R. It can also be in-
terpreted that the impedance of the environment is effec-
tively increased, without a change in the material design.
By applying this idea for a system with a transmon
qubit we then get for the effective coupling in the rotating
frame (accounting for the factor 4)
αeff =
β2
4pi
ηeff
ZJ
=
β2
4pi
R
ZJ
(
1 +
ω1
ωc
)
. (71)
The individual multiplied contributions play an impor-
tant role in determining the magnitude of αeff . The term
β2/4pi reduces the coupling at least by an order of mag-
nitude. Also the (maximal) resistivity needs to be rel-
atively small, R/ZJ < 1. If we assume that these two
contributions reduce the coupling by two-to-three orders
of magnitude, then (in this example) it is the role of the
term 1 + ω1/ωc ≈ ω1/ωc to counteract this contribution.
For example, we would need ω1/ωc ≈ 102 in order to
reach very strong couplings αeff ∼ 0.1 − 1. This cor-
responds to a relatively narrow-bandwidth environment,
ωc . 2pi × 100 MHz. This qualitative demand should be
considered together with the restriction to drive strengths
Ω1 that are much weaker than the transmon qubit an-
harmonicity, ∆an . 2pi × 350 MHz, and that the Rabi
frequency has to be above the cut-off of the effective en-
vironment, Ω1 > ωc, see Sec. II D.
B. Bath engineering with multiple resonators
In this work, we consider constructing the environmen-
tal impedance by using a set of LCR resonators, each of
them coupled through a coupling capacitor Cci, as shown
in Fig. 5. We desire a method that is based on a feasible
manipulation of resonator parameters. Possible methods
for tailoring the spectral density are varying the individ-
ual couplings of the resonators to the qubit and varying
FIG. 5: We consider constructing the bosonic environment
from multiple LCR resonators coupled capacitively to a su-
perconducting qubit. Each resonator can be a superconduct-
ing lumped element LC resonator integrated with a resistive
element R or, for example, a superconducting coplanar res-
onator with leakage to an open transmission line. The qubit
itself contributes to the effective impedance through the in-
teraction capacitance Cint, Eq. (41). The resonators are also
assumed to be in parallel with an extra capacitor C, describ-
ing the coupling of the qubit antenna to ground.
the spacings between the resonance frequencies. A gen-
eral recipe that can be implemented in an experiment is
the following:
• Realize all resonators with slightly different fre-
quencies, by varying their inductances Li and/or
capacitances Ci.
• Shape the spectral function by changing individ-
ual coupling capacitances Cci and/or resonance-
frequency spacing.
The resonator broadenings, defined by variables Ri, can
be used to shape the spectral function of the bath as
well, but more importantly, it is closely connected to the
achievable Kondo parameter α, as shown below.
A practical example of bath shaping using our ap-
proach is shown in Fig. 6, where an effective ohmic
impedance is constructed from N = 20 resonators
by varying inductances Li and coupling capacitances
Cci. A straightforward method for calculating the total
impedance (and thereby the spectral function) of similar
circuits is given in Appendix C.
C. Analytical relations
More fundamental connections between the chosen pa-
rameters and the achievable spectral density exists. Be-
low, we first show analytically how the broadening and
coupling of individual modes relate to α. After this we
consider explicit formulas for the the size of the individ-
ual couplings and study how the size of the constructed
(smooth) impedance depends on resonator properties and
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FIG. 6: Effective ohmic spectral density with three different
Kondo parameters α in the rotating frame at ω1/2pi = 7 GHz.
The impedance is constructed from N = 20 dissipative res-
onators with internal Q ≈ 2.2 × 103. A linear decrease
in bath impedance Re[Z(ω)] is obtained here by reducing
the coupling capacitance from 0.5 fF quadratically to zero
(∼ 1− (i− 1)2/N2, where i is the number of the resonator),
while increasing the inductance linearly (with i). Different
couplings α correspond to different parallel capacitors C, such
that C + Cint takes the values 70 fF (α = 1),
√
2 × 70 fF
(α = 1/2), and 2 × 70 fF (α = 1/4). The used trans-
mon parameters are ZJ = 200 Ω, β = 1/
√
2 and resonator
ZLC ≈ 113 Ω
the resonance-frequency density. We also estimate the
size of the transmon-capacitance renormalization.
1. Kondo parameter α
Let us first analyze how the linear increase of spectral
density relates to the coupling to individual broadened
resonators. It is reasonable to assume that the steepness
of the spectral density at low effective frequencies (see for
example Fig. 6) is similar to, or limited by, the spectral
steepness related to the individual broadened resonators.
The following discussion is made for a laboratory-frame
system, but the qualitative result is independent of the
chosen frame.
We then evaluate the decay rate of the qubit due to
single environmental broadened resonator. According to
the golden rule, the decay rate is
Γ =
γ
γ2 + 4ω2
g2 , (72)
where γ is the width (decay rate) of the resonator, ω the
frequency with respect to the resonance frequency, and
g ≡ q0gi/~ the total coupling. The result for the decay
rate is strictly valid for small couplings g  γ, but this
formula indeed provides a general connection between an
individual resonator spectral density and a coupling to
the qubit. The derivative of the golden rule decay rate is
∂Γ
∂ω
= −8
(
g
γ
)2 ω
γ[
1 + 4
(
ω
γ
)2]2 . (73)
This has a maximal value & (g/γ)2. Assuming that we
synthesize a linear increase of the spectral density which
qualitatively follows this steepness, we can relate this di-
rectly to the parameter α,
∂Γ
∂ω
= piα ∼
(
g
γ
)2
. (74)
We then find that for couplings α ∼ 1 at least some of the
resonators are in the strong-coupling regime (g ∼ γ). It
is, however, not needed that individual resonators are in
the ultra-strong coupling regime. This seemingly funda-
mental result states that the onset of the single-resonator
strong-coupling regime, which comes together with non-
Markovian system-environment interaction, is closely re-
lated to the strong-coupling in the spin-boson model
(α ∼ 1), when the environment is constructed from mul-
tiple resonators.
2. Coupling to individual resonators
Let us consider now how the coupling to an individual
resonator, g, relates to the system parameters. A Hamil-
tonian for the qubit coupled to a single (non-dissipative)
resonator with inductance L1 and capacitance C1 is here
of the form
H ≈ ~∆
2
σˆz + ~ω1bˆ†bˆ (75)
− 1
2
β
Cc
C + Cint
√
CT
C1
~
√
∆ω1
(
bˆ† − bˆ
)
(σˆ+ − σˆ−) ,
where ~∆ =
√
8EJEC , EC = e
2/2CT, CT = CJ +
CCg/(C + Cg), ω1 = 1/
√
L(C1 + Cc), and we have as-
sumed that Cc  CJ, C1, Cg. For equal system frequen-
cies, ∆ = ω1, we get
g = β
Cc
C + Cint
√
CT
C1
∆ . (76)
A practical example is β = 1/
√
2, Cc = 0.1 fF, C+Cint =
70 fF, C1 = 2CT = 200 fF, and ∆/2pi = 7 GHz, which
gives g/2pi = 5 MHz. In the rotating frame the coupling
is halved to 2.5 MHz
When constructing the spectral density using multiple
resonators with internal losses, the coupling to individ-
ual resonators is reduced. This is due to the collective
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capacitance due to all other resonators
Ctotalc ≡
N∑
i=1
Cci . (77)
We assume here N  1 so that the considered resonator
can be included in the sum with negligible error. The
effect to coupling to a single resonator is the same as
increasing the extra capacitance to ground as C → C +
Ctotalc . The coupling to qubit is then approximately
g = β
Cc
C + Cint + Ctotalc
√
CT
C1
∆ . (78)
Here also ~∆ =
√
8EJEC , EC = e
2/2CT, but now with
CT = CJ + (C + C
total
c )Cg/(C + C
total
c + Cg).
3. Value of constructed smooth impedance
Let us now study the size of impedance synthesized
within our method. For this we consider first establish-
ing a rectangular impedance between certain frequencies
ω1 and ω1 + ωinterval. Two parameter-limits lead to sim-
ple analytical formulas: (i) when the collective coupling
Ctotalc  Cint + C and (ii) when Ctotalc  Cint + C.
Let us first consider the case Ctotalc  Cint + C. In
this case, the effective parallel capacitive shunting is not
due to the qubit or the capacitance C, but due to all
the other resonators. Here, assuming the same coupling
capacitance Cci = Cc for allN resonators, we get a reduc-
tion of the impedance seen by the qubit of one resonator
(due to shunting of the other resonators) by a factor(
Cc
NCc
)2
=
(
1
N
)2
. (79)
Each resonator contributes to the real part of the effec-
tive impedance (before the considered reduction) with a
Lorentzian of area ωiZLCi and a width δω = ωiRi/ZLCi,
where the characteristic impedance of resonator i is
ZLCi =
√
Li
Ci
. (80)
Then, the average value of the real part of the environ-
mental impedance is (assuming a nearly constant char-
acteristic impedances and an interval ωinterval  ω1)
R ≈ 1
ωinterval
∫ ω1+ωinterval
ω1
Re[Z(ω)]dω (81)
≈ 1
ωinterval
(
1
N
)2
×Nω1ZLC = ZLC ω1
ωinterval
1
N
.
We see that a fundamental limit is set by the character-
istic impedance of the resonators. Indeed, for a typical
set of parameters we find numerically that
R ∼ ZLC . (82)
However, the effect of such impedance to the transmon is
actually large, since the transmon impedance is usually
of the same magnitude, which is not the regime we want
to be in.
In the case Ctotalc  Cint + C, the effective parallel
shunting is due to the qubit contribution Cint and capac-
itance C. This is practically the regime of our proposed
system. Here, the preceding results are valid with an
additional reduction factor [NCc/(Cint + C)]
2. We then
estimate for the (rectangular) impedance achieved by the
considered method,
R ∼
(
NCc
Cint + C
)2
ZLC
ω1
ωinterval
1
N
. (83)
In this regime, the size of the dimensionless coupling pa-
rameter α can then be controlled by the capacitance C,
which is done in the simulation of Fig. 6.
4. Transmon capacitance renormalization
The environmental impedance can affect the qubit pa-
rameters through a capacitance renormalization. Apply-
ing the approach described in Sec. III B, we identify the
Hamiltonian of the circuit when resistances are put to
zero. Here the parallel LCR circuits becomes effectively
shorts. The environmental capacitance as seen by the
qubit is then
Cenv = C
total
c + C . (84)
This fully coherent system corresponds to the Hamilto-
nian of Eq. (56) with
C0g =
[
C−1g + (Cenv)
−1
]−1
. (85)
Depending on the size of the term of Eq. (84) in compar-
ison to Cg, the contribution of this can be significant (for
example when Cenv < Cg and CJ ∼ Cg). This correc-
tion then needs to be included in the free Hamiltonian,
Eq. (56).
We note that the same result is obtained also by reduc-
ing the characteristic impedance of resonators to zero, by
taking the resonator capacitances to infinity. This gives
for the effective capacitance of each resonator lead Cci
and thereby again an effective environmental capacitance
as in Eq. (84).
D. Robustness against parasitic coupling
Here, we numerically study deviations in the spectral
function due to a parasitic mutual coupling of bosonic
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FIG. 7: The effect of parasitic resonator-resonator coupling
to the impedance of system in Fig. 6. Here p = Cp/C
max
i
corresponds to the relative strength of the parasitic coupling,
where Cp is the nearest-neighbor parasitic capacitance and
Cmaxi = 0.5 fF is the maximal coupling between a resonator
and qubit. The other parameters are as in Fig. 6 for α = 1.
The curves have been separated by 0.04 GHz and the dashed
lines correspond to the spectral densities with α = 1. We find
that the low-frequency part of the impedance is practically
unchanged when parasitic coupling is of the same magnitude
or less than the (maximal) qubit-resonator coupling.
bath resonators. As described in Appendix C, we as-
sume a capacitive nearest-neighbor coupling between res-
onators, with cyclic boundary conditions. Unwanted sub-
structure that is introduced by this mutual coupling is
suppressed when resonators nearby in frequency are ar-
ranged also spatially adjacent (except at the boundary
from the largest to the smallest). A numerical simulation
of the effect of parasitic coupling is provided in Fig. 7.
We generally find that the resonator-resonator coupling
should be of the same order or less than the coupling of
individual resonators, so that our construction method
works. In the opposite limit, the individual peaks are
pushed away from each other and become visible. We
can then summarize two important findings for tailor-
ing the impedance for Kondo couplings α ∼ 1 using the
presented method:
• Coupling between the qubit and at least some of the
resonators has to be in the strong-coupling limit,
g ∼ γ.
• Parasitic coupling between resonators should be
maximally of the same order as the maximal cou-
pling to the qubit, g.
V. EXPERIMENTAL REALIZATION
In this section, we provide a brief description of an
experimental realization of a spin-boson quantum simu-
lator based on a modular flip-chip approach. In addi-
tion, we discuss experimental protocols that allow one
to access interesting quantities of the two-level system
in the spin-boson simulator. They include the bath ini-
tialization, qubit-state preparation, and the qubit-state
measurement.
A. Flip-chip approach
In our preliminary experimental realization of the spin-
boson model, we place the two-level system and the
bosonic bath on two physically different chips. Both sam-
ples are mounted in a specifically designed sample box on
top of each other in a flip-chip fashion [69, 70]. The qubit
sample at the bottom is mounted on the ground level
of the sample box, which allows for the required bond
connections to the coaxial control lines, while the up-
per sample containing the bosonic bath is flipped upside
down and therefore facing the qubit chip. The capacitive
coupling between the qubit and bosonic bath is mediated
via electric fields in the volume between the two samples.
We implement a bosonic bath formed by N = 20
lumped-element resonators that individually couple to
the qubit via coupling antennas. The resonators are
equipped with resistive elements that allow us to tai-
lor their internal dissipation such that they overlap in
a restricted frequency band and form a bosonic bath of
a smooth spectral function. A shaping of the bosonic
bath impedance Z(ω) is achieved by adjusting the indi-
vidual coupling strengths between qubit and the bosonic
resonator modes, as described in Sec. IV. The two-level
system is formed by a concentric transmon qubit [71],
which allows for an approximately equal coupling in any
direction in its plane due to its rotational symmetry.
In a preliminary experiment, we have demonstrated
that the qubit decay rate can be dominated by the engi-
neered bosonic bath in a spectral range of ∼ 500 MHz.
The bath-induced qubit decay rate at different frequen-
cies corresponded here directly to the noise at different
frequencies in the spin-boson model (α 1), and thereby
shows that quantum simulation using the flip-chip ap-
proach is possible. A more detailed description of this
experiment is provided in Ref. [70].
B. Measurement protocols
In order to experimentally observe specific dynamics
of the spin-boson model, we propose two possible pulse
sequences that allow us to access the expectation val-
ues of σˆx [well population function P (t)] as well as of
σˆz (energy decay) with different bath initializations. A
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FIG. 8: Measurement protocols for the spin-boson simula-
tor. (a) Pulse sequence for preparing an eigenstate of σˆz or
σˆx, with the qubit out of resonance with the bosonic bath,
followed by interaction with the bath during time τ and read-
out. The qubit is tuned into the presence of the bosonic bath
with a fast detuning pulse. Prior to dispersive qubit readout,
we can rotate the qubit state in order to measure 〈σˆz〉 or 〈σˆx〉.
(b) Schematic location of the drive frequencies ω1, ω2. The
spectral location of the bosonic bath with individual mode
frequencies ωi is schematically depicted in blue, indicating its
spectral function S(ω). (c) Proposed pulse sequence for mea-
suring P (t) including a bath initialization scheme. The qubit
is initially prepared in an eigenstate of σˆx via a pi/2 rotation.
At ti < t < 0, we initialize the bosonic bath via a strong bath
drive of amplitude ΩR and frequency ω1. For t > 0, we set
ΩR = 0.
brief description for the expected behavior of the well-
population dynamics, function P (t), is given in Sec. II B 2
and in Fig. 1.
1. Qubit initialization and measurement of 〈σˆz〉 and 〈σˆx〉
Observing the time evolution of the expectation values
〈σˆz〉 or 〈σˆx〉 can be performed with an extension of the
measurement protocol applied in Ref. [20], see Fig. 8(a-
b). The qubit in the laboratory frame is initially biased
to a frequency outside the spectral location of the bosonic
bath. In the frequency space shown in Fig. 8(b), this is
denoted as ’qubit control’. The qubit is excited to the
equatorial plane of the Bloch sphere by applying a pi/2 ro-
tation, see Fig. 8(a). By controlling the relative phase of
the successive Rabi drives [20], we can prepare the qubit
in an eigenstate of σˆx. This allows us to also initialize the
effective qubit state, because at t = 0 eigenstates remain
unchanged during the transformation into the rotating
frame. Alternatively, the qubit can stay in its ground
state or be prepared in its excited state by applying a
pi rotation prior to the start of the simulation sequence
at t = 0. With a fast frequency tuning pulse, the qubit
is brought into resonance with the bosonic bath during
the simulation time τ , where we apply the drive tones
with frequencies ω1, ω2 (see Sec. II C). As can be seen
in the depicted pulse sequence in Fig. 8(b), the labora-
tory frame qubit frequency is tuned to the lower cut-off
frequency ω0 of the bosonic bath. This also corresponds
to zero frequency in the effective frame, given by the ro-
tating frame frequency ω1 = ω0. After the simulation of
time τ , we apply an optional pi/2 rotation prior to qubit
readout. This allows us to measure 〈σˆx〉 of the qubit
state. If no rotation is applied, we measure the qubit
state along its quantization axis, 〈σˆz〉.
2. Bath initialization
Within the above formalism we are able to probe the
relaxation of qubit excitations for both 〈σˆz〉 and 〈σˆx〉.
For a direct comparison with the spin-boson theory, for
example presented in Ref. [1], the environment has to
be properly initialized in addition. On the other hand,
a comparison between the results obtained using differ-
ent initialization methods allows for experimentally ex-
ploring the effect of bath initialization in the spin-boson
model.
In order to observe the well population function P (t) as
discussed in Ref. [1], the qubit in the spin-boson system
is initially required to be in an eigenstate of σˆx for t < 0,
with the bath being relaxed in thermal equilibrium within
this condition. This can be achieved experimentally by
applying a Rabi drive at the rotating frame frequency
ω1 of enhanced amplitude ΩR = Ω1 + A(t). After the
transformation in the interaction picture, this leaves an
additional term in the effective spin-boson Hamiltonian
Hˆeff +A(t)σˆx, (86)
with Hˆeff given in Eq. (23). Initialization is applied at
an effective amplitude A(t) = ΩR − Ω1  g, where g is
the typical coupling strength between qubit and individ-
ual bosonic mode. Figure 8(c) shows a schematic of the
proposed pulse sequence. Bath initialization takes place
during ti < t < 0 with ti defined by the inverse spec-
tral width of the bosonic bath. The simulation starts
at t = 0, where the initialization drive is switched off,
A(t) = 0, and the Rabi drives of the simulation scheme
are switched on. To recover the well population func-
tion P (t), we pi/2 rotate the qubit state before readout
in order to measure 〈σˆx〉.
C. Bath heating
Dissipation of the bosonic bath can be implemented
by adding an ancillary transmission line, providing a loss
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channel for bath excitations [72]. In our approach, dis-
sipation takes place by ohmic dissipation on-chip and
therefore involves Joule heating. The effect gives rise to
a small modification of the bath spectral function. The
main source of on-chip dissipation can be assumed to
be the Rabi drive with amplitude Ω1 and frequency ω1,
which in a realistic experiment also couples directly to
the bath.
If we assume that the coupling between the drive
and the bath is mediated by the qubit, the effective
drive of the environment is of an approximate amplitude
(Cci/Cint)Ω1 per resonator i. Each resonator will cou-
ple to the drive with separate coupling. In the system
considered in Sec. IV, each resonator has an approxi-
mative width γi . 2pi × 5 MHz. Considering explicitly
the highest-energy resonator, with the off-resonance drive
ωi−ω1 ∼ 2pi×50 MHz, we get an average photon number
in this resonator
〈nˆi〉 ≈
(
Cci
Cint
)2(
Ω1
ωi − ω1
)2
. 10−2 . (87)
This leads to photon dissipation rate Γdis = γi〈nˆi〉 .
1 MHz. Due to the specific form of the designed
impedance, the result is approximately the same for all
individual resonators. The length of the one measure-
ment process is roughly 1 µs, which implies that during
one measurement each on-chip resistor absorbs on aver-
age less than 1 photon. The effect of this to the tem-
perature of each resistor is small, but can set a minimal
(cooling) time interval between two successive measure-
ment protocols. Specific pulsing schemes that relax the
environmental resonators to their ground states just be-
fore the quantum simulation can also be used [73–75].
VI. CONCLUSIONS AND DISCUSSION
In conclusion, we have shown that a quantum sim-
ulation of the spin-boson model can be performed in a
wide parameter range using a superconducting qubit con-
nected to a microwave circuit. In order to probe numer-
ically difficult parameter regimes, we considered an ex-
tension of the driving scheme proposed in Ref. [18]. This
effectively down-converts the system dynamics from the
gigahertz to the megahertz regime, while preserving the
order of the coupling strength between the two-level sys-
tem and the environment. The approach allows for the
observation of a quantum phase transition in a regime of
a large effective Kondo parameter α ∼ 1, also without
the use of a high-anharmonicity superconducting qubit.
We find that this requires strong coupling between the
qubit and microwave resonators in the laboratory frame.
The phase transition region in the spin-boson model cor-
responds to a regime with an energy decay rate of the
two-level system that is comparable to its effective tran-
sition frequency.
We discussed how to experimentally probe the well
population dynamics P (t) under different initialization
conditions of the bosonic bath. For this purpose, we pro-
vided concrete measurement pulse sequences, based on
well-established control and detection schemes from cir-
cuit QED. In the considered system, probing the well
population dynamics corresponds to measuring the ex-
pectation value of the σˆx(t) operator. It is also straight-
forward to study other two-level system correlation func-
tions, such as of the σˆz(t) operator, as well as the effect
of bath initialization.
The proposed approach allows for engineering a rather
arbitrary spectral function in a restricted frequency
range. We estimated that for a realization with a trans-
mon qubit the spectral width of the environment must
be in the range of 100 MHz. By controlling the drive
and qubit frequencies, we can adjust the zero-frequency
condition of the tailored bosonic bath, which allows us to
choose the effective system temperature Teff . By control-
ling the amplitude of the weaker Rabi drive, Ω2, we can
tune the effective two-level system energy relative to the
temperature and the cut-off frequency ωc, which is of cen-
tral importance in the spin-boson theory. In particular,
Kondo physics can be observed for an effective tempera-
ture below the Kondo temperature TK. At the Toulouse
point (α = 1/2) one can estimate [7] kBTK ∼ ~Ω22/ωc,
which can be adjusted by Ω2. Hence, our system can
access a large parameter space of the spin-boson model
via experimental drive control. The proposed experimen-
tal approach, based on the flip-chip technique, also fea-
tures a modularity that allows to probe various fabricated
bosonic environments with the same qubit in successive
experiments.
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Appendix A: Deriving spin-boson model parameters
using an open-circuit method
In this Appendix, we introduce the open-circuit
method which can be used to model the considered dis-
sipative circuits by treating the on-chip resonators by
equivalent open transmission lines. For simplicity, we
consider here the model of a Josephson junction coupled
to a single dissipative LCR-circuit, as shown in Fig. 9.
The generalization to many resonators is straightforward
but technically more involved than if determining the ef-
fective impedance classically, as done in the main part
of the article. Working with such explicit circuits helps
one to check the validity of results based on more phe-
nomenological approaches.
1. Lagrangian
We consider a Josephson junction coupled to one dis-
sipative resonator, as shown in Fig. 9. By representing
the resistor as a semi-infinite transmission line, the total
Lagrangian can be written as
L = Lenv + Lint + LJJ , (A1)
where the environmental part corresponds to the La-
grangian of a semi-infinite transmission line
Lenv = CΦ˙
2
1
2
− Φ
2
1
2L
+
∞∑
i≥2
δxC ′Φ˙2i
2
−
∞∑
i≥2
(Φi − Φi−1)2
2L′δx
.(A2)
The variable Φi(t) corresponds to the magnetic flux at
node i and Φ˙i is the corresponding voltage. The interac-
tion part reads as
Lint =
Cc
(
Φ˙1 − Φ˙0
)2
2
, (A3)
and the Josephson-junction part
LJJ = EJ cos
(
Φ0
~/2e
)
+
CJΦ˙
2
0
2
. (A4)
2. Hamiltonian
Derivation of the Hamiltonian starts from the identi-
fication of the conjugated variables of the fluxes. These
are defined as Qi = ∂L/∂Φ˙i. We get
Q0 = Cc(Φ˙0 − Φ˙1) + CJΦ˙0 (A5)
Q1 = Cc(Φ˙1 − Φ˙0) + CΦ˙1 (A6)
Qi≥2 = δxC ′Φ˙i . (A7)
FIG. 9: Open-circuit model of a Josephson junction capaci-
tively coupled to dissipative LC-resonator.
The inverse transformation has the form
Φ˙i≥2 =
Pi
δxC ′
(A8)
Φ˙1 = Q1
Cc + CJ
C(Cc + CJ) + CcCJ
+Q0
Cc
C(Cc + CJ) + CcCJ
≡ Q1 1 + CJ/Cc
C˜
+
Q0
C˜
(A9)
Φ˙0 = Q0
Cc + C
CJ(Cc + C) + CcC
+Q1
Cc
CJ(Cc + C) + CcC
≡ Q0 1 + C/Cc
C˜
+
Q1
C˜
. (A10)
Our Lagrangian corresponds to the Hamiltonian
H = Henv +Hint +HJJ , (A11)
where
Henv =
Φ21
2L
+
Q21
2(C + Cp1)
+
∑
i≥2
Q2i
2δxC ′
+
∑
i≥2
(Φi − Φi−1)2
2L′δx
. (A12)
Here we have defined the series capacitance as seen by the
resonator, 1/Cp1 ≡ 1/Cc + 1/CJ. If we identify Cc = Cg
(as in the main part of the article) we have Cp1 = Cint.
As the Lagrangian and Hamiltonian terms for Q0 are the
same as for Q1, within the swap CJ ↔ C1, we must have
HJJ = −EJ cos
(
2e
~
Φ0
)
+
Q20
2(CJ + Cp0)
, (A13)
where analogously 1/Cp0 ≡ 1/Cc + 1/C. The junction
and resonator capacitances are now renormalized as ex-
pected. The interaction term gets the form
Hint =
Q0Q1
C˜
, C˜ = CJ + C +
CJC
Cc
. (A14)
We note that in the main part of the article the operator
Qˆ0 is marked simply Qˆ.
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3. Solution
We have now determined the form of the Hamiltonian
corresponding to the circuit of Fig. 9. The next step is to
establish the solution when the interaction term is turned
off. In the transmission line one obtains a wave equation
whose solution can be written in the form
Φˆ(x > 0, t) =
√
~R
4pi
∫ ∞
0
dω√
ω
(A15)
×
[
bˆin(ω)e
i(−kωx−ωt) + bˆout(ω)ei(kωx−ωt) + H.c.
]
,
Here the characteristic impedance R =
√
L′/C ′ and the
wave number kω = ω
√
L′C ′. The bosonic terms bˆ†in(ω)
and bˆin(ω) correspond to incoming photon-field creation
and annihilation operators. They (as well as the out-field
operators) satisfy
[
bˆin(ω), bˆ
†
in(ω
′)
]
= δ(ω − ω′) .
The Heisenberg equations of motion at i = 1 read
ˆ˙Φ1(t) =
Qˆ1
C + Cp1
+ 0× Qˆ0
C˜
(A16)
ˆ˙Q1(t) = − Φˆ1
L
+
Φˆ2 − Φˆ1
δxL′
→ − Φˆ1
L
+
1
L′
∂Φˆ(x = 0, t)
∂x
. (A17)
In the first equation, we have set the interaction term
(boldface) to zero. The junction is now decoupled from
the dissipative resonator. These equations lead to rela-
tion
(C + Cp1)
ˆ¨Φ(x = 0, t) =
− Φˆ(x = 0, t)
L
+
1
L′
∂Φˆ(x = 0, t)
∂x
. (A18)
This is a boundary condition between the incoming and
outgoing fields. The solution is obtained by Fourier
transforming, which gives
ω2(C + Cp1)
[
bˆin(ω) + bˆout(ω)
]
(A19)
=
1
L
[
bˆin(ω) + bˆout(ω)
]
+ i
ω
R
[
bˆin(ω)− bˆout(ω)
]
.
The solution is
bˆout(ω) = −
1 + i Lω/R1−(ω/ω1)2
1− i Lω/R1−(ω/ω1)2
bˆin(ω) . (A20)
We find that at zero as well as at infinite frequency, the
boundary condition gives aˆout + aˆin = 0. Similarly, we
find
bˆin(ω) + bˆout(ω) = −2i Lω/R
1− (ω/ω1)2 − iLω/Rbˆin(ω)
≡ A(ω)bˆin(ω) . (A21)
This is proportional to the impedance of parallel LCR-
circuit:
Zeff(ω) =
1
1
R +
1
iωL + iω(C + Cp1)
=
R
2
A∗(ω)(A22)
Re[Zeff(ω)] =
R
4
|A(ω)|2 . (A23)
The solution for the interaction voltage has the form
Vint(t) ≡ Qˆ1(t)
C˜
= −i Cc
Cc + CJ
√
~R
4pi
×
∫ ∞
0
dω
√
ωA(ω)bˆin(ω)e
−iωt + H.c. (A24)
〈Vint(t)Vint(0)〉T=0 =
(
Cc
Cc + CJ
)2 ~
pi
×
∫ ∞
0
dωωRe[Zeff(ω)]e
−iωt . (A25)
This agrees with the results given in the main part of the
article.
Appendix B: Single-mode versus continuous-mode
treatment of a microwave resonator
In this appendix, we study the connection between
single- and continuous-mode treatments of a microwave
resonator. In the preceding appendix, we already de-
rived an example of the connection between single- and
multi-mode treatments, by deriving an exact form of the
amplitude function gi ∝ A(ω) in the case of a transmon
coupled to a single dissipative LCR resonator, Eqs. (A22-
A25). In this appendix, we consider relations between
the single- and continuous-mode treatments by using the
representation in (numerable) bosonic operators bˆi.
For simplicity, we consider here the case q0 =
2e (Cooper-pair box), generalization to other cases is
straightforward. In the single-mode analysis, the rela-
tive coupling strength between the qubit and a mode of
frequency ωr (divided by the mode frequency) is given
(in the absence of coupling capacitor) by
g =
√
piZLC
RQ
, (B1)
where ZLC is the characteristic impedance of a microwave
resonator. On the other hand, for the continuous mode
description of the same broadened mode, it is the area of
22
the peak that matters,
q20
2pi~
∫
dωJ(ω) =
1
RQ
∑
i
g2i = ω
2
r
g2
2
, (B2)
where we have used the information that in the consid-
ered case the integration over J(ω) is proportional to the
characteristic impedance ZLC . Here the values g
2
i form a
peak around the central frequency ωr, describing a broad-
ened resonator. We then obtain a connection between the
single-mode and the continuous-mode treatments of the
same peak in the spectral density
g2 =
2
RQ
∑
i
(
gi
ωr
)2
=
1
pi~
∑
i
(
q0gi
ωr
)2
. (B3)
We see that the (squared) total effective strength is pro-
portional to the sum of the squared strengths of individ-
ual modes. Note also that in comparison to couplings
gi, the coupling g is normalized by ωr, which means that
it depends only on the characteristic impedance of the
resonator, see Eq. (B1).
We could also interpret such a single-mode peak as a
single slice of an ohmic spectrum, at frequency ωr, with
width dω, and total coupling g. This interpretation gives
a relation
q20
2pi~
∫
dωJ(ω) = ω2r
g2
2
= αωrdω . (B4)
This leads to the identification
α =
1
2
ωr
dω
g2 . (B5)
The variable dω is so far arbitrary, and stands here for
the width of the chosen slice of the ohmic spectrum. Also
the variable g is not fixed.
If we decide to fix the frequency-normalized coupling
g (not ωrg), i.e., keep the characteristic impedances in-
dependent of frequency of the chosen slice, then the fre-
quency interval between resonators, dω, has to decrease
with the position ωr. This can be interpreted as that
the quality factors of individual resonators need to be
identical: The resonators are equivalent up to a fre-
quency conversion. On the other hand, if we decide to
fix dω, we obtain that the coupling needs to behave as
g2 ∝ αdω/ωr. This increases when decreasing ωr. How-
ever, equivalently, the un-normalized couplings should
behave as (ωrg)
2 ∼ g2i ∼ αωrdω. This then shows that
the actual (squared) couplings g2i need to increase lin-
early with frequency, as expected.
It should be noted that when contructing an effective
bath at high frequencies instead, the contributions of
individual resonator frequencies ωi in the effective cou-
plings ωig can be treated as a constant. The bath can
then be constructed by varying the resonator density, or
by manipulating couplings g by additional coupling ca-
pacitors, as described in the main part of the article.
FIG. 10: Lumped-element model of the resonator bath with
additional parasitic couplings Cpi.
Appendix C: Determining the impedance of the
environment
We consider the generalized circuit shown in Fig. 10.
We mark the voltage of island i, which locates be-
tween the capacitor Cci and LCRi element, by Vi. The
impedance can then be evaluated from the conditions for
the current conservation
V − V1
ZC1
=
V1
ZLCR1
+
V1 − V2
ZP1
+
V1 − VN
ZPN
V − V2
ZC2
=
V2
ZLCR2
+
V2 − V3
ZP2
+
V2 − V1
ZP1
. . .
. . .
. . .
V − VN
ZCN
=
VN
ZLCRN
+
VN − V1
ZPN
+
VN − VN−1
ZP(N−1)
.(C1)
Here we represent each circuit element by their equivalent
impedance, for the coupling capacitor i this being ZCi =
(iωCci)
−1, for the parasitic coupling Zpi = (iωCpi)−1,
and for the LCR element ZLCRi = (iωCi + 1/(iωLi) +
1/Ri)
−1. The above set of equations can be represented
as the matrix equation for island voltages Vi,
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V/ZC1V/ZC2. . .
V/ZCN
 =

1
ZC1
+ 1ZLCR1 +
1
ZP1
+ 1ZPN − 1ZP1 . . . − 1ZPN− 1ZP1 1ZC2 + 1ZLCR2 + 1ZP2 + 1ZP1 − 1ZP2 . . .
. . . . . . . . . . . .
− 1ZPN . . . − 1ZP(N−1)
1
ZCN
+ 1ZLCRN +
1
ZPN
+ 1ZP(N−1)

V1V2. . .
VN
 .
(C2)
The relative voltages Vi/V can then be solved straight-
forwardly numerically using matrix inversion. The
impedance Z is solved using the relation
I =
∑
i
V − Vi
ZCi
, (C3)
which then leads to equation for impedance Z,
1
Z
≡ I
V
=
∑
i
[
1
ZCi
− 1
V
Vi
ZCi
]
. (C4)
As discussed in the main text, the total effective
impedance includes also capacitors C and Cint. The an-
swer for the total effective impedance is then
Zeff =
(
iωC + iωCint + Z
−1)−1 . (C5)
