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We consider the process which takes place in the photocopy machine as soon as 
the document to be photocopied is exposed to light. This process is modeled by a 
coupled system of one elliptic equation for the voltage V and one parabolic equa- 
tion for the charge density p with small diffusion E. The leading coefficient in the 
equation for V has some discontinuities with jump whose size is a nonlinear 
functional (with memory) of p and V. We prove that there exists a unique global 
solution and then study the vector field VV and the charge density p as E + 0. 
0 1991 Academic Press. Inc. 
1. THE MODEL 
Electrophotography produces images using light and electric charges. 
The process is much faster than traditional photography (which uses light 
and chemical processes). Photocopy machines work on the principle of 
electrophotography. After you insert a document to be copied, you push 
the button for “print.” The pre-charged film on the photoconductor drum 
is then immediately exposed to flash, and a photodischarge process takes 
place, resulting in an electrical image of the document on the photoconduc- 
tor drum. It is precisely this process that we wish to study in this paper; 
for more details on electrophotography we refer the reader to the books 
[S, l&12]. 
The part of the photoconductor drum with which we are concerned 
consists of two layers (which for simplicity we take to be horizontal slabs). 
The bottom one (0 < y c/z,} is called the generating layer, and the top 
one { h2 < y < h, } is called the transport layer (see [7, Chap. 171). The 
exposure is coming from above the transport layer. 
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Photons from the exposed light travel through the transport layer and 
penetrate the generating layer, where they create electrons and holes. The 
electrons are trapped at the bottom { y = O> of the generating layer which 
had been originally positively charged. On the other hand the holes move 
in the upward direction into and through the transport layer, and end up 
by discharging their positive charge at the top ( y = h,}. It is this discharge 
that makes up the electrical image of the document. 
Let 
D,= {(x, y);O<x<a,0<y<h2} (generating layer), 
D,={(x,y);0<x<a,h,<y<h,) (transport layer), 
D,=((x,y);O<x<a,h,<y<oo} (air) 
and set 
K= K1 
i 
K2 in D, 
in D, 
1 in D,,, 
where ICY is the electric conductivity in the medium Di (Q = 1). We 
introduce 
p = density of holes, 
V = electric field potential ( = voltage), 
E = electric field (E = -VI’). 
Then p, I/ satisfy the following system of differential equations 
ap z - &Ap = /.A’. (pVV) inint D,uD, (E > 01, (1.1) 
v~(Jcvv)= + in D,uD,uDo (1.2) 
with jump relations 
(1.3) 
(1.4) 
and 
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the diffusion coefficient E is positive but very small, p (the mobility of 
holes) and s0 (the permittivity of the vacuum) are positive constants, and 
e is surface charge density on { y = h r }. Equation (1.1) is the law of conser- 
vation of charge i?plat + div J = 0 where J = -ppVV - EVA is the current 
density, and (1.5) is the relation da/at = J2 ( = the y-component of J). We 
impose the boundary conditions 
P.“(& 0, t) = PJX, h 9 t) = 0 (holes do not leak out of (0 < y < h, } ), 
v=o for y = 0, 
(WI -+ 0 if y-co, 
and periodic boundary conditions at x = 0, x = a: 
V(O, y, t) = V(4 Y, t), Vx(O, Y, t) = V*(4 Y, t), 
do, Y, t) = Aa, Y> t), Px(O, YP t) = Px(4 YP t)* 
Finally, we prescribe initial conditions 
a@, 0) = a&), adO) = ada) 
and 
P(4 Y> 0) =.0x, Y), .m Y) =f(a, Y)* 
It is assumed that 
a,<O, f>O; 
typically 
if a,<x<a2,0< y<b, 
otherwise, 
order of where 0 < a, < a2 c a, 0 < b, < h,, and c is positive and of 
magnitude 1. 
The system (1.1~(1.12) is a coupled system of elliptic and nonlinear 
parabolic equations; if E =0 the parabolic equation becomes hyperbolic. 
The system is similar to the space charge problem studied in [S]. The con- 
dition (1.4) (which accounts for surface charge accumulation on { y = hi > )
makes the present problem more complicated than the one studied in [4]. 
We also note that the geometry in [4] is entirely different from the 
geometry in the present problem, and that the system in [4] is time-inde- 
pendent. These differences affect significantly the type of physical properties 
that one wishes to establish. 
(1.6) 
(1.7) 
(1.8) 
(1.9) 
(1.10) 
(1.11) 
(1.12) 
(1.13) 
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In Sections 1-7 we prove existence and uniqueness of a solution pE, V, 
of (1.1~( 1.12). The rest of the paper is concerned with physical properties 
of the solution. In Section 8 we prove that if lc,,) is large then for some 
small time T the vector field VV, is such that, uniformly in E, V,,, is 
negative and large and it controls ( I’,,( (except near y = h,). This means 
that the positive charge should move upward towards y = hi where it will 
be deposited. Indeed, this conclusion (in a somewhat weak form) is established 
in Section 9; more precisely, we prove that if we have “good enough” initial 
field (i.e., if f is as in (1.14)) and if the initial surface charge is strong 
enough then we get a “good” crisp image. 
2. REFORMULATION OF THE PROBLEM 
For simplicity we take 
p=l, 4”=1. 
Eo 
(2.1) 
Set 
Q,={-co<x<co,O<y<~}, 1 >o, 
Q*=Q,,, Q, = Q,,\sz,,, Qo=Q,\Q,,. (2.2) 
Instead of studying (1.1~(1.12) in (0 <x < u} with periodic boundary 
conditions at x =O, ~=a, it will be more convenient to study the system 
for all x E R’ and (at the very end) impose the condition of periodicity in 
x. Thus we consider 
p,=ELtp+VV-VP-2 
K in Q2,, x (0, CQ), 
v * (KVV) = -p in (Q, u Ql u Qo) x (0, 00 h 
whereprOinQ,x(O, co), 
[lca,V];~;;‘~=o, 
[~~,vl;t:s~+:= --“o(x)+[‘p(x,h,) Vy(x,h~-O,s)ds, 
0 
Py=O if y=O or y=hl, 
V(x, 0, r) = 0, 
IVVl + 0 if y+co, 
p(x, y, t) and V(x, y, t) are periodic in x of period a. 
(2.3) 
(2.4) 
(2.5) 
(2.6) 
(2.7) 
(2.8) 
V-9) 
(2.10) 
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Finally we prescribe initial conditions 
P(X> Y, 0) =fcG Y), (x3 y)~QluQ, (2.11) 
and assume that 
f is in C2+Or forsomeO<cl<l, 
f>:o 
(2.12) 
a0 is in C2+a, aO(x) < -N < 0 (2.13) 
f(x, v), a,,(x) are periodic in x of period a. (2.14) 
In Section 7 we prove that the system (2.3)-(2.14) has a unique global 
classical solution. Various auxiliary results are proved in Sections 3-6. 
3. A DIFFRACTION PROBLEM 
In this section we consider an auxiliary diffraction problem 
V(liVu) = -p in Q2uQluQoy 
bq!tI~:t:= g(x), 
[Ku,];~~+~=o, 
u(x, 0) = 0, 
where 
P E wq 1, ge Clfyw) (uq E Iw’ x [O, Co)) 
P(XY Y) = 0 if y>N (forsomeN>h,), 
and 
IPI LyR:) < a, lgl Ly R’) < aJ. 
LEMMA 3.1. Zf ZJ is a bounded solution of (3.1)-(3.4) then 
I4 LyW;) < C(lPl LyW:) + IA P(Fe)), 
where C is a constant depending only on N, h,, h, , and K~, ICY. 
Proof: Let 
N-h,, Y>N W>h,) 
gi(X, Y)’ Y-hi, hi<y<N 
Cl(Y -hi), y<h, 
(3.1) 
(3.2) 
(3.3) 
(3.4) 
(3.5) 
(3.6) 
(3.7) 
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and 
~lPlPN2, y2N 
(Ny-fy’) IplLm, y<N. 
Let X,=(0, -1) and, for any R>N+2, set 
u/Ax, Y) = A 1% IX- Xol log R ’ 
where X= (x, y). The constants C,, C2, and A are positive and will be 
determined later on. We shall compare u with the function 
w(-? Y) = (Iglrm + IPlLm) + ‘Y.wb? Y) + u&9 Y) + c3 
in s?,= {X= (x, y); IX- A’,/ <R} n lR: where C, is a suitable positive 
constant. 
Notice that 
Aw= -Jpl,m<Au in S2,n {y#N YZ~I, Y+~z), (3.8) 
and w is continuous in 52,. We examine the discontinuities of w, on 
(Y=N}, {y=h,), and {v=h2}. 
On {y=N}, 
[w,]=w,(x,N+O)-wJx,N-0)= -2((glLm+IpILm)<0. (3.9) 
[KW,] = w,(x, h, + 0) - ICI WJX, h, - 0) 
=C(~-~,)+(~-~~~,~1~Igl~~+l~l~~~+~~--~1~~~-~,~l~I~~ 
A 
+ (1 - K1) - 
h, + 1 
logRx2+(hl+1)2 
G C-K,C~ + P-x11+ 11-1~11 W-h,)l(lgl,~+ IPIL~) 
A 
+ (1 -KrJ - 
log R’ 
Hence, for any A > 0, if we choose R such that 
A 
-G (IAP + IPIP) log R 
505/89/2-6 
(3.10) 
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and if C, is defined by 
lc~ci=12-K,l+ll-ic,I (N-h,+1)+2 
then 
cyl;:‘8< -IgIL,. 
Similarly, on y = hZ, 
[MW,] = ICY wJx, h2 +0) - K~w,,(x, h2 -0) 
= [(Xl - Qcd+ (Ml - 4 CIl(lglLm + IPlL=J) 
(3.11) 
(3.12) 
by (3.10). For a suitable choice of C,, depending only on C, , xi, h,, we 
then get 
[lcwJy;<o. (3.13) 
Comparing (3.9), (3.12), (3.13) with (3.2), (3.3) we conclude that 
[M(w-u),];I:‘O,<o for A=N, hl, h2. (3.14) 
We next evaluate w on ZX2,. On y = 0, 
w(x,O)=(-C,h,-C,h,)(lgl~m+Ipl~“)+u~(~,O)+C3~O 
if 
C3= (C,h, + GMIgl~~+ ML=). 
On the other hand, if IX- X,,l = R, 
w(x, y)>A-C(IPlP+ IgIL?)> bILm9 
provided 
A=I~I~~(~:)+C(IPIL~+I~IL~). 
With this choice of A we then have that w - u 2 0 on aQR. In view of (3.8), 
w - u is superharmonic in 8,, off the lines y = N, y = h, , and y = h,. We 
claim that 
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Indeed, otherwise W-U must take negative minimum at either y = N, 
y=h,, or y=hz. S uppose for definiteness that it takes it at (x,, h,). Then 
d,(w - u)(xo, h, + 0) 2 0, 
a,(w-u)(xl&-O)~O 
and we conclude that 
pca,(w-u)]~~‘~N 
a contradiction to (3.14). 
We have thus proved that u < w in 52,. If we apply this result to -u, we 
obtain 
14-c Y)l G w(x, Y) for any (x, y) E Q,. 
Fixing (x, y) and letting R --f CC we get 
14x9 Y)l dC(IPl.m+ lglLm)3 
and the lemma follows. 
COROLLARY 3.2. There exists at most one bounded solution of 
(3.1)-(3.4). 
Indeed, if ur, u2 are two bounded solutions the v = u, - u2 is a bounded 
solution with g = 0, p = 0. By (3.7), v = 0. 
COROLLARY 3.3. Zf p and g are periodic in x of period a, then so is the 
bounded solution of (3.1)-( 3.4). 
Indeed, since u(x, y) and u(x+ a, y) are both bounded solutions of 
(3.1 t(3.4), Corollary 3.2 implies that u(x + a, y) = u(x, y). 
4. GRADIENT ESTIMATES FOR THE DIFFRACTION PROBLEM 
In this section we estimate the gradient Vu of the solution of (3.1~( 3.4) 
in terms of I pI Lm, 1 gl Lm. To this end we introduce the auxiliary problem 
Au= -p in [w:\{y=A}, (4.1) 
PlU,(X, A+ 0) - Bzuy,(x, A- 0) = g(x), B1282, (4.2) 
u(x, 0) = 0, (4.3) 
where p, g satisfy (3.5), (3.6), and 1, /I,, /I2 are positive constants. 
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Introduce the Green function for the Laplacian in the half-plane 
,x,,;~,~,=tlo~~“~~i::~~+:~~ (y>O,rl>O). 
X 
LEMMA 4.1. For any DECO there exists a unique f~ Ca(R’) such 
that the function 
4x, ,,=jm G(x, Y; <, 1) 3K’(r, & (4.4) 
-m 
has the properties: 
(i) u(x, 0) = 0, 
(ii) Au=0 in R:\{y=l}, 
(iii) P1u,(~,;I+0)--B2~y(~,;I-0)=f(~); 
moreover, 
2 IflP(W1) I31 ~ L-q!?,)s B1+P2 1-M ’ (4.5) 
where P = (PI - B2MB1 + B2). 
Proof: For any 7~ C’(R:), the function v defined by (4.4) satisfies 
(i), (ii). Further, if y # 2, 
.I, can be written in the form 
(y-l)dt m 
-m(X-~)2+(y-~)2 
(y -4(3(‘(r) -3tx)) & 
-cc (x-5)2+(Y-42 
bCl3l.. ly-AI"-+0 if y + 1. 
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It follows that 
Hence (iii) means that 7 is a solution of the integral equation 
(4.6) 
where 
K(x, ()=A 
21 
n (x - 5)’ + 4A2’ 
Clearly 
Nx, 0 > 0, I O” K(x,<)&=l. -m 
In deriving (4.6) we have assumed that YE C”. We shall now prove that 
(4.6) has a unique solution in 
C, = (k; k bounded and continuous in R’ >; 
since the integral on the right-hand side of (4.6) is in C”(W’) ifTEL”(R’), 
it then follows that the solutionyof (4.6) is in Ca(R’), and, with the excep- 
tion of (4.5), all the assertions of the lemma follow. 
In order to solve (4.6) in Cb, let 
where 
C b,M= {kECb, ikiLmGM}, 
2 IfIrm -- 
M%+B*w. 
For any k E Cb,M define the mapping 
Wx) = P jr W, 0 45) & + -co j&fW 
Then 
(4.7) 
IW.-GI/4 I&j+ K(+,Wt+&lfIL- -cc 1 2 
~1#4~+(1-IPl)~=~, 
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i.e., T maps Cb,M into itself. It is also clear that 
lTk,-%l~~l~U( Ik,-kAL=, 
i.e., T is a contraction. It follows that T has a unique fixed point in Ch,,,, 
for any M large; consequently there is a unique solution 7 of (4.6) in C,, 
and 
Since we can choose the equality sign in (4.7), the assertion (4.5) follows. 
LEMMA 4.2. There exists a unique bounded solution of (4.1k(4.3) and, 
for y near A, 
IUJX? Y)l G C(lPlL~ + Iglrm), (4.8) 
I%cG Y)l dc(lPlL,+ IslL~)(l+ lh Iv-4 I). (4.9) 
ProoJ: The function 
+sw G(x, Y; 5, C&3 d5 = ul+ ~2, (4.10) --m 
where f is given by Lemma 4.1 with 
f(x) = g(x) - (PI -82) 5 (x3 A), (4.11) 
is a solution of (4.1 k(4.3). One can easily check that u is bounded and, in 
fact, 
l4~m G C(lPl~m + IfI,-). 
By Corollary 3.2, u is the unique bounded solution of (4.1)-(4.3). It 
remains to establish the estimates (4.8), (4.9). 
For y near 1, y # A, 
2?CY2 - v2 - lx- 0’1 P(5, rl) 
-00 C(x-r)2+(Y-~~~IC(X-5)2+(Y+~)21dTd~ 
1 j’(t) dt (4.12) 
= a,u, + d,u2. 
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Note that for y near A, 
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(x-5)*+(y+1)*~c(1+(x-~5)*), c > 0, 
(y*-rf*-(x-t)*l <CCly-?I +b-tY1. 
To estimate a,~, we write 
+.i 
[Iv-VI +(x-5)*1 0 
IX-YyJ>l [(x-i”)*+~y-~)*1[1+(x-5)*1 
lY--‘11’1/* 
+j, -51 l/2 1 +(:e,*]? 
ILL l/2 
where X= (x, JJ), Y= (t, q). Each of the last three integrals is bounded by 
a constant independent of (x, y). Hence 
Next, from the form of ayu2 in (4.12), 
where f is given by (4.11). Recalling (4.13) we obtain the bound 
and therefore, together with (4.13), (4.12), the assertion (4.8) follows. 
To prove (4.9) we compute, analogously to (4.12), 
1 N co 
ux=G o Ij 
4(x - 67 YW(L ‘I) & 4 
-co c~~-5~*+cu-1~*1c~~-~~*+~Y+~~*1 
1 O” 
+s I 
4(x-e)J@(r)& (4.14) 
--03 [(x-~,*+(~-~)*]~(X-~)*+(y+~)*] 
We split the integral of a,+, into IX- YI < 1 and IX- YI > 1; the first 
integrand is bounded by 
1 
c IPlrm .~ 
IX- YI 
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and the second integrand is bounded by 
c IPlLrn. 
1 
1+(x-cg2’ 
It follows that 
laxull G c IPIL”. (4.15) 
On the other hand 
~mL41+ll%l.Y-~I I>. 
Using this and (4.15) in (4.14), and recalling that 
IflP~ C(lgl,, + IqJk n)lL,L 
the assertion (4.9) follows. 
We now return to the diffraction problem (3.1)-(3.4) and establish 
gradient estimates, assuming that u is a bounded solution. 
LEMMA 4.3. Zf y > 2N then the bounded solution u of (3.1~(3.4) satisfies. 
IWX, Y)l <; OPltm+ IglL~). (4.16) 
Proof: Set f(x) = u(x, N), I(x, y) = u(x, y + N). Then 
AU=0 in R’ x (0, co), 
w% O)=f(x) 
and, by Lemma 3.1, 
From the representation formula 
(4.17) 
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we obtain 
so that 
where (4.17) was used. 
Similarly 
and (4.16) follows. 
LEMMA 4.4. For y near h,, the bounded solution of (3.1)-( 3.4) satisfies: 
lU,tx~ V)l GC(IPl.m+ IglL=h (4.18) 
I&, Y)I GC(bl,=+ Igl,,)Cl+ Ilog l.v-h,l II. (4.19) 
Proof Let q > 0 be such that 
q < imin{h,, h, -h,, N-h,} 
and let x E Cm(R1) be such that x(x) = 1 if IxI< 1, x(x) = 0 if 1x12 2~. Let 
4% Y) = 4% Y) i(Y), i(y)=&-h,). 
Then 
Av= -;j+u,~‘+~f”+ in R:\{y=h,} 
and 
cKvl;;‘:= g, 
v(x, 0) = 0. 
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Applying Lemma 4.2 with /I1 = 1, /I2 = or, I= h,, we obtain 
IU,(X? Y)l d C(lPIL~ + IgIL=), 
lo&, Y)I G C(lPlL= + Igl,,)(l + Ilog l.t-h,l I) 
for y near h, . Since by Lemma 3.1 and the Schauder elliptic estimates, 
I~,“i?‘l fsC(lPl,~ + IgIL”)? 
we clearly have 
IP”lL~ GC(lPl,, + IslLm) 
and the assertions (4.18), (4.19) follow for y near h,. 
LEMMA 4.5. For y near h, the bounded solution of (3.1)-(3.4) satisfies: 
IWx7 Y)l GC(IPl., + IglLm). (4.20) 
Proof: The proof of (4.18) extends also to y near h,. Thus it remains to 
prove that 
kc% YN d C(lPl,, + IglL,n) (4.21) 
for y near h,. Set D(X, y) = U(X, y) j(y) where f(y) = x( y - h,), x as in the 
proof of Lemma 4.4. Then 
Av=fi, IBIL”G C(lPl,~ + IArm). 
The functions 
u,(x, Y) = 4x, Y + hd, u,(x, y) = 4x, -Y + hz) 
are defined for 0 < y < ‘1 and satisfy: 
u,(x, 0) = uz(x, 01, 
K,c?,U,(X, 0) + K&4Z(X, 0) = 0. 
By LJ’-elliptic estimates [l, Th. 10.21 we deduce that 
l”il WzPG c(lPl~m + IglLm) VI <p<Go, 
where p and C are independent of E. This yields the assertion (4.21). 
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5. EXISTENCE OF A SOLUTION TO THE DIFFRACTION PROBLEM 
In this section we prove: 
THEOREM 5.1. Under the assumptions (3.5), (3.6) there exists a unique 
bounded solution u of (3.1)-(3.4) and, for any M> 1, 
3 
c 14C2+~(Q,n{Ixl<M}) G C(lPl C”(R~n(lxl<M+l}) 
i=l 
+Iglcl+z(rw:n{l~~I<M+l}) )1 
where C is a constant independent of M. 
(5.1) 
We shall need the following result which is a special case of [ 1, 
Theorem 8.31: 
LEMMA 5.2. Suppose ul, u2 belong to C’+“(int IR:) n C’(R:) and 
Au, =pI, Au2 = ~2 in int RI, 
u,(x, 0) = u,(x, 01, 
Bl~y%(x~ 0) + B*Q*k 0) = g(x), 
where /II, b2 are positive constants. Then 
jl l”ilc2+~C.:,~c{ i (l”ilLm(R:)+ lPilP(R:))+ l~lC~+l~R~))j, 
i=l 
where C is a constant depending only on /II, b2. 
We shall apply the lemma to 
u,k Y) = 4x, Y + h,) I(Y), 
u2k Y) = 4~ -Y + h,) i(y), 
where i is defined as in the proof of Lemma 4.4. Then 
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where pl(x, Y) = -P(x, Y + 41, p2(x, Y) = -(l/~~) P(X, -Y + h,). Apply- 
ing Lemma 5.1 and estimating the C” norm of pi by using Lemma 3.1 and 
the interior Schauder estimates, we conclude that 
This shows that u is in C2 + a m {h,-q<y<h,} andin {h,dy<h,+~]}. 
A similar result can be established for u in { I y - h21 < q}. In the remaining 
portions of Iwt, u is in C2+’ (by Schauder’s estimates). Thus: 
LEMMA 5.3. The bounded solution of (3.1 t(3.4) (if existing) must 
satisfy: 
(5.2) 
We now turn to proving the existence of a bounded solution of 
(3.1)-( 3.4) (uniqueness was established in Corollary 3.2). 
For any R > 0 consider the diffraction problem 
Au= -p in QR, 
(5.3) 
where QR = BR(0) n I$. , BR(0)= {x2 + y2 < R’). By [9] there exists a 
unique solution uR of the diffraction problem (5.3), and it belongs to C2+a 
uniformly from each side of y = h, and from each side of y = hz (except 
where these lines meet 8Q,). 
The proof of Lemma 3.1 can be modified to apply to the problem (5.3); 
it shows that 
IURILyi2RjGC(IPlL~ + IglL~h (5.4) 
where C is independent of R. Next, the proof of Lemma 5.3 can be 
modified by working with U&(X) (instead of ui) where + is a cut-off 
function. It yields the estimate 
+ Iglcl+a(nln(,x,cM+l)) 1 (5.5) 
for any 0 < M d R - 2, where C is a constant independent of A4, R. 
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We can now extract a sequence uR, which is convergent in 
Cf,‘8(R2+ n Q .) to a function u (for any 0 </I c a). It is easily seen that u 
is a bounded ‘solution of (3.1 b(3.4); furthermore, u satisfies (5.1). This 
completes the proof of Theorem 5.1. 
6. AN AUXILIARY PARABOLIC PROBLEM 
In this section we consider the parabolic problem 
p,-eAp=Vu.Vp-2 
Ic 
in fJh, x (0, 0, (6.1) 
P(X, YT 0) = fk Y) if (x, Y)EQ~,, (6.2) 
PJX, 0, t) = Py(X, h,, t) = 0 if x~lw’, O<t<T, (6.3) 
where 
Ifl La<007 
IV4 L"(a,q X(0, T)) < cg* 
(6.4) 
A function rr(x, y, t) is said to belong to Wf;,P(s;Z,,, x (0, T)) if 0, VG, V2a, 
and g, belong to Lp(sZ,, n K) x (0, T) for any compact subset K of R2; here 
V is the gradient (a,, a,). 
By a solution of (6.1k(6.3) we mean a function p in Wf;p(ln,, x (0, T)) 
for all 1 < p < co which satisfies (6.1) a.e. and (6.2), (6.3) in the usual sense 
(By Sobolev’s imbedding, p is continuous up to the boundary.) 
LEMMA 6.1. There exists at most one bounded solution of (6.1)-(6.3). 
Proof. Suppose p 1, p2 are two bounded solutions and set p = p1 - p2. 
Then 
pr-Edp=Vu.Vp+kp, 
Pk Y, 0) = 0, PJX, ‘4 t) = P,(x> h,, t) = 0, 
where k = -(pl + p2)/x is a bounded function. We shall compare p with a 
function 
w(x, y) c w,(x, y) = m (x2 + y2 + Kt) eB’ 
R2 
in 
G, = (Q,, n BR(0)) x (0, T), 
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where 8, K are positive constants and m = JpI Lz. Then wR > +p on the 
parabolic boundary of G,. Also 
w,-edw-Vu.Vw-kw 
= ;eBf{(fl-k)(x2+y2+Kt)+K-4e-2xu,-2yrr,}>O 
if K and /I are chosen sufficiently large (independently of R). Applying the 
maximum principle to wR +p in GR we conclude that wR +p 20 in G,, 
i.e., 
Ip(x, y, t)l 6 $ (x2 + y* + Kt) eB’. 
Fixing (x, y, t) and letting R + cc we deduce that p(x, y, t) = 0. 
COROLLARY 6.2. Zf u and f are periodic in x of period a then the bounded 
solution p(x, y, t) is also periodic in x of period a. 
The proof is the same as for Corollary 3.3. 
THEOREM 6.3. There exists a unique bounded solution of (6.1)-(6.3). 
Proof By standard parabolic theory one can establish the existence of 
a solution pR of 
pr-&Ap=Vu.Vp-p2/lc in (-R,R)x(O,h)x(O,T), 
Pk Y, 0) =f(x, Yh 
P,k 0, t) = P,A hl 
(6.5) 
7 t)=O, 
P(-R Y, f)=p(R, Y, t)=O. 
Indeed, this is true if p2 is replaced by a monotone increasing, bounded 
function of p, say 0(p), and, by the maximum principle, 0 < p G IfI Lm. 
Approximating (p’) + by a sequence of such functions B(p), the existence of 
a solution pR of (6.5) follows, and 
(6.6) 
By LP-theory [S], 
IPRIW2.PC(nh,nj,x,<MJ)x(0,T)]~C IfILm 
for any M > 0, 1 -K p < co, where C is a constant depending on M, p. We 
can therefore extract a sequence pR,, with Rj 4 co, which converges to a 
bounded solution of (6.1)-( 6.3 ). 
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COROLLARY 6.4. The bounded solution of (6.1~(6.3) satisfies: 
o<p< IfILm. (6.7) 
7. SOLUTION OF (2.3)-(2.11) 
In this section we prove that there exists a unique global solution of 
the space charge problem (2.3)-(2.11); we shall assume that the conditions 
(2.12)-(2.14) are satisfied. 
Introduce the space 
H= {u(x, Y)EC(R?+), I(u\I* -=z 00, and u is periodic in x of period a}, 
where 
3 
lbd * = 2 I”I C*+“(Q,). 
i=l 
Set 
S’O= {UE CO([O, to], H); sup Ilu(t) < co}. 
O<fS&l 
Then St0 is a Banach space with the norm 
Ilull = sup IlU(t)l 
OS610 
For any M>O let S$!,= {uES’O; [lull GM}. 
For any u E S$ denote by p the bounded solution of (6.1)-(6.3) (with 
T= to) established in Theorem 6.3. By Corollary 6.2, p is periodic in x of 
period a. Let ii denote the bounded solution of (3.1 k(3.4) corresponding to 
g(x)=j)4x>h, s) u&x, h, - 0, s) ds - do(x). 
By Corollary 3.3, ii is periodic in x of period a. Define a mapping L by 
ii=Lu. 
Set D = [0, a] x [0, h,]. From Lemma 5.3 we get 
IMt)ll* G c(lP(t)l c”(n$)+ klcl+yn~,) 
G C{l+ IP(tNcyD,+ to SUP IP(~)l.I..(,,.,). 
O=ZS<fO 
(7.1) 
We shall need the following Sobolev imbedding result (see [8, Chap. 2, 
Lemma 3.31): 
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LEMMA 7.1. Suppose 52 is a bounded domain in R” satisfying the cone 
condition. Zfp>n+2 andcr=l-((n+2)/p) then 
for any w E W2*P(s2,), where sZ,= Sz x (0, T). 
Here 
I4 
where P = (x, t), Q = (2, 0, P # Q, and 
d(P, Q)= {Ix-x~2+~t-~}1’2: 
The W2*P(a.)-norm of w is the sum of the Lp norms of w, w,, Dxw, and 
D;w. 
By LP-estimates applied to (6.1~(6.3), and the periodicity of all the 
functions occurring in (6.1~(6.3), 
IPI WP(D x (0, T)) G wf)~ (7.2) 
where a(M) is a monotone increasing finite-valued function of M. Applying 
Lemma 7.1 to p we conclude that 
IPlc~+YDx(O,tO))~ c lPIW~~P(DX(O,fO))~~(~)~ (7.3) 
where 
Since 
IPlcl+YDx (0, IO)) =IPI C”(Dx (0.10)) + IWCYDX (0.10)). (7.4) 
IVP(X, YY t)l G IVP(X, y, t) - Vp(x, y, 0)l + IVf(x, y)l 
< lVpl..t*‘*+ IVflLrn, 
we get 
b(t)1 C”(D) G Iwth~(D) + c iP(t)lL”(D) 
< tar2 \Vpl CYDX (0,10)) + IVf I Lm + c If I Lm 
6 c + tf%(M) (by (7.3)). 
Using (7.3), (7.5) in (7.1), we obtain 
(7.5) 
sup Ilii(t)ll* < c+ (to+ 1;“) o(M). (7.6) 
0<t<t0 
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Hence, choosing M = C + 1 and to sufficiently small we conclude that ii 
belongs to S$, i.e., L maps S$ into itself. 
Next we show that L is a contraction if t,, is sufficiently small. 
Let u r, u2 belong to S$ and denote the corresponding p, ii by p 1, ii 1 and 
p2, ii,. Set p=pl-p2, ii=ii,--ii2=Lul-Lu2. By Lemma7.1, 
lPlc~+yDx(Q, 10)) d c IPI W.P(Dx(O, to)). 
Applying LP-estimates to 
(7.7) 
p,-&Ap-Vu,.Vp+kp=Vp,.V(u,-u,), - k=Pl+P2 
K ’ 
we deduce that the right-hand side of (7.7) is bounded by 
4w IYU, - %)I LyD x (0,Q)) 
Consequently 
lPIc~+~(ox(o,,,))~~(~) lIul-u2II~ (7.8) 
where o(M) is a constant times the original function o(M). Since 
PC? Y, 0) = 0, 
IP( P(D) G IVP(t)l La(D) + c I P(t)1 L=‘(D) 
< PI2 IVp( P(Dx (0, 10)) +w2 I Plcyo x (0, 10)) 
< Ctf2 Ipl c’+yDx (O,@)) G ww tf2 lb1 - uzll, (7.9) 
where (7.8) was used. If we now apply Lemma 5.3 we obtain 
IILu,(t)-Lu,(t)ll* = Ilfi(t)ll* G C(IP(t)lcyo,+ Iglcl+yo, 1)) 
6 ww(t~‘2 + to) 11% - uzll, 
since 
&w=J-; CPcGh,, s) Q,(x, Al -0, $I- p2@, h,, $1 $W, h, -0, s)l ds. 
We conclude that L is a contraction in Sz if to is sufliciently small. Hence 
L has a unique fixed point V in S$?,. 
By a solution of the problem (2.3b(2.11) we mean a pair (p, V) with 
VE W$,P for any 1 < p < cc such that (2.3) holds a.e., and all other equa- 
tions and boundary and initial conditions are satisfied in the classical sense. 
It follows, in particular, that V must belong to S’O. If (p’, I”) is another 
solution for 0 6 t < to, then Y’ must belong to S$ for some M’ sufficiently 
large. Working with M’ (instead of M) we deduce that L is a contraction 
505/89/2-T 
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if t, is replaced by some smaller t’ E (0, to). Hence V = V’ if 0 < t < t’ and, 
proceeding step-by-step, we find that V= v’ for all 0 < t Q to. We have thus 
proved: 
LEMMA 7.2. There exists a unique solution of (2.3k(2.11) for 0 6 t d to, 
provided t, is sufficiently small. 
Notice that (2.9) is satisfied by Lemma 4.3. In order to extend the solu- 
tion globally, we need some a priori estimates. Thus we shall now assume 
that the solution exists for all 0 < t < T (to < T< cc) and derive a priori 
estimates. 
First recall that by the maximum principle 
OGp<lfl,-. 
Next we prove: 
(7.10) 
LEMMA 7.3. There holds 
sup 1 v,(X, hi - 0, t)l < Ce”, (7.11) 
O<X<fl 
where C, c are positive constants independent of T and E. 
Proof: By Lemma 4.4, 
Idp(x,h,.s)V,(x.hlO,r)dr.o(x)l 
Lm 
} 
1 I’,(x, h, -0, s)l ds . 
Applying Gronwall’s inequality and recalling (7.10), the assertion (7.11) 
follows. 
LEMMA 7.4. For any p > 1, 0 < t < T, 
,n[O<x<a]) G c> (7.12) 
i= 1 
where C is a constant independent of E, t. 
Proof. From Lemmas 4.4, 4.5, and 7.3, 
lVyC.3 t)l.y.:,= 
and 
IV,(x, y,t)lGC(1+lht IY-hll I), 
(7.13) 
(7.14) 
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where C is a constant independent of t, E. The assertion (7.12) now 
immediately follows. 
We can now apply LP-estimates to the parabolic equation (2.3), making 
use of the fact WE Lp for any p > 1 (see [8, Chap. IV, Sect. 91). We 
deduce that 
IPI W2.P(D x (0, T)) G C,? (7.15) 
where C, is a constant depending on E and on the constant C in (7.12). By 
estimate (5.1) of Theorem 5.1 we then obtain 
II V(t)ll* Gc IPWC~(D) s) V.“(X, h, - 0, s) ds - (To 
By Gronwall’s inequality we then get the a priori bound 
II V(t)ll* < Ceecat, O<t<T. (7.16) 
This estimate can be used to extend the solution beyond t = T. Indeed, 
we can repeat the proof of Lemma 7.2 with t = T- 6 as the initial time; in 
view of (7.16) the solution exists for T- 6 < t < T- 6 + to where to is 
independent of 6 (indeed, to depends on how large A4 is, whereas A4 is 
independent of 6 if II V( t - S)l\ * < C). It follows that the solution can be 
extended to O< t < T+ to. 
Proceeding step-by-step, we can extend the solution to all t > 0. Thus we 
have proved: 
THEOREM 7.5. There exists a unique solution (p,, V,) of (2.3)-(2.11) for 
all 0~ t < co. The solution satisfies (7.10); further, for any T>O, (7.13), 
(7.14) hold for all 0 < t < T, where C is a constant depending on T, but 
independent of E. 
8. THE VECTOR FIELD VV, FOR LARGE lcro( 
The rest of the paper is devoted to establishing that in some sense 
positive charge is deposited on y = hI, uniformly in E. More precisely, if we 
set 
Z,={(x,t);O<xca,O<t<T,p,(x,h,,t)>c} (8.1) 
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then, we would like to prove that for some T> 0, c > 0, c* > 0, 
meas Z, 3 c* for all small E > 0. (8.2) 
In Section 9 we shall establish a weak version of this property provided 
)GJ is sufficiently large. For simplicity we assume that 
a,(x) = const . = co, (8.3) 
O<f(x, y)< 1. (8.4) 
We shall also need the physical assumption that 
oo<o, ldOl is sufficiently large. (8.5) 
In this section we prove: 
THEOREM 8.1. For any 0 < 6 < 1 there exist positive constants T and R, 
such that 
-A, bol <a,v,< --A 1~01 in ah, x (0, T), (8.6) 
l~,f’,I dd 1~1 (I+ Ilog lb-yl I) in 8,, x (0, T) (g-7) 
provided (o,,I 2 R,, where 
T=f, 
1 
RO=+, 
and A,,, Al, A, are positive constants depending only on x1, ICY, h,, hZ. 
Proof: Set R = lcr,l and consider the function wR = V,/R. It satisfies 
PE v-(KvwR)= -- 
R in ~:\({v=h,)u {v=h2)), 
w&, 0) = 0, 
CJ+QJ~;‘“, =o, (8.8) 
C~$x&;“:= 1 +J;:p,(x,h,,s)w,.,(x,h,-O,s)ds. 
In the sequel we denote various positive constants depending only on the 
rci, hi by C. By Lemmas 4.4, 4.5, 
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so that, by Gronwall’s inequality, 
(8.9) 
if R> 1, t< 1. 
By (3.7), (8.9) 
so that 
if t<l, and 
IV,ILm<CR (8.10) 
Iw,(., l)lL” 6 c. (8.11) 
Since, for each E, wR is a bounded solution of (8.8) (uniformly in R), 
Lemma 5.3 yields 
and, then, by Gronwall’s inequality, 
if l< 1. From any sequence wR (R + co) we can therefore extract a sub- 
sequence wR, such that wR, + w. in C 2+B(Qi) for any O</ka, and w. is 
a solution of 
v-(lcVw,)=O in fC\({~=h} u {~=h,h 
w&9 0) = 0, 
[7d,w,]“,:“; = 0 
C~~,wol~:‘~= g(x, t), 
(8.12) 
where 
g(x, t)= 1 +j; pe(x, h,, $1 wo,Jx, h-0, s)ds. (8.13) 
and therefore 
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Since w. is a bounded solution of (8.12), it is also unique, by Corollary 3.2. 
Consequently, as R -+ co, 
WR’WO in C2+@(Qi) V/3 < c(. (8.14) 
Applying Lemmas 4.4, 4.5 to w. and using Gronwall’s inequality as 
before we find that 
l~,wolP- G c (8.15) 
PA 4, s) ~0,~ (x, A, -0, s) ds < ct. (8.16) 
Let C denote the bounded solution of (8.12) when g= 1. One can 
immediately verify that 
1 -- 
K2 
Y if O<y<hz 
$,= if h,<y<h, (8.17) 
if h,<y<co. 
Therefore 
JY<max{- h, - -!-}- -A*<0 in {O<y<h,j. (8.18) 
The function W = w. - i+ satisfies: 
V*(lcVW)=O in @\(~Y=#J (y=h2)), 
[k-w,l~“:=o, 
[~w,l::‘~=f~P~(x,~~,S)wo,).(x,hl-O,S)d~, 
W( x, 0) = 0. 
Applying Lemmas 4.4, 4.5 and using (8.16), we get 
I W,l Lm G Ct, 
IWxI.m~Ct(l+ Ihi! lY-h,l 1). 
(8.19) 
(8.20) 
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Recalling (8.18) we conclude that 
-c<a w C-3A* ‘JO’ 4 in Oh, x (0, T), (8.21) 
la,w,l G w + Ilog IY - k~ I) in sZh, x (0, T) (8.22) 
provided T < A*/2C. 
In order to complete the proof of the lemma we estimate u = wR - wo. 
Since u is the bounded solution of (8.8) with the last equation replaced by 
Lemmas 4.4 and 4.5 give 
or 
(8.23) 
Also by the same lemmas and (8.23), 
I%A.> t)l+ + 11% ly-hl 1). (8.24) 
Recalling (8.21), (8.22) the assertions (8.6), (8.7) readily follow. 
9. UNIFORM POSITIVITY OF pE NEAR y=h, 
In this section we establish (8.2) in some weak sense. Suppose 
f(x, Y)>Y>O if a,<x<a,, OS y<bl, (9.1) 
for someO<a,<a,<a,O<b,ch,. 
Set a, = +(a, + a*) and let fo( y) be a smooth function satisfying: 
fo(Y) = Y if O<y<b,, 
f 2fo20 fb(Y)GO if yab,. 
(9.2) 
Set 
R = bol, $(y)=Wl+ Ilog IY-h,l I) (9.3) 
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and denote by p, the solution of 
Pi -CAP + %n(% -x) 4(y) P, + A@, + pp = 0 
(9.4) 
p(a, > Y, f) = PC%, Y7 t) = 0, (9.5) 
P,(X, 0, 1) = P,(X, A, 9 f) = 0, (9.6) 
PC% YT 0) ‘h(Y). (9.7) 
LEMMA 9.1. If R 3 R0 then 
P& YT t) 2 Pek Y, f) in (Q,, 4 x (0, h,) x (0, T). 
Proof: By the maximum principle 
o<p,<y. 
Since pE(ui, y, t) = 0 we get 
PE,X(Ul? YT t) 2 0, PE,X(% Y, t) f 0. 
The reflection j?(x, y, t) E ~~(24, -x, y, t) of pE with respect to x = a0 is 
also a solution of (9.4k(9.7) so that p,(2u, -x, y, t) = pE(x, y, t), by 
uniqueness. It follows that 
PEJ(UO, Y, t) = 0. (9.8) 
The function q = pE,X satisfies 
qt - 64 + sgn(ao -xl KY) qx + A&, + ,w = 0 
in u, <x <a, and by the maximum principle it then follows that q> 0, i.e., 
P&I Y9 1) 2 0 if a, <x<uo. (9.9) 
Similarly 
PE,Xk Y, t) < 0 if u,<x<u,. (9.10) 
Next, the function z = pE,y satisfies 
z, - EAZ -t sgn(u -x) d(v) z, + ARz, + pz = -4’(y) sgn(u, - x) p,,, < 0 
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by (9.9), (9.10) and the fact that #‘(y)>O. Applying the maximum 
principle we deduce that z < 0, i.e., 
P E, y 6 0. 
Using (S.Sk(9.11) and (8.6), (8.7) we find that 
(9.11) 
P E, 1 - EAP, - v,,, PE,~ - vz,, ~6, .v + P% 
d ~~,~-~A~~+sgn(a,-x)~(y) P~,.~+ARP~,,+PP~=~. 
Also 
and 
P E, y = 0 = PE, y on y=O, y=h,. 
Hence, by comparison, pE < pE. 
We proceed to study the behavior of pE in {aI < x -K uO> near y = h, , 
using the boundary layer theory. We begin by considering the reduced 
equation 
u, + d(y) u, + ARu, + pu = 0. 
The characteristic urves are given by 
(9.12) 
or 
x(t)=xo+ ‘d(Y(s))ds, i 0 
(9.13) 
(9.14) 
y(t) = y, + ARt (U,<Xo<%, O<yo<h,). 
We are interested in those initial points (x0, yo) for which the corre- 
sponding characteristics remain in 
andy(t,)=h,, for some O<t,<T. 
Assuming y( to) = h, we get 
(9.15) 
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and 
Hence 
LEMMA 9.2. For any 0 < c < +(a0 - a,), if 6 < c/c0 then, whenever 
x(O) =x0 E (aI, aI + c), 
a < x(t) < a, + 2c < a, if O<t<t,, 
where t, is defined by (9.15); in particular, the characteristic urve corre- 
sponding to (x,, y,) remains in G for 0 < t < t,,, and y( to) = h, . 
Observe that the condition t, < T is satisfied if 
by the definitions of T and R0 in Lemma 8.1 this inequality holds if A, is 
chosen 2 h, Al/A. 
Set 
DA = {(x, y, t); a, < x < a,, 0 < y < 1,O < t < T}. 
For any u > 0 let pE,lrl denote the solution of (9.4) in a,, -~ with the bound- 
ary condition 
p(4, y, t)=O, PJa0, Y, t) = 0, 
P,k O,t) = 0, ~(2, h, -v, t) = 0, 
PC? Y? t) =.b YX 
where j’ is a smooth function satisfying: f < f0 and 
f(X> I+={; if a,+rl,<x<a,+5(ao-al),rl,cy<b, if x<a,+$q,orx>a,+f(a,-a,)ory<$q,; 
here q1 is any positive number, smaller than $(a, - a,) and b,/2. 
Since pE,? 2 0 = p&.9 on y = h, - q, we have, by comparison, 
PE(XI Y, t) 2 P&&x) y, t). (9.16) 
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The solution u of (9.12) with u(x, y, 0)=3(x, y), u,(x, 0, t)=O, ~(a,, y, t) 
= 0 satisfies 
e%(x( t), y(t), t) = const. 
along characteristics. By Lemma 9.2, ~,(a~, y, t) = 0 and 
eW-$t), .~(t), t) = Y if a,+‘~~<x(O)<a,+f(a,-a,) (9.17) 
(the corresponding characteristics remain in fib, for all 0 < t < to, to as in 
(9.15)), and u is smooth due to the special choice of3 
Since 4(y) is unbounded as y + h, , we cannot apply the boundary layer 
theory [2, 31 to p,. However, we can apply it to pE,a and deduce that 
P Crl =u+ ue+we, 
where U, is a boundary layer which converges to zero exponentially with 
E in every compact subset of a,, _ ‘1, and 1 IV,\ < Cs”‘. 
Recalling Lemma 9.1, (9.16), and (9.17) we deduce: 
THEOREM 9.3. For any 0 < y0 -C y, if a, + q1 <x(O) < a, + :(a,,- a,), 
yI1 < y(0) <b, then 
~~(4th u(t), t) 2 Yoepp’ (9.18) 
us long us 0 < t < to - 6, where 6, is any given positive number and E is 
sufficiently small (depending on 6,). 
Since E is actually a very small parameter, one is interested in the limits 
p. = lim pE, I/,=lim I/,; 
the first limit is taken in the (L”)*-topology. The pair (po, V,) can be 
viewed as a weak solution of (2.3)-(2.12) when E = 0. 
Theorem 8.1 gives information on the field VV,, and Theorem 9.3 gives: 
COROLLARY 9.4. For almost all x(O)E (aI +ql, a, + $(~,-a,)), ye 
(q1,bl), undO<t<t,, 
po(4t), y(t), t) 2 e-p”. 
Physical Interpretation. This corollary shows that (for E =0) positive 
charge is in fact deposited on y(t) = h, in, say, the average sense. The 
deposition occurs above any x-interval where f(x, y) is strictly positive. 
The photoelectrographic interpretation is that if we have initial good 
enough field in the sense that there is sufficient exposure of a large enough 
area in the document, then we get a good crisp image provided the surface 
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charge co is negative and sufficiently large in absolute value. The image 
tends to spread a bit; for instance iffis as in (1.14) then the spread lies in 
a,-q-cxxaa,+q where q<C/la,( ( as seen from the explicit form of the 
solution v to (9.12)). 
We can establish the stronger version (8.2) only in the special case where 
f(x, v) is independent of x. 
In this case pE and pE are independent of x and the boundary layer theory 
[2, 33 gives: 
PA-7 t) = fJ + WEI. 
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