In the last years of research in cognitive control, neuroscience and humanoid robotics have converged to di erent frameworks which aim, on one side, at modeling and analyzing human motion, and, on the other side, at enhancing motor abilities of humanoids. In this paper we try to cover the gap between the two areas, giving an overview of the literature in the two fields which concerns the production of movements. First, we survey computational motor control models based on optimality principles; then, we review available implementations and techniques to transfer these principles to humanoid robots, with a focus on the limitations and possible improvements of the current implementations. Moreover, we propose Stochastic Optimal Control as a framework to take into account delays and noise, thus catching the unpredictability aspects typical of both humans and humanoids systems. Optimal Control in general can also easily be integrated with Machine Learning frameworks, thus resulting in a computational implementation of human motor learning. This survey is mainly addressed to roboticists attempting to implement human-inspired controllers on robots, but can also be of interest for researchers in other fields, such as computational motor control.
Introduction
Modern humanoid platforms must be capable of performing complex tasks controlling their entire body and its contacts. Diverse approaches addressing whole-body motion in this context can be found, ranging from hierarchical to model predictive and reactive control, or o ine graph-based exploration of states [55, 105, 107, 125, 138, 178] . In addition to safety requirements and compliance during physical interactions [39, 59] , robots are also required to perform human-like movements in terms of trajectories, accuracy and reaction to external perturbations, so that the human can have intuitive expectations about the robot' s behavior. These constraints generate additional challenges that classical automatic and robotic control are not able to address completely.
Only recently, these issues have been tackled by a new line of research.
In this paper, we call it the "humans to humanoids" (H2H) approach: it consists in studying the Human Motor Control (HMC ) system in the search for principles of motor control that can be "transferred to", i.e. implemented on, robots. The idea behind the materialization of motor principles is that, by implementing them on humanoid platforms, it is possible to obtain behaviors which outperform traditional classical controls [1, 88] , simultaneously providing an experimental verification of the proposed models [6] . While classical control theory has been mainly focused on minimizing tracking errors, rejecting disturbances, minimizing the motion duration, guaranteeing stability, etc., the study of HMC may unveil other criteria as the fundamentals for achieving peculiar performances and characteristics which make our motor control so e cient. This new approach is not driven nor limited by the necessity of robots to exhibit human-like shapes as pure replica. A common approach to reproduce human-like movements consists in recording movements from humans with a motion capture system, then implementing on the robots the necessary software so that it can "replay" similar movements.
This research approach faces problems such as the correspondence problem resulting from the di erences in the mechanical structure of the human body and the robotic platform, or the problem of generalizing a whole set of behaviors out of a few recorded trajectories [5, 20, 116] . Though replicating human behaviors and making robots appear more natural in a human environment [137] , this approach only works for limited applications, and does not endow the robot with the capability to act and react appropriately in other contexts.
In contrast, in order to make a humanoid more "human", the H2H approach aims at endowing the robot with human-inspired motor control principles combined with autonomy and adaptive capabilities [16, 25, 53, 63] . The realization of the fundamental principles of HMC is more di cult, but has a greater potential. By addressing the generation of motions from an abstract representation of the goal and through a cost function, the kinematic and dynamic properties of movements may be reproduced without the need for a demonstration.
Several di culties are usually encountered when attempting H2H transfers: in terms of physical and structural impairments, in the technology for actuation and sensing, in the theoretical tools which can be exploited to generate controls and in computational costs. In the past, these constraints restricted the number of applications of such meth- [70] .
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Figure 1. The paradigm "humans to humanoids" for the transfer of motor principles. Kinematic and dynamic models can be used to describe both human and robotic systems, while optimal control can be used to study and simulate/reproduce their behavior. In the middle, a kinematic model of a whole-body system based on the Enhanced Oriented Graphs
ods in humanoid robots, but thanks to new technological advances in actuators, sensors [35] , and in computational power, H2H transfers of optimality principles are gradually emerging. We believe that the main limitation of H2H is the lack of a unified general framework which can help roboticists interpreting the neuroscientific results in a way that can be easily implemented on robotic platforms. This paper helps to fill this gap providing an overview of the literature in between and a paradigm to support the "transfer" of these principles towards humanoids. We first survey the state of the art in computational motor control, giving an overview of optimality and adaptation principles in HMC and then focus on the transfer of these principles towards humanoids.
The paper is organized as follows. In Section 2, we explain why we endorse Optimal Control (OC ) as the general framework for implementing such transfer of motor principles. In Section 3, we glance over the organizational and optimality principles of the HMC that derive from the constraints on the perception and actuation apparatus of humans, and focus on some computational models giving account of goal-directed movements. We also survey the adaptation mechanisms that make human behavior so robust and e cient in front of unforeseen perturbations, and discuss how the OC framework can naturally integrate both control and learning. Then in Section 4 we present the state-of-the-art implementations of OC for control and adaptation in robotics and particularly in humanoids. We conclude this literature survey by identifying the forthcoming challenges and giving some insights of future developments. Lastly, in Appendix A we list the acronyms used in this paper and provide the reader a set of references to OC in Appendix B.
Why (Stochastic) Optimal Control?
There exist several theoretical frameworks to investigate HMC . In this section, we explain why we choose OC and its stochastic extension as the most appropriate framework to transfer HMC principles to the control of humanoids. The interested reader should refer to Appendix B for a definition of an OC problem and its stochastic version.
Frameworks for HMC
Overall, three main theoretical frameworks for describing HMC have been proposed [56] . In the equilibrium point theory [47] , goal-directed movements can be seen as continuous transitions between postures along an equilibrium trajectory. The generated movements themselves result from an imbalance between the spring-like forces generated by a shift in the origin of muscles. In the dynamical system approach to motor control, behavior emerges from regularities of nonlinear dynamical systems [133] . Goal-directed movements are obtained from tuning the parameters of these dynamical systems. Finally, in the internal model framework, goal-directed movements are obtained from an OC process using internal models of the system. These theoretical frameworks have their own merit in catching diverse aspects of HMC , and they are likely to give a complementary perspective on the motor control system. However, in this paper we focus only on the latter. Our choice is motivated by a "transferability" criterion:
as it will be explained in the following sections, OC is the most suited framework to transfer those principles in robotics applications. Thus, in the rest of the paper, we endorse the view that, in movement production, the Central Nervous System (CNS) is optimizing something that remains to be determined.
Is our behavior "optimal"?
Claiming that our behavior is optimizing something is not equivalent to claiming that it is optimal at any moment, neither that it globally is. Instead, we suggest that optimization can be used to model human movements. Though our sensorimotor system is the product of millions of years of evolution, there are diverse counter-examples in biology where the optimal solution (or at least the one which we believe should be, since optimality is always defined with respect to a certain cost function) is not "attained" by evolution, both from a bio-mechanical point of view and a control point of view, while suboptimal solutions persist [112] . Humans are subject to continuous processes such as learning, adaptation and training, which improve our behavioral performance in terms of stability, accuracy and e ciency [6, 50, 141] .
This does not mean that optimality is reached through experience or ontogenesis, as other factors may contribute in movement shaping. Social conventions and habits, for example, play a role in shaping our movements. Sometimes, they cause humans to be stuck in suboptimal behaviors. Roughly speaking, humans can be thought of as optimizing (as opposed to optimal) agents. Therefore, their movements might still be explained by suboptimal solutions. The straddle technique for jumping is a good example of suboptimal movement in humans [38] .
1
This example does not contradict the idea that humans are optimizing their movements, but only proves that this optimization might get stuck in local minima.
Moreover, the computational cost of optimization processes may be counter-balanced by some perpetual processes that allow the CNS storing the best response in some situation and retrieving it at a much lower cost in similar situations. Recent experiments [53, 80] suggest that the CNS could not have just one planning process but rather a set of optimizing planners which can be switched on and o whenever particular changes in the external environment occur, which do not induce an immediate adaptation e ect. When the context is evolving, the automatized response may not be optimal anymore, and adaptation mechanisms are evoked.
Overall, the existence of a unique optimizing controller in the CNS is still matter of debate. Intuitively, it is more plausible to say that humans are likely to act on the basis of one or more optimality principles, but may choose not "the" optimal solution at all time. These elements suggest that optimality should not be seen as a general property resulting from evolution or learning, but rather as a principled framework to understand the control and adaptation mechanisms.
The stochastic element
OC has become of great interest in the neuroscientific community [154, 158] . This elegant framework provides a rich set of mathematical tools for modeling computational motor control and explaining empirical human movement data. Among many potential OC formalisms, 1 A clarifying example is the introduction of the Fosbury flop. Athletes have been performing High Jumps for years with different styles, the most common being the straddle technique. When the Fosbury flop was introduced, many athletes did not easily switched to the new technique, though it was easier to learn and clearly more advantageous from a biomechanical point of view [36, 37] .
Stochastic Optimal Control (SOC ) is probably the most appropriate one to study the production of movements in both humans and humanoids. Indeed, from the HMC side, diverse stochastic and deterministic OC models have been proposed. Remarkably, di erent models are apparently equally e ective in explaining movements in the same or a similar context (see Section 3.2), and it is di cult to assess which is the most representative of human movements, and why. In front of such diversity, SOC is general enough to encompass several optimization-based HMC theories. The stochastic element indeed is able to address some features such as the variability of motion, the intrinsic noise in the actuation system [155] , the ability of the CNS to cope with unpredictable events, changing and unknown environments, and delays in the signal transmission. These features can be addressed with di culty (or not at all) by deterministic models [58] . From an automatic control point of view, deterministic models are rarely useful for real physical systems. Robots, for examples, are complex machines subjects to di erent sources of noise. Even when acting in highly structured environments, such as an industrial setup, motor control necessarily entails noise filtering, delay compensation and disturbance rejection, and only stochastic models can be used to that scope. Our e ort being centered in bridging the gap between humans and humanoids, the ability to deal with the intrinsic and extrinsic noise acting on the systems becomes mandatory. Any cognitive agent creates a model of its own body and the surrounding environment. Though this model can be very precise, it will be nevertheless a ected by (unpredictable) errors, which should be properly considered and compensated when planning movements. This unpredictability can be mathematically represented by stochastic systems, i.e. dynamic systems a ected by unpredictable noise. Accordingly, optimal planning should be tackled with SOC , which computes the best control policy given the e ects of unpredictability on the cost function (see Appendix B).
The mathematical tools to tackle SOC are usually more complex and generally the solution of such control problems is easy only if certain conditions are met. As it will be shown in 4.5, machine learning techniques can help solving such problems and grant their application in real scenarios.
Hereinafter, we will mostly refer to OC , because it is the general framework, and use SOC only when the stochastic element is important.
A criterion of "transferability"
The goal of an OC problem is to provide the control signals that will make a system or a process attain a goal while satisfying its constraints and maximizing some performance criterion (or minimizing a cost) which describes its evolution. The formulation of an OC control problem (see Appendix B) usually requires a model, i.e. a mathematical description of the system, a list of physical constraints and the specification of the performance/cost function describing the task. These three elements and the mathematical formalism are the core of the H2H approach. Indeed, both the human and the humanoid bodies can be modeled by a set of kinematic or dynamic system equations, while their interaction with the environment and their actuation define their set of constraints. Their actions can be described by a set of goals, the latter expressed either as the maximization of some merit function (e.g. a reward), or as the minimization of some cost function (e.g. task error, energy expenditure, etc.). Neuroscience and robotics benefit from mutual achievements [129] , because many problems faced by the primate brain in the control of movement have parallels in robotic motor control, while models and algorithms from automatic control and robotics research can bring useful inspiration, baseline performance, and sometimes direct analogs for neuroscience. Thus, the OC framework is naturally suited to implement the computational motor control models provided by neuroscience into controllers for humanoid robots thanks to the common language used to describe both systems (see Figure 2) . Additionally, the OC formalism is naturally integrated in classical automatic control schemes, which are widely used to model aspects of HMC such as feedback and feedforward commands, noise and delays.
Furthermore, OC is also adequate for giving a formal account of adaptation capabilities, given the possibility to integrate in the framework adaptive models and adaptive optimization methods [17] . Indeed, OC combined with Machine Learning (ML) can provide a normative framework for modeling the exceptional dexterity and rapid adaption to changes which characterize HMC . Within certain limitations, the framework is also suited for incremental learning, i.e. it can be combined with a developmental approach to humanoid robotics: the system description through models, the cost functions, the controllers, can be all seen as evolving terms in a life-long learning scenario.
Optimality principles in human motor control
Human movements show several prominent features [122, 167] . For instance, multi-joint arm trajectories for discrete point-to-point planar movements have roughly straight hand paths, bell-shaped velocity profiles and smooth acceleration [49, 101, 136] . Intuitively, ontogenesis should yield a certain variability in motion patterns. Yet, despite the intrinsic noise of the motor system and the kinematic and muscular redundancy in front of most tasks, observed motion trajectories in many tasks are stereotyped.
2 Why do humans have such invariants? Explaining why the HMC system selects a particular movement among such infinite-dimensional possibilities is known as Bernstein' s problem [13] . The solution we endorse in this paper consists in claiming that these invariants are the result of an optimization process. Indeed, many 2 For simple tasks, for example point-to-point arm movements, trajectories are overall stereotyped. However, when more freedom is given to subjects and tasks become more complex, more differences can arise [30] . These observations suggest that individual factors could play a role in the optimization and movement production process of the CNS. Put differently, individuals may optimize different costs or similar composite costs but with different weights when performing the same task [14] .
HMC researchers consider that, in order to perform accurate movements at all times, the CNS must be optimizing one or more criteria when deciding how to perform a task and execute a limb trajectory. However, the cues above do not provide a unique answer to the questions regarding the criteria and mechanisms which are at the basis of our movement. Hereinafter, we discuss the control mechanisms of HMC , then we review potential optimization criteria.
Feedback and feedforward
By contrast with industrial and most humanoids robots, the human biomechanical system is light, its sensori-motor apparatus noisy and delayed. Despite these limitations, it can accomplish very accurately complex high-level tasks in presence of disturbances and unpredictable changes in the environment. Accuracy in this case is not based on high sti ness and servo-control, but rather on anticipation and capability to adapt to perturbations, i.e. on a combination of feedback and feedforward control. Feedforward or open-loop control consists in applying a sequence of controls without monitoring the state of the plant during this sequence (either because the plant is perfectly known or because the system is not observable -which implies the use of a state estimator). Even with a quasi-perfect model of the system, open-loop approaches can only yield suboptimal performances in unstructured stochastic environments, and can even lead to highly unstable behaviors if certain conditions are not met. Feedback control becomes then necessary to achieve the desired performances while adapting its strategies to tasks, environments or physical constraints. A goal-reaching trajectory may simply result from the feedback control laws. This explains the trial-to-trial variability of trajectories performed by humans during repetitive tasks, like hand motion in a goal-directed tasks: this variability cannot be explained by a controller performing trajectory tracking (i.e. if it tracks a pre-defined desired trajectory), but it is captured by a feedback controller that tries to reduce global task errors and makes the controlled trajectory robust to perturbations by varying impedance through co-contraction [50] . However, fast and coordinated limb movements cannot be executed under pure feedback control alone, because biological feedback loops are too slow (i.e. typical delays in the human sensory system are in the order of tenths of milliseconds or higher) and have small gains. Plausibly, a feedforward loop anticipates the evolution of the system and accounts for a desired predicted trajectory [41] . Together with feedback control relying on sensory measures, feedforward commands are employed to precompensate for the e ects of actions, while forward models are used to predict these e ects [177] . To perform this anticipation, the feedforward loop calls upon a state estimator and a forward model to predict the sensory consequences of actions based on motor commands [135] . Exploiting the so called "e erence copy", the prediction can be used to refine the control strategies before the delayed sensory feedback to calibrate movements continuously and to improve the ability of the sensory system to estimate the state of the body and the environment. A deeper analysis of the possible implementations of such behaviors in the CNS would be far beyond the scope of this survey, see for example [139, 141] for details.
Which is the correct "cost function"?
Several experiments, focusing on the precomputation of feedback and feedforward motor commands [40, 41, 51, 169, 175] , and their adaptation to changing environments [33, 71] have suggested "cues" of optimality principles in sensori-motor control. Meanwhile, the idea of optimization principles underlying HMC has been adopted in a va- riety of studies, e.g. balance [21] , walking [4, 99, 119] , reaching [2, 86, 95, 109] , goal-directed movements [54, 62, 172] , adaptation to disturbances [16, 23] . During the last years, the analysis of the corresponding human motion data has provided a better understanding of HMC through computational models inspired by automatic controls, but also a variety of possible cost functions. If researchers tend to agree on the structure of computational models (e.g. a combination of feedback and feedforward terms), there is no consensus on the corresponding cost functions.
Moreover, this research is a ected by the so called "observability problem". In general, to infer optimization principles out of human measured data an inverse problem is stated. It consists in determining the cost function which predicts the control trajectories observed in humans by means of an OC problem. The human recorded trajectories are the known optimal solution to the control problem, while the unknown is the optimized cost function [150] . The inverse problem is intrinsically ill-posed and it requires the exploration of an infinite-dimensional functional space and the solution of an inverse optimization problem, which is hard and impossible in most cases [46, 83] . However, by means of several simplifications, this approach can be used to "transfer" biological motions into robots. A pioneering work in this case was done by Mombaur et al. for human locomotion [100] .
In brief, researchers trying to infer the optimization criteria out of human experimental data inevitably face the evidence that multiple cost functions lead to the same observed behavior. Consequently, models for explaining data su er from similar issues: di erent models might give similar predictions on the same experimental data, and as long as contradictory experiences are not found, both models can be considered valid. Figure 4 illustrates the concept on di erent planning tasks involving the arm. Di erent cost functions (e.g. minimum hand jerk and minimum torque change) might give similar predictions on a task (e.g. point-to-point reaching, left side of Figure 4 ) and significantly different predictions on another (e.g. point-to-bar reaching, right side of Figure 4 ).
In a sense, it often happens that di erent models could explain the same behavior and that, despite the variety of principles proposed in the models, it is di cult to confute the soundness of one model against the others. Generally, the leading assumptions on the cost function are mainly inspired by cues emerging from human behaviors, experimental observation and researcher' s intuition, which justifies the multitude of available models and the disputes in the HMC community. A   T2   T5   T1   T5   T2   T3   T6   T3   Point-to-point reaching   T6 B Point-to-bar reaching
Figure 4. A comparison of di erent costs on two di erent tasks: point-to-point reaching and point-to-bar reaching (image from [14]).
Systematic approaches to the problem are still lacking in literature. The uniqueness of the cost function has only been recently addressed, for example in [14] for arm reaching movements. Weighted combinations of known cost functions, belonging to known parameterized classes have been proposed as an alternative to solving the inverse problem, which would result in looking one over infinitely many possible cost functions if no a priori assumptions are made on its structure.
In the following, we give an overview of the many cost functions which have been used to study point-to-point reaching movements. A summary of the criteria is reported in Table 1 . Far from being comprehensive, we believe this list is a good example of the evolution of motor control models as seen from a robotics perspective.
Criterion Cost function References
Hand jerk 
Minimum jerk
Based on the experimental evidence that goal-directed movements such as reaching or pointing result in straight hand paths with smooth velocity profiles, [49] proposed the Minimum Jerk Model (MJM) to describe the planar trajectories of the human arm while performing unconstrained point-to-point movements. The trajectories predicted by the MJM are straight-line Cartesian paths with bell-shaped velocity profiles, which is consistent with the experimental data for rapid human movements in the absence of accuracy constraints.
Minimum torque change
The main weakness of the MJM is that it always predicts straight paths, in contradiction with wide range movements and curved trajectories which occur for example during transverse movements, regardless of the influence of arm dynamics, arm posture, external forces, and movement duration.
Overcoming this issue, [163] 
The Inactivation Principle
In 2008, [15] proposed a cost including a term called "absolute work of forces", reflecting the mechanical energy e ort of a motion. In contrast to previous models, this term is non-smooth and non-di erentiable, being based on an absolute function. According to the corresponding principle, supported by experimental observations from EMG signals, minimizing absolute terms implies simultaneous inactivation of agonistic and antagonistic muscles acting on a single joint, near the time of peak velocity.
Minimum endpoint variance and minimum intervention
In 1998, [61] observed that both eyes and arm movements are generated by neural controls corrupted by a signal-dependent noise, i.e. whose variance is proportional to the amount of control signal itself. Rapid motions, requiring larger control signals, would deviate from the desired trajectory as an e ect of the disturbed control, resulting at the end in unsuccessful or imprecise final positions. Thus, they proposed the Minimum Variance Theory (MVT) which states that the accuracy in goal-directed movements is maximized by minimizing the variance of the final configuration. The MVT is mostly an open-loop control principle. As control signaldependent noise accumulates over the movement, a larger deviation at the endpoint of movement is observed with the increase of the signals. Consequently, in order to fulfill the minimum endpoint variance criterion, the motor system should activate the muscles as few as possible. These observations led to the Minimum Intervention Principle [159] , that extends the MVT principle into an optimal feedback control loop. Furthermore, if the involved mechanical system is redundant with respect to the task, the motor control system should not react to perturbations that have no e ect on the achievement of the task, leading to an "uncontrolled manifold" phenomenon [154] . The formalism behind the corresponding theory of motor coordination comes from SOC .
Risk sensitivity
Finally, [104] suggested that humans not only optimize the average cost associated to a movement, but being risk-sensitive, while optimizing the mean payo they also take into account the variability of the payo itself. In other words, they minimize the average cost together with its mean variance. These claims suggest that multi-objective optimization should be used to address the optimization problem behind HMC .
Optimality and movement duration
The time needed to perform a specific movement changes according to the circumstances, particularly in the presence of stochasticity or unforeseen perturbations, and generally depending on the precision of the movement. However, most computational models explaining human recorded data, for example during reaching, consider a fixed movement time (e.g. iLQG [160] ), since the classical formulation of an OC problem usually requires the movement duration as a predefined constant.
It is then crucial to explain how the duration of a movement emerges from the control process instead of considering it as a predetermined input of that process. Most studies about movement duration are grounded on Fitts' and Schmidt' laws [48, 132] , which relate the average movement duration to the amplitude of motion and to the error tolerance. The idea behind Fitts' law is that a certain amount of time is required to perform a movement, but the more precise a movement has to be (e.g. we want to touch a pin instead of a big ball) the more time is required to "adjust" the final position to the target. Several analysis and extensions to this law have been proposed, in particular for 2D tasks [91] . These and other models, such as the "minimum time principle" [149] , predict movement duration correctly, but only for point-to-point movements. The MVT explains Fitts' law about the speed-accuracy trade-o , but still requires a movement duration to be pre-determined [57] . Recently, [140] and [123] proposed two similar explanations of movement duration based on the optimization of a trade-o between movement cost and a reward that is decayed through time. The latter proposes a model using an OC method for reaching based on a forward model. The cost function combines a cost term that is greater when the movement is faster, and a reward term that is greater if the goal is reached faster. The optimal time of movement emerges from the combination of both terms. Alternative explanations for the speed of movement start from a more descriptive approach, based on the decomposition of complex movements into units of motor action [85, 122, 166, 168] . Interestingly, these explanations are compatible with the optimality principles covered in this survey [12] .
Adaptation in Motor Control
A constant adaptation mechanism is most likely entailed by the HMC system in order to cope with an evolving bio-mechanical system and a changing environment [140] . Motor adaptation is often interpreted as canceling the e ects of novel environment on a noise rejection basis, so as to make the movements return to near baseline conditions. From a developmental perspective, it probably consists of a constant refinement of internal models and in a re-optimization process which computes a new optimal trajectory whenever an external perturbation is applied. According to this view, stereotyped movement patterns are not prewired or inborn, but result from constant learning during ontogenesis. Infants dramatically improve their kinematic performance during their first months, but the developmental process towards stereotypical joint kinematics continues, as recently shown for locomotion [45] and earlier for reaching [81] . Trajectories straighten in time and the endpoint motion progressively gets smoother, although the unimodal velocity profiles and the inertial variability suggest that producing straight hand path may not be the most important criterion of the learning process [81] . Changes in the system structure or in the environment plausibly reflect into updates of the body schema and the internal models, which are exploited to re-optimize the trajectory planning and motor strategies. This continuous process has been observed when a new tool is used [29] , and when obstacles impairing unconstrained reaching movements are introduced and removed from the workspace [41] . What happens to the optimization process when learning a new dynamic environment or when the environment changes? Current models claim that the subject performs at least two di erent computations: update the internal models (i.e. the mapping between the consequences of motor commands in terms of changes in the sensory states) and exploit the refined model to re-optimize the trajectory [71] . Alternatively, the CNS could switch between di erent models, as suggested in [72] .
In [176] , perceived kinematic error was shown to play a role during adaptation, and subjects tended to maintain a visually straight path in front of perturbations. However, in [130] , it was later shown that kinematic errors are not necessary for adaptation, i.e. the internal kinematic and dynamic model is continuously adapted even in the absence of visual feedback. In [97] , it is shown that humans learn a new force field "dynamically" as opposed to solely rejecting the disturbances via increased sti ness and co-contraction. Once the internal forward model is properly learned, the CNS can re-optimize the motor cost, altering the baseline trajectory if necessary. Similarly, [71] suggests that adaptation entails accuracy and motor cost, and not the kinematic error from a desired baseline trajectory: thus, a re-optimization process computes a new optimal trajectory whenever an external perturbation is applied. Finally, another learning process related to habituation (known as "usedependent learning") accounts for the tendency to reproduce similar joint trajectories along with the repetitions of a same task, though redundant [42] .
In conclusion, motor adaptation entails both learning continuously accurate forward models, compensating for environmental changes, and finding the optimal controllers that maximize rewards / minimize costs of planned movements. When facing unpredictable tasks, like picking a box without knowing its load, the CNS initially generates highly variable behaviors, but eventually converges to stereotyped patterns of adaptive responses, which can be explained by simple optimality principles [23] . 
From humans to humanoids
Though the mechanisms of controlling and learning complex motor skills in humans are still largely unknown and vigorously debated, few general principles emerge that can account for the properties of human movements. The core of the H2H approach is that, by implementing these principles on humanoid robots, it is possible not only to provide an experimental verification of the proposed models, but also to obtain behaviors able to outperform traditional classical controls [1, 6, 88] . In the second part of this survey, we investigate to what extent these HMC principles can also be used to generate the movement of robots and, in particular, humanoid robots.
Computational limitations
Many technical tools and notions used to model HMC , such as feedforward and feedback loops (see Figure 3) , come from automatic control and engineering sciences. However, the transfer of HMC principles to the control of robots (particularly using OC ) is quite new.
A good explanation for this paradox comes from the high computational cost of OC methods, both in term of time and resources. Notably, OC su ers from the Curse of Dimensionality (COD): the exponential growth of the number of parameters and in general of the computational complexity with the increase of the Degrees Of Freedom (DOF ) of the problem. The time required by the algorithms to find the solution to the OC problem grows as well. This fact discriminates between robotics and neuroscience: indeed, in HMC studies there is no need to provide a solution to a control problem (e.g. a control trajectory) in real-time within an on-line control loop. To exemplify the computational cost of OC methods from a robotics point of view, in [162] , a single movement generation for an HRP-2 robotic arm movement is reported to take from 1 to 4 minutes, even with a fast optimizer such as IPOPT [170] . Similarly, in [87] , optimality is exploited to make kicking motions more accurate, exploiting a combination of an o -line planner aimed basically at minimizing torques, with a fast re-planning process, which adapts the controls depending on the current target configuration. However, though they also use IPOPT as an optimization tool, the authors admit that finding an optimal solution to an instance of the problem takes about two hours CPU time. State-of-the-art methods such as Nonlinear Model Predictive Control (NMPC ) tools are still too expensive. Even the explicit precomputation of NMPC laws is prohibitive for state/parameters spaces above R 10 [44] . Even the solution to simplified problems (e.g., after strong hypotheses reducing the complexity of the model) cannot always guarantee the fulfillment of time constraints [44] . In contrast, a suitable (optimal) controller for a robot takes software and hardware limitations into account, e.g. complies to the control rate of the robot. Though local computations should be preferred because they could fasten the control cycle, it may not be feasible to perform such processing on local boards (i.e. the boards directly connected to the joints) if they have limited processing capabilities. A practical approach to this issue consists in dislocating the computations outside the robot, for instance on a cluster remotely connected to the robot. But in this configuration, real-time constraints cannot be guaranteed, and in general the safety of this control can be ensured only up to a certain level. Moreover, this generates important constraints on the potential context of use of the robot. Nevertheless, this strategy has been successfully applied in [9] , where the optimization of a single trajectory for a 7 DOF arm is performed in real-time under numerous assumptions regarding the system dynamics and kinematics. Notably, most optimization is performed by a parallel computation on a cluster of 32 CPU cores, yielding 80% of success in the desired task. In front of such heavy computational costs, there are di erent strategies to circumvent the resulting limitations, some purely practical or technical, some others being more grounded into theoretical properties of the control approaches. The remainder of the section is organized so as to cover the main research lines.
Analytical approaches
Thought numerical optimization is generally computationally expensive, there are cases when the analytical solution to OC problems is known [18, 126, 164] . For instance, under the well-known Linear Quadratic Gaussian (LQG) assumptions, explicit solutions can be found thanks to Riccati' s equations. Researchers can thus profit of the numerous results from classical automatic control theory for their robotics applications. For example in [77] , where a robust control is found combining a stabilizing control (based on Riccati and Lyapunov equations) and a neural network accounting for unknown dynamics; in [8] a robust neural sliding mode controller is presented, while tracking controllers are discussed in [22, 148] .
3 Interestingly, among the di erent criteria reviewed in Section 3.2, an analytical solution exists and can be easily implemented for the MJM criterion. Since the closed-form solution is simple (a polynomial) and the implementation straightforward, it is frequently used in robotics. Furthermore, jerk minimization is beneficial if control strategies are implemented on real devices: since the velocity and acceleration profiles are very smooth, the system mechanics is less "stressed". An implementation of a MJM controller for the iCub humanoid robot can be found in [113] .
Analytical solutions can be also used to tackle partially the control problem, in combination with numerical methods. For instance, in [77] , a robust control is found combining a stabilizing control based on Riccati and Lyapunov equations and a neural network accounting for unknown dynamics. Another approach to using approximate analytical solutions for solving complex OC problems is presented in [89, 160] . It consists in starting from the resolution of a simple LQR (LQG) problem that approximates the original problem, and then iteratively refining the solution by adding a LQR (LQG) representation of the di erence between what has been solved so far and the original problem. The resulting algorithm, called iLQR (in the deterministic case -iLQG in the Gaussian noise case) is among the state-of-the-art methods to implement OC in the context of HMC modeling as well as in transfer for robots [98] .
iLQG has also been used in [16] to control the arm of the iCub robot during an active compliance task in presence of disturbances.
Unfortunately, in most cases analytical approaches are simply not feasible, and numerical approximations are solicited. For example in [43] NMPC with fast direct multiple shooting algorithm was used, and several approximations were made to reduce a 20 CPU seconds computations on a 3GHz Pentium IV to 200ms, for a 5 state 150ms trajectory of a robotic arm. In [68] NMPC was combined with functional approximators to compute finite and receding horizon controllers for a planar arm.
Simplified models
A further impairment in the application of OC for the H2H transfer comes from the di culty of adapting simple computational models to real robots. Indeed, most HMC models deal with simple simulated systems such as point-mass or 2 DOF planar arm (whereas a humanoid arm has usually 4 or 7 DOF -hands excluded-and moves unconstrained in its whole reachable 3D space). Nonetheless, these simplified models are of utmost interest because they allow researchers to circumvent the well-known issues of the COD by optimizing in a downsized space with a considerable saving of resources.
A classical approach to reduce the dimensionality is to transfer the control problem from a very large joint space (at the kinematics or dynamics level) or actuation space (which is larger than joint space when actuators are redundant, e.g. with muscles) to a generally much smaller task space. Task space trajectories can be then converted into suitable motor commands, taking into account the physical limitations of the platform, using precise models of the robot kinematics and dynamics (see Figure 5 ). For instance, if the task space is Cartesian, and joint velocity or position commands are used to control the robot motion, a classical Closed-Loop Inverse Kinematic (CLIK ) loop can be 3 Such classical control schemes are not suitable for cognitive functionalities, even if they come with a wide and assessed theory for stability, convergence and optimality. A combination of feedback and feedforward control laws can be used as a start (see Figure 3 ), but it is important to investigate new control strategies.
used [28, 32] . This approach has been used for example in [69] with the humanoid James, and in [161] , on a 39 DOF simulated humanoid robot.
More generally, researchers elude the COD by focusing on simplified motor control problems. The point-to-point reaching movement, where a 2 DOF arm is constrained to move in a plane, is a paradigmatic example at the heart of HMC research but also in many models for robotics [121] . Another strategy to tackle robotics control problems despite the COD consists in working with simplified models that "ignores" some DOF of the plant. This is particularly the case in locomotion studies, where the mechanical system can be often approximated with some success to a simple inverted pendulum [73] .
A selection of significant examples for both approaches is presented below. Other examples that combine OC methods with adaptation capabilities, like [69] , are studied in Section 4.5.
Reaching
In humanoid robotics, reaching is the fundamental action primitive. Rather than searching for generalized solutions to the reaching problem in the whole workspace, many approaches in literature focus on the optimization of single point-to-point movements [94, 137, 144, 162 ]. An implementation of the MVT for a 2 DOF arm was proposed in [144] .
Models involving torques, such as the MCTCM, require the arm dynamics, thus a constrained nonlinear optimization problem must be solved, minimizing the cost function under hard constraints and boundary conditions. 4 In [74] , a solution to the MCTCM is found by means of a numerical optimization of the Euler-Poisson equation: though describing a general procedure, the authors admit the impossibility to guarantee the convergence of the routine, thus making the algorithm unsuitable for real-time planning or control in robotic applications. In [142] , OC is used to compute time-optimal motions of a robotic manipulator, considering nonlinear dynamics, actuator constraints, joint limits, and obstacles. In [179] , an optimal motion planning problem is addressed to control a flexible space robot, in order to minimize the maneuvering time along with control and vibration energy. In [96] , an OC problem is used to find controls for ball pitching with an under-actuated 2 DOF humanlike arm, where in particular only the shoulder is actuated while the elbow is a passive spring with adaptive sti ness: the criterion is to maximize the ball velocity along a certain elevation angle. In [93, 95] , the authors propose an experimentally-validated 3 DOF model of the human arm during constrained and unconstrained reaching movements. The cost to be minimized is based on energy and torque change, constrained by the hand-joint' s freezing mechanism, explaining the experimental fact that the hand joint hardly changes its angle during reaching movements. Again OC theory is used to find the optimal trajectories of the hand during goal-directed motions.
Locomotion
Many researchers support the theory that optimization principles also explain the generation of gait and locomotion trajectories [84, 99] . In [153] , the authors suggest that human walking analysis could improve the current humanoid robots walks, and particularly reduce the energy consumed during walking. In detail, they prove that a foot rotation subphase (specific during human fast walking) introduced in the gait contributes to the minimization of a torques-based cost, thus yielding optimal motions. In [4] , the authors investigate human goal-directed walking, assuming that locomotion trajectories are chosen according to some optimization principle. With the attempt to identify the optimized criteria (duration, length, etc.), they found that the time derivative of the curvature is minimized, and that trajectories are well-approximated by the geodesics minimizing the L 2 norm of the control, shaped as clothoids 5 . In [21] , the authors suggest that the basic principle of animal locomotion is a mechanical rectification that converts periodic body movements to thrust force through interactions with the environment: thus, an optimal gait problem is formulated, where a quadratic cost function is minimized over a set of periodic functions subject to a velocity constraint, and the system is represented by a bilinear dynamic model, assuming small oscillations with respect to a nominal posture.
In [64] , OC is used for stable jumping of a one-legged hopping robot, with the goal to maximize energy e ciency of the motion. An interesting example of locomotion considering more DOF is presented in [134] : running is modeled as a multiphase periodic motion with discontinuities, based on multibody system models of the locomotion system with actuators and spring-damper elements at each joint; thus, running motions are generated o ine as the solution of an OC problem, based on energy criteria, solved by an e cient direct multiple shooting algorithm. In [173] , dynamic programming is used to optimize body motion, foot placement and step timing for a two link inverted pendulum model.
Other examples of robotics implementation of OC methods for solving gait and locomotion problems can be found in [7, 31, 75, 90, 100] .
Decomposition into primitives
Another possible approach to reduce the computational cost of finding the solution to OC problems consists in decomposing a global movement plan into the activation of a small set of motor primitives. This idea has profound roots in HMC since the pioneering ideas of Bernstein and the seminal work of [103] , which reported evidence for linear combinations of motion primitives in the spinal cord of frogs. The appeal of decomposition into primitives comes from the associated dimensionality reduction: ideally, only a small finite number of scalar parameters should be set up to build an OC whenever appropriate primitives were stored in memory beforehand. Only relatively recently robot control studies have really attempted to expand upon this appealing concept. For instance, Nori and Frezza [110] built a mathematical framework of motion primitives to account for the presence of these linearly combinable spinal fields. They demonstrated the possibility to synthesize primitives from which a complete set of movements could be generated, and proved that controllability (as in control theory) could be preserved even when relying upon a small/finite set of modules. Crucial to their theory is the feedback linearization property of rigid body dynamics systems. Of course, the price to pay to exploit modularity in control may be a loss of optimality. However, recent advances in the context of SOC show that this is not always the case. Several investigators pointed out a specific, yet general, family of SOC problems for which the Bellman equation could be made linear [76] . Exploiting linearity, Todorov [157] exposed a theory of compositionality of control laws, based on the fact that task-optimal controllers can be constructed from certain primitives. Promising applications of this methodology to character animations have been reported for complex tasks such as diving, jumping and walking [34] .
In the same vein, robotic studies on locomotion or similar rhythmic movements have been inspired by the presence of Central Pattern Generators (CPGs) in the human spinal cord. Schaal et al. [67, 128] developed dynamic models with autonomous nonlinear di erential equations to create, in a flexible and modular way, smooth kinematic control policies. These dynamic movement primitives (DMPs) can then be mixed and tuned adequately to generate e cient behaviors with respect to any arbitrary cost function and with low computational load. Altogether, these theoretical investigations suggest feasible ways of controlling complex stochastic nonlinear systems via a finite set of modules in an optimal or near-optimal way.
Machine Learning approaches
ML techniques can be easily integrated in the OC framework, with a twofold aim: first, to cope with evolving dynamics, and second, to tackle the COD through the use of incremental approaches. We cover both topics in the next two sections, and explain how they can be combined in a third section.
Adaptation to an evolving dynamics
Goal-directed movements are intended to reach a rewarding state at a minimum cost, but desired trajectories are not invariant with respect to system and environmental changes. In a life-long learning scenario, an active line of research consists in using on-line regression algorithms to learn or improve models of mechanical systems, at both kinematics and dynamics level. Within this approach, the internal models used to compute feedback and feedforward commands are constantly updated with the new information coming through the robot-environment interactions. Thus, they can account for changes at kinematic and dynamic level (e.g. a new tool at the end-e ector, the suppression of a specific link in the kinematic chain, an obstacle impairing movement along one direction) but they can also be used to learn directly the forward/inverse models of the system when the system is complex [143] .
More interestingly, ML can be combined with OC method for the production of controls. For example in [98] , iLQG is combined with LWPR [165] to learn incrementally the model of a two-dimensional arm with 6 muscles, and reproduce the uncontrolled manifold phenomenon that comes with the minimal intervention principle presented in [159] . In [69] the Extended RItz Method is used to approximate finite and receding horizon controllers, which are optimizing the end-e ector trajectory according to human plausible cost functions. The computational burden due to the optimization of the controllers, which are implemented as neural networks, is completely concentrated o ine, while on-line controls are generated e ciently. The combination of the controllers with standard task space to joint space transformations (precisely the CLIK mentioned in Section 4.3) allows real-time control on the James humanoid robot, for reaching and tracking targets moving unpredictably.
Incremental computation of optimal controls
Whenever the solution of the OC problem does not comply with realtime requirements or is too greedy in terms of resources, ML techniques can be used to replace expensive computations with learnt controllers. In particular, the Reinforcement Learning (RL) community has been recently investigating the controller optimization problem (see [115] for an overview), where a parametric feedback controller, called policy, is improved over time through interactions of the robot with its environment. A parametrized controller can be learnt o ine exploiting experimental datasets, incrementally improved from trial to trial online, or both. The main limit of these techniques is that learning is often stuck into local minima and that the correct initialization of the parameters is fundamental for the convergence of the algorithms. To circumvent these issues, it is a common practice to use a Learning from Demonstration approach, which avoids learning from scratch and exploit a priori knowledge of the system or of the tasks (or both) [127] . The expected behavior is shown to the robot multiple times: these trials can be either used to learn incrementally the global controller or to compute an initial value for the parameters of the policy, so that the search is performed close enough to the desired optimum. This method is widely used in all the works listed below. The first approach stems from the adaptation of discrete RL techniques to continuous state and action spaces. Early methods were based on Actor-Critic architectures, where an approximation of the expected performance of the policy is updated in parallel with the policy itself. Among these methods, Natural Actor-Critic (NAC) and its episodic variant [114] have been successfully applied to complex robotics problems [115] . However, they have been shown to be very di cult to tune [65] and unstable without adequate features.
Given these di culties, the attention has shifted towards direct Policy Search methods (e.g. [25, 69, 79, 82] ), which do not rely on an explicit representation of the expected performance. Instead, they optimize the parameters of a policy using stochastic optimization. The simplest of such methods is the Finite Di erences method, which is based on the estimation of the gradient of the policy parameters with respect to the objective function by varying each dimension of the parameters in both directions. More powerful methods like Episodic REINFORCE [174] , or the more recent developments inspired from ExpectationMaximization algorithms [79, 82] , rely on an analytic derivation of the gradient of the objective function.
Probability-weighted averaging methods such as the 'CrossEntropy Methods' (CEMs) [124] , 'Covariance Matrix Adaptation -Evolutionary Strategy' (CMA-ES) [60] and 'Policy Improvement with Path Integrals' (PI 2 ) [25, 151] are even most robust, because they do not assume that the objective function is di erentiable or even continuous and optimize a population of solutions rather than one (such as in gradient descent). CMA-ES can be seen as a variant of the CEM where the updates are "smoothed" over iterations (see [65] for a comparison with NAC). The more recent PI 2 algorithm is similar to CEM and CMA-ES, though it derives from di erent first principles [147] . It has been used for example to adapt the impedance of a movement over time [26, 146] . In [25] , the parameters of a controller based on DMPs were first tuned by showing the robot the required behavior, then were updated by the PI 2 algorithm performing a local search so as to optimize a cost function taking energy e ciency into account. One important advantage of PI 2 is that it is a model-free algorithm, which improves the performance of the controller by observing the cost function over a set of trajectories. Remarkably, the latter methods represent an interesting combination of ML and optimal motion planning.
Another instance of controller optimization with an incremental method is presented in [92] . A parametric controller for a planar arm with 6 muscles is learnt using the XCSF [27] regression method from a set of optimal trajectories generated after solving a boundary problem as in [123] . Then a Cross-Entropy Policy Search (CEPS) algorithm (a policy search method similar to PI 2 ) is applied to the parametric controller, still using the same cost function as in [123] . As in [69] , the advantage of the learnt controller is that it can be applied on-line without any computational burden (it is approximately 20000 times faster with respect to the on-line solution of a single OC problem).
Adaptation and re-optimization
The key property of incremental optimization is that the optimal response to a situation is not computed on the fly, but stored and retrieved when needed. One side e ect of this process is that, when the circumstances are changing, the stored response may be suboptimal, or even inadequate, as mentioned in Section 2.2.
Nevertheless, the combination of incremental optimization with model adaptation is an important topic as it may provide a computational account of the phenomena investigated by [71] (see Section 3.4). To our knowledge, however, these topics have not yet been combined in a computational model, and likewise they do not have a counterpart in robotics. Therefore, they represent an interesting field of research to be further explored by combining ML, to address the learning problem, and SOC , to deal with di erences between the real and learnt model finding optimal controls in unpredictable situations.
Conclusion and perspectives
In this paper, we have surveyed how OC principles extracted from HMC research can provide useful guidance in the design of advanced control solutions for robots. We focused on the use of OC principles for humanoid robotic control, and omitted other domains where the H2H perspective may apply, such as the acquisition of sensorimotor transformations [118] and more generally, of spatial representations [3] , diverse aspects of decision making under uncertainty [52, 152] , the acquisition of behavioral schemata [131] and other cognitive phenomena.
Being a very general framework, OC is ideal for transferring motor control principles from humans to humanoids. Particularly, a common formalism can be used to describe system models and cost functions, and can be easily adapted to the specific context of most human and humanoid control problems. Remarkably, SOC emerges as it is able to deal with uncertainties, and is naturally combined with ML techniques to provide adaptation capabilities. However, there remains a theoretical and a practical limitation to the use of OC methods in the H2H context. At the theoretical level, di erent cost functions have been proposed for explaining human movement data but yet the identification of the correct cost function su ers from the "observability problem". This issue is negligible as long as the different models are equally e ective in reproducing human movement data; however, a choice among all possible models can be di cult for roboticists. Depending on the task and on the desired performances, one particular cost function could be preferred over the others, but others could be the criteria: ease of implementation, computational cost, and so on. In short, for the time being the choice of the cost function to use in robotics is left to the researcher. At the practical level, the main limitations to the application of these principles are related to the computational cost arising due to the COD. We have surveyed di erent approaches to circumvent the e ects of the COD, and we have underlined the importance of ML methods to the development of the field.
However, the implementation of such principles for complex tasks, like whole-body movements, is not straightforward.
There are already attempts of H2H transfers exploiting such techniques, such as the pioneering works of [16, 25, 69] , which combined incremental optimization of parametric policies, according to humanplausible costs, and realized implementations on robots. Of course, a lot of progress is expected in the future from works that combine and improve several of the approaches described above. Beyond combination of these methods, a key challenge that has not been investigated yet lies in the modeling of broader architectures capable of integrating the achievement of several tasks so as to perform whole-body motion tasks in an optimal fashion. So far, HMC research has been mainly focused on elementary and paradigmatic phenomena such as motor adaptation in reaching or locomotion (using simplified models), rather than more integrated and complex motion problems. As a result, the neuroscience literature about the combined realization of several elementary tasks is rather sparse. The "compositionality" of OC laws is also relatively new [156] . But there is a growing tendency in HMC science to address more complicated phenomena, which could bring insights into this problem. Recent works such as [53, 80] suggest that we may choose among several locally optimizing controllers based on the context of execution, rather than immediately adapting the current model to changes in the external environment.
More challenging to the OC view, the work of [66] suggests a less expensive solution to complex motion problems. The authors propose a model of accounting for the maximal end-state comfort e ect that results from a simple combination of biases. Their model fits human trajectories as e ciently as OC models at a much lower computational cost. Such solutions may result in computationally more tractable approaches to whole-body motion, but would still require a collection of controllers for achieving di erent tasks. Finally, another line of research towards whole-body motion in humanoids consists in abstracting from the motor level some notions of actions that can be sequenced and combined into a more and more abstract hierarchy of options [102, 120] . The impact of motor costs in this hierarchical choice of actions remains to be studied.
Thus, as HMC research has stimulated robotics research on the production of elementary movements, we hope that, in the near future, robotics e orts towards whole-body motion in humanoids will stimulate HMC research towards a more integrated perspective on our movements. 
There are many possible cost functions J that may be of interest depending on the task and the goals, as discussed in Section 3.2. The reader interested in the optimal control theory and in learning tools for solving such deterministic OC problems is referred to [117] , [10] , [78] or [24] for example. Whenever the environment or the system itself is stochastic, the above theory has to be modified and adapted. Disturbances or uncertainties are usually modeled as random variables/processes. For example an additive noise can be modeled as a Wiener process (or Brownian motion), i.e. variables with specific probability distributions and properties.
Then, the control problem is re-stated as a SOC problem. To do so, the deterministic system state (1) is then generally rewritten as a set of stochastic di erential equations:
x(t) = f(x(t), u(t), η(t), t)
where η(t) ∈ R p is a generic set of stochastic variables a ecting the system (typically a white noise). The rigorous meaning of (3) requires mathematics in the field of stochastic calculus (see for instance [111] ).
Note that x(t) thus become a stochastic variable itself and has its own probability distribution over time depending on the control input u(·) 
g(x(t), u(t), t)dt]. (4)
We may also consider constraints as in (2) (but with an expectation operator). A detailed analysis on stochastic dynamics and constraints is outside the scope of the paper, but the interested reader can refer to [18] , [145] or [111] for SOC in general. Then a SOC problem can be formulated as follows: find an admissible control u • , generating admissible trajectories x • (·) for system (3), subject to constraints (2) , such that the expected cost function J is minimized:
Note that the expectation operator E[·] is used, because the minimization of a stochastic cost is considered.
