We propose a framework for describing the Critical Chain Project Management (CCPM) method based on a Max-Plus Linear (MPL) representation for multiple projects. The framework takes into account time buffers in both a single and multi-project environments which play a role for controlling undesirable state change and protecting the completion time for the entire system. The appropriate position and size of these buffers are determined for a large scale multi-project system. Furthermore, the MPL system with the CCPM method applied is redefined to easily comprehend the structure of the system. Finally, we confirm the proposed framework through a numerical example.
Introduction
The Critical Chain Project Management (CCPM) is a well-known method for planning and managing projects. The CCPM is an outgrowth of the Theory of Constrains (TOC), first developed by Goldratt (1990) (1) , and has drawn much attention from many researchers (2)(3)(4) (5) . These researches have mainly focused on clarifying the concepts of the CCPM method, discussing several related issues such as resource conflict, buffer's size, buffer management, etc. In project management initial schedule is frequently changed due to unpredictable disturbances such as external uncertainties, processing changes, resource conflicts, and so on. Thus the CCPM provides a method for determining locations where time buffers are inserted for protecting the completion time. In particular, the CCPM method is effective not only for the case of a single project but also for large scale multi-project environments (3) (4) .
The Max-Plus Linear (MPL) representation is known as an useful tool for describing a class of discrete event systems (DESs) (6) (7) . The typical and significant feature of DESs is that events occur at discrete time instants and the values of internal states change non-continuously. This kind of system typically appears in manufacturing systems, transportation systems, and project management. In practical cases, unpredictable changes may influence on the completion time. Thus, several researches have considered uncertainties in the execution times of tasks (8) . However, if the relevant parameters include stochastic variations, there is nonlinearity in the states of the system. Thus, it is difficult to handle large-scale systems.
Recently, an application of the CCPM framework based on a MPL representation was examined in our previous paper (9) , and improved it to an enhanced framework (10) . We identified a critical path, which is the longest path of successive tasks in a project without a float time. Then, we reduced the processing time and embedded project and feeding buffers which are used to control unpredictable changes. In addition, a buffer management policy based on the MPL representation was developed for controlling project execution (11) . By monitoring the buffer consumption and plotting on a fever chart, the behavior of a project was shown over time. Furthermore, a model for detecting and dealing with resource conflicts was proposed (12) , in which the priority of tasks in the project was predetermined.
Then, we detected and resolved the resource conflicts by moving up the tasks with lower priority. However, these researches consider only for the case of a single project. Herein, we propose a framework for describing the CCPM method based on a MPL representation, which aims to determine the appropriate positions and sizes of time buffers for a large scale system of multiple projects. The multi-project approach is based on the concept for a single project, which is extended and improved for multi-project. Similar to the single project case (10) , we define a critical path and determine the position and size of project and feeding buffers for each project. However, it is a tough work if we determine these buffers one by one project, and is difficult to comprehend the relationship between the projects. Thus, we consider how to determine positions and sizes of these buffers for large scale multi-project systems. Moreover, instead of minimizing the duration of each project as the case of a single project, multi-project scheduling aims to maximize the throughput of the entire system by sharing the same resources. Specially, there is a designed resource that has to work over all the projects and be commonly assigned with the greatest amount of task durations. In this paper, such a resource is referred to as "the key resource". Thus, the key resource is typically identified in the bottleneck of system. To ensure that the key resource is available for the subsequent project, we detect the constraint of the key resource between the projects and insert capacity buffers at the transitions. Capacity buffer is a kind of time buffer which plays a role for absorbing uncertainties in the preceding project. Furthermore, the system with the CCPM method applied is reformulated for an easy understanding of the entire system's structure. In this paper, the effect of cost and resource conflicts is not considered for simplicity. For further discussion of resource conflict, refer to Yoshida, et al. (12) (13) .
The remaining contents are presented in the following four sections. Section 2 provides a brief review of the theoretical background for this paper: max-plus algebra, MPL representation and concept of the CCPM. Section 3 proposes a CCPM-MPL framework for determining time buffers for a multi-project system. The proposed framework is validated by comparing with the conventional concept through a numerical example in section 4. Finally, conclusions and recommendations are given in Section 5.
Theoretical Background

Max-Plus Algebra
Max-plus algebra is known as the schedule algebra for describing a certain class of DESs. For a set ∞ , where is the entire real set, operators for addition and multiplication are defined as: max , , .
The symbol corresponds to multiplication in conventional algebra, and is often omitted when no confusion is likely to arise. For example, we simply write for expressing . These operators hold the commutative, associative and distributive laws. The zero and unit elements for these are given by ∞ and 0 , respectively.
These elements hold and ε for an arbitrary . Furthermore, the following two operators are defined for subsequent discussions:
An operator for the power of is defined as:
.
Operators for multiple numbers are as follows. If ,
For matrices , expresses the , -th element of , and is the transpose matrix of . For , ,
The priority of operators and are higher than operators and , where is well-defined if has at least one non-entry in every row. The zero and unit elements for matrices are;
is a matrix whose all elements are in , and is a matrix whose diagonal elements are and off-diagonal elements are . For a vector , diag represents a matrix whose diagonal elements are and off-diagonal elements are .
Derivation of the Max-Plus Linear Representation
We briefly review the concept of the MPL representation developed by Goto (2007) (14) for describing the behavior of a class of manufacturing systems. It was also utilized for describing the project's planning with the CCPM method (9) , in which however the latter system's structure is changed after inserting time buffer. To address this issue, Yoshida, et al. (2010) (15) modified the definition of several representation matrices and reformulated operations as follow. We assume the following constraints are imposed on the focused system. o The number of processes, external inputs and external outputs are , , and , respectively. o All processes are used only once for a single job. o The subsequent job cannot start processing while the current job is at work. o Processes that have precedence constraints cannot start processing until they have received all required parts from the preceding processes. o Processes with external inputs cannot start until all required materials have arrived. o The processing starts as soon as all conditions above are satisfied.
For the -th job in process 1 , let 0 , , , and be the processing, processing start, processing completion, external input, and external output time, respectively. The initial condition is given by 0 . The following matrices , , and are used for representing the structure of the system as follows.
: if , : otherwise ,
: :
if process has a preceding process j, if process does not have a preceding process j,
: if process has an external input , if process does not have an external input ,
if process has an external output , if process does not have an external output ,
where , , and are referred to as the adjacency, input and output matrices, respectively.
The earliest completion time is defined as the minimum value at which the corresponding process can complete processing. Specifically, the earliest completion times of all processes are calculated by:
where , and an instance 1 depends on the precedence-relationships of the system. The corresponding output times are given by:
Then, the earliest starting times of all processes are given by:
Furthermore, the latest starting times is defined as the maximum value by which the same output time can be accomplished. Thus, the latest starting times of all processes and the latest feeding times are given respectively by:
Critical path is understood as a series of processes with zero total float. Total float is the maximum time which can be moved backward without changing the completion time. This is defined as the difference between the latest and earliest starting times. Specifically, the total floats of all processes are obtained as:
Moreover, the critical path is identified by the set of process numbers that satisfies:
Critical Chain Project Management
The CCPM method (1) provides an alert-schedule to protect a project from delay through a buffer management. It gives a heuristic framework and guidelines for planning, scheduling, and controlling the project. Moreover, it can handle a large-scale system of multiple projects. The multi-project approach (3)(4) takes into consideration both single-and multi-project scheduling. The method for considering time buffers is summarized as follows:
The project and feeding buffers are inserted for each project independently. The project's priority is determined for accessing the resource-constraints and resolving resource conflict (12) (13) .
The key resource is identified and projects are staggered in terms of key resource constraints, and then create capacity buffers. Thus, we can classify the time buffers in multi-project system into the following two types:
• Project and feeding buffers are inserted for an individual project to cope with uncertainties in internal tasks. The procedure is summarized as; identify a critical path for each project, reduce the processing times of the tasks, and define their position and size. Specifically, a project buffer is inserted between the end of the critical path and its succeeding external output. Feeding buffers are inserted where a non-critical path merges into the critical path. Instead of considering each project as an independent system, we determine these buffers in a multi-project system in this paper. Moreover, an empirical value referred to as Aggressive But Possible (ABP) time is used as the processing time for each task after the original time reduced. According to Leach (4) , ABP should be set as ABP HP/2, where Highly Possible (HP) is the time to complete with 90% probability. Herein, following the study of Takahashi, et al. (9) , we use ABP HP/3. The original processing time of d i is assumed to be equal to the HP time. Thus the processing time will be reduced to 1/3 of the original time. Based on the "cut and paste method" (5) , the size of the project and feeding buffers is determined as 1/3 of the duration of the corresponding path (Buffer size HP ABP /2 = HP/3).
• Capacity buffers are inserted at transitions of a key-resource between projects to ensure that the resource is available for the subsequent project. The key resource here indicates a resource who is used over all projects. Typically, a project manager designs one key-resource for a multi-project environment. If several resources exhibit the same behavior, the manager may select one based on the distinctive condition of the projects such as unique contribution or professional knowledge of resources, etc. (4) . However, they may allocate multiple key-resources in some special cases. For example, larger companies have several independent resource groups which can share resources within a group but cannot across multiple groups. In addition, the manager has to determine projects' priority for accessing the resource-constraints and resolving resource conflicts (12) (13) . In this paper, we mainly focus on the method for determining the capacity buffers. To archive this, we first identify a key resource in the system. Then, we detect transitions of the key resource between projects for adding capacity buffers. Moreover, there are several methods to set the size of this buffer. Leach (2005) suggested that the size should be in the range of 25% -30% of the resource-constraint path (4) . Herein, we use the size of the capacity buffers as 1/3 of the corresponding constraint path HP/3 .
Moreover, the time buffers are managed by observing the consumption rate constantly. Through a buffer management, managers monitor the project's behavior during the execution, and they take some extra actions if necessary to avoid projects overrun.
Proposed Framework
We generally consider a multi-project system with m processes (tasks) and n projects. To recognize processes which belong to a certain project, we first introduce n vectors , , … satisfying:
: if process belongs to project : otherwise , with 1, … , , 1, … , .
Moreover, we define a matrix that represents the layer of projects in the entire system by combining n vectors . The entries of matrix L can be expressed as:
Project and feeding buffers
• Project buffers are inserted between the end of critical paths and their succeeding external outputs to protect the critical paths. The positions of project buffers can be determined by inspecting the elements of the
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, then a project buffer is inserted behind process .
For the sizes of project buffers, we first define critical processes for matrix L from the set of critical processes ( ) determined by Eq. (17), as follows:
: if and , : otherwise.
Next, we find the minimum value of the latest feeding time on the critical paths for the individual projects:
Then, the duration of the critical path for each project is defined by the following vector:
and the sizes of the project buffers are obtained by:
• Feeding Buffers are inserted where a non-critical path merges into a critical path, to protect the critical path from delay which may occur in the non-critical path. The method for determining feeding buffers in a multi-project is similar to the one for a single project case (10) summarized as follows.
By introducing two vectors and with the following properties:
where β is the set of non-critical processes. The positions of the feeding buffers are identified using two vectors ′ and ′ with the following:
where γ is the subset of that has a successor classified as . diag diag , represents the transitions from a non-critical process to a critical one.
where is the subset of that has a preceding process classified as . Then, feeding buffers are installed at the transitions between processes γ and processes . The sizes of the feeding buffers are estimated as:
represents the transitions from a non-critical process to a non-critical one.
Capacity buffers
We assume here that the number of resources are given and assigned for processes in the system. We denote the set of processes worked by resource as , where 1 ( is the number of resources). We define a vector which represents the assigned processes of resource in the entire system as:
if resource is assigned to process , otherwise.
• Determine the key resource who works across all projects as:
if resource works over all projects, otherwise,
where 1 , and is the number of projects. If , resource is considered as a key resource and denote as the set of assigned processes.
• Define the transitions of the key resource between projects:
We first identify the transition matrix which represents the transitions of the processes worked by the key resource in the entire system (m processes). The property of this matrix can be expressed as:
if process has a preceding process j , otherwise .
For the system with n projects, the adjacency matrix is decomposed into:
,
where:
Matrix represents the constraint of the key resource from processes in project x to processes in project y.
The positions of capacity buffers are determined by detecting the key-resource constraints between projects. For a general model, we consider the transition of the key resource from project A to project B (with A B) through two vectors and ′ . These vectors are defined based on the transition matrix as follows:
The properties of these vectors are:
where is the set of processes in project A that has a successor belongs to project B,
where is the set of processes in project B that has a successor belongs to project A. Taking these together, a capacity buffer is inserted at a transition between processes and . The sizes of the capacity buffers from project A to B are based on the transition time of the corresponding resource-constraint path, which is calculated by:
Similarly, we can find the positions and sizes of capacity buffers from project B to A, or between any pair of the projects.
Redefined System with the CCPM applied
For controlling the system after the insertion of time buffers, a simple method is to consider time buffers as new processes (9) . However, it is difficult to understand the relationship between the original and latter structures. Thus, the modified max-plus representation (10) is improved in this paper for comprehending the structure of the latter system easily. Focusing on the logical matrices affected by the installation of time buffers, we regard the transportation time between two adjacent processes or between a process and external output as the size of time buffers. The output matrix after the insertion of the project buffer is reformulated as:
where is the size of the project buffer derived in Eq. (23), and the subscript 'r' expresses that the matrix was redefined.
Moreover, we modify the adjacency matrix which represents the constraint relationships of the processes. Specifically, the adjacency matrix after the insertion of the feeding and capacity buffers is reformulated as: ,
where diag , expresses the position of feeding buffers and gives the sizes of the feeding buffers derived in Eq.(27),
where is the number of projects. and express the positions and sizes of the capacity buffers from project x to y, respectively. Note that the matrices / and remain unchanged.
Numerical Example
A numerical example for a simple system is presented to facilitate better understanding of the proposed framework. Figure 1 shows a simple system with two projects including three inputs, two outputs and eight processes.
o Project 1 is consisted of processes (1), (2), (3), and (5). o Project 2 is consisted of processes (4), (6), (7), and (8). 
Conventional CCPM concept
The CCPM concept in section 2.3 is applied to the system. We assume that the processing times are given by the ABP times. Then, the processing times are reduced to:
The critical path of each project is identified by the longest path of successive tasks in a project without a float time. Then, we obtain: o Project 1: The critical path duration is 6+9+6 = 21 and 1,2,5 , o Project 2: The critical path duration is 6+9+3 =18 and
where is the set of critical processes.
• Project buffers are inserted between the end of the critical path and its succeeding external output. Thus, two project buffers are inserted behind the process (5) and (8) .
The sizes of these buffers are determined as:
HP /3 21 3 7 and 18 3 6 ,
[u] 2 =2
[u] 1 = 1
Input
Input Output
[u] 4 = 5
where runs through the successive processes on the critical path.
• Feeding buffers are inserted where a non-critical path joins into the critical path. Thus, two feeding buffers are inserted at transitions of process (3) to process (5) and process (7) to process (8) . The sizes of feeding buffers are determined as:
HP /3  3  3  1 and  3  3  1 , where i runs through the successive processes on the corresponding feeding path.
• Capacity buffers are inserted at transitions of key-resource between projects. We assume here that the system is worked by 3 resources as depicted in Fig. 2 . Resource 1 works for processes (2) and (5), resource 2 for processes (4) and (7), and resource 3 for processes (1), (3), (6) and (8). Thus, the key resource who works across all projects is resource (3), and a capacity buffer is inserted at the transition of process (3) in project 1 to process (6) in project 2. where i runs through the successive processes on the key resource constraint path in project 1. A process for determining the above time buffers will be described by MPL operation in the following section.
Application of MPL Representation
The MPL representation introduced in section 2.2 is used to determine the earliest and latest times, the output time, and the critical path. The representation matrices for the entire system are given as follows: 
MPL representation for determining time buffers
We apply the MPL representation proposed in section 3 to the conventional CCPM method. First, the processing times are given by 6, 9, 3, 6, 6, 9, 3, 3 / .
From Eqs. (18) 
The durations on the critical path of the projects is calculated as:
The sizes of the project buffers are obtained as:
• Feeding buffer
From Eqs. (24)- (27), we obtain the positions of the feeding buffers inserted at transitions of process (3)→(5) and process (7)→ (8) . Moreover, the sizes of the feeding buffers are determined as 1 1 .
• Capacity buffer
We assume here that the system are worked by 3 resources ( 3) assigned as in Fig.2 .
Thus, the set of processes worked by these resources are obtained respectively as: Taking these together, a capacity buffer should be inserted at the transition of process (3) to process (6) . This is confirmed by , . Using Eq. (36), the size of the capacity buffer at the transition from project 1 to project 2 is 3 . Similarly, we consider the transitions of key-resource from project 2 to 1. We also note that . Thus, there is no transition of key resource from project 2 to 1. Fig. 3 shows the system with the time buffers inserted for the multi-project system in Fig.1 . The project, feeding and capacity buffers based on the proposed MPL representation give the same result as the conventional CCPM method in section 4.1, the properties of which satisfy the CCPM concept (3)(4) . Fig.3 The system after the application of CCPM for multiple projects 
(2)
• Redefined CCPM -MPL System
The matrices for representing the structure of the latter system are redefined as follows. From Eqs. (37)-(39), we obtain the adjacency and output matrices as: Consequently, the proposed method can simplify the structure of the latter system rather than considering time buffers as new processes. Thus, managers can comprehend the structure of the system easily.
Conclusion
We have proposed a multi-project framework for determining time buffers in the CCPM method based on the MPL representation. By introducing a matrix which represents the layers of the projects, we determined project and feeding buffers for each project in only one system instead of considering them independently. In addition, we identified a key resource and added capacity buffers at the transitions of the key resource across the projects. Furthermore, we modified the MPL representation for formulating a simplified structure of the system with the CCPM concept applied. The validity of the proposed method was demonstrated through a numerical example, the result of which is equivalent to the one by the CCPM concept. Since this framework does not provide a framework for buffer management, this should be considered in future works.
