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With the purpose of investigating coexistence between magnetic order and superconductivity, we
consider a model in which conduction electrons interact with each other, via an attractive Hubbard
on-site coupling U , and with local moments on every site, via a Kondo-like coupling, J . The model
is solved on a simple cubic lattice through a Hartree-Fock approximation, within a ‘semi-classical’
framework which allows spiral magnetic modes to be stabilized. For a fixed electronic density, nc, the
small J region of the ground state (T = 0) phase diagram displays spiral antiferromagnetic (SAFM)
states for small U . Upon increasing U , a state with coexistence between superconductivity (SC)
and SAFM sets in; further increase in U turns the spiral mode into a Ne´el antiferromagnet. The
large J region is a (singlet) Kondo phase. At finite temperatures, and in the region of coexistence,
thermal fluctuations suppress the different ordered phases in succession: the SAFM phase at lower
temperatures and SC at higher temperatures; also, reentrant behaviour is found to be induced by
temperature. Our results provide a qualitative description of the competition between local moment
magnetism and superconductivity in the borocarbides family.
PACS numbers: 71.27.+a, 71.10.Fd, 75.10.-b, 75.30.Mb
I. INTRODUCTION
Coexistence between magnetic order and superconduc-
tivity (SC) has been experimentally observed in many
classes of materials, such as high-temperature cuprates
[1, 2], pnictides [2–4], heavy fermions [5–7], and qua-
ternary rare-earth compounds, such as the borocarbides
[8–13]. Despite the many experimental advances in char-
acterising these families of materials, a global descrip-
tion of the competition and interplay of both phenom-
ena is still a matter of debate. From the theoretical
side, a unifying microscopic description of this coexis-
tence is in its infancy. This may be attributed, to some
extent, to the diversity both of the pairing mechanisms
(electron-phonon or magnetic) and of the magnetic de-
grees of freedom (itinerant or localised). Nonetheless, one
can gain considerable insight by investigating simplified
models in which the basic physical processes are high-
lighted. For instance, the competition between super-
conductivity and magnetism in cuprates and iron pnic-
tides has been extensively studied through the t-J model
[14–19], while for heavy fermion compounds both the Pe-
riodic Anderson Model (PAM) [20–25] and the Kondo
Lattice Model (KLM) [26–31] are more suitable. When
dealing with manifestly localised magnetism, such as in
the quaternary borocarbides, one must consider localised
moments on every site (or on a subset of sites, such as
layers) of a lattice, interacting with each other via the
conduction electrons; these, in turn, are subjected to a
pairing interaction. In our case, further simplifications
are adopted, with the pairing tendency being provided
∗ natanael@if.ufrj.br; natanael.c.costa@gmail.com
by an on-site attractive (Hubbard) interaction, U [32],
and the tendency towards magnetism being provided by
the Kondo coupling, J , between the local moment and
a conduction electron; one expects that effects arising
from both the Ruderman-Kittel-Kasuya-Yosida (RKKY)
interaction and the Kondo screening are contained in
the Kondo coupling between conduction and localised
electrons [33]. This Kondo–attractive-Hubbard model
(KAHM) was proposed in Ref. [34], and studied in one
dimension by means of density-matrix renormalisation
group. It was found that coexistence between spiral mag-
netic phases and superconductivity can indeed be found
in the ground state for a range of parameters. For a fixed
value of U , a sequence of magnetic modes is found as
J increases, ranging from (antiferromagnetic-like) spin-
density waves up to a ferromagnetic state, though the
latter was not found to coexist with superconductivity
for any value of U ; see Ref. 34. A variant of this model,
with a ferromagnetic Kondo coupling, was investigated
[35] in two dimensions, mostly in the ground state: a
myriad of magnetic phases, coexisting or not with SC,
was also observed. Interestingly, sequences of magnetic
modes have been observed in some quaternary borocar-
bides (QBC) with the general formula RT2B2C, in which
R is a rare earth element and T is a transition metal
[10–12, 36]. In particular, alloying the transition metal,
as in, e.g., Tb(CoxNi1−x)2B2C or Ho(CoxNi1−x)2B2C,
yields sequences of magnetic modes, and may even lead
to suppression of superconductivity, as x is varied [37–
40].
In view of these stimulating results, an investigation
of this model in higher dimensions and at finite tem-
peratures is definitely called for. With this in mind,
here we investigate the three-dimensional version of this
model within a Hartree-Fock (HF) approximation. Al-
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2though this mean-field approach only takes into account
local correlations, it captures general trends, especially in
high dimensions. We note that we use a ‘semi-classical’
approach [41] to analyse the magnetic ordering, thus al-
lowing for spiral magnetic states to be stabilised; this
approach has unveiled a multitude of magnetic phases in
the Kondo lattice model [41]. We are therefore able to
discuss the interplay between magnetic modes and su-
perconductivity both in the ground state and at finite
temperatures.
This paper is organized as follows: the model and the
method are presented in Sec. II (calculational details are
left for the Appendix). Sections III and IV respectively
discuss the results in the ground state and at finite tem-
peratures. Finally, we discuss and summarize our find-
ings in Sections V and VI, respectively.
II. MODEL AND METHOD
The Hamiltonian for the Kondo–attractive-Hubbard
model [34] can be written as
H = HK +HU , (1)
with
HK = −t
∑
〈i,j〉,σ
(
c†iσcjσ + H.c.
)
+ J
∑
i
Si · sci (2)
and
HU = −U
∑
i
ni↑ni↓, (3)
where the sums run over sites of a simple cubic lattice,
with 〈i, j〉 denoting nearest-neighbour sites, c†iσ and ciσ
create and annihilate an electron on site i with spin σ,
H.c. denotes the hermitian conjugate of the previous ex-
pression, and Si and s
c
i are the spin operators for the local
moments and conduction electrons, respectively. There-
fore, HK is the Kondo lattice Hamiltonian describing
the interplay between delocalisation and magnetic or-
dering (we take the exchange as J > 0). The term
HU corresponds to a local attractive interaction between
conduction electrons, with coupling strength −U < 0;
niσ = c
†
iσciσ is the number operator of conduction elec-
trons on site i and spin σ.
It is worth mentioning that the standard Bardeen-
Cooper-Schrieffer (BCS) pairing mechanism differs from
the contents of the attractive-Hubbard term, Eq. (3).
While in the former only electrons near the Fermi surface
are paired, in the latter all electrons within the Fermi
sphere feel the attractive interaction. Nonetheless, the
attractive-Hubbard model shares some similarities with
the BCS model, in particular for weak coupling (see, e.g.,
Ref. [32]), which is the regime we consider throughout
this work.
Within a Hartree-Fock approximation, we decouple the
quartic terms, leading to a quadratic Hamiltonian, with
effective fields to be determined self-consistently. To this
end, we write the spin operators in a fermionic basis as
Si =
1
2
∑
α,β=±
f†iασα,βfiβ , (4)
and
sci =
1
2
∑
α,β=±
c†iασα,βciβ , (5)
with σα,β denoting the elements of the Pauli matrices,
and f†iσ (fiσ) being creation (annihilation) operators for
localised electrons.
Following the procedure outlined in the Appendix , the
Hamiltonian of Eq. (1), becomes
HMF =
∑
kσ
(k − µ˜) c†kσckσ +
(
Jmf
2
− Umc
)∑
k
(
c†k↑ck+Q↓ + H.c.
)− Jmc
2
∑
k
(
f†k↑fk+Q↓ + H.c.
)
+
3
4
JV
∑
kσ
(
c†kσfkσ + H.c.
)
+
JV ′
4
∑
k
(
c†k↑fk+Q↓ + c
†
k+Q↓fk↑ + H.c.
)
+ f
∑
kσ
f†kσfkσ
− t∆
∑
k
(
c†k↑c
†
−k↓ + H.c.
)
+N
[
µnc − f + Jmcmf + 3
2
JV 2 − 1
2
JV ′2 +
Un2c
4
+
(t∆)2
U
− Um2c −
Unc
2
]
,
(6)
where µ˜ and k = −2t
[
cos(kx)+cos(ky)+cos(kz)
]
are the
chemical potential and the dispersion of the bare conduc-
tion electrons, respectively, while nc is their density; the
lattice spacing is taken as unity. The localised electrons
are dispersionless, with f being their renormalized con-
tribution to the energy. In our approach, the hybridiza-
tion between c and f bands is represented by the effective
3fields V and V ′, which are defined through
V ≡ 〈V 0ic〉 = 〈V 0if †〉 =
1
2
∑
α,β=±
〈c†iα1α,βfiβ〉, (7)
referred to as the singlet hybridization, and through the
triplet hybridization,
〈Vic〉 = 〈Vif †〉 = V ′
[
cos (Q·Ri) , sin (Q·Ri) , 0
]
, (8)
with
Vic = V
†
if =
1
2
∑
α,β=±
c†iασα,βfiβ , (9)
and
Q = (qx, qy, qz). (10)
The magnetic ordering is probed by the wave vector
Q and the amplitudes mf and mc (i.e. the magnetisa-
tions associated with the sublattice comprised of local
moments and conduction electrons, respectively), which
describe the average magnetisations,
〈Si〉 = mf
[
cos (Q·Ri) , sin (Q·Ri) , 0
]
(11)
and
〈sci 〉 = −mc
[
cos (Q·Ri) , sin (Q·Ri) , 0
]
, (12)
where Ri is the vector position of site i on the lattice.
At this point we note that while the lattice we consider
here is structurally three-dimensional (cubic), the above
ansatze for the magnetic degrees of freedom introduce an
anisotropy in the magnetic lattice.
And, finally, ∆ is the (dimensionless) s-wave supercon-
ducting order parameter,
∆ =
U
t
〈c†i↑c†i↓〉 =
U
t
〈ci↓ci↑〉, (13)
where the site-dependence in ∆ was omitted due to the
homogeneity assumption within the Hartree-Fock ap-
proximation. We note that the local attractive interac-
tion favours on-site pairing [32, 42] i.e. s-wave symmetry.
By the same token, one expects the Kondo-like term to
contribute to inter-orbital pairing (e.g. c†f† [43]), which
plays an important role in unconventional superconduc-
tivity [44, 45] in the context of heavy fermion materials,
such as CeCoIn5 [23, 25, 43, 46, 47]. However, here we
are dealing with well localised magnetism, such as Tm,
Er and Ho-based materials, so that the contribution from
unconventional channels may be disregarded in a first ap-
proach.
The effective fields provided by the mean-field approx-
imation are µ˜, f , V , V
′, mf , mc, Q and ∆. Actually,
µ˜ and f are effective fields included as Lagrange mul-
tipliers, in order to fix (in average) the electronic den-
sity and the number of local moments per site. The
mean-field Hamiltonian can now be diagonalised us-
ing Nambu spinor representations, with eight-component
spinors, leading to a two-fold degenerated bands Enk ,
(n = 1, . . . , 8). Then, the Helmholtz free energy is
F = − 1
β
∑
n,k
ln
(
1 + e−βE
n
k
)
+ const, (14)
where β = 1/kBT .
Minimizing the Helmholtz free energy〈
∂F
∂µ˜
〉
=
〈
∂F
∂f
〉
=
〈
∂F
∂V
〉
=
〈
∂F
∂V ′
〉
=〈
∂F
∂mf
〉
=
〈
∂F
∂mc
〉
=
〈
∂F
∂qα
〉
=
〈
∂F
∂∆
〉
= 0,
(15)
we are able to determined self-consistently the effective
fields. The resulting nonlinear coupled equations are
solved numerically using standard library routine pack-
ages, with aid of the Hellmann-Feynman theorem. One
should have in mind that it is the combination of the
hybridisation terms, (7) and (9), of the semi-classical
ansatze, (11) and (12), and with the minimisation also
with respect to Q, that allows the description of spiral
phases, as verified in the context of the Kondo lattice
model.[41]
III. GROUND STATE PROPERTIES
When U = 0, the Hamiltonian reduces to the KLM,
which is known to be an insulator at half filling for all
J , with a Ne´el ground state for J/t < (J/t)c ≈ 4, and
a spin singlet for J/t > (J/t)c [48]. Away from half
filling, the system is metallic and spiral states may be
stabilised, as recently reported for the two-dimensional
case [41]; we will see below that indications of similar
sequences of spiral phases are also found in the present
three-dimensional case, though we have not pursued here
an analysis as detailed as that of Ref. 41. The strong-
coupling limit, J/t 1, corresponds to the Kondo phase,
with conduction electrons strongly hybridised with local
moments, thus forming singlets. In the opposite limit,
J = 0, Eq. (1) reduces to the attractive Hubbard model
whose ground state is superconducting for any U > 0 and
any band filling [32, 49]. When both J and U are non-
zero, these two tendencies compete with each other, and
numerical solutions to the nonlinear coupled equations,
Eqs. (15), are sought for a given set of control parameters,
(nc, J , U), with T = 0.
Let us first discuss the case of a half-filled conduc-
tion band, nc = 1, in which both the antiferromagnetic
(AFM) and Kondo phases are insulating; in what fol-
lows, all borders around the SC+AFM phase correspond
to superconductor-insulator phase transitions. Figure 1
shows the different order parameters as functions of J/t,
for U/t = 2 and at half filling. The superconducting
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FIG. 1. (Colour online) Local moment sublattice magnetisa-
tion, mf , conduction electron sublattice magnetisation, mc,
superconducting gap, ∆, and the hybridisation amplitude, V ,
(see text for definitions) as functions of J/t, for fixed U/t = 2
and at half filling. The magnetic wave-vector Q = (pi, pi, pi)
minimizes the free energy for all values of J/t.
order parameter, ∆, decreases with J/t and vanishes
abruptly at (J/t)c1 ≈ 0.8. The magnetisation of the
localised spins corresponds to Q = (pi, pi, pi), and its
magnitude, mf , is not affected by the exchange cou-
pling as long as J/t < (J/t)c2 ≈ 2.9, when it drops
abruptly to zero. Therefore Ne´el antiferromagnetism (of
the localised spins) coexists with superconductivity up
to (J/t)c1. Further, the conduction electron magneti-
sation amplitude, mc, increases with J/t, suffers a tiny
burst when superconductivity disappears, and carries on
increasing up to (J/t)c2, where, similarly to mf , drops
to zero. The picture that emerges is that an increase in
J/t leads to a pair-breaking effect followed by an antifer-
romagnetic coupling of the released electron to the local
magnetic moment; for (J/t)c1 < J/t < (J/t)c2 the pair-
ing tendency disappears, and the Kondo lattice regime of
polarised electrons coexisting with the Ne´el background
of local moments remains. Only above (J/t)c2 the con-
duction electrons become hybridised with the local mo-
ments (the Kondo phase), thus suppressing magnetic or-
der; at (J/t)c2 this is signalled by both the vanishing of
mc and mf , and the jump of V from zero to a finite value.
For completeness, from our experience with the KLM[41]
we note that the triplet hybridisation only plays some
role when there is coexistence between magnetism and
the Kondo phase. We have checked that the range of
parameters for which this occurs is in fact very narrow
in three dimensions, and shrinks even further as |U | in-
creases; for instance, for nc = 0.9 and 3 < J/t < 4 the
AFM+Kondo phase disappears already for U/t ≈ 0.44.
By performing the same analysis for other values of U ,
we obtain the phase diagram shown in Fig. 2. Note that
(J/t)c1 increases with U , while (J/t)c2 decreases with U ;
0 1 2 3 4 5
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
SC + AFM
Kondo
 
U
 / 
t
J / t
0
0.2675
0.5350
0.8025
1.070
Δ
AFM
nc=1.00
FIG. 2. (Colour online) Ground state phase diagram at half
filling, showing the antiferromagnetic (AFM), Kondo, and co-
existing superconducting and AFM phases (SC+AFM). The
dashed lines represent first order phase transitions, while the
magnitude of the superconducting gap, ∆, is mapped by the
intensity of the shading in the SC+AFM region, with the nu-
merical scale shown to the right of the plotting area. Through-
out this paper we adopt the following convention when dis-
playing phase diagrams: continuous and dashed lines respec-
tively denote continuous and first order transitions.
that is, the purely insulating AFM region shrinks with
increasing U , concomitant with an increase in both the
coexisting region and the Kondo phase, so that beyond
U/t ≈ 3 the system cannot sustain pure antiferromag-
netic order: it is either an antiferromagnetic supercon-
ductor or a Kondo insulator, depending on J/t. Figure
2 also indicates that at half filling U cannot change the
magnetic mode into a spiral state.
Away from half filling the system behaves quite dif-
ferently, as illustrated in Fig. 3(a) for the small doping
regime, nc = 0.90, and for three different values of U/t.
While increasing J/t is still detrimental to superconduc-
tivity, as signalled by the decrease in ∆, here the su-
perconducting gap does not drop to zero abruptly: be-
yond some inflection point, J×(U), the gap decays to
zero with an exponential tail; from now on, we will refer
to this regime as ‘weakly superconducting’ (WSC) [50]
but, as Fig. 3(a) shows, this change in behaviour is to
be regarded as a crossover, not as a phase transition.
This exponential behaviour can be attributed to the fact
that the superconducting gap for the attractive Hubbard
model is expected to behave as [32]
∆˜ 'W exp
(
− 1
N0U
)
, (16)
where ∆˜ denotes the gap in energy units, W is the band
width (recall that in standard BCS theory the scale for
the gap is set by the Debye energy, ~ωD), and N0 is the
density of states at the Fermi energy in the normal phase.
Away from half filling the normal state is metallic, so
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FIG. 3. (Colour online) Superconducting gap (a) and z-
component of the magnetic wave vector (b) as functions of
the Kondo exchange coupling J/t, for three different values
of the local attraction U/t. The vertical dashed lines locate
the inflection points (J/t)× for each value of U/t in panel
(a), and are prolonged into panel (b) to correlate with the
inflections in q; see text.
N0 is finite. Further, an examination of the band struc-
ture for the KLM (not shown) reveals that N0 decreases
with increasing J/t, a trend which should also hold for
a fixed nonzero U ; the gap therefore decreases exponen-
tially with J/t. This argument also explains why the
gap vanishes abruptly at half filling: the normal phase
is insulating, so that N0 = 0 by decreasing J/t from ei-
ther the Kondo- or the AFM phases. Figure 3(b) shows
the behaviour of the magnetic wave vector [actually, of
the z-component in Q = (pi, pi, q)] with the Kondo cou-
pling: for a fixed U/t, q decreases with J/t, and displays
an inflection at the same (J/t)× as ∆ does. It should
also be noted that increasing J/t causes q to approach
the same finite value, independent of U/t, just before the
system enters the Kondo phase. This seems to indicate
that before forming singlets, the local moments lock into
a magnetic mode which (in the ground state) depends
solely on the density of conduction electrons.
From Fig. 3(b) we also see that increasing U/t with
fixed J/t has the opposite effect, namely to increase q.
0 . 0 0 . 5 1 . 0 1 . 5 2 . 0 2 . 5 3 . 0 3 . 5
0 . 8
0 . 9
1 . 0
S C  +  A F M
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q / pi
U  /  t
n c  =  0 . 9 0J / t  =  1 . 0 0Q   =  ( pi, pi,  q )
( pi,pi, q )
FIG. 4. The z -component of the magnetic wave vector as a
function of U/t, for a fixed J/t, and away from half filling.
The dashed vertical lines indicate change in regimes, for the
choice of parameters shown: superconductivity only sets in
for U/t ≥ 1, and the AFM mode is only stable for U/t & 2.4
Figure 4 provides a closer look at the evolution of q across
the different regimes. We note that when the system is
either in the normal or WSC regimes, the U dependence
of the magnetic wave vector is quite feeble; by contrast,
when the system is in the SC regime, the increasing pair-
ing interaction causes a rapid increase in q towards q = pi,
thus leading to Ne´el magnetism coexisting with supercon-
ductivity. This can be understood as due to a stronger
binding of the local pairs, which in turn polarizes the lo-
cal moments into a Ne´el state: any spiral magnetic mode
would cost more energy to delocalise the bound pairs; the
effective outcome is a smaller pair-breaking effect on the
conduction electrons.
The phase diagram in Fig. 5 summarises our results for
nc = 0.9.[51] For small attractive coupling, spiral mag-
netic order appears without coexistence with SC. How-
ever, for larger values of U/t, the ground state displays
coexistence between SC and magnetism, with the mag-
netic wave vector evolving from a spiral mode to AFM,
when U/t increases. On the other hand, for large ex-
change coupling, the Kondo phase is more stable than
both SC and magnetism. The trends predicted here are
in good agreement with those obtained through DMRG
for the same model in one dimension:[34] one of the main
features, namely the evolution through incommensurate
magnetic modes induced by SC, is also present in our
three-dimensional mean-field analysis.
The above analyses are repeated for other electronic
densities, and we obtain the phase diagram U/t×nc, for
fixed J/t, displayed in Fig. 6, for nc ≥ 0.70. We note that
for small U/t, the ground state exhibits a spiral magnetic
phase, with Q = (pi, pi, q), which is reminiscent of the
KLM, since the attractive potential does not change the
magnetic wave vector in the absence of SC, as showed
in Fig. 4. When U/t increases, SC sets in and coexis-
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FIG. 5. (Colour online) Ground state phase diagram for low
doping, nc = 0.90.[50] The magnitude of the superconducting
gap, ∆, is mapped by the intensity of the shading in the SC
area, with the numerical scale shown to the right of the plot-
ting area. The dependence of q with U/t and J/t is illustrated
in Figs. 3 and 4.
tence with magnetism appears. For larger values of U/t
the magnetic mode tends to AFM, as discussed before.
However, the value of U at which the spiral mode changes
to AFM depends quite strongly on the electronic density;
the larger the doping, the larger is the value of U/t re-
quired to enter the phase SC+AFM. This results from
two opposing tendencies. On the one hand, as one dopes
the KLM away from half filling, a magnetic mode with
Q = (pi, pi, q) changes continuously to Q = (pi, pi, 0);[41]
on the other hand, we have seen that increasing U drives
the magnetic mode towards q = pi. Therefore, the smaller
the electronic density, the larger U must be to induce the
Q = (pi, pi, pi) mode.
It is also instructive to discuss the behaviour of the SC
order parameter as a function of nc for different values
of J/t, and fixed U/t, as shown in Fig. 7 for U/t = 2; for
comparison, the behaviour of ∆ for the simple attractive
Hubbard model (J/t = 0) is also shown in Fig. 7. While
for nc . 0.9, the gaps are merely shifted from the AHM
case, we note that near half filling the behaviour changes
significantly with increasing J/t: the SC order parameter
is strongly suppressed as half filling is approached. This
change in the behaviour of ∆ occurs abruptly at J/t ≈
0.75, which is the transition point where SC is suppressed
at half filling, for U/t = 2; see Figs. 1 and 2. As we will
see in the next Section, this reduction in ∆ near half
filling leads to a re-entrant-like behaviour in SC at finite
temperatures.
At this point, we should comment on the order of the
phase transitions. Since mean-field approximations only
take into account local fluctuations, they may be inade-
quate in the study of criticality and quantum phase tran-
sitions: some of the transitions which we have obtained
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(π,π,q)
FIG. 6. (Colour online) Ground state phase diagram away
from half filling, for fixed J/t = 1.0. The magnitude of the
superconducting gap, ∆, is mapped by the intensity of the
shading in the SC+AFM region, with the numerical scale
shown to the right of the plotting area.
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FIG. 7. (Color online) SC order parameter, for fixed U/t = 2,
as function of the electronic density.
as first-order, may become second-order if quantum fluc-
tuations were incorporated in a more fundamental way.
Nonetheless, some first-order transitions are quite robust:
very accurate mean-field approximations [52, 53], a vari-
ational Gutzwiller approach [54], and Monte Carlo meth-
ods [55, 56] all agree in predicting a first-order transition
from AFM to Kondo phase for the KLM Hamiltonian[
Eq. (2)
]
, usually associated with an abrupt change in
the volume of the Fermi surface.
7IV. FINITE TEMPERATURES
We now turn to discuss how the temperature affects the
phases observed in the ground state. With the parame-
ter space comprising of temperature, T/t, the couplings
J/t and U/t, and the band filling, nc, we should impose
some restrictions on the ranges of J/t and U/t involved,
based on some experimental constraints. For instance,
for the borocarbides the Ne´el temperatures,[57] TN , are
of the same order of magnitude as those of the critical
temperatures for SC, Tc. We therefore consider ranges of
U/t and J/t leading to values for TN and Tc of similar
magnitude; these ranges are narrowed down even further
by choosing parameters such that superconductivity co-
exists with magnetism in the ground state, which, as we
have seen, necessarily leads to spiral magnetic modes.
As we will see, this suffices to highlight several features
arising from the competition between SC and magnetism
which become more evident at finite temperatures.
Figure 8(a) shows the dependence of mf and ∆ with
the temperature, for fixed nc = 0.90, J/t = 1.5 and
U/t = 1.8. The local-moment magnetisation amplitude
decreases steadily with the temperature, while the su-
perconducting gap is strongly influenced by the mag-
netic state. At low temperatures, superconductivity co-
exists with magnetism, though with a modest gap; when
mf disappears, the gap increases considerably, and the
system is purely superconducting until the temperature
reaches Tc, at which ∆ → 0. Concerning the magnetic
modes, the wave vector is hardly disturbed by the tem-
perature, as shown in Fig. 8(b); only when the temper-
ature approaches TN , a small increase is noticeable in
q.
Increasing J/t favours magnetism, and one expects
more pronounced effects in the behaviour of the gap with
the temperature. Indeed, as displayed in Fig. 9(a), a
slight increase in J/t (in comparison with the value used
in Fig. 8) results in a complete suppression of ∆ within
a range of temperatures. However, when T = TN mag-
netism disappears, which in turn favours the reemergence
of SC. In addition, the behaviour of q with T/t depicted
in Fig. 9(b) is very similar to that of Fig. 8(b). Therefore,
while magnetism seems to be hardly affected by the coex-
istence with superconductivity, the converse is not true:
the behaviour of the SC order parameter is strongly de-
pendent on whether or not there is magnetic order in the
background. We should mention that this re-entrant-like
behaviour of the SC order parameter may be attributed
to the absence of magnetic fluctuations for T > TN in
the mean-field solution.
By carrying out similar analyses for other fillings while
keeping fixed J/t and U/t, we obtain phase diagrams like
the one depicted in Fig. 10. For the choice of parame-
ters in the figure, a reentrant superconducting phase is
present for 0.91 . nc ≤ 1, and one should have in mind
that the decrease in the gap depicted in Fig. 8(a) does
not configure as a reentrant behaviour. We also note
that the lobe around the reentrant SC region widens as
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FIG. 8. (Color online) (a) Local moment magnetisation am-
plitude (left vertical scale) and superconducting gap (right
vertical scale), and (b) the magnetic wave vector as a function
of temperature for fixed nc = 0.90, J/t = 1.50 and U/t = 1.80.
nc approaches half filling; this can be attributed to the
competition between SC and magnetism in the ground
state which, as displayed in Fig. 7, is more detrimental
to SC the closer one gets to half filling, and is enhanced
as J/t increases. We have explicitly verified (not shown)
that as J/t increases, the lobe extends to lower electronic
densities, while the boundary between the coexistence re-
gion with the purely SC one also rises. Again, this is due
to magnetic order being progressively favoured as J/t is
increased, which increases the temperature interval dur-
ing which SC is suppressed; also, larger J/t allows the
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FIG. 9. (Colour online) Same as Fig. 8, but for J/t = 1.70.
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FIG. 10. (Colour online) Phase diagram of temperature as
function of electronic density for J/t = 1.5 and U/t = 1.8.
The magnitude of the superconducting gap, ∆, is mapped by
the intensity of the shading in the SC regions; the numerical
scale is shown to the right of the plotting area.
purely magnetic region to be extended to smaller fillings.
Further insight into the main features of the multi-
dimensional phase diagram can be acquired by exploring
a T/t× J/t section for fixed nc and U/t, such as the one
shown in Fig. 11; when U = 0 (KLM) this is known as the
Doniach phase diagram.[41, 58] We note that the coexis-
tence between SC and a spiral phase with Q = (pi, pi, q)
is induced as J/t increases. However, the balance is
somewhat delicate, since if J/t increases too much one
reaches a non-SC spiral phase (also in the shape of a
lobe, as in Fig. 10), which eventually leads to a Kondo
phase. The boundary at which the spiral phase disap-
pears is the Ne´el temperature, and it is interesting to see
that the RKKY signature of the interaction between lo-
cal moments, TN ∝ J2, is not modified by the presence
of the pairing interaction. Another interesting aspect is
that the transition temperature to the (normal) param-
agnetic (PM) phase, Tc, is hardly dependent on J/t; the
reason for this can be traced back to the fact that once
mf vanishes, ceases the influence of the exchange J/t
on the SC state. That is, only the boundaries involving
some intervening magnetic ordering are influenced by the
exchange coupling.
We now turn to discussing a section T/t × U/t of the
phase diagram, but plotted in terms of t/U . Figure 12
shows data for fixed nc and J/t. The dashed (red) line is
the phase boundary for the J = 0 case, highlighting the
usual BCS exponential dependence of Tc with t/U , sim-
ilar to the right-hand side of Eq. (16). The effect of the
Kondo coupling is apparent from Fig. 12: First, instead of
the exponential decrease of Tc(U) for large t/U , here we
see that superconductivity is suppressed more abruptly:
it only exists in the ground state up to t/Uc ≈ 0.77 (see
also Fig. 5), and it is also limited to a finite range of t/U
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FIG. 11. (Colour online) Doniach-like phase diagram for fixed
nc = 0.90 and U/t = 1.8. The magnitude of the supercon-
ducting gap, ∆, is mapped by the intensity of the shading in
the SC regions; the numerical scale is shown to the right of
the plotting area.
at finite temperatures. Second, a spiral magnetic phase
emerges at low temperatures, which is completely absent
when J = 0, and its Ne´el temperature, TN (U), increases
almost linearly with increasing t/U ; also, coexistence be-
tween magnetic and superconductor orderings develops
at lower temperatures. As noted before, when the spiral
phase vanishes at higher temperatures, the SC-normal
boundary is the same as that when J = 0. Third, a
reentrant SC+spiral phase appears around t/Uc, whose
size varies with J/t and nc. In summary, for given J/t
and nc, superconductivity is suppressed by magnetism
for U . Uc(nc, J), and by thermal fluctuations [at some
Tc(U, J, nc)] when U & Uc(nc, J).
V. DISCUSSION
Given that magnetism in our model originates from
local moments, it is instructive to make a rough com-
parison of our results with the experimental findings for
QBC, mostly for the RNi2B2C family of compounds. We
first consider the sequence of the magnetic rare earths,
namely R = Lu, Tm, Er, Ho, Dy, Tb, and Gd, grouped
together according to the de Gennes factor [9, 10, 12].
The latter is defined as dG ≡ (g − 1)2j(j + 1), with
j(j + 1) being the eigenvalue of total angular momen-
tum, and g the Lande´ factor; experimentally, TN scales
with dG [9, 10, 12]. Although our model does not take
into account orbital angular momentum, it is tempting
to replace the ‘bare’ Kondo exchange coupling J by an
effective one, J · √dG, so that TN ∝ J2, as displayed in
Fig. 11. With this replacement we see that for R = Lu
(J = 0 in our approach) the material is a non-magnetic
superconductor, while for large dG (or large J in our ap-
proach), the compound is magnetic, but without SC. In
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FIG. 12. (Colour online) Temperature vs inverse on-site at-
traction, for fixed nc and J/t. The dashed (red) line is the
superconducting critical temperature, Tc, for the attractive
Hubbard model (i.e., J = 0), which decreases exponentially
with t/U , The nearly straight line across the plot is the Ne´el
temperature, TN . The magnitude of the superconducting gap,
∆, is mapped by the intensity of the shading in the SC re-
gions; the numerical scale is shown to the right of the plotting
area.
between these two rare earths, magnetism and SC coexist
and compete with each other.
It is also worth mentioning the similarities and differ-
ences between our findings and those of Ref. [35], which
considers the case of a ferromagnetic Kondo coupling.
In both cases one finds a multitude of magnetic phases
coexisting, or not, with superconductivity in the ground
state for a range of parameters. Other features, such as a
first order transition at half filling and the formation of a
tail in the SC order parameter away from half filling (our
Figs. 1 and 3, respectively) are also observed in Ref. [35];
here we attribute the appearance of tails to the metallic
character of the normal state [see the discussion follow-
ing Eq. (16)]. On the other hand, the main differences in
the results are the absence of SC slightly away from half
filling even for large U/t, which we do not observe here,
and the absence of a singlet phase at large J/t, which we
obtain here. These differences may be attributed to the
ferromagnetic interaction considered in Ref. [35]. Most
importantly, our work goes beyond ground state proper-
ties. We provide an extensive investigation of finite tem-
perature properties, revealing the behaviour of several
quantities with temperature, including that of the mag-
netic wave vector. In particular, we highlight the thermal
effects brought about by the competition between super-
conductivity and magnetism.
VI. CONCLUSIONS
We have investigated the issue of coexistence between
localised magnetism and superconductivity within an ef-
fective microscopic model, comprising of local moments
on every site, coupled to conduction electrons by a
Kondo-like interaction, J ; pairing is made possible by
an attractive on-site interaction, U , between the conduc-
tion electrons, whose density is nc. The model is solved
on a simple-cubic lattice through a Hartree-Fock approx-
imation within a semi-classical implementation [41].
We have first mapped out the ground state phases in
the parameter space (nc, J, U). For a fixed band filling,
the overall features of the U vs. J phase diagrams can
be summarized as follows: a Kondo (singlet) phase sta-
bilizes at large J , and magnetic and superconducting
phases in the smaller J region; in the latter, as U in-
creases, the purely spiral phase at small U evolves to a
phase with superconducting coexisting with spiral anti-
ferromagnetic (SAFM) arrangements (the magnetic wave
vector has a weak dependence with U in this phase),
and then to a superconducting phase coexisting with a
Ne´el phase. Therefore, the stronger the on-site attrac-
tion is, the greater is the tendency towards Ne´el order in
the coexistence phase. Also, at half filling the transition
is from a superconducting state to an insulating state,
and no spiral phases are stabilized. For completeness, we
note that we have not carried out a systematic investiga-
tion of the low electronic density region, to map out the
boundaries of the ferromagnetic (FM) state, due to the
plethora of different magnetic states that emerge in this
regime [41].
Thermal fluctuations also play an important role in
suppressing the ordered phases. When the ground state
displays coexistence SC+SAFM, increasing the tempera-
ture induces two successive transitions: first, the SAFM
phase is suppressed, while the SC phase is suppressed
at higher temperatures; we note here that the magnetic
wave vector shows a weak dependence with the temper-
ature within a phase with SAFM, but it turns stronger
just before the SAFM phase is suppressed. When the
Kondo phase is the ground state, increasing thermal fluc-
tuations breaks the singlets, and the system becomes
paramagnetic at sufficiently high temperatures. Inter-
estingly, in some instances increasing the temperature in-
duces reentrant behaviour, namely SC+SAFM→ SAFM
→ SC+SAFM → SC → PM.
Our model reproduces some experimental facts about
the borocarbides. First, when the bare exchange cou-
pling J is dressed by the rare earths’ total angular mo-
mentum, the Ne´el temperature increases linearly with the
de Gennes factor, dG, as observed experimentally. Sec-
ond, if we correlate the inverse on-site attraction with the
ionic radius, we obtain a satisfactory description of the
trend in magnetic and superconducting phases observed
in RNi2B2C, with R running across all rare earths; this
analysis highlights the difference between model param-
eters and the ‘real’ parameters. The multitude of spiral
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magnetic phases we found by varying electron count and
coupling constants is also a trademark of the borocar-
bides family.
In conclusion, our results indicate that the Kondo–
attractive-Hubbard model provides a unifying view of the
competition between localised magnetism and supercon-
ductivity.
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Appendix: Mean-field approximation
The Hartree-Fock approximation on the attractive po-
tential term, Eq. (3), leads to
HU(MF ) =
∑
i
[
− U nc
2
(
c†i↑ci↑ + c
†
i↓ci↓
)
+
Un2c
4
− t∆(c†i↑c†i↓ + ci↓ci↑)+ (t∆)2U
+ 2U〈sci 〉·sci − U〈sci 〉·〈sci 〉
]
, (A.1)
with
t∆
U
= 〈c†i↑c†i↓〉 = 〈ci↓ci↑〉, (A.2)
where ∆ is the (dimensionless) order parameter of super-
conductivity, and nc = 〈c†i↑ci↑ + c†i↓ci↓〉 is the electronic
density of conduction electrons, both taken as homoge-
neous throughout the sites. The operator sci is defined
in Eq.(5). The inclusion of the hopping integral t in
Eqs. (A.1) and (A.2) is solely to render ∆ dimensionless.
Following the procedure presented in Ref. 41, the
Kondo lattice term, Eq. (2), can be decoupled as
HK(MF ) =− t
∑
〈i,j〉,σ
(
c†iσcjσ + H.c.
)
+ J
∑
i
(
Si ·〈sci 〉+ 〈Si〉·sci
)
+
J
2
∑
i
(
Vci ·〈Vfi 〉+ 〈Vci 〉·Vfi
)
− 3J
2
∑
i
(
V 0ic〈V 0if 〉+ 〈V 0ic〉V 0if
)− J
2
∑
i
〈Vci 〉·〈Vfi 〉+
3J
2
∑
i
〈V 0ic〉〈V 0if 〉 − J
∑
i
〈Si〉·〈sci 〉, (A.3)
with the operators
V 0ic = V
0
if
†
=
1
2
∑
α,β=±
c†iαIα,βfiβ , (A.4)
and
Vic = V
†
if =
1
2
∑
α,β=±
c†iασα,βfiβ , (A.5)
being singlet and triplet hybridization terms, respec-
tively.
Within a spiral magnetic approach, the mean values
〈Si〉 and 〈sci 〉 are taken as
〈Si〉 = mf
[
cos (Q·Ri) , sin (Q·Ri) , 0
]
(A.6)
and
〈sci 〉 = −mc
[
cos (Q·Ri) , sin (Q·Ri) , 0
]
, (A.7)
with
Q = (qx, qy, qz) (A.8)
being the magnetic wave vector, and Ri the position vec-
tor of site i on the lattice.
By the same token, the mean values of the hybridiza-
tion operators are chosen as
〈V 0ic〉 = 〈V 0if †〉 = −V (A.9)
and
〈Vic〉 = 〈Vif †〉 = V ′
[
cos (Q·Ri) , sin (Q·Ri) , 0
]
.
(A.10)
Then, our mean-field Hamiltonian, Eq. (6), is obtained
by substituting Eqs. (A.1) and (A.3) in Eq. (1), using
Eqs. (A.6), (A.7), (A.9) and (A.10) for the mean values of
the spin and hybridization operators, and performing a
discrete Fourier transform, with periodic boundary con-
ditions. Such Hamiltonian is two-fold degenerate when
written in the spinor Nambu basis
Ψ†k =
(
c†k↑, c
†
k+Q↓, f
†
k↑, f
†
k+Q↓, c−k↓, c−k−Q↑, f−k↓, f−k−Q↑
)
,
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leading to
HMF = Ψ†kHˆΨk + const., (A.11)
with
Hˆ =

k − µ˜ 12Jmf − Umc 34JV 14JV ′ −t∆ 0 0 0
1
2Jmf − Umc k+Q − µ˜ 14JV ′ 34JV 0 t∆ 0 0
3
4JV
1
4JV
′ f − 12Jmc 0 0 0 0
1
4JV
′ 3
4JV − 12Jmc f 0 0 0 0
−t∆ 0 0 0 −(−k − µ˜) −( 12Jmf − Umc) − 34JV − 14JV ′
0 t∆ 0 0 −( 12Jmf − Umc) −(−k−Q − µ˜) − 14JV ′ − 34JV
0 0 0 0 − 34JV − 14JV ′ −f 12Jmc
0 0 0 0 − 14JV ′ − 34JV 12Jmc −f

.
(A.12)
and
const. = 2N
[
µ
(
nc − 1
)− f(nf − 1)+ Jmcmf + 3
2
JV 2 − 1
2
JV ′2 +
Un2c
4
+
(t∆)2
U
− Um2c −
Unc
2
]
. (A.13)
Here, we defined µ˜ =
(
µ− 12Unc
)
, in which µ and f are
included as Lagrange multipliers.
The eigenvalues of the Hamiltonian of Eq. (A.12) are
used to obtain the Helmholtz free energy, Eq. (14), and,
consequently, the set of nonlinear equations, Eq. (15).
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