AWPP is a complexity class introduced by Fenner, Fortnow, Kurtz, and Li, which is defined using GapP functions. Although it is an important class as the best upperbound of BQP, its definition seems to be somehow artificial, and therefore it would be better if we have some "physical interpretation" of AWPP. Here we provide a quantum physical interpretation of AWPP: we show that AWPP is equal to the class of problems efficiently solved by a quantum computer with the ability of postselecting an event whose probability is close to an FP function. This result is applied to also obtain a quantum physical interpretation of APP. In addition, we consider "classical physical analogue" of these results, and show that a restricted version of BPP path contains UP ∩ coUP and is contained in WAPP.
I. INTRODUCTION
AWPP is a complexity class introduced by Fenner, Fortnow, Kurtz, and Li [5] to understand the structure of counting complexity classes (see also Refs. [4, 11] ). It is defined as follows:
Definition 1. A language L is in AWPP iff for any polynomial r, there exist f ∈ FP and g ∈ GapP such that for all w, f (w) > 0 and 1. If w ∈ L then 1 − 2 −r(|w|) ≤ g(w) f (w) ≤ 1.
2. If w / ∈ L then 0 ≤ g(w) f (w) ≤ 2 −r(|w|) .
Here, FP is the class of functions from bit strings to integers that are computable in polynomial time by a Turing machine. GapP function [3] is a function from bit strings to integers that is equal to the number of accepting paths minus that of rejecting paths of a nondeterministic Turing machine which takes the bit strings as input. The FP function f can be replaced with 2 q(|w|) for a polynomial q [3, 11] , and the error bound (2 −r(|w|) , 1 − 2 −r(|w|) ) can be replaced with, for example, (1/3, 2/3) [4] .
Interestingly, AWPP was shown to contain BQP, by Fortnow and Rogers [7] in 1997, and since then it has been the best upperbound of BQP (in classical complexity classes). Here, BQP is a class of problems efficiently solved by a quantum computer:
A language L is in BQP iff there exists a uniform family V = {V n } n of polynomial-size quantum circuits such that 1. If w ∈ L then P Vw (o = 1) ≥ 2 3 .
2. If w / ∈ L then P Vw (o = 1) ≤ 1 3 .
Here, we say that a family V = {V n } n of quantum circuits is uniform if there is a classical polynomial-time algorithm that outputs a description of V n on input 1 n , where n is the input size of V n . P Vw (o = 1) is the probability of obtaining o = 1 if we measure the single output qubit of the circuit V |w| on input w. The pair of the thresholds ( 1 3 , 2 3 ) is rather arbitrary. For example, we can take (2 −r(|w|) , 1 − 2 −r(|w|) ) for any polynomial r.
(We note that, for simplicity, we choose Hadamard and Toffoli gates as a universal gate set of quantum circuits. This choice is crucial to obtain some of our results, while this choice is also taken in Ref. [1] , and we believe that this choice is enough to study the essential parts of what we are interested in. It may be possible to extend our results to other gate sets, but it would be a future research subject.)
The name of AWPP is thus known by many researchers including physicists. However, the definition of AWPP seems to be somehow artificial and difficult to understand for ones who are not familiar with GapP functions. The purpose of the present contribution is to provide a quantum physical interpretation of AWPP. For the goal, we consider quantum computing with a postselection. Here, a postselection is a (fictious) ability that we can choose an event with probability 1 even if its probability is exponentially small. Quantum computing with postselection was first considered by Aaronson [1] . He defined the following class postBQP, and showed that it is equal to PP (see also Ref. [10] and Appendix for another proof of postBQP = PP): Definition 3. A language L is in postBQP iff there exist a uniform family V = {V n } n of polynomial-size quantum circuits with the ability of a postselection and a polynomial u such that for any input w, 1. P Vw (p = 1) ≥ 2 −u(|w|) .
2. If w ∈ L then P Vw (o = 1|p = 1) ≥ 2 3 .
3. If w / ∈ L then P Vw (o = 1|p = 1) ≤ 1 3 .
Here, p ∈ {0, 1} is the measurement result of the postselected qubit of the circuit V |w| , and P Vw (o = 1|p = 1) is the conditional probability that V |w| on input w obtains o = 1 under p = 1. Like BQP, the pair of the thresholds ( 1 3 , 2 3 ) is arbitrary. In particular, it can be (2 −r(|w|) , 1 − 2 −r(|w|) ) for any polynomial r. Furthermore, without loss of generality, we can assume that only a single qubit is postselected, since postselections on more than two qubits can be transformed to that on a single qubit by using the generalized Toffoli gate, which can be implemented in a polynomial-size quantum circuit.
We introduce a restricted version of postBQP, which we call postBQP aFP : Definition 4. A language L is in postBQP aFP iff for any polynomials r 1 ≥ 0 and r 2 ≥ 0 there exist a uniform family V = {V n } n of polynomial-size quantum circuits with the ability of a postselection, an FP function f , and a polynomial q such that for any input w, 0 < f (w) ≤ 2 q(|w|) and
The third condition intuitively means that the postselection probability P Vw (p = 1) can be approximated to f (w)/2 q(|w|) within the multiplicative error 2 −r 2 (|w|) . (Hence the subscript "aFP" means "approximately FP".) We show that postBQP aFP = AWPP, which provides a quantum physical interpretation of AWPP: AWPP can be considered as an example of postselected quantum complexity classes. We note that while one might consider that postBQP aFP is also artificial due to the fiction of postselection, we consider that this class is easier to understand for physicists since it is defined by using the terminology of quantum physics, or at least it gives another interpretation of AWPP, which might be useful for future studies on AWPP.
We also introduce another restricted version of postBQP, which we call postBQP asize :
Definition 5. The definition of postBQP asize is the same as that of postBQP aFP except that the FP function f (w) is replaced with g(1 |w| ), where g is a GapP function.
We show that postBQP asize is equal to the classical complexity class APP defined by Li [11] . Therefore, not only AWPP but also APP have quantum physical interpretations.
There are some researches on quantum physical interpretations of classical complexity classes. For example, the above mentioned Aaronson's result postBQP = PP [1] is considered as a quantum physical interpretation of PP. Furthermore, Kuperberg [10] showed that A 0 PP is equal to SBQP, which is a quantum version of SBP [2] , and Fenner et al. [6] (see also
Ref. [12] ) showed that coC = P is equal to NQP, which is a quantum analogue of NP. Our contributions are in the same line of these researches, while we take a different way for the proofs. We not only use the relations between quantum computation and GapP functions as used in Refs. [4, 6] , but combine them with the notion of restricted postselection probability introduced in this paper. Moreover, we also use tactically the property that AWPP and APP are closed under complement in order to satisfy such a restriction of postselection probability.
In addition to postBQP aFP and postBQP asize , we introduce several restricted versions of postBQP, and study relations among them and other complexity classes. For example, we define a simpler version (the exact version) of postBQP aFP , which we call postBQP FP : Definition 6. A language L is in postBQP FP iff it is in postBQP and there exist a polynomial q and f ∈ FP (f > 0) such that for any input w, P Vw (p = 1) = f (w) 2 q(|w|) , where V is the uniform family of quantum circuits that assures L ∈ postBQP.
Since it is simpler than postBQP aFP , it would be better if we could show the equivalence of it to AWPP. Currently, we do not know whether the equivalence holds. However, we show that postBQP FP sits between WPP and AWPP. (The definition of WPP is given in Sec. II.) It is nearly tight except showing the equivalence since WPP is one of the best lower bounds of AWPP [5] (in fact, AWPP was named as "approximate WPP"). All our results are summarized in Fig. 1 . Definitions of new classes in the figure are given in Sec. II.
A classical analogue of postBQP is postBPP, which is known to be equal to BPP path [8] . 
II. PRELIMINARIES
In this section, we provide several definitions and facts used in this paper.
A counting machine is a nondeterministic Turing machine running in polynomial time with two halting states, accepting and rejecting, and every computation path must end in one of these states. Without loss of generality, we may assume each node of the computation tree has outdegree at most two. A counting machine is called normal if for any input each computational path has the same number of nodes with outdegree two. 
Definition 10. [11]
A language L is in APP iff for any polynomial r, there exist f, g ∈ GapP such that for all w, f (1 |w| ) > 0 and
Definition 11. [2]
A language L is in WAPP iff there exist g ∈ #P, a polynomial p, and a constant ǫ > 0 such that
Note that 2 p(|w|) can be replaced with an FP function f (w) > 0.
Definition 12. [3]
A language L is in WPP iff there exist a GapP function g and an FP function f with 0 / ∈ range(f ) such that
There are relations between an output probability distribution of a quantum circuit and a GapP function.
Theorem 1. (Fortnow and Rogers [7] ) For any uniform family V = {V n } n of polynomialsize quantum circuits, there exist g ∈ GapP and a polynomial q such that for any w, P Vw (o =
Theorem 2. (Fenner, Green, Homer, and Pruim [6] ) For any g ∈ GapP, there exist a polynomial s and a uniform family {V n } n of polynomial-size quantum circuits such that
Now we introduce the restricted postBQP classes other than those introduced in the previous section. (Here, V is the uniform family of polynomial-size quantum circuits that assures L ∈ postBQP as in Definition 6.)
Definition 13. A language L is in postBQP size iff it is in postBQP and P Vw (p = 1) depends only on |w|.
From Theorem 1, it is an exact version of postBQP asize .
Definition 14. A language L is in postBQP ≤exp iff it is in postBQP and there exists a polynomial q such that for any input w, P Vw (p = 1) ≤ 2 −q(|w|) .
Definition 15. A language L is in postBQP exp iff it is in postBQP and there exists a polynomial q such that for any input w, P Vw (p = 1) = 1 2 q(|w|) .
Definition 16. A language L is in postBQP FQP iff it is in postBQP and there exist a polynomial q and a function f : {0, 1} * → N, which can be calculated [13] by a uniform family of polynomial-size quantum circuits, such that for any input w, P Vw (p = 1) = f (w) 2 q(|w|) .
We also consider the classical analogue of postBQP FP .
Definition 17. We consider the following polynomial-time probabilistic Turing machine.
1. At every nondeterministic step, it makes a random decision between two possibilities, and each possibility is chosen with probability 1/2.
2. The number of random decisions is the same for all computation paths.
Therefore, if the machine halts after t nondeterministic steps, the probability of obtaining a specific computation path is 2 −t .
A language L is in postBPP FP iff there exist a polynomial-time probabilistic Turing machine V that satisfies the above properties and outputs two bits p and o, an FP function f > 0, a polynomial q, and a constant ǫ > 0 such that
Here, P Vw (p = 1) and P Vw (o = 1|p = 1) are defined similarly to the case where V is a uniform family of circuits.
III. RESULTS
The main result of the present contribution is the following quantum interpretation of AWPP:
The proof is given in Sec. IV.
By replacing some FP functions in the proof with GapP functions, we can also show the following quantum interpretation of APP:
The proof is given in Appendix.
If we consider not the approximate version, postBQP aFP , but the exact version, postBQP FP , we do not know whether it is equal to AWPP. Since postBQP FP ⊆ postBQP aFP , we know postBQP FP ⊆ AWPP. Furthermore, we can show the following nearly tight lowerbound:
We can also show several relations among restricted postBQP classes:
The proof is given in Appendix. Its proof is given in Sec. V.
Finally, we consider the classical analogue, postBPP FP , of postBQP FP , and show the following result:
Its proof is given in Sec. VI. Note that the inclusion postBPP FP ⊆ WAPP is a "classical analogue" of postBQP FP ⊆ AWPP, since WAPP is a "#P analogue" of AWPP. Since WAPP ⊆ AM [2] and BQP ⊆ AM is unlikely, it is also unlikely that BQP ⊆ postBPP FP .
Furthermore, since it is unlikely that BQP contains UP ∩ coUP, the inclusion UP ∩ coUP ⊆ postBPP FP suggests that postBPP FP = BPP and postBPP FP ⊆ BQP are unlikely.
IV. PROOF OF THEOREM 3
We first show AWPP ∩ coAWPP ⊆ postBQP aFP . Since AWPP = coAWPP [11] , this means AWPP ⊆ postBQP aFP .
Let us assume that a language L is in AWPP ∩ coAWPP. Then, for any polynomial r, there exist g 1 , g 2 ∈ GapP and f 1 ,
Then, there exist two GapP functions h 1 (w) ≡ g 1 (w)f 2 (w) and h 2 (w) ≡ g 2 (w)f 1 (w), such that 1. If w ∈ L then
Then there exist two counting machines C 1 and C 2 such that h 1 (w) = C 1 a (w) − C 1 r (w) and h 2 (w) = C 2 a (w) − C 2 r (w), where C j a (w) and C j r (w) (j = 1, 2) are the numbers of accepting and rejecting paths of C j on input w, respectively.
There exist two normal counting machines N 1 and N 2 such that h 1 (w) = 1 2 (N 1 a (w) − N 1 r (w)) and h 2 (w) = 1 2 (N 2 a (w) − N 2 r (w)) [3] . Without loss of generality, we can assume that computation paths of N 1 and N 2 on input w can be represented by strings in {0, 1} q(|w|) , where q is a polynomial. Then we consider a uniform family V = {V n } n of quantum circuits defined by the following procedure on input w. First, the state
can be generated by a polynomial-size quantum circuit. Here, k is a polynomial chosen later, and N j (w, x) = 0 (=1, resp.) if the path x of N j on input w is an accepting (rejecting, resp.) one. Let us postselect the first, second, and third registers to |+ ⊗2k(|w|)+q(|w|)+1 . The (unnormalized) state on the last register, which is the output qubit, after the postselection is 1 2 q(|w|)+1+k(|w|) (N 1 a (w) − N 1 r (w))|1 + (N 2 a (w) − N 2 r (w))|0 , and therefore
Therefore, irrespective of w ∈ L or w / ∈ L, we obtain
Since 1 − 2 −r(|w|)+1 ≤ (1 − 2 −r(|w|) ) 2 and 1 + 2 −2r(|w|) ≤ 1 + 2 −r(|w|)+1 , we obtain
which means, if we take r ≥ 2,
Therefore,
Note that s(w) ≡ f 2 1 (w)f 2 2 (w) > 0 and it is in FP. We denote t(|w|) ≡ 2q(|w|) + 2k(|w|) and take k such that s(w) ≤ 2 t(|w|) . For any polynomial r 2 , let us take r ≥ r 2 + 2. Then,
Furthermore, from the state after the postselection, we have
.
For any polynomial r 1 , let us take r ≥ r 1 + 2. Then, if w ∈ L we obtain
and if w / ∈ L we obtain
Therefore, by taking r ≥ max(r 1 + 2, r 2 + 2), L is in postBQP aFP .
Next we show postBQP aFP ⊆ AWPP. Let us assume that a language L is in postBQP aFP .
Then for any polynomials r 1 and r 2 there exist a uniform family V = {V n } n of polynomialsize quantum circuits, an FP function f , and a polynomial q satisfying the condition in 1. If w ∈ L then P Vw (p = 1)(1 − 2 −r 1 (|w|) ) ≤ P Vw (o = 1, p = 1) ≤ P Vw (p = 1), which means
, and therefore
2. If w / ∈ L then 0 ≤ P Vw (o = 1, p = 1) ≤ 2 −r 1 (|w|) P Vw (p = 1), which means
,
Note that
and we can see g(w)2 q(|w|) (2 r 2 (|w|) −1) ∈ GapP, 2 s(|w|)+r 2 (|w|) f (w) > 0, and 2 s(|w|)+r 2 (|w|) f (w) ∈
FP.
If we take r 1 = r 2 ≥ 3, (1−2 −r 1 (|w|) ) 2 1+2 −r 1 (|w|) ≥ 2 3 , and 2 −r 1 (|w|) ≤ 1 3 . Therefore L is in AWPP. Let us assume that a language L is in postBQP FQP . Then, there exist a uniform family V = {V n } n of polynomial-size quantum circuits, a function f : {0, 1} * → N whose f (w) can be calculated by another uniform family of polynomial-size quantum circuits for any input w, and a polynomial h ≥ 0 such that P Vw (p = 1) = f (w) 2 h(|w|) and
1. If w ∈ L, then 9 10 ≤ P Vw (o = 1|p = 1) ≤ 1.
2. If w / ∈ L, then 0 ≤ P Vw (o = 1|p = 1) ≤ 1 10 .
We can take a function t : {0, 1} * → N ∪ {0} such that 2 t(w) ≤ f (w) < 2 t(w)+1 for any input w. Note that t(w) can be calculated by a uniform family of polynomial-size quantum circuits.
From V , we construct the uniform family W = {W n } n of polynomial-size quantum circuits implemented on input w as follows:
1. W |w| flips a coin. If heads, it simulates V |w| .
2. If tails, W |w| outputs o = 1 with probability 1/2, and p = 1 with probability 2 t(w)+1 −f (w)
independently.
Since
Then, P Ww (p = 1) = 1 2 P Vw (p = 1) + 1
and P Ww (o = 1|p = 1) = P Ww (o = 1, p = 1) P Ww (p = 1) = 1 2 P Vw (o = 1|p = 1)P Vw (p = 1) + 1
If w ∈ L, Here, we have used the fact that α 9 10 + (1 − α) for α ≥ 1/2. Note that f (w)/2 t(w)+1 ≥ 1/2, since f (w) ≥ 2 t(w) .
From W , we construct the uniform family R = {R n } n of polynomial-size quantum circuits implemented on input w in the following way:
1. R |w| simulates W |w| . Then, P Rw (o = 1|p = 1) = P Ww (o = 1|p = 1) and P Rw (p = 1) = P Ww (p = 1)2 −t(w) = 2 −h(|w|) .
Therefore, L is in postBQP exp .
VI. PROOF OF THEOREM 8
Let us first show postBPP FP ⊆ WAPP. We assume that a language L is in postBPP FP .
Then, there exist a probabilistic Turing machine V , an FP function f > 0, and a polynomial s such that P Vw (p = 1) = f (w) 2 s(|w|) . There exist a #P function g and a polynomial q such that P Vw (o = 1, p = 1) = g(w)
2 q(|w|) . Therefore, by the conditions on P Vw (o = 1|p = 1), we obtain if w ∈ L, 1+ǫ 2 ≤ 2 s(|w|) g(w) 2 q(|w|) f (w) ≤ 1, and if w / ∈ L, 0 ≤ 2 s(|w|) g(w) 2 q(|w|) f (w) ≤ 1−ǫ 2 . Since 2 s(|w|) g(w) is a #P function and 2 q(|w|) f (w) is an FP function, L is in WAPP. Now let us show UP ∩ coUP ⊆ postBPP FP . Let us assume that a language L is in UP ∩ coUP. Then, there exist two polynomial-time nondeterministic Turing machines N and M such that 1. If w ∈ L then N has exactly one accepting path, and all paths of M reject.
If w /
∈ L then all paths of N reject, and M has exactly one accepting path.
Without loss of generality, we can assume that both N and M have 2 q(|w|) computation paths. Let us consider the following algorithm V :
1. Randomly choose x ∈ {0, 1} q(|w|) , and simulate the computation paths represented by
x of N and M on input w.
2. If both N and M reject, output p = 0 and o = 0. If N accepts and M rejects, output p = 1 and o = 1. If M accepts and N rejects, output p = 1 and o = 0.
3. Postselect on p = 1.
The probability of postselecting p = 1 is 2 −q(|w|) . Furthermore, P Vw (o = 1|p = 1) = 1 if w ∈ L, and it is 0 if w / ∈ L. Therefore, L is in postBPP FP .
Then, there exist GapP functions g ′ 1 (w) ≡ g 1 (w)f 2 (w) and g ′ 2 (w) ≡ g 2 (w)f 1 (w) such that
In other words, there exist counting machines C 1 and C 2 such that
Here, C j a (w) and C j r (w) are numbers of accepting and rejecting paths of C j on input w, respectively.
There exist normal counting machines N 1 and N 2 such that [3] 1.
Without loss of generality, we can assume that both N 1 and N 2 have computation trees on input w whose paths are represented by {0, 1} q(|w|) .
For a given input w, V = {V n } n is defined as the following procedure. First, we generate
by a polynomial-size quantum circuit. Let us postselect the first and second registers on |+ ⊗q(|w|)+1 . Then, the (unnormalized) state after the postselection is
Therefore, the postselection probability is A standard definition of PP is as follows.
Definition 18. A language L is in PP iff there exists a polynomial-time non-deterministic Turing machine such that 1. If w ∈ L then at least 1/2 of computation paths accept.
2. If w / ∈ L then less than 1/2 of computation paths accept.
There is another definition of PP that we will use:
Definition 19. (Fortnow [11, Theorem 6.4.16]) A language L is in PP iff for any polynomial r, there exist f, g ∈ GapP such that f > 0 and Proof. First we show postBQP ⊆ PP. We assume that a language L is in postBQP. Then, for any polynomial r, there exists a uniform family {V n } n of polynomial-size quantum circuits.
As in the proof of postBQP FP ⊆ AWPP, if w ∈ L,
≤ P Vw (o = 1, p = 1) P Vw (p = 1) ≤ 1 ⇔ 1 − 2 −r(|w|) ≤ g(w)2 q ′ (|w|) 2 q(|w|) f (w) ≤ 1 for f, g ∈ GapP and polynomials q and q ′ . Here, we have used the fact from Theorem 1 that P Vw (o = 1, p = 1) = g(w) 2 q(|w|) P Vw (p = 1) = f (w) 2 q ′ (|w|)
for some g, f ∈ GapP and polynomials q and q ′ .
If w / ∈ L 0 ≤ P Vw (o = 1|p = 1) ≤ 2 −r(|w|) ⇔ 0 ≤ P Vw (o = 1, p = 1) P Vw (p = 1) ≤ 2 −r(|w|) ⇔ 0 ≤ g(w)2 q ′ (|w|) 2 q(|w|) f (w) ≤ 2 −r(|w|) .
Since 2 q ′ (|w|) g(w), 2 q(|w|) f (w) ∈ GapP, L is in PP.
Second, let us show PP ⊆ postBQP. We assume that a language L is in PP. If w ∈ L, for any polynomial r, there exist g, f ∈ GapP such that
Then, from Theorem 2, we have (1 − 2 −r(|w|) ) 2 ≤ 2 q(|w|) P V ′ w (o = 1) 2 q ′ (|w|) P W ′ w (o = 1) for some polynomials q and q ′ , and uniform families {V ′ n } n and {W ′ n } of polynomial-size quantum circuits. Let us define V |w| and W |w| such that P Vw (o = 1) = P V ′ w (o = 1)2 −q ′ (|w|) , P Ww (o = 1) = P W ′ w (o = 1)2 −q(|w|) .
The circuit V |w| (W |w| ) can be constructed by simulating V ′ |w| (W ′ |w| ) and outputting o = 1 with probability 2 −q ′ (|w|) (2 −q(|w|) ) if and only if V ′ |w| (W ′ |w| ) outputs o = 1. Then, we obtain (1 − 2 −r(|w|) ) 2 ≤ P Vw (o = 1) P Ww (o = 1) .
Similarly, if w / ∈ L, we have g(w) 2 f (w) 2 ≤ 2 −2r(|w|) ⇔ P Vw (o = 1) P Ww (o = 1) ≤ 2 −2r(|w|) .
Let us consider the following quantum circuit R n : It first flips two unbiased coins. If both are heads, R n simulates W n .
1. If W n outputs o = 1, then R n outputs o = 0 and p = 1.
2. If W n outputs o = 0, then R n outputs o = 0 and p = 0.
Otherwise, R n simulates V n .
1. If V n outputs o = 1, then R n outputs o = 1 and p = 1.
2. If V n outputs o = 0, then R n outputs o = 0 and p = 0. Therefore, L ∈ postBQP.
