Abstract. This paper describes experiments in automatic recognition of context-independent phoneme strings from meeting data using audiovisual features. Visual features are known to improve accuracy and noise robustness of automatic speech recognizers. However, many problems appear when not "visually clean" data is provided, such as data without limited variation in the speaker's frontal pose, lighting conditions, background, etc. The goal of this work was to test whether visual information can be helpful for recognition of phonemes using neural nets. While the audio part is fixed and uses standard Mel filter-bank energies, different features describing the video were tested: average brightness, DCT coefficients extracted from region-of-interest (ROI), optical flow analysis and lip-position features. The recognition was evaluated on a sub-set of IDIAP meeting room data. We have seen small improvement when compared to purely audio-recognition, but further work needs to be done especially concerning the determination of reliability of video features.
Introduction
Information from the speaker's mouth region has been shown to improve the accuracy and noise robustness of Automatic Speech Recognition (ASR) systems [2] . However, up-to-date systems use audio-visual speech features recorded under ideal lighting conditions. Those video recordings contain a high-resolution video of subjects' frontal face, minimal changes in head positions and constant backgrounds. Insufficient research has been done about audio-visual ASR performance in real meeting conditions, where in addition to possibly noisy audio, the quality of the visual channel is poor. But if visual information may have been used in ASR systems, we need to demonstrate its benefits in such non-ideal conditions. In this paper we describe our first experiments with an audio-visual ASR system with visually challenging data from real multi-party conversations recorded at IDIAP [4] . The method for extracting acoustic speech features used in our experiments is fixed and we focus mainly on the visual part processing algorithms. Although, the video recordings contain the whole meeting scenario, in our experiments we already work with video streams generated by a head tracking algorithm. However, we also have to take into account such method processing sequences of head poses, that would be able to reliably indicate the position of the mouth in each video frame.
Experimental data
The data used in our experiments for training and testing purposes is recorded by the IDIAP smart meeting room [4] , [5] , equipped with synchronized multichannel audio-visual recording facilities. The used recordings are generated by two cameras each capturing front-on view of two participants including the table region used for note-taking. All participants wear lapel microphones, and an eight-element circular equi-spaced microphone array is centrally located on the meeting table. Multimodal meting recordings used in our experiments are split into three parts: training, cross-validation (together 41 minutes) and testing (9 minutes).
Acoustic feature extraction
In applications involving multi-party conversations, it may be possible to acquire the speech using microphone arrays. Microphone arrays provide the ability to discriminate between sounds based on their source location. This directional discrimination can enhance a signal from a given location. Such signal processing operation was done using beam-forming algorithm at IDIAP [1] , [6] , and separates speech signals of each speaker recorded by each lapel microphone.
The parameters of audio speech signal are provided by set of well-known Melfilterbank log energies (23 banks) generated for each 20ms long speech frame, with audio feature sampling frequency F af s = 100Hz. These parameters are extracted from beamformed audio signal recordings sampled at 16kHz.
Visual feature extraction
Prior to the extraction of visual features, we need to process the original video stream data in order to detect and track faces (heads) of humans. The method employed to track heads of human objects in meeting recordings is based on color detection. In order to predict and identify the trajectory of moving objects in meeting recordings, the algorithm employs Kalman filtering. Color is known to be a key feature for hands and head detection. Such an approach is mainly advantageous due to low computational cost. On the other hand, the reliability of correct detection of head poses is poor, due to dependence of the skin-tone color on the lighting conditions. The normalized RG-color space derived from RGB values provides a good solution to the problem of varying brightness. The visual input in our experiments is a video stream which is supposed to contain a sequence of head poses of one human object appearing in given meeting. The video feature sampling frequency F vf s = 25Hz and the input resolution 70 × 70 pixel region is obtained for every video frame. Practically, each video frame contains the whole speaker's head including the hair and neck.
Average brightness
In very initial experiments, the visual features are based on average brightness of a region-of-interest (ROI). The ROI is theoretically expected to be speaker's mouth, which should carry most of the variability caused by speech. Such a ROI is obtained using a correlation-based mouth detector. This detector searches the most similar pattern to the average mouth pattern in each video frame. The correlation is performed on the level of video frames processed by standard edge detection algorithm. In this algorithm we applied the Sobel method [7] , which is supposed to find edges using the Sobel approximation to the derivative. It returns edges at those points, where the gradient of intensity in the input image is maximum. From the ROI described by normalized brightness values, we compute the average intensity providing one visual feature for each video frame.
DCT coefficients
Subsequently, a two-dimensional, separable DCT is applied to the ROI and 16 lowest-order DCT coefficients are retained. The reasons for widespread use of DCT in feature extraction as well as in image compression [7] , [8] , are the high compaction of the energy of the input signal onto a few DCT coefficients and the availability of a fast implementation of the transform, similar to the FFT. However, the DCT is not shift invariant, thus performance depends on a precise tracking of the ROI.
Optical flow analysis
In the second considerable approach to derive visual features, we attempt to avoid the use of an algorithm searching for the ROI (position of mouth in an input image). The main difficulty is that the resolution of input images containing the whole speaker's head is low. Thus, algorithms detecting ROI are not sufficiently reliable. If we suppose that the variances in the flow of video frames are mainly due to movement of the speaker's mouth during the speech, optical flow analysis may do interesting job. In our experiments, we use the Horn-Schunck optical flow analysis [9] . Theoretically, optical flow is the distribution of apparent velocities of movement of brightness patterns in an image. It can provide an important information about the spatial arrangement of the objects viewed and the rate of change of this arrangement. The analysis takes as the input the sequence of video frames. Each frame is described by image brightness (denoted E(x, y, t)) at a point (x, y) in an image plane at time t. We assume that brightness of each point is constant during a movement for a very short time. Thus, the equations are as follows: dE dt
If we let: dx dt = u and dy dt = v, then a single linear equation is obtained:
The vectors u and v denote apparent velocities of brightness constrained by this equation. Practically, optical flow velocities are calculated from a pair of connected images using several iterations.
Algorithm detecting lip positions (seed algorithm)
Finally, we were dealing with an algorithm detecting lip positions in the given image frame and which uses edge detection and color filtering for noise reduction and enhancement of the desired recognition of lips. The particular steps are:
-Detection of red pixels of the face (this operation processes an input image in order to correctly locate mouth's pixels), followed by its transformation to the binary form. -Selection of the largest white area (the binary representation) with a "seed algorithm". First, several erosions on the binary image are applied until a few white pixels remain. Then, the white pixels are used as a "seed" which has to be extended to all the surrounding white pixels on the binary image.
Experimental setup
The audio-visual speech database collected at IDIAP [10] has been used. Acoustic features generated from beamformed speech recordings are Mel-filterbank log energies, as described in Sect. 3. These acoustic features are computed with F af s = 100Hz. Derivation of visual features is the major part of our experiments. Each input sequence of video frames is at the beginning processed by a head tracking algorithm. Such visual data represents inputs in the following experiments:
1. One visual feature parameter of average brightness from the ROI is derived for each video frame. 2. 16 DCT coefficients from previously detected ROI are extracted (4 lowest DCTs in each dimension). 3. In the experiments with optical flow analysis, the ROI does not have to be detected. This analysis is applied on the sequence of the input video frames. Finally, three visual features are computed: horizontal and vertical variances of flow vector components and their covariance. These features indicate whether the speaker's mouth is moving or not, they are especially useful for estimating silence periods. 4. In last experiments, the ROI has been found by the lip detecting algorithm based on edge detection and color filtering. From detected ROI, 16 DCT coefficients are derived.
The acoustic and visual features are combined into a single vector which is then used in training and recognition processes. In order to cope with the different acoustic and visual feature sampling frequencies, visual parameters are upsampled from 25Hz to 100Hz by a simple linear interpolation. Finally, acoustic and interpolated visual features are merged to build n-dimensional audio-visual feature vectors. The evaluation of different audio-visual features was done on a phoneme set that consists of 46 phonemes.
The recognition system is a simple Neural Network (NN) employing a three layer perceptron with the softmax nonlinearity at the output. A Quicknet tool from the SPRACHcore package [11] was used in all experiments. The size of the input layer is determined by the length of the feature vectors. In all experiments, the hidden layer consists of 60 neurons with sigmoid non-linearities. The size of output layer is given by the number of phoneme classes. Outputs of the classifier are posterior probabilities of phoneme classes which we want to discriminate among.
Experimental results
For experimental purposes, the training data is split into training and crossvalidation (CV) sets. These two sets are used to train NN. Then, testing data are forward passed through such NN. To evaluate our various audio-visual feature extraction algorithms, we observe the following results: (a) the best frame-based phoneme accuracy on CV sets, (b) a frame-based phoneme accuracy on forward passed testing data.
Experimental results are given in Tab. 1. In all experiments, the acoustic features were kept constant. The vector size of visual features (as given in Tab. 1 together with acoustic features) did vary due to different kind of methods used to extract these parameters. This paper presents preliminary experiments with automatic recognition of phonemes in meeting recordings. Although, obtained results expressed by framebased phoneme accuracies show small absolute improvement over the baseline, they are not negligible.
Algorithms extracting visual features are mainly influenced by the quality of the used head detection algorithm, which needs to work with low resolution video frames, under varying lighting conditions of meeting data, etc. In further work, we will concentrate on increasing the robustness of the visual feature extraction algorithms (e.g., the mouth detection needs to be replaced to track more reliably the mouth region) and on different modalities of combination with the acoustic part.
