In order to avoid the curse of dimensionality, frequently encountered in Big Data analysis, there was a vast development in the field of linear and non-linear dimension reduction techniques in recent years. These techniques (sometimes referred to as manifold learning) assume that the scattered input data is lying on a lower dimensional manifold, thus the high dimensionality problem can be overcome by learning the lower dimensionality behavior. However, in real life applications, data is often very noisy. In this work, we propose a method to approximate a d-dimensional C m+1 smooth submanifold M residing in R n (d << n) based upon scattered data points (i.e., a data cloud). We assume that the data points are located "near" the noisy lower dimensional manifold and perform a nonlinear moving least-squares projection on an approximating manifold. Under some mild assumptions, the resulting approximant is shown to be infinitely smooth and of approximation order of O(h m+1 ). Furthermore, the method presented here assumes no analytic knowledge of the approximated manifold and the approximation algorithm is linear in the large dimension n.
Introduction
The digital revolution in which we live, have resulted in vast amounts of high dimensional data. This proliferation of knowledge inspires both the industrial and research communities to explore the underlying patterns of these information-seas. However, navigating through these resources encompasses both computational and statistical difficulties. Whereas the computational challenge is clear when dealing with Big-Data, the statistical issue is a bit more subtle.
Apparently, data lying in very high dimensions is usually sparse -a phenomenon sometimes referred to by the name the curse of dimensionality. Explicitly, one million data points, arbitrarily distributed in R 100 is too small a data-set for data analysis. Therefore, the effectiveness of pattern recognition tools are somewhat questionable, when dealing with high dimensional data [12, 8, 4] . However, if these million data points are assumed to be near a low dimensional manifold, e.g., up to six dimensions, then, in theory, we have enough data points for valuable data analysis.
One way to overcome the aforementioned obstacle, is to perform dimension reduction to the data-set, prior to applying other analysis techniques. Laid in mathematical terms, suppose we have scattered data points {x i } I i=1 ⊂ R n we wish to find a projection P of {x i } I i=1 onto a ddimensional manifold (for d < n), such that the projected points s i = P (x i ) maintain the vital information embodied in the original data. The projected data and the manifold itself can later be used for various tasks such as: embedding in a low dimensional linear space, classification, completion of missing data etc.
Perhaps the most well-known dimension reduction technique, presupposing that the data originates from a linear manifold, is the Principal Component Analysis (PCA) [13] . The PCA solves the problem of finding a projection on a linear sub-space preserving as much as possible of the data's variance. Yet, in case the relationships between the scattered data points are more complicated than that, there is no clear-cut solution. The methods used in dimension reduction can range between [17] : linear or non-linear; have a continuous or discrete model; perform implicit or explicit mappings. Furthermore, the type of criterion each method tries to optimize is completely different. For example: multidimensional scaling methods [26] , curvilinear component analysis [7] and Isomap [25] aim at preserving distances (either Euclidean or geodesic, local or global) between the data points; Kernel PCA methods aim at linearization of the manifold through using a kernel function in the scalar product [24] ; Self Organizing Maps (SOM) aims at fitting a d-dimensional grid to the scattered data through minimizing distances to some prototypes [27, 14, 15, 17] ; General Topographic Mapping fits a grid to the scattered data as well, through maximization of likelihood approximation [5, 17] ; Local Linear Embedding (LLE) aims at maintaining angles between neighboring points [22, 23] ; Laplacian Eigenmaps approximate an underlying manifold through eigenfunctions of the Graph Laplacian [3] ; Diffusion maps uses the modeling of diffusion processes and utilize Markov Chain techniques to find representation of meaningful structures [6] ; and Maximum Variance Unfolding uses semi-definite programming techniques to maximize the variance of non-neighboring points [28] .
Interesting to note, that albeit the proliferation of methods performing dimension reduction, very little attention have been aimed at denoising or approximating an underlying manifold from scattered data. This pre-processing step could be crucial, especially when the dimension reduction technique being utilized, relies upon differential operators (e.g., eigenfunctions of the graph Laplacian). A statistical approach based upon graph-based diffusion process to manifold denoising is presented in [11] . Another work dealing with locally linear approximation of the manifold is presented in [9] .
In our work we assume that our high dimensional data (in R n ) lies on (or near) a low dimensional smooth manifold (or manifolds), of a known dimension d, with no boundary. We aim at approximating the manifold, handling noisy data, and understanding the local structure of the manifold. Our approach naturally leads to measuring distances from the manifold and to approximating functions defined over the manifold.
The main tool we use for approximating a C m+1 smooth manifold is a non-linear Moving Least-Squares approach, generalizing the surface approximating algorithm presented in [19] . It is based upon a local projection procedure which results in a C ∞ smooth d dimensional manifold (Theorem 3.15) of approximation order O(h m+1 ) (Theorem 3.16). Furthermore, the suggested implementation for this projection procedure is of the complexity order of O(n) (if we neglect the dependency in the lower dimension d). The general idea behind this projection follows from the definition of a differentiable manifold using coordinate charts, collected in a mathematical atlas. The proposed mechanism, takes this concept to the end, and involves the construction of a different coordinate chart for each point on the manifold.
In Section 2, we start the presentation by reviewing the method of moving least-squares for multivariate scattered data function approximation [20] , and its adaptation to the approximation of surfaces from cloud of points [19] . In Section 3 we present the generalization of the projection method of [19] to the general case of approximating a d-dimensional submanifold in R n , and in Section 3.3 we discuss the smoothness properties and the approximation power of this projection procedure. We conclude by several examples in Section 4.
Preliminaries
As mentioned above, the Moving Least-Squares (MLS) method was originally designed for the purpose of smoothing and interpolating scattered data, sampled from some multivariate function [20, 16, 21] . Later, it evolved to deal with the more general case of surfaces, which can be viewed as a function locally rather than globally [19, 18] . Accordingly, in this brief overview of the topic we shall follow the rationale of [19] and start by presenting the problem of function approximation, continue with surface approximation and in section 3 we conclude with presenting the MLS projection procedure for a general Riemannian submanifold of R n .
We would like to stress upfront that throughout the article · represents the standard Euclidean norm.
MLS For Function Approximation
be the corresponding sampled values of some function f : R d → R. Then, the moving least-squares approximation of degree m at a point x ∈ R d is defined as p x where:
where θ(s) is a non-negative weight function (rapidly decreasing as s → ∞), and · is the Euclidean norm and Π d m is the space of polynomials of total degree m in R d . Notice, that if θ(s) is of finite support then the approximation is made local, and if θ(0) = ∞ the MLS approximation interpolates the data.
We wish to quote here some previous results regarding the resulting approximation presented in [18] . In section 3 we will prove properties extending these theorems to the general case of a d-dimensional Riemannian manifold residing in R n . Theorem 2.1. Let θ(t) ∈ C ∞ such that θ(0) = ∞ (i.e., the scheme is interpolatory) and let the distribution of the data points {x i } I i=1 be such that the problem is well conditioned (i.e., the least-squares matrix is invertible). Then the MLS approximation is a C ∞ function interpolating the data points {f (
In order to achieve a result regarding the approximation order of the approximation there is a need to introdduce the following definition: Definition 1. h-ρ-δ sets of mesh size h, density ≤ ρ, and separation ≥ δ. Let Ω be a domain in R d , and consider sets of data points in Ω. We say that the set
1. h is the minimal number such that
where B(x, r) is the closed ball of radius r around x.
2.
Here #Y denotes the number of elements in a given set Y .
3. ∃δ > 0 such that
Theorem 2.2. Let f be a function in C m+1 (Ω) with an h-ρ-δ sample set. Then for fixed ρ and δ, there exists a fixed q > 0, independent of h, such that the approximant given by equation (1) is well conditioned for θ with a finite support of size s = qh. In addition, the approximant yields the following error bound:
Remark 2.3. Although both Theorem 2.1 and Theorem 2.2 are stated with respect to an interpolatory approximation (i.e., the weight function satisfies θ(0) = ∞), the proofs articulated in [18] are still valid taking any compactly supported non-interpolatory weight function.
Remark 2.4. Notice that the weight function θ in the definition of the MLS for function approximation is applied on the distances in the domain. In what follows, we will apply θ on the distances between points in R n as we aim at approximating manifolds rather than functions.
In order for us to be able to utilize Theorems 2.1 and 2.2, the distance in the weight function Fig. 1 ). Nevertheless, the proofs of both theorems as presented in [18] are still valid even if we take the new weights. Moreover, the approximation order remains the same even if the weight function is not compactly supported in case the weight function decays exponentially in the fill distance h (e.g., by taking θ(r) := e − r 2 h 2 ). 
In blue and red we can see samples of a curve. The green line serves as the x-axis for the MLS approximation. The blue points contribute to the cost function O(h m+1 ) whereas the red points contribute
). If we define θ(r) := e − r 2 h 2 we get that the red points contribution is o(h k ) for all k. Thus, the red points have a negligible effect over the aprroximation.
The MLS Projection
Following the rationale presented in [19] let S be an n − 1 dimensional submanifold in R n (i.e., a surface), and let {r i } I i=1 be points situated near S (e.g., noisy samples of S). Instead of looking for a smoothing manifold, we wish to approximate the projection of points near S onto a surface approximating S. This approximation is done without any prior knowledge or assumptions regarding S, and it is parametrization free. Given a point r to be projected on S the projection comprises two steps: (a) finding a local approximating n-dimensional hyperplane to serve as the local coordinate system; (b) projection of r using a local MLS approximation of S over the new coordinate system. This procedure is possible since the surface can be viewed locally as a function.
The MLS Projection Procedure
Step 1 -The local approximating hyperplane. Find a hyperplane H = {x| a, x − D = 0, x ∈ R n } , a ∈ R n , a = 1, and a point q on H (i.e., a, q = D), such that the following quantity is minimized over all a ∈ R n , a = 1, a = a(q) :
where ·, · is the standard inner product in R n , and d(r i , H) is the Euclidean distance between r i and the hyperplane H. Furthermore, a(q) must be in the direction of the line that passes between q and r, i.e.: (r − q) || a(q).
Step 2 -The MLS projection P m let {x i } I i=1 be the orthogonal projections of the points {r i } I i=1 onto the coordinate system defined by H, so that r is projected to the origin. Referring to H as a local coordinate system we denote the "heights" of the points
We now wish to find a polynomial p 0 ∈ Π n−1 m minimizing the weighted least-squares error:
The projection of r is then defined as
For an illustration of both Step 1 and Step 2 see Figure 2 . Figure 2 : The MLS projection procedure. First, a local reference domain H for the purple point r is generated. The projection of r onto H defines its origin q (the red point). Then, a local polynomial approximation g to the heights f i of points p i over H is computed. In both cases, the weight for each of the p i is a function of the distance to q (the red point). The projection of r onto g (the blue point) is the result of the MLS projection procedure.
As shown in [19] the procedure described above is indeed a projection procedure (i.e., P m (P m (r)) = P m (r)). Moreover, let S ∈ C m+1 be the approximated surface andS be the projection's result then, based upon the results obtained in [18] and presented above, it was expected thatS ∈ C ∞ and the approximation order is O(h m+1 ), where h is the mesh size (tending to zero). The approximation order had been proven in [2] , however, the C ∞ result was not achieved prior to the current paper. In section 3.3 we present Theorems 3.15 and 3.16 which shows that the approximation is indeed a C ∞ smooth manifold with approximation order of O(h m+1 ) for a more general case.
It is worth mentioning that the hardest part in the algorithm is finding the approximating hyperplane (i.e., Step 1). The case is so since a depends on q, and the weights are calculated according to the points' distance from q which is a parameter to be optimized as well. It is therefore a non-linear problem. For the full implementation details see [2] . Two examples of surface approximation performed with the MLS projection are presented in Figures 3, 4. Figure 3 : An example of the projection as appeared in [19] : Upper part -data points and a plane segment L near it. Lower part -the projection P 2 (L).
MLS Projection For Manifolds (MMLS)
The MLS procedure described in the previous section was designed for the case of unorganized scattered points in R n lying near a manifold M of dimension n − 1. Here we wish to extend the method to the more general case, where the intrinsic dimension of the manifold will be d (for some d < n). After presenting the generalized problem, we propose an implementation and conclude with a theoretical discussion.
MMLS The Projection
Let M be a C m+1 manifold of dimension d lying in R n , and let {r i } I i=1 be points situated near M (e.g., noisy samples of M). We wish to approximate the projection of a point r situated near these samples onto M (we allow the possibility r = r j for some j ∈ {1, ..., I}).
Given a point r near M the projection comprises two steps: a. Find a local d-dimensional affine space H approximating the sampled points (H R d ). We intend to use H as a local coordinate system. b. Define the projection of r using a local polynomial approximation p : H → R n of M over the new coordinate system. Explicitly, we denote by x i the projections of r i onto H and then define the samples of a function f by f (x i ) = r i . Accordingly, the d-dimensional polynomial p is an approximation of the vector valued function f .
Notice, that since M is a differentiable manifold it can be viewed locally as a function from the tangent space to R n . It is therefore plausible to assume that we can find a coordinate system H and refer to the manifold M locally as a function f : H → R n (see Lemma 3.12 for a more formal discussion regarding this matter).
Step 1 -The local Coordinates Find a d-dimensional affine space H, and a point q on H, such that the following constrained problem is minimized:
where d(r i , H) is the Euclidean distance between the point r i and the subspace H.
where if t ∈ H then for some basis {e k } d k=1 of the linear space H − q we can write t as:
For a later use we introduce the notation q = q(r) and H = H(r) for r ∈ U . Note, that the demand r − q ⊥ H implies that q(r) should be the same for all r such that
Assumption 3.3 (Uniqeness domain). We assume that there exists a subset U ⊂ R n such that for any r ∈ U the minimization problem (10) has a unique solution q ∈ U , and a unique affine subspace H, such that the line segment between r and q is in U .
Step 2 -The MLS projection P m . Let {e k } d k=1 be an orthonormal basis of H (taking q as the origin), and let x i be the orthogonal projections of r i onto H (i.e., x i = d k=1 r i , e k e k up to a shift by q). As before, we note that r is projected to the origin q. We then denote
The approximation of f is performed by a weighted least-squares vector valued polynomial function g(
The projection P m (r) is then defined as:
Remark 3.4. Any choice of an orthonormal basis for R n will result with the same weighted least-squares approximation. Remark 3.5. In fact, by taking each coordinate polynomial g k (x) separately we can see that for all 1 ≤ k ≤ n the system of least-squares remain the same just with a different r.h.s. In other words, there is a need to invert (or factorize) the least-squares matrix only once! This fact significantly diminishes the number of flops needed in the implementation.
Implementation
The implementation of Step 2 is straightforward, as this is a standard weighted least-squares problem. As opposed to that, minimizing (10) is not a trivial task. Since the parameter q appears inside the weight function θ, the weights should be recalculated for each given q. In other words, the problem is a non-linear weighted least-squares problem (for which we have no analytic solution). We shall, therefore, propose an iterative procedure designed to approximate the optimal parameters.
Implementation of Step 1 -Finding The Local Coordinates
We start our iterations taking q 0 = r. In order to have a first guess of H we initiate the process by solving geographically weighted PCA around the point r (for more details see (20) in the Appendix). This first approximation is denoted by H 1 and is given by the span of the first d principal components {u 1 k } d k=1 . Thence, we compute:
Upon obtaining q 1 , H 1 we can start the following iterative procedure:
• Assuming we have H j , q j (the j th approximation of H and its respective frame {u j k } d k=1 and origin q j ) we project our data points r i onto H j and denote the projections by x i . Then, we find a linear approximation of the samples
Notice, that this is a standard weighted linear least-squares as q j is fixed!
• Given l j (x) we obtain a temporary origin:
Then, around this temporary origin we build a basisB = {v j+1 k } d k=1 for H j+1 in the following manner: v j+1 k := l j (u j k ) −q j+1 We then use the basisB in order to create an orthonormal basis B = {u j+1 k } d k=1 through a d-dimensional QR decomposition, which costs O(d 3 ) flops. Finally we derive the origin for the (j + 1) th this iteration by:
This way we ensure that r − q j+1 ⊥ H j+1 . Please see Figure 5 for an approximation performed by Step 1 on noisy samples of a helix.
Complexity of the MMLS Projection
Since the implementation of Step 2 is straightforward, its complexity is given easily. The solution of the weighted least-squares for an m th degree one-dimensional polynomial, involves solving m+d d linear equations (since this is the dimension of Π d m ), which is approximately d m equations. Even though we are solving here for an n-dimensional polynomial the least-squares matrix is the same for all of the dimensions. Thus, the complexity of this step is merely O(d 3m ). In addition, we need to compute the distances from the relative origin q * which costs O(n · I), where I is the number of points. This can be reduced, if we have a compactly supported weight function, through utilizing various heuristics. Therefore, the overall complexity of the implementation of Step 2 is O(n ·Ĩ + d 3m ), whereĨ is the number of points in the support of the weight function.
In a similar way, the complexity of each iteration of Step 1 involves O(n ·Ĩ + d 3 ) flops; from our experiments with the algorithm 2-3 iterations are sufficient. However the initial guess of Step 1 involves a PCA which classically costs O(n ·Ĩ 2 ). However, as we assume that the data is of intrinsic dimension d we can use a randomized rank d SVD implementation such as the one detailed in [1] and reduce the complexity of this step to O(n ·Ĩ) +Õ(n · d 2 ), whereÕ neglects logarithmic factors of d.
Corollary 3.6. The overall complexity for the projection of a given point r onto the approximating manifold is O(n ·Ĩ + d 3m ) +Õ(n · d 2 ). Therefore, the approximation is linear in the large dimension n. 
Smoothness and Approximation Order of the Approximation
In this subsection we intend to show that the approximant resulting from the minimization problem presented above, is a C m manifold, which approximates the original manifold up to the order of O(h m+1 ), in case of clean samples. We will start our inquiry by showing that this procedure is indeed a projection as expected. Following this we show that the approximating affine spaces H(r) and their origins q(r) are smooth families with respect to the projected point r. As a result we achieve below Theorems 3.15 and 3.16 which gives us the desired properties. We re-iterate the problem presented in Step 1 and in equation (10): given a point r and scattered data {r i } I i=1 , find an affine subspace H of dimension d and an origin q ∈ R n which minimizes
under the constraint r − q ⊥ H.
We denote henceforth the solution to this minimization problem by q * (r) and H * (r). Proof. Let W be the affine 1-dimensional subspace spanned by r −q. Specifically, we mean that W = Span{r − q} + q. Without loss of generality, we assume q = 0 ∈ R n (otherwise we can always subtract q and the proof remains the same) and therefore H is now a standard linear space around the origin. Accordingly, the constraint mentioned above can now be rewritten as
So now W = Span{r} and we denote the projections of
be an orthonormal basis of R n such that {e k } d k=1 is a basis of H and e d+1 = r r . Using this notation the minimization problem can be articulated as
Looking closer at the inner product on the right hand side we get
where Q is an orthogonal projection of r i onto H. Now since H ⊂ W ⊥ the first element of this summation
is invariant with respect to the choice of H. Thus we can reformulate the minimization problem asĴ
where P is an orthogonal projection from W ⊥ onto H. So in fact we wish to find a projection P * onto a d-dimensional linear subspace that minimizes the following:
From the discussion about the geographically weighted PCA in the Appendix we know that the solution of the original problem is given by taking the span of the first d principal components of the matrix
to be H -see equation (20) . In case q = 0 the matrix R will be:
If we denote the singular value decomposition of R by R = U ΣV T and u i are the columns of the matrix U then H is given explicitly by:
Remark 3.8. Notice that the the rank of the matrix R should be at least d as the dimension of M is d.
As a result, we need to minimize with respect to q J * (r; q) = J(r; q, H (q)),
where H (q) can be computed as in Lemma 3.7. This simplifies the minimization task significantly, from the analytic perspective rather than the practical one, as the computation of SV D is costly when dealing with large dimensions. We now wish to tackle the question whether the approximant defined here is indeed a projection operator. In other words, can we say that we project an n dimensional space onto a d dimensional one? In order for this to be true, we must demand that for a sufficiently small neighborhood, elements from H ⊥ must be projected onto the same point (see Fig 6 for an illustration). This result is articulated and proved in the following Lemma: In order to be able to conduct an in-depth discussion regarding the smoothness of the approximant, and generalize the results quoted in Theorems 2.1 and 2.2, we wish to introduce a definition of a smooth family of affine spaces. In other words, there is a smooth choice of a moving frame with respect to the parameter r. Proof. We know that the original manifold M, which we are aiming to approximate, belongs to the class C m+1 . In other words, there exists a C m+1 choice of a moving frame for the tangent spaces T p M. If we define p(q) to be the projection of q onto M and assume that q − p(q) < (for some small enough ) we get that T p(q) M changes smoothly with respect to q (in terms of Definition 2). Now since {r i } are noisy samples of M, with very high probability (i.e., 1) they can be locally referred to as a function f : T p(q) M → R n . Therefore, the minimization problem can be formulated locally as a standard least-squares. Explicitly H (q) coincides with the following linear approximation:
where, x i are the projections of r i onto T p(q) M and f (x i ) = r i . We now wish to extend the smoothness property achieved in Theorem 2.1. The proof of this theorem, as it was presented in [18] , relies on the fact that the solution can be presented as a multiplication of smooth matrices with respect to the variable. I our case the C m+1 change of T p(q) M with respect to the parameter q implies a C m+1 change of the {x i } I i=1 and of the function f , and therefore, a C m+1 smooth change of those matrices. Accordingly, we obtain that l (q), and thus H (q) as well, belongs to the class C m+1 in the sense of the above mentioned definition.
Theorem 3.11. Let θ(x) ∈ C m+1 be a finitely supported function, H be a d-dimensional affine space around an origin q and let q * (r) and H * (r) be the minimizers of
where d(r i , H) denotes the Euclidean distance between the point r i to the affine space H. Then if the matrix ∂ 2 J * ∂q i ∂q j ij ∈ M n×n is invertible (where J * (r; q) is the function described in equation (14)) we get:
1. q * (r) is a smooth (C m ) function with respect to r.
2. The affine space H * (r) changes smoothly (C m ) with respect to the parameter r.
Proof. First we wish to express the minimization problem under the given constraint using the Lagrange multipliers:
where {e k (H)} is an orthonormal basis of H. Since we know from Lemma 3.7 that q * is as well the minimizer of J * (r; q), which is a function of r and q alone, we can write down:
where H (q) is the affine space defined in Lemma 3.7. Specifically, we know that r − q ⊥ H (q), therefore, q * is the minimizer of:
In addition, we know that H (q) changes smoothly (C m+1 ) with respect to q as a result of Lemma 3.10. Therefore, there exists a C m+1 change of bases denoted by {e k (q)} d k=1 ⊂ H (q). Accordingly, we get that d(r i , H (q)) ∈ C m+1 , and thus J * (r; q) ∈ C m+1 with respect to r and q. Let us now denote:
where q i is the i th coordinate of the vector q ∈ R n . Stated explicitly ∇ q J * is a C m function of 2n variables:
Since q * minimizes J * (r, q) for a given r we get:
Moreover, we know that the matrix
is invertible, thus we can apply the Implicit Function Theorem and pronounce q * as a smooth function of r, i.e. q * (r) ∈ C m . Moreover, using Lemma 3.10 it follows that H * (r) = H (q * (r)) ∈ C m as well.
After establishing the fact that the coordinate system varies smoothly, we turn to the final phase of this discussion, which is the smoothness and approximation order arguments regarding the approximant, resulting from the two-folded minimization problem presented in equations (10)-(11). Initially we wish to approve the fact that the local coordinate system (found by the solution to the minimization problem) is a valid domain for the polynomial approximation performed in Step 2. Ideally, we would have liked to obtain the tangent space of the original manifold, as our local coordinate system. In Lemma 3.12 we show that our choice of coordinate system approximates the tangent space and therefore can be considered to be a feasible choice for a local domain. Subsequently, we utilize the results articulated in the preliminaries section (i.e., theorems 2.1 and 2.2) to show that we project the points onto a C m manifold, and that given clean samples of M, these projections are O(h m+1 ) away from the original manifold M. Lemma 3.12. Let θ(x) ∈ C ∞ be finitely supported, {r i } I i=1 ⊂ M be clean data points and r ∈ U a nearby point. Furthermore, we denote the linear approximation H * (r), q * (r) resulting from the constrained minimization problem of equation (10) and assume that there existsq ∈ M ∩ U such that r −q ⊥ TqM (i.e., r −q is perpendicular to the tangent plane atq). Then H * approximates the data in the following sense:
where {e k } d k=1 is an orthonormal basis of H * ; {e k } n k=d+1 is an orthonormal basis of H ⊥ (taking q as the origin); and h is the mesh size as defined in equation (2).
Proof. Let us rewrite equations (10) using the Lagrange multipliers
We denote the solution of this minimization problem as q * , H * . Thus the cost function from equation (17) is evaluated as
Assuming we have a tangent space TqM at some pointq ∈ M such that r −q ⊥ TqM then J(r;q, TqM) =
Since TqM is a the tangent linear approximation of the manifold M, we know that:
where N (q, h) is some small neighborhood ofq. Now since θ is of finite support we achieve J(r;q, TqM) = O(h 4 ).
From the fact that H * , q * are the minimizers of equation (17) we get J(r; q * , H * ) ≤ J(r;q, TqM).
Thus,
and since θ is of finite support we achieve the approximation order of:
be noisy samples of a d-dimensional C m +1 manifold M, and let the data points be distributed such that the minimization problem is well conditioned locally. Let r be a point close enough to the manifold M, and let M ⊂ U , where U is the uniqueness domain of Assumption 3.3. Then the MMLS procedure of degree m described in equations (10) -(11) projects r onto a d-dimensional manifold S. Furthermore, S is a C m smooth manifold.
where P m (x) is the projection described in equation (12), and q * (x) is the function defined in Theorem 3.11. We now wish to show that S, with its relative topology, is indeed a ddimensional C m manifold. The rationale of the proof would be to create a C m smooth atlas of charts. Explicitly, we will show that each open neighborhood in S can be mapped by an embedding from an open neighborhood in R d (i.e., a chart). Then, we will show that the transition between these charts is a C m diffeomorphism, which will give us the desired smoothness property. Finally, we show that r is projected onto S as well. The manifold Q, which is C m smooth as well, will be instrumental in this proof. Let there be s ∈ S and a neighborhood U s ⊂ S. By the definition of S, there exists x ∈ M such that s = P m (x) (we denote this choice of x by x(s)). Then, U s can be mapped from V x ⊂ M (a neighborhood of x) taking its projections P m : V x → U s . Since M is a d-dimensional manifold there exists a C m +1 smooth atlas of M
Utilizing A M , we can construct an atlas of S in the following manner
Note that ξ ∈ C m +1 because of the smoothness degree of M. Furthermore, From the definition of the MMLS approximation and the proof of Theorem 2.1 in [18] we can deduce that P m can be viewed locally as a C m function as well. Accordingly, we limit ourselves to small enough neighborhoods U s such that P m ∈ C m and as a composition of two smooth functions we get that the charts φ s : W x → U s are C m smooth immersions. So we know that A S is an atlas of C m charts. The remaining piece of this puzzle is showing that the transition between to charts is C m as well. This will show that our approximation S ∈ C m Let there be (W s 1 , φ s 1 ) and (W s 1 , φ s 1 ) two charts such that
Then the transition function is defined as:
From Theorem 3.11 we know that q * (w) for w ∈ W s i (i = 1, 2) is a C m function. Moreover, from the proof of that theorem, if we add the condition on the samples that ∂ 2 J * ∂r i ∂r j ij ∈ M n×n is invertible we get that there is a small enough neighborhood such that this function is invertible and its inverse is as well C m . Therefore, we can limit our discussion to small enough neighborhoods such that there exists
As a result we can now write:
And this transition function is C m as a composition of C m functions. Finally, we now wish to show that r is indeed projected onto S and conclude the proof. For this we will use the other manifold Q. We first note that by a similar argumentation we can deduce that Q ∈ C m and is as well a d-dimensional submanifold. For each q ∈ Q we have the affine space H (q), as described in Lemma 3.7, and we denote its normal space as H ⊥ (q). Then, according to Lemma 3.9 there exists a neighborhood N (q) ∈ H ⊥ (q) such that
Therefore, if we take the following open neighborhood of Q
we get that ∀r ∈ N , P m (r) ∈ S.
As ∀x ∈ M , x ∈ N (q(x)) it follows that M is in the interior of N . Furthermore, r is close to M, so r ∈ N as well, and by that we get:
The demand that M is in the uniqueness domain U is in fact a condition about the scale of the noise. If the noise proportion is not too large this assumption is met.
Thus far we have achieved that our approximation is a C m smooth d-dimensional manifold. However, in order to achieve this we used only the point cloud. The utilization of M in the proof was instrumental. Therefore we would expect our approximation to be as smooth as the weight function, in a similar way to the MLS for function approximation presented in Theorem 2.1.
be noisy samples of a d-dimensional C m +1 manifold M, and let the data points be distributed such that the minimization problem is well conditioned locally. Let r be a point close enough to the manifold M. Then the MMLS procedure of degree m described in equations (10) -(11) projects r onto a d-dimensional manifold S. Furthermore, S is a C ∞ smooth manifold.
Proof. Since M is a C m +1 d-dimensional submanifold of R n it can be viewed locally as a function from its tangent plane to R n . However, this function can be approximated locally by a C ∞ up to an in the · ∞ . Therefore, the samples {r i } I i=1 can be viewed as noisy samples of a C ∞ manifold. By applying Theorem 3.13 we achieve the desired result. Theorem 3.16. Let {r i } I i=1 be an h-ρ-δ set sampled from a C m+1 d-dimensional submanifold M. Then for fixed ρ and δ, there exists a fixed q > 0, independent of h, such that the MMLS approximation is well conditioned for θ with a finite support of size s = qh. In addition, the approximation yields the following error bound locally: • Calculate the minimal σ such that the least-squares matrix is well conditioned (in fact we chose 10 times more points than needed).
3. Take the maximal σ from the 100 experiments.
1-dimensional Helix Experiment
In this experiment we have sampled 400 equally distributed points on the helix (sin(t), cos(t), t) for t ∈ [−π, π] ( Fig. 7A ) with uniformly distributed (between −0.2 and 0.2) additive noise (Fig. 7B) . In all of the calculations we have used the Mahalanobis norm, which is of the type √ x T Ax, instead of the standard Euclidean. Assigning d = 1 (i.e., the manifold's dimension), we projected each of the noisy points and the approximation can be seen in Fig. 7C . The comparison between the approximation and the original as presented in Fig. 7D speaks for itself.
Ellipses Experiment
Here we sampled 144 images of ellipses of size 100 × 100. The ellipses were centered and we did not use any rotations. Thus, we have 144 samples of a 2-dimensional submanifold embedded in R 10000 . We have added Gaussian noise N (0, 0.05) to each pixel in the original images (e.g., see Fig. 8 ). One of the phenomena apparent n-dimensional data is that if we have a very small random noise (i.e., bounded by ) entered at each dimension, the noise level at the norm level is augmented approximately by a factor of √ n. In our case the noise bound is of size 100×0.05 = 5, whereas the typical distance between neighboring images is approximately 2.5 − 3. Therefore, if we use the standard Euclidean norm the localization is hampered. In order to overcome this obstacle we have used a 100 dimensional distance. Explicitly, we have performed a preprocessing randomized SVD and reduced the dimensionality to 50 times the intrinsic dimension. The reduced vectors were used just for the purposes of distances computation in the projection procedure process. Several examples of projections can be seen in Fig. 9 . An example of the 2 dimensional mapping of the 144 samples projected onto H is presented in 10. 
Appendix A -Geographically Weighted PCA
We wish to present here the concept of geographically weighted PCA borrowed from [10] , as this concept plays an important role in the some of the Lemmas proven in section 3.3 and even in the algorithm itself.
Given a set of n vectors x 1 , ..., x I in R n , we look for a Rank(d) projection P ∈ R n×n that minimizes:
If we denote by A the matrix whose i'th column is x i then this is equivalent to minimizing:
as the best possible Rank(d) approximation to the matrix A is the SVD Rank(d) truncation denoted by A d , we have:
And this projection yields:
which is the orthogonal projection of x onto span{u i } d i=1 . Here u i represents the i th column of the matrix U .
Remark 4.1. The projection P is identically the projection induced by the PCA algorithm.
The Weighted Projection:
In this case, given a set of n vectors x 1 , ..., x I in R n , we look for a Rank(d) projection P ∈ R n×n that minimizes: Figure 10 : Mapping the ellipses 2-dimensional manifold onto the coordinate system H. In the right upper corner we see the object we wish to project (i.e., r). Marked in × is the local origin q and some nearby objects from the sampled data alongside their relative weights
So if we define the matrixÃ such that the i'th column ofÃ is the vector y i = √ w i x i then we get the projection:
whereŨ d is the matrix containing the first d principal components of the matrixÃ.
