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Absztrakt. Cikku¨nkben u´j algoritmusokat mutatunk be szeme´lyek ja´ra´s
alapu´ biometrikus azonos´ıta´sa´ra e´s ku¨lo¨nbo¨zo˝ cselekve´sek felismere´se´re
forgo´ to¨bbszenzoros LiDAR rendszerek me´re´seit felhaszna´lva. Elja´ra´sunk
ke´pes a videofelu¨gyeleti alkalmaza´sokhoz illeszkedo˝ valo´szeru˝ jelenetekbo˝l
kinyerni a felismere´se´hez szu¨kse´ges jellemzo˝ket, felte´telezve, hogy to¨bb
szeme´ly egyideju˝leg mozog a helysz´ınen egyma´st gyakran keresztezo˝ u´t-
pa´lya´kat ko¨vetve, e´s ko¨lcso¨no¨s kitakara´sok valamint zajke´nt jelentkezo˝
ha´tte´rmozga´sok is hata´ssal vannak a megfigyele´sre. Mivel a szakirodalom-
ban ele´rheto˝ nyilva´nos tesz-adathalmazok nem alkalmasak a mo´dszeru¨nk
kie´rte´kele´se´re, le´trehoztunk e´s publika´ltunk egy u´j LiDAR alapu´ ja´ra´s e´s
cselekve´s adatba´zist, ami 30 percnyi ke´zzel kie´rte´kelt LiDAR-os me´re´sso-
rozatot tartalmaz o¨sszesen 28 ku¨lo¨nbo¨zo˝ tesztszeme´ly szerepeltete´se´vel.
Eredme´nyeink bizony´ıtja´k, hogy mo´dszeru¨nk ke´pes elve´gezni a megfi-
gyelt teru¨letet ido˝legesen elhagyo´, majd ke´so˝bb visszate´ro˝ szeme´lyek
u´jrafelismere´se´t, valamint o¨t jellegzetes cselekve´s (lehajola´s, karo´ra´ra
ne´ze´s, telefona´la´s valamint egy- e´s ke´tkezes integete´s) hate´kony meg-
ku¨lo¨nbo¨ztete´se´t.
1. Bevezeto˝
1Az automatiza´lt videofelu¨gyeleti alkalmaza´sok fontos szerepet ja´tszanak nap-
jainkban a ko¨zbiztonsa´g megteremte´se´ben. Felhaszna´la´suk sze´les ska´la´n mo-
zog egyszeru˝ behatola´selleno˝rze´st ve´gzo˝ rendszerekto˝l kezdve a terrorizmus el-
leni harc komplex feladatainak megvalo´s´ıta´sa´ig. A megfigyele´si folyamat sora´n
az egyik ko¨zponti feladat a szeme´lyazonossa´g mega´llap´ıta´sa. Sza´mos elterjedt
biometrikus jellemzo˝, pe´lda´ul ujjlenyomat vagy ı´risz-ko´d vizsga´lata nem jo¨het
szo´ba ezekben az esetekben, mivel elemze´su¨k csak a megfigyelt szeme´ly hozza´ja´-
rula´sa´val, a me´ro˝eszko¨zzel valo´ fizikai kontaktus u´tja´n to¨rte´nhet. Ba´r az arcfelis-
mere´shez ma´r nem felte´tlenu¨l szu¨kse´ges a ce´lszeme´ly ko¨zremu˝ko¨de´se, a legto¨bb
esetben csak ko¨zelro˝l lehetse´ges elegendo˝en jo´ mino˝se´gu˝ arcfelve´teleket ke´sz´ıteni,
valamint proble´ma´kat jelentenek az elo˝fordulo´ takara´sok, elmoso´da´sok, e´s a rossz
szo¨gbo˝l ke´sz´ıtett foto´k. A fenti jellemzo˝kkel szemben a ja´ra´s vizsga´lata hate´kony
1 Ezzel a cikkel Ga´lai Bence pa´lya´zik a Kuba Attila d´ıjra. A cikkben ko¨zo¨lt eredme´nyek
eredetileg angol nyelven, az IEEE Transactions on Circuits and Systems for Video
Technology folyo´iratban jelentek meg [1].
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alternat´ıva´t nyu´jthat, hiszen a ja´ra´s alapu´ felismere´shez elegendo˝ ta´volro´l megfi-
gyelni a szeme´lyeket, ı´gy valo´s eseme´nyeket monitorozo´ ku¨lte´ri megfigyelo˝ rend-
szerekben is leheto˝se´g ny´ılik az alkalmaza´sa´ra. A ja´ra´s, mint biometrikus jellemzo˝
felhaszna´lhato´sa´ga´t biztonsa´gtechnikai rendszerekben ma´r e´vtizedek o´ta vizsga´l-
ja´k [2]. A szakirodalomban sza´mos hate´kony vizua´lis u´ton megfigyelheto˝ ja´ra´s-
jellemzo˝t ismertetnek [3–5], amelyek seg´ıtse´ge´vel ku¨lo¨nbo¨zo˝ nyilva´nos teszthal-
mazokon sikeresnek bizonyult az azonos szeme´lyekhez tartozo´ ja´ra´sminta´k au-
tomatikus o¨sszerendele´se. A gyakorlati felhaszna´la´s lehetse´ges forgato´ko¨nyve az
u´gynevezett gyenge biometrika, ahol az egye´ni jellemzo˝ket nem pro´ba´lja´k meg
pe´lda´ul nagy ko¨ro¨ze´si adatba´zisokbo´l to¨rte´no˝ szeme´lyazonos´ıta´sra felhaszna´lni,
csupa´n azt va´rja´k el, hogy a helysz´ınen jelenle´vo˝ korla´tozott sza´mu´ ember u´jra-
felismere´se´t tegye´k leheto˝ve´, ha ta´voza´s uta´n ro¨vid ido˝n belu¨l visszate´rnek a
kamera´k a´ltal megfigyelt teru¨letre, vagy egy ma´sik kamera teru¨lete´re se´ta´lnak
a´t. Ezek a feladatok kritikus eleme´t ke´pezik a hosszu´ta´vu´ cselekve´selemze´snek,
valamint no¨velik a ro¨vidta´vu´ alakzatko¨vete´s megb´ızhato´sa´ga´t is [6].
A ja´ra´svizsga´lat szakirodalmi mo´dszereinek to¨bbse´ge hagyoma´nyos optikai
kamera´k felve´telein ve´gzi a felismere´st. Az egykamera´s rendszerek ha´tra´nya,
hogy korla´tos a la´to´teru¨k, valamint a kinyert jellemzo˝k ero˝sen fu¨ggenek a ne´zeti
ira´nyto´l. Ezekben az esetekben tipikusan szu¨kse´ges minden szeme´ly esete´n ku¨-
lo¨nbo¨zo˝ halada´si ira´nyu´ tan´ıto´-felve´telek ke´sz´ıte´se, ami nem realiszikus elva´ra´s
egy videofelu¨gyeleti ko¨rnyezetben. A to¨bbkamera´s rendszerek elo˝nye, hogy nagy
teru¨letet ke´pesek bela´tni, valamint a´tfedo˝ kamerane´zetek esete´n sza´rmaztatott
(sztereo) 3D informa´cio´kon keresztu¨l ne´zetfu¨ggetlen jellemzo˝k szintetiza´la´sa´ra is
alkalmasak. Ha´tra´nyuk azonban, hogy a kamera´kat gyakran elo˝zetesen kalibra´lni
kell, e´s a kalibra´cio´t kis elmozdula´sok esete´n u´jbo´l meg kell isme´telni, ı´gy a
kitelep´ıte´su¨k e´s mu˝ko¨dtete´su¨k dra´ga e´s bonyolult folyamat. Optikai kamera´kna´l
szinte´n proble´ma´t okoznak a va´ltozo´ fe´nyviszonyok, melyek a me´re´sek mino˝se´ge´re
e´s a ke´pfelismero˝ algoritmusokra is ko¨zvetlen hata´ssal vannak. Erre a proble´ma´ra
egy lehetse´ges alternat´ıv megolda´st k´ına´lnak az akt´ıv fe´nnyel mu˝ko¨do˝ time-of-
flight (ToF) kamera´k e´s ku¨lo¨nbo¨zo˝ me´lyse´gszenzorok (Microsoft Kinect), ezek
azonban fizikai korla´taik miatt egyelo˝re szinte kiza´ro´lag viszonylag kis (ne´ha´ny
me´ter a´tme´ro˝ju˝) teru¨letet megfigyelo˝ belte´ri alkalmaza´sokban haszna´lhato´k fel.
Ha´tra´nyuk azonban, hogy a kamera´kat gyakran elo˝zetesen kalibra´lni kell, e´s a
kalibra´cio´t kis elmozdula´sok esete´n u´jbo´l meg kell isme´telni, ı´gy a kitelep´ıte´su¨k
e´s mu˝ko¨dtete´su¨k dra´ga e´s bonyolult folyamat. Optikai kamera´kna´l szinte´n prob-
le´ma´t okoznak a va´ltozo´ fe´nyviszonyok, melyek a me´re´sek mino˝se´ge´re e´s a ke´p-
felismero˝ algoritmusokra is ko¨zvetlen hata´ssal vannak. Erre a proble´ma´ra egy
lehetse´ges alternat´ıv megolda´st k´ına´lnak az akt´ıv fe´nnyel mu˝ko¨do˝ time-of-flight
(ToF) kamera´k e´s ku¨lo¨nbo¨zo˝ me´lyse´gszenzorok (Microsoft Kinect), ezek azon-
ban fizikai korla´taik miatt egyelo˝re szinte kiza´ro´lag viszonylag kis (ne´ha´ny me´ter
a´tme´ro˝ju˝) teru¨letet megfigyelo˝ belte´ri alkalmaza´sokban haszna´lhato´k fel.
Nagyobb dinamikus helysz´ınek megfigyele´se´hez leheto˝se´get nyu´jtanak a ko¨-
zelmu´ltban elterjedt forgo´ to¨bbszenzoros LiDAR (FT-LiDAR, Light Detection
and Ranging) le´zerszkennerek. FT-LiDAR fo˝ elo˝nye, hogy ke´pes nagy pontossa´gu´
2.5D me´re´ssorozatokat ro¨gz´ıteni ku¨lte´ri helysz´ıneken fu¨ggetlenu¨l a ku¨lso˝ meg-
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vila´g´ıta´si ko¨ru¨lme´nyekto˝l, ugyanakkor a me´rt adatok te´rbeli su˝ru˝se´ge ritka e´s
egyenetlen, az ido˝beli felbonta´s pedig szinte´n alacsonyabb az optikai e´s ToF
szenzorokna´l ele´rheto˝ e´rte´kekne´l. Az FT-LiDAR-ok felhaszna´la´sa biometrikus
azonos´ıta´sra ı´gy nem nyilva´nvalo´ feladat, amely tudoma´sunk szerint az itt is-
mertetett munka´nk [1, 7] elo˝tt nem rendelkezett szakirodalmi referencia´kkal.
A videofelu¨gyeleti rendszerek fontos feladata a szeme´lyazonossa´g meghata´ro-
za´sa´n tu´l bizonyos cselekve´sek automatikus jelze´se. A szakirodalomban sza´mos
ku¨lo¨nbo¨zo˝ mo´dszert aja´nlottak meghata´rozott cselekve´sek felismere´se´re, a´m ezek
gyakran csak egy adott specifikus feladat ku¨lo¨nbo¨zo˝ eseme´nyeinek azonos´ıta´sa´t
oldja´k meg, pe´lda´ul a [8] Kinect alapu´ elja´ra´sban egy ta´ncja´te´k egyes le´pe´seit
va´lasztja´k el egyma´sto´l. Me´lyse´gszenzorok haszna´lata felmeru¨l tova´bbi alkal-
maza´sokban is (pe´lda´ul MoCap, vagy MSR-Action3D [9]), azonban a szenzor
korla´tai ku¨lte´ri mu˝ko¨de´s sora´n ezekben az esetekben is jelentkeznek.
A mo´dszerek kie´rte´kele´se´ne´l fontos te´nyezo˝ a teszthalmaz megva´laszta´sa. A
kora´bbi ja´ra´sfelismere´st ve´gzo˝ mo´dszereket a´ltala´ban egyszeru˝ tesztko¨rnyezetben
ke´sz´ıtett adathalmazokon valida´lta´k: pe´lda´ul a MoBo [10] adatba´zis tesztalanyai
jo´l megvila´g´ıtott szoba´ban egy futo´ge´pen se´ta´ltak, mı´g a mozga´st to¨bb nagy
felbonta´su´ kamera ro¨gz´ıtette pa´rhuzamosan. Ilyen idea´lis me´re´si ko¨ru¨lme´nyekre
nem sza´mı´thatunk a valo´s e´letben, ami ke´rde´seket vet fel az eredme´nyek alkal-
mazhato´sa´ga´val kapcsolatban valo´di rendszerekben. Munka´nk sora´n eze´rt hang-
su´lyt fektettu¨nk a realisztikus tesztko¨rnyezetet biztos´ıta´sa´ra: ku¨lo¨nbo¨zo˝ jele-
neteket ro¨gz´ıtettu¨nk egy Velodyne HDL-64E FT-LiDAR szenzorral, melyek-
ben egyszerre 3-8 szeme´ly se´ta´lt szabadon egy udvaron, akik gyakran takarta´k
egyma´st a LiDAR szemszo¨ge´bo˝l. A me´re´seinken ve´gzett felismere´si eredme´nyek
kie´rte´kele´se´re le´trehoztunk e´s publika´ltunk egy u´j LiDAR alapu´ ja´ra´s- e´s cse-
lekve´sminta adatba´zist (SZTAKI Gait-and-Activity, SZTAKI-LGA)2.
A cikk tova´bbi re´sze´nek tartalmi kivonata a ko¨vetkezo˝: a 2. fejezet a ja´ra´s- e´s
cselekve´sfelismere´s szakirodalma´ban fellelheto˝ eddigi eredme´nyekro˝l ad a´ttekin-
te´st. A 3. fejezetben a LiDAR alapu´ ja´ra´sfelismero˝ mo´dszeru¨nket ismertetju¨k e´s
e´rte´kelju¨k ki, o¨sszehasonl´ıtva az u´j elja´ra´st kora´bbi szakirodalmi mo´dszerekkel.
A cselekve´sfelismere´st megvalo´s´ıto´ elja´ra´sunkro´l a 4. fejezetben adunk re´szletes
le´ıra´st. Ve´gu¨l az 5. fejezetben o¨sszefoglaljuk munka´nk eredme´nye´t.
2. Szakirodalmi elo˝zme´nyek
A szakirodalomban ko¨zo¨lt ja´ra´s- e´s cselekve´sfelismero˝ elja´ra´sok to¨bbnyire a mo-
dell alapu´ vagy a megjelene´s alapu´ megko¨zel´ıte´st ko¨vetik. A modell alapu´ mo´d-
szerek csontva´zakat, vagy egye´b egyszeru˝s´ıtett geometriai modelleket illesztenek
az emberekre, majd a modellek konfigura´cio´s parame´tereit felhaszna´lva ve´gzik
el a felismere´si feladatot. Ilyen parame´terek lehetnek pe´lda´ul az egyes testre´szek
(fej, la´bak, stb.) me´retei, vagy a ve´gtagok a´ltal beza´rt szo¨gek va´ltoza´sa´nak
dinamika´ja. Ezeknek a mo´dszereknek azonban re´szletgazdag e´s jo´ mino˝se´gu˝
bemeneti adatokra (ke´pekre vagy pontfelho˝kre) van szu¨kse´gu¨nk, melyekbo˝l a
2 Az adatba´zisunk ele´rheto˝se´ge: http://web.eee.sztaki.hu/i4d/SZTAKI-LGA-DB.
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k´ıva´nt parame´terek biztonsa´ggal kinyerheto˝ek [11]. A fentiekkel ellente´tben a
megjelene´s alapu´ mo´dszerek nem az egyes testre´szeket, hanem a teljes testro˝l
sza´rmazo´ me´re´st haszna´lja´k, mint jellemzo˝t, e´s abbo´l nyernek ki tipikusan sze-
mantikai tartalommal nem rendelkezo˝, de az automatikus oszta´lyoza´shoz fel-
haszna´lhato´ le´ıro´kat. Mivel esetu¨nkben a FT-LiDAR me´re´sek ritka pontfelho˝ket
szolga´ltatnak, melyeken a takara´sok ko¨vetkezte´ben aka´r teljes testre´szek (pl. fej
vagy kar) is hia´nyozhatnak, a modell alapu´ le´ıro´k haszna´lata bizonytalan. A meg-
jelene´s alapu´ elja´ra´sok ko¨zu¨l gyakori kiindula´si adat a szeme´lyek sziluettke´pe,
eze´rt a ko¨vetkezo˝kben bemutatunk ne´ha´ny kapcsolo´do´ mo´dszert.
(a) Sziluett lenyomat (b) DGHEI jell. (c) CGCI jellemzo˝ te´rke´p
1. a´bra: A sziluett lenyomat [5] mo´dszer jellemzo˝ ke´pei (a), valamint a DGHEI [4] (b)
e´s CGCI [12] (c) mo´dszerek le´ıro´i LiDAR adatokon.
2.1. A sziluett lenyomat mo´dszer
Az eredetileg optikai ke´peken definia´lt sziluett lenyomat mo´dszer [5] alapja az az
e´szreve´tel, hogy a sziluett sze´lesse´ge´nek va´ltoza´sa elte´ro˝ magassa´gokban elte´ro˝
dinamika´t mutat. A mo´dszer mu˝ko¨de´se ko¨zben minden mintave´teli ciklus sora´n
elta´roljuk az a´rnyke´p sze´lesse´ge´t ku¨lo¨nbo¨zo˝ magassa´gokban. Az ido˝beli ko¨vete´st
kihaszna´lva a ja´ra´s lenyomata egy vektorfolyam lesz, amely szemle´letesen a´bra´-
zolhato´ grafikusan is (1(a). a´bra). A lenyomatok o¨sszehasonl´ıta´sa´t a dinamikus
ido˝vetemı´te´s (Dynamic Time Warping, DTW) algoritmussal ve´gzi a mo´dszer,
majd a do¨nte´s a vetemı´tett minta- e´s tesztjelek o¨sszevete´se alapja´n to¨rte´nik.
2.2. Me´lyse´g-gradiens hisztogram energiake´p
Ame´lyse´g-gradiens hisztogram energiake´pe´n alapulo´ (Depth Gradient Histogram
Energy Image, DGHEI) mo´dszert a Kinect szenzor me´lyse´gke´peire fejlesztette´k
ki [4]. Az egyes ke´pkocka´kon me´lyse´gi gradiensek kinyere´se to¨rte´nik, ezekbo˝l
loka´lis hisztogramokat sza´molnak, melyeket egy-egy teljes ja´ra´scikluson belu¨l
a´tlagolnak (1(b). a´bra). Az energiake´peken ezuta´n dimenzio´cso¨kkente´st hajtanak
ve´gre fo˝komponens anal´ızissel (Principal Component Analysis, PCA), a do¨nte´st
pedig egy hagyoma´nyos legko¨zelebbi szomsze´d (nearest neighbor) oszta´lyozo´ ve´gzi.
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(a) Mada´rta´vlati ne´zet (b) Felu¨lne´zet
2. a´bra: Sziluett vet´ıte´s: (a) egy megfigyelt szeme´ly e´s a vet´ıte´si s´ıkja mada´rta´vlati
ne´zetbo˝l (b) vet´ıte´si s´ık felu¨lne´zetbo˝l, a simı´tot trajekto´ria´ra e´rinto˝legesen.
2.3. Sz´ınezett ja´ra´s-go¨rbu¨leti ke´p
A sz´ınezett ja´ra´s-go¨rbu¨leti ke´p mo´dszere´t (Color Gait Curvature Image, CGCI) a
DGHEI-hez hasonlo´an Kinect szenzorokhoz vezette´k be [12]. Az elja´ra´s Gaussi el-
mosa´st, a´tlagolt go¨rbu¨leti e´s pontfelho˝su˝ru˝se´ggel kapcsolatos jellemzo˝ket nyer ki,
amibo˝l egy ha´romcsatorna´s CGCI nevu˝ ke´pet sza´rmaztat. A dimenzio´cso¨kkente´st
2D koszinusz transzforma´cio´ e´s 2D-PCA alkalmaza´sa´val ve´gzik el az egyes csa-
torna´kon ku¨lo¨n-ku¨lo¨n, ve´gu¨l a jellemzo˝vektorok ku¨lo¨nbse´ge´t ke´pezik az egyes
komponenseket elte´ro˝en su´lyozva. A CGCI ke´p ha´rom csatorna´ja´t az 1(c). a´bra
szemle´lteti.
2.4. Ve´letlen foglaltsa´gi minta´k
A ve´letlen foglaltsa´gi minta (Random Occupancy Pattern, ROP) jellemzo˝t cse-
lekve´sek pontfelho˝ko¨n to¨rte´no˝ oszta´lyoza´sa´ra vezette´k be [13]. A mo´dszer a
pontfelho˝sorozatbo´l egy bina´ris ne´gydimenzio´s reprezenta´cio´t ke´sz´ıt, melyben
az egyes te´rra´cs-elemek 1 e´rte´ket vesznek fel, amennyiben az adott voxelen belu¨l
tala´lhato´ legala´bb egy alakzatpont, 0 e´rte´ket ellenkezo˝ esetben. A cselekve´sek
felismere´se´t egy szupport vektor ge´p (SVM) ve´gzi, melynek tan´ıto´ adatai a 4D-s
to¨mb ku¨lo¨nbo¨zo˝ poz´ıcio´in ku¨lo¨nbo¨zo˝ voxelme´rettel kinyert foglaltsa´gi jellemzo˝k.
2.5. 3D mozga´sfolyam
A Kinect szenzor a´ltal kinyert sz´ınezett pontfelho˝bo˝l leheto˝se´g ny´ılik ha´rom-
dimenzio´s mozga´sfolyam sza´mı´ta´sa´ra, amit [14] mo´dszere egy 64 voxeles 3D
ra´cson belu¨l e´rte´kel ki. Az elja´ra´s az egyes voxeleken belu¨l o¨sszegzi minden
pont elmozdula´sa´t, e´s norma´lja azokat. 30 ido˝egyse´gen keresztu¨l kinyerve az
elmozdula´sokat ke´sz´ıt egy jellemzo˝vektort, melyen a cselekve´sek felismere´se´t a
legko¨zelebbi szomsze´dok mo´dszerrel ve´gzi.
3. Ja´ra´sfelismere´s a LiDAR me´re´ssorozatokon
Ebben a fejezetben bemutatjuk az a´ltalunk javasolt ja´ra´sfelismero˝ mo´dszert,
melynek kiindula´si alapja az eredetileg optikai ke´pekre definia´lt ja´ra´s energiake´p
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(Gait Energy Image, GEI). Az egyes ja´ro´kelo˝kho¨z tartozo´ pontfelho˝re´szletek
kinyere´se´re a [6]-ban bemutatott to¨bbce´lpontos ko¨veto˝ elja´ra´st haszna´ltuk. A
pontfelho˝re´szleteket a trajekto´ria aktua´lis e´rinto˝je a´ltal meghata´rozott fu¨ggo˝leges
s´ıkra vet´ıtettu¨k (2. a´bra), majd morfolo´giai mu˝veletekkel o¨sszefu¨ggo˝ sziluetteket
hoztunk le´tre. I´gy ele´rtu¨k, hogy a tova´bbi le´pe´sekben to¨bbnyire a ja´ra´sfelisme-
re´shez elo˝nyo¨s oldalne´zeti sziluettke´pekkel tudunk dolgozni [3, 5].
(a) Tesztalanyok a LiDAR felve´telen
(b) Vet´ıtett sziluettek (c) Genera´lt LGEI-k
3. a´bra: Pillanatfelve´tel az egyik to¨bbszereplo˝s tesztjelentbo˝l. (a) Ko¨vete´s eredme´nye,
(b) szereplo˝k levet´ıtett sziluettjei, (c) az egyes szereplo˝kho¨z tartozo´ aktua´lis LGEI-k.
3.1. A LiDAR alapu´ ja´ra´s energiake´p mo´dszere
A Han e´s Bhanu a´ltal bevezetett ja´ra´s energiake´p [3] a ja´ra´sciklusokon belu¨l
a´tlagolt sziluettekbo˝l sza´mı´tott ke´pi jellemzo˝. Dimenzio´ja´t a szerzo˝k fo˝komponens
anal´ızissel (PCA), majd pedig to¨bbszo¨ro¨s diszkrimina´ns anal´ızissel (multiple dis-
criminant analysis, MDA) cso¨kkentette´k, kompakt jellemzo˝vektorokhoz jutva,
amelyeknek a tan´ıto´ e´s teszt minta´k ko¨zo¨tt sza´molt abszolu´t ta´volsa´ga´t haszna´l-
ta´k az oszta´lyoza´shoz. A szerzo˝k a valo´s minta´kon k´ıvu¨l bevezettek u´gynevezett
szintetikus sablonokat, amelyekkel no¨velte´k a tan´ıto´ mintahalmazt. A felismere´st
ku¨lo¨n-ku¨lo¨n ve´gezte´k a valo´s e´s szintetikus ke´peken, majd ezek eredme´nyeit
fuziona´lta´k a ko¨zo¨s do¨nte´shozatalhoz. Az a´ltalunk bevezetett mo´dszer, a Li-
DAR alapu´ ja´ra´s energiake´p (LGEI) a GEI a´tlagolo´ o¨tlete´n alapszik, de to¨bb
helyen fontos mo´dos´ıta´sokat kellett alkalmaznunk a tesztko¨rnyezetu¨nkho¨z valo´
adapta´la´sa´hoz.
Az elso˝ mo´dos´ıta´s, hogy elhagytuk az elo˝zetes ja´ra´sciklus-detekcio´s le´pe´st,
mivel ez az alacsony te´rbeli e´s ido˝beli felbonta´su´ adatsorozaton nem bizonyult
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(a) Maszk (b) Rossz1 (c) Rossz2 (d) Jo´
4. a´bra: A sziluettszelekcio´s maszk e´s a szu˝re´s eredme´nyei
stabilnak, valamint egy-egy ja´ra´sciklus adatai gyakran tu´l keve´s informa´cio´t
szolga´ltattak az azonos´ıta´shoz. A ciklusok helyett fix sza´mu´ (l = 60) egyma´st
ko¨veto˝ ke´pkocka´n to¨rte´nt az a´tlagola´s, amely a gyakorlatban nagyja´bo´l 3-4 ja´ra´s
ciklusnak felelt meg LGEI minta´nke´nt.
Ma´sre´szt mivel sza´mos kitakara´s e´s jelento˝s ha´tte´r zaj jelent meg a felve´telein-
ken, ke´sz´ıtettu¨nk egy elo˝feldolgozo´ algoritmust a hia´nyos vagy gyenge mino˝se´gu˝
sziluettek kiszu˝re´se´re. A detekta´lt sziluettek globa´lis a´tlagola´sa´val genera´ltunk
egy sziluett burkolo´ maszkot (4(a) a´bra), majd a felismere´s sora´n a vizsga´latokbo´l
kiza´rtuk azokat az e´szlelt sziluetteket akiknek az a´tfede´se a burkolo´val adott
ara´nye´rte´kne´l alacsonyabb volt. A 4. a´bra´n la´thato´ tova´bbi pe´lda´k a sziluett
kiva´laszto´ elja´ra´s kimenete´t szemle´ltetik. A ke´so˝bbi tesztek sora´n bebizonyoso-
dott, hogy a rossz mino˝se´gu˝ sziluettek (a teljes adathalmaz 10-12%-a) kiszu˝re´se
a´tlagosan 5%-kal no¨velte az elja´ra´sunk teljes´ıtme´nye´t.
Oszta´lyoza´shoz egy konvolu´cio´s neura´lis ha´lo´ (CNN) e´s egy hagyoma´nyos
to¨bbre´tegu˝ perceptron (MLP) egyu¨ttese´t haszna´latuk, hasonlo´an [15] mo´dszere´-
hez. A felhaszna´lt konvolu´cio´s ha´lo´ struktu´ra´ja e´s parame´tereinek a le´ıra´sa az
5. a´bra´n la´thato´. Mı´g a CNN bemenete egy LGEI ke´p, az MLP-e´ annak egy
PCA-MDA elo˝feldolgoza´son keresztu¨l kinyert jellemzo˝ vektora. Mindke´t esetben
a bemeneti sziluettke´pek 20×15-o¨s me´retu˝ve´ to¨rte´no˝ leska´la´za´sa uta´n o¨sszegzett
LGEI te´rke´peket alkalmaztuk.
A neura´lis ha´lo´zataink tanh aktiva´cio´s fu¨ggve´nyt haszna´ltak, melynek ki-
menete a [-1,1] tartoma´ny eleme, ı´gy az i -dik szeme´lyhez tartozo´ ha´lo´ elva´rt
kimeneti e´rte´ke´nek a tan´ıta´s sora´n 1-est adtunk, ha hozza´ tartozo´ minta keru¨lt
a bemenetre, ellenkezo˝ esetben pedig -1-et. A felismere´si fa´zisban a betan´ıtott
ha´lo´k kimenetei ocnn e´s omlp szinte´n a [-1,1] tartoma´nyon vettek fel az e´rte´keiket,
mı´g a CNN-MPP egyu¨ttese´nek a kimenete´t a ke´t komponens kimeneteinek max-
imumake´nt hata´roztuk meg: o = max(ocnn, omlp). Egy adott G teszt LGEI
oszta´lyoza´sa´hoz kisza´moltuk legjobban illeszkedo˝ imax = argmaxi(o) indexet,
e´s G-t azonos´ıtottuk az imax-edik szeme´lyke´nt, amennyiben o
imax > 0. Ha nem
to¨rte´nt sikeres azonos´ıta´s, G-t mint u´j szeme´lyt jeleztu¨k a rendszernek.
3.2. A ja´ra´sfelismere´s mo´dszeru¨nk kie´rte´kele´se
A ja´ra´sfelismere´si modult a SZTAKI-LGA adatba´zis 10 tesztsorozata´n e´rte´keltu¨k
ki. Az egyes felve´teleken 3-8 szeme´ly szerepel, amint az udvaron egyma´s u´tja´t
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Parame´terek k1 f1 k2 f2 h n
Ja´ra´sfelismere´s 3 5 7 9 98 NP
Cselekve´sfelismere´s 7 5 2 - 20 1
5. a´bra: A konvolu´cio´s neura´lis ha´lo´ (CNN) struktu´ra´ja. NP a tan´ıto´ halmazban sz-
ereplo˝ alanyok sza´ma´t jelo¨li.
gyakran keresztezve szabadon se´ta´lnak. A felve´tel ko¨zepe´n valamennyien el-
hagyja´k a helysz´ınt, majd tetszo˝leges sorrendben visszae´rkeznek a la´to´te´rre e´s
folytatja´k a se´ta´t. Kie´rte´kele´su¨nkben minden felve´telen az elso˝ fa´zist haszna´ltuk
tan´ıto´minta´k gyu˝jte´se´re, majd a felismere´st a ma´sodik fa´zisban kinyert jellemzo˝k
alapja´n ve´geztu¨k. Az eredme´nyesse´g me´re´se´hez a szeme´lyek sikeres u´jrafelisme-
re´se´nek ara´nysza´ma´t hata´roztuk meg.
A tesztek sora´n a javasolt LiDAR alapu´ ja´ra´s energiake´p (LGEI) mo´dszert
a 2. fejezetben ismertetett a sziluett lenyomat (SP+DTW), DGHEI, e´s CGCI
elja´ra´sokkal vetettu¨k o¨ssze. A mo´dszerek kie´rte´kele´se´hez 100 tan´ıto´ e´s 200 etto˝l
ku¨lo¨nbo¨zo˝ tesztminta´t genera´ltunk minden egyes szeme´lyhez, majd a felismere´st
az egyes tesztminta´k ku¨lo¨n-ku¨lo¨n to¨rte´no˝ felhaszna´la´sa´val ve´geztu¨k. I´gy egy
adott N szeme´lyel felvett szekvencia´n 200 · N fu¨ggetlen teszteset keletkezett.
A helyes u´jrafelismere´sek ara´nyai a 1. ta´bla´zatban hasonl´ıthato´k o¨ssze.
Annak ellene´re, hogy a CGCI [12] elja´ra´s jo´ eredme´nyeket e´rt el Kinect
felve´teleken, a mo´dszer jellege´bo˝l ado´do´ elo˝nyeit a Velodyne ritka´bb pontfelho˝ire
nem lehetett kihaszna´lni. Jo´l la´thato´ a 1. ta´bla´zatban, hogy az o¨sszes mo´dszer
ko¨zu¨l a legrosszabb eredme´nyeket itt e´rtu¨k el az alacsony su˝ru˝se´gu˝ LiDAR ada-
tokon.
A sze´lesse´g vektor alapu´ SP+DTW tesztekne´l a jo´ mino˝se´gu˝ a sziluettkontu´-
rok megle´te´nek szu¨kse´gesse´ge´t tapasztaltuk. Az elja´ra´s egyedu¨l az elso˝ szekvencia´n
(Winter0) teljes´ıtett jo´l, melyen ko¨zel teljesen o¨sszefu¨ggo˝ e´s jo´ mino˝se´gu˝ alakza-
tokat la´thattunk, azonban a sziluettek mino˝se´ge´nek romla´sa´val e´s a kitakara´sok
sza´ma´nak no¨vekede´se´vel az SP+DTW teljes´ıtme´nye gyorsan romlott.
A DGHEI [4] bizonyult a ma´sodik legjobb ja´ra´sle´ıro´nak, amely csak az LGEI
mo´dszerto˝l maradt el 5% sza´zale´kkal. A megfigyelt eredme´ny egyik ko¨zvetlen
oka, hogy a DGHEI elja´ra´s a GEI me´lyse´g-gradiensekkel e´s hisztogram a´tlago-
la´ssal kiterjesztett va´ltozata´nak tekintheto˝, azonban ellente´tben a ke´t nagysa´g-
renddel nagyobb su˝ru˝se´gu˝ Kinect pontfelho˝ko¨n ve´gzett sikeres k´ıse´rletekkel [4],
az alacsony felbonta´su´ LiDAR adatokon nem tudjuk jo´l kihaszna´lni az elja´ra´s
potencia´lis elo˝nyeit.
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1. ta´bla´zat: Az o¨sszehasonl´ıtott mo´dszerek u´jrafelismere´si ara´nyai. N a szeme´lyek
sza´ma´t jelo¨li.
Scene N SP+DTW DGHEI CGCI
LGEI
CNN MLP Mix
Winter0 4 0.96 0.97 0.36 0.94 0.98 0.99
Winter1 6 0.33 0.89 0.27 0.85 0.90 0.95
Spring0 6 0.64 0.81 0.32 0.91 0.95 0.98
Spring1 8 0.33 0.59 0.20 0.63 0.66 0.70
Summer0 5 0.39 0.97 0.40 0.99 0.95 1.00
Summer1 6 0.33 0.83 0.29 0.77 0.95 0.95
Summer2 3 0.33 0.98 0.53 0.96 0.99 0.99
Summer3 4 0.50 0.94 0.32 0.94 0.93 0.94
Summer4 4 0.25 0.95 0.27 0.91 0.90 0.91
Summer5 4 0.50 0.80 0.32 0.77 0.74 0.80
A´tlag 5 0.46 0.87 0.33 0.87 0.90 0.92
Az LGEI mo´dszerne´l elo˝szo¨r ku¨lo¨n teszteltu¨k az MLP e´s a CNN ha´lo´zatok
kimeneteit, majd ezek uta´n a ketto˝ egyu¨ttese´t. A 1. ta´bla´zat utolso´ ha´rom
oszlopa´ban la´thatjuk a kapcsolo´do´ eredme´nyeket. Az MLP e´s a CNN ku¨lo¨n-
ku¨lo¨n egyma´ssal versengve jo´l teljes´ıtettek az egyes szekvencia´kon, egyu¨ttes
haszna´latuk pedig tova´bbi javula´st eredme´nyezett. Amint azt [7]-ben re´szleteztu¨k,
az LGEI elja´ra´s MLP-CNN oszta´lyozo´val szinte´n jobban teljes´ıtett, mint a [3]-
ban javasolt egyszeru˝ vektordifferenca alapu´ do¨nte´s.
Az 1. ta´bla´zatbo´l szinte´n kiolvashato´, hogy a nagyobb le´tsza´mu´ teszt szekven-
cia´kon valamelyest romlik a felismere´s teljes´ıtme´nye, hiszen a ja´ro´kelo˝k sza´ma´nak
no¨vekede´se´vel to¨bb kitakara´s keletkezik, ami rontja a LGEI ke´pze´shez haszna´lt
adatok mino˝se´ge´t. Szinte´n e´rdekes ke´rde´s az LGEI le´ıro´ informa´cio´s kapacita´sa´nak
a meghata´roza´sa, azaz ko¨zel e´p sziluettek kinyere´se´t felte´telezve a felismere´si
ara´ny alakula´sa´nak vizsga´lata a mintahalmaz no¨vele´se´nek fu¨ggve´nye´ben. Mivel
k´ıse´rleteink sora´n o¨sszesen 28 szeme´ly ja´ra´sa´t ro¨gz´ıtettu¨k, a ku¨lo¨nbo¨zo˝ szekvenci-
6. a´bra: Felismere´si eredme´nyek alakula´s az adatba´zis fokozatos bo˝v´ıte´sekor.
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a´kro´l kigyu˝jto¨tt adatokat felhaszna´lva elve´geztu¨nk egy tesztet, ahol a re´sztvevo˝k
sza´ma´t folyamatosan no¨velve (2, 3, . . ., 28) me´rtu¨k a felismere´si eredme´nyeket.
A 6. a´bra´n la´thatjuk az LGEI mo´dszer felismere´si teljes´ıtme´nye´t a szeme´lyek
sza´ma´nak fu¨ggve´nye´ben. A kezdetben cso¨kkeno˝ go¨rbe´n 17-28 szeme´ly esete´n
egy 75% ko¨ru¨li stagna´la´st vehetu¨nk e´szre.
(a) HDL-64 pontfelho˝ (b) VLP-16 pontfelho˝
(c) HDL-64 sziluettek (d) VLP-16 sziluettek
(e) HDL-64 LGEI-k (f) VLP-16 LGEI-k
7. a´bra: HDL-64 e´s VLP szenzorral ke´sz´ıtett pontfelho˝k (1. sor), vet´ıtett sziluettek (2.
sor), valamint a hozza´juk tartozo´ LGEI-k (3. sor) o¨sszehasonl´ıta´sa.
3.3. Kı´se´rletek kisebb felbonta´su´ szenzorral
Az eddigi k´ıse´rleteinkben haszna´lt nagy me´retu˝ Velodyne HDL-64E szenzor
mellett teszteltu¨k a mo´dszer teljes´ıtme´nye´t a Velodyne kompakt 16 sugaras
(VLP-16) szenzora´val is. A VLP-16 pontfelho˝i jelento˝sen ritka´bbak, ı´gy a kinyert
sziluettek e´s LGEI ke´pek mino˝se´ge is le´nyegesen alacsonyabb, amit a 7. a´bra is
szemle´ltet.
Az ke´t szenzort o¨sszehasonl´ıto´ k´ıse´rletek sora´n az elo˝zo˝ekkel azonos ko¨ru¨l-
me´nyek ko¨zo¨tt to¨rte´ntek a me´re´sek. A VLP-16 eredme´nyesse´ge´nek felme´re´se´hez
o¨sszesen 5 me´re´st ve´geztu¨nk, ahol a felve´teleket mindke´t szenzorral pa´rhuzamosan
ro¨gz´ıtettu¨k. A helyes u´jrafelismere´sek ara´nyai a 2. ta´bla´zatban tala´lhato´k. Az
N3/1, N3/2 e´s N3/3 szekvencia´kon ha´rom szeme´ly volt jelen, e´s a VLP-16
szenzor ko¨zel volt a se´ta´lo´khoz, mı´g az F4 e´s F5 szekvencia´kon ne´gy, illetve
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o¨t szeme´ly se´ta´lt a VLP-16 szenzort nagyobb ta´volsa´gra helyezve (a HDL-64
szenzort nem mozd´ıtottuk el a k´ıse´rletek sora´n). Az N3 me´re´s egyes szegmen-
sein a tesztele´s keresztkie´rte´kele´ssel to¨rte´nt, teha´t az N3/2 tesztele´se´hez az N3/1
tan´ıto´ minta´it haszna´ltuk fel amit a 2. ta´bla 1. sora mutat, stb. Az F4 illetve
F5 szekvencia´kat az eddigiekhez hasonlo´an tan´ıto´ e´s teszt szegmensekre osz-
tottuk a kie´rte´kele´shez. Jo´l la´thato´, hogy ba´r a HDL-64E-t haszna´lo´ megolda´s
minden szekvencia´n felu¨lmu´lja a VLP-16 eredme´nyeit, a kisebb LiDAR is jo´l
teljes´ıtett a szenzorhoz ko¨zeli me´re´sekne´l (80% fo¨lo¨tti eredme´nyek). Az alakza-
tokto´l valo´ ta´volsa´g no¨vele´se´vel viszont jelento˝sen romlott a kisebb felbonta´su´
szenzor adataira ta´maszkodo´ do¨nte´s teljes´ıtme´nye.
4. Cselekve´sek felismere´se
(a) Videoke´p referencia (b) LiDAR felho˝
8. a´bra: Va´lasztot ke´pkocka ne´gy ku¨lo¨nbo¨zo˝ cselekve´ssel az eseme´nyfelismere´shez
haszna´lt tesztfelve´telekro˝l
A szeme´lyek biometrikus (u´jra)felismere´se mellett ko¨zponti feladat ku¨lo¨nbo¨zo˝
eseme´nyek megku¨lo¨nbo¨ztete´se a videofelu¨gyeleti rendszerekben. Ebben a fejezet-
ben elja´ra´st mutatunk be ku¨lo¨nbo¨zo˝ ritka´n elo˝fordulo´ eseme´nyek felismere´se´re,
a szeme´lyek cselekve´seit vizsga´lva.
A szakirodalomban ismertetett cselekve´sfelismero˝ elja´ra´sok ko¨zo¨tt to¨bb pont-
felho˝ alapu´ mo´dszert is tala´lhatunk, amelyek pe´lda´ul a 2. fejezetben is re´szletezett
foglaltsa´gi minta´kat [13], ira´ny´ıtott fo˝komponensek hisztogramjait [16], vagy
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3D mozga´sfolyamot [14] nyernek ki a ponthalmazokbo´l. Annak ellene´re, hogy
su˝ru˝ pontfelho˝ko¨n (pl. Kinect) jo´l mu˝ko¨dnek ezek az elja´ra´sok, a LiDAR a´ltal
szolga´ltatott ritka pontfelho˝ko¨n a jellemzo˝k kinyere´se szu˝k keresztmetszetet je-
lent a haszna´lhato´sa´ghoz. Ku¨lo¨nbo¨zo˝ jellemzo˝kkel to¨rte´nt k´ıse´rleteink alapja´n
u´gy do¨nto¨ttu¨nk, hogy az eseme´nyanal´ızis sora´n isme´t a ke´pa´tlagolo´ megko¨ze-
l´ıte´ssel fogunk e´lni. Az egyszeru˝ se´ta´la´son k´ıvu¨l o¨t felismere´sre va´ro´ cselekve´st
va´lasztottunk ki: lehajola´s, karo´ra´ra pillanta´s (karo´ra), telefona´la´s, integete´s, e´s
ke´tkezes integete´s (integete´s2 ). Kı´se´rletu¨nk egy pillanatke´pe la´thato´ a 8 a´bra´n.
4.1. A cselekve´sfelismere´s megvalo´s´ıta´sa
Elja´ra´sunkat az LGEI alapu´ ja´ra´sanal´ızisne´l is haszna´lt mo´dszerek inspira´lta´k,
azonban isme´t to¨bb kulcsfontossa´gu´ mo´dos´ıta´ssal kellett e´lnu¨nk. Mı´g a ja´ra´st
oldalne´zetbo˝l tudjuk a leheto˝ legjobban megfigyelni, a fent eml´ıtett cselekve´sek
esete´n elo¨lne´zetbo˝l jobban tudjuk a jellemzo˝ mozga´st vizsga´lni. Ebbo˝l a meg-
fontola´sbo´l a pontok vet´ıte´si s´ıkja´t a cselekve´s felismere´shez az aktua´lis tra-
jekto´ria´ra mero˝leges s´ıknak va´lasztottuk, ahogyan ez a 9 a´bra´n is la´thato´ (ez a
s´ık teha´t mero˝leges a ja´ra´sanal´ızisne´l alkalmazott vet´ıte´si s´ıkra).
Megfigyeltu¨k tova´bba´, hogy egyes eseme´nyek, mint pe´lda´ul a telefona´la´s vagy
az integete´s esete´n a mozga´s egy me´lyse´gke´pen jobban e´rtelmezheto˝, mint a
bina´ris sziluetteken (pl. a ke´z a test ele´ keru¨l). Ennek e´rdeke´ben a sziluettek
levet´ıte´se´ne´l nem bina´ris ke´pet genera´ltunk, hanem a 9(a) a´bra´n szemle´ltetett
vet´ıte´ssel egy me´lyse´gke´peket hoztunk le´tre. Az ı´gy kinyert jellemzo˝ke´peket ido˝-
ben a´tlagoljuk k = 40 ke´pkocka´n (a tesztjeink sora´n me´rt a´tlagos cselekve´si ido˝),
le´trehozva az u´gynevezett A´tlagolt Me´lyse´gke´p jellemzo˝t (Averaged Depth Map,
ADM). Az o¨t eseme´ny ADM-jei la´thato´k a 10 a)-f) a´bra´kon.
Amı´g az ADM-ek az egyes cselekve´sek sora´n a jellemzo˝ testtarta´st ro¨gz´ıtik,
a mozga´sok sora´n e´rdemes lehet kinyerni annak dinamika´ja´t is. Az integete´s
pe´lda´ul gyors ro¨videbb mozdulatok sorozata, amely a felso˝testen nagy va´ltoza´so-
kat eredme´nyez az egyes ke´pkocka´k ko¨zo¨tt. Ennek a jelense´gnek a kihaszna´la´sa´ra
vezettu¨nk be egy u´jabb jellemzo˝t, az A´tlagolt XOR ke´pet (Averaged XOR,
AXOR). Egy AXOR ke´p az ido˝ben egyma´st ko¨veto˝ fronta´lis bina´ris sziluetteken
ve´gzett XOR mu˝veletek ne´gyzetes a´tlagola´sa´bo´l keletkezik, teha´t az AXOR ke´p
(a) Vet´ıte´s (b) Me´lyse´gkp
9. a´bra: Elo¨lne´zeti projekcio´, valamint az ı´gy ke´sz´ıtett me´lyse´gke´p megjelen´ıte´se. A
vet´ıte´si s´ık mero˝leges a szeme´ly trajekto´ria´ja´ra.
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a hirtelen mozga´sokat emeli ki az egyes ke´pre´gio´kban. A se´ta e´s az o¨t eseme´ny
AXOR te´rke´pei la´thato´k a 10 g)-l) a´bra´kon.
(a) (b) (c) (d) (e) (f)
(g) (h) (i) (j) (k) (l)
10. a´bra: ADM e´s AXOR ke´pek a (a, g) se´ta´la´s, (b, h) lehajla´s, (c, i) karo´ra´ra
pillanta´s, (d, j) telefona´la´s, (e, k) integete´s e´s (f, l) ke´tkezes integete´s (wave2) cse-
lekve´sekro˝l.
Az ADM e´s AXOR jellemzo˝te´rke´pek e´rtelmeze´se hasonlo´an to¨rte´nt a ja´ra´s-
anal´ızis sora´n bemutatott megolda´sokhoz. A lehajla´s, karo´ra, telefona´la´s, in-
tegete´s e´s integete´s2 eseme´nyek mindegyike´re ke´t konvolu´cio´s neura´lis ha´lo´t
(CNN) tan´ıtottunk, egyet az ADM, egyet pedig az AXOR jellemzo˝re. Hasonlo´an
a kora´bbiakhoz, itt is egy kis, 4 re´tegu˝ ha´lo´t terveztu¨nk, melynek bemenetei a
leska´la´zott 20 × 16 pixeles ADM e´s AXOR ke´pek voltak. A tan´ıta´s sora´n a
pozit´ıv tala´lathoz 1.0, a negat´ıvhoz −1.0 e´rte´keket adtunk meg a ha´lo´ elva´rt
kimenete´nek. Szinte´n felvettu¨nk a tan´ıta´shoz negat´ıv (semmilyen ku¨lo¨nleges cse-
lekve´shez sem tartozo´) minta´kat a se´ta´la´st ro¨gz´ıto˝ videore´szekro˝l. Felismere´skor
a CNN-ek kimenetei a −1.0 e´s 1.0 e´rte´kek ko¨zo¨tt helyezkednek el, e´s egy teszt
minta´t akkor fogadunk el az adott eseme´nyke´nt, ha a megfelelo˝ ADM alapu´ e´s
AXOR alapu´ ha´lo´k kimenetei mindketten egy ν ku¨szo¨b feletti e´rte´ket adnak
(ν = 0.6-ot haszna´ltunk). Amennyiben az o¨t ko¨zu¨l egy cselekve´st sem ismeru¨nk
fel, nem ku¨ldu¨nk jelze´st (pe´da´ul se´ta´lo´ emberekne´l).
Megjegyezzu¨k, a fenti oszta´lyoza´si mo´dszer to¨bbszo¨ro¨s tala´latokat is enge-
de´lyez (pl. az egy- e´s ke´tkezes integete´st egyszerre). Itt felte´teleztu¨k, hogy a
megfigyele´si rendszerben a fo˝ ce´l a hiba´san figyelmen k´ıvu¨l hagyott tala´latok
minimaliza´la´sa, mı´g az esetleges hamis riaszta´sokat az opera´torok elleno˝rizhetik.
4.2. A cselekve´sfelismere´s kie´rte´kele´se
A cselekve´sfelismere´st ve´gzo˝ elja´ra´s tesztele´se´hez o¨sszesen 10 cselekve´si szekven-
cia´t haszna´ltunk keresztkie´rte´kele´ses megko¨zel´ıte´ssel. Az egyes szekvencia´kon az
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eseme´nyek felismere´se´hez a to¨bbi kilenc szekvencia ke´zzel c´ımke´zett cselekve´s
minta´ival tan´ıtottuk be a ke´t konvolu´cio´s ha´lo´t. Mind a tan´ıta´s sora´n, mind a
felismere´sne´l figyelembe vettu¨nk egyszeru˝ se´ta´la´sro´l vett (negat´ıv) minta´kat is.
Az ı´gy beiktatott se´ta´la´sos ADM/AXOR minta´k sza´ma ara´nyos volt a to¨bbi
eseme´ny minta´inak elo˝fordula´si gyakorisa´ga´val.
3. ta´bla´zat: A cselekve´sfelismere´s igazsa´gma´trixa.
E´szlelt→
Lehajla´s Karo´ra Telefon Integete´s Integete´s2 FN FP
Valo´di↓
Lehajla´s 85 3
Karo´ra 37 1 4 11 3
Telefon 5 36 2 2 5 6
Integete´s 4 44 5 5 3
Integete´s2 5 9 31 1 2
Az eseme´nyfelismere´ses k´ıse´rletu¨nk igazsa´gma´trixa (confusion matrix ) la´t-
hato´ a 3. ta´bla´zatban. A ma´trix i-edik sora e´s j-edik oszlopa az i-edik cselekve´s
azon minta´inak sza´ma´t jelo¨li, melyeket j-edik cselekve´ske´nt ismertu¨nk fel. Az
utolso´ ke´t oszlopban a hamis negat´ıv (FN) e´s hamis pozit´ıv (FP) detekcio´s
e´rte´keket la´thatjuk az i-edik cselekve´ssel o¨sszefu¨gge´sben a ko¨vetkezo˝ defin´ıcio´kat
alkalmazva:
– FN: i-edik sorsza´mu´ cselekve´s t´ıpus olyan elo˝fordula´sainak sza´ma, ahol az
eseme´nyt egyik cselekve´ske´nt sem ismertu¨k fel
– FP: azoknak az esetekben a sza´ma, melyeket hamisan az i-edik cselekve´ske´nt
jeleztu¨nk, miko¨zben valo´ja´ban egyik figyelt cselekve´s sem to¨rte´nt meg
La´thato´, hogy a lehajla´s, telefona´la´s, integete´s e´s ke´tkezes integete´s (in-
tegete´s2 ) cselekve´seket szinte mindig eltala´lta a rendszeru¨nk (FN≤ 5). A karo´ra´ra
pillanta´shoz (karo´ra) o¨sszesen 11 hamis negat´ıv minta tartozik, mivel a ki-
takara´sok e´s a ha´tte´rzajok miatt a kis karmozga´sokat to¨bb esetben nem sikeru¨lt
e´szlelni. A lehajla´s eseme´nynek a felismere´se bizonyult a legko¨nnyebbnek, amit
soha nem te´vesztett o¨ssze ma´s cselekve´ssel az elja´ra´sunk. Ugyanakkor az in-
tegete´s e´s integete´s2 eseme´nyeket viszonylag gyakran o¨sszekeverte a rendszer.
A 4. ta´bla´zat az egyes cselekve´sek o¨sszes´ıtett precizita´s (precision) e´s felide´ze´s
(recall) e´rte´kekeit mutatja.
E´rdemes me´g kiemelni, hogy o¨sszesse´ge´ben alacsony volt a hamis pozit´ıv
tala´latok sza´ma (ΣiFP kevesebb mint 5%-a az o¨sszes te´nyleges cselekve´snek),
teha´t a rendszer ritka´n ku¨ldo¨tt hamis riaszta´sokat se´ta´lo´ emberekto˝l. Ez az
elo˝nyo¨s tulajdonsa´g jo´l nyomon ko¨vetheto˝ a 11. a´bra ido˝vonala´n, ahol egy ku¨lte´ri
szekvencia´n mutatjuk be a ku¨lo¨nbo¨zo˝ e´rze´kelt eseme´nyeket. A v´ızszintes tenge-
lyen az ido˝, mı´g a fu¨ggo˝leges tengelyen a ne´gy teszt szeme´ly ku¨lo¨nbo¨zo˝ cse-
lekve´sei la´thato´k ikonokkal megjelen´ıtve (az a´bra teteje´n la´thato´ magyara´zattal).
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4. ta´bla´zat: Az egyes cselekve´sek precizita´s/felide´ze´s e´rte´kei.
Lehajla´s Karo´ra Telefon Integete´s Integete´s2
Minta´k sza´ma 88 53 50 58 46
Pecizita´s 1.00 0.82 0.69 0.76 0.70
Felide´ze´s 0.97 0.77 0.88 0.90 0.97
Az egyes szeme´lyekne´l a Detekcio´ sor mutatja a cselekve´sfelismero˝ rendszer
a´ltal jelzett ku¨lo¨nbo¨zo˝ eseme´nyeket, mı´g a GT sor a ke´zzel c´ımke´zett valo´s
eseme´nyek elo˝fordula´sait jelzi. La´thato´, hogy szinte minden cselekve´st sikeru¨lt
felismerni egy kis ido˝ke´sleltete´ssel, ami az ADM e´s AXOR jellemzo˝k genera´la´sa
miatt elkeru¨lhetetlen. A cselekve´sek ko¨zo¨tt eltelt ido˝ben a tesztalanyok a kora´bbi
k´ıse´rletekhez hasonlo´an, egyma´st keresztezo˝ u´tvonalakon szabadon se´ta´ltak.
11. a´bra: Cselekve´sfelismere´s eredme´nyei az egyik tesztszekvencia´n (4 szeme´ly). De-
tekcio´: azok a ke´pkocka´k melyeken mo´dszeru¨nk adott cselekve´st e´szlelt, GT (Ground
Truth): a valo´di cselekve´sekhez tartozo´ ke´zzel c´ımke´zett ke´pkocka´k.
5. Konklu´zio´
Cikku¨nkben a forgo´ to¨bbszenzoros LiDAR le´zerszkennerek felhaszna´lhato´sa´ga´t
vizsga´latuk videofelu¨gyeleti rendszerekben. U´j mo´dszereket vezettu¨nk be szeme´-
lyek ja´ra´s alapu´ azonos´ıta´sa´ra e´s ku¨lo¨nbo¨zo˝ cselekve´sek felismere´se´re, amelyek
megb´ızhato´an mu˝ko¨dnek valo´di ko¨ru¨lme´nyeket szimula´lo´ ku¨lte´ri felve´teleken is,
felke´szu¨lve to¨bb szeme´ly egyu¨ttes jelenle´te´re, gyakori kitakara´sokra e´s ku¨lo¨nfe´le
zajhata´sokra. A ja´ra´sanal´ızist ve´gzo˝ mo´dszer hate´konysa´ga´t bemutattuk egy
kompakt LiDAR szkennert felhaszna´lva is. A kutata´shoz kapcsolo´do´ tova´bbi
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demonstra´cio´k a szerzo˝k laborato´riuma´nak honlapja´n tala´lhato´k3. A projektet a
Magyar Tudoma´nyos Akade´mia Bolyai Ja´nos Kutata´si O¨szto¨nd´ıja, e´s a Nemzeti
Kutata´si, Fejleszte´si e´s Innova´cio´s Alap (NKFIA #K 120233) ta´mogatta.
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