Abstract-To tackle the expected enormous increase in mobile video traffic in cellular networks, an architecture involving base station along with caching femto stations (referred to as helpers), storing popular files near users, has been proposed [1] . The primary benefit of caching is the enormous increase in downloading rate when a popular file is available at helpers near a user requesting that file. In this work, we explore a secondary benefit of caching in this architecture through the lens of index coding. We assume a system with n users and k caching helpers. Only helpers store files i.e., have side information.
I. INTRODUCTION
The main challenge that faces today's operators of 3GPP LTE Advanced enabled cellular networks is an enormous increase in mobile video traffic. The mobile video traffic in a cell is also expected to have a lot of redundancy in demand for stored videos (Youtube-like short videos) due to few videos being more popular compared to others [2] . To tackle the traffic load bottleneck by exploiting this redundancy in requests, an architecture involving small WiFi enabled caching helpers was proposed in [1] . In this framework, few femto-like stations would be distributed in a cell, controlled by the base station, with an additional feature of caching popular files near users.
There is a potential hidden benefit to be leveraged due to such caching in helpers in this caching architecture. The benefit is gained when base station sends few 'coded' packets where coding is done over packets requested by all the users. The users decode their desired packets by downloading some side information available as cached data from a subset of the helpers they are connected to. In this work, we assume that an arbitrary cache state of helpers (users do not cache) is given as the input. A set of simultaneous distinct user requests is given as the input such that no user has a cache hit with any of the helpers nearby but every user has a cache hit at least with one caching helper far away. Then, coding at the base station can reduce the amount of broadcasting bits in such scenarios. The problem of minimizing the number of broadcast transmissions by the base station in such a wireless network is a special case of the index coding problem. The special feature is that few helpers cache data and every user has access to a subset of these caches depending on connectivity between helpers and users.
The index coding problem is a noiseless broadcast problem that was introduced in [3] . There are n users, each wanting a distinct packet and having multiple side information packets i.e., some subset of packets desired by others. Each packet is drawn from an alphabet of size p bits. An index code is a function that maps n packets, each of size p bits, to a packet of size t bits. The encoded message of p bits is transmitted over a noiseless broadcast channel. Upon this coded packet reception, each user decodes its own desired message as a function of the coded packet and its own side information. The index code is valid if all users can obtain their demanded packets. The problem consists of minimizing t/p over all valid index codes. The index coding problem is to compute the minimum broadcast rate t p over all possible index codes. If the encoding functions are linear over a field, we have a scalar linear index code over that finite field. Various aspects of the problem has been studied in [4] [5] [6] [3] [7] [8] [9] . [10] [11] [12] . For more references, refer to [13] and [6] .
We investigate index coding in the following specific scenario: user side information comes from the helpers a user is connected to at no cost. The base stations transmit coded packets to satisfy the distinct requests of n users. We study the algorithmic tractability for the well known scalar linear binary achievable scheme, based on graph coloring, when user side information is restricted to come from a constant number of caching helpers. On the practical side, this case is motivated by the caching architecture that involves caching helpers in a wireless network. In contrast to the above setting, the algorithmic intractability of graph coloring based schemes for the general index coding problem arises due to the freedom available in choosing an arbitrary side information set for each user as part of the problem instance. A typical scenario of the problem of interest is illustrated in Fig. 1 . In the figure, users request different packets, none of which are found in their respective neighboring helpers. We investigate the computational complexity of a coding scheme where every user needs to listen to just one packet that contains the desired packet XORed with other packets. Hence, at the time of decoding, the user needs to just download an extra packet from neighboring helpers, which is an appropriate 'mix' of side information packets present at helpers to cancel the "interference" formed by the undesired packets, and decode the desired packet. We call this coding scheme XOR coloring scheme. The XOR coloring is the achievable scheme based on coloring the complement of the undirected side information graph. In Fig. 1 , user 1 downloads packet P 5 in order to decode its desired packet P 1 from the coded transmission P 1 + P 5.
In this example, 7 users requests can be satisfied by 4 coded transmissions in addition to some local transmission from the helpers, which can take place at a much faster speed, due to the high capacity of short range links. Hence, the presence of helpers with side information can alleviate the base station congestion even though the requests are not found in the helper caches, as in this example.
Our Contributions: We treat the special case of the index coding problem in a wireless network, where the side information is available at a few caching helpers that serve nearby users through short range WiFi links (with no cost) and all users can receive data from the base station . We assume a network with one base station (source), k (a constant) helpers and n users. With interference constraints on helper placement and planar topology, one can reduce a general problem, where users are connected to multiple helpers, to a canonical form in which users are connected to just one helper, while the number of helpers in the resulting 'canonical network' is increased by at most a constant factor with respect to the original network. For the equivalent problem reduced to such a "canonical form", the problem of finding the optimal XOR coloring scheme, when k is a constant that does not scale with n, reduces to a problem of multi coloring on a fixed prototypical graph uniquely determined by k only. The integer programming formulation of such a multi coloring problem yields a polynomial time solution in the number of users n.
II. PROBLEM DEFINITION
We consider a special instance of the index coding problem involving constant number of helpers holding cached packets that act as side information, motivated by a wireless setting with a central broadcasting agent, i.e. a base station, serving all users in a cellular network. Access to side information is provided by wireless helpers with storage, holding previously cached content, and equipped with another wireless interface to serve the user requests only using their cached content. Every helper has a limited connectivity range and, when a user is within this range, the transmission cost between helpers and the user is assumed to be zero. The user needs to download only one extra, possibly coded, packet per connected helper at the time of decoding. When we deal with binary scalar schemes in this work, packet size is taken to be 1 bit (p=1) without loss of generality since the same scalar scheme is repeated over all the bits of a packet. Formally, the problem can be stated as follows:
Problem 1: (Index Coding with Helpers: ICH({C i , S i }) The problem instance is given by n users, indexed by elements from set N = {1, 2 . . . n}, served by the base station, requesting n different packets x 1 , x 2 . . . x n ∈ F 2 respectively. There are k helper nodes denoted by H = {H 1 , H 2 . . . H k },such that helper H i contains a subset S i ⊆ {x 1 , . . . , x n } of the n packets. User requests are not found in their respective set of neighboring helpers (cache misses). Letting C j ⊆ N denote the set of users connected to helper H j , cache miss condition implies
where each vertex i corresponds to a user i and there is a directed edge from i to j denoted by the ordered pair (i, j) when user i has packet x j as side information. This representation holds only for the case when user i requests a single packet x i and all user requests are for different packets. ♦ Any index coding problem with distinct requests has a directed side information graph characterizing it. The ICDH problem when k = n and |C i | = 1, ∀i is the general index coding problem instance on a directed side information graph.
Definition 2: The underlying undirected side information graph G(V, E) of a given directed side information graph G d is obtained by replacing every two directed edges (i, j) and (j, i) by an undirected edge, denoted {i, j}, and throwing away any directed edge (i, j) that does not have an oppositely directed counterpart, namely (j, i). ♦
We introduce some standard notation for a few graph parameters. Given an undirected graph G,Ḡ denoted the complement of the graph.χ(G), χ(G) are the clique cover number and the chromatic number, respectively of G. Since an independent set in G is the clique inḠ, we have χ(Ḡ) =χ(G). In a feasible coloring of an undirected graph, neighboring nodes receive different colors.
In this work, we only deal with an achievable scheme, called 'XOR coloring' scheme. We define the XOR coloring scheme as follows.
Definition 3: (XOR coloring scheme) XOR coloring scheme of length t for G d (V, E d ) is given by: 1) t linear encoding functions:
where G i, ∈ F 2 and addition is over the binary field F 2 . For any , G i, is non zero for exactly one i. 2) n linear decoding function φ i such that:
for that unique such that G i, = 0. Here, S(i) is the side information packets user i has, given by the directed out-neighborhood of vertex i in the graph G d . In other words, user i needs only that encoded transmission in which its desired packet participates to decode.
♦. It is known that 'XOR coloring' scheme corresponds to a clique cover on the underlying undirected side information graph or the coloring of its complement. Consider one encoded transmission y . Every user corresponding to the packet that participates in this should form a clique in G(V, E) or an independent set in the complement of G(V, E) for decoding to be feasible. Each color specifies an encoding function y . Hence, χ(Ḡ) orχ(G) is equal to the length of the optimal 'XOR coloring' code. Coloring a graph is NP-hard in general.
In the rest of this section, we show that an ICH problem instance can always be reduced to an equivalent "canonical form" where each user is connected to a single helper. The number of helpers in the equivalent canonical form is within a constant factor of the number of helpers in the original network.
We reduce the ICH problem to a problem where every user is connected to a single helper, by introducing virtual helpers defined as follows: for every possible distinct set S i1 · · · S im , create a virtual helper labeled by H ∪ i1...im , with side information S ∪ i1...im = S i1 · · · S im and neighborhood m j=1 C ij . There can be at most 2 k such virtual helpers. An important property is that user i is connected to the unique virtual helper H ∪ i1...im for which i ∈ m j=1 C ij (in words, for which i is in the neighborhood of all helpers i 1 , . . . , i m in the original graph).
We call this union expansion. Note, that in the generic case, the expansion requires creation of exponential number of virtual helpers. However, in a practical situation arising in wireless networks, given a planar topology for location of users and helpers, and assuming a communication radius for each helper, and restricting location of helpers such that any user can be connected to at most d helpers (d could be a small number like 3, 4 due to interference management), the number of virtual helpers that one has to consider in the union expansion is just O(k). We will prove this result in the following lemma.
Lemma 1: Consider a set of k circles on a 2-dimensional plane parametrized by their centers P = {p 1 , p 2 . . . p k } and radii {r 1 , r 2 . . . r k }. Assume that they form a d-ply system, i.e., any point in the plane is covered by at most d circles. Consider the family of subsets F ⊆ 2 P such that S ∈ F if all the circles in S have a non-trivial intersection. We call such a set S as an intersecting set of circles. Then |F| = O(k).
Proof: Proof is omitted and can be found in [14] . Due to the above result, it is sufficient (in an order sense with respect to the number of helpers) to treat the problem assuming that a user is connected to exactly 1 helper. Now we define a variant of Problem 1 (ICH) where the network is in the following canonical form:
Problem 2: (Index Coding with Disjoint Helpers:
We are interested in the time complexity of computing the optimal 'XOR coloring' scheme for ICDH when k (number of helpers) is a constant. In the next section, we analyze some structural properties of G d (V, E d ) corresponding to the ICDH problem.
III. k HELPERS CASE
For a given k, the ICDH problem input consists of neigh-
with C i C j = ∅, C i S i = ∅. In this case, the side information graph is given by a directed k-partite graph, i.e
If, j ∈ C 2 and j ∈ S 1 , there is a directed edge from every vertex in C 1 to the vertex j in C 2 signifying that all users in C 1 have access to packet x j desired by user j. Two directed edges in opposite directions, i.e. (i, j) and (j, i) is replaced by an undirected edge denoted by {i, j}. An example for k = 3 is given in Fig. 2 . With some abuse of notation, let (i, j) ∈ E d represent the directed edge from i to j and by {i, j} ∈ E d we mean the undirected version.
We isolate vertices which are not contained as side information in any helper into In the second graph G 2 , there are directed edges too. In the example given in Fig. 2 , directed edges appear in G 2 . (4, 5) exists but there is no directed edge from partition 2 to node 4. In particular, edge (5, 4) is not present. For the rest of the paper we are interested in χ(Ḡ) where G is the underlying undirected side information graph corresponding to the problem instance G d . G is the disjoint union of G Proof: Proof is omitted and can be found in [14] . Henceforth, we use the phrase complete bi-partite structure to denote this property of k-partite graphs. Let us assume C out i = ∅ because even if they are not empty they are collected in the edgeless graph G u 1 . Hence, we focus on coloring a kpartite undirected graph G u in which every vertex has degree at least 1 and has the complete bi-partite structure.
Remark: Complement of a tripartite undirected graph is a triclique. It is known that coloring a triclique is NP-hard [15] in general. However, we will show that the complete bi-partite structure helps us find an algorithm that runs in time poly(n) for constant k.
IV. CATEGORY GRAPH AND MULTICOLORING
The complete bipartite structure motivates grouping vertices into bins each of which has a label. Consider a set of partitions 1) All vertices in a given category are equivalent (they are connected to the same set of vertices in the rest of the graph) with respect to connections in G u . 2) There is a complete bipartition between vertices belonging to a category with label V i→j... and vertices belonging to a category with label V j→i... . Here, . . . represents any valid string of indices (both substitutions can be different) that could be substituted in both category labels. Between vertices belonging to any other pair of categories, there are no edges.
The properties above motivate the following definition: Definition 4: A category graph G (V, E) is an undirected graph with V containing all category labels and an edge between labels if and only if all vertices from both categories participate in a complete bi-partition in G u . For each category label vertex v, let the weight w(v) be the number of vertices which belong to that category.
The above definition makes sense only for k-partite graphs with complete bipartite structure between partitions. Note that G, except for the weights w(.), is fully determined by k and therefore independent of the ICDH problem input. We have v∈V w(v) = n. For illustration, category graph for k = 3 is given in Fig. 3 .
One can expand the category graph by replacing every category node v by a graph of w(v) disconnected vertices and connect every vertex in category v to every vertex in category u if and only if (u, v) ∈ E. This expansion results in the original undirected k-partite graph G u . Let us consider the coloring of the original undirected graph G u . We have the following definition and lemma that characterizes colorinḡ G u in terms of multicoloring the complement of the category graph.
Definition 5: An r multicoloring of an undirected G(V, E) with a positive integral weight function w : V → Z + is assigning r colors in total such that w(v) different colors are assigned to vertex v and if (u, v) ∈ E then colors assigned to u and v must all be different. ♦ Theorem 1: Optimal coloring of the complement of a k partite undirected graph G u , with a complete bi-partite structure between any two partitions, is equivalent to optimal multicoloring of the complement of its category graph, i.e.
G(V, E)
Proof: Proof is omitted and can be found in [14] .
V. INTEGER PROGRAMMING FORMULATION FOR k
Now, we provide an integer programming formulation for the multi-coloring problem on the category graph to illustrate that, for constant k, one can optimally color in time polynomial in n.
For a given k, the problem reduces to multicoloring the complement of the category graph G (V, E) with the positive integral valued weight function w : V → Z + (Theorem 1). The structure of the category graph and its size is fixed for given k. Only the weights assigned to each categories, representing the number of vertices in each category, varies depending on the problem instance. Let C be the set of all cliques in the category graph. Let us denote a clique bys = i 1 i 2 . . . i m where i j ∈ V. Thes is a string of all category labels that comprise the clique. Let cs, ∀s ∈ C, denote the number of common colors assigned to all category vertices comprising the clique. These colors are not used elsewhere in the coloring. Now, we write multi coloring onḠ as the following integer linear program. This formulation is similar to that in [16] . 
The linear integer program is of the following form:
where c is the vector of entries {cs} ∀s∈C and A is matrix which in turn depends only on the structure of the category graph which depends only on k. w represents vector of weights w(v), ∀v ∈ V. The magnitude of entries in w is bounded by n. Hence, it needs log n bits to represent each entry. When k is fixed, size and structure of A depends only on k. When the number of constraints is fixed, it is possible to solve the integer program in time polynomial in n by methods in [17] . In this case, the matrix A is fixed and does not change for a given k. To exploit this, we take the alternative approach of computing Graver basis of A offline to solve the integer program. Using results from [18] on Graver basis, we have the following result:
Theorem 2: The optimal XOR coloring scheme for the ICDH problem with constant number of helpers (k) and n users can be computed in time O(n log n) by solving Problem (4) .
VI. CONCLUSION We considered a special case of the index coding problem with k caching helpers and n users connected to a base station. When there is no cache hit for any user (file request not found in its neighboring helpers), users receive coded transmission from base station which is cognizant of the cache status of the helpers. Further, the cached files in the neighboring helpers act as side information for users. With interference constraints on helper placement and planar topology, we reduced a general problem, where users are connected to multiple but limited number of helpers, to a canonical form in which every user is connected to just one helper. For the equivalent problem reduced to such a canonical form, the problem of finding the optimal binary scalar linear index coding scheme based on coloring the complement of the side information graph reduces to a problem of multi coloring a fixed prototypical graph uniquely determined by k only. Using this machinery, we showed that the achievable scheme corresponding to the chromatic number of the complement of the side information graph is computable in time polynomial in n if k is a constant.
