Abstract. We define and study refined Gopakumar-Vafa invariants of contractible curves in complex algebraic 3-folds, via the cohomological DonaldsonThomas theory of finite-dimensional Jacobi algebras. These Gopakumar-Vafa invariants can be constructed one of two ways: as cohomological BPS invariants of contraction algebras of Donovan and Wemyss, or by feeding the moduli spaces that Katz used to define genus zero GV invariants into the machinery developed by Joyce et al. The conjecture that the two definitions give isomorphic results is a special case of a kind of categorified strong rationality conjecture that we discuss and propose a means of proving. By way of support for this conjecture, and the conjecture of Wemyss and Brown that all finite-dimensional Jacobi algebras for symmetric quivers give rise to contraction algebras, we prove positivity for the cohomological BPS invariants of such Jacobi algebras.
1. Introduction 1.1. Main results. Let f : X → Y be a threefold flopping contraction, by which we mean that X is a smooth quasi-projective 3-dimensional variety over C, Y is Gorenstein, and f is birational, with exactly one exceptional fibre, isomorphic to a rational curve C. Associated to this seemingly innocuous situation is a great deal of rich geometry, captured in part by various enumerative invariants, amongst them the Gopakumar-Vafa invariants n C,1 , n C,2 , . . .. For r greater than the length 1 l(C) of the curve we have n C,r = 0. Our first main theorem is the following Theorem A. There is a categorification of the sequence n C,r , . . . ∈ N to a sequence of cohomologically graded GV invariants GV C,r,0 . . . ∈ Ob(MMHS) in the category of monodromic mixed Hodge structures. Each GV C,r,0 is concentrated entirely in cohomological degree zero, is Verdier self-dual, and satisfies dim(GV C,r,0 ) = n C,r .
In particular, all but the first l cohomological invariants vanish. The above cohomological GV invariants give rise to refined GV invariants, in the sense of motivic DT theory. The vanishing result makes it reasonable to try to completely calculate the refined invariants of a given flopping contraction, at least if the length is less than three or maybe four. These invariants take their place alongside the aforementioned enumerative invariants, or perhaps it would be better to say, above them.
Put briefly, the cyclic A ∞ -deformation theory of O C red determines an (analytic) superpotential presentation for A con , which determines the above cohomological invariants as vanishing cycle cohomology of intersection complexes.
Somewhere further up still is the contraction algebra A con introduced by Donovan and Wemyss, representing the noncommutative deformation theory of the coherent sheaf O C red . This paper was partly motivated by a conjecture of Brown and Wemyss that all finite-dimensional Jacobi algebras (for a select list of symmetric quivers) are contraction algebras of flopping curves. This conjecture implies that for any such A, the numerical BPS invariants ω A,1 , . . . satisfy the same properties as the Gopakumar-Vafa invariants arising from a flopping curve, for example they should be positive. The second main theorem of the paper thus provides evidence towards the contraction algebra conjecture mentioned above:
Theorem B. Let A be an algebraic or analytic finite-dimensional Jacobi algebra, for a quiver Q with potential W . Then for all dimension vectors γ ∈ N Q0 the cohomological BPS invariants BPS A,γ are Verdier self-dual and concentrated in cohomological degree zero. In particular, the numerical BPS invariants ω A,γ = χ(BPS A,γ ) are all positive, and vanish only if the respective cohomological invariant vanishes. All but finitely many of the invariants ω γ do vanish, and there is a weak inequality dim(A) ≥ γ∈N Q 0 |γ| 2 ω γ which becomes an equality if A is an analytic Jacobi algebra.
The last statement of the theorem again mirrors a theorem of Toda concerning Gopakumar-Vafa invariants of flopping curves [55, Thm.1.1].
We finish with some clarification regarding Theorem A. It turns out that there are several canonical(!) cohomological lifts of the numbers n C,r (another one is closer to Katz's original definition of the genus zero GV invariants and is discussed in Section 4.1), given by monodromic mixed Hodge structures GV C,r,d for all d. This is related to the fact that there are two different ways to define the numbers n C,r via DT theory, one by considering sheaves with Euler characteristic one, one via sheaves with Euler characteristic zero. Invariance of DT invariants under change of Euler characteristic arises from a general conjecture on invariants of coherent sheaves in 3-folds, going back to the work of Pandharipande and Thomas in [43] , called the strong rationality conjecture (see [53] for the passage between the invariance conjecture and the strong rationality conjecture).
We conjecture (Conjecture 4.9) that invariance under change of Euler characteristic lifts to an isomorphism of categorified invariants GV C,r,d ∼ = GV C,r,d ′ for all r, d, d
′ . The mysterious aspect of any incarnation of the strong rationality conjecture is the claim that there should be any connection between these invariants for d − d
′ not a multiple of r (tensoring with line bundles gives isomorphisms between stacks of semistable modules of class (r, d) and those of class (r, d + tr), with t ∈ Z). We finish the paper by discussing an explicit morphism between cohomological Gopakumar-Vafa invariants, which we propose as the required isomorphism.
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2. Donaldson-Thomas theory for finite-dimensional Jacobi algebras 2.1. Monodromic mixed Hodge modules. We review briefly those aspects of the theory of mixed Hodge modules that we will need for this paper. Given an analytic space Z, which we will assume to be separated and reduced 2 , we refer to [49, Sec.2] for the definition of the category MHM(Z) of mixed Hodge modules on Z, as well as proofs of the assertions below, up to the discussion of monodromic mixed Hodge modules.
The category MHM(Z) is an upgrade of Perv(Z), the subcategory of D b c (Z, Q) of the derived category of Q-sheaves on Z with analytically constructible cohomology sheaves, in the sense that there are fully faithful functors MHM(Z) → Perv(Z) for all Z, commuting with direct and inverse image functors, the Verdier duality functor D Z , and external tensor products.
Let f : Z → U be a morphism of analytic spaces, which we assume to be the analytification of a morphism of complex algebraic varieties. In particular, this implies projective compactifiability, as in [49, Sec. 
Finally, there are vanishing and nearby cycle functors φ f and ψ f , respectively, associated to holomorphic functions on Z, which upgrade the corresponding functors on perverse sheaves in the obvious sense.
We recall that L ∈ MHM(Z) comes with an ascending weight filtration W • L, and L is called pure of weight n if Gr W i (L) = 0 for i = n. A cohomologically graded mixed Hodge module L will just be called pure if H i (L) is pure of weight i. We denote by MHM(Z, n) the category of pure polarizable weight n mixed Hodge modules. A polarization of a weight n Hodge module is given by an iso-
] satisfying some extra conditions (see [48, Sec.5] ), where L := H c (A 1 , Q). The simple objects in the category of weight n polarizable Hodge modules are provided by Saito' 
where L is a polarizable weight n variation of Hodge structure on a locally closed sub analytic subvariety Z ′ ⊂ Z (see [48] ). Moreover, the category MHM(Z, n) is semisimple.
Given two complex analytic spaces Z 0 and Z 1 , there is an external tensor product
taking pairs of objects F and G in MHM(Z 0 , n 0 ) and MHM(Z 1 , n 1 ), respectively, to objects in MHM( For the purposes of Donaldson-Thomas theory, it turns out to be convenient to consider mixed Hodge modules with a monodromy action, recording the usual monodromy operator on sheaves of vanishing cycles. Fixing Z, we denote by B Z ⊂ 2 An unusually high proportion of the moduli spaces we deal with in this paper are nonreduced -we always consider mixed Hodge modules on the reduced subspace.
MHM(Z × A
1 ) the full subcategory of graded-polarizable mixed Hodge modules L such that each restriction (z × G m ֒→ Z × A 1 ) * L has smooth cohomology sheaves, and we denote by C Z ⊂ B Z the full Serre subcategory containing those mixed Hodge modules that are in the essential image of the functor
We define MMHM(Z) = B Z /C Z , the Serre quotient category. Direct image along the closed embedding Z × {0} ֒→ Z × A 1 defines a functor ι : MHM(Z) → MMHM(Z). There is a monoidal product for monodromic mixed Hodge modules defined by setting, for F ′ and F ′′ monodromic mixed Hodge modules on Z ′ and Z ′′ respectively:
where the product ⊠ MHM on the right hand side is the usual exterior product of mixed Hodge modules on
If Z is equipped with locally finite morphisms ν : Z × Z → Z and pt → Z making it into a monoid in the category of analytic spaces, then MMHM(Z) acquires a monoidal structure defined by F ⊠ ν G := ν * (F ⊠ G), which is symmetric if ν is commutative, via the results of [41] . We only consider commutative such ν in this paper. We write Sym n ν (F ) for the nth symmetric power of F with respect to this symmetric monoidal structure, and define
when this infinite direct sum makes sense. Since we have made MMHM(Z) into a symmetric monoidal category, the Grothendieck group K 0 (MMHM(Z)) acquires the structure of a lambda ring in the usual way. We define
when the right hand side is well defined. We denote by MMHS the category of monodromic mixed Hodge structures on a point. If F is a monodromic mixed Hodge module on a space Z, and L is a monodromic mixed Hodge structure, we denote by F ⊗ L the external product, considered as a monodromic mixed Hodge module on Z.
Remark 2.1. The monodromy operator seems to play a key role in the cohomological Donaldson-Thomas theory of flopping curves. As we will see, in quasihomogeneous cases, the cohomological BPS invariants are pure of weight zero. So in order to extract interesting polynomial invariants from these objects it is not sufficient to just consider the weight filtration, which would recover "q-refined DT theory" in the usual sense. Conjecture 4.8 states that this is true even for non quasihomogeneous potentials. In the general case, by the definition of the weight filtration on vanishing cycle cohomology [48, (5.1.6.2)], Conjecture 4.8 below is equivalent to the statement that the monodromy actions that we encounter are semisimple.
Consider the (cohomologically shifted) mixed Hodge module Q Gm on G m , and its direct image L = t * Q Gm along the map t : z → z 2 . The (shifted) mixed Hodge module L carries an action of Z/2Z, and we let L ′ ⊂ L be the sign-isotypical component: it is a (shifted) variation of mixed Hodge structure of rank 1, with monodromy around 0 acting by multiplication by −1. We consider L = H c (A 1 , Q) as a cohomologically graded monodromic mixed Hodge structure via the embedding ι : MHS → MMHS. It is possible to show that (2) (j :
and so we define
If Z is an irreducible analytic space with open dense regular subspace Z reg ⊂ Z we define
the weight zero pure Tate twist of the intersection complex for the constant variation of Hodge structure on the regular locus. If Z = i Z i is a union of irreducible analytic spaces with open dense regular subspaces, we define
If Z is a smooth connected stack we define
Given f a holomorphic function on an analytic space Z, we define
where u is the coordinate on G m . Note that this functor is exact. If f : U → C is a holomorphic function, p : Z → U is a projective morphism of algebraic varieties, and F ∈ MHM(Z) is polarizable, then there is an isomorphism [49, Thm.2.14] φ mon f
Below we will want to consider vanishing cycle cohomology of analytic functions on stacks. Mindful of the fact that the reader may be somewhat unfamiliar with analytic stacks, we next make concrete the construction of this cohomology.
Let q : Z → U be a (not necessarily projective) morphism of G-equivariant varieties, where G is an affine algebraic group acting trivially on U , so that there is an induced morphism q : Z/G → U from the Artin quotient stack. Let U sp ⊂ U an be an analytic subset, which for us will always be the analytification of an algebraic subvariety, and let f be a holomorphic function defined on an open sub analytic set U ′ ⊂ U with U sp ⊂ U ′ . Writef = f q and Z sp = q −1 (U sp ). We will make the following assumption.
The assumption implies that restricting a mixed Hodge module that has support contained in crit(f ) toZ sp ∩ crit(f ) gives a mixed Hodge module (as opposed to a complex).
Fix a cohomological degree i, and let V be a G-representation, such that there is an open sub G-variety V ′ ⊂ V , acted on freely by G, with codim There is a version of the Serre polynomial for monodromic mixed Hodge structures. We let L be a cohomologically graded MMHS, and we define 
Example 2.4. The monodromic mixed Hodge structure L 1/2 is pure, concentrated in cohomological dimension one, and we have
We define the forgetful functor
This functor does not respect the monoidal structures. It will sometimes be useful to consider a less refined functor that does. Firstly, the usual forgetful functor taking a mixed Hodge module to its underlying perverse sheaf induces a forgetful functor
where B Perv is the category of perverse sheaves on A 1 that are locally constant away from zero, and we have taken the quotient by the Serre subcategory of constant perverse sheaves. We give this quotient the convolution monoidal product, so that rat is a symmetric monoidal functor. Let x be a coordinate on A 1 . Then φ x , the usual vanishing cycle functor for perverse sheaves, induces a functor
which is a monoidal functor by the Thom-Sebastiani isomorphism [39] , and furthermore a symmetric monoidal functor by [15, Prop.3.11] . We denote by rforg : MMHS → Vect the composition of functors F •rat, and for F a monodromic mixed Hodge structure we will refer to rforg(F ) as the underlying vector space of F . The composition forg •ι is naturally isomorphic to the identity functor. For L a MMHS, we define
to be the Q-dimension of the underlying mixed Hodge structure/vector space. In particular, this number is always nonnegative. If L is a cohomologically graded MMHS we define
for some variation of Hodge structure on G m , dim(L) is simply the dimension of the fibre of L ′ at any point in G m , i.e. it is insensitive to the monodromy around 0. In particular, if f is a function on a smooth complex manifold, there is an equality
Proposition 2.5. Let L be a monodromic mixed Hodge structure, and let P = forg(L). Then there is a decomposition of mixed Hodge structures P = P 0 ⊕ P
=0
into π 1 (G m )-representations that are unipotent, or have no unipotent subrepresentation, respectively. With respect to these there is an equality
We have used χ wt to denote the usual weight polynomial for (non-monodromic) mixed Hodge structures.
Proof. Since L is assumed graded-polarizable, as a mixed Hodge module on A 1 , the decomposition of P according to eigenvalues (which are themselves roots of unity) is due to Borel, see [50] -this decomposition is induced by the decomposition demonstrated there of G = G(L) according to generalized eigenvalues of the monodromy transformation. By additivity (5) it is then enough to prove the statement for pure Hodge modules j ! G, with G a simple polarized variation of Hodge structure on C * for which the monodromy of G either does not have 1 as an eigenvalue, or is the identity. In the first case j ! G ∼ = j * G is a pure intersection complex, and simple in MMHS, and the statement follows. In the second case we instead have
where G x is the fibre of G at any point x ∈ C * -this accounts for the shift of weights.
Remark 2.6. Let L be a cohomologically graded mixed Hodge structure. Then Proposition 2.5 implies that χ
If Conjecture 4.8 is true, then Theorem 4.3 implies that the Serre polynomials of the rth refined BPS/GV invariants of flopping curves are equal to n C,r , considered as constant polynomials. As such, they are conjectured to hold no new information above the classical invariants. So we should consider a more refined realization of monodromic mixed Hodge structures called the Hodge spectrum. For L a cohomologically graded MMHS with quasi-unipotent monodromy, with all generalized eigenvalues dth roots of unity, as in [35, Sec.4.3] we define P as in Proposition 2.5, and set
The numbers {0, . . . , d − 1} in the superscripts keep track of the character of the action of µ d , the dth roots of unity, and so a generalized eigenvalue of the quasiunipotent monodromy action. We have tensored with C so that this decomposition into generalised eigenspaces makes sense. Note that the exponents of this polynomial are rational, but we still have χ
We arrange the various rings in which refined invariants live, in order of descending "refinement":
where on the left we have also included one further ring, the naive Grothendieck ring ofμ-equivariant motives. As an Abelian group this is generated by symbols [X], where X carries a µ n -action for some n, and where we impose the cut and paste relations, identify equivariant varieties up to isomorphism, and use a product that is analogous to the convolution product on monodromic mixed Hodge structures. We refer to [14] for the remaining relations in this ring, and a thorough account of its properties. Here we only define the ring homomorphism χ MMHS :
where X × µn C * is the mapping torus, i.e. the quotient of X × C * by the action ω · (x, z) = (ω · x, zω −1 ). The fact that this morphism respects the relations in
] is easy to show, and the fact that it respects the product and λ-ring structures follows from the fact that these structures in both rings are provided by convolution (see [14] for details). Note that if the µ n -action on X is trivial, then
where the second equality follows from the existence of the distinguished triangle
2.3. Quivers and potentials. Throughout, Q will denote a finite quiver, i.e. a pair of finite sets Q 1 and Q 0 (the arrows and vertices, respectively), along with two maps s, t : Q 1 → Q 0 taking an arrow to its source and target, respectively. We fix P to be the set of paths in Q, including, by convention, a path e i of length zero for each i ∈ Q 0 , beginning and ending at i. For p ∈ P, let |p| be the length of p. For a field K, which we give the discrete topology, we denote by KQ the free path algebra of Q over K. This is the algebra having as basis the set P, with multiplication defined on this basis by concatenation, where possible, and zero otherwise. The vector space KQ ≥N spanned by paths of length at least N is a two sided ideal in KQ. We call a left KQ-module M nilpotent if for all m ∈ M there exists an N ∈ N such that KQ ≥N · m = 0. We denote by K[[Q]] the topological algebra obtained by completing with respect to the ideal KQ ≥1 . The inclusion of underlying algebras
induces a fully faithful embedding of categories 
the subalgebra consisting of formal linear combinations p∈P a p p such that |a p |< C |p| for some constant C ∈ R + that is independent of p.
]/S the quotient by the topological closure of S (still with respect to the KQ ≥1 -adic topology), and we denote by S the two-sided ideal generated by S. Let n i=1 a i ∈ KQ cyc := KQ/[KQ, KQ] be a single cyclic path in KQ, i.e. each a i ∈ Q 1 . Then we define
and extend to maps ∂/∂a from KQ cyc and
, respectively, by linearity and continuity. Let 
Definition 2.7. An algebraic Jacobi algebra A is an algebra isomorphic to an algebra K(Q, W ) as defined above. An analytic Jacobi algebra is one that is isomorphic to K{Q, W } as defined above.
2.4.
Spaces of semistable quiver representations. In this subsection we set the ground field to be C. A CQ-module M is defined by the tuple of complex vector spaces (M i := e i · M ) i∈Q0 and the linear maps (a· :
For γ ∈ N Q0 we define
and
Then there is an isomorphism
where the target is the stack of γ-dimensional CQ-modules. We write
for the G γ -bundle projection.
Denote by M γ (Q) the coarse moduli space of the stack M γ (Q). Then
and for a field extension K ⊃ C, the K-points of M Q,γ correspond to γ-dimensional semisimple KQ-modules. We denote by
the affinization map. The affinization is a coarse moduli space of semisimple representations, and the GIT moduli space associated to the trivial linearization. Let ncHilb γ (Q) be the fine moduli scheme of pairs (M, v ∈ M ) such that M is a γ-dimensional CQ-module and v generates M under the action of CQ. This is constructed as an example of a fine moduli space of stable CQ ′ -modules for Q ′ , the framed quiver obtained by adding one vertex ∞ to Q, one arrow from ∞ to each of the original vertices of Q, and extending the dimension vector by setting the dimension vector at ∞ to be 1; see [33] for the general construction of GIT moduli spaces of quiver representations, and [42] for the particular examples that we consider here. In particular the forgetful map
is projective, as there is an identification between the coarse moduli spaces of semisimple CQ-modules and CQ ′ -modules, and so (8) is a GIT quotient map. More generally, we denote by M n fr γ (Q) the moduli stack of pairs
As in (7) there is an isomorphism
to be the substack defined by the condition that image(h) generates M as a CQ-module. This substack is in fact a scheme, and the fine moduli space of stable pairs (9) . Then the forgetful map
is again a GIT quotient map, and so it is proper. These maps play a key role in cohomological Donaldson-Thomas theory. In brief: just as we can approximate the cohomology of the stack M γ (Q) via the schemesZ in Section 2.1, for fixed i we have isomorphisms
for n ≫ 0. So in particular the objects on the left hand side of (10) 
is the locally projective morphism from the fine moduli scheme of all finite-dimensional cyclically generated CQ-modules to the coarse moduli space. The same convention applies to sheaves and mixed Hodge modules: if γ F γ is a mixed Hodge module with each F γ supported on some space M γ , we abbreviate the direct sum to F .
There is a morphism
which at the level of points takes pairs of semisimple modules to their direct sum. This is a finite morphism by [42, Lem.2.1]. We define a symmetric monoidal structure on MMHM(M(Q)) by setting
The closed points of each M γ (Q) correspond to semisimple γ-dimensional CQmodules, and so there is a distinguished point given by the module i S γi i -this is the module M given by setting M i = C γi for all i ∈ Q 0 and letting all paths of length greater than zero act via the zero map. We denote this point 0 γ ∈ M γ (Q). The following is proved in [56, Lem.2.15, Sec 2.6].
Proposition 2.9. Let W ∈ K{Q} cyc be an analytic potential, and let γ be a dimension vector. Then there is an analytic neighbourhood U γ of 0 γ ∈ M γ (Q) such that Tr(W ) converges absolutely on U γ and on π
2.5. Stacks of nilpotent modules. Let A be a finitely generated C-algebra, with m ⊂ A a two-sided ideal. We do not assume in this subsection that ∩ n∈N m n = 0. LetÂ be the completion of A with respect to m. Setting M n (A) to be the stack of ndimensional A-modules, we let M n,nilp (A) be the substack defined by the equations Tr(a) = 0 for a ∈ m. A geometric point of M n (A) corresponding to an A ⊗ C Kmodule ρ is in M n,nilp (A) if and only if every element of m ⊗ C K acts nilpotently on ρ.
Definition 2.10. Given a commutative C-algebra B, a flat family of m-nilpotent A-modules over B is a finite projective B-module with an action of A/m n for some n ∈ N.
As in [11, Rem.4.31] , if B is finitely generated, a flat family of nilpotent Amodules over B is just the same as a flat family of A-modules which is nilpotent at every geometric point. Proposition 2.11.
(1) IfÂ is finite-dimensional, the stack M n,nilp (A) is an open and closed substack of (M n (A)) red for every n. (2) Alternatively, assume that A = C{Q, W } is an analytic Jacobi algebra, and A is finite-dimensional. Then M γ,nilp (A) is the reduction of an open and closed substack of crit(Tr(W )) ∩ p −1 (U ), for U ∋ 0 γ an analytic neighbourhood on which Tr(W ) converges.
Proof. We consider only (1), the proof for (2) is the same. The closedness follows from the definitions, so we consider only the openness condition. The argument is essentially that of [11, Prop.4.28] .
Let M n fr n (A) be the moduli stack of pairs (ρ, h : C n → ρ) of a n-dimensional A-module and a homomorphism from the fixed vector space C n , and consider the subscheme(!) M n sfr n 
Then openness of M n,nilp (A) in (M n (A)) red is equivalent to openness of the subscheme Q red ⊂ M n sfr n (A) red . Define M n sfr n,nilp (A) to be the functor taking a commutative C-algebra B to the set of pairs (12) (J , h)/isomorphism of pairs where J is a B-flat family of nilpotent A-modules over B, and h : B ⊕n → J is a morphism of B-modules such that the induced map B ⊕n ⊗ A → J is surjective. Then we claim that there is a natural isomorphism of functors M n sfr n,nilp (A) → F , with F (B) = colim Q * (B) as defined in Lemma 2.12. This follows just as in [11] ; both functors commute with filtered colimits, and so it is enough to check on finitely generated C-algebras. But then both sides are defined by the condition of geometric points being sent to the closed subscheme Q. Now assume thatÂ is finite-dimensional. Then a pair as in (12) is just a B-point of GrassÂ -mod,n (Â ⊕n ), so that this scheme represents the functor M n sfr n,nilp (A), and we deduce the result from Lemma 2.12.
Lemma 2.12. [11, Lem.4.29] Let Z ⊂ U be an inclusion of a closed subscheme inside a scheme of finite type, and let
be the chain of inclusions defined by powers of the ideal I Z/U . Define the functor F from commutative C-algebras to sets by
Then if F is represented by a scheme of finite type, the sequence (13) stabilizes to a subscheme Z N , and Z red ⊂ U red is the inclusion of a union of connected components.
2.6. Cohomological BPS invariants for Jacobi algebras. We will assume throughout this section that Q is a symmetric quiver, in the sense that for every pair of vertices i, j ∈ Q 0 there are as many arrows from i to j as from j to i. Everything up to and including Definition 2.18 can be generalised to non-symmetric quivers carrying King stability conditions -see [42] and [13, 15] for details.
In [42] Meinhardt and Reineke prove the following Theorem 2.13. There are equalities in the Grothendieck ring of algebraic mixed Hodge modules on M(Q):
if n is even, and
See the discussion around (1) for the definition of Sym ⊕ . Proposition 2.14. There are isomorphisms of analytic mixed Hodge modules on M(Q)
an :
Proof. The analogous statement for algebraic mixed Hodge modules is proved as in the first part of the proof of [15, Thm.4.10] in the category of algebraic mixed Hodge modules. The point is to show that the ith cohomologically graded piece of both the left hand side and the right hand side are pure, and then use semisimplicity of the category of pure weight i mixed Hodge modules to argue that if they have the same class in the Grothendieck group, they are isomorphic. The equality is then provided by the Meinhardt-Reineke theorem.
We refer to [21, Sec.4.7] for the required definition of the analytification functor for D-modules. The salient points are that analytification commutes with taking the de Rham functor (by definition), and with direct image along proper morphisms [21, Prop.4.7.2] . These facts, together with the projectivity of q and ⊕, and approximation of p γ by proper maps q n γ , mean that the analytic versions of (16) and (17) follow by taking the analytification of the algebraic version.
We recall that a Serre subcategory S of an Abelian category A is a full subcategory satisfying the condition that for every short exact sequence 
Alternatively, let W ∈ C{Q} cyc be an analytic potential, such that there exists an open analytic subscheme U ′ γ ⊂ M γ (Q), on which Tr(W ) defines an absolutely convergent function f γ such that the reduced critical locus of f γ π γ is the subvariety of nilpotent CQ-modules. Then there are isomorphisms of analytic mixed Hodge modules
Proof. The algebraic statement is proved in [15] , using the commutativity of the vanishing cycles functor with direct image along proper maps, and the ThomSebastiani isomorphism. The condition on S is needed to apply the Thom-Sebastiani isomorphism.
The statement involving analytic potentials follows from Proposition 2.14 via the same argument. Fix a dimension vector γ, and let U ′ γ be as in the statement of the theorem, then by (16), there is an isomorphism
The right hand side decomposes according to decompositions in
On the one hand, there is an isomorphism
by properness of q 
where the direct sum is the map of analytic subspaces defined as in (11) . We shrink each U ′′ γ i to be contained in U ′ γ i if necessary. Then via the support conditions on the spaces U ′ γ ′ , and the Thom-Sebastiani isomophism we write the summand corresponding to the decomposition γ as
Remark 2.16. For algebraic Jacobi algebras, in this paper we will always take S to be the maximal Serre subcategory of C(Q, W )-modules satisfying the conditions of Proposition 2.15. In other words, M is an object of S if every subquotient of M satisfies the condition that Tr(W ) is zero when evaluated on M .
Remark 2.17. For the uninitiated, we should say something informal about why (21) is a surprising and useful result. On the one hand, the statement tells us something that we could already guess: that the left hand side is very large. I.e. on the right hand side we take mixed Hodge modules φ mon Tr(W ) IC Mγ (Q) for each γ, tensor them with H(pt /C * ) vir to obtain something that is already infinite dimensional, and then we take the symmetric algebra generated by it. The surprising thing is that the gigantic complex of mixed Hodge modules on the left hand side is determined by the much more manageable objects φ mon Tr(W ) IC Mγ (Q) . This remark motivates the following definition.
Definition 2.18. Let (Q, W ) be a quiver with algebraic potential. We define the cohomological BPS invariants for C(Q, W ) by setting
the cohomology of the sheaf φ mon Tr(W ) IC M st γ (Q) restricted to the locus of points representing modules in S. If (Q, W ) is instead a quiver with analytic potential W ∈ C{Q} cyc and finite dimensional C{Q, W } we define
Remark 2.19. By Proposition 2.11(2), the monodromic mixed Hodge module φ As in Remark 2.19, we deduce that there is an isomorphism
We finish with some remarks about the BPS Lie algebra, defined for any algebraic Jacobi algebra in [15] . We do not give full definitions, since it will turn out that this Lie algebra is rather trivial for finite-dimensional Jacobi algebras -see Corollary 2.27, though see also Conjecture 4.9 for a reason for not totally disregarding the cohomological Hall algebra structure that induces the Lie bracket on BPS cohomology.
In [36] Kontsevich and Soibelman defined the cohomological Hall algebra H Q,W associated to an (algebraic) quiver with potential. In [15] it was shown that there is a perverse filtration on H Q,W , and in particular that BPS C(Q,W ) ⊗L 1/2 is the first perverse piece of this filtration, and is preserved by the commutator bracket on H Q,W . As such, the BPS Lie algebra is defined to be
For C{Q, W } a finite-dimensional analytic Jacobi algebra we can define the Lie algebra g C{Q,W } the same way; the proof that it is a Lie algebra goes exactly the same way as in the algebraic case.
Relation to motivic DT invariants. The motivic DT invariants assigned to an (algebraic) Jacobi algebra A in [35] produce the classes D[BPS
where D is the involution of K 0 (MMHS) induced by Verdier duality. This seems to be well-known to the experts (e.g. see [36, Sec.7.10]), but for the convenience of the reader we recall some of the details. Let X be a smooth complex variety, let S ⊂ X be a subvariety, and let f ∈ Γ(X) be a regular function. We refer to [17] for the definition of the motivic vanishing cycle
of f . This is an element of the naive Grothendieck ring of varieties over X, i.e. the Abelian group spanned by symbols [Y → X], modulo cut and paste relations, where Y is a complex variety, carrying a µ n -action for some n. We pick the normalization of this class such that, if
Given S ⊂ X we define the map
By [28, Thm.4.2.1], there is an equality
and so there is an equality
By Verdier self-duality of φ
−1 ]| n ≥ 1 be the localization formed by formally inverting the classes of the general linear groups. By the identity
this is the same as the localization with respect to the classes (1
Since every MMHS has a filtration with subquotients given by pure MMHSs, there is a surjection of Abelian groups K 0 (MMHS) ≤n → K 0 (MMHS) ≤n−1 and we let K 0 (MMHS) be the inverse limit, with the natural algebra structure. Let X be a smooth GL γ -equivariant variety, carrying a GL γ -invariant algebraic function f , and let X = X/ GL γ be the quotient stack. Let S ⊂ X be a G-invariant subvariety, and let S ⊂ X be the induced inclusion of global quotient stacks. The lowest weight of
tends to infinity as i tends to infinty, and so the infinite sum
and so there is a unique map
This is a homomorphism of λ-rings; by construction of the λ-ring structure, the map D • χ MMHS is a λ-ring homomorphism, which extends to a λ-ring homomorphism
by [14, Ex.3.5.4(4)]. The inclusion of the right hand side of (24) into the ring of formal power series is again a λ-ring homomorphism by construction.
Proposition 2.21. Let X , S, f be as above. Then
Proof. Set V N = i∈Q0 Hom(C N , C γ(i) ) for N ≫ 0, and let U N ⊂ V N be the subvariety of Q 0 -tuples of surjective morphisms. Set
Consider the Serre spectral sequence with
Since this spectral sequence converges to H c (X, φ mon f QX |S) we deduce that
Letting N tend to infinity, the left hand side of (26) converges to the right hand side of (25) . The group GL γ is special, meaning that principal GL γ bundles are Zariski locally trivial. It follows from the cut and paste relations in Kμ
Applying J, we deduce
The right hand side tends to 1 as we let N tend to infinity, and the result follows.
We next consider the motivic DT invariants of a quiver Q with potential W . As above, we should choose a Serre subcategory S of the category of representations of C(Q, W ), and we make our standard assumption that S is the maximal permissible Serre subcategory, containing all modules M such that on all subquotients of M , the value of Tr(W ) is zero.
Motivic DT invariants are defined in terms of plethystic exponentials, which we very briefly recall. Given α an element in a λ-ring, we define Exp(α) = n≥0 σ n (α), when this sum makes sense. So for instance if B = K 0 (A N ) is the Grothendieck ring of N-graded objects of an Abelian tensor category, completed so that [V ] = n∈N [V i ] for V i the ith graded piece of V i , and V ∈ A N is concentrated in strictly positive degrees, then
Let (Q, W ) be an algebraic quiver with potential. Let
denote the Euler form. There is an equality
Let g γ ∈ Γ(A Q,γ ) be the function induced by Tr(W ). Then the motivic DT invariants are defined by the equation
We deduce from Proposition 2.21 that
Taking the hypercohomology of (20), we deduce that
and we deduce the following Proposition 2.22. There is an equality in K 0 (MMHS)
In particular, the left hand side lies in the image of the map K 0 (MMHS) ֒→ K 0 (MMHS).
Proof of Theorem B.
We have finally introduced enough background to prove our main theorem on Jacobi algebras.
Theorem 2.23. Let A = C{Q, W } be an analytic Jacobi algebra, with Q a symmetric quiver, and assume that A is finite dimensional. Then
(1) The refined BPS invariants ω A,γ (z 1 , z 2 ) and ω A,γ (q 1/2 ) have only nonnegative coefficients.
(2) For γ ∈ N Q0 the BPS cohomology BPS A,γ ∈ MMHS is concentrated entirely in degree zero, and is self-dual. There is thus an equality ω A,γ = dim(BPS A,γ ). Alternatively, let A = C(Q, W ) be a finite-dimensional algebraic Jacobi algebra, for a symmetric quiver Q. Then all but the fourth assertions are true of the BPS invariants for C(Q, W ), with part (4) replaced by (4'): There is an inequality dim(C(Q, W )) ≥ γ dim(BPS C(Q,W ),γ )|γ| 2 .
Proof. The first statement follows directly from the second. The second follows from the fact that the underlying complex of constructible sheaves for φ mon Tr(W ) IC M st γ (Q) | nilp is a Verdier self-dual perverse sheaf, supported at a single point. This follows from Proposition 2.11 and the fact that restriction to the nilpotent locus is exact for the perverse t structure on the subcategory of perverse sheaves supported on crit(Tr(W )), since restriction to an open subspace is always perverse exact.
The argument for part (3) is a categorified version of the argument in [23] for Proposition 3.13 below. Consider the left hand side of (20) , with N = 2. The mixed Hodge module (φ mon Tr(W ) IC M 2 sfr γ (Q) ) nilp is supported on the moduli space of A-modules equipped with a surjection of A-modules from A ⊕2 , and in particular, it has empty support after restricting to M 2 sfr γ (Q) for any γ with γ i > 2 · dim(A) i for some i ∈ Q 0 . Since in each degree γ we are considering a complex of monodromic mixed Hodge modules supported at a point, we can treat both sides of (20) as N Q0 -graded and cohomologicaly graded monodromic mixed Hodge structures. Passing to the underlying vector spaces via the symmetric monoidal functor rforg, in degree 2 · dim(A), the left hand side of (20) is the vanishing cycle cohomology of a function with an isolated singularity, and in particular it is nonzero, while on the right hand side we have a free exterior algebra on a N Q0 -graded set of generators, with 2ω A,γ |γ| generators in degree γ (here the 2|γ| factor is the dimension of the cohomology of CP (2|γ|−1) ). For such an exterior algebra, the highest degree in which the algebra is nonzero is given precisely by the degree of the top exterior power, which is given by the right hand side in (4) . This also establishes the first part of (3) -a graded exterior algebra is finite-dimensional if and only if it is finitely generated.
We next consider algebraic Jacobi algebras. By our standing assumption, S is the Serre subcategory of C(Q, W )-modules containing those M satisfying the condition that for all submodules M ′ ⊂ M and all quotient modules M → M ′′ , the function Tr(W ) is zero when evaluated on M ′ and M ′′ . In particular, Tr(W ) is zero when evaluated on M . The argument for (1) and (2) is the same, now using Proposition 2.20 to argue as above that the BPS cohomology for C(Q, W ) is concentrated in degree zero.
We next consider part (4'). Write {T 1 , . . . , T r } for the simple modules, counted with multiplicity, occurring in the Jordan-Holder filtration of A, numbered so that only T 1 , . . . T r ′ are in S. In particular
Then the left hand side of (18) is supported on semisimple modules p∈P T np admitting a surjection from A ⊕2 , with each n p less than or equal to r ′ . It follows that it has zero support if (27) γ
for some i ∈ Q 0 . So the underlying vector space of the right hand side of (18) is an exterior algebra, with 2|γ|ω C(Q,W ),γ generators in degree γ, that is zero when restricted to any dimension vector γ satisfying the inequality (27) . Parts (3) and (4') follow as in the analytic case.
Setting z 1 = z 2 = q 1/2 = 1 we deduce the following Corollary 2.24. Let A be a finite-dimensional analytic or algebraic Jacobi algebra associated to a symmetric quiver with potential. Then all but finitely many of the BPS invariants ω A,γ vanish, and they are all positive.
Recall that we call W ∈ CQ cyc quasi-homogeneous if there is a grading of the arrows of Q with nonnegative integers such that W is homogeneous of degree d > 0 with respect to the induced grading of CQ cyc .
Corollary 2.25. Let A = C(Q, W ) be a finite-dimensional Jacobi algebra, for which W is quasihomogeneous. Then BPS C(Q,W ),γ is pure, and so the refined BPS invariants
Proof. Fix a degree γ ∈ N Q0 , and assume that there is a simple γ-dimensional CQmodule, otherwise the statements are trivial (in degree γ). Under the assumptions of the corollary, the monodromy action on forg(BPS C(Q,W ),γ ) is semisimple, and we can write
where the monodromy action on the first factor is trivial, and on the second factor has no invariant subrepresentation. Then via Proposition 2.5, Corollary 2.25 implies that G 0 is pure of weight zero, while G =0 is pure of weight -1. Since in the quasihomogeneous case the Serre subcategory S contains all C(Q, W )-modules, we deduce from the proof of Theorem 2.23 the following Corollary 2.26. Let A = C(Q, W ) be a finite-dimensional Jacobi algebra, with W quasihomogeneous. Then there is an equality dim(A) = γ dim(BPS A,γ )|γ| 2 We next consider the implications of Theorem 2.23 for the BPS Lie algebra.
Corollary 2.27. Let A be either an algebraic or analytic Jacobi algebra associated to a symmetric quiver, which is finite dimensional. Then the BPS Lie bracket on g + A vanishes. Proof. The BPS Lie bracket defined in [15] preserves the cohomological grading, since it is defined to be the commutator bracket in the cohomological Hall algebra of [36] . The right hand side of (23) lies entirely in cohomological degree one, since by Theorem 2.23 each BPS A,γ lies in cohomological degree zero, and the half Tate twist shifts degree by one.
Example 2.28. Let Q be the quiver with one vertex and one loop, which we will denote X, and let W = X d+1 . Then A = C(Q, W ) is nilpotent, so we have also A ∼ = C{Q, W }. The motivic Donaldson-Thomas theory of this quiver and potential was considered in [14] .
There is an isomorphism C(Q, W ) ∼ = C[X]/X d , which is the contraction algebra of a width d, (0, −2) curve (indeed this fact was subsequently used in [16] to calculate the motivic DT invariants of (0, −2) curves). In particular, this Jacobi algebra is finite, and Theorem 2.23 applies. Since a (0, −2) curve has length one, only the first GV invariant of such a curve is nonzero. In particular, we deduce from Theorem 2.23 that (28) BPS A,n = 0 for n ≥ 2. On the other hand, the first cohomological BPS invariant is by definition equal to
Taking classes in the Grothendieck group of monodromic mixed Hodge structures, equations (28) and (29) together provide an alternative proof of the Hodge-theoretic version of the main theorem of [14] . Assertion (4) of Theorem 2.23 becomes the equality
Example 2.29. The unmodified part (4) (as opposed to (4')) of Theorem 2.23 can fail for algebraic Jacobi algebras. For instance, take the same quiver as Example 2.28, but let W ∈ X 3 Z[X] be a nonhomogeneous polynomial, which we write as W = X e+1 D for some non-constant polynomial D with nonzero constant term.
and so dim(BPS A,1 ) = e < dim (C(Q, W )) . Then the (algebraic) Jacobi algebra A = C(Q, W ) ∼ = C{Q, W } is finite-dimensional, and so Theorem 2.23 applies. By considering moduli stacks of semistable representations for nondegenerate stability conditions it is not too hard to calculate the cohomological BPS invariants explicitly, and find that
Then Theorem 2.23(4) gives
which one can verify by writing down the Jacobi algebra directly.
Background on contractible curves
3.1. Flopping curves. Throughout the rest of the paper, C red will denote a rational flopping curve, by which we mean the reduced exceptional fibre of a fixed diagram p : X → Y where p is a resolution of singularities for an affine Gorenstein variety, with isolated singular point 0 ∈ Y , birational away from p −1 (0), and with ω X · C red = 0. We denote by C the scheme-theoretic fibre p −1 (0). Associated to such a curve are numerous invariants. Firstly, the N -type of C is given by the numbers (a, b) , For N -type (0, 2) things become a little more interesting, as there are infinitely many possible analytic local isomorphism classes. We can still explicitly write them down, and they are parametrised, up to isomorphism, by a single integer. Up to analytic local isomorphism we may write
and p is obtained by blowing up along the sheaf of ideals (x, z − w d ). Here d ≥ 2 is the width defined by Reid [47] -if we set d = 1 we recover the Atiyah flop, and we are back in N -type (−1, −1). As we will see below, all invariants that have been considered for flopping curves are known in all cases of N -type distinct from (1, −3) . In N -type (1, −3) there is another invariant, the length [9] , which can be defined to be the length of the structure sheaf of C at the generic point of C red .
Given a flopping curve as above we recall the "classical" definition of the GopakumarVafa invariants for C. By [47] , a generic hyperplane Y 0 passing through 0 ∈ Y has a du Val singularity at 0, and the projection from the proper transform X 0 → Y 0 is a partial resolution, through which the minimal resolution of Y 0 factors. From this we obtain two pieces of combinatorial data: the Dynkin type of the du Val singularity, and the node of the associated Dynkin diagram corresponding to the curve in the minimal resolution Z 0 → Y 0 that is not contracted by the map Z 0 → X 0 . In N -type (1, −3), there are five possibilities for this data, worked out in [31] and [32] , each corresponding to a different value of the length of C red between 2 and 6.
The following geometry is described in detail in [7, Sec.2] . Letting Y → Def(Y 0 ) be a semi-universal deformation of the singular surface Y 0 , and X → Def(X 0 ) be a semi-universal deformation of X 0 , from the defining equation of the surface Y 0 we obtain a map g : ∆ → Def(Y 0 ) from an analytic disc, such that (analytically locally around the isolated singularity) Y ∼ = ∆ × Def(Y0) Y and X ∼ = ∆ × Def(X0) X defined via a lift f : ∆ → Def(X 0 ) of g. By deforming the map f , we deform the threefold X, and taking a suitably generic such deformation, the curve C is replaced by a number of (−1, −1)-curves. The number n C,r is the number of such curves to occur with homology class tending to r[C] as we deform back to X.
3.2.
Coherent sheaves on flopping curves. Inside the category Coh(X) of coherent sheaves on X we will mostly be concerned with Coh cpct (X), the full subcategory containing those sheaves with compact support. Since Y is assumed to be affine, the set-theoretic support of any such J is a union of points of X, and the exceptional curve C. It follows that any such J is obtained by taking iterated extensions of sheaves of the form O C red (d) for d ∈ Z and O x for x ∈ X. We define rk(J ) to be the number of sheaves of the first kind appearing in some (equivalently, any) such filtration, in other words the length of J at the generic point of C. The morphism
is an isomorphism.
We fix a divisor D ⊂ X with D · C red > 0, i.e. pick an ample divisor on a compactification of X. Then we define the slope of a compactly supported sheaf J by
following the usual convention that a sheaf with zero-dimensional support is defined to have slope ∞. A sheaf J ∈ Coh cpct (X) is called semistable if µ(J ′ ) ≤ µ(J ) for all proper subsheaves J ′ ⊂ J . Since this definition does not change if we scale µ by a fixed constant, we could have defined µ(J ) to be χ(J )/ rk(J ).
Let I be the ideal sheaf of C red inside the hypersurface X 0 from Section 3.1, and let I (i) be its ith symbolic power, i.e. the ideal of functions vanishing to order i along C red . Then C i is defined to be the subscheme of X defined by I (i) . We have C red = C 1 and C = C l , where l is the length of C. It is proved in [30, Lem.3.2] that for all i ≤ l there are equalities dim(H 0 (X, C i )) = 1 and H 1 (X, C i ) = 0.
3.3. Derived equivalences. Let C ⊂ D b (Coh(X)) be the full subcategory consisting of objects J such that f * J = 0 (we remind the reader of our convention that all functors are derived). Following Bridgeland [5] , inside the category Coh(X) we consider the torsion structure given by
The Abelian subcategory 0 Per(X/Y ) is defined to be the full subcategory of objects
Let L be ample relative to p, and let [57] The vector bundle P is a projective generator for 0 Per(X/Y ), and there is an equivalence of categories
where A := End X (P), inducing an equivalence of categories between 0 Per(X/Y ) and A -mod.
We denote by Φ = − ⊗ A P the quasi-inverse to Ψ. Write 0 Per C (X/Y ) for the category of perverse coherent sheaves set-theoretically supported on C. As in [57] it is often useful to consider instead the category 0 Per(X/Ŷ ) whereŶ is obtained by completing at the ideal of functions vanishing at 0, andX is obtained by completing at the ideal sheaf I C . The completion of modules then induces a functor 0 Per(X/Y ) → 0 Per(X/Ŷ ), which is fully faithful, and preserves subobjects, when restricted to 0 Per C (X/Y ). Then the following proposition follows from Proposition 3.5.7 in [57] . Proof. The if part follows from the closure of the category of semistable objects of fixed slope under taking extensions, so we focus on the only if part. A compactly supported sheaf J decomposes as a direct sum J = J 0 ⊕ J ′ where J 0 is set theoretically supported on C, and J ′ is set-theoretically supported away from C. Then χ(J ′ ) is the length of J ′ , and is in particular nonzero if J ′ is. So by semistability, J is set-theoretically supported on C.
We may write Ψ( 
where each subquotient is isomorphic to S 2 . Applying Φ[−1] to this filtration, we obtain the desired filtration for J .
3.4.
Moduli spaces of semistable coherent sheaves. The construction and basic properties of moduli spaces of semistable shaves on algebraic varieties is treated generally in [25] . In the case of sheaves on contractible curves, these constructions are somewhat simplified. Now fix r, and a r-dimensional vector space V. The Grothendieck quot scheme Quot(V, (r, 0)) is defined to be the fine moduli scheme parameterising quotients
where χ(J ) = 0, and rk(J ) = r. We consider the open subscheme Quot
• (V, (r, 0)) ⊂ Quot(V, (r, 0)) given by the condition that the target sheaf is semistable, and H 0 (h) is an isomorphism. In other words, Quot
• (V, (r, 0)) is the stack of pairs (J , h ′ ), where J is a semistable sheaf with rk(J ) = r and χ(J ) = 0, and h ′ is a choice of basis for H 0 (X, J (1)). Letting GL r (C) act on h ′ via precomposition, we obtain the isomorphism M -ss
i.e. the moduli stack of sheaves is a global quotient stack. The points of the coarse moduli space M -ss r,0 (X) are given by S-equivalence classes of sheaves, or equivalently, polystable sheaves. In particular, by Proposition 3.3 we deduce that
Likewise, the Chow variety Chow X (r[C red ]) is isomorphic to a point, and the natural map
If we fix the Euler characteristic to be one, the geometry becomes even more well-behaved. The following theorem is due to Sheldon Katz. r,1 (X) has exactly one closed point, corresponding to the sheaf C r , otherwise it is empty. The length of the structure sheaf O M -ss r,1 (X) is exactly n C,r . 3.5. The contraction algebra. Before reminding the reader of the definition of the contraction algebra from [18] , we recall the type of deformation functor that it represents. Let Art 1 be the category of pointed finite-dimensional algebras, i.e. finite-dimensional C-algebras Γ equipped with a retraction of algebras p : Γ → C, such that ker(p) N = 0 for N ≫ 0. Let A either be QCoh(U ) for U a quasiprojective scheme C-scheme, or mod(Λ) for some algebra Λ. Let a ∈ ob(A). Then the noncommutative deformation functor Def A a is defined to be the functor taking an element (Γ, p) of Art 1 to the set of isomorphism classes of triples (b, τ, δ) where b ∈ A, τ : Γ → Hom A (b) is a homomorphism of algebras, δ : (Γ/ ker(p)) ⊗ Γ b → a is an isomorphism, such that − ⊗ Γ b : Γ -mod → A is exact. See [18] for details regarding the notion of isomorphism of deformations, and [37, 19, 51, 34] for more treatment of noncommutative deformation theory.
WriteR for the ring of functions Γ(Y ) completed at the ideal I 0 corresponding to the singular point 0. Let L ′ be a line bundle onX such that L ′ · C red = 1, and define N ′ with respect to the short exact sequence
analogous to (31) , and define
Van den Bergh shows in [57, Sec.3.4] that by picking such an L ′ , and feeding it back into [57, Sec.3.2] we get an equivalence of categories between 0 Per(X/Ŷ ) andÂ -mod as in Proposition 3.1.
Definition 3.7. [18]
The contraction algebra A con is the quotientÂ/I, where I is the two sided ideal of endomorphisms of P ′ factoring through the summandR.
Defining S = HomX (N ′ , O C red ) we obtain a simple A con -module denoted S, which is S 2 when considered as aÂ-module via the surjectionÂ → A con .
Theorem 3.8. [18]
The contraction algebra A con is finite-dimensional, and represents the isomorphic deformation functors Def
Acon -mod S and DefÂ -mod S2 . Proposition 3.9. The contraction algebra A con is an analytic Jacobi algebra for a quiver Q with analytic potential W ∈ K{Q} cyc . The quiver Q has one vertex, and zero, one, or two loops, depending on whether C is of N -type (−1, −1), (0, −2) or (1, −3).
Proof. By [18] , A con represents the deformation functor DefÂ -mod S2
. Let (Ext(S 2 , S 2 ), b • ) be the cyclic A ∞ -endomorphism algebra of S 2 , and let W (x) = i≥2 1 i+1 b i (x, . . . , x), x be the formal function on V = Ext 1 (S 2 , S 2 ) arising from the cyclic A ∞ -structure.
Then it is well-known (see e.g. [51, 34, 38] ) that DefÂ -mod S2 is represented by the zeroeth cohomology of the Koszul dual of (Ext(S 2 , S 2 ), b • ), which is by construction the Ginzburg dgaΓ(Q, W ) for the pair Q, W (see [20] ), where Q is a quiver with arrows given by a basis for V . The analyticity of the potential W is given by [56, Lem.4.1].
Remark 3.10. Since A con is a finite-dimensional formal Jacobi algebra, in principle we could have used [24, Thm.3.16 ] to produce a formal isomorphism G of the completed free path algebra CQ such that G * W is algebraic, and considered the cohomological DT theory of C(Q, G * W ), which is given in terms of algebraic (not analytic) mixed Hodge modules. The automorphism G induces an automorphism G γ of the formal completion of Rep γ (Q) around the nilpotent locus. The resulting motivic Donaldson-Thomas invariant, defined for the possibly formal function Tr(W ) via [8, Rem.3.4] , is the same for G * W and W , since the motivic vanishing cycles are determined by spaces of arcs from the nilpotent locus, and G γ acts on these via isomorphisms. We prefer to work at the level of analytic potentials, since the question of whether G can be chosen to be convergent in a sense that enables us to extend G γ to an analytic neighbourhood of the nilpotent locus seems to be open. In any case we will want to be able to consider vanishing cycles for infinitedimensional Jacobi algebras when we come to Conjecture 4.9, where the results of [24] no longer apply.
Remark 3.11. The question of which finite-dimensional Jacobi algebras arise as contraction algebras is open, but according to a conjecture of Brown and Wemyss, for any potential W on a select list of symmetric quivers giving rise to finite A = C{Q, W }, the algebra A is a contraction algebra for some curve. In this paper we deal only with irreducible contractible curves, so in fact the list of quivers we are concerned with is quite short: the zero loop quiver, the one loop quiver, and the two loop quiver. In the first two cases the conjecture is clearly true, but for the two loop quiver it is still open. We refer to [22, 27, 26] for some recent results on finite-dimensional Jacobi algebras.
3.6. From the contraction algebra to GV invariants. We denote by M m sfr r (A con ) the fine moduli space of pairs (M, (v 1 , . . . , v m )) where M is a r-dimensional A conmodule and v 1 , . . . , v m ∈ M generate M . This scheme will typically be highly singular; in Donaldson-Thomas theory, when confronted with a singular complex scheme T , the basic enumerative invariant is not quite the Euler characteristic of the underlying scheme, but the Euler characteristic weighted by the Behrend function ν T . The following theorem relates this measure to cohomological DT theory: Theorem 3.12. [45] . Let f ∈ Γ(T ′ ) be a holomorphic function on a smooth complex manifold, and assume that the complex variety T is isomorphic to crit(f ) as an analytic space. Then [29] . Since the underlying scheme is a point, and so any neighborhood of the point is the entire scheme, it follows also from [4, Thm.5.18] that M st r,1 (X) is the scheme theoretic critical locus of a function g on a smooth algebraic variety U . The virtual canonical bundle Considered as a cohomologically graded monodromic mixed Hodge structure, it is concentrated in degree zero.
The above discussion establishes part (1) of the following theorem, while part (2) follows by Theorem 3.6 and Theorem 3.12. Part (3) is a consequence of the definition of the dimension of a monodromic mixed Hodge structure, and part (1). 
4.2.
Refined BPS invariants for contractible curves. In [40] a proposal is given for the definition of (all genus) Gopakumar-Vafa invariants, which we briefly recall. Let β ∈ H 2 (Y, Z) be a homology class. Then M = M (β,1) (Y ) is a fine moduli space, and moreover a d-critical scheme, which is assumed to carry a special kind of orientation K called Calabi-Yau orientation data (see the appendix to [40] ). Then as above, M = M Proof. Setting n = 2 in (18) the graded Euler characteristic of the left hand side is given by
by Theorem 3.12. The graded Euler characteristic of the right hand side of (18) is given by
and so the result follows directly from Theorem 3.13.
We now return to the case in which Y is a local flopping curve. The above recipe, for the class (r, 1), recovers the Gopakumar-Vafa invarants considered in the previous subsection. We have seen that M sst r,0 (Y ) is isomorphic to a point, as is the Chow variety. Also, π * BPS M sst r,0 (Y ) is a perverse sheaf, and so all higher genus Gopakumar-Vafa invariants vanish, and we may define GV r,0 = BPS Acon,r .
The following theorem collects together the features of these invariants that have appeared in this paper. (1) Each invariant GV r,0 is a Verdier self-dual monodromic mixed Hodge structure. (2) There is an equality dim(GV r,0 ) = n C,r . (3) If n C,r vanishes, then so does GV r,0 . Remark 4.4. As with Theorem 4.1 above, part (3) is a trivial consequence of part (2) . The reason to emphasize it is that, a priori, it is very difficult to demonstrate vanishing of refined invariants from vanishing of numerical ones. Were this not the case, the paper [16] calculating motivic DT invariants of (0, −2) curves would have been very short. This vanishing result, along with the established vanishing results on the invariants n C,r recalled in Section 3.1 mean that it is possible to calculate refined invariants by hand.
Remark 4.5. For an application of this vanishing, see the paper [58] , which extends [6] to the refined setting. In the earlier paper, a pair of length 2 flopping curves are given that have the same Gopakumar-Vafa invariants, but which are non-isomorphic, and are distinguished by their contraction algebras. In [58] it is shown that these flopping curves are not distinguished by their refined GV/BPS invariants either. Definition 4.6. We define successively more refined invariants n C,r (q 1/2 ), n C,r (z 1 , z 2 ), n C,r,MMHS by taking χ mon wt , χ mon hsp and the class in the Grothendieck group K 0 (MMHS), respectively, of GV r,0 . These specializations are as defined in Section 2.2.
The following is a special case of Corollary 2.25.
Proposition 4.7. Let A con ∼ = C(Q, W ), where W is quasi-homogeneous. Then n C,r (q 1/2 ) ∈ N.
The above proposition is enough to make one wonder whether q-refined GopakumarVafa invariants carry any extra information at all: Conjecture 4.8. The monodromic mixed Hodge structure GV C,r,0 is pure for every flopping curve C, and every r. Equivalently n C,r (q 1/2 ) = n C,r for all C and r.
This conjecture is open even for r = 1. For instance it is known (e.g. see [46] , or [1, Sec.4] ) that there exist functions f (x, y) in two variables with an isolated singularity at the origin, such that the monodromy on the Milnor fibre is not semisimple (this is equivalent to impurity, since by definition [48, (5.1.6.2)] the weight filtration on the vanishing cycle cohomology is the monodromy filtration). On the other hand, extensive computer checks 4 go a long way towards confirming the conjecture, at least for r = 1. In other words, functions in two variables that arise from Abelianizing potentials on the two loop quiver that give rise to finite-dimensional (analytic) Jacobi algebras appear to always have semisimple monodromy.
In any case, the more refined invariants n C,r (z 1 , z 2 ) are not necessarily integers. For instance, let C be a type (−2, 0) curve of width d. Then by Example 2.28 n C,0 (z 1 , z 2 ) = (z 1 z 2 )
In the two cases of rank 1 refined BPS invariants worked out for (−3, 1) by van Garderen [58] , fractional exponents also appear.
4.3.
Categorified strong rationality conjecture. The purpose of this section is to propose a mechanism for proving the strong rationality conjecture using a version of the cohomological Hall algebra of [36] adapted for analytic Jacobi algebras. In order to not add greatly to the length of the paper, and since the goal of this section is merely to state a conjecture, we will be a little more sketchy.
There is an obvious similarity between Theorems 4.3 and 4.1. This is not accidental -the reason for suspecting and then proving Theorem 4.3 is the easier (given the existing literature) Theorem 4.1, and the Conjecture 4.9 below, which implies as a special case that Theorems 4.3 and 4.1 are logically equivalent, once one upgrades (33) to an isomorphism of (-1)-shifted symplectic stacks.
The derived equivalence (3.1) induces an isomorphism of Grothendieck groups
between the Grothendieck groups of the category of coherent sheaves supported on C and the category of continuous (i.e. nilpotent) modules for the complete noncommutative crepant resolutionÂ of Section 3.5, which by the same argument as Proposition 3.9 (i.e. the results of [56] ) is an analytic Jacobi algebra for some quiver Q with convergent formal potential W . The identifications with Z 2 are given by taking rank and Euler characteristic of 1-dimensional sheaves, or dimension vectors. Then we recover both flavours of cohomological GV invariants via the prescription GV C,r,d := BPSÂ ,Φ(r,d) .
Via [56] for each γ ∈ K 0 (Â -mod) there is an analytic open neighbourhood of the stack of the nilpotent CQ-module 0 γ ∈ M γ (Q) for which one may define the function Tr(W ) and take the critical locus, to obtain a stack isomorphic to an analytic open neighbourhood M of the stack of perverse coherent sheaves supported on C, inside the stack of all perverse coherent sheaves on X.
Let γ ∈ N 2 be such that Φ maps BPS Q,W,γ isomorphically to BPS Q,W,γ+Φ(0,1) .
The main evidence for the conjecture comes from the related study of 3-foldsX × C, forX → C 2 /Γ the resolution of a du Val singularity, where the above operator does indeed provide an isomorphism between cohomological BPS invariants [12] . Note that an implication of the conjecture is that GV C,r,n is independent of n. This is a categorified upgrade of the statement that the Donaldson-Thomas invariant for coherent sheaves of rank r and Euler characteristic d are independent of d. In particular, it implies the independence/strong rationality conjectures in [53] , [43] , [52] , for flopping curves.
