Abstract-We present an algorithm for the fast and efficient solution of integral equations that arise in the analysis of scattering from periodic arrays of PEC objects, such as multiband frequency selective surfaces (FSS) or metamaterial structures. Our approach relies upon the method of Accelerated Cartesian Expansions (ACE) to rapidly evaluate the requisite potential integrals. ACE is analogous to FMM in that it can be used to accelerate the matrix vector product used in the solution of systems discretized using MoM. Here, ACE provides linear scaling in both CPU time and memory. Details regarding the implementation of this method within the context of periodic systems are provided, as well as results that establish error convergence and scalability. We also demonstrate the applicability of this algorithm by studying several exemplary electrically dense systems.
I. INTRODUCTION
T HE analysis of complex periodic structures with electrically dense unit cells has become increasingly important with the recent proliferation of research in topics ranging from multiband frequency selective surfaces (FSS) [1] to electromagnetic bandgap (EBG) structures [2] and metamaterials [3] , [4] . These structures arise in a number of applications, ranging from high directivity antenna substrates [5] , "materials" that effect double negative properties [6] , and as ground planes for lowprofile radiators [7] . Somewhat higher in frequency, novel THz and optical systems exploit surface modes induced by periodic subwavelength structuring as a means of guiding energy from device to device [8] , or enhanced transmission through periodically perforated metal films [9] . As the topology of these structures becomes increasingly complex, their response falls further and further from the realm of engineering intuition. As a result, simulation has become an integral part of the design flow. To this end, integral equation methods are one of the mainstays of the CEM community for obtaining an accurate numerical representation of the fields and currents supported by periodic systems.
In integral equation formulations on periodic domains, a single unit cell is discretized and an appropriate periodic Green's Function is chosen. In the case of a doubly periodic array (illustrated in Fig. 1 ), the Green's Function is chosen to satisfy Floquet-Bloch boundary conditions in the plane of the array, and a radiation boundary condition receding away from the array to infinity. It is worth emphasizing that such a Green's Function will exactly satisfy boundary conditions for both normal incidence, as well as oblique incidence, wherein a Bloch phase is implicitly applied to currents lying in unit cells outside of the computational domain. This stands in contrast to finite difference time domain (FDTD) and finite element methods (FEM) that require augmentation to properly satisfy boundary conditions. This is not to say that integral equation methods are without disadvantages. Most significantly, given the global nature of integral operators, these methods require operations and storage for the iterative solution of the equations they spawn, being the number of iterations required to achieve a particular residual error. Consequently, fast algorithms for integral equations, which reduce these costs to or , have become a topic of considerable interest in the EM community.
For non-periodic problems, such fast methods are very well-established and range from tree-based methods, such as the Fast Multipole Method (FMM) [10] , to FFT-based methods, such as the Adaptive Integral Method (AIM) [11] . While these same methods can be formulated for periodic problems, these applications have been relatively limited in the literature. Rokhlin and Wandzura [12] originally applied FMM to the efficient calculation of matrix elements in a periodic MoM 0018-926X/$31.00 © 2012 IEEE scheme using Ewald's method to construct a periodic translation operator. Three years later, FMM was again applied to periodic Helmholtz problems by Yeung and Barouch [13] . The subject remained largely unexplored for over a decade, until Otani and Nishimura [14] used a periodic FMM for the analysis of photonic crystals. Other types of hierarchical methods have been presented more recently, namely interpolatory methods such as those due to Li [15] and Chan [16] . Instead of exploiting addition theorems for the Green's Function, these methods hinge upon the projection of the Green's Function onto a hierarchy of increasingly sparse interpolatory grids. A number of non-tree fast methods for periodic problems have also been studied, including a variation on the AIM [17] , and a fast spectral method used to accelerate the boundary integral (BI) in a FE-BI formulation [18] - [20] .
In this work, we demonstrate the extension of the tree-based method of Accelerated Cartesian Expansions (ACE) to the analysis of doubly periodic arrays composed of PEC scatterers. ACE is an method, in both operations and storage, that is based upon an addition theorem expressed in terms of Cartesian harmonics. Among the salient features of the ACE algorithm are (i) exact up/down tree traversal operators, (ii) a nearly kernel independent framework, and (iii) stability at low frequencies. This first feature ensures that error is independent of tree height down to machine precision as demonstrated in [21] . The nearly kernel independent framework lends itself to the straight-forward extension of the ACE algorithm to a wide array of potentials. Thus far, it has been successfully employed in the evaluation of potentials of the form [21] , numerous time domain potentials [22] , [23] , and in conjunction with FMM for wideband Helmholtz problems in free space [24] . The low frequency stability of ACE is described in [24] , wherein it is demonstrated that ACE and conventional FMM are complimentary methods, in so far as for the frequencies at which FMM breaks down ACE is best-suited, and vice-versa.
While FMM and ACE have been previously hybridized for the analysis of wideband problems [24] , such extensions are largely unnecessary for a broad class of periodic problems. In the case of metamaterials, multi-band FSS, or EBG structures, the technologically compelling physics arises over frequency bands in which the unit cell is either subwavelength, or at most -, such that the reflection/transmission spectra are dominated by energy coupled into low-order Floquet modes. Given the excellent low frequency properties of the ACE algorithm, it is naturally suited to the analysis of these systems, and further, capable of handling non-uniform discretizations for which many FFT-based methods are sub-optimal. To this end, we will explicitly demonstrate the utility of ACE in accelerating the solution of electrically dense periodic structures, which arise due to the fractalization or layering of canonical structures.
The primary original contributions of this work include the following:
• Presentation of an algorithm and a discussion of its numerical implementation for the analysis of periodic structures • Demonstration of the scalability and convergence of this algorithm for a number of source distributions
• Application of this method to the analysis of scattering from multiscale periodic structures In elaborating this, the paper is structured as follows. Section II outlines the mathematical formulation of the Electric Field Integral Equation (EFIE) for PEC structures on periodic domains. Section III provides details of the ACE algorithm specific to periodic problems including tree construction, the necessary translation operators, and an outline of the computational cost structure. Section IV presents results that demonstrate linear scaling in potential evaluation and error convergence in the order of ACE expansions, as well as several exemplary structures for which the efficacy of the periodized ACE algorithm is evinced. Finally, in Section V, we conclude with a brief discussion of future work.
II. MATHEMATICAL FORMULATION
Consider a domain, , in which a doubly periodic array of open PEC surfaces is immersed in free space. This array is characterized by periodicity with respect to some 2-lattice, , defined as (1) Here, define the unit cell of some Bravais Lattice, the th element of which is denoted . We define the associated reciprocal lattice as (2) In which satisfy , and the th element of is . Such a domain is illustrated in Fig. 1 .
The array is excited by an incident plane wave of the form
Here, is the associated wavevector and describes the incident field strength and polarization. The interrogating field gives rise to a scattered field, , such that the total field can be expressed as a linear superposition, . Using the surface equivalence principle [25] , we express the scattered fields in terms of convolutions with an equivalent source distribution, , radiating into an homogeneous domain (4) Here, indicates a composite contraction and convolution over a single unit cell, is the Electric Dyadic Green's Function that satisfies Floquet-Bloch boundary conditions in the plane of and a radiation boundary condition receding away from to infinity, and is the current defined within the unit cell. The Green's Function takes the following form:
In (5), we have employed the Ewald representation [26] of the Green's Function as given in [27] to ensure absolute and rapid convergence of the Green's Function in and out of the plane of , and is the splitting parameter that controls the relative rate of convergence between the summations over the real and reciprocal lattices. We will elaborate on the proper choice of this parameter in Section IV.
By imposing boundary conditions on the total field, we arrive at the EFIE, from which we can solve for the unknown source,
, given values of the tangential incident field,
We discretize (6) using the Method of Moments, where is expanded in RWG basis functions [28] (7)
Galerkin testing is employed to obtain a linear system of equations in unknowns of the form (8) Where the individual components are given as
It is well-established that the iterative solution of (8) requires operations and storage, where is the number of iterations required to reach a predetermined residual error in the solution. The dominant cost arises due to matrix-vector multiplications of with a set of iterates,
. In Section III, we provide details of the manner in which the ACE algorithm is employed to reduce the cost of this matrix-vector multiplication from per iteration to . In doing so, we will also reduce the pre-processing cost from an dense matrix-fill to an sparse matrix-fill/construction of the ACE translation operators.
III. ACE ALGORITHM
The crux of the ACE algorithm is the following approximation:
Here, is a sparse matrix consisting of matrix elements arising due to interactions between basis functions that are, in some metric, near one another, and is a composi- tion of linear operators that accounts for the remaining farfield interactions, requiring resources in terms of both operations and storage. As in other FMMs, we make recourse to an octree decomposition as the means by which nearfield and farfield pairs are identified. Such a decomposition is constructed by embedding the unit cell inside of a fictitious cube, which is recursively subdivided into smaller cubes until a desired density of unknowns per box, , is achieved, as illustrated in Fig. 2 .
In the interest of clarity, we review the vocabulary associated with octree structures (i.e., trees). By a given "level" of the tree, we refer to a set of boxes of a particular size, from the "leaf" (smallest) level to the "root" (largest) level. For a particular box, the box at the level above, to which it is subordinate, is referred to as its "parent", and reciprocally, the subordinate boxes at the level below are referred to as its "children". These genealogical relationships between boxes permit the construction of simple rules by which, given two boxes, we can readily ascertain whether or not the contents engage in a nearfield or farfield interaction. Each box is addressed by a sequence of binary triplets following Morton ordering, which uniquely identify not only a given box, but its entire genealogy [29] . In what follows, we give details concerning the construction of the interaction list, the ACE tree traversal process, and the overall cost of the algorithm.
A. Constructing Interaction Lists
The proper construction of interaction lists is necessary to achieve both scaling as well as control over approximation error. In conventional FMMs, two boxes will participate in a farfield interaction if:
• the separation between boxes is at least a box length;
• the boxes' parents are in each other's nearfield. On a domain subject to Floquet-Bloch boundary conditions, this dictum is inappropriate in as far as the separation between boxes is effectively non-unique. This can be best understood by considering a source-observer pair, the constituents of which lie in boxes touching opposite edges of the unit cell. The action of the periodic Green's function effects not only the potential due to the source lying inside of the unit cell, but all of its infinite images as well. If both elements of the source-observer pair are sufficiently close to the edge of the unit cell, a situation may arise wherein one of the nearest images of the source produces the dominant contribution to the potential, in which case this pair is effectively in the nearfield, in spite of being farfield in the conventional sense. Consequently, we must give consideration to nearest images in constructing interaction lists. By augmenting our octree decomposition to include the 8 nearest image cells, we then make the distinction that two boxes in the original unit cell will participate in a farfield interaction if:
• The separation between the original boxes and their nearest images is, in all cases, at least a box length.
• Among the parents of both the original boxes and their images, at least one pair are in each other's nearfield. In simpler terms, two boxes are in each others' farfield if none of the boxes or their nearest images share a vertex, but at least one pair among the parents and their images do. This rule is illustrated in Fig. 3 .
In practice, this rule is implemented by adding two auxiliary levels to the octree structure, which are used for addressing the 8 nearest image cells. Morton ordering dictates that, at a given level, the boxes lying in the original unit cell will occupy a contiguous address space, which lends itself to a computationally trivial distinction between primitive and image boxes. It is worth noting that the presence of these extra levels will have a negligible effect on the total computational cost, and can be implemented in such a way that they only consume resources in pre-processing, viz. they need not be traversed.
B. Tree Traversal Details
As is common to all FMMs, the tree traversal process consists of the following five steps.
1) Construction of multipole expansions for all leaf boxes (C2M). 2) Aggregation of multipole expansions at all levels (M2M). In the ACE algorithm, these operations are expressed in terms of totally symmetric Cartesian tensors [30] , the precise details of which can be found in [21] . We write such an th rank tensor as , and note that it contains independent quantities. Its individual components may be indexed as , where being the number of times the th index appears. This compression is facilitated by the property of total symmetry, i.e., invariance of under any permutation of indices. We then represent the th rank contribution to our Multipole and Local expansions as and , respectively. In what follows, we use the ACE tree traversal operations to explicitly evaluate the farfield contribution to the matrix-vector product, i.e., in (10) , arising due to an interaction between sources basis functions in a box , and testing basis functions in another box . These basis functions are broken into a set of quadrature points, yielding a collection of point sources (observers), with locations and weights and ( and ). To give consideration to the full multilevel framework of ACE, we are concerned with the case in which and interact at the level of their parents, and , the centroids of which are denoted , and , respectively. In the C2M process, we compute a Multipole expansion about , truncated beyond harmonics, the order of the ACE expansion (11) During M2M, we then shift the origin of to using (20) in [21] . The shifted is then translated to a Local expansion about during M2L
Here, is the translation operator, the components of which are given as follows in the Ewald representation
is the incomplete Gamma function, is the th Hermite polynomial, and is the th order term in the product . The resultant Local expansion is shifted to using (26) of [21] during L2L. Finally, the potential at the th observer quadrature point is evaluated using (14) Our use of the periodic Green's Function in the M2L process calls to attention one of the major differences between our algorithm and previous work with periodic FMMs. In [14] , the free space Green's function is utilized in constructing the translation operator at all levels but the highest, at which point periodicity is effected by way of a lattice sum over Multipole coefficients. In this framework, interactions between boxes in the original unit cell and its nearest images must be accounted for explicitly, contributing to the cost of each matrix-vector multiplication. In our approach, the full periodic Green's function is utilized at all levels, obviating M2L translations outside the unit cell. It is worth noting, however, that the ACE algorithm could just as easily be fit into a framework similar to [14] . While this would reduce the preprocessing time associated with computing translation operators and nearfield matrix elements, the cost per matrix-vector multiplication would be slightly higher due to the increased number of translations and the need to always traverse up to the highest level of the tree.
Another, perhaps more significant difference arises due to the well-established breakdown of classical FMMs for dense subwavelength structures. This arises due to the singular nature of the spherical Hankel function, which becomes increasingly detrimental for electrically small leaf boxes. As mentioned in Section I, there is no such deficiency in the ACE algorithm, and it is demonstrably capable of working over low frequency bands for which classical FMM would fail [24] , with the caveat that its convergence will become increasingly slow at higher frequencies. Fortunately, for the most technologically compelling periodic structures, the frequencies at which these convergence issues arise are of little interest.
C. Computational Cost
The cost complexity of periodic ACE is virtually identical to non-periodic ACE, with the only variation arising due to the modified interaction lists. Here, we demonstrate only the basic results of a cost analysis; more detailed discussions can be found in [21] and [31] . The total cost can be divided into three contributions (i) precomputation , (ii) nearfield , and (iii) farfield . is a one time cost, associated with constructing and storing the nearfield matrix elements, and unique translation operator components, whereas and are repeated at each iteration of the iterative solution scheme. The total cost of solution is then . We assume a uniformly random distribution of co-located point source/observers, with an average of points per leaf box.
will then be dominated by the computation and storage of (i) all nearfield matrix elements and (ii) all components of each of the unique translation operators. As is evident from (13) , each component requires a number of operations, , which is approximately commensurate with the evaluation of an Ewald Sum. As the nearfield matrix elements are themselves Ewald Sums, the precomputation cost scales as (15) While the first contribution is clearly linear, it is not immediately clear as to how the latter dependent contribution will scale. As the translation operator only depends upon the separation between boxes, and the tree structures imposes a uniform superstructure on the computational domain, there is a significant redundancy that can be exploited in this stage of precomputation. In practice, scales sublinearly in , as will be made evident in Section IV. The remaining repeated cost of effecting a single matrix-vector multiplication will scale as (16a) (16b) At a fixed accuracy (i.e., constant ), letting tend to infinity, the total cost is optimized for a density of . This allows us to establish the optimal tree height as . While this implies that our algorithm will deliver sub-optimal performance for (i.e., ), in Section IV we will demonstrate that even for sub-optimal parameters, our method still provides significant acceleration in practice, and has a demonstrably low break-even point.
Memory consumption also scales as , with the following breakdown between nearfield and farfield quantities
Here, is due to the nearfield matrix-elements, the first term in is due to the multipole and local expansion coefficients for all boxes, and the latter arises from the storage of unique translation operators.
It is worth noting that the advertised scaling is fundamentally tied to the assumption of small, electrically dense unit cells. For problems in which the extent of the unit cell is electrically large , the ACE algorithm will have to be hybridized with the FMM [24] , or some other hierarchical fast method, to achieve optimal performance. In these algorithms, the required computational work at higher levels will grow, rather than staying constant as in ACE. Consequently, were this method to be extended to the analysis of periodic structures with electrically large unit cells, the cost complexity would be dominated by processes.
IV. RESULTS
In what follows, we provide details of numerical experiments that validate the ACE algorithm with respect to error convergence, linear cost complexity, and the accelerated solution of a number of practical problems. In all cases, we deal with geometries which may occur in the solution of practical FSS-type problems, defined as those in which (i.e., electrically small unit cells). Consequently, in all cases we evaluate the necessary periodic Green's functions with , which guarantees an optimal relative rate of convergence between real and reciprocal sums in (5). For higher frequency problems, alternative choices of are necessary to avoid numerical cancellation errors, as discussed in [32] - [34] . We note, that for moderate frequencies, i.e., , at which numerical cancellation begins to become an issue, we have found success in employing these algorithms for choosing for the terms of our periodic translation operator. In what follows, all infinite summations are evaluated to % relative error for convergence tests, and % relative error for actual EFIE solutions. We incorporate no auxiliary losses and do not perturb planar structures to accelerate the convergence of Ewald sums.
This stringent convergence criterion requires the retention of more terms in the Ewald summation, both in the near field system as well as in the precomputation of the ACE translation operators. While this adds to the overall cost, our rationale for doing so is to demonstrate that the error in truncating the ACE expansion is the only approximation affecting the matrix vector product. As the cost is linearly proportional to the number of terms retained, standard "engineering" approximations such as adding loss, perturbation out of plane, or a more permissive tolerance for convergence, will reduce the number of terms required in both the near field and precomputation stages. This will not affect the scaling of the fast algorithm, which remains evident regardless of how accurately the Green's function is evaluated.
All tests were performed using resources provided by High Performance Computing Center at Michigan State University. For all tests, a single node was used, consisting of two Intel Xeon E5620s clocked at 2.4 GHz with access to 24 GB of RAM.
A. Error Analysis
We first demonstrate that we can achieve arbitrary precision in reconstructing the potential integrals required for the EFIE by increasing the number of harmonics used in the ACE algorithm. In Fig. 4 , we present the relative error in the farfield contribution to a single component of the total potential as a function of the number of ACE harmonics, .
In this numerical experiment, point sources with weights randomly chosen on are distributed across a unit cell of unity volume, and the ACE algorithm is used to evaluate the resultant doubly periodic Helmholtz potential for all farfield source-observer pairs. The relative error in the potential with respect to an exact evaluation is computed in the -norm, and presented on a scale. The point sources are distributed quasi-randomly in so far as they are distributed in a uniformly random manner over 4 different configurations of the unit cell: a planar distribution, two multi-layer distributions, and a uniform volumetric distribution. These different configurations are intended to demonstrate that the convergence of our algorithm is robust with respect to a variety of pertinent structures. As Fig. 4 demonstrates, we can achieve excellent accuracy in reconstructing potentials in all 4 configurations. The error convergence is independent of the geometric distribution up to harmonics, at which point a uniform 6 digits of accuracy is achieved; beyond that, error decreases with additional harmonics, though not uniformly across different geometries. It is worth noting that this result is an upper bound on the relative error in the total potential (i.e., nearfield farfield) in so far as the nearfield contribution is computed exactly. One can typically expect an order of magnitude improvement in the aggregate error when including the nearfield in the calculation.
Though this result is computed for a single component of the total potential, this convergence is evident in all terms in the EFIE, i.e., both the and contributions. The contribution due to is identical to a scalar potential evaluation for each of its three components, i.e., three separate trees are traversed. We can similiarly evaluate the contribution, and traverse a fourth tree to achieve the same convergence rate, or we can directly differentiate the local expansions used in generating . While the latter is computationally more efficient, the error convergence is typically an order worse than in Fig. 4 if we were to compute it with a separate tree, as the th order Local expansion will be effectively truncated at order . The implementation of both schemes is straightforward, and in our own code we have an input flag that switches between the two methods.
B. Cost Analysis
Next, we demonstrate the linear scaling of our algorithm by measuring the time required for a single tree traversal, including all 5 steps of the ACE algorithm, as is increased. In Fig. 5 , tree traversal timings are presented for between 1 024 and 1 048 576, where the point sources are distributed uniformly over a plane lying inside of a unit cell.
The average density of point sources per leaf box is fixed at , such that an additional level is added to the tree at each data point, starting with the first data point corresponding to with 3 levels. All timings are averaged over a minimum of 10 matrix-vector products to ensure accuracy in measuring short times. In all cases, a linear regression on a log-log scale yields a scaling behavior between the worst case, for , to the best case, for , affirming our claim of linear cost complexity.
In Fig. 6 , we provide precomputation timings to demonstrate that the overhead associated with the computation of the periodic M2L translation operator is minimal. This data is taken from the same runs used in generating Fig. 5 .
These timings reflect the total time required for the evaluation of each of the non-redundant translation operators, i.e., they are representative of the scaling of the second term in (15) . This is a one time cost that need not be repeated in the iterative solution of a given problem at a single frequency. As is evident, the precomputation time scales sublinearly in , as the number of unique periodic translation operators, , grows slowly in . Other contributions to the precomputation process, such as the evaluation of the nearfield matrix elements have been omitted as we have not accelerated their evaluation.
C. Solutions to Exemplary Problems
As validation of our ACE accelerated code, we present the transmission spectra of a number of interesting structures. In all cases, the transmission coefficient is given for the (0,0) Floquet mode on a dB scale. When making comparisons between our reference code and the ACE accelerated code, the same iterative methods, preconditioners, and convergence criteria are utilized and all infinite sums are evaluated to a residual relative error %. With the exception of the Minkowski patch, which is compared to a structure with dimensions found in [35] , we present all results in normalized units, wherein each cell is with . TFQMR with a diagonal preconditioner was utilized to achieve a residual %. harmonics and levels were used in the ACE algorithm.
taken to be a square of area unity, and all frequencies are scaled such that the unit frequency corresponds to unity wavelength.
In Fig. 7 , we demonstrate the accuracy of our solver by comparing our reference code to our ACE code converged to a low residual error % . The geometry under consideration is a Jerusalem cross with unknowns, which fits inside of a 0.87 0.87 square in our normalized units. Across all frequencies, the ACE accelerated code and the reference code are in excellent agreement, and the absolute error in the transmission coefficient is strictly less than 1% (typically %). In general, we observe that, even for such a low tolerance, the ACE algorithm and the unaccelerated reference code require the same number of TFQMR iterations.
We next provide a result that gives an indication of our method's low breakeven point. In Fig. 8 , we compare ACE to our unaccelerated code for an Omega split ring structure with unknowns, which fits inside of a 0.95 0.8 rectangle, with the longer dimension parallel to the split, and a gap of 0.11 units between layers. In this test, a slightly Power transmission spectrum for an Omega SRR at normal incidence for . GMRES with a diagonal preconditioner was utilized to achieve a residual %. harmonics and 3 levels were used in the ACE algorithm. more permissive residual is achieved % , and we again find that our results are in good agreement. These particular parameters were chosen to show the conditions under which the total time to solution for both the ACE and unaccelerated codes are commensurate, in this case an average of 30 seconds per solution.
Next, we illustrate a considerable acceleration in the time to solution for a larger problem-a Minkowski fractal taken from [35] with unknowns, and dimensions identical to the reference. In Fig. 9 , we compare the power transmission spectrum calculated using ACE against the data provided in [35] , and find excellent agreement between the two.
Here, we have used GMRES set to a residual error %. For frequencies above 1 GHz, we utilize a diagonal preconditioner, whereas below we use an ILU preconditioner. Using our reference code, the average time to solution is 4 440 seconds (74 minutes) per frequency. For our ACE accelerated code, the average time to solution is 108 seconds (1.8 minutes) per frequency. From this result, it is evident that we can achieve up to a 40 speedup for a structure that is relatively small by the standards of free space fast methods while retaining accuracy.
In Fig. 10 , we validate the accuracy of our code for a layered structure with unknowns. This geometry is inspired by a Minkowski fractal structure, and consists of 2 pairs of complimentary patterns, the largest of which is bounded by a square of dimension 0.95 0.95, for a total of 4 layers separated by 0.24 units in the direction. Here, TFQMR with an ILU preconditioner is utilized to achieve a residual %. The average time to solution for the ACE code is 314 seconds per frequency ( minutes), relative to 6 530 seconds ( minutes) per frequency for the unaccelerated code.
In Fig. 11 , we illustrate surface currents for a number of structures with exceptionally high electrical densities ( and ) as might be found in multiscale problems. Both structures have transverse dimensions that fit inside of a square of dimension 0.95 0.95 and were generated via fractalization of a simple primitive structure. The first structure is based upon a triply iterated cross aperture, whereas the second structure is based upon a triply iterated Sierpinski carpet. While the first structure consists of a single layer, the second consists of 2 complimentary pairs for a total of 4 layers separated by 0.16 units in the direction. For the first structure, the average time to solution is 1 220 seconds ( minutes) using ILU preconditioned TFQMR with a tolerance % for harmonics and levels. For the second structure, it is 11 200 seconds ( hours) using diagonal preconditioned GMRES with a tolerance % for harmonics and levels. Extrapolation based upon our unaccelerated code yield average solution times of and hours, respectively, without ACE.
V. SUMMARY AND FUTURE WORK
In this paper, we have presented details for an method for integral equation analysis of periodic structures, and we have demonstrated the accuracy and efficacy of this algorithm as applied to a number of electrically dense structures. The demonstrably low break-even point make this method ideal for the analysis of a broad array of problems. Future work will see the hybridization of this method with the Fast Multipole Method as a means of improving accuracy for unit cells that are electrically large (i.e., ). We also intend to explore Green's function interpolation, as in [15] , as a means of reducing the constant prefactor associated with the evaluation of nearfield matrix elements. We are presently utilizing our fast solver in conjunction with the Array Scanning Method [36] , [37] to analyze non-periodic sources and defects in periodic systems, the results of which will be presented elsewhere.
