Dependence properties of occupancy numbers in the balls and bins experiment are studied. Applying such properties, we investigate further dependence structures of order statistics X
Introduction
The notions of negative dependence (except in the bivariate case) are not the mirror image of those of positive dependence. The structures of negative dependence for multivariate distri-butions can be more complicated. Several notions of negative dependence have been introduced in the literature. Among them are negatively associated (denoted by NA [10] ), negatively dependent through stochastic ordering (denoted by NDS [4] ), strongly multivariate reverse regular of order 2 [12] , negatively supermodular dependent [7] , and others. Dubhashi and Ranjan [6] introduced the following notions of negative regression dependence given in Definition 1.1, and advocated their use as a simple and unifying paradigm for the analysis of random structures and algorithms.
Recall that a random vector X = (X 1 , . . . , X n ) is said to be smaller than another random vector Y = (Y 1 , . . . , Y n ) in the usual stochastic order, denoted by X st Y, if E[(X)] E[(Y)] holds for all increasing functions for which the expectations exist (see [18, Section 4B] ). Also, we denote by [X|A] any random vector/variable whose distribution is the conditional distribution of X given event A. The above notions of negative dependence reflect the intuition that if a set of negatively dependent random variables is splitted into two subsets in some manner, then one subset will tend to be large when the other subset is small and vice versa. In Definition 1.1, by conditioning on one random variable instead of a set of random variables, we get the other three notions of negative dependence, denoted by NRD 1 , NLTD 1 and NRTD 1 , which were considered by Hu and Yang [8] . NRD 1 is also termed as NDS in [4] . Hu and Yang [8] gave three structural theorems which state the conditions under which the underlying random vectors are NRD 1 , NLTD 1 and NRTD 1 , respectively.
Dubhashi and Ranjan [6] claimed in their Proposition 24 that the implication NRD ⇒ NLTD and NRTD is in the positive. However, the proof of Proposition 24 is not correct. There is one big gap there. The relationships among NRD, NLTD and NRTD are still under our investigation. It is worthwhile to mention that there is no relationship between NRD and NA [10, 8] .
Consider the following balls and bins experiment. Suppose we throw m balls into n bins independently. The probability that ball k goes into bin i is p i,k , subject only to the natural restriction that for each ball k, n i=1 p i,k = 1. For each i = 1, . . . , n, let B i denote the number of balls in bin i. Here, B 1 , . . . , B n are often referred to as occupancy numbers, and have a generalized multinomial distribution. This is a classical probabilistic paradigm that underlies the analysis of many random structures and algorithms (see [15, 16] ). In the case when the balls are identical, that is, p i,k does not depend on k for each i, this gives rise to the well-known multinomial distribution. Dubhashi and Ranjan [6] proved that the vector of occupancy numbers, B = (B 1 , . . . , B n ), is NRD, and then they claimed that B is also NLTD and NRTD by using their wrong Proposition 24.
The purposes of this paper are twofold. The first one is to establish dependence properties, including NLTD and NRTD properties, of occupancy numbers in the balls and bins experiment (Theorem 2.2), complementing some results in Dubhashi and Ranjan [6] . The second one is to apply such properties to investigate further dependence structures of order statistics X 1:n X 2:n · · · X n:n of n independent random variables X 1 , X 2 , . . . , X n with possibly different distributions. For 1 i < j 1 < j 2 < · · · < j r n and fixed (x 1 , . . . , x r ), we show that P(X j 1 :n > x 1 , X j 2 :n > x 2 , . . . , X j r :n > x r |X i:n > s) is increasing in s, and that if event A i,s is either {X i:n > s} or {X i:n s} then P(X j 1 :n > x 1 , X j 2 :n > x 2 , . . . , X j r :n > x r |A i,s ) is decreasing in i for fixed s. It is also shown that in this situation, if each random variable X k has a continuous distribution function and if event A i,s is either {X i−1:n < s < X i:n } or
We thus extend some results in Boland et al. [5] . The main results are given in Sections 2 and 3, respectively.
Throughout the paper, the terms 'increasing' and 'decreasing' mean 'non-decreasing' and 'non-increasing', respectively. A real function on n will be called increasing [decreasing] if it is increasing [decreasing] in each variable when the other variables are held fixed. All expectations are implicitly assumed to exist whenever they are written. When an expectation or a probability is conditioned on an event such as B i = b i , we assume that b i is in the support of B i . For any set J, denote its cardinality by |J |.
Negative dependence in the balls and bins experiment
Consider the experiment with m balls {1, 2, . . . , m} and n bins {1, 2, . . . , n} as described in Section 1, and let B 1 , B 2 , . . . , B n be the occupancy numbers. The following theorem is due to Dubhashi and Ranjan [6] . 
Proof. Let I, J, K and L be disjoint subsets of {1, . . . , n} and let : |L| → be an increasing function. It suffices to prove that for any fixed a ∈ , the conditional probability
To prove (2.1), we will need the following inequality: 
for a ∈ and some i 0 ∈ I . We now turn to prove that (2.1) and (2.2) for the balls and bins experiment with m balls {1, 2, . . . , m}.
Step 1: First we prove that (2.2) holds for the balls and bins experiment with m balls. Define the Bernoulli random variables B i,m for i = 1, . . . , n:
Without loss of generality, assume that I, J, K and L are not empty sets. Then
Since ball m may go into any bin in the index set I, J, K or L, four cases arise:
where the last inequality follows from the monotonicity of , and (B • If the minimum in (2.4) occurs for some i 0 ∈ I , then
where the last inequality follows from (2.3).
• If the minimum in (2.4) occurs for some j 0 ∈ J or k 0 ∈ K, then the proof is similar to that of the above case.
Therefore, (2.2) holds for the balls and bins experiment with m balls.
Step 2: Next we prove that (b I , b J , b K ) is decreasing in b K for the experiment with m balls. Without loss of generality, assume that n ∈ K. Denote
It suffices to verify that P(C|D, B n = b n ) is decreasing in b n . From Lemma 2.1, it follows that
By renumbering if necessary, we may assume that the maximum in (2.5) occurs for k = m. Then applying (2.2), which has been verified in Step 1, in (2.5) yields that
Step 3 
It suffices to prove that P(C|D, B n b n ] is decreasing in b n . Note that
where
where the inequality follows from the fact that
which has been verified in Step 2. Therefore, / ( + )/( + ) which is what we desire to prove.
Combining these three steps, we establish (2.1) and (2.2) by induction and thus complete the proof of the theorem.
Special consequences of Theorem 2.2 are Theorems 2.1, 2.3 and 2.4 below by setting two of I, J and K to be empty sets. (B 1 , B 2 , . . . , B n ) is NRTD. (B 1 , B 2 , . . . , B n ) is NLTD.
Theorem 2.3. The random vector B =

Theorem 2.4. The random vector B =
Dependence properties of order statistics
In the literature, we can find many papers dealing with dependence properties of order statistics under different distributional scenarios. This study was initiated by Tukey [20] and Barlow and Proschan [2] , developed by Karlin and Rinott [11] , Block et al. [3] , Shanthikumar [19] , Kim and David [14] , and Boland et al. [5] , and has been continued until the more recent papers by Khaledi and Kochar [13] , Hu and Zhu [9] , Hu and Yang [8] , Schmitz [17] , and Avérous et al. [1] .
First, review three notions of positive dependence between two random variables U and V.
• U is said to be stochastically increasing in V, denoted by SI(
It is well known that SI(U |V ) implies both RTI(U |V ) and LTD(U |V ), and that there is no relationships between RTI and LTD [2] . Let X 1 , X 2 , . . . , X n be independent random variables with possibly different distributions, nd denote by X 1:n X 2:n · · · X n:n their respective order statistics. Boland et al. [5] investigated the bivariate dependence structures between X i:n and X j :n for i < j. They proved that RTI(X j :n |X i:n ) and LTD(X i:n |X j :n ) for i < j, and gave a counterexample to show that SI(X j :n |X i:n ) does not hold in general for i < j. The following theorem generalizes this result by using the dependence properties of occupancy numbers in the balls and bins experiment developed in Section 2. Theorem 3.1. Let X 1 , X 2 , . . . , X n be independent random variables with possibly different distributions.
is decreasing in s for all (x 1 , . . . , x r ) ∈ r .
Remark 3.1. Examples 2.3 and 3.5 in [5] show that event {X i:n > s} in (3.1) cannot be replaced by {X i:n = s} and {X i:n s}, respectively. By limiting argument, the symbols ">" and "<" in (3.1) and (3.2) can be replaced by " " and " ", respectively. Similar remark also holds for Theorems 3.2 and 3.3 below. are both increasing in (w k+1 , . . . , w n ). This can be proved by using a similar argument to that of Theorem 4.1 in [11] .
The proof of Theorem 3.1 is based on Lemma 3.1 below, whose proof is given in the Appendix. To state the lemma, consider the balls and bins experiment (with m balls and n bins) described in Section 1, and denote by B 1 , B 2 , . . . , B n the occupancy numbers. In the sequence of m trials (kth trial means throwing ball k into one of the bins), without loss of generality, we select the last trial, and decompose B l = B l + B l , l = 1, . . . , n , where B l refers to the first (m − 1) trials and B l to the last trial. The following lemma states that for n 4 and any vector (s, t 4 , t 5 , . . . , t n ) of nonnegative integers, the probability of the event { n =l B t l , l = 4, . . . , n }, given B 1 < s, becomes larger when the probability vector (p 1,m , p 2,m , p 3,m , . . . , p n ,m ) of outcomes for the mth trial is replaced by the vector (p 1,m + p 2,m , 0, p 3,m , . . . , p n ,m ) . ( , t 4 , t 5 , . . . , t n ) of nonnegative integers and n 4, we have
Lemma 3.1. For any vector
Proof. We give the proof of part (1) only; part (2) is the dual case of part (1) by observing that X l:n = (−X) n−l+1:n for all l = 1, . . . , n. Without loss of generality, assume that s < x 1 < x 2 < · · · < x r . Let N (u) be the number of the observations X 1 , X 2 , . . . , X n less than or equal to u. Note that the events {X l:n > u} and {N(u) < l} are identical for each pair (l, u). Then (3.1) is equivalent to
. . , N(x r ) < j r |N(s) < i).
To prove part (1), we need to verify that for s 1 < s 2 < x 1 ,
For the sake of brevity, let
, and B l+2 = N(x l ) − N(x l−1 ) for l = 2, . . . , r. Setting n = r + 3 and t l = n − j l−3 for l = 4, . . . , r, (3.6) becomes
The rest of the proof is similar to that of Theorem 3.4 in [5] . Note that (B 1 , B 2 , . . . , B n ) can be regarded as the occupancy numbers of the balls and bins experiment with probabilities {p i,k }, k = 1, . . . , n, given by
If the probability vector (p 1,k , p 2,k , p 3,k , . . . , p n ,k ) of outcomes for the kth trial is replaced by the vector (p 1,k + p 2,k , 0, p 3,k , . . . , p n ,k ), then Lemma 3.1 states that the probability of the event n =l B > t l , l = 4, . . . , n , given B 1 < i, becomes larger. Doing this successively for all trials k yields the desired inequality (3.7) . This completes the proof of the theorem.
Boland et al. [5] in their Corollary 3.2 also proved that if X 1 , . . . , X n are independent random variables then P(X j :n > t|X i:n > s) is decreasing in i, i < j, for any fixed s < t and fixed integer j. In fact, similar argument to that in [5] can yield that P(X j :n > t|X i:n s) is also decreasing in i, i < j, for any fixed s < t and fixed integer j. Now we will generalize this result by using Theorems 2.3 and 2.4. (1) If 1 i < j 1 < j 2 < · · · < j r n, then P X j 1 :n > x 1 , X j 2 :n > x 2 , . . . , X j r :n > x r |X i:n > s and P X j 1 :n > x 1 , X j 2 :n > x 2 , . . . , X j r :n > x r |X i:n s are both decreasing in i for all s < x 1 < · · · < x r .
(2) If 1 j 1 < j 2 < · · · < j r < i n, then P X j 1 :n < x 1 , X j 2 :n < x 2 , . . . , X j r :n < x r |X i:n < s and P X j 1 :n < x 1 , X j 2 :n < x 2 , . . . , X j r :n < x r |X i:n s are both increasing in i for all x 1 < · · · < x r < s.
Proof. We give the proof of part (1) only; part (2) is the dual case of part (1) . Let {N (u)} be the counting process as defined in the proof of Theorem 3.1. For 1 i < j 1 < j 2 < · · · < j r n and s < x 1 
are both decreasing in i. This completes the proof.
In Theorem 3.2, if we assume that each X i has a continuous distribution, we can get the next interesting result. Theorem 3.3. Let X 1 , X 2 , . . . , X n be independent random variables, each with a continuous distribution function. Denote X 0,n = −∞ and X n+1:n = +∞.
. . , X j r :n > x r |X i−1:n < s < X i:n and P X j 1 :n > x 1 , X j 2 :n > x 2 , . . . , X j r :n > x r |X i:n = s (3.8) are both decreasing in i for all s < x 1 < · · · < x r . (2) If 1 j 1 < j 2 < · · · < j r < i n, then P X j 1 :n < x 1 , X j 2 :n < x 2 , . . . , X j r :n < x r |X i−1:n < s < X i:n and P X j 1 :n < x 1 , X j 2 :n < x 2 , . . . , X j r :n < x r |X i:n = s are both increasing in i for all x 1 < · · · < x r < s.
Proof.
We give the proof of part (1) only; part (2) is the dual case of part (1) . Let B 1 , . . . , B r+2 be as defined in the proof of Theorem 3.2. Since the distribution function of each X i is continuous, it follows from Theorem 2.1 that
is decreasing in i.
To prove that the conditional probability (3.8) is decreasing in i, by using the continuity of marginal distributions and limiting argument (s 1 → s 2 ) , it suffices to show that for s 1 < s 2 = s,
is also decreasing in i. To do it, let B 1 , . . . , B n be as defined in the proof of Theorem 3.1. Then Eq. (3.9) can be rewritten as
which is decreasing in i by Theorem 2.1. This completes the proof. This completes the proof of the lemma.
Appendix
