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НЕПАРАМЕТРИЧНОЇ СТАТИСТИКИ 
 
Предложен метод сведения метрик оценки качества функционирования компонентов ИТ-инфраст-
руктуры. Метод основан на представлении ИТ-инфраструктуры в виде графа и применении аппарата непа-
раметрической статистики, что позволяет сводить разнотипные параметры, влияющие на качество функ-
ционирования компонентов, к универсальным обобщенным показателям. Приведена последовательность 
этапов метода, раскрыты особенности его алгоритмизации и программирования, получены оценки быстро-
действия и показаны примеры использования. Применение предложенного метода сведения метрик позво-
ляет контролировать качество функционирования компонентов ИТ-инфраструктуры и своевременно реаги-
ровать на изменения состояния компонентов. 
 
Method for aggregating quality metrics of IT-infrastructure component functioning estimation is proposed. Me-
thod uses graph-based presentation of IT-infrastructure in the IT-infrastructure control system and nonparametric 
statistics, what enables aggregating parameters having different types and influence on the quality of component 
functioning in generalized indicators. Method sequence, performance estimates and application examples are given, 
algorithmization and programming issues are considered. Application of the proposed method for metric aggrega-
tion allows controlling quality of IT-infrastructure component functioning and reacting timely on components state 
change. 
 
Вступ 
 
Ефективна діяльність сучасних комерційних 
організацій, державних та військових структур 
безпосередньо залежить від надійності та ефек-
тивності роботи середовища функціонування 
автоматизованих інформаційних технологій 
(ІТ) – ІТ-інфраструктури. Обробку та обмін ін-
формацією між розподіленими елементами IT-
інфраструктури здійснює інформаційно-телеко-
мунікаційна система (ІТС), що є сукупністю 
інформаційної системи та телекомунікаційної 
мережі. Підтримку експлуатаційних параметрів 
функціонування ІТС на рівні, визначеному пев-
ними договорами, такими як договір про рівень 
послуг чи договір про управління застосуван-
нями, забезпечує система управління ІТ-інфра-
структурою (СУІ) [1–3]. Однією з основних ча-
стин СУІ є підсистема моніторингу, яка здійс-
нює оцінку стану ІТ-інфраструктури шляхом 
виконання безперервного контролю справності 
її елементів та розрахунку показників ефектив-
ності функціонування ІТС та IT-інфраструкту-
ри в цілому. Для цього підсистема моніторингу 
здійснює збір інформації, не обхідної для оцін-
ки стану елементів ІТС, у вигляді значень па-
раметрів функціонування апаратного та про-
грамного забезпечення обчислювальної техніки 
та телекомунікаційної мережі, її обробку та по-
слідовне зведення до узагальнених метрик, що 
характеризують функціонування не тільки еле-
ментів ІТС, а й функціональних і технологічних 
підсистем, а також ІТС в цілому. Поряд з чис-
ловими оцінками важливе місце займають кла-
си якості функціонування, віднесення до яких 
дозволяє визначити перелік та пріоритети дій, 
які застосовуються з метою підвищення ефек-
тивності функціонування ІТ-інфраструктури. 
Робота присвячена розробці методу розра-
хунку зведених кількісних характеристик для 
виділених множин елементів ІТ-інфраст-
руктури, що характеризують надійність, ефек-
тивність та інші аспекти безперебійного вико-
нання функцій ІТС на основі значень парамет-
рів функціонування її елементів, зібраних з ви-
користанням агентської технології [4, 5]. Суть 
методу полягає у зведенні групи метрик елеме-
нтів, пов‘язаних функціональними залежностя-
ми, до єдиної узагальненої величини, яка одно-
значно характеризує стан елементів певної фу-
нкціональної одиниці ІТС. В основу методу по-
кладено апарат непараметричної статистики, 
що застосовується до представлення поточного 
стану елементів ІТС у евклідовому просторі їх 
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параметрів з поетапним узагальненням оцінок 
до рівня ІТС в цілому згідно її ієрархічного 
представлення. 
 
Аналіз методів та систем зведення  
метрик елементів ІТ-інфраструктури 
 
Управління процесами, що протікають в ІТ-
інфраструктурі, потребує моніторингу та оцін-
ки тих складових цих процесів, які здійснюють 
безпосередній або прихований вплив на підкон-
трольні метрики якості та їх зведення до уза-
гальнених метрик, а отже вимагає створення 
спеціалізованих підсистем моніторингу та ана-
лізу для отримання відповідних оцінок певних 
аспектів функціонування ІТ-систем. Останнім 
часом множинність рішень усе частіше заміню-
ється централізованими СУІ [1, 3], що викону-
ють ряд задач з управління ІТ-інфраструктурою 
і містять такі підсистеми моніторингу та оцінки 
якості функціонування, які, застосовуючи нові-
тні методи, охоплюють певний аспект діяльно-
сті функціональних одиниць ІТ-інфраструктури 
або проводять багатогранну оцінку. 
У роботі [6] оцінка стану елементів визна-
чається за допомогою аналітичних методів зве-
дення метрик, проте розрахунки вимагають 
тривалого калібрування схеми оцінювання. 
У [7] оцінювання стану виконується у виг-
ляді простої логічної послідовності однотипних 
операцій і дає змогу представити результати у 
наглядній формі, але вимагає великого об‘єму 
апріорної інформації та її експертної оцінки, 
вимагає значних обчислювальних потужностей. 
У [8] зведення метрик виконується за допо-
могою системи нечіткого логічного висновку із 
залученням експертів, а це потребує участі екс-
пертного персоналу, і тому процес оцінювання 
не піддається автоматизації. 
У праці [9] застосовано підхід до оцінки ста-
ну окремих елементів ІТС єдиним параметром 
без урахування ієрархії елементів ІТ-інфраст-
руктури. 
У [10] представлено систему моніторингу 
середовищ великомасштабних паралельних і 
розподілених обчислень, де застосована мето-
дика зведення метрик, яка використовує дере-
вовидне представлення процесів, що викону-
ються, та дозволяє суттєво зменшити об‘єми 
даних, що збираються і зберігаються на жорст-
ких носіях. Система певним чином вирішує бі-
льшість розглянутих вище питань, проте вима-
гає класифікації даних моніторингу. 
У [11] пропонується модель неперервного 
зваженого зведення метрик, яка спеціально ро-
зроблена для оцінки якості функціонування 
програмного забезпечення. На відміну від [12] 
дані моніторингу проектуються на неперервну 
шкалу єдиного масштабу, але тут суворо визна-
чені рівні зведених метрик, що стримує поши-
рення моделі на нові підходи до оцінювання 
програмного коду, і система оцінювання верх-
нього рівня застосовує функції зважування. Та-
кий підхід вимагає тривалого налагодження ме-
ханізму оцінювання та не дозволяє у найкорот-
ші строки адаптуватися до поточних пріорите-
тів та стратегії корпорації. 
В роботі [13] пропонуються система та ме-
тод збору і зведення метрик функціонування 
ЕОМ із застосуванням факторного аналізу, які 
крім заощадження об‘ємів дискового простору 
дозволяють визначити множини найбільш важ-
ливих для даної одиниці техніки показників, 
однак навіть обертання отриманих характерис-
тик часто унеможливлює їх змістовне тлума-
чення. 
Аналіз відомих реалізацій СУІ, незважаючи 
на їх розповсюдженість та всеохоплюваність, 
виявляє певні недоліки. Так, пакет програм HP 
Operations Manager вимагає високовартісної лі-
цензії, залучення значної кількості високо-
кваліфікованих спеціалістів та тривалого, вит-
ратного й багатоетапного процесу впровадь-
ження. Ряд ознак також унеможливлює засто-
сування програмних модулів System Center від 
Microsoft у якості основи для побудови СУІ 
будь-яких масштабів. Деякі з наведених про-
блем вирішуються у [2], проте бракує універса-
льного узагальнюючого математичного апарату 
оцінки стану об‘єктів моніторингу і управління. 
 
Постановка проблеми 
 
Виникає необхідність визначення показників 
якості функціонування розподілених компотне-
нтів ІТ-інфраструктури, залучених до виконан-
ня покладених на систему задач. Такими показ-
никами є узагальнені метрики, що характери-
зують певні аспекти діяльності функціональних 
одиниць ІТ-інфраструктури, а саме: окремі за-
дачі, комплекси задач або ж цілі функціональні 
підсистеми. Для розрахунку узагальнених мет-
рик необхідно мати ієрархію зведення оцінок, 
яка містить орієнтовану на реально виконувані 
задачі структуру залежностей між елементами 
ІТС. Залежності вказують на те, які параметри, 
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яких елементів ІТ-інфраструктури і яким чином 
впливають на визначену характеристику певно-
го її компоненту. Тоді задача полягає у розроб-
ці методу отримання показників функціонуван-
ня елементів та їх зведення на основі ієрархіч-
ного представлення ІТС до узагальнених мет-
рик, які комплексно описують якість виконання 
покладених на систему задач. 
Метою даної статті є розробка методу роз-
рахунку та зведення метрик якості функціо-
нування груп елементів ІТС, ФПС та ІТ-систем, 
а також узагальнення цих оцінок до рівня всієї 
ІТ-інфраструктури єдиним універсальним спо-
собом. Для зведення метрик необхідно вироби-
ти принципи структурування представлення 
ІТС у СУІ, виділення груп однорідних елемен-
тів, після чого можна застосувати процедури 
оцінки якості функціонування елементів та фу-
нкціональних одиниць ІТ-інфраструктури на 
основі апріорної інформації про їх параметри, 
ідентифікації порушення режиму штатної робо-
ти та визначення елементів, що сприяють від-
хиленню функціональної одиниці від стану фу-
нкціонування у відповідності з визначеним рег-
ламентом. 
 
Представлення ІТС в СУІ у вигляді графу ОМУ 
 
Процес моніторингу та оцінки отриманих 
показників зручно проводити у разі представ-
лення ІТС у вигляді графу. Відсутність явно 
вираженої ієрархічної структури залежностей 
між елементами у сучасних багатоелементних 
та багатофункціональних ІТС веде до необхід-
ності виділення функціональних підсистем 
(ФПС), тобто груп елементів, виокремлених із 
повного складу за ознакою участі у виконанні 
певної функції. ІТС може містити декілька та-
ких груп або складати єдину. У залежності від 
задач деякі групи можуть залишатися незмін-
ними тривалий час або ж піддаватися частим 
змінам, наприклад ті, що відповідають за дис-
кретно-виконувані функції [14]. У корпоратив-
них ІТС часто виділяють ФПС стратегічного 
управління, що виконує комплекси задач фі-
нансового менеджменту, маркетингу, управлін-
ня документообігом та ін., бухгалтерського об-
ліку, управління виробництвом і т. д., кожна з 
яких характеризується унікальністю структури 
та особливістю підходу до оцінки ефективності 
функціонування. 
Серверні вузли, ПК, система кабелів та ко-
мутуючого обладнання, офісна периферія, зага-
льносистемне та спеціальне програмне забезпе-
чення утворюють апаратно-програмні комплек-
си ІТС, на які покладено функції ФПС. Інтегро-
ваність ФПС у межах сучасних підприємств, 
орієнтованих на мінімізацію задіяних ресурсів, 
приводить до змішування апаратно-програмних 
частин підсистем, використання однієї й тієї ж 
обчислювальної та телекомунікаційної техніки 
декількома ФПС, наприклад, на одному сервері 
або ПК можуть знаходитися застосування для 
управління документообігом та ФПС бухгал-
терського обліку. Множинність функціональ-
них зв‘язків представимо графом залежностей, 
вершинами якого є об‘єкти моніторингу та 
управління. 
Під об‘єктом моніторингу та управління 
(ОМУ) мається на увазі абстрактна сутність, що 
є частиною ІТС, яка крім вербальної харак-
теристики може бути описана набором параме-
трів. На нижньому рівні ОМУ можуть бути 
апаратні та програмні елементи ІТС, на верх-
ньому – функціональні та технологічні підсис-
теми, що виконують покладені на ІТС задачі. 
Кожний ОМУ містить відомості про конфігу-
рацію та поточний стан окремого елементу ІТС, 
в ньому інкапсульовано ті властивості та харак-
теристики елементів ІТС, що стосуються про-
цесів управління ІТ-інфраструктурою. Так, на-
приклад, для окремих ЕОМ чи серверних вузлів 
це процесорна ємність, використання оператив-
ної пам‘яті, своп-файлу, жорстких носіїв, пото-
чна швидкість зчитування/запису контролеру 
жорсткого диску та ін., для Web-серверів – 
пропускна здатність, кількість вдалих з‘єднань 
між клієнтами та Web-сервером за секунду, се-
редній час відгуку Web-сервера, відносна шви-
дкодія інтерфейсу програмування застосувань, 
кількість помилок за секунду та ін., для оди-
ниць програмного забезпечення – кількість ря-
дків вихідного коду, циклічна складність, кіль-
кість методів на клас, глибина спадковості та 
ін. Виділення ОМУ у процесі декомпозиції сис-
теми складається із введення і формального 
опису логічних сутностей у відповідності до 
вагомих функціональних одиниць і формування 
наборів властивостей, що визначають їх стан. 
Сукупність ОМУ та їх взаємозв‘язків утво-
рюють орієнтований граф залежностей між 
ОМУ, у якому останні є вершинами, а направ-
лені ребра виділяють множину впливових 
об‘єктів, показуючи, які параметри і яких ОМУ 
нижніх рівнів ієрархії впливають на кожен 
окремий ОМУ верхнього рівня. Граф ОМУ по-
Вісник НТУУ «КПІ» Інформатика, управління та обчислювальна техніка №53  
  
 
163 
винен максимально наближатися до дерева та 
не містити циклів, а кожній його вершині необ-
хідно поставити у відповідність набір парамет-
рів ОМУ. Граф залежностей дозволяє окресли-
ти множину об‘єктів, що вірогідно впливають 
на даний ОМУ, та їх параметрів, повинен відо-
бражати функціональну інфраструктуру, охо-
пити максимум параметрів ОМУ різних рівнів, 
відповідати внутрішній будові ІТС і виходити 
на узагальнені цільові показники. При цьому 
необхідно здійснити відображення отриманих 
показників на якісну шкалу. Крім того означа-
ються функціональні групи (ФГ) – множини 
однорідних об‘єктів, виділені для вирішення 
однієї або декількох сумісних задач і описувані 
однаковим набором параметрів. 
Для забезпечення запропонованого методу 
вихідними даними на основі графу ОМУ необ-
хідно узгодити апріорну інформацію про взає-
модію залежних ОМУ, окреслити множину па-
раметрів, суттєвих для оцінюваного параметра 
розглянутого об‘єкту, та визначити математич-
ний апарат для розрахунку кіль кісних показни-
ків функціонування об‘єкту та їх проектування 
на якісну вісь. Для формування множини суттє-
вих параметрів оберемо випадок, коли оціню-
ваний об‘єкт характеризується лише однією ме-
трикою, яка залежить від усіх параметрів ОМУ 
нижчого рівня ієрархії. Цей випадок без ускла-
днень узагальнюється для розрахунку декількох 
зведених метрик ОМУ, який може бути прове-
дений за кожною з них окремо. Загальність ме-
тоду вимагає рівності наборів параметрів у ме-
жах оцінюваної метрики, тобто у кожного з 
впливових ОМУ до уваги беруться набори од-
накових параметрів, значення кожного з яких за 
необхідності приводяться до одного масштабу. 
 
Суть запропонованого методу  
зведення метрик 
 
Якісна оцінка виражає поняттєву характер-
ристику процесу, прив‘язана до його природи і 
очікуваного результату, у якомусь сенсі є су-
б‘єктивною і тому в основі своїй майже не під-
дається формалізації та узагальненню. Така 
оцінка повинна враховувати взаємозв‘язок між 
елементами ІТС та актуальними значеннями їх 
метрик, а отже, мати статистичну природу. Не-
передбачуваність впливу широкого спектру фа-
кторів на елементи ІТС та складні взаємо-
зв‘язки між ними не дозволяють застосувати ві-
домі параметричні статистичні моделі. Так, са-
моподібність моделей систем, поведінка яких 
визначається інтернет-активністю [15, 16], 
множинність, непередбачуваність та різномані-
тність задач, які вирішуються засобами ІТС, не 
дозволяють як застосовувати параметричні мо-
делі, так і прогнозувати поведінку елементів на 
визначені проміжки часу. 
Для зведення метрик інтерес становлять не-
параметричні статистичні моделі, які зазвичай 
не ґрунтуються на жодних припущеннях про 
функції розподілу і водночас застосовують усю 
наявну інформацію. Серед них найбільш ціка-
вою є функція статистичної глибини [17, 18], 
оскільки саме вона дає оцінку подібності, яка 
сходиться до ймовірнісних показників. Ідеоло-
гія підходу, заснованого на застосуванні функ-
ції глибини та її глибинно-впорядкованих регі-
онів до представлення ФГ у параметричному 
евклідовому просторі, де координатними осями 
слугують параметри функціонування елементів 
ІТ-інфраструктури, викладена у [9]. Показник 
глибини універсальний і може бути застосова-
ний для аналізу роботи компонентів ІТ-систем, 
ФПС чи ФГ на основі різних наборів парамет-
рів. 
Апарат статистичної глибини дозволяє звес-
ти множину метрик, що характеризують стан 
об‘єктів ФГ, до єдиного показника, який надає 
переваги роботи з одномірними даними, тобто 
простоту упорядкування чи ранжування та не-
залежність від поточного положення групи 
елементів ІТС у параметричному просторі. Роз-
поділ об‘єктів групи у даному просторі визна-
чається множиною їх глибинно-впорядкованих 
регіонів, що дозволяє вирішувати задачі оцінки 
стану групи, ідентифікації та локалізації не-
справностей та порівнювати її з іншими група-
ми об‘єктів того ж простору. 
Умову нормального функціонування групи 
можна задати за допомогою глибинного регіо-
ну, наприклад обмеженням його форми, об‘єму 
чи положення. Обмеження форми будуть вира-
жати відносну незмінність певного взаємозв‘яз-
ку між об‘єктами групи, обмеження об‘єму по-
кликані стримувати їх розходження за парамет-
рами, а фіксація положення деяким підпросто-
ром виражатиме наявність зони нормального 
функціонування. В останньому випадку можна 
стверджувати, що група справно виконує пос-
тавлені задачі у разі належності всього регіону 
певної глибини до зони штатного функціо-
нування. 
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Особливої уваги заслуговують ОМУ, які у 
даному параметричному просторі знаходяться 
віддалік від головної хмари, а отже є претенде-
нтами на сторонні точки. Для їх ідентифікації 
пропонується спершу виділяти такі допустимі 
межі, що об‘єкти, які їм не належать, майже на-
певно є сторонніми. Такий підпростір можна 
окреслити, наприклад, гіперплощинами, перпе-
ндикулярними до координатних осей, що за-
безпечить простоту їх задавання оператором та 
високу швидкодію диференціації. Крім того, 
існують нотації глибини, що здатні виділити 
сторонні точки самостійно, наприклад півпрос-
торова [19] та проекційна глибини [20, 21]. 
У запропонованому методі зведення метрик 
вибір нотації функції статистичної глибини 
припав на глибину зоноїда [22, 23] завдяки на-
явності ряду бажаних властивостей та особли-
востей, які роблять її застосовною у якості ма-
тематичного апарату для оцінки функціонуван-
ня компонентів ІТ-інфраструктури. Серед них 
виділимо афінну інваріантність, що забезпечує 
фільтрацію впливу зміни положення у парамет-
ричному просторі оцінюваної групи цілком на 
оцінку якості функціонування групи, та непере-
рвність за глибиною та точками. Самі ж гли-
бинно-впорядковані регіони, які в даній нотації 
іменуються зоноїдами, є випуклими, а також 
для них існує апарат побудови випуклих обо-
лонок у просторі будь-якої розмірності [24]. 
Суть запропонованого методу викладемо у 
вигляді послідовності етапів, частина з яких є 
попередніми або підготовчими, а інші виконую-
ться з різною періодичністю. 
Етап 1. Виконується попереднє групування 
елементів, виділення залежних ОМУ та органі-
зація зв‘язків впливу ОМУ нижчого рівня ієра-
рхії на вищі. Функціональною одиницею, до 
якої застосовується метод, є ОМУ , 1,...,lO l L , 
де L  – кількість вершин у графі ОМУ. Стан 
кожного l-го ОМУ характеризується lK  пара-
метрами , , 1,...,l k lP k K , де lK  – кількість па-
раметрів l-го ОМУ, кожен з яких характеризує 
певний аспект функціонування ОМУ lO . Зна-
чення k-го параметру l-го ОМУ ,l kP  визначаєть-
ся значеннями параметрів множини ОМУ ниж-
чого рівня ієрархії, яка складає оцінювану гру-
пу ,l kS  параметру ,l kP , що містить ,l kN  однорі-
дних ОМУ , , ,, 1,...,l k n l kX n N . Серед параметрів 
групи ,l kS  виділяються ті, що чинять вплив на 
,l kP : , , ,, 1,...,l k d l kP d D , де ,l kD  – кількість пара-
метрів оцінки функціонування об‘єктів, що 
складають оцінювану групу ,l kS . Однорідність 
ОМУ означає ідентичність набору параметрів 
ОМУ у межах оцінюваної групи, тобто стан па-
раметру ,l kP  визначається набором ,l kD  ,l kN  
елементів ІТ-інфраструктури. 
Таке представлення забезпечує загальність 
апарату, яка передбачає залежність різних па-
раметрів оцінюваного ОМУ від різних груп па-
раметрів одного й того ж або різних ОМУ ниж-
чих рівнів ієрархії, проте зайве не ускладнює 
його, оскільки граничним частинним випадком 
є наявність у ОМУ лише одного параметру, що 
визначається усіма параметрами ОМУ єдиної 
оцінюваної групи. 
Етап 2. Виконується збір даних функціону-
вання елементів ІТ-інфраструктури протягом 
деякого періоду T , який визначається поточ-
ною динамікою групи, та представлення їх у 
вигляді точок простору розмірності ,l kD , де 
осями є параметри об‘єктів групи. Виділимо 
два види ОМУ – такі, що їх параметри або час-
тина з них розрахункові, та ті, що характеризу-
ються вимірюваними параметрами. Значення 
параметрів ОМУ першого виду розраховуються 
на четвертому кроці поточної процедури і збе-
рігаються у пам‘яті. Параметри ОМУ другого 
виду, а також параметри ОМУ першого виду, 
що не є розрахунковими, отримуються шляхом 
вимірювання чи виконання передбачених тес-
тових перевірок. Тут не розглядається механізм 
відсіювання сторонніх точок, оскільки він за-
лежить від задач, поставлених перед компонен-
тами ІТС, та поточної реалізації і може бути 
визначений оператором. 
Представленню ОМУ у ,l kD -мірному пара-
метричному просторі передує їх приведення до 
єдиних масштабу та координатної сітки, або ж 
проекція на відносну шкалу, наприклад, відрі-
зок реальної осі  0,1 . 
Етап 3. Виділяється підпростір ,l k  норма-
льного функціонування об‘єктів групи ,l kS , що 
формується у вигляді обмежень гіперповерхня-
ми деякої зони ,l kD -мірного параметричного 
простору. У найпростішому випадку межі мо-
жуть бути гіперплощинами, ортогональними 
координатним осям, і задавати зону, вихід за 
межі якої є критичним, оскільки означає пору-
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шення штатного режиму функціонування ком-
понентів ІТ-систем. 
Етап 4. Виконується розрахунок стану пара-
метру функціонування ,l kP  як оцінки ймовірно-
сті виходу параметрів функціонування довіль-
ного ОМУ , ,l k nX  групи ,l kS  за межі підпрос-
тору нормального функціонування. Нехай 
 
,, , , , ,1 , , ,2 , , ,
, ,...,
l k
T
l k n l k n l k n l k n DX x x x , де , , ,l k n dx  — 
значення d -го параметру n -го ОМУ групи 
,l kS , а  
T
  означає транспонування вектору. 
Тоді значення стану параметру розраховується 
за формулою 
  
𝑥𝑙,𝑘 =  
inf 𝛼𝑚 : Z(𝛼𝑚 ,𝑆𝑙 ,𝑘)  ∈ Θ𝑙,𝑘}∀𝛼𝑚 ∈  0,1 :∃𝑍(𝛼𝑚 ,𝑆𝑙 ,𝑘) ∈ Θ𝑙 ,𝑘  
γ𝑙 ,𝑘 ,н.в. – в усіх інших випадках                                                  
                               (1) 
 
де ,l kx  – значення параметру ,l kP , 
1
, , 1,..., 1m
m m
m n
n n
 
   
 
 , γ𝑙 ,𝑘 ,н.в. – іденти-
фікує надмірне відхилення групи ,l kS  від зони 
нормального функціонування і може бути ви-
значене по-різному у залежності від конкретної 
реалізації і значення , ,maxl k , яке обговорюється 
на наступному кроці, а  ,,m l kZ S  визначаєть-
ся як [22] 
      
1, , , , , 1 1 ,
1, ,
1
, 1 : ,..., 1,...,
j m
m
m l k l k i l k i m l k
jm l k m l k
m
Z S conv X X i i N
N N 


   
      
   

 
 (2) 
у разі, якщо 
,
1
,1m
l kN
 
 
  
 , та як 
    
,, , ,1 , ,
, ,..., ,
l km l k l k l k N
Z S conv X X  (3) 
якщо 
,
1
0,m
l kN
 
 
  
 . 
Етап 5. Визначені на попередньому кроці 
значення параметрів ,l kP  перевіряються на на-
лежність установленим межам, які можуть бути 
гарантованою якістю обслуговування, ймовір-
ністю доступу до ресурсів чи іншими характе-
ристиками, передбаченими у договорі про на-
дання послуг, або ж визначені емпіричним 
шляхом у межах оцінюваної групи ,l kS . За на-
явності відхилення, тобто перевищення встано-
вленого відсотка , , ,maxl k l kx  , необхідно задія-
ти механізми усунення можливих несправнос-
тей, наприклад балансування навантаження у 
межах групи, попередньо отримавши рекомен-
дації щодо порядку надання таких дій. Тоді для 
кожного ОМУ , , ,l k n l kX   обчислюється зна-
чення 
𝛽𝑘 ,𝑙 ,𝑛 =  
sup 𝛽𝑘 ,𝑙 ,𝑛 :𝑋𝑘 ,𝑙 ,𝑛 ∈ Z(𝛽𝑘 ,𝑙 ,𝑛 ,𝑆𝑙 ,𝑘)} ∀𝑋𝑙,𝑘 ,𝑛 :∃𝑍(𝛽𝑘 ,𝑙 ,𝑛 , 𝑆𝑙,𝑘):𝑋𝑙,𝑘 ,𝑛 ∈ Z(𝛽𝑘 ,𝑙 ,𝑛) 
0 – в усіх інших випадках                                                                                    
 ,    (4)  
 
Дії з усунення несправностей у першу чергу 
застосовуються до тих ОМУ, які мають менші 
значення , ,k l n , що особливо критично у випад-
ку  𝑥𝑙,𝑘 = γ𝑙 ,𝑘 ,н.в.. 
Перший етап методу виконується одноразо-
во і вимагає повторення лише у разі змін в ІТ-
інфраструктурі, при цьому часто достатньо за-
стосовувати структурування лише до зміненої 
частини системи. Те саме можна сказати й про 
алгоритми другого кроку, які визначають мас-
штаб чи відносну вісь, проте операції вимірю-
вання та чисельного перетворювання вимага-
ють виконання на кожній ітерації процедури 
методу. Обмеження підпростору нормального 
функціонування ,l k , які застосовуються на 
третьому кроці, а також величини γ𝑙 ,𝑘 ,н.в. та 
, ,maxl k  з четвертого та п‘ятого кроків також 
можуть уточнюватися згідно з цілями й задача-
ми, покладеними на ІТ-систему. 
 
Особливості алгоритмічної реалізації методу 
 
Найбільш затратним у обчислювальному 
плані являється четвертий крок процедури, 
оскільки він може вимагати багаторазового ро-
зрахунку  ,,m l kZ S , однак питання застосу-
вання алгоритмів оптимізації залишається відк-
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ритим і значним чином залежить від необхідної 
точності розрахунків та доступного часу, тому 
обмежимося лише перевіркою виконання умови 
  , ,, .m l k l kZ S   (5) 
У найпростішому випадку межі підпростору 
нормального функціонування ,l k  можуть бути 
ортогональними до координатних осей параме-
тричного простору гіперплощинами, що відпо-
відають верхнім і (або) нижнім обмеженням на 
ресурси без урахування можливого зв‘язку між 
ними. Тоді підпростір нормального функціону-
вання є прямокутним ,l kD -мірним паралелепі-
педом, а перевірка входження фігури 
 ,,m l kZ S  до нього спрощується завдяки то-
му, що  ,,m l kZ S  є випуклим многогранни-
ком. Це дозволяє визначати входження 
 ,,m l kZ S  як дотримання кожної з системи 
нерівностей: 
     , , ,min , , , ,max , ,,, 1,..., , , 1,..., ,l k d m l k l k d m l k l kq dz S q Q Z S d D         (6) 
де  , ,,m l k q dz S  – проекція q -ї вершини зоної-
да  ,,m l kZ S  на d -у вісь параметричного під-
простору,   ,,m l kQ Z S  – кількість вершин 
фігури  ,,m l kZ S , а , , ,minl k d  і , , ,maxl k d  – міні-
мальна та максимальна границі по d -й осі пря-
мокутного ,l kD -мірного паралелепіпеду норма-
льного функціонування відповідно. 
Якщо наявний зв‘язок між параметричними 
обмеженнями підпростору нормального функ-
ціонування, ,l k  може приймати складніші фо-
рми і тоді перевірку виконання умови (5) необ-
хідно алгоритмізувати окремо для кожного та-
кого випадку. 
Розрахунок вершин та граней  ,,m l kZ S  
може бути виконаний згідно алгоритму [24], 
або за [25] якщо , 2l kD  . У першому випадку 
швидкодія алгоритму складатиме 
    2 2, , , , ,,l k l k l k l k l kO D D N F N D   , де 
 , ,,l k l kF N D  – середня кількість граней зоної-
ду, при затратах пам‘яті 
  , , ,,l k l k l kO F N D D C  , де C  – деяка кон-
станта, а у другому швидкодія алгоритму оці-
нюватиметься як  2, ,logl k l kO N N . Обчислення 
глибини на п‘ятому кроці може бути виконане 
згідно симплекс методу або його версії за до-
помогою декомпозиції Данціга-Вульфа [26]. 
Особливої уваги заслуговує питання визна-
чення періодичності ітерацій процедури мето-
ду. Розрахунок параметрів ,l kP  можна починати 
у разі змін відповідних значень вимірюваних чи 
розрахункових параметрів ОМУ групи ,l kS , 
проте, зважаючи, що вимірювані параметри по-
требують постійного моніторингу та інтегру-
вання на протязі встановленого періоду T , мо-
жна застосувати інтелектуальні механізми ви-
значення частоти розрахунку [27]. 
 
Реалізація методу та приклади 
 
Процедура методу запрограмована та під-
ключена у вигляді модуля до СУІ, розробленої 
в НТУУ «КПІ». Представлення ІТ-інфра-
структури у вигляді графу ОМУ, групування 
об‘єктів та їх параметрів, а також встановлення 
меж підпростору нормального функціонування 
проводилося за допомогою інтуїтивного графіч-
ного інтерфейсу клієнтської частини, а збір да-
них робочих станцій, серверів та комутуючого 
обладнання виконувався агентським ПЗ. Про-
ведення випробувань показали застосовність 
методів і підтвердили правильність оцінок 
швидкодії та використання оперативної пам‘яті. 
На рис. 1,а приведено оцінку стану ФГ, що 
складається із 15 робочих станцій зі встановле-
ними агентами моніторингу СУІ. Низька кіль-
кість переданих та прийнятих пакетів свідчить 
про відхилення агенту від режиму нормального 
функціонування чи відсутність його авторизації 
на сервері СУІ відповідно, у той час як надмір-
не використання мережевого інтерфейсу протя-
гом тривалого часу свідчить про можливу не-
санкціонованість трафіку, неполадки у роботі 
агентів або наявність стороннього ПЗ на робо-
чій станції. Рис. 1,б демонструє оцінку тієї ж 
групи стосовно балансу використання свопу та 
оперативної пам‘яті. На обох рисунках зви-
чайною лінією визначено межі стану штатного 
функціонування, а пунктирною – зоноїд най-
більшої глибини, що належить встановленим 
межам. 
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Рис. 1. Оцінка стану ФГ робочих станцій зі встановленими агентськими модулями  
стосовно: а) мережевого інтерфейсу; б) балансу використання свопу і оперативної пам’яті 
 
Оцінка завантаженості групи серверів техно-
логії SaaS приведена на рис. 2. Низька за-
діяність ресурсів дозволяє перенести сервер на 
іншу віртуальну машину з меншими вимогами 
до ресурсів або згорнути його, а висока вказує 
на необхідність рознесення виконуваних на 
ньому задач або виділення додаткових ресурсів. 
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Рис. 2. Оцінка стану групи серверів SaaS 
 
Висновки 
 
У роботі запропоновано метод зведення мет-
рик якості функціонування компонентів ІТ-
інфраструктури, який вирішує задачу розрахун-
ку кількісних характеристик компонентів ІТС, 
що залежать від множини параметрів функціо-
нування елементів нижчих рівнів ієрархії. 
Структурування представлення ІТС у СУІ до-
зволяє виділити групи параметрів, які найкраще 
характеризують діяльність ІТ-інфраструктури, а 
в подальшому провести межу автоматизації ви-
рішення задач у СУІ та подати ту їх частину, 
що вимагає втручання оператора, за допомогою 
інтуїтивного графічного інтерфейсу. У статті 
викладено концептуальні положення та особли-
вості алгоритмізації і програмування методу, 
вказано відповідні алгоритми, а їх швидкодія та 
можливість застосування підтверджені експе-
риментами.  
Даний метод вирішує питання узагальнення 
показників групи елементів шляхом їх предс-
тавлення у єдиному параметричному просторі з 
можливістю подальшого проектування на якіс-
ну вісь. Таке узагальнення враховує ймовірніс-
ну сторону розгляду елементів, не прив‘я-
зуючись при цьому до якого-небудь розподілу 
завдяки застосуванню непараметричних моде-
лей, використовуючи максимум наявної інфор-
мації та не роблячи припущень щодо моделі 
розподілу. Єдиність підходу дозволяє застосо-
вувати метод до будь-якого вузла графу 
об‘єктів ІТ-інфраструктури. 
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