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An old basic result concerning the estimate of derivatives of O-symbols is 
improved for the purpose of numerical applications. We first show that such a 
result can be often optimized, but a closer look at the general procedure allows us 
to obtain, in general, even sharper estimates. 1~” 1~92 Acadmc PPCSS. Inc 
1. INTRODUCTION 
The differentiation of O-symbols is an old problem naturally arising, for 
instance, from within the context of asymptotic power series expansions. 
Indeed, the remainders of such series have the form of O-terms, by defini- 
tion itself (cf. [3. 5, 6, 93). On the other hand, it is natural to estimate 
O-terms that are not related to asymptotic power series as well, for 
instance, in the theory of the Liouville-Green (or WKBJ) approximation 
(cf. [3, Chap. 63). In both cases it is often important to differentiate 
asymptotic relations obtaining estimates for the O-terms that appear on the 
right-hand sides, for numerical purposes. 
As it is well known, differentiating asymptotic relations exhibits some 
pathologies in R (cf. [2, 6. 9]), so that very little can be done in general in 
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R (see, e.g., [2; 3, p. 9, Thm. 4.11). This problem can be, however, more 
conveniently handled in the complex domain, e.g., for expansions of func- 
tions that are holomorphic in sectors not degenerated into rays. A rather 
general result is reported in [3, p. 9, Thm. 4.21 (see also [S, p. 6, Thm. 
3.31) and is credited to Ritt [4]. Here is such a result in a convenient form: 
THEOREM 1.1. Suppose that f(z) is holomorphic in a region of the 
conzplex plane containing a closed annular sector S = {z E C : 1~1 3 r, 
a<argz</?), ra0, r<fi. and 
,f‘(z) = O(zp) as ; --f 8x in S, (1.1 
p being an)> fixed real number. Then 
f’““(z) = O(:pmm) as : + (yj, (1.2 
in an)’ closed annular sector S’, SE (zEC: Ii1 ar’, cc+6<argz</?--6j, 
where 0 < 6 < 42 is arbitrary? but fixed and r’ = r/( 1 - sin S ). 
Moreooer, if K denotes the constant implied by the 0-s)wbol in ( 1.1 ), then 
the constant K’ (implied by the 0-symbol) in (1.2) can be estimated as 
K’dKm!(sin6)~“‘(1+(sgnp)sin6)P-K,. (1.3) 
A similar theorem holds in a sector whose vertex is in 0 [or in any given 
point z,EC], for z+O[; +io 1. In Section 2, we improve the estimate 
given by (1.3), and in Section 3 we give numerical examples and applica- 
tions. 
2. IMPROVING THE ESTIMATE 
In the special case f(z) = zp, PER, we obtain in (1.3) 
K’ = 1 p( p - 1) . . . ( p -m + 1 )I = I( :,)I m !. A similar, though a little more 
cumbersome, result obtains for a general polynomial of degree p, in that 
the constant K’ grows as an mth degree polynomial in p, rather than 
exponentially as in (1.3). This suggests that such an exponential dependence 
on the parameter p might be somewhat artificial. In fact, we can prove the 
following: 
THEOREM 2.1. The constant implied by the O-symbol in ( 1.2) can be 
estimated as 
(sin S)‘-“‘= Kz. (2.1) 
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Proof: Observing that f’(r) = O(zP) = Pg(=) = zPO( 1), =P denoting any 
chosen branch of the p th power of z lrolomorphic in S, we obtain by 
Theorem 1.1 with p = 0 
ID ““m”g(c)J <K(sin ~5)‘~-“‘(fir-j)! 1~1’ -“‘, ZES’. (2.2) 
Thus, for j = 1, 2, . . . . m, 
p(jl;P . @m-j) g(z)1 < K(sin 6)‘-“(m -j)! ( p( p - 1) 
. ..(p-j+ 1)1 I;lp-‘il, ZES’, (2.2’) 
jD’O’zP~D’“‘g(;)l <<~1=~P~~(sin6))“‘m!, ZES). (2.2”) 
Finally, by Leibnitz rule, 
where (6) E 1, for any p. 1 
It is clear that the right-hand side in (2.3) grows as a polynomial in p, 
as p-b ,x’. The advantage achieved in using the sharper result (2.3), 
however, is not astonishing as it might seem. In fact, as we shall see, in 
many cases one can choose the angle 6 in such a way to minimize the 
right-hand side of (1.3). 
There are three different cases, depending on the values taken by the 
parameters p and m. Writing the right-hand side of ( 1.3) as K, = Km ! F(x), 
where x-sin6 and F(.u)~x~“(l +(sgn p).~)“. we have for meN and 
O<.u< 1 that 
(a) when p > 2m, 
(2.4) 
(b) when 0~ pd2m, there is no minimum for F(x) in (0, 1), but 
inf F(x) = 2p; (2.5) o<.xc I 
(c) when p<O, 
F,,.=(l+;~(l+~)“. .x0=-&. (2.6) 
We first observe that whenever the optimal angle 6, = arcsin -x0 exists 
(cases (a) and (c)), provided that 6,< (B-x)/2, (2.4) and (2.6) show that 
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the right-hand side in (1.3), K,, has polynomial growth as p -+ CCI for any 
fixed m. We can show, however, that the estimate (2.1) is sharper than (1.3) 
even in this case. Indeed, we can prove the following. 
THEOREM 2.2 (Comparison between K, and K,). I f  K, = K,(p, m, 6) 
denotes the constant in ( 1.3), and Kz = K,( p, m, 6 1 that in (2.1), then, for an? 
m E N and an,v 6,O < 6 < 42, 
K, r>l .for p < 0 or p > m, (2.7 
2 
K -.!=I 
K2 
for OdpCnz, PEN, (2.8 
:<I for O<p<m,p$N. (2.9) 
2 
Proof If p < 0, we have 
K, -= (1-x)” >, 
K, E;=, I(:)/ x’ ’ 
.r E sin 6 (2.10) 
since the denominator is the m th partial sum of the binomial series (whose 
terms are all positive) appearing in the numerator. If p>m, on the other 
hand, we obtain 
K, 1 
Kz=I,~,,+.,(p-m,m+l)’ 
(2.11) 
cf. [l, p. 944, 26.571, where 
&(a, b) 
[,,.(a, b)z----- 
B(a, 6) ’ 
B,(a.b)~~~t”~l(l-t)h~‘dt (2.11’) 
B(a, b) and BJa, b) denoting the beta and the incomplete beta functions, 
respectively (cf. [ 1, p. 944, 26.5.11). Clearly, 0 < I,.(a, b) < 1 for every a > 0, 
b>O. and O<H’< 1. Therefore, (2.11) along with (2.10) prove (2.7). 
For p = 0, 1, . . . . m, in the ratio K,/K2 the numerator reduces to a finite 
sum, which coincides with that in the denominator (as (7) = 0 for j>p). 
Therefore, (2.8) is proved. 
Finally, for 0 < p <m, p +! N, we can write 
K, A-k-B -- 
K,-A+C’ 
(2.12) 
484 SPIGLER AND VIANELLO 
where 
so that K, >< K2 is equivalent to B 3 C. Clearly, B < C as the series whose 
sum is B has alternating terms (decreasing to zero monotonically for each 
value of X, 0 <.Y < 1). This ends the proof of the theorem. 1 
Remark 2.3. Note that K,/K, increases with X, when p > m (cf. (2.13)). 
We can also observe that K,/K? + 1 as 6 + 0 (and thus as .K -+ 0) for any 
fixed value of p and m (and also as m + x1, for 6 and p < 0 fixed). 
In view of numerical applications, it is a meaningful and important 
question to ask how large the ratio K,/K, can be. Whenever the optimal 
value of 6, 6, ( -arcsin x0, cf. (2.4) and (2.6)), can be used, we consider, 
e.g., for p < 0, 
K,(b) (1 + IpllmY”(l +mllpI)‘p’ en’ 
K,o= Eyzo l(T)l(l+ Ipllm)“-j-~~_,(mJ:j!)’ 
(2.13) 
cf. (2.6), where the asymptotic equality holds for p + - ‘3~ and m fixed. The 
same asymptotic result holds for p + + 3~ and m fixed. For example, we 
TABLE I 
K,(d,)jKKz(6,,) for Several Values of m and p, p-c 0 
-P 
IT* 1 2 3 4 5 10 15 20 
1 1.33 1.34 1.35 1.35 1.35 1.35 1.35 1.35 
2 1.42 1.45 1.46 1.46 I .47 1.47 1.47 1.47 
3 1.46 1.50 1.52 1.53 1.53 1.54 1.54 1.54 
4 1.48 1.54 1.56 1.57 1.57 1.58 1.58 1.58 
5 1.50 1.56 1.58 1.59 1.60 1.61 1.62 1.62 
10 1.53 1.61 1.64 1.66 1.67 1.70 1.70 1.71 
15 1.55 1.63 1.67 1.69 1.70 1.73 1.74 1.75 
20 1.55 1.64 1.68 1.71 1.72 1.75 1.77 1.77 
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TABLE II 
K,(&,)/K-,(h,) for Several Values of M and p, p > 2ttl 
P 
tt, 3 5 7 9 II 21 31 41 
I 1.35 1.35 1.35 1.35 1.35 1.35 1.35 1.35 
2 1.46 1.47 I .41 1.47 1.47 1.47 1.47 
3 1.53 1.53 1.54 1.54 1.54 1.54 
4 1.57 1.58 1.58 I .58 1.58 
5 1.60 1.62 1.62 I .62 
10 1.70 1.71 1.71 
15 1.74 1.75 
20 1.77 
obtain for m = 1, 2, K,(6,)/K,(6,) - e/2, e’/5, respectively, as 1 p( -+ + #CD. In 
Table I, the quotient K,(6,)/K,(6,) is shown for several values of m and 
p, p -=z 0 and integer. In Table II, the same quantity is shown for p > 2m. 
Moreover, we can study the behavior of the ratio K,(6,)/K,(6,) when m 
also gets large, since 
e It, IJm+ 1) 
~~==o(m’ii!)=r(m+1,n2)~2’ 
m + zc (2.14) 
f(a, 6) denoting the incomplete gamma function (cf. [ 1, Sect. 6.53). 
Since K, decreases monotonically with x E sin 6, it is meaningul to com- 
pare, rather, K,(p, m, 6) with K,( p, m, 6,), for each pair (p, m) and 6 US 
large us possible. One should observe, however, that the radius r’ in 
Theorem 1.1 increases with 6, and r’ -+ +a3 as 6-+n/2 (as long as r>O). 
Therefore, the improvement in the estimate obtained by using K2(6) 
instead of K,(6,) (6 > 6,) must be considered in the sector s’ of 
Theorem 1.1, ‘with angle reduced by 26 and correspondingly increased 
radius. We obtain, for p < 0, 
K,(b) (1 + Ipllm)“(l +~~/IPI)‘~~ 
-= 
K,(d) yzo I( y x-“’ . 
(2.15) 
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It is easy to show that, for any fixed m, the limit 
K,(6,) e”‘m! 
plirnx K,(b) 
--=vj~e:’ ‘Znl 
m”’ 
(2.16) 
is uniform in 6, for 0 < rl< 6 <n/2 (for any fixed q). In (2.16), Stirling’s 
formula has been used, thus 9 is a suitable number, 0 < 3 < 1. It follows 
immediately that 
K,(b) 
,P.d,_l:mT..~2,K,o= 
,,iG es, ‘2m. (2.16’) 
Note that b0 -+O as p + - z8 (cf. (2.4), (2.6)), therefore 6 > 6, for 1 pi 
sufficiently large. The same asymptotic results hold when p + + ry, and 
m is fixed. All this gives an idea of the advantage one has in using (2.1) 
instead of ( 1.3). 
Remark 2.4. In Theorem 1.1, the radius r can be zero. In this case r’ = 0 
for any choice of a, and hence one can choose 6 = 7c/2 (provided that 
B-U > n). Therefore, it is meaningful in this case to compare K,(dO) 
with Kz(7r/2), provided that p <O or p > 2m. In Table III, the ratio 
K,(&)/K,(lr/2) is reported for several integer values of p, p<O, and nz. 
Inspecting Table III, one can observe that 1 pi and m can be interchanged. 
This is due to a nontrivial symmetry hidden in formula (2.15) for 6 = 7r/2 
(s = 1). A proof of this fact can be obtained by induction and is left to the 
reader. 
3. CONCLUDING REMARKS AND EXAMPLES 
Even though the estimate in Theorem 1.1 cannot be improved by orders 
of magnitude (at least in the most usual instances) for reasonable values of 
the parameters p and m a certain advantage can be obtained in numerical 
applications. In particular, the results presented in this paper can be useful 
whenever one has to estimate in the real domain derivatives of functions 
that can be holomorphically continued into a certain annular sector of the 
complex plane (where suitable information on their growth rate is also 
available). Numerical quadratures, interpolation, approximation theory, 
are just a few instances where /rig/r order derivatives may be involved. 
Numerical use of asymptotic power series (cf. [3, Chap.141) yields an 
example where large exponents are likely to occur. 
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Moreover, having smaller constants (such as Kz instead of K,) allows 
one to approximate derivatives of asymptotic formulas on wider regions, 
with a prescribed accuracy. Considering for example Stirling’s formula. 
l%r(;)= z-; log;-:+;log(2n)+~+~,(+), 
( > 
(3.1) 2 
valid for z -+ c;c#, larg z( < 7~. where B, denotes the second Bernoulli number 
(cf. [I, p. 257, 6.1.401) and in O,(. ) K denotes the constant implied by the 
0( )-symbol. Differentiating in (3.1) we obtain 
f’(z) 
--log; 
U:) 
-;-$+O,(+). 
i_ ‘. 
(3.2) 
for Z-+X, larg ZI d n-(5, and i= 1 or 2 according to the choice of the 
constant K, of (1.3), or K, of (2.1). More precisely, below K, 3 K,(d,), 
K, E K,(rt,/2), as we have r’ = 0 being r = 0, and thus we can choose 6 = 7~12 
in K?(h). Suppose that T’(z)/T(z) has to be computed by using the first 
three terms on the right-hand side of (3.2) with a given accuracy E, and that 
we confine ourselves to the right half-plane. Then setting 
K, IZI -‘GE, i= 1.2 (3.3) 
TABLE 111 
~Y,ld;~ ).!Kz( n,!Z) for Several Values of m and p, p < 0 
-P 
D1 1 2 3 4 5 10 I5 20 
I 2.00 2.25 2.37 2.44 2.48 2.59 2.63 2.65 
2 2.25 2.66 2.89 3.03 3.13 3.37 3.47 3.52 
3 2.37 2.89 3.20 3.40 3.55 3.92 4.07 4.16 
4 2.44 3.03 3.40 3.65 3.84 4.33 4.55 4.67 
5 2.48 3.13 3.55 3.84 4.06 4.66 4.94 5.10 
10 2.59 3.37 3.92 4.33 4.66 5.67 6.20 6.53 
15 2.63 3.47 4.07 4.55 4.94 6.20 6.92 7.39 
20 2.65 3.52 4.16 4.67 5.10 6.53 7.39 7.97 
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we obtain that this will be true for 
i= 1, 2. 
The relative gain in terms of radius length can be measured by 
pl= l- !Y$$Z/ 14, 
PI ( > 1 0 
6,-arcsin(a), 
(3.4) 
(3.5) 
To conclude, we obtain (Kz(~/2)/K,(60))1'4 z 0.8059 (cf. Table III for 
p = - 3, m = 1 ), and therefore a relative gain of about 20%. 
Another case where improving the choice of the constant is relevant can 
be found within the context of the Liouville-Green (or WKBJ) approxima- 
tion, (cf. [3, Chaps. 6 and 13, Thm 13.1 I). Here one is interested in 
obtaining an estimate for the error made in approximating a certain basis 
of solutions to the differential equation ~1” + q(z)y = 0, when an asymptotic 
approximation for the coefftcient q(z) (or for a certain part of it) is given. 
For an application see, e.g., [7, 81. 
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