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University of Texas at El Paso
500 W. University
El Paso, TX 79968, USA
vladik@utep.edu
Abstract
According to the traditional formulas of chemical kinetics, the rate is
proportional to the product of concentrations of reagents. This formula
leads to a reasonable description of interactions both in chemistry and in
other disciplines (e.g., in ecology). However, in many cases, these formulas
are only approximate. Several semi-empirical formulas have been designed
to more accurately describe the interaction rate. The problem is that most
of these formulas are purely empirical, they lack a convincing theoretical
explanation. In this paper, we show that a group-theoretic approach –
taking into account natural symmetries of the systems – leads to the
desired theoretical explanation for these empirical formulas.

1

Formulation of the Problem

Traditional formulas of chemical kinetics. According to the traditional
chemical kinetics formulas, the reaction rate is proportional to the product of
the concentrations of all the inputs. In particular, for a reaction A + B → X,
the rate is proportional to the product of the concentrations a and b of the
da
db
substances A and B:
= g(a, b) and
= g(a, b), where g(a, b) = − k · a · b.
dt
dt
Chemical kinetics formulas are used to describe interactions beyond
chemistry. Similar formulas are used to describe interactions in other areas as
well. For example, in the standard Lotka-Volterra model of predator-prey interactions, the presence of predators P causes the decrease of the prey population
dN
= − k · N · P ; see, e.g., [8].
N which is proportional to N · P :
dt
Need to go beyond traditional formulas of chemical kinetics. In the
ﬁrst approximation, chemical formulas accurately describe interaction in chemistry and in other disciplines. However, more accurate measurements revealed
1

that the actual reaction rate is somewhat diﬀerent from the results obtains by
the traditional formulas. For example, Michaelis and Menten shows that for
c0 · a · b
enzyme kinetics, the reaction rate is equal to g(a, b) =
, for some con1 + cb · b
stants c0 and cb . A similar formula describes the decrease of nutrient b as a
function of the bacterial biomass a [5] and the decrease of prey b as a function
of the predactor concentation a [4].
This formula is also, in turn, only approximate; a more accurate description
c0 · a · b
is provided by a more complex formula g(a, b) =
for some
1 + ca · a + cb · b
constants c0 , ca , and cb ; see, e.g., [1, 2, 3, 7].
Problem. The problem with these formulas is that most of them are purely
empirical, they lack a convincing theoretical explanation and thus, we are not
sure whether (and why) they are indeed good approximations.
What we plan to do. In this paper, we use group-theoretic approach –
strongly and successfully advocated by Douglas J. Klein – to provide a theoretical explanation for the above empirical formulas.
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Group-Theoretic Approach to the Problem:
Main Idea

Diﬀerent scales: general description. For many physical qiantities, there
are many diﬀerent ways to describe their values. For example, temperature
can be measures in degrees Fahrenheit, in degrees Celsius, or in degrees Kelvin;
length can be measured in centimeters or in inches; time can be measured in
seconds or in years; earthquakes can be measured by their energy or by a Richter
scale (which is, in eﬀect, a logarithm of this energy), etc.
Numerical values x and x′ of the same quantity in diﬀerent scales be obtained
from each other by an appropriate re-scaling x′ = f (x). For example, if we
know the temperature tC in Celsius, then we can compute the temperature tF
in Fahrenheit as tF = f (tC ), where f (x) = 32 + 1.8 · x.
In general, if we have a scale x and a reasonable re-scaling transformation
f (x), then the values x′ = f (x) also form a reasonable scale for measuring the
same quantity.
Reasonable re-scalings form a group. If a transition f (x) from the scale
x to a new scale x′ = f (x) is reasonable, then it seems natural that the inverse
transformation from x′ to x should also be reasonable. In other words, the class
T of all reasonable transformations should contain, with each function f (x), its
inverse function f −1 (x).
Similarly, if we start with a reasonable scale x, apply a reasonable transformation x′ = f (x), and then apply another reasonable transformation x′′ =
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g(x′ ) = g(f (x)), then the transformation h(x) = f (g(x)) should also be reasonable. In other words, the class T of all reasonable transformations should
contain, for every two transformations f (x) and g(x), their composition h = f ◦g
def

which is deﬁned as (f ◦ g)(x) = f (g(x)).
It is well known that the composition operation is associative, that the identity mapping i(x) = x has the property f ◦ i = i ◦ f = f for all f , and that
(f ◦ g)−1 = g −1 ◦ f −1 . In mathematical terms, this means that the class T of
all reasonable transformations forms a group under composition.
Which groups are possible as groups of reasonable rescalings: physicsmotivated requirements. In most cases, linear transformations are reasonable – they correspond to changing the measuring unit and the starting point.
Thus, we are interested in groups which contain all linear transformations.
While non-linear transformations are physically possible, not all mathematical transformations are physically reasonable. For example, from the physical viewpoint, the transformations should be smooth (diﬀerentiable): indeed,
smoothness is an important physical characteristics, and it should not depend
on our choice of a scale.
A limit f (x) of reasonable transformations fn (x) should also be a reasonable
transformation. Indeed, by deﬁnition of the limit, for any given accuracy, there
exists an n for which f (x) is (within this accuracy) indistinguishable from fn (x).
From the physical viewpoint, if a transformation f (x) cannot be distinguished
from a reasonable one, no matter how accurately we measure, this means that
the limit transformation f (x) is also reasonable. In mathematical terms, this
means that the set T of all reasonable transformations should be closed (under
some reasonable topology).
Finally, from the physical viewpoint, not all smooth mathematical functions
describe physically reasonable transformations. Thus, it is reasonable to require
that the the class T diﬀer from the class of all possible smooth functions from
real numbers to real numbers.
Summarizing: we are looking for closed groups T of smooth functions which
contain all linear transformations and which diﬀer from the group of all smooth
functions.
Which groups are possible as groups of reasonable rescalings: result.
The complete description of all such groups T is known (see, e.g., [6]): each
transformation f (x) from each such group is fractionally linear, i.e., has the
c0 + c1 · x
form f (x) =
for some contants ci .
1 + c2 · x
From a general description to our speciﬁc problem. Let us apply the
above general ideas to our problem.
In chemical reactions and in other types of interaction, it is reasonable to
measure a concentration of a by the eﬀect it has on some ﬁxed b. For example,
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on scales, weight is measured by the pressure that a body with this weight makes
on the given weighting scales.
In the interaction case, this means that while we can measure a directly, we
can also measure it by the eﬀect g(a, b) that a has on a ﬁxed value b. Thus,
we have two reasonable scales a and g(a, b). Therefore, the transformation
a → g(a, b) between these two scales should be a reasonable transformation.
We already know that reasonable transformations are fractionally linear; so, we
conclude that for each b, the function g(a, b) is a fractionally-linear function of a.
Similarly, we can conclude that for each a, the function g(a, b) is a fractionallylinear function of b.
In our case, we have two additional speciﬁc requirements:
• by the physical meaning of interaction between a and b, both substances
need to be present for the interaction to occur; thus, if a = 0 or b = 0, we
get g(a, b) = 0;
• usually, if we increase both concentrations, the reaction rate should also
correspondingly increase, i.e., we should have g(a, b) → +∞ if a → +∞
and b → +∞.
Let us now describe all functions g(a, b) which satisfy these requirements.
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Main Result

Proposition. Let g(a, b) be a function of two real variables which satisfies the
following properties:
• for every b, the expression g(a, b) is a fractionally linear function of a;
• for every a, the expression g(a, b) is a fractionally linear function of b;
• if a = 0 or b = 0, then g(a, b) = 0; and
• g(x, b) → ∞ if a → ∞ and b → ∞.
Then, the function g(a, b) has the form
g(a, b) =

c0 · a · b
1 + ca · a + cb · b

(1)

for some constants c0 , ca , and cb .
Comment. It is easy to check that the above function satisﬁes all four conditions of the Proposition. Thus, this result indeed provide a group-theoretic
justiﬁcation of the above empirical formula for the reaction rate.
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Proof.
1◦ . For every a, the expression g(a, b) is a fractionally linear function of b, i.e.,
g(a, b) =

c0 (a) + c1 (a) · b
,
1 + c2 (a) · b

(2)

for appropriate functions ci (a).
2◦ . The condition that g(a, b) = 0 for b = 0 implies that c0 (a) = 0, i.e., that
g(a, b) =

c1 (a) · b
.
1 + c2 (a) · b

(3)

3◦ . Similarly, for b = 1 and for b = 2, the expression g(a, b) is a fractionallylinear function of a, i.e.,
g(a, 1) =

N1 (a)
N2 (a)
and g(a, 2) =
D1 (a)
D2 (a)

(4)

for some linear functions Ni (a) and Di (a).
4◦ . The condition that g(0, 1) = g(0, 2) = 0 means that each linear function
Ni (a) is simply proportional to a, i.e., has the form Ni (a) = ni · a for some real
number ni .
5◦ . Substituting the expression (3) into the formulas (4), we get
c1 (a)
N1 (a)
=
;
1 + c2 (a)
D1 (a)

(5)

2c1 (a)
N2 (a)
=
.
1 + 2c2 (a)
D2 (a)

(6)

Multiplying each equation by the denominator of its left-hand side, we get
c1 (a) = c2 (a) ·

N1 (a) N1 (a)
+
;
D1 (a) D1 (a)

2c1 (a) = 2c2 (a) ·

N2 (a) N2 (a)
+
.
D2 (a) D2 (a)

(7)

(8)

If we subtract, from the second equation (8), the ﬁrst one (7) multiplied by 2,
we get
(
) (
)
N2 (a) N1 (a)
N2 (a) 2N1 (a)
2c2 (a) ·
−
+
−
= 0.
(9)
D2 (a) D1 (a)
D2 (a)
D1 (a)
Multiplying both sides of this equation by D1 (a) · D2 (a), we get
2c2 (a)·(N2 (a)·D1 (a)−N1 (a)·D2 (a))+(N2 (a)·D1 (a)−2N1 (a)·D2 (a)) = 0. (10)
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We can now take into account that Ni (a) = ni · a; thus, all the terms in (10) are
proportional to a. So, we can divide both sides of the formula (10) by a and get
2c2 (a) · (n2 · D1 (a) − n1 · D2 (a)) + (n2 · D1 (a) − 2n1 · D2 (a)) = 0.

(11)

Thus, we conclude that
c2 (a) =

2n1 · D2 (a) − n1 · D2 (a)
.
2 · (n2 · D1 (a) − n1 · D2 (a))

(12)

Both the numerator and the denominator of this formula are linear combinations
of linear functons and are, thus, linear themselves. Therefore, the function c2 (a)
is fractionally linear, i.e., has the form
c2 (a) =

c20 + c21 · a
1 + c22 · a

(13)

for appropriate coeﬃcients c2i .
7◦ . Similarly, if we multiply both sides of the equation (7) by 2
sides of the equation (8) by

D1 (a)
and both
N1 (a)

D2 (a)
, we get
N2 (a)

2·

D1 (a)
· c1 (a) = 2c2 (a) + 2,
N1 (a)

(14)

2·

D2 (a)
· c1 (a) = 2c2 (a) + 1.
N2 (a)

(15)

Substracting the second equation (15) from the ﬁrst one (14), we conclude that
(
)
D1 (a) D2 (a)
2 · c1 (a) ·
−
= 1.
(16)
N1 (a) N2 (a)
Multiplying both sides by N1 (a) · N2 (a), we conclude that
2 · c1 (a) · (D1 (a) · N2 (a) − D2 (a) · N1 (a)) = N1 (a) · N2 (a).

(17)

Taking into account that Ni (a) = ni · a and dividing both sides of (17) by a, we
conclude that
2 · c1 (a) · (D1 (a) · n2 − D2 (a) · n1 ) = n1 · n2 · a,
hence
c1 (a) =

n1 · n2 · a
.
2 · (D1 (a) · n2 − D2 (a) · n1 )

(18)
(19)

Both numerator and denominator are linear functions (and the numerator has
no free term), so the function c1 (a) is also fractionally linear and has the form
c1 (a) =

c11 · a
1 + c12 · a
6

(20)

for appropriate coeﬃcients c1i .
8◦ . Substituting expressions (20) for c1 (a) and (13) for c2 (a) into the formula
(3), we conclude that
c11 · a · b
1 + c12 · a
g(a, b) =
c20 + c21 · a .
·b
1+
1 + c22 · a

(21)

c11 /c12
̸= ∞.
c21 /c22
= 0. Hence, the

9◦ . When a, b → ∞, then for c21 ̸= 0, we would have g(a, b) →
Thus, the requirement that g(a, b) → ∞ implies that c21
formula (21) takes a simpler form
c11 · a · b
1 + c12 · a
g(a, b) =
.
c20 · b
1+
1 + c22 · a

(22)

10◦ . By adding the fractions in the denominator of the formula (22) and performing the division of the resulting fractions, we conclude that
g(a, b) =

(c11 · a · b) · (1 + c22 · a)
.
(1 + c12 · a) · (1 + c22 · a + c20 · b)

(23)

In particular, for b = 1, we get
g(a, 1) =

(c11 · a) · (1 + c22 · a)
.
(1 + c12 · a) · ((1 + c20 ) + c22 · a)

(24)

11◦ . The expression (24) must be fractionally linear; thus, two linear forms in
the numerator and in the denominator must cancel each other – by being either
equal or proportional (diﬀering by a multiplicative constant).
The expression c11 · a does not have a free term, while both factors in the
denominator do. Thus, the only expression in the numerator which can cancel
with some expression in the denominator is the expression 1 + c22 · a.
There are two possibilities, let us consider them one by one.
11.1◦ . If the expression 1 + c22 · a cancels with the ﬁrst factor 1 + c12 · a, then
c22 = c12 , and after canceling, we get
g(a, b) =

c11 · a · b
,
1 + c22 · a + c20 · b

i.e., the desired expression (1).
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(25)

11.2◦ . If the expression 1+c22 ·a cancels with the second factor (1+c20 )+c22 ·a,
this means that c20 = 0. In this case, the formula (23) takes the form
g(a, b) =

c11 · a · b
,
1 + c12 · a

(26)

which is also a particular case of the desired expression (1).
In both cases, the have the desired expression (1). The proposition is proven.
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