We show that the Rademacher complexity of any R K -valued function class composed with an ℓ ∞ -Lipschitz function is bounded by the maximum Rademacher complexity of the restriction of the function class along each coordinate, times a factor ofÕ( √ K).
Introduction
Rademacher complexity plays a fundamental role in learning theory, where it tightly bounds the supremum of the empirical process (Koltchinskii and Panchenko, 2000; Bartlett and Mendelson, 2003) and is used to prove generalization guarantees for empirical risk minimization and other learning rules. Let F be a class of functions f ∶ X → R, and define the empirical Rademacher complexity of F for a sequence x 1∶n = (x 1 , . . . , x n ) via
where ǫ = (ǫ 1 , . . . , ǫ n ) is a sequence of i.i.d. Rademacher random variables. A standard result used to bound Rademacher complexity for complex function classes is the Lipschitz contraction inequality (Ledoux and Talagrand, 1991) , which states (in its most basic form) that for any fixed sequence of L-Lipschitz mappings φ 1 , . . . , φ n , we have
This result holds for the setting where the function class F is real-valued, but there are many applications in which it is natural to work with classes of vector-valued functions. Maurer (2016) recently proved a vector-valued generalization of the contraction inequality: When F ⊆ f ∶ X → R K and φ 1 , . . . , φ n are L-Lipschitz with respect to the ℓ 2 norm, it holds that
This result has found numerous applications, including K-means clustering (Fefferman et al., 2016) , robust learning (Attias et al., 2019) , structured prediction (Cortes et al., 2016) , neural network generalization (Neyshabur et al., 2019) , and non-convex optimization (Foster et al., 2018; Davis and Drusvyatskiy, 2018) . In some applications, however, ℓ 2 contraction may be loose if the functions φ satisfy more favorable Lipschitz properties. For K-means clustering, the bound (3) leads to a rate of O(K √ n) (Maurer, 2016) , while the optimal rate isÕ( √ Kn) (Fefferman et al., 2016) .
In this short note we prove a tighter vector contraction inequality for ℓ ∞ -Lipschitz functions. When φ 1 , . . . , φ n are L-Lipschitz with respect to the ℓ ∞ norm,
The result recovers the correctÕ( √ Kn) rate for K-means clustering, and generalizes a bound for K-fold maxima of hyperplanes due to Kontorovich (2018) . Up to log n factors, the result cannot be improved.
The ℓ ∞ contraction inequality
To state the main result we require some additional notation. For a real-valued function class F,
Proof. We first gather some basic definitions. For a real-valued function class
Recall that G is said to shatter x 1 , . . . , x n at scale γ if there exists a sequence v 1 , . . . , v n such that
The fat-shattering dimension (Alon et al., 1997; Bartlett and Long, 1998) is then defined via
Our proof is based on technique introduced by Srebro et al. (2010): we first bound Rademacher complexity in terms of covering numbers, then bound covering numbers in terms of fat-shattering dimension, and finally bound fat-shattering dimension in terms of Rademacher complexity. The key idea is to use ℓ ∞ -Lipschitzness to remove the functions φ 1 , . . . φ n at the covering number stage, then come back to Rademacher complexity.
We prove the theorem for the case β = L = 1; the main theorem statement follows by applying this result after rescaling viaφ(v) ∶= 1 βL φ(βv) andF ∶= F β.
For the first step, by the standard chaining result (e.g. Theorem 2 of Srebro and Sridharan (2010)), we have
Next, we use the ℓ ∞ -Lipschitz property to prove the following lemma.
Lemma 1. For all ε > 0 and x 1∶n it holds that
Proof. Let a sequence v 1 , . . . , v n ∈ R K and element f ∈ F be fixed. Then we have
Consequently, if sets V 1 , . . . , V K each witness the L ∞ covering numbers for F 1 , . . . , F K at scale ε, their cartesian product witnesses the L 2 covering number for φ ○ F at scale ε. The result follows because the cartesian product has size most max i V i K .
Lemma 1 allows us to bound the entropy integral (6) in terms of covering numbers for the coordinate restrictions of F. All we require now are the following lemmas, which will allow us to bound the resulting entropy integral by the Rademacher complexity of each class F i .
Lemma 2 (Rudelson and Vershynin (2006) , Theorem 4.4 1 ). For any δ ∈ (0, 1) there exist constants 0 < c < 1 and C ≥ 0 such that for all ε ∈ (0, 1),
Lemma 3 , Lemma A.2). For all ε ≥ 2 n R n (F i ), it holds that
, and fat ε (F i ) ≤ n.
Define
, with c is as in Lemma 2. Applying the three lemmas in sequence, we have that for any 2
where C 1 > 0 is a numerical constant. Here inequalities (i) and (ii) use Lemma 1 and Lemma 2 respectively. Inequality (iii) uses that d i ≤ n, r i ≤ 2n, and that for any a, b > 0, the function x ↦ x log(a x) log δ (b x) is non-decreasing as long as a ≥ b ≥ e 1+δ x. Lastly, inequality (iv) is a direct calculation after expanding r i and using that ε < 1 e and R n (F i ) ≤ n.
To apply this bound in equation (6), we adopt the shorthandr = max i R n (F i ) and choose α = 2 cnr , which gives
Optimality
The right-hand side in Theorem 1 scales with the worst-case Rademacher complexity R n (F i ) rather than the more favorable empirical Rademacher complexity R(F i ; x 1∶n ). At first glance this looks peculiar, as both the classical Lipschitz contraction inequality and Maurer's ℓ 2 vector variant preserve the empirical Rademacher complexity. Perhaps surprisingly, it turns out that Theorem 1 cannot be improved to depend on the empirical Rademacher complexity without incurring an additional √ K factor. Proposition 1. There exists a set X , function class F ⊆ f ∶ X → R K , 1-Lipschitz (w.r.t. ℓ ∞ ) function φ, and data sequence x 1∶n for which
, so we have a tradeoff: We can either upper bound by empirical Rademacher at a cost of O(K), or upper bound by worst-case Rademacher at a cost ofÕ( √ K) using Theorem 1.
Proof. Let K be fixed. We define X = {e i } i≤K , where e i denotes the ith standard basis vector in R K . We choose the hypothesis class
Let n be divisible by K. We select x 1 , . . . , x n K = e 1 , x n K , . . . , x 2n K = e 2 , and so on, and let i t be such that x t = e it . We can write the empirical Rademacher complexity as
Using the Khintchine inequality (Haagerup, 1981) , we have a lower bound
On the other hand, for each i, direct calculation shows that
This proves the result. Note that there is no contradiction with Theorem 1, since the worst case Rademacher complexity for this construction is large: R n (F i ) ≥ n 2.
Extension to ℓ p norms
The final result we prove is a generalization of Theorem 1 to ℓ p norms beyond ℓ ∞ . Theorem 2 (ℓ p contraction inequality). Let F ⊆ f ∶ X → R K , and let φ 1 , . . . , φ n each be L-Lipschitz with respect to the ℓ p norm, where p ∈ (0, ∞). For any δ > 0, there exists a constant
Proof. We only sketch the result as the argument follows Theorem 1. As in the proof of Theorem 1, assume β = L = 1 without loss of generality. Define covering scale parameters
Since ∑ K i=1 ε p i 1 p = ε, it follows that if V 1 , . . . , V K are L ∞ covers for F 1 , . . . , F K at scales ε 1 , . . . , ε K , their cartesian product is a ε-cover for φ ○ F.
From here, we apply the same sequence of inequalities as in Theorem 1. After applying Lemma 2 and Lemma 3 in conjunction with the covering number bound above, we have
.
Applying this inequality within the Dudley integral leads to the result.
