Initial value problems associated with ut(x, t) = δuxx(x, t) − u(x, t) ux(x, t)  by Walsh, Robert A
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 26, 235-247 (1969) 
Initial Value Problems Associated with 
4(x, t) = SQL t) - u(x, q 4(x, t)* 
ROBERT A. WALSH 
Washington University, St. Louis, Missouri 
Submitted by Peter D. Lax 
1. INTRODUCTION 
The quasilinear parabolic partial differential equation (Burgers’ Equation) 
+, 2) = ~%z(~, t) - +, t) %(% 4, (1.1) 
where 6 is a strictly positive constant, has recently become prominent in both 
scientific and pure mathematical studies. Its appearance in certain areas of 
applied science has no doubt arisen because its very form suggests a close 
relation to the fundamental equations of fluid flow. Until quite lately, how- 
ever, only steady-state solutions to Eq. (1.1) had been found. 
A major advance was made in 1950 by E. Hopf [l] who showed the initial 
value problem (characteristic Cauchy-data), 
Ut(X, t) = mu,&, t) - 4% t) %(X9 t) 
u(x, 0) = F(x) 
s>o, t>o, -co<<x<co; u(x, 0) s= l~$u(x, t)) 
was well posed in the philosophic sense of Hadamard (u(x, t) exists, is unique, 
and depends continuously on the data) where the solution u(x, t) was given 
in closed form. Basically, this was accomplished by identifying the problem 
with an equivalent system involving the one-dimensional diffusion equation 
(whose solution is well known), 
et@, t) = w&, t) 
W~O)=~gexp(-& j:F(E)dS) 
s > 0, co > 0, t > 0, -co<(x<oo; t9(x, 0) f l$n(6+, t)) 
co + lj+m(6J(O, t))
* This paper represents part of a doctoral dissertation presented to Washington 
University. The dissertation was supervised by E. Y. Rodin. 
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by means of the simple but ingenious substitution 
u(x, t) = -- 26 & (ln(&x, t))). 
At this point, interests of pure mathematicians were also aroused and 
studies (e.g., in related function space integrals) duly followed. 
The great potential applicability of well-posed solutions to Burgers’ 
Equation makes it natural to attempt to see whether Hopf’s results can be 
applied in such a way as to facilitate their discovery. 
The present paper will concern itself with two problems: 
1. The problem of determining spatially periodic solutions to Burgers’ 
Equation. 
2. The problem of obtaining solutions to Burgers’ Equation subject to 
the prescription of non-characteristic Cauchy Data in both fixed and moving 
boundary cases. 
2. DEFINITIONS AND NOTATION 
1. If U(X, t) E H*, U(X, t) will be a solution of Eq. (1 .I) possessing two 
continuous derivatives with respect to X, for all x and for t > 0. 
2. If 0(x, t) E H, 0(x, t) will b e a strictly positive solution of Eq. (2.1) 
possessing three continuous derivatives with respect to x for all x and for 
i > 0, where Eq. (2.1) is the diffusion equation 
4(x, 4 = w&, t), s >o. (2.1) 
3. The initial value problem 
%(X, 4 = hm(x, t) - +, t> %:(X7 t> 
u(x, 0) = F(x) 
s>o, t>o, -co<<x<oo; u(x, 0) = $$u(x, t)) 
will be referred to as System (I). 
4. The initial value problem for the diffusion equation 
be, 4 = wdx, t) 
(1) 
s > 0, t > 0, -o3<x<co; e, 0) = ijfpyx, t)) 
co = iig(e(o, t)) > 0 (14 
will be called System (IA). 
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3. PRELIMINARY RESULTS 
Results of E. Hopf [l], pertinent to the present development are given in 
this section: 
1. U(X, t) EN*, in System (I), if and only if 0(x, t) E H, in System (IA) 
where 
4X, t) = - 26 g ln(f?(x, t)) = - 26 (Q&j (3.1) 
0(x, t)= W, t> exp (- f jr 45, t) dtj (3.2) 
b$n(e(o, t)) = c, > 0. (3.3) 
2. Let U(X, t) E H* with respect to System (I). If F(x) is integrable in 
every finite x-interval such that 
i 
then 
for all 1 x I large, (3.4) 
*(*,t) = Kexp( - wj F(5) H) d5 
rm i (x - 0” (3.5) ex P - Tj #(5> de 
is a well-posed solution to System (I), by way of System (IA). 
3. Whenever x = a is a point of continuity for F(x), 
BOW, 0) = w4 (3.6) 
t-0 
lim (j’ ~(6, t> d5j = j;F(t) df. x-m o 
t-a 
(3.7) 
For proofs the reader may consult E. Hopf [l] [pp. 204-2051. Once Eq. (3.1) 
is known, all is straightforward with the exception of the proof of Eq. (3.3). It 
is now possible to turn to the main body of the paper. 
4. Two BASIC LEMMAS 
LEMMA 1. Let 13(x, t) E H, u(x, t) EH*, then 
0 (x, t) = @GO) exp (- &j: (SU,(X,T) - +.2(x,.)) d’) (4-l) 
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(4.2) 
PROOF. 
= exp (- f 11 (Su,(x, T) - + u2(x, T)) d’) , 
where the last step follows from the hypothesis and Eq. (3.1). Equation (4.1) 
is thus established, and Eq. (4.2) follows from an application of Eq. (3.1). 
LEMMA 2. Let 0(x, t) E H, u(x, t) E H*, and x = x(t) be continuously 
d$ktzntiable in t > 0; x(0) = 0, then 
eMa t) ~ = eXp (- f 11 /z~(X(~), T) &(T) + suz(X(7), T) - + u2(X(T), T)/ dt) 
co 
(4.3) 
uw, t) = 
co 
- & $a t> - exp (- f jl l+(T), T) n(T) + sUz(x(T>, T) 
- + u2(x(T), T)/ d’) . (4.4) 
PROOF. 
44t)~ t> we)> 4 44th t) 
8(x(O), 0) = ~ = ~ wx 0) co 
= exp ($ s: 2S ($ (QG 7))) lnzb) d’) 
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where 
c+(t) = $x(t). 
From Eq. (3.1) and Lemma 1, Eq. (4.4) follows from an application of 
Eq. (3.1). 
5. SPATIALLY PERIODIC SOLUTIONS TO BURGERS' EQUATION 
THEOREM 1. Let u(x, t) E H* and F(x) as in System (I). If in addition 
F(x) =: F(x + L), 8 > 0, then System (II), 
Ut(X, t) = ~u,,(x, t) - u@, t) %(X, t) 
u(x, 0) = F(x) 
u(0, t) = u(e, t) 
%(O, t) = %(4 t> 
possesses a unique closed form solution 
f M(x, 6; t> exp (7) F(t) #(t) d5 
u(x, t) = O G 
1, Mb, E; t) exp ($1 #(t) d5 
(5.1) 
with 
M(x, 6; t) = $11 + 2 f exp (- “‘J: st ) cos [27~z r+ - T)] 1, 
n=1 
(5.2) 
where u(x, t) = u(x + /, t): that is, System (II) is completely equivalent to 
System (I) whenever 
F(x) =F(x + e> = ***I+ + he) = *.* fur h = 0, 1,2, 3 ,... . 
The proof will proceed in numbered stages. 
1. If F(x) in System (I) is periodic with period 8, u(x, t) is also periodic 
with period 8 in System (I). 
PROOF. u(x, t) E H*; u(x, 0) =F(x), in System (I) u(x + 8, t) E H*; 
u(x + 8, 0) = F(x + e), in System (I). Now if F(x) = F(x + d) then 
u(x, t) = u(x + e, t), by the uniqueness of u(x, t) in System (I). 
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2. System (IIA) corresponding to System (II), is as follows: 
qx, t) = ok&, 4 
WG 0) = covw 
w, t) = W) w, 4 
w t> = VW uo9 t) 
6 >o, t > 0, e> 0, o<x<e, co > 0. WV 
PROOF. 
from Eq. (3.2), (3.7). Also 
e(t, t) = e(e, 0) exp (- $1’ (SU~(~!, T) - +- us(t, T)) d’) 
= e(t, 0) exp (- & 1’ (6 (~~(0, T) - + 242(0, T)) do) 
0 
= (F) e(0, t) 
= +(e) w, 4 
by hypothesis, and Eqs. (3.2), (3.7). Similarly, B,(t, t) = 4(e) &(O, t), and 
the proof is complete. 
3. A solution to System (IIA) is, 
( 
/lx ($2 St etx, t) = C, exp - - 
e+ e2 -) 1: Wx, t; 4 exp (7) t&f) de. (5.3) 
PROOF. #(a) can be unity whenever (l/26) jeF([) = fi = 0. In this case 
System (IIA) becomes the classic problem of di!Iusion in a ring, and Equa- 
tion (5.3) reduces to the well-known solution. (Courant-Hilbert [2] (pp. 199- 
201)). 
However, in general, @ # 0, and the boundary conditions of System (IIA) 
do not lead to a self-adjoint differential operator, hence 
6(x, t) = 2 j B(x,s) et5 ds; s = 0 + iT, 
Y 
where y encloses all the poles of +( , ) x s , and 1+5(x, s) will be represented by an 
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unsymmetric Green’s Function. (Coddington-Levinson [3] (pp. 301-303)): 
cb(x, 4 z= 1; G(x, I; 4 ~(~> d-t + jl G(5, x; 4 #(5> dt 
with 
G(x, [; s) = +(e) sinh[fix - t - 41 - sinh[dqx - 5)1. - - 
2/s(t,h2(t) + 1 - 2+(d) cosh(8 z/s)) 
If /3 # 1, the poles of +(x, s) are simple, occuring when 
s = s?l = ; (8” - 4n73 f i(4?27$3)), n = 0, 1,2,3 ,... . 
A straightforward but tedious inversion yields Eq. (5.3). 
4. 0(x, t) > 0 whenever #(x) > 0. 
PROOF. From the theory of theta functions, the equivalent representation 
i 
( x-t 2/36t 2 
M(x, f; t) = At *F exp 
-----n 
G e2 1 
46t 
1 
(5.5) 
?l=CV 
-F 
is well known, it is easily seen that M(x, 6; t) > 0. 
5. U(S, t) as given by Eq. (5.1), is a formal solution to System (II). 
PROOF. Apply Eq. (3.1), and integrate the numerator by parts. 
6. u(x, t) as given by Eq. (5.1), is a unique solution to System (II). 
PROOF. Consider Eq. (5.3) with Eq. (5.5) substituted for M(x, .$; t) as 
originally defined. The uniform convergence of Eq. (5.5) for t > 0, allows 
an interchange of integration and summation in Eq. (5.3): 
( 
x-t 2j36t 2 
----F- G 1 
4st 
-3 
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The equality, 
X-f 
( 
26% 2 
(x - 5 - ?lq + llB = e - s-- - n 1 
4i3t 46t 
+ $ (x - 5) - 8” ;. 
P 
implies 
tqx, t) = ht nr ( j: exp ( - (x ,[t - “))” - npj I#) de) 72=-m 
(5.7) 
where the periodicity of F(x) is used repeatedly. If Eq. (3.1) is now applied 
to Eq. (5.7), th e e q uivalence of System (II) and System (I) is apparent. Thus 
System (II) is a well posed problem for Burgers’ Equation. 
6. THE CAUCHY PROBLEM FOR BURGERS’ EQUATION (FIXED-BOUNDARY) 
THEOREM 2. Let u(x, t) E H*. If f(t) and g(t) me analytic functions of t 
for t > 0 (with the line x = 0 referred to as a$xed boundary) then System III, 
Ut(X, t) = 821,$(X, t) - +, t) %(X7 t) 
u(O, t) = f(t) 
%(Q t) = go> 
6 > 0, 0 < t, -co<x<co (III) 
possesses a unique closed-form solution 
(6.1) 
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with 
x=&Q, 
44 = exp (- f j” (MT) - -ij-f2(~)) do) , 
B(t) = - sex6 (- f j: (W) - +f2w) q * 
That is, System (III) is completely equivalent to System (I) with the follow- 
ing formal representation for #(x), (valid only when 4(x) > 0 
9(x) =hT s, exe2 [xA (&) + $ B (&-)I $9 x>o 
=~~j,e~2s[x~(~)-~B(~)]~, x<O (6.2) 
where y encloses the singularities of the integrand. 
As before, the proof will proceed in stages. 
1. System (IIIA) is given as follows: 
e&c, t) = %z(x, t) 
qo, t) = +4(t) 
e,.o, t) = co $p 
s >o, t > 0, -a3<x<oo, co > 0. (IIIA) 
PROOF. A direct application of Lemma 1 with x = 0, and Eq. (3.1). 
2. Eq. (6.1) is a solution to System III. 
PROOF. If x = %%<, D. V. Widder [4] (pp. 292-293) has proved 
is a unique solution of System (IIIA), up to co , analytic in t for fixed x, and 
entire in x for fixed t. Equation (6.1) follows with an application of Equa- 
tion (3.1). 
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3. It is possible to derive a function #(x) such that the identification 
can be made. 
PROOF. D. V. Widder [4] (pp. 296-300). Although Ref. (9) is not an 
obscure one, a brief sketch of the steps necessary to arrive at Eq. (6.4) will 
be given for the reader’s convenience. 
First of all, set 
aw) = 43 + @7) d7; Ott 
w(t) = 45) - j: P(7) d7; tto 
then, it is easy to derive the relation 
A(t) = 
B(t) = $J”exP(+)p(E)dE 
from which there follows by a simple change of variable 6 = fi, s = l/4&: 
sB(--&)=i,” (6.6) 
Equations (6.5) and (6.6) are invertible by the theory of the Laplace 
Transform, for proper choices of O(X), p(x): 
(6.7) 
(6.8) 
where y encloses the singularities of the integrand. Eq. (6.2) now follows. 
4. Criteria exist to insure $(x) > 0. 
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PROOF. D. V. Widder [4] (pp. 304-305). Define 
Bc-lyt) e j' (t - .)-l/2 B(7) Fm, 
0 
then 
B'-1/2'(t) = ht j,“exp(2) (j:kM?)dS, 
and finally 
D. V. Widder now considers Eqs. (6.5) and (6.9) and quotes a theorem of 
S. Bernstein (D. V. Widder [4] (pp. 304-305)): z/(x) 2 0, if, 
(- l)” #k, l/S d’“’ 1’ (9 (&) & B’-“2’ (A))! > 0. (6.10) 
Equations (6.10) are most formidable criteria to apply, especially when it 
is recalled that for the purposes at hand, the stronger condition #(x) > 0 
is mandatory. Fortunately, in some special cases it is not necessary to approach 
Eqs. (6.10). For example, if f(t), g(t) are polynomials such that f(t) < 0, 
g(t) < 0; t > 0, both f(t) and g(t) can be chosen such that 0(x, t) > 0. 
#(x) is then associated withF(x), and if Equation (3.4) is satisfied the theo- 
rem is proved, and System III is a well-posed problem for Eq. (1.1). 
Theorem 2 would also seem to allow the conclusion that solutions to 
Burgers’ Equation which are periodic in t exist. It is formally quite true if 
f(t) and g(t) are periodic in t with period T, then u(x, t + T) = u(x, t), 
uniquely. However, when it comes to insuring the positivity of 0(x, t), it 
seems hopeless to try to construct any ordinary examples. The reader inter- 
ested in constructing t-periodic solutions to Burgers’ Equation should con- 
sult N. N. Kochina [5] (pp. 1068-1075). 
The boundary conditions associated with System (III) are of the form of 
noncharacteristic Cauchy data, associated with the line x = 0. It is possible 
to arrive at closed form solutions to Burgers’ Equation with Cauchy Data 
prescribed along a moving boundary x = s(t). Unfortunately it seems very 
difficult to establish uniqueness for such solutions: 
THEOREM 3. Let u(x, t) E H*. If f(t), g(t), s(t) are all analytic functions 
oft for t > 0 then, System IV 
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Ut(X, t) = Su,,(x, t) - u(x, t) UJX, t) 
44th 4 = f(t) 
u,(s(t), 4 xzY g(t) 
6 >o, t >o, --co<x<m, s(0) = 0 
formally possesses a closed-form solution, 
(IV) 
u(x,f)=-21/6$ln~pfp- p=. at(k) (2k)! Cc - ‘@))“” 
4) $t) + B(t) 
+( (2k+l)! 
where 
44 = exp (- $ It (f (4 44 + ag(T) - ;f 2(T)) d’) , 
0 
iI(t) = - &f(t) exp (- &j 11 ( f (7) 47) + k(T) - +f 2(7)) d7) . 
PROOF. Invoking Lemma 2, System (IVA) becomes 
et@, 4 = %!z(x, 4
W), t) = co44 
B,(s(t), t)= -$ B(t) 
s >o, t >o, --<x<co, co > 0, s(0) = 0. 
System (WA) was recently solved by C. D. Hill [6] (pp. 627): 
qx, t) = co f a(k) k=O atck, 1% (5 - sw2k + ( yfyl)y j (t: - s(o)2’+1/ 
x=6{. (6.7) 
Although there does not seem to be a general method of guaranteeing 
0(x, t) > 0, there are special cases when this will be so; for example, f(t) < 0, 
g(2) < 0, s(t) < 0, S(t) < 0 and f(t) = fi S(t), 6 < 1, where f(t), g(t), s(t) are 
polynomials. 
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It seems difficult to show uniqueness for Eq. (6.6), at any rate along the 
lines of the previous theorem. At this time, no way has been found to relate 
System (IV) to System (I), and so the uniqueness of Eq. (6.6) is still an open 
question. Equation (6.6) follows immediately from Eq. (6.7). 
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