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Introduction
Le Modèle Standard est actuellement la théorie décrivant le mieux les inter-
actions entre les particules fondamentales. Ce modèle n’a pas été mis en défaut
expérimentalement bien que laissant plusieurs phénomènes inexpliqués. Par ex-
emple, pourquoi les masses des quarks sont-elles réparties sur plus de 11 ordres
de grandeur ? Le mécanisme de Higgs est-il responsable de la brisure électrofaible ?
Pourquoi existe-t-il une asymétrie entre lamatière et l’antimatière alors que la symé-
trie CP leur impose un comportement similaire ? Le Modèle Standard autorise une
violation de cette symétrie. Cependant, la violation de CP observée dans le secteur
des hadrons n’est pas suffisante pour expliquer la disparition de l’antimatière à
l’échelle de l’Univers. Pour comprendre ces phénomènes, on cherche à repousser
les limites duModèle Standard et ainsi mettre en évidence de la Nouvelle Physique.
Le grand collisionneur de hadrons (LHC) a été construit dans cette optique.
Du fait de la haute énergie des collisions, il permet de sonder de manière directe
la matière en cherchant d’éventuelles nouvelles particules. La grande luminosité
délivrée par le LHC permet aussi de rechercher de manière indirecte de la Nouvelle
Physique en créant de nouvelles particules dans des processus en boucle. L’expéri-
ence LHCb suit cette seconde approche avec la recherche de la Nouvelle Physique
dans la dynamique des saveurs. Plus précisément, LHCb étudie la violation de CP
et les désintégrations rares dans le domaine du charme et de la beauté.
Une des mesures phares de LHCb est la phase φs engendrée par l’interférence
entre les désintégrations directes des mésons B0s en J/ψφ et via les oscillations B
0
s-B
0
s.
La détermination indirecte de φs via des ajustements globaux des données expéri-
mentales donne φSMs = −0.0364± 0.0017 rad dans le cadre duModèle Standard [1].
Or de nouvelles particules pourraient intervenir dans les diagrammes en boîte des
oscillations B0s-B
0
s et changer la valeur de φs. La faible incertitude théorique fait de
φs une observable particulièrement sensible à la Nouvelle Physique.
L’extraction de la phase φs nécessite l’ajustement de la fonction de vraisem-
blance décrivant les désintégrations B0s → J/ψφ. La première étape est donc de
détecter et sélectionner ces candidats. Puis les observables dont dépend la fonction
de vraisemblance sont mesurées : masse, temps propre, angles caractéristiques des
désintégrations B0s → J/ψφ ainsi que la saveur initiale des mésons B0s. Celle-ci est
essentielle à la sensibilité de la mesure de φs. Elle est estimée par un algorithme dit
d’étiquetage exploitant les autres particules de la collision.
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Après avoir introduit les cadres théorique et expérimental dans les chapitres
1 et 2, nous détaillons la méthodologie de la mesure de φs dans le chapitre 3. Puis
nous décrivons la sélection des candidats B0s → J/ψφ avec notamment une sélection
multivariée développée durant cette thèse. Dans le chapitre 5 nous abordons l’étude
angulaire des désintégrations B0s → J/ψφ avec la détermination des sources des
distorsions angulaires. Dans le chapitre 6, nous détaillons l’optimisation ainsi que
l’étalonnage de l’algorithme d’étiquetage de la saveur des mésons B en étudiant les
désintégrations B0d → J/ψK∗. Nous concluons en présentant la mesure de la phase
φs avec 1 fb−1 dans le chapitre 7.
Chapitre 1
Cadre théorique
Dans ce chapitre, nous développons le cadre théorique dans lequel s’inscrit cette
thèse. Ce chapitre est largement inspiré des références [2] et [3]. En premier, nous
définissons les symétries C, P et T. Puis nous introduisons le Modèle Standard de la
physique des particules avec notamment l’interaction faible. Cette interaction est la
seule à violer la symétrie CP. Nous verrons son intégration dans leModèle Standard
à travers la matrice de Cabibbo KobayashiMaskawa (CKM). Ensuite nous abordons
le formalisme des mésons neutres et nous l’appliquons aux désintégrations B0s →
J/ψφ avec la mesure de la phase de violation CP : φs.
1.1 Les symétries
Dans l’univers, l’asymétrie entre les quantités de matière et d’anti-matière peut
théoriquement être expliquée par des interactions différentes pour les particules et
pour les antiparticules. Trois symétries sont essentielles pour caractériser ces inter-
actions. Il s’agit de la parité P, la conjugaison de charge C et le renversement du
temps T.
Dans cette section, nous présentons les symétries individuelles : P, C et T. Puis
nous abordons les symétries combinées CP et CPT.
1.1.1 Les symétries : P, C et T
La parité P
La symétrie P ou parité oppose les coordonnées spatiales d’un système physique.
Cette transformation appliquée sur un système quantique |ψ(~p, h)〉 d’impulsion ~p
et d’hélicité h s’exprime de la manière suivante :
P|ψ(~p, h)〉 = ηP |ψ(−~p,−h)〉, (1.1)
avec P l’opérateur de la parité et ηP sa valeur propre. Étant donné que la parité est
un opérateur unitaire, P2 = 1, seules deux valeurs propres sont possibles : ηP =
±1.
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La conjugaison de charge : C
La conjugaison de charge est une symétrie discrète. Elle oppose toutes les charges
du groupe U(1), c’est-à-dire la charge électrique, le nombre baryonique, le nombre
leptonique, etc. Son action sur un système quantique |ψ(~p, h)〉 s’écrit
C|ψ(~p, h)〉 = ηC |ψ(~p, h)〉, (1.2)
avec ηC la valeur propre de la conjugaison de charge et |ψ(~p, h〉 le conjugué C du
système |ψ(~p, h)〉. Comme l’opérateur C est unitaire, ses valeurs propres sont ηC =
±1. Le spin d’une particule et son hélicité ne sont pas changés par la conjugaison
de charge.
Le renversement du temps T
Le renversement du temps T permet d’amener un système d’un temps t + ∆t à
t− ∆t. L’effet de cette transformation sur un système quantique |ψ(~p, h)〉 est :
T |ψ(~p, h)〉 = ηT |ψ(−~p, h)〉∗, (1.3)
avec ηT la valeur propre de l’opérateur anti-unitaire T et |ψ(−~p, h)〉∗ le conjugué
complexe de l’état initial. ηT est définie à un facteur de phase près, dépendant du
spin. Cette transformation oppose les spins et impulsions des particules.
1.1.2 Les symétries CP et CPT
La symétrie CP
La symétrie CP combine la conjugaison de charge avec la parité. L’action de
l’opérateur CP sur un système physique |ψ(~(p), h)〉 est définie par :
CP|ψ(~p, h)〉 = ηCP |ψ(−~p,−h)〉 (1.4)
avec ηCP la valeur propre de l’opérateur de la symétrie CP.
La symétrie CPT
La combinaison des 3 opérateurs donne la symétrie CPT. Cette symétrie laisse
tout système invariant. L’invariance de cette symétrie est une des propriétés fon-
damentales de la théorie quantique des champs, entraînant l’égalité des masses et
des temps de vie d’une particule et de son anti-particule [4, 5, 6]. L’invariance de la
symétrie CPT a été testée par diverses expériences et jusqu’à présent jamais mise en
défaut.
Dans la suite, nous montrons l’intégration de la symétrie CP dans le Modèle
Standard ainsi que l’impact de la symétrie CPT.
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Quarks
Saveurs Charges électriques Masses (GeV/c2)
u 2/3 (1.55− 3.3)× 10−3
d −1/3 (3− 6)× 10−3
c 2/3 1.27
s −1/3 (70− 130)× 10−3
t 2/3 171.2
b −1/3 4.2− 4.7
Leptons
e− −1 3.3× 10−3
νe 0 < 2× 10−9
µ− −1 105.7× 10−3
νµ 0 < 0.19× 10−6
τ− −1 1.77
ντ 0 < 18.2× 10−6
TABLE 1.1: Saveurs, charges électriques et masses des particules élémentaires
groupées en famille [3].
1.2 Le Modèle Standard
Actuellement, la meilleure description du monde subatomique est donnée par
le Modèle Standard. Développée à partir des années 1950, cette théorie décrit les
interactions entre les particules élémentaires.
Dans un premier temps, nous décrivons brièvement les particules élémentaires.
Ensuite nous abordons les interactions fondamentales, en détaillant notamment le
lagrangien de l’interaction faible. Puis nous définissons la matrice CKM. Finale-
ment, nous discutons du succès et des limites du Modèle Standard.
1.2.1 Particules élémentaires
Les particules élémentaires sont essentiellement caractérisées par leur masse,
leur charge et leur spin. En fonction de leur spin, elles obéissent à des statistiques
différentes. Les particules de spin entiers, appelées bosons, sont les vecteurs des
interactions. Les particules de spin demi-entier sont des fermions.
Parmi les 12 fermions existants, on distingue 6 quarks et 6 leptons, tous observés
expérimentalement. On peut les classer en 3 familles, de masses croissantes, comme
le montre le tableau 1.1. Les éléments de la première famille, à savoir les quarks up,
down ainsi que l’électron et le neutrino électronique constituent la matière ordi-
naire. Les autres éléments ne sont créés qu’à haute énergie, lors de processus astro-
physiques ou dans des collisionneurs.
Toutes les particules élémentaires ont une antiparticule, ayant les mêmes pro-
priétés telles la masse ou le temps de vie mais leurs nombres quantiques additifs
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sont opposés comme la charge électrique, le nombre baryonique. L’interaction en-
tre une particule et son anti-particule provoque leur annihilation.
1.2.2 Interactions fondamentales
Le Modèle Standard décrit les interactions fondamentales à l’aide de la théorie
quantique relativiste des champs. Il est composé de deux théories, reposant sur le
principe d’invariance de jauge : la chromodynamique quantique et la théorie élec-
trofaible.
La chromodynamique quantique (QCD) décrit la force forte, responsable de la
cohésion nucléaire. Elle régit les échanges de gluons entre particules porteuses de
couleurs, propriété quantique des quarks et des gluons. Cette théorie est décrite par
le groupe de symétrie SU(3)C.
La théorie électrofaible unifie les interactions électromagnétique et faible. Elle
est décrite par le groupe de symétrie SU(2)L ×U(1)Y.
L’interaction électromagnétique (QED) correspond à un échange de photons en-
tre particules électriquement chargées. Elle est décrite par le groupe de symétrie
U(1)Y.
L’interaction faible (EW) permet l’échange de courants chargés via les vecteurs
W±, et de courants neutres via le vecteur Z0. Son groupe de symétrie est SU(2)L.
Parmi ces 3 interactions, les observations expérimentales ont montré que seule
l’interaction faible viole les symétries C et P de manière maximale [7, 8], mais aussi
la symétrie T [9] ainsi que la symétrie combinée CP. En 1964, Cronin et Fitch décou-
vrent que les kaons neutres violent la symétrie CP [10]. Puis en 2001, les expériences
BaBar [11] et Belle [12] mettent en évidence la violation CP dans le secteur de la
beauté.
Nous développons donc le lagrangien de l’interaction faible LEW. Celui-ci est la
somme de 4 contributions :
L EW = L Bosons + L Fermions + L Higgs + L Yukawa. (1.5)
Le premier terme L Bosons décrit l’énergie cinétique et l’auto-interaction des bosons
de jauge sans masse. L Fermions correspond à l’énergie cinétique des fermions ainsi
que leurs interactions avec les bosons de jauge. Ces 2 termes décrivent la propa-
gation et l’interaction des champs respectant l’invariance de jauge sous SU(2)L ×
U(1)Y. Cependant ils ne contiennent pas de termes relatifs aux masses des partic-
ules. Pour cela, il faut introduire le mécanisme deHiggs, qui par brisure de symétrie
donne la masse aux fermions et bosons. Le lagrangien L Higgs décrit le champ de
Higgs. Il définit ses interactions avec les bosons de jauge, leur attribuant ainsi une
masse, mais aussi son auto-interaction impliquant unemasse au boson dit deHiggs.
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La masse des fermions est régie par le lagrangien de Yukawa : L Yukawa, représen-
tant l’interaction du champ de Higgs avec les fermions. Ce lagrangien s’exprime de
la manière suivante :
L Yukawa = −
(
1− h
v
)(
Mjkl l
j
lk + Mjku ujuk + M
jk
d d
j
dk
)
, (1.6)
avec h, v des paramètres du champs de Higgs, l, u, d les champs spineurs respective-
ment des leptons, quarks de type up, et quarks de type down, et j, k correspondant
à l’indice de famille. Les matrices Ml , Mu et Md donnent la masse des quarks. Ces
matrices ne sont pas diagonalisables simultanément. Autrement dit, les quarks de
type down ne peuvent pas avoir des états propres de masse identiques à leurs états
propres de l’interaction faible lorsque c’est le cas pour les quarks de type up. La
matrice CKM décrite dans la section suivante permet de relier les états propres de
masse et de l’interaction faible des quarks de type down. Le changement de saveur
dans le Modèle Standard via interaction par courant chargé (W±) se traduit alors
par le lagrangien :
LW± = − g√
2
(uL, cL, tL)γµVCKM
 dLsL
bL
W†µ + h.c, (1.7)
avec g le couplage de jauge relié au groupe SUL(2), γµ les matrices de Dirac, W†µ le
champ décrivant les bosons chargés W±, et VCKM la matrice CKM.
1.2.3 La matrice CKM
LeModèle Standard rend compte de la violation de la symétrie CP via la matrice
CKM. Dans un premier temps, nous décrivons cette matrice. Puis nous abordons la
représentation sous forme de triangle des paramètres de cette matrice.
Définition de la matrice CKM
La matrice de Cabibbo Kobayashi Maskawa (CKM) décrit le changement de
saveur des quarks dans les interactions faibles [13]. Elle est définie de la manière
suivante :
VCKM =
 Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb
 (1.8)
Cette matrice est 3 × 3, unitaire et complexe. Elle possède 4 paramètres fondamen-
taux : 3 angles et une phase. Cette dernière est responsable de la violation CP dans
le secteur électrofaible du Modèle Standard.
Le Modèle Standard ne prédit pas les valeurs des éléments de la matrice. Ex-
périmentalement, on observe une hiérarchie : plus les éléments sont proches de la
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diagonale, plus leur valeur est proche de l’unité. La paramétrisation deWolfenstein
introduite dans [14] permet de mettre en évidence cette hiérarchie :
VCKM =
 1− 12λ2 λ Aλ3(ρ− iη)−λ 1− 12λ2 Aλ2
Aλ3(1− ρ− iη) −Aλ2 1
+ O(λ4) (1.9)
avec λ ∼ 0.22 le sinus de l’angle de Cabibbo, A, ρ, η les 3 autres paramètres de la
matrice.
Triangles unitaires
La matrice CKM est unitaire c’est-à-dire V†CKMVCKM = 1. On peut alors extraire
6 relations pouvant être représentées par des triangles, comme illustré par la fig-
ure 1.1.
Parmi ces relations, l’équation suivante définit le triangle dit d’unitarité relié
aux mésons B0d composés de quarks bd :
VudV
⋆
ub + VcdV
⋆
cb + VtdV
⋆
tb = 0. (1.10)
Ce triangle correspond au triangle (db) sur la figure 1.1. Ces angles sont reliés aux
éléments de la matrice CKM via les relations suivantes :
α = arg
(
− VtdV
⋆
tb
VudV⋆ub
)
, (1.11)
β = arg
(
− VcdV
⋆
cb
VtdV⋆tb
)
, (1.12)
γ = arg
(
− VudV
⋆
ub
VcdV⋆cb
)
. (1.13)
De manière similaire, le triangle relatif aux mésons B0s défini par la paire de quarks
bs, correspond à la relation :
VubV
⋆
us + VcbV
⋆
cs + VtbV
⋆
ts = 0. (1.14)
Il est représenté par le triangle (sb) sur la figure 1.1, Son plus petit angle βs, équiv-
alent de β du triangle (db), est défini par :
βs = arg
(
− VtsV
⋆
tb
VcsV⋆cb
)
. (1.15)
Les contraintes expérimentales actuelles des triangles (db) et (sb) sont com-
binées par le groupe CKMfitter [1]. En utilisant une approche fréquentiste, ce groupe
teste les éléments de la matrice CKM dans le cadre du Modèle Standard mais aussi
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dans des modèles de Nouvelle Physique. Les triangles (db) et (sb) sont respective-
ment contraints dans les plans complexes (ρ, η) et (ρs, ηs). Ces plans sont définis de
la manière suivante [15] :
ρ+ iη = −
(VudV∗ub
VcdV∗cb
)
d’où ρ = (1− λ
2
2
)ρ et η = (1− λ
2
2
)η,
ρs + iηs = −
(VusV∗ub
VcsV∗cb
)
d’où ρs = −
λ2
1− λ2/2ρ et ηs =
λ2
1− λ2/2η.
(1.16)
Les principales contraintes sont alors dues aux mesures des angles α, β,γ ainsi
qu’aux fréquences d’oscillations ∆md, ∆ms des systèmes B0d-B
0
d et B
0
s-B
0
s. Ces con-
traintes sont illustrées dans les figures 1.2. Ces ajustements globaux permet de
déterminer de manière indirecte la valeur de l’angle βs dans le cadre du Modèle
Standard : βs = 0.01824+0.00080−0.00075 rad [1]. Sa faible incertitude théorique en fait une ob-
servable prometteuse pour sonder les limites du Modèle Standard. Cet angle peut
être mesuré dans les désintégrations des mésons B0s et B
0
s en J/ψφ.
Dans la section suivante, nous introduisons le formalisme des mésons neutres,
puis nous l’appliquons aux désintégrations B0s → J/ψφ dans la section 1.4 afin de
présenter la mesure de la phase φs reliée à l’angle βs.
1.2.4 Les succès et limites du Modèle Standard
Près de 40 ans après sa création, aucune expérience n’a pu mettre en défaut le
Modèle Standard. Il a prédit avec exactitude de nombreux phénomènes comme l’ex-
istence des bosons W± et Z0 découverts en 1983. Bien qu’étant la meilleure descrip-
tion actuelle de la physique des particules, plusieurs points restent inexpliqués [17].
Lors de la conférence ICHEP 2012, les collaborations ATLAS et CMS ont présenté
la découverte d’une nouvelle particule à unemasse comprise entre 125 et 126GeV[18,
19]. Pour l’instant, cette nouvelle particule est compatible avec le boson de Higgs,
élément essentiel duModèle Standard,mais ses propriétés nécessitent d’être étudiées
avant de pouvoir conclure sur la nature de cette particule.
Que l’existence du boson de Higgs soit confirmée ou non, le Modèle Standard
laisse bien d’autres questions en suspens. Par exemple, parmi les 4 forces fonda-
mentales seules 3 sont décrites. La gravitation n’est pas prise en compte. De plus,
de nombreux paramètres ne sont pas fixés par la théorie, comme les masses des
quarks et des leptons. La hiérarchie de ces masses est aussi énigmatique. D’autres
phénomènes sont inexpliqués tels la matière noire et de l’énergie noire. Autre point
sensible : pourquoi trouve-t-on dans l’univers une seule antiparticule pour un mil-
liard de particules ? Actuellement, la violation de la symétrie CP observée et prédite
par le Modèle Standard n’est pas assez conséquente pour expliquer cette asymétrie
matière antimatière. Le Modèle Standard tient compte de la violation CP, mais ne
l’explique pas.
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FIGURE 1.1: Triangles représentant les éléments de la matrice CKM dans le plan
complexe.
1.3 Le formalisme des oscillations des mésons neutres
Les mésons neutres K, D, B présentent la même phénoménologie. Étant donné
que cette thèse traite des mésons B, ce formalisme est explicité pour les mésons B
(B0d, B
0
s).
En premier, nous présentons les états et valeurs propres de l’hamiltonien régis-
sant les oscillations du système B-B. Puis nous abordons l’évolution temporelle
de ces oscillations. Ensuite nous décrivons les désintégrations des mésons neutres
après oscillations. Nous finissons la présentation de ce formalisme en différenciant
les types de violation CP dans les mésons neutres.
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FIGURE 1.2: Contraintes expérimentales actuelles du triangle (db) dans le plan (ρ,
η) en haut, et du triangle (sb) dans le plan (ρs, ηs) en bas, CKM fitter après la con-
férence de Moriond 2012 [1]. La mesure de la phase φs présentée dans cette thèse
est donc prise en compte. Des contraintes similaires sont présentées dans [16].
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1.3.1 Définitions des états et valeurs propres
Les mésons B peuvent osciller en leur antiparticule via des états de transitions
communs avant de se désintégrer. Ces oscillations ont lieu via des diagrammes en
boîte comme illustré par les figures 1.3 dans le Modèle Standard.
b
d
d
b
t, c, u
t, c, u
b
W W
d
d
b
W
W
t, c, ut, c, uB
0
d B
0
d B
0
d
B0d
FIGURE 1.3: Diagrammes de Feynman dominants représentant l’oscillations B-B
dans le Modèle Standard.
L’évolution temporelle d’unméson B correspond à une combinaison linéaire des
états B et B :
|B(t)〉 = a(t)|B〉+ b(t)|B〉, (1.17)
avec les fonctions a(t) et b(t) régies par l’équation de Schrödinger :
i
d
dt
(
a(t)
b(t)
)
= H
(
a(t)
b(t)
)
(1.18)
L’hamiltonien H régissant ce système s’exprime comme la somme de deux matri-
ces hermitiennes M et Γ. La symétrie CPT étant conservée, les éléments diagonaux
des matrices M et Γ sont égaux : M11 = M22 et Γ11 = Γ22. Au final, l’hamiltonien
s’exprime de la manière suivante :
H =
(
H11 H12
H∗21 H22
)
=
(
M11 M12
M∗12 M11
)
− i
2
(
Γ11 Γ12
Γ∗12 Γ11
)
. (1.19)
Les éléments non diagonaux M12 et Γ12 s’écrivent en fonction d’une phase de
mélange θM et d’une phase de désintégration θD :
M12 = eiθM |M12| et Γ12 = eiθD |Γ12|. (1.20)
Les valeurs propres λ de la matrice H sont les solutions de l’équation :
λ2 + λ(H11 + H22) + (H11H22 − H12H21) = 0. (1.21)
Deux solutions λL, H sont alors possibles :
λL, H = H11 ±
√
H12H21. (1.22)
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En introduisant le rapport complexe qp défini de la manière suivante∣∣∣∣ qp
∣∣∣∣ =
√
H21
H12
=
√
M∗21 − i2Γ12
M12 − i2Γ12
, (1.23)
les solutions deviennent :
λL, H = H11 ± qp H12. (1.24)
On diagonalise alors la matrice H pour déterminer les états propres |BL,H〉 cor-
respondant aux valeurs λL,H. Les états propres sont :
|BL,H〉 = p|B(t)〉 ± q|B(t)〉, (1.25)
avec la condition de normalisation |p|2 + |q|2 = 1.
Par convention, l’état propre lourd (H) a la plus grande masse. Les masses des
états sont définies comme la partie réelle des valeurs propres : ML, H = Re(λL, H),
tandis que les largeurs de désintégration correspondent aux parties imaginaires :
ΓL, H = −2ℑ(λL, H). On peut alors introduire les observables physiques suivantes :
– la masse moyenne : m = ML+MH2 ,
– la largeur de désintégration moyenne : Γ = ΓL+ΓH2 ,
– la différence de masses ou fréquence d’oscillation : ∆m = MH − ML,
– la différence de largeurs de désintégration : ∆ Γ = ΓL − ΓH,
– la différence de phase : φ12 = arg(−M12Γ12 ).
1.3.2 Dépendance temporelle des oscillations
La dépendance temporelle des états propres |BL, H〉 est définie par une exponen-
tielle décroissante ayant pour paramètre les valeurs propres de l’hamiltonien :
|BH(t)〉 =e−imHte−ΓH t2 |BH(0)〉,
|BL(t)〉 =e−imLte−ΓL t2 |BL(0)〉.
(1.26)
Or les états de saveur s’expriment en fonction des états propres de masse de la
manière suivante :
|B(t)〉 = 1
2p
(|BH(t)〉+ |BL(t)〉),
|B(t)〉 = 1
2q
(|BH(t)〉 − |BL(t)〉).
(1.27)
En combinant les équations 1.26 et 1.27, on déduit l’évolution temporelle des états
propres de saveur :
|B(t)〉 =g+(t)|B(0)〉+ qp g−(t)|B(0)〉,
|B(t)〉 =g+(t)|B(0)〉 − qp g−(t)|B(0)〉,
(1.28)
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avec les fonctions g±(t) définies telles :
g±(t) =
1
2
[
exp−i(mH+
1
2ΓH)t ± exp−i(mL+ 12ΓL)t
]
. (1.29)
À partir de ces équations, on peut calculer les probabilités pour qu’un méson
initialement de saveur B ou B ait à l’instant t la saveur B ou B :
P(B(t)|B(0)) =P(B(t)|B(0)) = |g+(t)|2,
P(B(t)|B(0)) =| p
q
|2|g−(t)|2,
P(B(t)|B(0)) =| q
p
|2|g−(t)|2.
(1.30)
1.3.3 Désintégrations des mésons neutres
Les amplitudes de désintégration du système B-B vers un état final f ou f sont
définies de la manière suivante :
A f =〈 f |H|B〉, A f = 〈 f |H|B〉,
A f =〈 f |H|B〉, A f = 〈 f |H|B〉.
(1.31)
On introduit alors le paramètre complexe λ f reliant le rapport paramétrant le
mélange q/p et les amplitudes de désintégration :
λ f =
q
p
A f
A f
. (1.32)
En utilisant le paramètre λ f , les amplitudes 1.31 ainsi que les fonctions g±, on
peut écrire les taux de transitions d’un méson initialement B, ou B vers un état final
f ou f de la manière suivante :
Γ(B→ f )(t) =|A f |2
(
|g+(t)|2 + |λ f |2|g−(t)|2 + 2Re(λ f g⋆+(t)g−(t))
)
,
Γ(B→ f )(t) =|A f |2|
q
p
|2
(
|g−(t)|2 + |λ f |2|g+(t)|2 + 2Re(λ f g+(t)g⋆−(t))
)
,
Γ(B→ f )(t) =|A f |2| pq |
2
(
|g−(t)|2 + |λ f |2|g+(t)|2 + 2Re(λ f g+(t)g⋆−(t))
)
,
Γ(B→ f )(t) =|A f |2
(
|g+(t)|2 + |λ f |2|g−(t)|2 + 2Re(λ f g⋆+(t)g−(t))
)
.
(1.33)
1.3.4 Violation CP dans les mésons neutres
À l’aide des amplitudes de désintégrations définies par les équations 1.31, du
rapport q/p, et du paramètre λ f , on distingue 3 types de violation de la symétrie
CP : directe, indirecte, et créée par les interférences entre le oscillations et les désin-
tégrations. Nous présentons aussi quels types de violation CP affectent les désinté-
grations B0s → J/ψφ.
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Violation CP directe
La violation CP est dite directe lorsque l’amplitude de désintégration d’une par-
ticule vers un état final est différente de l’amplitude de désintégration du CP con-
jugué. Pour quantifier la violation CP directe entre une particule B se désintégrant
en l’état final f et pour son conjugué CP B en f , on mesure l’asymétrie suivante :
AdirecteCP =
Γ(B→ f )− Γ(B→ f )
Γ(B→ f ) + Γ(B→ f )
=
|A f | − |A f |
|A f |+ |A f |
.
(1.34)
Il y a violation de symétrie CP de manière directe si cette asymétrie est non
nulle. Cela se traduit par :
|A f | 6= |A f |. (1.35)
Pour les mésons chargés, cette violation directe est l’unique manière de briser la
symétrie CP. Pour les désintégrations B0s → J/ψφ, les taux de désintégrations sont
dominées par le terme λ2 comme présenté dans la partie 1.4.5. Par conséquent, la
violation CP directe est fortement supprimée dans ce canal.
Violation CP indirecte ou dans le mélange
Il y a violation CP dans le mélange lorsque les probabilités de désintégrations
d’une particule en son antiparticule et inversement ne sont pas égales. On peut alors
écrire l’asymétrie correspondante en utilisant les équations 1.30 :
AindirecteCP =
Γ(B→ B)− Γ(B→ B)
Γ(B→ B) + Γ(B→ B)
=
∣∣∣ pq ∣∣∣2 |g−(t)|2 − ∣∣∣ qp ∣∣∣2 |g−(t)|2∣∣∣ pq ∣∣∣2 |g−(t)|2 + ∣∣∣ qp ∣∣∣2 |g−(t)|2
=
1−
∣∣∣ qp ∣∣∣4
1+
∣∣∣ qp ∣∣∣4 .
(1.36)
Il y a violation CP indirecte si AindirecteCP 6= 0 soit∣∣∣∣ qp
∣∣∣∣ 6= 1. (1.37)
Pour les mésons B0s, le Modèle Standard prédit
∣∣∣ qp ∣∣∣ = 1+ O(10−3). La violation
CP indirecte est donc faible dans les désintégrations B0s → J/ψφ. Le paramètre q/p
ne sera pas mesuré individuellement dans ces désintégrations. Cependant, cette
mesure est possible dans les désintégrations semi-leptoniques des mésons B0s.
18 CHAPITRE 1. CADRE THÉORIQUE
Violation CP : Interférences entre le mélange et la désintégration
Les interférences entre la désintégration d’un méson après oscillation B→ B→
f et la désintégration directe de ce méson B→ f peuvent violer la symétrie CP. Cela
se produit indépendamment de la conservation de la symétrie CP dans le mélange
ou dans les désintégrations. L’état final doit être commun aux mésons B et B donc :
f = f .
En utilisant les équations 1.33 et 1.30, l’asymétrie est :
AinterferencesCP =
Γ(B→ f )− Γ(B→ f )
Γ(B→ f )− Γ(B→ f )
=
−(1− |λ f |2) cos(∆mt) + 2Imλ f sin(∆mt)
(1+ |λ f |2 cosh(∆Γ2 t)− 2Reλ f sinh(∆Γ2 t))
(1.38)
Ainsi dans le cas où il n’y a ni violation de symétrie CP directe, ni indirecte donc
|λ f | = 1, il peut y avoir violation de CP dans les interférences si Im(λ f ) 6= 0. Cette
symétrie est la seule dépendante du temps.
Du fait dumême état final J/ψφ pour les mésons B0s et B
0
s, cette violation est pos-
sible pour la désintégration B0s → J/ψφ, comme nous le constatons dans la section
suivante.
1.4 Phénoménologie des désintégrations B0s → J/ψφ
Dans les désintégrations B0s → J/ψφ, les interférences entre les oscillations B0s-
B0s et les désintégrations engendrent une phase φs. Dans un premier temps, nous
définissons cette phase ainsi que l’impact de la Nouvelle Physique sur cette mesure.
Puis nous discutons de la contribution des diagrammes pingouins. Ensuite, nous
décrivons les différentes polarisations nécessitant une analyse angulaire des désin-
tégrations B0s → J/ψφ. Nous présentons alors les taux de transitions à ajuster afin
d’extraire la phase φs.
1.4.1 La phase φs dans les désintégrations B0s → J/ψφ
Dans le Modèle Standard la probabilité qu’un méson B0s se désintègre en J/ψφ
est dominée par les transitions b→ ccs. Ces transitions se font via des diagrammes
à l’arbre ou via des diagrammes pingouins impliquant de la QCD ou de l’interaction
électrofaible, représentées sur les figures 1.4. On définit AT comme l’amplitude de
désintégration du processus à l’arbre, et Pu, c, t les amplitudes correspondant aux
diagrammes pingouins mettant en jeu respectivement les quarks u, c, t. On peut
alors écrire l’amplitude totale des transitions b → ccs avec les termes de la matrice
CKM décrivant les changements de saveurs :
A(b→ ccs) = VcsV⋆cb(AT + Pc) + VusV⋆ubPu + VtsV⋆tbPt. (1.39)
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Puis en utilisant la relation du triangle d’unitarié, VtsV⋆tb = −VcsV⋆cb − VusV⋆ub, la
relation 1.39 devient
A(b→ ccs) = VcsV⋆cb(AT + Pc − Pt) + VusV⋆ub(Pu − Pt). (1.40)
La paramétrisation de Wolfenstein permet de faire apparaître la hiérarchie :
A(b→ ccs) = Aλ2(AT + Pc − Pt) + Aλ4(Pu − Pt). (1.41)
Le second terme décrivant uniquement des diagrammes pingouins est alors sup-
primé par un facteur λ2 par rapport au diagramme à l’arbre. Par conséquent les dia-
grammes pingouins sont négligés lors de l’analyse décrite dans cette thèse. Lorsque
l’expérience LHCb aura accumulé plus de données, nous pourrons évaluer leur con-
tribution en suivant la démarche décrite dans la section 1.4.3.
FIGURE 1.4: Diagrammes de Feynman contribuant aux désintégrations B0s → J/ψφ
dans le Modèle Standard. À gauche : diagramme à l’arbre, à droite : diagramme
pingouin.
La phase φs est créée par les interférences entre les désintégrations directes B0s →
J/ψφ ou B0s → J/ψφ et les désintégrations après oscillation B0s → B0s → J/ψφ ou
B0s → B0s → J/ψφ. On note η f la valeur propre de l’opérateur CP sur l’état final f :
CP| f 〉 = η f | f 〉. La phase φs est alors définie telle que :
φs = − arg
(
η fλ f
)
= φM − 2φD, (1.42)
Les phases φM et φD sont liées au mélange ainsi qu’aux désintégrations, soit dans le
Modèle Standard en terme d’éléments de la matrice CKM :
φM = 2 arg(VtsV∗tb) et φD = arg(VcsV
∗
cb), (1.43)
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dans le cas où la contribution des diagrammes pingouins est négligée.
D’une facon générale, la phase φs s’écrit :
φs = −2βs + φNPs + δPingouinMS , (1.44)
avec l’angle βs défini par l’équation 1.15, δ
Pingouin
MS la contribution des diagrammes
pingouins dans le Modèle Standard et φNPs la contribution de la Nouvelle Physique
sur la mesure de φs dans les diagrammes en boîte, pingouin et arbre. Les contribu-
tions de la Nouvelle Physique sont décrites dans la section suivante.
1.4.2 Impact de la Nouvelle Physique
La Nouvelle Physique peut affecter la mesure de la phase φs en intervenant au
niveau du mélange B0s-B
0
s mais aussi des désintégrations en arbre. Conformément à
la notation adoptée dans [20] la Nouvelle Physique reliée au mélange est notée ∆S,
tandis que celle des désintégrations à l’arbre est ∆˜S. Ces termes sont corrélés avec
les éléments de l’hamiltonien décrivant le système B0s de la manière suivante :
M12 = MMS12 ∆S = M
MS
12 |∆S|eiφ
∆
s , Γ12 = ΓMS12 ∆˜S = Γ
MS
12 |∆˜S|eiφ
∆˜
s . (1.45)
La Nouvelle Physique peut aussi apparaître dans les désintégrations B0s → J/ψφ
lors de processus pingouins : δPingouinNP . La phase φs observée correspond donc à la
somme de contributions suivantes :
φs = −2βs + δPingouinMS + φ∆s + φ∆˜s + δPingouinNP . (1.46)
Si la mesure de φs met en évidence de la Nouvelle Physique, d’autres mesures
doivent aussi être affectées. Par exemple, l’asymétrie spécifique de saveur a f s est
définie par :
a f s =
∣∣∣∣∣ ΓMS12MMS12
∣∣∣∣∣ sin (φMS12 + φ∆s ). (1.47)
L’asymétrie de charge dite dimuon de même signe Absl a été mesurée à D0 [21, 22] à
3σ de la valeur prédite par le Modèle Standard. Si cette mesure est confirmée, cela
impliquerait que la valeur de φs doive différer de celle du Modèle Standard.
Dans la section 7.1.4, nous discuterons de l’implication de la Nouvelle Physique
en fonction de la mesure de φs présentée dans cette thèse. Lorsque l’expérience
LHCb aura accumulé suffisament de statistiques, l’analyse des désintégrations B0s →
J/ψφ devra prendre en compte les contributions des diagrammes pingouins comme
expliquée dans la section suivante, afin de mieux quantifier l’impact de la Nouvelle
Physique.
1.4.3 Contrôle de la pollution due aux diagrammes pingouin
Dans le Modèle Standard, les mésons B0s peuvent se désintégrer en J/ψφ via des
processus pingouins. Cette contribution est estimée inférieure à 10% par rapport à la
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valeur de φs du Modèle Standard [23]. Cependant leur impact peut être important
puisque ces processus augmentent la valeur de la phase |φs| [20].
Un des prochains buts de l’expérience LHCb est de quantifier cette contribu-
tion en étudiant par exemple les désintégrations B0s → J/ψK∗, canal de contrôle de
B0s → J/ψφ. Dans l’approximation SU(3) de saveur, les paramètres des diagrammes
pingouins sont identiques dans ces 2 modes.
L’amplitude de désintégration totale du canal B0s → J/ψK∗ est la somme des
contributions à l’arbre AT et des diagrammes pingouins Pu,c,t :
A(b → ccd) = VcdV⋆cb(AT + Pc) + VudV⋆ubPu + VtdV⋆tbPt. (1.48)
En utilisant la relation d’unitarité VtdV⋆tb = −VcdV⋆cb −VudV⋆ub, on obtient :
A(b → ccd) = Aλ3(AT + Pc − Pt) + Aλ3(Pu − Pt). (1.49)
Dans le canal B0s → J/ψK∗, les contributions des diagrammes pingouins ne sont
pas supprimées par rapport au processus en arbre, contrairement aux désintégra-
tions B0s → J/ψφ. Cela nous permettra d’estimer la pollution des diagrammes pin-
gouins dans la mesure de φs lorsque LHCb aura enregistré suffisamment de don-
nées. Une première étape a été franchie l’an dernier avec la première observation
de ces désintégrations par CDF [24]. LHCb a mesuré son rapport de branchement
avec 0.4fb−1 : B = (4.42+0.46−0.44(stat)± 0.80(syst))× 10−5 [25].
Cependant, de la Nouvelle Physique peut aussi apparaître dans les processus
pingouins. Pour distinguer cette contribution des processus pingouins du Modèle
Standard, on peut étudier le canal : B0s → φφ. En effet, ce canal met en jeu unique-
ment des transitions pingouins b → sss. Si on calcule sa phase φφφs de manière
similaire à φs, on obtient :
φ
φφ
s = φM − 2φφφD + φ∆NP + φpingouinsNP . (1.50)
Or φM = 2 arg(VtsV∗tb), et φ
φφ
D = arg(VtsV
∗
tb). On peut donc réécrire la phase φs
φφ de
la manière suivante :
φ
φφ
s = φ
∆
NP + φ
pingouins
NP . (1.51)
Ainsi l’étude des désintégrations B0s → J/ψK∗ combinées avec les désintégrations
B0s → φφ permet de quantifier l’impact des processus pingouins dans la mesure
de φs, mais aussi d’isoler les contributions du Modèle Standard et de la Nouvelle
Physique.
1.4.4 Définitions des amplitudes de polarisation et des angles
Dans l’analyse présentée dans cette thèse, on mesure la phase φs dans les désin-
tégrations B0s → J/ψ(µ+µ−)φ(K+K−). Il s’agit d’une désintégration d’un pseudo-
scalaire en 2 mésons vecteurs. La conservation du moment angulaire orbital total
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impose alors trois valeurs au moment orbital relatif entre les 2 mésons vecteurs J/ψ
et φ : ℓ = 0, 1, 2. Or le caractère CP de l’état final se définit par :
CP|J/ψφ〉ℓ =η f |J/ψφ〉ℓ
=(−1)ℓ|J/ψφ〉ℓ ,
(1.52)
avec η f la valeur propre de CP. L’état final correspond donc à une superposition
d’états CP pairs et impairs.
La paramétrisation des polarisations de l’état final peut être faite dans 2 bases :
une de transversité et l’autre d’hélicité [26]. Dans la suite, nous ne considérons que
la base de transversité. Les amplitudes de désintégration A se décomposent en 3
composantes définies par leur état de polarisation. À l’instant t = 0, les amplitudes
A0(0) et A‖(0) correspondant respectivement à ℓ = 0 et ℓ = 2 sont CP paires,
tandis que l’amplitude A⊥(0) est CP impaire. Plus précisément, l’amplitude A0(0)
décrit la polarisation longitudinale des spins par rapport aux impulsions et ce de
manière parallèle les uns par rapport aux autres. L’amplitude A‖(0) correspond à
la polarisation transversale des spins par rapport aux impulsions mais toujours de
manière parallèle les uns par rapport aux autres. L’amplitude A⊥(0) représente
la polarisation transversale des spins par rapport aux impulsions, mais perpen-
diculaires les uns par rapport aux autres. Ces amplitudes ont chacune une phase
forte associée : δ0, δ‖ et δ⊥ définies comme les arguments des amplitudes correspon-
dantes. Seules 2 amplitudes et 2 phases fortes sont indépendantes. Par convention,
les phases fortes sont définies de la manière suivante :
δ0 = 0, δ‖ = arg
(
A‖(0)A∗0(0)
)
, δ⊥ = arg
(
A⊥(0)A∗0(0)
)
. (1.53)
La condition de normalisation des polarisations est
|A⊥(0)|2 + |A‖(0)|2 + |A0(0)|2 = 1. (1.54)
Ce formalisme s’applique aux désintégrations B0s → J/ψ(µ+µ−)φ(K+K−). Le mé-
son φ est définie par la résonance de 2 kaons chargés suivant l’onde P dont le mo-
ment angulaire orbital est 1. Or ces kaons peuvent aussi avoir une contribution
sur l’onde S correspondant à un moment angulaire orbital de 0. Dans ce cas-ci, il
n’y a pas de méson φ, mais la désintégration porte encore de l’information sur la
phase φs. Si cette contribution n’est pas prise en compte, la mesure de φs peut être
biaisée jusqu’à 10% [27]. Par conséquent, nous traitons aussi les désintégrations
B0s → J/ψK+K−. L’onde S ajoute une polarisation CP impaire AS avec une phase
forte associée δS. La contribution de l’onde S est quantifiée par la fraction FS :
FS =
|AS(0)|2
|A⊥(0)|2 + |A‖(0)|2 + |A0(0)|2 + |AS(0)|2
. (1.55)
Dans la suite, lorsque nous évoquons les désintégrations B0s → J/ψφ nous incluons
implicitement la contribution de l’onde S.
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Afin de séparer statistiquement les 4 composantes de l’état final, une analyse
angulaire est requise. Ces angles sont définis dans des référentiels spécifiques. Tout
d’abord, on applique une transformation de Lorentz dans le référentiel au repos du
méson B0s. Puis chaque produit de désintégration est boosté dans le référentiel de sa
particule mère. Ainsi dans le référentiel au repos du méson J/ψ, on définit l’angle
polaire θ et l’angle azimuthal ϕ du muon chargé positivement. Dans le référentiel
au repos du méson φ, on définit l’angle polaire ψ du kaon chargé positivement. Ces
3 angles sont illustrés par la figure 1.5.
FIGURE 1.5: Définitions des angles en base de transversité. Le µ+ est caractérisé par
son angle polaire θ et son angle azimuthal ϕ dans le référentiel du J/ψ au repos,
tandis que la direction du K+ est décrite par l’angle polaire ψ dans le référentiel du
méson φ au repos.
1.4.5 Taux de désintégration B0s → J/ψφ
L’état final des désintégrations B0s → J/ψφ est une superposition de polarisa-
tions. Leurs taux de désintégration s’expriment donc en fonction des amplitudes
de polarisations et de leurs interférences ainsi que des angles définis par la fig-
ure 1.5. Ils s’écrivent comme la somme de 10 termes ayant chacun une composante
temporelle définissant l’évolution des polarisations et une composante angulaire
[28]. Les 6 premiers termes décrivent les amplitudes de l’onde P ainsi que leurs in-
terférences, tandis que les 4 derniers termes correspondent à l’amplitude de l’onde
S et ses interférences. Les taux de désintégration de B0s → J/ψφ et B0s → J/ψφ
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k fk(θ,ψ, ϕ)
1 2 cos2 ψ
(
1− sin2 θ cos2 φ)
2 sin2 ψ
(
1− sin2 θ sin2 φ)
3 sin2 ψ sin2 θ
4 − sin2 ψ sin 2θ sin φ
5 12
√
2 sin 2ψ sin2 θ sin 2φ
6 12
√
2 sin 2ψ sin 2θ cos φ
7 23 (1− sin2 θ cos2 φ)
8 13
√
6 sinψ sin2 θ sin 2φ
9 13
√
6 sinψ sin 2θ cos φ
10 43
√
3 cosψ(1− sin2 θ cos2 φ)
TABLE 1.2: Définitions des fonctions angulaires [28].
s’expriment de la manière suivante :
d4Γ(B0s → J/ψφ)
dtd cos θ dϕd cosψ
∝
10
∑
k=1
hk(t) fk(Ω),
d4Γ(B0s → J/ψφ)
dtd cos θ dϕd cosψ
∝
10
∑
k=1
hk(t) fk(Ω).
(1.56)
Les fonctions angulaires fk(Ω) sont indépendantes de la saveur du méson B0s. Elle
sont définies dans le tableau 1.2. Les fonctions temporelles hk, hk diffèrent en fonc-
tion de la saveur initiale du méson. Leur évolution dépend de l’oscillation des mé-
sons B0s-B
0
s avec les termes ∆ms ∆Γs et Γs. Elles sont définies par les équations 1.57
et 1.58 dont les éléments sont décrits dans le tableau 1.3.
hk(t) = Nke
−Γst [ck cos(∆mst) + dk sin(∆mst)
+ak cosh
( 1
2∆Γst
)
+ bk sinh
( 1
2∆Γst
)]
,
(1.57)
hk(t) = Nke
−Γst [−ck cos(∆mst) − dk sin(∆mst)
+ak cosh
( 1
2∆Γst
)
+ bk sinh
( 1
2∆Γst
)]
.
(1.58)
Si on ne considère que l’onde P, plusieurs paramètres sont invariants sous les
transformations suivantes :
φs ←→ π − φs ,
∆Γs ←→ −∆Γs ,
δ‖ ←→ 2π − δ‖ ,
δ⊥ ←→ π − δ⊥ ,
δ0 ←→ −δ0 ,
δS ←→ −δS .
(1.59)
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k Nk ak bk ck dk
1 |A0(0)|2 1 − cos φs 0 sin φs
2 |A|(0)|2 1 − cos φs 0 sin φs
3 |A⊥(0)|2 1 cos φs 0 − sin φs
4 |A‖(0)A⊥(0)| 0 − cos(δ⊥ − δ‖) sin φs sin(δ⊥ − δ‖) − cos(δ⊥ − δ‖) cos φs
5 |A0(0)A‖(0)| cos(δ‖ − δ0) − cos(δ‖ − δ0) cos φs 0 cos(δ‖ − δ0) sin φs
6 |A0(0)A⊥(0)| 0 − cos(δ⊥ − δ0) sin φs sin(δ⊥ − δ0) − cos(δ⊥ − δ0) cos φs
7 |As(0)|2 1 cos φs 0 − sin φs
8 |As(0)A‖(0)| 0 − sin(δ‖ − δS) sin φs cos(δ‖ − δS) − sin(δ‖ − δS) cos φs
9 |As(0)A⊥(0)| sin(δ⊥ − δS) sin(δ⊥ − δS) cos φs 0 − sin(δ⊥ − δS) sin φs
10 |As(0)A0(0)| 0 − sin(δ0 − δS) sin φs cos(δ0 − δS) − sin(δ0 − δS) cos φs
TABLE 1.3: Définitions des différentes composantes des fonctions temporelles.
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Le tableau 1.3 montre que la détermination de la phase φs provient des termes
cos φs et sin φs. Or si la valeur de φs est proche de celle prédite par le Modèle Stan-
dard, alors la contribution des termes proportionnels à cos φs devient négligeable.
La sensibilité sur la mesure de φs sera principalement due au terme sin φs. Ceux-
ci apparaissent majoritairement comme coefficient de l’amplitude de la sinusoïde
décrivant l’oscillation sin(∆mst). Les équations 1.57 et 1.58 montrent que ces co-
efficients ont des signes opposés pour B0s et B
0
s. Par conséquent, si les évènements
B0s → J/ψφ ne sont pas étiquetés, c’est-à-dire si leur saveur initiale n’est pas iden-
tifiée, alors ces termes s’annuleront et la sensiblité sur la mesure de φs sera ma-
joritairement perdue. L’étiquetage apparaît alors comme un élément essentiel de la
mesure de φs.
1.5 Conclusions
Dans ce chapitre, nous avons présenté les symétries C, P, T ainsi que le Mod-
èle Standard de la physique des particules. Bien que ne répondant pas à toutes nos
questions, celui-ci n’a pas été mis en défaut à ce jour. Par conséquent, nous cher-
chons à sonder ses limites lors de mesures de grande précision. C’est le cas avec la
matrice CKM, qui rend compte de la violation de la symétrie CP dans le Modèle
Standard. Cette matrice permet les changements de saveur des quarks. Nous avons
aussi introduit le formalisme des oscillations des mésons neutres. Puis nous avons
appliqué ce formalisme auxmésons B et défini 3 types de violation CP. Une est parti-
culièrement intéressante dans les désintégrations B0s → J/ψφ. Il s’agit de la violation
CP dans les interférences entre le mélange B0s-B
0
s et les désintégrations B
0
s → J/ψφ.
Dans le Modèle Standard en ignorant les contributions des diagrammes pingouins,
on s’attend à ce que la phase φs soit égale à φs = −0.0364+0.0016−0.0015 rad. Nous avons
alors détaillé les taux de désintégrations de ces désintégrations afin d’effectuer un
ajustement sur les données et ainsi extraire la valeur de φs.
Chapitre 2
Le détecteur LHCb
L’expérience LHCb étudie la violation CP ainsi que les désintégrations rares
dans le secteur de la beauté et du charme afin de mettre en évidence de la Nou-
velle Physique dans des processus en boucle comme dans la mesure de la phase φs.
Ce détecteur a donc été conçu pour exploiter l’importante quantité de hadrons B
produits par le grand collisionneur de hadrons.
Dans ce chapitre, nous développons le cadre expérimental dans lequel cette
thèse s’est déroulée. La description détaillée du détecteur est donnée dans [29].
Dans la première section, nous décrivons le grand collisionneur de hadrons auprès
duquel l’expérience LHCb est installée. Puis nous présentons de manière générale
LHCb avant d’aborder les différents sous-détecteurs. Nous détaillons le trajectogra-
phe, l’identification des particules et le système de déclenchement. La dernière par-
tie est consacrée aux logiciels d’analyse des données.
2.1 Le grand collisionneur de hadrons : LHC
Le LHC ou grand collisionneur de hadrons est un anneau de 27 km de circon-
férence, situé environ 100 m sous terre, sur le site du CERN à Genève.
2.1.1 Du projet aux collisions
En 2009, les expériences du LHC ont enregistré les premières collisions proton-
proton après 25 ans de conception et construction.
Le projet du LHC est lancé en 1984 alors que le LEP, précédent grand accéléra-
teur du CERN n’a pas encore commencé à fonctionner 1 et que les expériences UA1
et UA2 enregistrent encore les collisions du SPS. Le conseil du CERN approuve
le LHC en 1994, et les 4 grandes expériences LHCb, ATLAS, CMS et ALICE entre
1996 et 1998. Dix années plus tard, les détecteurs sont opérationnels et les premiers
faisceaux du LHC circulent dans les 2 sens le 10 septembre 2008. Cependant le 19
1. Le LEP fonctionne de 1989 à 2000.
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septembre 2008, un incident technique 2 interrompt le fonctionnement du LHC, et
nécessite près d’un an de réparation. Fin 2009, les faisceaux de protons circulent de
nouveau dans le LHC et les premières collisions à 900GeV sont enregistrées.
Depuis le 30 mars 2010 et durant l’année 2011, le LHC collisionne des protons
avec une énergie dans le centre de masse de 7TeV.
2.1.2 La chaîne d’accélération du LHC
Pour créer des faisceaux d’énergie 3.5 TeV, plusieurs accélérateurs du CERN
sont nécessaires comme le montre la figure 2.1. Tout d’abord, les protons sont isolés
en appliquant un champ électrique sur un gaz d’hydrogène. Ces protons sont en-
suite accélérés jusqu’à une énergie de 750 keV par un quadripôle radiofréquence.
Puis un LINAC (LINear ACcelerator) amène les protons à une énergie de 50MeV,
avant que le PSB (Proton Synchrotron Booster) ne les porte à 1.4GeV. Le PS (Pro-
ton Synchroton) les regroupe alors en paquet d’environ 1011 protons et les accélère
jusqu’à 26GeV. Ensuite le SPS (Super Proton Synchroton) amène ces faisceaux à une
énergie de 450GeV, avant l’étape finale : l’injection dans le LHC. Chaque tour dans
le LHC apporte une énergie de 485 keV. Il faut alors une dizaine de minutes pour
atteindre l’énergie de 3.5 TeV. Une fois les faisceaux stables, les collisions débutent.
2.1.3 Fonctionnement du LHC
Le LHC est constitué d’aimants supraconducteurs permettant à deux faisceaux
de protons de circuler en sens inverse et de se croiser en 4 points. Il comporte 1232
aimants dipolaires supraconducteurs créant un champ magnétique de 8.3 Tesla,
afin de courber la trajectoire des faisceaux. Ceux-ci sont focalisés par 392 aimants
quadripolaires. L’accélération est assurée par 8 cavités radio-fréquence. La tempéra-
ture de fonctionnement du LHC est de 1.9 K.
Le LHC réalise des collisions proton-proton mais aussi des collisions entre ions
plomb en 4 points, où sont installées les 4 grandes expériences : LHCb, ATLAS,
CMS et ALICE. Les détecteurs ATLAS [30] et CMS [31] respectivement pour A
Toroidal Lhc ApparatuS et Compact Muon Solenoid, sont des expériences général-
istes. Leurs programmes de physique sont axés sur la recherche du boson de Higgs,
des mesures relatives au quark top ainsi que la recherche de Nouvelle Physique.
Le détecteur ALICE [32], A Large Ion Collider Experiment, est dédié à l’étude de la
physique des ions lourds et du plasma quarks gluons. Les collisions d’ions plomb
sont essentielles à cette expérience. Quant à l’expérience LHCb, ses caractéristiques
sont détaillées dans la suite de ce chapitre.
2. Défaillance d’une connexion électrique entre un quadripôle et un dipôle, ayant entraîné la créa-
tion d’un arc électrique perforant l’enceinte d’hélium. Cet hélium s’est vaporisé entraînant une défla-
gration qui a endommagé le LHC sur plusieurs centaines de mètres.
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FIGURE 2.1: Accélérateurs du CERN.
2.1.4 L’avenir du LHC
Durant l’année 2012, le LHC collisionne des protons avec une énergie dans le
centre de masse de 8TeV. L’expérience LHCb devrait accumuler 1.5 fb−1.
Après un arrêt technique de 2 ans, le LHC devrait redémarrer en 2015 et fonc-
tionner avec une énergie dans le centre de masse de 13TeV puis de 14TeV.
Après 2019, le LHC ainsi que ses détecteurs devraient être améliorés. LHCb
[33, 34] devrait alors enregistrer des collisions toutes les 25 ns avec une énergie dans
le centre de masse de 14TeV. Le nombre d’interactions proton-proton par croise-
ment de faisceaux devrait alors être 2. La luminosité instantanée sera de l’ordre de
1033cm−2 s−1. LHCb accumulera ainsi 50 fb−1 de données pendant 10 ans.
2.2 Présentation générale du détecteur LHCb
Le détecteur LHCb étudie les hadrons B et D. Sa géométrie ainsi que ses sous-
détecteurs sont conçus afin de reconstruire au mieux ces désintégrations. Le dé-
tecteur LHCb est représenté sur la figure 2.2.
Dans cette partie, nous décrivons la production des quarks b au LHC. Puis nous
présentons les principales caractéristiques des désintégrations des hadrons B afin
d’obtenir une reconstruction optimale. Nous abordons alors les conditions de la
prise de données durant 2011.
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FIGURE 2.2: Le détecteur LHCb.
2.2.1 Production des paires de quarks bb
Lors des collisions des faisceaux, les principales interactions ont lieu entre les
gluons. La majorité des paires bb est produite par excitation de saveur, c’est-à-dire
que 2 gluons de la mer de quarks de chaque proton interagissent et forment une
paire bb. Environ 27% des paires sont créées par la séparation de gluons, correspon-
dant à la fusion de 2 gluons en un seul et celui-ci produisant une paire bb. Dans 16%
des cas, les quarks bb sont issus de la création de paires soit par un processus de fu-
sion de gluons soit par une annihilation quark-quark. Ces modes de production
sont résumés dans la figure 2.3, issus de la simulation [35] à 14 TeV.
La section efficace de production des paires bb produites est de 284±53 µb pour
une énergie dans le centre de masse de 7TeV[36]. Par conséquent, le nombre de
paires bb produit pour une luminosité de 4.1032 cm−2 s−1 est de l’ordre de 4 .1011
par fb−1 dans l’acceptance de LHCb.
2.2.2 Un détecteur dédié à la physique des hadrons B
Le détecteur LHCb a été optimisé pour étudier la physique des hadrons B. Au
point de collision, la luminosité est réduite par rapport aux expériences ATLAS et
CMS. Ceci a pour but de réduire le nombre d’interactions lors des croisements de
faisceaux. À cette luminosité, il y a 1 ou 2 évènements par collision donc un nombre
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FIGURE 2.3: Production de paires bb au LHC à 14 TeV [35] : 57% par excitation de
saveur, 27% par séparation de gluons, et 16% par création de paire.
de traces exploitables pour les analyses physiques ainsi qu’un taux réduit de dom-
mage dus aux radiations dans les sous-détecteurs. Ce changement de luminosité est
assuré en focalisant les faisceaux sur des points différents. La luminosité est aussi
ajustée c’est-à-dire que le nombre d’interactions par collision reste constant durant
la prise de données de LHCb.
Afin d’exploiter au maximum les hadrons B produits dans cet environnement
hadronique, des sous-détecteurs spécifiques ainsi qu’un système de déclenchement
efficace et robuste ont été développés.
Le détecteur LHCb est un spectromètre orienté vers l’avant depuis le point d’in-
teraction. Sa longueur est de 20m. Une étude [35] a estimé que les quarks b et b d’une
même paire ont un faible angle polaire par rapport aux faisceaux et partagent la
même direction d’émission, comme illustrée par la figure 2.4. L’ouverture angulaire
du détecteur doit être assez importante pour contenir les produits de désintégration
des paires bb. Pour une acceptance angulaire comprise entre 20mrad et 400mrad,
la simulation à l’aide du programme PYTHIA a estimé que 15% des paires bb sont
entièrement dans l’acceptance du détecteur pour des collisions de 14 TeV [35].
Pour reconstruire demanière optimale les désintégrations des hadrons B, 3 étapes
sont essentielles. Tout d’abord, une excellente reconstruction des traces ainsi que
des vertex est requise. Les hadrons B ayant un parcours moyen de 1 cm, leur vertex
de désintégration peut être identifié et permettre une détermination précise de la
masse ainsi que du temps propre des hadrons. L’excellente résolution temporelle de
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FIGURE 2.4: Corrélation angulaire entre les paires bb produites au LHC, simulation
de collisions à 14 TeV [35].
LHCb résout les oscillations rapides des mésons B0s, tandis que la résolution sur la
masse invariante des candidats apporte une meilleure discrimination entre le signal
et le bruit combinatoire. Le trajectographe de LHCb est discuté dans la section 2.3.
Un autre élément primordial pour la reconstruction des hadrons B est l’identifica-
tion des particules. Près de 80% des particules issues d’un évènement dans LHCb
sont des pions et des kaons. Ainsi la distinction entre pions, kaons, électrons, muons
est un élément clé de la reconstruction des désintégrations des hadrons B. Les sous-
détecteurs identifiant les particules sont présentés dans la section 2.4. Enfin, pour
sélectionner et enregistrer les évènements reconstruits, l’expérience doit disposer
d’un système de déclenchement efficace pour les désintégrations leptoniques mais
aussi hadroniques. Ce système est composé de deux niveaux que nous détaillons
dans la section 2.5.
2.2.3 Prise de données durant 2011
Dans cette thèse, les principaux résultats produits sont basés sur les données
accumulées en 2011. La luminosité instantanée maximale atteinte pour le détecteur
LHCb est de 4.1032 cm−2 s−1. Les collisions sont séparées au minimum de 50 ns.
En moyenne, le nombre d’interactions proton-proton lors d’une collision est de 1.4
dans le détecteur LHCb.
Durant l’année 2011, LHCb a enregistré environ 90% des collisions délivrées par
le LHC comme illustré par la figure 2.5, avec une énergie dans le centre de masse
de 7 TeV. Au total, 1 fb−1 de données a été enregistré. Parmi ces données, près de
99% sont exploitables pour les analyses physiques.
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FIGURE 2.5: Luminosités intégrées délivrée et enregistrée par le détecteur LHCb
durant l’année 2011.
2.3 Le trajectographe de LHCb
Le trajectographe assure la reconstruction des traces et des vertex. LHCb dis-
pose d’un aimant dipolaire générant un champ magnétique intégré de 4T.m sur 10
m, de polarité réversible 3. Ce champ courbe la trajectoire des particules chargées
permettant leur reconstruction par les différents sous-détecteurs du trajectographe.
Celui-ci est constitué d’un détecteur de vertex au plus proche des collisions, des
stations TT situées avant l’aimant et T1, T2, T3 après l’aimant. Ces dernières sont
composées d’un détecteur interne (IT) et d’un détecteur externe (OT) utilisant des
technologies de détection différentes.
Dans la suite, nous détaillons les différents sous-systèmes du trajectographe.
2.3.1 Le détecteur de vertex
Le détecteur de vertex ou VELO permet de reconstruire les vertex de désinté-
gration des hadrons B [37]. Or ces particules parcourent en moyenne 1 cm avant de
se désintégrer. En positionnant le détecteur au plus près des collisions, la résolution
sur la position des vertex est améliorée. Ainsi le VELO est placé à une distance de
8mm autour du point de collision. Afin d’éviter une exposition trop importante aux
radiations lorsque les faisceaux ne sont pas stables, le détecteur se rétracte jusqu’à
une distance de 30mm. La durée de vie d’un capteur est de 3 ans.
3. La réversibilité du champ magnétique permet de réduire les incertitudes systématiques rela-
tives aux différences droite-gauche.
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Le détecteur de vertex est divisé en deux hémisphères, comportant chacun 21
stations de silicium, disposées sur environ 1mètre après le point de collision. Chaque
station comporte des modules dits r et φ donnant respectivement les coordonnées
r et φ des traces en base cylindrique. Cette base présente l’avantage de reconstru-
ire rapidement le paramètre d’impact des particules nécessaire au système de dé-
clenchement de haut niveau, puisque celui-ci correspond à r. Pour optimiser la ré-
solution spatiale des vertex primaires, les pistes de détection mesurant r et φ sont
peu espacées près du point de collision, où la densité de particules est la plus impor-
tante. Plus les pistes s’éloignent de ce point, plus l’espacement s’agrandit comme
modélisé par la figure 2.6.
Le détecteur de vertex dispose de deux autres modules r, disposé en amont
du point d’interaction. Ceux-ci déterminent le nombre de collisions par croisement
de faisceaux. Les informations de ce compteur d’empilement sont utilisées par le
système de déclenchement comme explicité dans la section 2.5.1.
FIGURE 2.6: Schéma des plans de détection du VELO lorsque celui-ci est entière-
ment fermé dans le plan (x, z) avec y = 0 pour la partie supérieure. Les premières
stations dite de pile-up correspondent au compteur d’empilement, puis les 21 sta-
tions sont modélisées avec un espacement grandissant avec l’éloignement de la
zone d’interaction. Les schémas de la partie inférieure montrent la fermeture du
VELO à gauche, et son ouverture à droite.
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2.3.2 Les stations à silicium
Les particules chargées laissent des impacts dans le détecteur à vertex ainsi que
dans les stations à silicium. Leurs trajectoires peuvents alors être reconstruites par
les stations TT [38] et T1, T2, T3. On note les parties internes de T1, T2 et T3 : IT (In-
ner Tracker) [39]. Les stations TT et IT sont constituées de 4 couches de micro-pistes
de silicium. La première couche est disposée de manière verticale. La seconde ainsi
que la troisième couches forment un angle de ±5° par rapport à la verticale, tandis
que la quatrième couche est aussi verticale. Cela est schématisé par la figure 2.7.
Cette disposition permet une reconstruction en 3 dimensions. Le pas entre chaque
piste est de 200 µm. La résolution spatiale sur un impact est alors de 50 µm.
Pour réduire la quantité de matière traversée par les particules, le support de
la station TT ainsi que son électronique de lecture ont été placées en dehors de
l’acceptance de LHCb. Pour les stations IT, le support et l’électronique sont en partie
dans l’acceptance.
FIGURE 2.7: Schéma du positionnement des différentes couches des stations TT.
2.3.3 Le trajectographe externe
Le trajectographe est complété par les stations externes dites OT de T1, T2 et
T3 [38]. Elles sont constituées de tubes à dérive comportant 4 couches. Celles-ci sont
disposées de manière similaire à IT afin d’obtenir une reconstruction en 3 dimen-
sions, soit successivement : verticale, +5°, −5°, verticale. Chaque couche est com-
posée de plusieurs modules de largeur 34 cm, contenant deux épaisseurs de tubes
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en quinconce. Ces tubes sont en kapton et aluminium. Ils contiennent un mélange
d’argon à 70% et de CO2 à 30%, au centre duquel se situe un fil d’anode métallique.
Ce gaz permet un temps de dérive inférieur à 50 ns. La résolution sur la coordonnée
de dérive est alors inférieure à 200 µm.
2.3.4 Algorithme de reconstruction des particules
Un algorithme assure la reconstruction des trajectoires des particules. Celui-ci
est basé sur les graines de traces, correspondant à des impacts dans le détecteur
de vertex et la station TT. Or dans la région du détecteur de vertex, l’impact du
champ de l’aimant du trajectographe est négligeable. Les traces du VELO sont alors
extrapolées afin de déterminer les trajectoires dans la station TT. Puis, des impacts
concordants sont recherchés dans les stations T1, T2 et T3. On applique un filtre de
Kalman aux traces [40]. La qualité de l’ajustement sur ces traces est définie par le
paramètre χ2, utilisé lors de la sélection des candidats B0s → J/ψφ présentée dans le
chapitre 4. La résolution sur le paramètre d’impact pour de hautes impulsions est
d’environ 15µm, comme le montrent les figures 2.8. La résolution sur l’impulsion
est comprise entre δp/p ∼ 0.4% et δp/p ∼ 0.4% pour des impulsions respectives
de 5GeV/c à 100GeV/c.
FIGURE 2.8: Distributions des paramètres d’impact projetés sur les axes x à gauche
et y à droite pour les données 2011 ainsi que la simulation.
2.4 L’identification des particules dans LHCb
Afin de distinguer les produits de désintégrations des hadrons B, plusieurs
sous-détecteurs ont pour but d’identifier les particules. Dans la suite, nous présen-
tons les détecteurs à effet Tcherenkov [41], les calorimètres [42] puis les détecteurs
à muons [43].
2.4. L’IDENTIFICATION DES PARTICULES DANS LHCB 37
2.4.1 Les détecteurs à effet Tcherenkov
Afin de distinguer les particules chargées, LHCb dispose de deux détecteurs à
effet Tcherenkov (RICH). Le premier est placé avant l’aimant, entre le détecteur de
vertex et la station TT du trajectographe. Le second est situé entre l’aimant et les
calorimètres.
Ces détecteurs utilisent l’émission de lumière par une particule chargée rela-
tiviste lorsque celle-ci traverse un milieu avec une vitesse supérieure à celle de la
lumière dans ce milieu. Les photons émis forment alors un cône dont l’angle d’ou-
verture dépend de la vitesse de la particule comme illustré par la figure 2.9.
Les 2 détecteurs à effet Tcherenkov de LHCb utilisent des radiateurs différents
afin de couvrir une large gamme de moments cinétiques. Le premier RICH iden-
tifie des particules de faibles impulsions, comprises entre 1 et 60 GeV/c, grâce à
un aérogel et à du C4F10. Le second RICH utilise du CF4 comme milieu radiateur
permettant l’étude des particules d’impulsions comprises entre 15 et 100 GeV/c.
Les photons Tcherenkov émis dans le milieu radiateur sont réfléchis par des
miroirs sphériques vers des miroirs plans pour être captés par des détecteurs hy-
brides à photons comme le montrent les schémas 2.10. Ces détecteurs convertissent
les photons en électrons via une photocathode. Puis ces électrons sont accélérés
et détectés dans des pixels de silicium. La résolution temporelle est de 25 ns. Ces
détecteurs sont sensibles au champ magnétique. Par conséquent, ils sont situés en
dehors de l’acceptance du détecteur.
2.4.2 La calorimétrie
Les calorimètres assurent plusieurs fonctions. Ils permettent d’identifier les élec-
trons, photons et hadrons tout en mesurant leur énergie et position. Ils participent
aussi à la sélection des évènements au niveau du système de déclenchement de
niveau 0 comme explicité dans la section 2.5.1.
LHCb dispose de quatre sous-détecteurs destinés à la calorimétrie, segmentés
de manière à avoir une occupation uniforme des cellules. Lorsque des particules
traversent le détecteur LHCb, après le second détecteur à effet Tcherenkov et la pre-
mière station à muons M1, elles franchissent le scintillateur SPD. Celui-ci permet
de différencier les particules chargées des particules neutres, comme par exemple
les électrons et les photons. Puis ces particules traversent une plaque de plomb
de 12mm d’épaisseur. Si les particules sont électromagnétiques, alors cette plaque
engendre une gerbe. Le détecteur de pied de gerbe PS permet de séparer les partic-
ules électromagnétiques des hadrons en identifiant les gerbes créées par la plaque
de plomb. Les particules arrivent ensuite dans le calorimètre électromagnétique
(ECAL) puis dans le calorimètre hadronique (HCAL). Ces 2 détecteurs partagent
le même principe de fonctionnement : des milieux denses tels le plomb ou le fer
créent des gerbes qui sont détectées par des scintillateurs. Ceux-ci émettent des
photons transmis à des photomultiplicateurs. Le ECAL contient les gerbes élec-
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FIGURE 2.9: Dépendance entre l’angle d’ouverture de l’effet Tcherenkov et l’impul-
sion pour différentes particules dans l’aérogel et les gaz de C4F10 et CF4, radiateurs
des RICH1 et RICH2.
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FIGURE 2.10: Schéma de fonctionnement du détecteur à effet Tcherenkov RICH1 à
gauche, et RICH2 à droite.
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tromagnétiques. Il est constitué d’une succession de feuilles de plomb de 2mm
et de scintillateurs épais de 5mm. On distingue 3 régions de granularité pour les
SPD, PS et ECAL : 4× 4 cm, 6× 6 cm, 12× 12 cm. La résolution du ECAL est :
σ(E)
E =
10%√
E
⊗ 1.5%.
Le calorimètre HCAL est composé d’un assemblage de plans de fer de 8mm et
de tuiles scintillantes de 16mm. Il dispose de 2 granularités : 13 × 13 cm et 26 ×
26 cm. Les gerbes hadroniques sont arrêtées dans le HCAL. Certaines débutent
dans le calorimètre électromagnétique. La distinction entre les gerbes hadroniques
et électromagnétiques est alors assurée par le détecteur de pied de gerbe PS. La
résolution du HCAL est : σ(E)E =
80%√
E
⊗ 10%.
2.4.3 Les stations à muons
L’état final de plusieurs désintégrations clés de LHCb est composé de muons
comme B0s → J/ψ(µ+µ−)φ, B0s → µ+µ− et B0s →K∗0µ+µ−. Le système de détection
des muons est donc primordial aux analyses de LHCb.
Ce système est constitué de 5 stations. Les muons étant très pénétrants, ces sta-
tions sont placées en fin de détecteur, à l’exception de la première station M1 placée
en amont des calorimètres. Entre chaque chambre à muons se trouve une épaisseur
de fer de 80 cm. Celle-ci sert à épurer le flux de particules.
La position de la station M1 implique un flux important de particules. Par con-
séquent, elle est constituée de 24 détecteurs GEM (Gas Electron Multiplire) à triple
couche. Les autres stations M2-M5 utilisent des chambres proportionnelles multi-
fils (MWPC). La granularité varie de 1 cm au centre, à 10× 20 cm à l’extérieur.
Les stations à muons sont aussi essentielles au système de déclenchement L0
comme nous le présentons dans la section 2.5.
2.4.4 Algorithme d’identification des particules
Pour étudier les désintégrations B0s → J/ψφ, il est essentiel d’identifier lesmuons
et kaons. Cette identification est assurée par un algorithme basé sur les réponses des
RICH, calorimètres et stations à muon.
L’identification des kaons est principalement assurée par les informations des
détecteurs à effet Tcherenkov [44], comme le montrent les figures 2.11 avec l’iden-
tification des désintégrations φ → K+ K−. Les particules chargées traversant les
milieux radiateurs des RICH sont caractérisées par un motif d’impacts. À partir de
ce motif, une fonction de vraisemblance hypothéquant sur la nature et le comporte-
ment de la particule est développée. Cette fonction est maximisée pour chaque hy-
pothèse : électron, muon, kaon, proton, pion. On note la variation entre l’hypothèse
d’un kaon et d’un pion :
∆ lnLKπ = lnLK − lnLπ. (2.1)
La trace est alors identifiée selon la meilleure hypothèse.
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FIGURE 2.11: Reconstruction des désintégrations φ → K+ K− sans utiliser les in-
formations des détecteurs à effet Tcherenkov à gauche, et avec ces informations à
droite.
L’identification desmuons est aussi assurée par les stations àmuons. Pour qu’un
muon atteigne ces stations, son impulsion doit être supérieure à 3 GeV/c. À partir
des impacts déposés dans les stations, une trace est extrapolée, définissant des ré-
gions d’intérêt. En fonction de l’impulsion du candidat, un minimum de stations
contenant des impacts dans ces régions d’intérêt est requis pour que la trace devi-
enne un candidat muon. À chaque trace est associée la probabilité d’être un muon :
∆ lnLµπ.
2.5 Le système de déclenchement
La système à déclenchement sélectionne les évènements contenant des candi-
dats intéressants. Il permet ainsi de réduire la fréquence des évènements de 40MHz
à 3 kHz [45]. Il est composé de deux niveaux. Le premier, L0, utilise un système
électronique dédié basé sur les réponses de quelques sous-détecteurs. Ce premier
niveau réduit la fréquence des évènements de 40MHz à 1MHz. Puis le second
niveau HLT via un logiciel tournant sur une large ferme de calcul effectue une lec-
ture complète du détecteur et réduit la fréquence à 3 kHz.
2.5.1 Système à déclenchement de niveau 0 : L0
Le système à déclenchement de niveau 0 réduit en temps réel la fréquence des
évènements de 40MHz à 1MHz. Il utilise les réponses des sous-détecteurs équipés
d’une électronique de lecture à 40MHz, à savoir le compteur d’empilement, les
chambres à muons ainsi que les calorimètres. Ceci est résumé par le schéma 2.12.
Ces sous-détecteurs permettent de sélectionner desmuons, électrons, photons et
hadrons de hautes énergies transverses, donc susceptibles de provenir d’une dés-
intégration d’un hadron B. Par exemple, les muons sélectionnés par ligne Muon
doivent avoir une impulsion transverse supérieure à 1480MeV, tandis que ceux pas-
sant la ligne Dimuon ont une impulsion minimale de 500MeV. Des critères sur la
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FIGURE 2.12: Principe du système à déclenchement de niveau 0.
qualité de l’évènement sont aussi requis. Par exemple, les évènements comportant
un nombre de traces trop important sont supprimés en utilisant les informations du
SPD et du compteur d’empilement.
Les candidats sélectionnés par le niveau L0 sont alors transférés et testés par le
niveau HLT.
2.5.2 Système de déclenchement de haut niveau : HLT
Le système à déclenchement de haut niveau réduit le taux d’évènements de
1MHz à 3 kHz. Il s’agit d’une application C ++ traitant les évènements de manière
plus complète que le niveau L0. Elle se déroule en 2 étapes.
Premièrement les candidats sélectionnés par le niveau L0 doivent être confir-
més par le niveau 1 (HLT1). Cette vérification utilise toutes les données du tra-
jectographe. À ce stade, le taux d’évènements est réduit à 30 kHz. On peut alors
reconstruire l’évènement dans sa globalité. Il s’agit du niveau 2 du système de
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déclenchement (HLT2). Ce niveau sélectionne de manière inclusive ou exclusive
les différentes désintégrations étudiées dans LHCb. Les lignes du système de dé-
clenchement utilisées dans l’analyse B0s → J/ψφ sont détaillées dans la section 4.1.1
Au final, 3 kHz sont stockés.
2.6 Analyse des données
Dans cette section, nous détaillons l’analyse des données de LHCb. Dans un
premier temps, nous décrivons la simulation des évènements. Puis nous présen-
tons la reconstruction des évènements, étape commune à la simulation ainsi qu’aux
évènements enregistrés par LHCb.
2.6.1 La Simulation
La simulation repose sur un environnement général à tous les logiciels de LHCb
en C ++ nommé GAUDI [46]. Il comprend plusieurs étapes développées dans la
suite : la génération des évènements dans LHCb, leur digitisation, reconstruction,
puis leur analyse.
Génération
La génération des évènements dans LHCb est assurée par le logiciel GAUSS [47]
comportant une succession de processus. Tout d’abord, les interactions proton-proton
sont simulées avec le logiciel PYTHIA [48]. Ce logiciel utilise différents modèles de
QCD basés sur des résultats expérimentaux. Puis les désintégrations des hadrons B
sont gérées par le logiciel EVTGEN [49] initialement développé par la collaboration
BaBar. Le logiciel PHOTOS simule l’émission de photons. Ensuite les interactions
des particules avec la matière du détecteur sont régies par le logiciel GEANT4 [50].
Digitisation des évènements
Après avoir simulé les interactions des particules dans le détecteur LHCb, le
logiciel BOOLE gère la digitisation c’est-à-dire la simulation de la réponse électron-
ique des sous-détecteurs.
À ce stade, la simulation produit des données dans le même format que lors du
fonctionnement du détecteur LHCb. Par conséquent, les prochains logiciels présen-
tés sont appliqués sur les évènements simulés mais aussi sur les vraies données.
2.6.2 Reconstruction des évènements
La reconstruction des évènements est assurée par le programme BRUNEL [51].
Il ajuste les traces et les relie aux informations extraites des détecteurs à effet Tche-
renkov, calorimètres et chambres àmuons. Il reconstruit ainsi les quantités physiques
telles l’énergie à partir des données mesurées par chaque sous-détecteur. À la fin de
2.7. CONCLUSIONS 43
cette reconstruction, les données sont enregistrées sous forme de Data Summary
Tape (DST).
2.6.3 L’analyse et le stripping
Le logiciel permettant l’analyse des désintégrations est DAVINCI [52]. Il permet
de sélectionner les désintégrations intéressantes et d’écrire les caractéristiques des
particules sous forme d’un fichier root [53].
Vue la grande quantité de données reconstruites, une présélection utilisant le
logiciel d’analyse DAVINCI est appliquée. Il s’agit du stripping [54]. Celui-ci est
composé de plusieurs lignes regroupant les présélections similaires. Par exemple,
les désintégrations B+ → J/ψK+, B0d → J/ψK∗, B0s → J/ψφ basées sur la recherche
de deuxmuons et d’un hadron B partagent la même ligne initiale dite DiMuon. Puis
des lignes plus spécifiques recherchent certaines désintégrations parmi les lignes
génériques telles DiMuon. La ligne utilisée pour présélectionner les candidats B0s →
J/ψφ est détaillée dans la section 4.1.2.
2.7 Conclusions
Dans ce chapitre, nous avons présenté le détecteur LHCb. Nous avons vu que
cette thèse a bénéficié d’un cadre particulièrement intéressant avec le démarrage
du LHC après 25 ans de conception. Depuis 2010, l’expérience LHCb enregistre
des collisions. Ce détecteur a été conçu pour étudier la physique des hadrons B
et D. Nous avons détaillé la production ainsi que les caractéristiques de la détection
des hadrons B. Nous avons alors présenté chaque sous-système de LHCb, perme-
ttant de reconstruire les traces et vertex, d’identifier les particules et d’enregistrer
les évènements contenant des candidats intéressants. Nous avons aussi abordé la
simulation dans LHCb ainsi que les logiciels d’analyse physique.
Cette thèse présente des résultats obtenus sur l’intégralité des données enreg-
istrées en 2011, soit 1 fb−1.

Chapitre 3
Méthodologie de la mesure de φs
Dans ce chapitre, nous présentons la méthodologie de la mesure de la phase
φs. Tout d’abord nous décrivons la stratégie de mesure, avec ses défis ainsi que la
démarche suivie. Puis nous définissons le principe d’ajustement d’une fonction de
vraisemblance. Nous explicitons les composantes du signal et du bruit de fond afin
de connaître les éléments clés de l’extraction de φs. Cela nous permettra d’aborder
les chapitres suivants en ayant une vision globale de l’analyse.
3.1 Stratégie de mesure dans les désintégrations B0s → J/ψφ
Après avoir présenté les défis relatifs à l’étude des désintégrations B0s → J/ψφ,
nous présentons la stratégie suivie pour mesurer la phase φs.
3.1.1 Défis
Le canal en or pour mesurer la phase φs est B0s → J/ψ(µ+µ−)φ(K+K−). Ces dés-
intégrations présentent l’avantage d’avoir un rapport de branchement important
ainsi qu’une grande efficacité de reconstruction, grâce à la signature J/ψ → µ+µ−
facile à reconstruire avec le détecteur LHCb. Cette statistique permet de rapidement
réduire l’incertitude statistique sur la mesure de φs. Cependant la complexité de l’-
analyse impose le contrôle et l’évaluation de plusieurs incertitudes systématiques.
Dans la suite, nous détaillons les principaux défis que doit relever l’analyse des
désintégrations B0s → J/ψφ.
Tout d’abord, l’oscillation rapide des mésons B0s nécessite que la résolution tem-
porelle du détecteur soit inférieure à 350 fs. La résolution moyenne mesurée dans
le canal B0s → J/ψφ dans LHCb est de l’ordre de 50 fs.
Ensuite, comme nous l’avons expliqué dans la section 1.4.4, l’extraction de φs
nécessite une analyse angulaire. La mesure et le contrôle de ces 3 angles complexi-
fient l’analyse.
Un autre défi pour l’extraction de la phase φs est l’étiquetage. Comme nous
l’avons déjà présenté dans la section 1.4.5, la mesure de φs gagne en précision
45
46 CHAPITRE 3. MÉTHODOLOGIE DE LA MESURE DE φS
lorsque la saveur initiale du méson B0s est connue. Nous détaillons l’algorithme
développé pour étiqueter cette saveur initiale dans le chapitre 6.
3.1.2 Stratégie
Les étapes pour mesurer φs sont :
1. détecter et enregistrer les évènements contenant des candidats B0s → J/ψφ,
2. sélectionner ces candidats B0s → J/ψφ et mesurer leur masse,
3. mesurer leur temps propre,
4. mesurer les angles,
5. étiqueter la saveur initiale et la probabilité de mauvais étiquetage,
6. ajuster la fonction de vraisemblance,
7. estimer les incertitudes systématiques.
Dans la suite, nous présentons l’ajustement de la fonction de vraisemblance
afin de mieux appréhender les problématiques liées à la sélection abordée dans le
chapitre 4, puis aux acceptances angulaires dans le chapitre 5 et enfin à l’algorithme
d’étiquetage dans le chapitre 6.
3.2 Fonction de vraisemblance
La mesure de φs nécessite l’ajustement d’une fonction de vraisemblance sur les
données. Dans cette section, nous définissons dans un premier temps le principe
de l’ajustement d’une fonction de vraisemblance. Celle-ci repose sur des observ-
ables et des paramètres que l’ajustement doit estimer. Nous allons donc définir les
observables utilisées pour extraire φs ainsi que les paramètres de l’ajustement.
3.2.1 Principe de l’ajustement de la fonction de vraisemblance
L’extraction de la phase φs dans les désintégrations B0s → J/ψφ est effectuée via
l’ajustement d’une fonction de vraisemblance L. Cette fonction de vraisemblance
correspond au produit des fonctions de densité de probabilité P décrivant les ob-
servables ~x ainsi que les paramètres~λ de l’évènement i parmi les N évènements :
L =
N
∏
i=1
P(~xi;~λ). (3.1)
Pour extraire les valeurs de certains paramètres, il faut maximiser cette fonction
de vraisemblance par rapport à tous les paramètres. Pour des raisons numériques
on minimise l’opposé du logarithme de cette fonction :
− lnL = −
N
∑
i=1
lnP(~xi;~λ). (3.2)
Cette minimisation est assurée par des algorithmes tel MINUIT [55].
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3.2.2 Observables
Lors de la mesure de φs, 8 observables sont exploitées : m, t, σt, cos θ, ϕ, cosψ, d
et ω. La masse invariante m du système µ+µ−K+K− est reconstruite grâce à un
ajustement sur le vertex du méson B0s contraignant le vertex primaire ainsi que la
masse du méson J/ψ afin de réduire la résolution sur la masse du méson B0s. Le
temps propre t du candidat B0s ainsi que son incertitude σt sont extraits de ce même
ajustement sans la contrainte sur la masse du méson J/ψ. Les observables angu-
laires Ω = (cos θ, ϕ, cosψ) sont aussi mesurées. L’algorithme d’étiquetage décrit
dans le chapitre 6 permet de connaître la saveur d du méson B0s lors de sa création
ainsi que la probabilité ω que cette saveur soit fausse.
Ces observables sont mesurées pour chaque candidat B0s → J/ψφ. Elles servent
à calculer la fonction de densité de probabilité non binnée :
P(m, t, σt,Ω, d,ω;~λ). (3.3)
3.2.3 Paramètres
Lors de l’extraction de la phase φs, on distingue 3 types de paramètres : λPhys,
λDet et λBkg.
Les paramètres physiques λPhys décrivent les taux de désintégration B0s → J/ψφ
définis par les équations 1.56. Il s’agit de la phase φs, des paramètres explicitant
l’oscillation B0s-B
0
s : ∆Γs, Γs ∆ms, des amplitudes de polarisation |A0|, |A‖|, |A⊥|, |AS|
ainsi que leur phase forte associée δ0, δ‖, δ⊥ et δS.
λDet correspond aux paramètres du détecteur. Ils sont reliés à l’alignement du
détecteur, aux résolutions et acceptances temporelles ainsi qu’à l’algorithme d’éti-
quetage.
Les paramètres λBkg décrivent le bruit de fond.
La fonction de densité de probabilité s’écrit alors de la manière suivante :
P(m, t, σt,Ω, d,ω;~λPhys,~λDet,~λBkg). (3.4)
Cette fonction se décompose en une partie signal S et une partie bruit de fond B,
telle que :
P = fsigS(m, t, σt,Ω, d,ω;~λPhys,~λDet)
+(1− fsig)B(m, t, σt,Ω, d,ω;~λPhys,~λDet,~λBkg),
(3.5)
avec fsig la fraction du nombre de signal par rapport au bruit de fond. Dans la suite,
nous décrivons les modélisations du signal et du bruit.
3.3 Description du signal
La fonction signal S a deux composantes distinctes : une décrivant la masse, et
l’autre modélisant les distributions temporelle et angulaires.
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3.3.1 Description de la masse
La distribution de masse des évènements B0s → J/ψφ est décrite par la somme
de 2 distributions gaussiennes :
S(m;~λPhys,~λDet) = 1√
2π
(
fmasse
1
σm1
e
−
(m−m
B0s
)2
2σ2m1 + (1− fmasse) 1
σm2
e
−
(m−m
B0s
)2
2σ2m2
)
, (3.6)
avec fmasse la fraction de la première distribution gaussienne par rapport à la sec-
onde, σm1 et σm2 les largeurs des gaussiennes, mB0s la masse moyenne des mésons B
0
s.
La largeur σm1 ainsi que le rapport entre les 2 largeurs sont fixés suite à un ajuste-
ment sur la simulation Monte Carlo.
3.3.2 Description des fonctions temporelle et angulaires du signal
Les descriptions temporelle et angulaires des désintégrations B0s → J/ψφ sont
données par les taux de désintégrations des équations 1.33. L’impact du détecteur
et de la sélection sur ces distributions est pris en compte en corrigeant les observ-
ables par des acceptances et résolutions lors de l’ajustement. Les distributions an-
gulaires et temporelles étant théoriquement corrélées, leurs corrections ne sont pas
indépendantes. Cependant, les sources de ces distorsions sont non corrélées comme
nous le présentons dans les chapitres 4 et 5. Par conséquent, lors de cette analyse
nous déterminons les acceptances temporelle et angulaires indépendamment. Dans
la suite, nous discutons des acceptances et résolutions temporelles puis angulaires.
Ensuite nous décrivons l’impact de l’étiquetage sur la mesure de la phase φs.
Acceptance temporelle
La distribution temporelle des candidats B0s → J/ψφ peut être biaisée par la re-
construction des évènements ainsi que par les critères requis au niveau du système
de déclenchement ou de la sélection. Dans l’analyse présentée dans cette thèse, on
distingue 2 sources de biais.
Le premier est dû aux inefficacités de reconstruction des traces éloignées de l’axe
central du détecteur. Cette efficacité de reconstruction décroît de manière linéaire
avec le temps propre. Par conséquent, les évènements à grand temps de vie sontma-
joritairement affectés. L’effet est corrigé par une fonction linéaire, dont les paramètres
sont évalués dans la simulation :
ǫ(t) = 1− βt, avec β un facteur évalué dans la simulation à β = 0.012 ps−1 [56].
Le second effet est créé par les critères de sélection des lignes du système de
déclenchement utilisées dans cette analyse. Elles imposent une forme non triviale à
la distribution du temps propre, principalement à faible temps de vie. Pour corriger
cette distorsion, il faut multiplier la fonction de densité de probabilité par une fonc-
tion d’acceptance ǫ′(t). Les critères du système de déclenchement ainsi que cette
acceptance sont discutés dans le chapitre 4.
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Résolution temporelle
Pourmodéliser correctement la distribution du temps propre, il faut tenir compte
de la résolution finie du détecteur. Afin demesurer l’impact de cette résolution tem-
porelle, on considère l’asymétrie CP définie par l’équation 1.38. On simplifie cette
équation avec les approximations suivantes : |λ f | = 1,∆Γs ∼ 0 et η f = 1 donc pas
d’analyse angulaire. L’asymétrie devient :
ACP(t) = sin(∆mst) sin φs. (3.7)
Puis on convolue cette asymétrie par la résolution temporelle, ici décrite par une
seule distribution gaussienne par souci de simplicité :
ACP(t)⊗R(t) =
∫ ∞
−∞
sin(∆mst′) sin φs
1√
2πσt
e
(t−t′)2
2σ2t dt′
=e−
∆m2s σ
2
t
2 sin φs sin(∆mst).
(3.8)
L’asymétrie est alors diluée d’un facteur Dt = e−
∆m2s σ
2
t
2 , avec σt l’incertitude tem-
porelle moyenne.
La mesure de φs présentée dans cette thèse modélise la résolution temporelle
par la somme de 3 distributions gaussiennes de mêmemoyenne et prend en compte
les incertitudes temporelles calculées pour chaque évènement. Les paramètres de la
résolution temporelle sont déterminés par un ajustement effectué en amont de l’ex-
traction de la phase φs. Le facteur de dilution s’exprime comme la somme pondérée
des dilutions par évènement :
〈Dt〉 = 1N
N
∑
i=0
e−
∆m2s S
2
t σ
2
t,i
2 , (3.9)
avec N le nombre d’évènements total, i l’indice de l’évènement et St un facteur cor-
rectif. Celui-ci intègre les défauts d’alignement et de description du matériel du dé-
tecteur. Ce facteur est déterminé par un ajustement sur du bruit de fond contenant
des mésons J/ψ provenant uniquement du vertex primaire, grâce à la technique des
sPlots [57]. Cette technique consiste à déterminer des poids à partir d’un ajustement
sur une variable discriminant le signal du bruit. Ces poids sont alors utilisés pour
soustraire les composantes du bruit de fond.
Lors de l’extraction de la phase φs, du fait de l’utilisation des incertitudes tem-
porelles par évènement, des termes décrivant la probabilité de ces incertitudes pour
le signal Psig(σt) et pour le bruit Pbkg(σt) sont ajoutés de la manière suivante :
P = fsigS(t|σt)Psig(σt) + (1− fsig)B(t|σt)Pbkg(σt), (3.10)
en omettant les autres observables et paramètres.
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Fonctions angulaires
Les fonctions angulaires sont définies par le tableau 1.2. La simulation montre
que ces fonctions présentent des différences par rapport aux distributions théoriques.
Les sources de ces distorsions ainsi que leurs corrections seront discutées dans le
chapitre 5.
La mesure des angles est aussi affectée par la résolution du détecteur. Cepen-
dant cette résolution est négligeable au regard de l’échelle des distributions et des
acceptances angulaires [58]. Par conséquent, elle n’intervient pas dans l’ajustement
de la fonction de vraisemblance.
Impact de l’étiquetage
De manière similaire à la résolution temporelle, on introduit une dilution due
à l’étiquetage. Les mésons B0s oscillant, leurs produits de désintégration ne portent
pas d’information sur leur saveur initiale. Celle-ci est évaluée par un algorithme
dont l’optimisation et la calibration sont détaillées dans le chapitre 6. Cet algorithme
évalue la saveur du méson B0s mais aussi la probabilité que cette information soit
fausse : ω. La dilution due à l’étiquetage est alors Dtag = 1− 2ω. Si on considère les
performances évènement par évènement, la dilution s’exprime alors par la somme
des dilutions de chaque évènement :
〈Dtag〉 = 1N
N
∑
i=0
(1− 2ωi). (3.11)
Il faut aussi ajouter à la fonction de vraisemblance les probabilités des valeurs
des fractions de mauvais étiquetage pour le signal Psig(ω) et pour le bruit Pbkg(ω) :
P = fsigS(d|ω)Psig(ω) + (1− fsig)B(d|ω)Pbkg(ω), (3.12)
où les autres observables et paramètres sont omis.
3.4 Description du bruit de fond
Dans les désintégrations B0s → J/ψφ, on distingue 2 types de bruits. Le pre-
mier est dit prompt : les particules identifiées comme produits de désintégration
d’un méson B0s proviennent en fait du vertex primaire. Ce bruit de fond a donc un
très faible temps de vie. Le second bruit a une composante combinatoire. Il corre-
spond aux désintégrations B→ J/ψX disposant d’un temps de vie plus important.
Lors de la sélection décrite dans le chapitre 4, nous verrons que seuls les évène-
ments dont le temps de vie est supérieur à 0.3 ps sont utilisés pour l’extraction de
φs. Le bruit prompt est donc supprimé. La modélisation du bruit de fond décrit
uniquement le bruit combinatoire. Dans la suite, nous détaillons la distribution de
sa masse, puis son temps propre et ses angles.
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3.4.1 Description de la masse
La distribution de la masse du bruit de fond est modélisée par une exponentielle
décroissante dont la pente est déterminée lors de l’ajustement.
3.4.2 Descriptions temporelle et angulaire
Dans le bruit de fond combinatoire, la corrélation entre les distributions tem-
porelle et angulaires est suffisamment petite pour que chaque distribution soit décrite
de manière indépendante. Pour modéliser ces distributions, on utilise la région de
masse en-dehors du pic demasse duméson B0s c’est-à-dire les intervalles [5200; 5311]
et [5411; 5550]MeV/c2.
Le temps propre du bruit est alors décrit par la somme de 2 exponentielles
décroissantes. Les paramètres de ces fonctions sont déterminés lors de l’extraction
de φs.
Les distributions angulaires sont définies par des histogrammes extraits de ces 2
intervalles. D’autresmodélisations sont possibles comme l’ajustement de polynômes
de Legendre. Toutefois, au vue de la statistique disponible, ces changements n’ont
pas d’impact sur la mesure de φs.
3.5 Conclusions
La phase φs est extraite d’un ajustement d’une fonction de vraisemblance dépen-
dant de 8 observables. Les sources d’incertitudes systématiques sont nombreuses :
acceptances temporelle et angulaire, étiquetage, etc. Dans les chapitres suivants,
nous abordons la sélection des candidats B0s → J/ψφ, les acceptances angulaires
ainsi que l’algorithme d’étiquetage afin d’avoir un ajustement optimal enminimisant
les incertitudes systématiques.

Chapitre 4
Sélection de B0s→ J/ψφ
La sélection des candidats B0s → J/ψφ est une étape primordiale pour l’extrac-
tion de la phase φs. Cette sélection est un compromis entre la statistique conservée
et les éventuels biais introduits dans les distributions temporelle et angulaires.
Dans un premier temps, nous présentons la présélection de ces évènements par
le système de déclenchement et le stripping. Puis nous détaillons la sélection stan-
dard basée sur la simulation Monte Carlo et vérifiée sur les premières données en-
registrées par LHCb. Ensuite, nous présentons une sélection alternative dévelop-
pée durant cette thèse. Nous abordons alors le concept d’arbres de décision boostés
(BDT). Puis nous étudions l’impact de cette nouvelle sélection sur les observables
des désintégrations B0s → J/ψφ dans la simulation et enfin dans les données 2011.
Nous concluons sur l’apport de cette sélection alternative par rapport à la sélection
standard.
4.1 Présélection
Afin de réduire le flux de données et de cibler les collisions comportant des
désintégrations B0s → J/ψφ, une présélection est appliquée. Dans la suite, nous
détaillons les lignes du système de déclenchement utilisées puis les critères requis
par la ligne de stripping [56].
4.1.1 Système de déclenchement
Les candidats B0s → J/ψφ sont enregistrés à condition d’être sélectionnés par au
moins une ligne du système de déclenchement.
Pour cette première analyse sur la totalité des données 2011, nous avons choisi
d’utiliser un minimum de lignes du système de déclenchement afin de ne pas mêler
plusieurs sources de biais mais sélectionnant un maximum de candidats B0s →
J/ψφ. Nous avons aussi choisi de conserver uniquement les évènements dont les
candidats B0s → J/ψφ sont responsables du déclenchement des lignes. Ceci per-
met d’analyser 77% des candidats B0s → J/ψφ enregistrés par LHCb. Dans une
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prochaine analyse, d’autres lignes du système de déclenchement seront ajoutées,
améliorant la statistique mais introduisant différents biais en fonction des lignes
utilisées.
Dans cette analyse, seule une ligne du système de déclenchement de premier
niveau (HL1) est utilisée. Il s’agit de la ligne : Hlt1DiMuonHighMassDecision. Elle
confime la décision des lignes L0Muon ou L0Dimuon du niveau 0 en sélectionnant
les évènements contenant la signature d’un J/ψ → µ+µ− exclusif [59]. Le temps
de vie des mésons B0s n’est pas affecté. Pour le second niveau du système de dé-
clenchement (HLT2), seule la ligne HLT2DiMuonDetachedJPsiDecision est requise.
Elle impose aux candidats B0s → J/ψφ une significance minimale sur la longueur de
vol des mésons B0s. Cette coupure engendre un biais dans la distribution du temps
de vie des mésons B0s.
Pour corriger ce biais à faible temps de vie, on détermine l’acceptance tem-
porelle dans les données en utilisant une méthode dite de superposition [56], pro-
posée dans [60]. Cela consiste à comparer la distribution temporelle des candidats
B0s → J/ψφ passant la ligne HLT2 biaisée mais aussi la ligne HLT2 non biaisée
(Hlt2DiMuonJPsiTOS) avec la distribution temporelle des candidats uniquement
sélectionnés par la ligne HLT2 biaisée. Durant l’été 2011, la configuration du sys-
tème de déclenchement a évolué. Le taux de rétention de la ligne HLT2 non biaisée
a été diminué d’un facteur 5. Ceci est pris en compte dans l’acceptance temporelle
en pondérant les évènements de cette ligne. On peut alors extraire l’acceptance tem-
porelle du signal B0s → J/ψφ en utilisant la technique des sPlots [57]. Cette accep-
tance est représentée par la figure 4.1.
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FIGURE 4.1: Acceptance temporelle induite par le système de déclenchement [56],
obtenue par la méthode de superposition.
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4.1.2 Stripping
Afin de reconstruire uniquement des évènements contenant des candidats B0s →
J/ψφ parmi les données enregistrées, une présélection ou étape de stripping est
appliquée. Seuls les candidats passant les coupures définies dans cette section sont
analysés. Ces coupures ont été définies en utilisant la simulationMonte Carlo. Dans
la version de stripping 17, nous utilisons la ligne B0s → J/ψφ dite biaisée. Dans la
suite, nous détaillons les coupures de cette ligne.
La première étape est la reconstruction d’un candidat J/ψ en 2muons. Pour cela,
les particules filles doivent être identifées comme des muons ayant une bonne qual-
ité de trace comme définie dans la section 2.3.4 et d’impulsion minimale 500MeV/c.
Ensuite ces muons doivent être suffisamment proches pour former un vertex de
bonne qualité. Leur masse invariante doit alors être dans une fenêtre de masse de
80 MeV/c2 autour de la masse du méson J/ψ.
Après avoir sélectionné un candidat J/ψ, la ligne de stripping identifie des
kaons ayant une bonne qualité de trace et dont la masse invariante est dans l’inter-
valle de masse [980; 1050]MeV/c2. Le méson φ reconstruit doit avoir une impulsion
supérieure à 500MeV/c ainsi qu’une bonne qualité de vertex.
Puis la masse invariante des mésons J/ψ et φ est calculée. Si celle-ci est dans
l’intervalle [5200; 5550]MeV/c2 et si l’ajustement pour positionner son vertex a une
bonne qualité, alors on associe cette désintégration à un candidat B0s → J/ψφ. Tous
ces critères sont résumés dans le tableau 4.1.
Lorsqu’aucune autre sélection n’est appliquée, un ajustement sur la masse des
candidats B0s → J/ψφ donne 25 954 signaux 1 pour un rapport du nombre de bruit
de fond sur le nombre de signal de B/S = 1.70 dans 1 fb−1 de données. Ces
paramètres sont extraits dans l’intervalle de masse [5345; 5387] MeV/c2, soit 3 écarts
standards autour de la masse du méson B0s.
4.2 Sélection standard
Après avoir présélectionné les candidats B0s → J/ψφ, il faut réduire le taux de
bruit polluant l’échantillon. Par conséquent, une dernière sélection est appliquée.
Dans cette section, nous présentons cette sélection avec dans un premier temps la
définition des coupures puis le nombre d’évènements B0s → J/ψφ sélectionnés dans
les données 2011.
4.2.1 Définition des coupures
La sélection finale a été optimisée sur la simulation Monte Carlo [61] puis véri-
fiée dans les données [62]. Cette sélection est basée sur une succession de coupures
1. Dans la suite, on ne pourra pas comparer directement ce nombre avec les nombres de candidats
après sélection puisque ces derniers seront extraits d’ajustement tenant compte de la masse et du
temps propre. Vu le bruit de fond présent au stade de la présélection, un tel ajustement n’a pas été
possible.
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Paramètres Coupures
J/ψ→ µ+µ−
∆ lnLµπ > 0
χ2track/nDoF(µ) < 5
min(pT(µ+), pT(µ−)) > 0.5 GeV/c
χ2vtx(J/ψ) < 16
|M(µ+µ−)− M(J/ψ)| < 80 MeV/c2
DOCA χ2 < 20
φ→ K+K−
χ2track/nDoF(K) < 4
∆LLK π > −2
pT (K) > 0
pT(φ) > 0.5GeV/c
M(φ) [980; 1050]MeV/c2
χ2vtx/nDoF (φ) < 16
B0s → J/ψφ
M(B0s) [5200; 5550]MeV/c
2
χ2vtx/nDoF (B
0
s) < 10
t(B0s) > 0.2 ps
TABLE 4.1: Coupures appliquées par la ligne de stripping B0s → J/ψφ biaisée.
DOCA représente la distance de plus courte approche entre les 2 muons. L’iden-
tification des particules ∆ lnL(µ,K)π est définie dans la section 2.4.4.
définies de manière à optimiser la significance S/
√
S + B, avec S et B respective-
ment les quantités de signal et de bruit de fond.
De nouvelles coupures sont appliquées sur les candidats sélectionnés par la
ligne de stripping. Tout d’abord, le critère sur la qualité de trace des muons est
réduit de 5 à 4. Puis la fenêtre autorisée pour la masse invariante des 2 muons est
réduite à 60MeV/c2, soit environ 5 écarts standard de la résolution sur la masse des
mésons J/ψ. Ensuite une meilleure identification des kaons est requise. La fenêtre
de leur masse invariante est aussi réduite.
La position du vertex primaire du méson B0s est recalculée via un ajustement
dans lequel les traces des muons et kaons issus du B0s sont otées [63]. Si cet ajuste-
ment n’est pas effectué, la détermination du temps propre des mésons pourrait
être biaisée. Des coupures sur la qualité de cet ajustement sont requises comme
résumées dans le tableau 4.2 avec la variable DTFχ2vtx/nDoF. Les traces correspon-
dant à des clones 2 sont supprimées. Enfin une coupure sur le temps propre des mé-
sons B0s est imposée afin de réduire la composante de bruit de fond à faible temps
de vie. Cette coupure diffère de celle appliquée au niveau du stripping t > 0.2 ps.
Ces coupures sont listées dans le tableau 4.2.
2. Lorsque l’algorithme de reconstruction donne plusieurs traces pour les mêmes impacts, on
parle alors de clone.
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Paramètres Coupures
J/ψ→ µ+µ−
max(χ2track/nDoF(µ)) < 4
|M(µ+µ−)− M(J/ψ)| < 60 MeV/c2
φ→ K+K−
∆ lnLKπ > 0
M(φ) [1013.46, 1025.46]MeV/c2
Bs → J/ψφ
DTF χ2vtx/nDoF < 5 and > 0
χ2/nDoF (IP) < 25
MIN IP χ2 NEXT BEST (si plusieurs PV) > 50
klClone = 0
t(B0s) > 0.3 ps
TABLE 4.2: Coupures appliquées par la sélection standard. L’identification des
kaons ∆ lnLKπ est définie dans la section 2.4.4.
Après cette sélection, plusieurs candidats pour un même évènement peuvent
subsister. On dénombre en moyenne 1.10 candidats par évènement. Or vu le rap-
port de branchement des désintégrations B0s → J/ψφ, il apparaît peu probable que
2 désintégrations aient lieu lors d’une collision. Par conséquent, seul le candidat
étant le mieux reconstruit, donc ayant la meilleure qualité lors de l’ajustement sur
toute la désintégration est conservé [63].
4.2.2 Impact dans les données
Un ajustement sur la masse et le temps propre des candidats B0s → J/ψφ permet
d’obtenir le nombre de signal S = 21 179± 153. Les projections de cet ajustement
sur la masse et le temps propre sont présentées sur les figures 4.2. On peut alors
calculer la significance correspondant au rapport entre le nombre de signal et son
incertitude : Signi f icance = 138. La significance est inversement proportionnelle à
l’incertitude statistique sur la mesure de la phase φs.
Entre la préselection et la sélection standard, 18% des candidats B0s → J/ψφ ont
été supprimés. On peut alors se demander si cette sélection standard est optimale
ou si on peut développer une autre sélection basée sur une analyse multivariée qui
permettrait de conserver plus de signal ainsi qu’un niveau raisonnable de bruit de
fond.
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FIGURE 4.2: Ajustement sur la masse et le temps propre des candidats passant la
sélection standard. Le nombre de signal B0s → J/ψφ est 21 179 ± 153. La projection
sur la masse est à la même échelle que la figure 4.11 afin de faciliter la comparaison.
L’ajustement total correspond à la ligne bleue tandis que les composantes du signal
et de bruit sont respectivement en vert et rouge. Ces résultats ne sont pas officiels.
4.3 Sélection alternative
Durant cette thèse, nous avons développé une sélection alternative multivar-
iée, appliquée après les présélections définies dans la section 4.1. Dans un premier
temps, nous présentons le logiciel TMVA ainsi que l’algorithme d’arbres de déci-
sion boostés. Puis nous exposons la démarche suivie avec les variables utilisées.
Ensuite nous définissons le critère optimal pour mesurer φs.
4.3.1 Principe : TMVA et Arbres de décision boostés
La librairie Toolkit f or Multivariate Analysis (TMVA) [64] permet l’utilisation de
différents algorithmes de classification multivariée. Ces techniques s’appuient sur
des algorithmes d’apprentissage, entrainés sur des évènements dont les caractéris-
tiques de signal et de bruit de fond sont connues. Elles exploitent aussi les corréla-
tions entre les variables. Cela permet de déterminer une fonction capable de car-
tographier l’espace multivariable. Dans le cadre de cette thèse, nous avons décidé
d’utiliser des arbres de décision boostés.
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FIGURE 4.3: Définition d’un arbre de décision. Le signal correspond aux branches
bleues, tandis que le bruit est défini par les branches rouges.
Un arbre de décision boosté est un algorithme ayant une structure binaire. À
partir d’un ensemble de variables discriminantes, un arbre de décision catégorise
un évènement comme signal ou bruit de fond. Cette technique nécessite une phase
d’apprentissage ou d’entrainement sur des échantillons représentatifs de la réalité.
À partir des échantillons de signal et de bruit de fond, l’arbre de décision calcule
la séparation correspondant à chaque variable discriminante. Puis pour la variable
ayant la plus grande séparation, l’algorithme détermine la coupure optimisant la
significance S/
√
S + B. Après cette coupure, l’arbre dispose de 2 branches : une
avec majoritairement du signal définie par une pureté p = S/(S + B) > 0.5, et
l’autre avec principalement du bruit p < 0.5. Ensuite pour chaque feuille, l’algo-
rithme calcule la variable la plus discriminante ainsi que sa coupure optimale. L’ar-
bre peut utiliser plusieurs fois la même variable. L’arbre contient alors 4 branches
dont 2 sont majoritairement constituées de signal tandis que les 2 autres correspon-
dent principalement à du bruit de fond. On répète l’algorithme de manière récur-
sive jusqu’à atteindre les limites de l’arbre. Ces limites correspondent au nombre
d’évènements minimal définissant une branche ainsi qu’à la profondeur de l’arbre
c’est-à-dire le nombre de coupures successives. Le principe de l’arbre de décision
est résumé par la figure 4.3 [64].
Lorsque l’algorithme s’arrête, l’espacemultivariable est alors divisé en plusieurs
régions étiquetées comme signal ou bruit. Cependant certains évènements peuvent
être mal classifiés. Afin de mieux les traiter, on utilise un algorithme de boost-
ing : l’adaBoost [65]. Techniquement un poids wi est attribué aux évènements mal
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classés. Le taux de mauvaise identification pour l’arbre Tk est alors défini par :
ǫk =
∑
N
i=1 wi × isMisclassifiedk(i)
∑
N
i=1 w
k
i
, (4.1)
avec wi le poids de l’évènement i, et isMisclassified la variable catégorisant l’évène-
ment donc égal à 1 si celui-ci est mal classé. Pour le premier arbre, les évènements
ont tous le même poids : 1/(Nombre candidats). Le poids du boost de l’arbre Tk est
défini par :
αk = β× ln(1− ǫk
ǫk
), (4.2)
avec β un paramètre de l’algorithme caractérisant la rapidité de la correction. L’ar-
bre suivant Tk+1 tient compte de ces poids en pondérant les évènements mal classés
par :
wk+1i = w
k
i × eαk . (4.3)
À chaque nouvel arbre disposant d’une nouvelle pondération, on calcule une con-
stante de renormalisation afin de considérer le même nombre d’évènements durant
tout l’algorithme. Le boost appliqué sur les N arbres composant l’algorithme pour
l’évènement i est :
T(i) =
1
∑
N
k=1 αk
N
∑
k=1
αkTk(i). (4.4)
Au final, le taux de mauvais identification est réduit [66].
4.3.2 Démarche pour définir la sélection alternative
Dans la suite, nous définissons une sélection basée sur une analyse multivar-
iée minimisant l’incertitude statistique sur la mesure de φs tout en gardant sous
contrôle les incertitudes systématiques.
Pour cela, nous utilisons un algorithme d’arbres de décisions boostés disposant
de 40 arbres, 20 évènements au minimum pour former une branche, 8 coupures
successives pour créer une branche, et un paramètre d’adaBoost β = 0.25. La pre-
mière étape de cette sélection multivariée est l’entrainement des arbres de décision
boostés sur du signal et du bruit de fond. Pour le signal, on utilise la simulation
Monte Carlo MC11a, avec uniquement des vraies désintégrations B0s → J/ψφ. Pour
le bruit de fond, on utilise les données accumulées par LHCb, plus précisément des
intervalles de masse inutilisés lors de l’extraction de la phase φs, dans lesquels il ne
doit y avoir que du bruit : [5200; 5241] et [5491; 5550]MeV/c2. L’asymétrie de ces in-
tervalles n’a pas d’impact significatif. Les échantillons de signal et de bruit de fond
sont respectivement constitués de 128 000 et 67 000 évènements, après application
des critères de sélection du système de déclenchement et du stripping. Après avoir
créé l’algorithme, il faut le tester. Pour cela, des échantillons similaires aux précé-
dents mais non identiques sont utilisés. L’algorithme renvoie la distribution d’une
variable BDT.
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La seconde étape est l’optimisation de la coupure sur la variable BDT permettant
d’obtenir la meilleure incertitude statistique sur la mesure de φs. Cela est présenté
dans la section 4.3.4.
Puis il faut étudier l’impact de cette sélection sur la simulation Monte Carlo.
Dans un premier temps nous nous intéressons aux potentiels biais introduits dans
les distributions angulaires et temporelles du signal, puis aux effets de cette sélec-
tion sur le bruit de fond B→ J/ψX.
Nous finissons ce chapitre en appliquant cette sélection sur les données accu-
mulées par le détecteur LHCb en 2011, et concluons sur ses améliorations par rap-
port à la sélection standard.
4.3.3 Variables utilisées
Les variables de l’algorithme d’arbres de décision boostés ne doivent pas être
des observables de la mesure de φs, car ces dernières sont déjà utilisées de facon op-
timale dans l’ajustement par la méthode de vraisemblance évènement par évène-
ment. On utilise alors les variables présentes dans la sélection standard ainsi que
quelques autres dont les distributions permettent de différencier le signal du bruit
de fond comme le montrent les figures 4.4 et 4.5. Parmi ces variables, on note l’utili-
sation de la significance de la distance de vol du méson B0s, son paramètre d’impact
ainsi que sa significance, mais aussi le cosinus de l’angle entre la direction duméson
B0s et la distance entre le vertex primaire et le vertex de désintégration. Ces variables
biaisent la distribution du temps de vie des mésons B0s comme nous le verrons dans
la section suivante. Toutes les variables utilisées sont définies dans le tableau 4.3,
présentant aussi leur pouvoir de séparation avant les coupures appliquées par l’al-
gorithme.
Durant cette thèse, un algorithme d’arbres de décision boostés n’utilisant que
des variables non corrélés avec le temps de vie desmésons B0s a aussi été développé [67].
Étant donné que les performances de cet algorithme sont inférieures à celles de l’al-
gorithme utilisant des variables dépendant du temps de vie des B0s, nous choisissons
de présenter uniquement ce dernier.
Dans cet algorithme, nous ne pouvons pas utiliser les impulsions transverses
desmuons et kaons bien qu’étant très discriminantes. En effet ces variables affectent
de manière significative les distributions angulaires. Par exemple, leur utilisation
dans un algorithme similaire crée des distorsions angulaires de l’ordre de 30% au
lieu de 2% dans la sélection standard [68]. Leur correction engendrerait une incerti-
tude systématique trop importante.
L’algorithme exploite les corrélations entre les variables. Celles-ci sont indiquées
sur les figures 4.6. Pour le signal, les principales corrélations sont logiquement en-
tre les impulsions transverses du méson B0s et de ses filles J/ψ, φ ainsi qu’entre le
paramètre d’impact duméson B0s et sa significance. Pour le bruit, les mêmes corréla-
tions sont observées à l’exception de la correlation avec l’impulsion transverse du
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Classement Variables Séparation (%)
1 pT(φ) 58.58
2 ∆ lnLK−π 57.58
3 ∆ lnLK+π 56.86
4 B0s DTF χ
2/ndo f 35.86
5 B0s Flight distance χ
2 29.02
6 B0s χ
2
vtx 26.44
7 K−TRACKχ2/ndo f 23.70
8 K+TRACKχ2/ndo f 22.35
9 pT(B0s) 21.13
10 B0s IP 20.15
11 B0s DIRA 19.05
12 B0s minIPχ
2 16.69
13 µ− TRACK χ2/ndo f 10.01
14 µ+ TRACK χ2/ndo f 9.562
15 pT(J/ψ) 4.655
16 ∆ lnLµ−π 3.181
17 ∆ lnLµ+π 3.146
18 J/ψ χ2vtx 1.106
19 φ χ2vtx 0.6020
TABLE 4.3: Variables utilisées dans l’algorithme d’arbres de décision boostés, avec
leur classement en fonction de leur pouvoir de séparation avant de débuter l’algo-
rithme. La séparation est définie par < S2 >= 12
∫ (pd fS(y)−pd fB(y))2
pd fS(y)+pd fB(y)
dy, avec pd fS et
pd fB les fonctions de densité de probabilité du signal et du bruit de fond. La variable
IP correspond au paramètre d’impact, DTF χ2/ndo f à la qualité de l’ajustement sur
la désintégration, DIRA au cosinus de l’angle formé par l’impulsion de la particule
et sa direction.
méson φ. Cela est dû au fait que le principal bruit restant après la coupure t > 0.3ps
correspond aux désintégrations B→ J/ψX.
Après l’entrainement de l’algorithme, l’importance de chaque variable est cal-
culée. Celle-ci tient compte du pouvoir de séparation de chaque coupure pondérée
par le poids de l’arbre. Les variables les plus importantes sont alors l’identification
des kaons, l’impulsion transverse du méson φ ainsi que la qualité de l’ajustement
du vertex permettant de reconstruire le méson B0s. L’importance de toutes les vari-
ables est reportée dans le tableau 4.4. On peut noter que même si certaines vari-
ables semblent peu utilisées, elles peuvent néanmoins avoir une contribution non
négligeable dans certaines zones de l’espace multivariable.
L’algorithme étant construit avec toutes ces variables, on peut alors définir la
coupure optimale sur la variable BDT pour la mesure de φs.
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FIGURE 4.4: Distributions des variables utilisées dans l’algorithme d’arbres de déci-
sion boostés. Le signal MC11a B0s → J/ψφ correspond aux distributions en bleu,
tandis que le rouge décrit le bruit issu des intervalles de masses [5200; 5241] et
[5491; 5550] MeV/c2 des données 2011.
4.3.4 Définition de la coupure optimale
L’algorithme renvoie une variable BDT distribuée entre −1 et 1. Plus cette vari-
able est proche de 1, plus la probabilité de l’évènement d’être du signal est grande.
Au contraire, lorsque cette variable est proche de -1, l’évènement a une probabilité
importante de correspondre à du bruit. Cela est illustré par la figure 4.7.
À partir de cette réponse de l’algorithme, deux stratégies sont possibles. La pre-
mière consiste à déterminer la coupure optimale minimisant les incertitudes statis-
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FIGURE 4.5: Distributions des variables utilisées dans l’algorithme d’arbres de déci-
sion boostés. Le signal MC11a B0s → J/ψφ correspond aux distributions en bleu,
tandis que le rouge décrit le bruit issu des intervalles de masses [5200; 5241] et
[5491; 5550] MeV/c2 des données 2011.
tiques et systématiques sur la mesure de φs. Une autre démarche serait de ne pas
supprimer d’évènement, mais de leur attribuer un poids décrivant leur probabilité
d’être du signal. Cette seconde approche nécessite un changement dans l’ajuste-
ment global afin que celui-ci prenne en compte ces poids. Par conséquent, seule la
première stratégie a été étudiée.
La coupure optimale sur la distribution BDT doit minimiser l’incertitude statis-
tique sur φs. Pour cela, on utilise le paramètre Q inversement proportionnel à l’in-
certitude statistique sur φs défini dans [69] :
Q =
S√
S + B
S
∑
i=1
(1− 2ωi)2 exp−(∆ms(σt)i)2 , (4.5)
avec S et B les nombres respectifs de signal et de bruit de fond,ωi la fraction demau-
vais étiquetage par évènement définie dans la section 6, ∆ms la fréquence d’oscil-
lation des mésons B0s et σti l’incertitude sur le temps propre. Cette optimisation se
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FIGURE 4.6: Correlation entre les variables en entrée du BDT : en haut pour le signal,
en bas pour le bruit de fond.
traduit par le fait que la sélection de B0s → J/ψφ ne doit pas seulement ajouter des
évènements de signal et réduire le bruit de fond, mais aussi que ce signal ajouté
doit avoir une bonne qualité d’étiquetage et une faible incertitude temporelle.
Cette optimisation est effectuée sur les échantillons de test pour le signal et le
bruit de fond. Ceux-ci sont mis à l’échelle, c’est-à-dire que les nombres de signal
de la simulation et de bruit sont pondérés pour correspondre au nombre de can-
didats B0s → J/ψφ et de bruit après la présélection. Puis pour chaque valeur de la
distribution BDT, on calcule les quantités de signal et de bruit de fond restant ainsi
que les dilutions dues à l’étiquetage et à la résolution temporelle. La distribution
du paramètre Q est représentée par le graphique 4.8 en fonction de la réponse de
l’algorithme.
La coupure optimale correspond à la valeur de BDT maximisant la variable Q.
Cependant, pour ne pas souffrir des fluctations statistiques, nous choisissons la plus
petite valeur de la variable BDT dont le paramètre Q est statistiquement compatible
avec le maximum. La coupure optimale est alors BDT > 0.07.
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Classement Variables Importances (%)
1 ∆ lnLK−π 24.01
2 pt(φ) 16.94
3 ∆ lnLK+π 16.49
4 K−TRACKχ2/ndo f 9.205
5 B0s χ
2
vtx 6.775
6 B0s DTF χ
2/ndo f 5.202
7 K+TRACKχ2/ndo f 4.572
8 B0s Flight Distance χ
2 4.508
9 pT(B0s) 2.524
10 ∆ lnLµ−π 1.930
11 ∆ lnLµ+π 1.827
12 pT(J/ψ) 1.440
13 B0s IP 1.298
14 µ−TRACKχ2/ndo f 1.064
15 φ χ2vtx 0.9554
16 J/ψ χ2vtx 0.4672
17 µ+TRACKχ2/ndo f 0.4166
18 B0s IPχ
2 0.3609
19 B0s DIRA 0.01375
TABLE 4.4: Classement de l’importance des variables définissant le BDT.
Dans la suite, nous détaillons l’impact de cette coupure sur la simulation Monte
Carlo.
4.4 Impact du BDT dans la simulation Monte Carlo
Dans cette section, nous décrivons l’impact de la coupure sur la variable BDT
dans la simulation Monte Carlo. La sélection multivariée retient (96.9± 0.1)% du
signal B0s → J/ψφ passant les étapes de présélection, tandis que la sélection stan-
dard ne conserve que (74.3± 0.1)%. L’algorithme ajoute ainsi 22.6% de signal dans
la simulation par rapport à la sélection standard. Dans la suite, nous étudions les
distributions angulaires et temporelle du signal, puis l’impact sur le bruit de fond
B→ J/ψX.
4.4.1 Distributions angulaires et temporelle du signal
L’étude des distributions angulaires et temporelle du signal est effectuée sur
un échantillon de signal B0s → J/ψφ de la simulation MC11a n’ayant pas servi à
l’entrainement de l’algorithme d’arbres de décision boostés.
4.4. IMPACT DU BDT DANS LA SIMULATION MONTE CARLO 67
BDT response
-1 -0.5 0 0.5 1
dx
 /
 
(1/
N)
 dN
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5 Signal
Background
U/
O
-fl
ow
 (S
,B
): 
(0.
0, 
0.0
)%
 / (
0.0
, 0
.0)
%
TMVA response for classifier: BDT
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FIGURE 4.8: Distribution du paramètre Q en fonction de la réponse de l’algorithme.
Acceptances angulaires
Pour évaluer les distorsions angulaires induites par la coupure sur la distribu-
tion du BDT, nous suivons la procédure décrite dans le chapitre 5. Dans ce chapitre,
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Fonctions angulaires fx Poids associés au BDT
f1 0.9863± 0.0033
f2 1.0186± 0.0040
f3 1.0216± 0.0042
f4 −0.0032± 0.0029
f5 0.0002± 0.0019
f6 0.0005± 0.0018
f7 0.9962± 0.0034
f8 −0.0027± 0.0027
f9 −0.0009± 0.0025
f10 −0.0077± 0.0054
TABLE 4.5: Poids associés aux fonctions angulaires corrigeant les biais induits par
la sélection BDT.
nous verrons que la reconstruction ainsi que la sélection standard créent un biais
de l’ordre de 3% sur les acceptances angulaires. Pour la sélection multivariée, nous
calculons les acceptances angulaires puis ajustons des polynômes de Legendre [70]
comme expliqué dans la section 5.3.1. Les projections de ces ajustements sur chacun
des 3 angles correspondent à la figure 4.9. Lors de l’ajustement global, la correction
de ces acceptances est assurée par des poids, dont la définition est donnée dans le
chapitre 5. Les poids associés aux fonctions angulaires f1, f2, f3, f7 définies dans le
tableau 1.2 doivent être égaux à 1, et f4, f5, f6, f8, f9, f10 à 0. Or les poids correspon-
dant à la sélection multivariée listés dans le tableau 4.5 présentent des différences
inférieures à 2%. Par conséquent, les distorsions engendrées par la coupure sur le
BDT sont d’ordre similaire à celles de la sélection standard, donc les incertitudes
systématiques dues aux acceptances angulaires sont du même ordre de grandeur.
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FIGURE 4.9: Projections des acceptances angulaires créées par la sélection BDT ainsi
que de l’ajustement des polynômes de Legendre sur cos θ, ϕ, cosψ respectivement.
Acceptance temporelle
La sélection standard ne biaise pas la distribution temporelle. Or dans le BDT,
nous avons choisi d’utiliser des variables corrélées avec le temps propre des can-
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didats B0s. Par conséquent, la distribution temporelle nécessite une correction. On
définit l’acceptance temporelle comme le rapport entre la distribution temporelle
des évènements passant la sélection multivariée divisée par la distribution tem-
porelle des candidats après la sélection standard. Seuls les évènements identifiés
comme du signal par la technique des sPlots [57] sont utilisés. On obtient alors l’ac-
ceptance de la figure 4.10 (haut), présentant un biais à faible temps de vie.
Comme nous l’avons vu dans la section 4.1.1, les lignes du système de dé-
clenchement utilisées pour extraire la phase φs affectent aussi la distribution tem-
porelle. Pour combiner ces 2 effets, on multiplie l’acceptance du système de dé-
clenchement de la figure 4.1 avec celle de la sélection multivariée. L’acceptance
temporelle finale est représentée par la figure 4.10 (bas).
Pour estimer l’incertitude systématique reliée à cette correction temporelle, on
peut ajuster un polynôme sur l’acceptance finale. Puis en faisant varier de 5% ses
paramètres, on peut utiliser cette paramétrisation lors de l’extraction de la phase φs.
La différence entre cette mesure de φs et celle obtenue en utilisant l’histogramme
de la figure 4.10 correspond à l’incertitude systématique de cette correction. Au
stade de notre étude, seule une proposition d’estimation de cette incertitude a été
effectuée.
4.4.2 Bruit B→ J/ψX
Dans la suite, nous nous intéressons à la contamination du bruit de fond dans
la sélection multivariée. Puisque la présélection est basée sur la reconstruction de
candidats B → J/ψX, nous étudions des échantillons d’évènements simulés B0s →
J/ψφ, B0s → J/ψX, B0d → J/ψX, B+ → J/ψX, mais aussi B0d → J/ψK∗.
Nous utilisons la catégorisation du bruit de fond de la simulation dans LHCb.
La catégorie "fantôme" définit les évènements dont aumoins une trace correspond à
une combinaison fortuite d’impacts. La catégorie "Vertex Primaire" décrit les évène-
ments dont au moins une trace provient du vertex primaire. La catégorie "≥ 2 col-
lisions" identifie les candidats dont les particules dans l’état final sont issues d’au
moins 2 collisions différentes.
Candidats B0s → J/ψφ mal reconstruits
Le premier échantillon étudié correspond aux évènements B0s → J/ψφ simulés
mais mal reconstruits. On s’intéresse alors aux catégories les plus peuplées, c’est-à-
dire les catégories "fantômes" et "Vertex Primaire" déjà explicitées, mais aussi aux
désintégrations B0s → J/ψφ dont les photons rayonnés n’ont pas été reconstru-
its. Cette dernière classification peut être considérée comme du signal. Le nombre
de candidats issus de ces catégories et passant les sélections multivariée et stan-
dard sont donnés dans la table 4.6. On peut alors noter que la sélection multivariée
ajoute du signal par rapport à la sélection standard, mais aussi du bruit de fond.
Cependant, ce bruit de fond ajouté est identifiable et modélisable.
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FIGURE 4.10: Acceptances temporelles des candidats B0s → J/ψφ extraits à l’aide
des sPlots. En haut : acceptance temporelle due au BDT, en bas : acceptance tem-
porelle combinée du BDT et du système de déclenchement. Certains bins de ces 2
acceptances sont supérieurs à 1 du fait de la statistique finie, mais restent compati-
ble avec 1.
Les distributions de masses, temps propres et des angles sont présentées dans
l’appendice A. Les candidats issus de la catégorie "Vertex Primaire" présente une
distribution demasse invariante µ+µ−K+K− plate. Ses distributions angulaires sont
suffisamment plates pour être absorbées par la paramétrisation du bruit combina-
toire. Ce bruit n’est pas dangereux pour la mesure de φs.
Les candidats de la catégorie "Fantômes" sont absorbés par la modélisation du
signal. En effet, ils présentent des pics au niveau des masses des mésons B0s, J/ψ et
φ. Le pic de masse du méson B0s est plus large que celui des vrais signaux. Cela est
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Catégorie de bruit BDT Sélection standard
γ rayonnés non reconstruits 10320 7168
Fantômes 9061 6774
Vertex Primaire 1873 546
TABLE 4.6: Nombre de candidats passant la sélection multivariée (BDT) et la sélec-
tion standard pour différentes catégories de bruit dans l’échantillon d’évènements
simulés B0s → J/ψφ.
Catégorie de bruit BDT Sélection standard
Réflexions 1708 321
Fantômes 667 173
Vertex primaire 2211 644
≥ 2 collisions 335 48
TABLE 4.7: Nombre de candidats passant la sélection multivariée (BDT) et la sélec-
tion standard pour différentes catégories de bruit dans l’échantillon d’évènements
simulés B0d → J/ψK∗.
pris en compte en ajustant la somme de 2 gaussiennes sur ce pic de masse. Ce bruit
a des distributions angulaires et temporelle similaires à celles du signal.
Bruits provenant des désintégrations B0d→ J/ψK
∗
Parmi les désintégrations simulées B0d → J/ψK∗, certains candidats reconstruits
passent les sélections de B0s → J/ψφ. Les plus importantes contributions provien-
nent des catégories de bruit "Fantômes", "Vertex Primaire", "≥ 2 collisions", mais
aussi de la catégorie représentant les réflexions. Celles-ci correspondent à l’identifi-
cation d’un kaon au lieu du pion issu de la désintégration du méson K∗.
Les nombres de candidats passant les sélections multivariée et standard sont
résumés dans la table 4.7. Les arbres de décision boostés ajoutent entre 3 et 6 fois
plus de bruits issus des désintégrations B0d → J/ψK∗ que la sélection standard. Les
distributions de masses, temps propres et des angles de ces candidats sont présen-
tées dans l’appendice A. Les bruits "Vertex Primaire" et "≥ 2 collisions" peuvent
être différenciés du signal B0s → J/ψφ grâce à leur distribution de masse invari-
ante µ+µ−K+K− plates. Les catégories dites de "réflexions" et "fantômes" présentent
un pic au niveau de la masse du B0s. Les angles des désintégrations B
0
d → J/ψK∗
sont aussi spécifiques puisqu’il s’agit de désintégrations d’un pseudo-scalaire en
2 vecteurs. Par conséquent, les distributions angulaires présentent aussi des struc-
tures caractéristiques. Dans l’analyse des désintégrations B0s → J/ψφ, ces structures
peuvent être modélisées par des polynômes de Legendre.
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Catégories B0s → J/ψX B0d → J/ψX B+ → J/ψX
de bruit BDT Sél. standard BDT Sél. standard BDT Sél. standard
Fantômes 530 388 149 58 144 51
Vertex Primaire 332 104 837 279 757 253
≥ 2 collisions 43 7 121 22 109 16
TABLE 4.8: Nombre de candidats passant la sélection multivariée (BDT) et la sélec-
tion standard pour différentes catégories de bruits dans l’échantillon d’évènements
simulés B0s → J/ψX, B0d → J/ψX et B+ → J/ψX.
Bruits issus des désintégrations B→ J/ψX
Le système de déclenchement ainsi que le stripping sélectionnent des candidats
B → J/ψX, c’est-à-dire que des mésons B se désintégrant en J/ψ plus un autre
hadron sont reconstruits. Nous avons donc étudié l’impact de la sélection multivar-
iée sur les cocktails B0s → J/ψX, B0d → J/ψX et B+ → J/ψX simulés. Les nombres
de candidats retenus par cette sélection et par la sélection standard sont indiqués
dans le tableau 4.8. La sélection multivariée ajoute en moyenne 3 fois plus de bruit
que la sélection standard. La modélisation de ce bruit et notamment des distribu-
tions angulaires peut introduire une incertitude systématique plus importante. Cet
effet sera à considérer lorsqu’on estimera le gain statistique de cette sélection.
4.5 Sélection multivariée dans les vraies données
Après avoir défini la sélection multivariée et caractérisé son impact dans la sim-
ulation du signal et du bruit de fond, nous l’appliquons maintenant à la totalité des
données 2011. Les résultats suivants ne sont pas officiels.
4.5.1 Ajustement sur les vraies données
La sélection multivariée est appliquée sur les données accumulées durant 2011,
soit 1 fb−1. Puis on ajuste une fonction de vraisemblance simplifiée décrivant la
masse et le temps propre des candidats B0s → J/ψφ. La masse du signal est mod-
élisée par la somme de 2 distributions gaussiennes tandis que le temps propre est
décrit par une exponentielle décroissante. La distribution temporelle est corrigée
par l’acceptance représentée par la figure 4.10 (bas). Quant au bruit, sa masse est
décrite par un polynome de Tchebychev et son temps propre par la somme de 2
exponentielles décroissantes. Toutes les descriptions temporelles sont convoluées
par la même résolution temporelle, correspondant à la somme de 3 gaussiennes
n’utilisant pas l’incertitude évènement par évènement afin de faciliter l’analyse.
Les projections de cet ajustement en 2 dimensions sont présentées sur les fig-
ures 4.11. Le nombre de signal B0s → J/ψφ extrait est 25 277± 177 soit une signifi-
cance de 142. L’algorithme d’arbres de décision boostés ajoute donc 19% de signal
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par rapport à la sélection standard, soit une amélioration de 3% pour la signifi-
cance. Le nombre de signal ajouté est inférieur aux 22.6% calculés dans la simula-
tionMonte Carlo notamment à cause des différences entre la simulation et les vraies
données.
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FIGURE 4.11: Ajustement sur la masse et le temps propre des candidats sélectionnés
par les arbres de décision boostés. Le nombre de signal B0s → J/ψφ est 25 277± 177.
Ces résultats ne sont pas officiels. La projection sur la masse est à la même échelle
que la figure 4.2 afin de faciliter la comparaison. L’ajustement total correspond à la
ligne bleue tandis que les composantes du signal et de bruit sont respectivement en
vert et rouge.
4.5.2 Impact du BDT sur les candidats signal
La sélection multivariée ajoute 19% de signal par rapport à la sélection stan-
dard. Nous avons vérifié les distributions temporelle, angulaires et de la probabil-
ité de mauvais étiquetage pour les évènements de signal. Ces distributions sont ex-
traites en utilisant la technique des sPlots [57] avec un ajustement de la somme de 2
gaussiennes sur la distribution de la masse des évènements passant uniquement la
sélection multivariée. On obtient alors les distributions des figures 4.12. Toutes ces
distributions ont un comportement identique aux candidats B0s → J/ψφ issus de
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la sélection standard. Les propriétés d’étiquetage sont aussi compatibles. Au total,
5566 nouveaux évènements signal sont ajoutés par la sélection multivariée.
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FIGURE 4.12: Distributions demasse, fraction demauvais étiquetage par évènement
(OS ηc définie dans la section 6, temps propre, ainsi que des angles cos θ, ϕ, cosψ
pour les candidats B0s → J/ψφ ajoutés par la sélection multivariée.
Au contraire certains candidats B0s → J/ψφ passent uniquement la sélection
standard. En utilisant la même démarche suivie pour identifier les évènements
ajoutés par la sélection multivariée, on extrait les candidats signal B0s → J/ψφ sup-
primés par cet algorithme. On obtient alors les figures 4.13. Ces évènements non
retenus présentent des distributions similaires aux autres évènements de signal.
Cette suppression de 1000 évènements par la sélection multivariée s’explique par
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FIGURE 4.13: Distributions demasse, fraction demauvais étiquetage par évènement
(OS ηc définie dans la section 6, temps propre, ainsi que des angles pour les candi-
dats B0s → J/ψφ non retenus par la sélection multivariée, mais passant la sélection
standard.
les différences entre la simulation Monte Carlo et les données. Par exemple les dis-
tributions des variables ∆ lnLKπ et des qualités de traces sont différentes entre la
simulation et les données. Ceci peut s’expliquer par des défauts dans l’alignement
du détecteur LHCb.
4.5.3 Impact sur le bruit de fond
Nous allons maintenant nous intéresser au bruit de fond ajouté par la sélection
multivariée. Comme pour le signal, un certain type de bruit de fond a été ajouté et
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FIGURE 4.14: Distributions du temps propre ainsi que des angles cos θ, ϕ, cosψ du
bruit ajouté par le BDT, extrait avec la technique des sPlots.
un autre a été supprimé. Les distributions temporelle et angulaires correspondant
au bruit ajouté sont représentées sur les figures 4.14, tandis que celles du bruit de
fond supprimé sont sur les figures 4.15. On voit ainsi que le bruit ajouté a un temps
de vie plus important que celui du bruit supprimé. Leurs distributions angulaires
sont aussi légèrement différentes. Cependant, si on considère les échelles mises en
jeu, ces différences ne changent pas significativement la description du bruit de
fond. Sa modélisation reste possible.
4.6 Conclusions
Les candidats B0s → J/ψφ sont présélectionnés par des lignes du système de
déclenchement et une ligne de stripping. Puis une sélection standard est appliquée.
Celle-ci permet d’éliminer une quantité importante de bruit de fond, mais supp-
prime aussi 18% des candidats B0s → J/ψφ. Il reste environ 21 000 candidats pour
extraire la valeur de la phase φs dans 1 fb−1 de données.
Durant cette thèse, j’ai développé une sélection basée sur un algorithme d’ar-
bres de décision boostés afin de conserver le maximum de candidats B0s → J/ψφ
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FIGURE 4.15: Distributions du temps propre ainsi que des angles cos θ, ϕ, cosψ du
bruit supprimé par le BDT par rapport à la sélection standard, extrait avec la tech-
nique des sPlots.
présélectionnés. Cet algorithme est entrainé sur du signal simulé, et des vraies don-
nées en guise de bruit de fond. Il utilise des variables biaisant la distribution tem-
porelle des candidats. Cependant, les variables créant de fortes distorsions sur les
distributions angulaires ne sont pas utilisées. On définit ensuite la coupure opti-
misant la sensibilité statistique sur la mesure de φs. Puis nous avons vérifié l’impact
de cette coupure dans la simulation. Les distorsions angulaires sur la simulation du
signal sont du même ordre de grandeur que celles induites par la sélection stan-
dard. Nous proposons aussi une acceptance temporelle corrigeant le biais introduit
par cette sélection, ainsi qu’une évaluation de l’incertitude systématique associée.
Ensuite, nous avons appliqué cette sélection sur différentes sources B → J/ψX de
bruit dans la simulation. Il s’avère que la sélection multivariée ajoute du bruit par
rapport à la sélection standard. Ceci est vérifié dans les données.
L’application de l’algorithme d’arbres de décision boostés sur 1 fb−1 de données
augmente la statistique du signal. Un ajustement sur lamasse et le temps propre des
évènements permet d’extraire environ 25 000 candidats B0s → J/ψφ. Cette augmen-
tation de la statistique s’explique principalement par l’élargissement des coupures
sur les masses reconstruites des mésons J/ψ, φ et B0s, mais aussi la diminution de la
coupure sur le temps propre des candidats de 0.3 ps à 0.2 ps, valeur définie dans le
stripping. En effectuant un redimensionnement purement statistique, l’incertitude
statistique sur la mesure de φs passe de 0.101mrad pour la sélection standard à
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0.093mrad pour la sélection multivariée. L’incertitude systématique sur la distor-
sion temporelle ainsi que le contrôle des nouveaux bruits de fond contrebalancent
le gain sur l’incertitude statistique. Par conséquent, cette sélection multivariée ne
sera pas utilisée dans l’immédiat pour mesurer la phase φs.
Toutefois d’autres utilisations d’une sélection multivariée restent envisageables.
Une telle sélection peut se révéler efficace au niveau de la présélection donc du sys-
tème de déclenchement ou du stripping. Un autre intérêt pour un tel algorithme
est de ne pas couper la variable BDT et supprimer des candidats, mais de pondérer
les évènements en fonction de leur probabilité d’être du signal ou du bruit de fond.
Une sélection multivariée peut aussi être développée sur un échantillon de simula-
tion dont les distributions des variables discriminantes décriraient mieux les don-
nées. Ceci nécessite une pondération de ces variables. Une autre opportunité est de
définir cette sélection directement dans les vraies données.
Chapitre 5
Etude angulaire de B0s→ J/ψφ
L’état final des désintégrations B0s → J/ψφ est une superposition d’états CP
pairs et impairs. Afin de différencier statistiquement ces composantes et d’extraire
la phase φs, une analyse angulaire est nécessaire. Or les distributions angulaires
après simulation et reconstruction des évènements B0s → J/ψφ présentent des dif-
férences par rapport aux distributions théoriques. Durant cette thèse, je me suis
intéressée aux sources potentielles de ces distorsions.
Dans un premier temps, nous décrivons les distributions angulaires théoriques
ainsi que l’impact des distorsions. Puis nous présentons une étude menée durant
cette thèse concernant l’origine de ces distorsions. Ensuite nous abordons un travail
effectué par le groupe d’analyse de φs [56], à savoir l’évaluation et la correction des
distorsions angulaires dans les données accumulées en 2011 ainsi que l’estimation
des incertitudes systématiques liées à cette correction.
5.1 Définitions et impact des distorsions angulaires
Après avoir explicité les distributions angulaires théoriques, nous définissons
les acceptances et distorsions dans la simulation Monte Carlo. Ensuite nous discu-
tons de la nécessité de corriger ces distorsions.
5.1.1 Distributions angulaires théoriques
Les équations théoriques des distributions angulaires sont obtenues à partir des
taux de désintégrations de B0s → J/ψφ définis par les équations 1.56, donc ignorant
la contribution de l’onde S. En intégrant ces formules sur le temps ainsi que sur 2
angles, on obtient les équations suivantes :
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g(cos θ) =
3
8
(
N0 +N‖
)
(1+ cos2 θ) +
3
4
N⊥(1− cos2 θ) ,
g(ϕ) =
3
4π
(1− 2
3
cos2 ϕ)N0 +
3
4π
(1− 2
3
sin2 ϕ)N‖ +
1
2π
N⊥ ,
g(cosψ) =
3
2
N0 cos2 ψ+
3
4
sin2 ψ(N‖ +N⊥) ,
(5.1)
avec les termes N0, N‖, N⊥ et N4 correspondant aux intégrales temporelles des am-
plitudes de polarisation et de leurs interférences :
N0 =
1
2
(
∫ +∞
0
dt|A0(t)|2 +
∫ +∞
0
dt|A0(t)|2) ,
N‖ =
1
2
(
∫ +∞
0
dt|A‖(t)|2 +
∫ +∞
0
dt|A‖(t)|2) ,
N⊥ =
1
2
(
∫ +∞
0
dt|A⊥|2 +
∫ +∞
0
dt|A⊥|2) ,
N4 =
1
2
( ∫ +∞
0
dt Im
(
A∗‖(t)A⊥(t)
)
+
∫ +∞
0
dt Im
(
A∗⊥(t)A‖(t)
))
.
(5.2)
Les représentations graphiques des équations 5.1 correspondent aux figures 5.1.
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FIGURE 5.1: Distributions angulaires théoriques en base de transversité de respec-
tivement : cos θ, ϕ et cosψ.
5.1.2 Distributions angulaires dans la simulation
La simulation ainsi que la reconstruction des évènements B0s → J/ψφ mon-
trent des écarts entre les distributions angulaires expérimentales et théoriques. On
calcule alors les acceptances comme les rapports entre les distributions expérimen-
tales et les distributions théoriques. Pour quantifier ces différences, les distorsions
peuvent être définies comme le rapport entre l’amplitude des acceptances et le max-
imum de ces acceptances :
distorsion =
maximum−minimum
maximum
. (5.3)
Les distorsions peuvent être calculées différemment comme nous le présentons
dans la section 5.3.1. En utilisant la simulation Monte Carlo MC11a, on obtient les
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acceptances angulaires des figures 5.2 présentant respectivement des distorsions de
l’ordre de 7.7%, 11.2% et 8.6% pour cos θ, ϕ et cosψ. Cette détermination des distor-
sions dépend du nombre de bins utilisés.
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FIGURE 5.2: Acceptances respectivement des angles cos θ, ϕ et cosψ pour les évène-
ments B0s → J/ψφ issus de la simulation MC11a.
5.1.3 Nécessité et complexité des corrections angulaires
Lors de l’ajustement sur les candidats B0s → J/ψφ, si les distributions angulaires
expérimentales ne sont pas corrigées, cela peut induire un biais sur la mesure de φs.
Une étude [58] a montré qu’une sous-estimation ou surestimation de l’ordre de 5%
des acceptances angulaires peut engendrer un biais.
La correction angulaire est donc un élément essentiel de la mesure de φs. Cepen-
dant elle n’est pas évidente du fait des corrélations entre les angles. Celles-ci sont
représentées sur les figures 5.3 au niveau générateur.
FIGURE 5.3: Corrélations entre les angles de la base de transversité. De gauche à
droite : corrélation entre ϕ et cos θ, cosψ et cos θ, ϕ et cosψ.
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FIGURE 5.4: Acceptances angulaires de cos θ, ϕ et cosψ au niveau générateur, avec
un polynôme de premier ordre ajusté, pour 2 millions d’évènements.
5.2 Étude des sources des distorsions angulaires
Afin de déterminer les sources potentielles des distorsions angulaires, j’ai généré
2 millions d’évènements B0s → J/ψφ avec le programme EvtGen [49] dans la simu-
lation MC09. À ce niveau de la génération, il n’y a pas de simulation du détecteur,
donc pas de champ magnétique. Les seules coupures présentes sont : la présence
du méson B0s dans un angle polaire compris entre 10 et 400mrad et les particules
issues de la désintégration du méson B0s uniquement dans la région z > 0. L’axe z
est défini comme l’axe du faisceau en partant du point d’interaction.
Les 3 sources potentielles de distorsions angulaires étudiées sont : la géométrie
du détecteur, l’efficacité de reconstruction des particules et les coupures cinéma-
tiques de la sélection. La sélection utilisée lors de cette étude est définie dans [71].
Elle présente quelques différences par rapport à la sélection standard présentée
dans le chapitre 4, mais la majorité des coupures cinématiques est maintenue.
Chaque coupure est appliquée indépendamment des autres, sur la totalité des
évènements. Ensuite on calcule les acceptances angulaires et les distorsions asso-
ciées à ces coupures. Puis, nous combinons les différentes sources de distorsions
angulaires, et vérifions ainsi que l’ordre de grandeur des distorsions est retrouvé.
La détermination des distorsions dépend du nombre d’évènements utilisés ainsi
que du nombre de bins des histogrammes. Pour cette étude quantitave, nous avons
considéré que cette définition des distorsions était suffisante. Cette étude est présen-
tée en détails dans la référence [26].
5.2.1 Validation de la simulation sans coupure
Avant d’effectuer les coupures correspondant aux potentielles sources de distor-
sions angulaires, il est primordial de vérifier que les distributions de la simulation
correspondent aux distributions théoriques. Pour cela, on calcule leurs acceptances
sur lesquelles on ajuste un polynôme de premier degré. Comme le montrent les fig-
ures 5.4, le coefficient p1 représentant la pente est toujours compatible avec 0, donc
les distributions angulaires de la simulation avant coupure ne présentent pas de
distorsion.
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5.2.2 Géométrie du détecteur
La géométrie du détecteur est simulée par une forme pyramidale s’étendant du
point d’interaction à une base rectangulaire dont les dimensions correspondent à la
dernière station à muon.
Le faisceau est aussi pris en compte. Sa forme a été simplifiée à un cône d’an-
gle polaire 20mrad. Une fois cette matière extrudée de la pyramide, on calcule les
acceptances angulaires ainsi que les distorsions associées.
On obtient alors les acceptances angulaires des figures 5.5 avec les distorsions
suivantes : (8.6± 1.8)% pour cos θ, (11.0± 1.8)% pour ϕ, et (5.8± 1.9)% pour cosψ.
La géométrie du détecteur a donc un impact important sur les distributions angu-
laires.
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FIGURE 5.5: Acceptances angulaires de cos θ, ϕ et cosψ après simulation de la
géométrie du détecteur.
5.2.3 Efficacité de reconstruction
Le second effet à être pris en compte est l’efficacité de reconstruction des traces.
Nous avons déterminé ces efficacités pour les kaons et pour les muons. Celles-ci
sont calculées en divisant le nombre de particules reconstruites par le nombres de
particules reconstructibles dans la simulation MC09. Bien que ces efficacités dépen-
dent de plusieurs paramètres cinématiques tels la pseudo-rapidité ou l’impulsion
transverse, par souci de simplicité nous les calculons uniquement en fonction de
l’impulsion des particules. Les efficacités de reconstruction obtenues en utilisant
la simulation MC09 au niveau générateur correspondent aux figures 5.6. À haute
impulsion, la diminution observée dans les efficacités est due à l’effet de l’identifi-
cation des particules. Puis on ajuste la fonction empirique a.p
b
c+d.pe , avec a, b, c, d, e des
paramètres et p l’impulsion sur les efficacités.
Ensuite, pour chaque produit de désintégration, on reproduit son efficacité de
reconstruction en choisissant de manière aléatoirement un nombre entre 0 et 1. Si
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ce nombre est inférieur à l’efficacité de reconstruction de la particule d’impulsion p,
alors celle-ci est considérée comme détectée. Autrement, cette particule est rejetée.
Lorsque ces efficacités sont appliquées, les acceptances des figures 5.7 sont obtenues.
Les distorsions sont alors de (3.2± 1.2)% pour cos θ, (3.9± 1.4)% pour ϕ, et (4.2±
1.4)% pour cosψ. Les efficacités ont donc un impact sur les acceptances angulaires
mais moins important que la géométrie du détecteur.
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FIGURE 5.6: Efficacité de reconstruction pour les kaons à gauche, et pour les muons
à droite.
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FIGURE 5.7: Acceptances angulaires tenant compte des efficacités de reconstruction
des kaons et muons pour respectivement cos θ, ϕ, et cosψ.
5.2.4 Coupures cinématiques
Les dernières sources de distorsions angulaires étudiées sont les coupures ciné-
matiques de la sélection. Celles-ci sont décrites dans [71] : p(K) > 2GeV/c,
pT(µ) > 0.5GeV/c, pT(J/ψ) > 1GeV/c, pT(φ) > 1GeV/c. À cela s’ajoute la coupure
p(µ) > 3GeV/c correspondant à l’impulsion nécessaire aux muons pour atteindre
les stations à muons. Ces coupures sont légèrement différentes de celles présentées
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dans la section 4.2, mais restent consistentes notamment avec les critères de sélec-
tion de la ligne de stripping.
La coupure sur l’impulsion des kaons a un effet important sur l’angle ψ, mais
peu d’effet sur les angles décrivant les muons. Les coupures sur la cinématique des
muons ont un impact important sur tous les angles, tandis que les coupures sur
J/ψ, φ n’ont pas d’effet. La combinaison de ces coupures donne les acceptances des
figures 5.8. Les distorsions sont alors de (4.1± 0.9)% pour cos θ, (4.0± 1.0)% pour
ϕ, et (2.7± 0.9)% pour cosψ.
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FIGURE 5.8: Acceptances angulaires après toutes les coupures cinématiques pour
cos θ, ϕ, et cosψ.
5.2.5 Conclusion de cette étude
Lorsque les effets de la géométrie du détecteur, des efficacités de reconstruction
et les coupures cinématiques sont combinés, les acceptances angulaires de la fig-
ure 5.9 présentent les distorsions suivantes : (9.2 ± 3.2)% for cos θ, (15.4 ± 3.3)%
for ϕ, (8.3 ± 3.8)% for cosψ. Les impacts de chaque effet sont résumés dans le
tableau 5.1. La principale source de distorsion est la géométrie du détecteur.
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FIGURE 5.9: Acceptances angulaires pour cos θ, ϕ et cosψ après toutes les coupures.
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Coupures Distorsions des acceptances angulaires (%)
cos θ ϕ cosψ
Détecteur 7.4±1.1 13.5±1.1 3.8±1.2
Efficacités de reconstruction 3.2±1.2 3.9±1.4 4.2±1.4
Coupures cinématiques 4.1±0.6 4.0±1.0 2.7±0.9
Toutes les coupures 9.2±3.2 15.4±3.3 8.3±3.8
TABLE 5.1: Distorsions des acceptances angulaires de cos θ, ϕ et cosψ pour les
coupures principales.
5.3 Distorsions angulaires dans l’analyse 1 fb−1
Dans cette section, nous décrivons les corrections des distorsions angulaires lors
de l’extraction de la phase φs dans 1 fb−1 de données, ainsi que ses incertitudes
systématiques déterminées par le groupe d’analyse de φs [56].
5.3.1 Correction des distorsions angulaires dans la sélection standard
Les acceptances angulaires sont définies par les évènements B0s → J/ψφ de la
simulation MC11a. 3 corrections sont possibles [72]. Elles sont implementées dans
plusieurs ajustements dont celui présenté dans la référence [70].
Correction avec un histogramme tridimensionnel
L’acceptance angulaire peut être déterminée par un histogramme tridimension-
nel. Cet histogramme correspond au rapport entre l’histogramme 3D (cos θ, ϕ, cosψ)
après reconstruction et sélection des évènements signal B0s → J/ψφ issus de la sim-
ulation et l’histogramme théorique :
ε(Ω) =
NSélectionnés(Ω)
NThéoriques(Ω)
. (5.4)
Les figures 5.10 représentent les projections de cet histogramme dans les 3 di-
mensions. La statistique de la simulationMonte Carlo limite le nombre de bins dans
chaque dimension de l’histogramme. Par conséquent, certaines structures complexes
peuvent être mal modélisées.
Correction avec des polynômes de Legendre
Une autre solution est de paramétrer analytiquement cette acceptance. Les poly-
nômes de Legendre sont utilisés pour décrire chaque angle. L’acceptance devient
alors une combinaison de polynômes de Legendre (P) :
ε(Ω) = ∑
ijk
cijkPi(cos θ)Pj(ϕ)Pk(cosψ) (5.5)
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FIGURE 5.10: Projections sur les angles cos θ, ϕ, cosψ de l’histogramme d’accep-
tance angulaire 3D dans 1 fb−1 des données 2011.
avec i, j, k les degrés des polynômes. Ceux-ci sont choisis de manière à décrire pré-
cisément les projections des acceptances sur chaque angle. Cet ajustement est possi-
ble si la somme des degrés est inférieure à 12. Des valeurs réalistes sont i = 4, j = 8,
k = 4. Les coefficients cijk sont déterminés via un ajustement sur l’histogramme
tridimensionnel.
Correction avec des poids de normalisation
La dernière méthode est développée dans [73]. Elle consiste à calculer des poids
de normalisation associés aux fonctions angulaires définies dans le tableau 1.2. Ces
poids sont définis de la manière suivante :
ζi =
∫
fi(Ω)ǫ(Ω)dΩ, (5.6)
avec i l’indice de la fonction angulaire f utilisée, et ǫ(Ω) l’acceptance angulaire.
Dans l’hypothèse où il n’y aurait pas de distorsion entre les distributions théoriques
et les expérimentales donc ǫ(Ω) = 1, on s’attend à ce que les poids ζi pour i =
1, 2, 3, 7 soient égaux à 1, et à 0 pour les autres indices.
La détermination de ces poids est assurée par un ajustement sur la simulation
Monte Carlo MC11a. Les 10 poids extraits sont répertoriés dans le tableau 5.2. On
remarque que les déviations par rapport à 1 pour f1, f2, f3, f7 et à 0 pour les autres
fonctions sont inférieures à 3%.
Cette méthode présente l’avantage de ne pas utiliser de bins. Par conséquent,
les distorsions calculées sont moins touchées par les fluctations statistiques. Cepen-
dant, on ne peut pas extraire de représentation graphique de cette méthode. Pour
la mesure de φs présentée dans cette thèse, les distorsions angulaires sont corrigées
par ces poids de normalisation.
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Fonctions angulaires fx Poids
f1 0.9795± 0.0014
f2 1.0294± 0.0022
f3 1.0313± 0.0024
f4 −0.0041± 0.0023
f5 0.0001± 0.0015
f6 −0.0011± 0.0014
f7 0.9925± 0.0014
f8 0.0003± 0.0021
f9 −0.0005± 0.0020
f10 −0.0075± 0.0042
TABLE 5.2: Poids de normalisation associés aux fonctions angulaires corrigeant les
biais induits par la sélection standard présentée dans 4.2.
5.3.2 Évaluation des incertitudes systématiques
La correction des distorsions angulaires est évaluée en utilisant la simulation
Monte Carlo MC11a [56]. Les différences entre la simulation et les données sont
donc une source d’incertitude. Etant donné que les angles sont définis par rapport
aux impulsions des muons et kaons, nous nous intéressons à leur distribution.
Les distributions de l’impulsion du kaon présentent des différences significa-
tives entre la simulation et les données. Afin d’estimer cet impact, ces distribu-
tions sont pondérées dans la simulation de manière à représenter les données. Puis
on extrait les nouvelles acceptances angulaires. Celles-ci servent alors à générer
500 pseudo-expériences de 200 000 évènements. Ensuite, on ajuste la fonction de
vraisemblance des désintégrations B0s → J/ψφ en utilisant les acceptances angu-
laires déterminées dans la section 5.3.1. Les différences entre les valeurs extraites de
cet ajustement et celles ayant servi à la génération de ces peudo-expériences con-
stituent les incertitudes systématiques.
D’autres distributions sont corrigées : l’impulsion des muons, mais aussi l’angle
polaire des kaons et des muons. Puisque la principale source de distorsions angu-
laires est la géométrie du détecteur, les différences entre les distributions des an-
gles polaires des particules filles dans la simulation et les données peuvent affecter
l’acceptance angulaire. Ces distributions sont aussi pondérées afin d’estimer les in-
certitudes systématiques correspondantes. Toutes ces incertitudes sont résumées
dans le tableau 5.3. L’incertitude systématique liée aux acceptances angulaires sur
la mesure de φs est estimée à 0.003 rad.
La correction des acceptances angulaires est limitée par la statistique de la simu-
lationMonte Carlo. Pour quantifier cet impact, on fait varier les poids selon une dis-
tribution gaussienne générée de manière aléatoire ayant pour moyenne les valeurs
du tableau 5.2 et de largeur les incertitudes de ce même tableau. La corrélation en-
tre les poids est maintenue grâce à l’utilisation de la matrice de covariance initiale.
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Paramètres Valeurs à Biais issus des acceptances modifiées Sommes
physiques la génération θ(K) P(K) θ(µ) P(µ) quadratiques
φs -0.007 0.000 0.000 0.000 0.003 0.003
∆Γs [ps−1] 0.114 0.0008 0.0010 0.0012 0.0012 0.002
Γs [ps−1] 0.670 0.0005 0.0016 0.0003 0.0006 0.0018
|A⊥|2 0.246 0.001 0.012 0.002 0.002 0.012
|A0|2 0.521 0.001 0.024 0.000 0.001 0.024
δ‖ 3.33 0.022 0.103 0.000 0.044 0.114
δ⊥ 2.86 0.014 0.05 0.001 0.017 0.055
Fs 0.018 0.000 0.004 0.001 0.002 0.005
δs 2.86 0.006 0.04 0.001 0.004 0.041
TABLE 5.3: Biais des paramètres physiques lorsque les acceptances angulaires nom-
inales sont utilisées dans l’ajustement sur des évènements générés avec les accep-
tances angulaires pondérées. 500 pseudo-expériences de 200 000 évènements sont
utilisées. La dernière colonne correspond à la somme quadratique des effets indi-
viduels. Cette somme est une des incertitudes systématiques associées aux accep-
tances angulaires [56].
Une fois cette correction effectuée, un ajustement permet d’extraire la valeur de φs.
Ceci est répété 400 fois de manière aléatoire. L’incertitude systématique sur la phase
φs est alors estimée à 0.012 rad. Elle domine l’incertitude liée aux différences entre
la simulation et les données. L’incertitude systématique totale due aux acceptances
angulaires lors de la mesure de φs est donc 0.012 rad. Cette incertitude diminuera
de manière significative lorsque la simulation comportera plus d’évènements.
5.4 Conclusions sur les distorsions angulaires
La mesure de la phase φs nécessite une analyse angulaire de l’état final de
B0s → J/ψφ. La simulation montre que les distributions angulaires expérimentales
diffèrent des distributions théoriques. Afin de ne pas biaiser la mesure de φs, les
distributions angulaires doivent être corrigées.
Durant cette thèse, j’ai étudié les sources possibles de ces distorsions. 3 effets ont
été reproduits sur des évènements simulés : la géométrie du détecteur, l’efficacité
de reconstruction des particules et les coupures cinématiques de la sélection. La
principale origine des distorsions est la forme du détecteur.
Ensuite, nous avons présenté les différentes corrections de ces acceptances an-
gulaires effectuées par le groupe d’analyse φs. Laméthode employée pour lamesure
de φs dans cette thèse évalue des poids de normalisation correspondant aux 10
fonctions angulaires définissant les taux de désintégrations de B0s → J/ψφ. En util-
isant cette technique, les distorsions sont inférieures à 3%. L’incertitude systéma-
tique sur la phase φs reliée aux acceptances angulaires est estimée à 0.012 rad.

Chapitre 6
L’étiquetage de la saveur
L’identification de la saveur initiale des mésons neutres B est une étape cru-
ciale dans plusieurs mesures de violation de la symétrie CP dont la mesure de la
phase φs. Les mésons neutres pouvant osciller, la reconstruction de leurs produits
de désintégration ne permet pas de déterminer cette saveur initiale. Pour cela, un
algorithme a été developpé dans LHCb [74]. Durant cette thèse, j’ai participé à son
optimisation ainsi qu’à son étalonnage en étudiant les désintégrations B0d → J/ψK∗.
Dans ce chapitre nous présentons les performances de l’algorithme dit de côté
opposé, optimisé et calibré sur 1 fb−1 de données, détaillées dans les notes [75]
et [56]. Dans un premier temps, nous abordons le principe de l’algorithme d’éti-
quetage. Puis nous expliquons comment ses performances sont extraites des dés-
intégrations B0d → J/ψK∗. Ensuite nous développons l’optimisation des coupures
définissant les marqueurs. Puis nous définissons la calibration de l’algorithme ainsi
que la combinaison des réponses des marqueurs. Enfin nous présentons les perfor-
mances globales et par évènement de l’algorithme avant de conclure sur l’étique-
tage de la saveur dans les désintégrations B0s → J/ψφ.
6.1 Principe de l’algorithme d’étiquetage
L’algorithme d’étiquetage sélectionne des marqueurs identifiant la saveur ini-
tiale des mésons B. Puis il traite les informations de ces marqueurs afin d’obtenir
les meilleures performances d’étiquetage. Dans la suite, nous définissons ces mar-
queurs puis les paramètres quantifiant les performances de l’algorithme et présen-
tons la stratégie globale d’optimisation et de calibration de l’algorithme.
6.1.1 Définition des marqueurs
L’algorithme d’étiquetage de la saveur exploite la production en paire des quarks.
Lorsqu’une paire bb est produite, un quark s’hadronise pour former un hadron B
dit de signal, tandis que l’autre quark crée un hadron B dit de côté opposé. Par
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FIGURE 6.1: Schéma des marqueurs utilisés par l’algorithme d’étiquetage pour un
évènement B0s → J/ψφ.
exemple, dans les désintégrations B0s → J/ψφ le hadron de signal est le méson B0s
composé d’un quark b, tandis que le hadron de côté opposé contient un quark b.
La détermination de la saveur initiale d’un hadron de signal exploite les pro-
duits de désintégration du hadron de côté opposé : 3 marqueurs à trace unique et
un marqueur dit multi-traces. Pour les marqueurs à trace unique, on reconstruit
des leptons, muons ou électrons issus des désintégrations semi-leptoniques des
hadrons B, et des kaons provenant de la chaîne b → c → s. Pour le marqueur
multi-traces, l’algorithme reconstruit de manière inclusive le vertex secondaire des
produits de désintégration du hadron B opposé. Sa charge est définie comme la
somme des charges Qi des traces sélectionnées le composant, pondérée par l’im-
pulsion transverse pκT(i) : Qvtx =
∑i p
κ
T(i)Qi
∑i p
κ
T(i)
, avec κ un coefficient déterminé dans la
section 6.3.
La charge de ces 4 marqueurs est reliée à la saveur du hadron B opposé, donc
à celle du B de signal. La sélection optimisée des marqueurs est décrite dans la
section 6.3.
De manière similaire au côté opposé, un marqueur est exploitable côté signal.
Le méson B0s de signal est composé d’un quark b et d’un quark s. Or ce quark s a
aussi été produit en paire. Le hadron formé par l’antiquark s porte l’information de
la saveur initiale du méson de signal. L’algorithme dit de côté signal identifie un
kaon chargé. Son optimisation et sa calibration sur les données 2011 sont en cours
de développement et ne seront pas détaillées dans cette thèse.
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6.1.2 Définition des performances
Les performances de l’algorithme sont quantifiées par 2 paramètres : l’efficac-
ité d’étiquetage εtag et la fraction de mauvais étiquetage ω. Ces paramètres sont
combinés pour former la dilution D et la puissance de l’étiquetage εtagD2.
L’efficacité d’étiquetage εtag correspond à la proportion d’évènements étiquetés.
Si le hadron B opposé est un méson neutre, il oscille. Ses produits de désintégra-
tion peuvent donc founir des informations fausses sur sa saveur initiale. Pour tenir
compte de cet effet, on définit la fraction de mauvais étiquetage ω comme le nom-
bre d’évènements mal étiquetés parmi les évènements étiquetés . La fraction de
mauvais étiquetage irréductible est calculée de la manière suivante. Dans 40% des
cas, le hadron de côté opposé est un méson B0d. Or la saveur de ce méson lors de sa
désintégration est différente de la saveur initiale dans 18% des cas. Ainsi, la fraction
de mauvais étiquetage irréductible due aux mésons B0d est 7.2%. Dans 10% des cas,
le hadron dit opposé est un méson B0s. La probabilité que sa saveur ait changé entre
sa production et sa désintégration est 50 %. La fraction de mauvais étiquetage due
aux mésons B0s est 5%. Ainsi, la fraction totale de mauvais étiquetage irréductible
est de 12.2% [76]. D’autres sources d’incertitudes sur l’étiquetage existent. Par ex-
emple, le hadron B opposé peut se désintégrer en méson neutre D, oscillant à son
tour. Ceci entraine une augmentation de la fraction de mauvais étiquetage.
À partir de la fraction de mauvais étiquetage et de l’efficacité de l’étiquetage,
on peut exprimer la dilution de l’échantillon, puis la puissance de l’étiquetage. Ces
paramètres s’expriment en fonction des nombres d’évènements correctement (R),
incorrectement (W) et non étiquetés (U) de la manière suivante :
εtag =
R + W
R + W + U
ω =
W
R + W
D =1− 2ω et εtagD2 = εtag × (1− 2ω)2.
(6.1)
6.1.3 Méthodologie de la mesure des performances de l’étiquetage
L’algorithme d’étiquetage de LHCb est développé dans les références [77, 78].
En 2011, son optimisation ainsi que son étalonnage ont été effectués dans 3 canaux :
B+ → J/ψK+, B0d → D∗µν et B0d → J/ψK∗ [79]. Le choix de ces désintégrations
provient des similitudes entre les désintégrations B+ → J/ψK+ B0d → J/ψK∗ avec
B0s → J/ψφ, et la grande statistique de B0d → D∗µν. En 2012, d’autres désintégra-
tions ayant moins de statistiques ont validé l’optimisation et l’étalonnage de l’algo-
rithme. La méthodologie suivie est résumée ci-dessous avant d’être détaillée dans
les sections suivantes.
1. Optimisation des coupures définissant les marqueurs dans les désintégrations
B+ → J/ψK+, puis vérification dans les canaux de contrôle dont B0d → J/ψK∗
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2. Étalonnage de la probabilité de mauvais étiquetage de chaque marqueur dans
les désintégrations B+ → J/ψK+, puis vérification dans les désintégrations
B+ → J/ψK+ n’ayant pas servi à l’étalonnage et dans le canal B0d → J/ψK∗
3. Combinaison des décisions des marqueurs en une unique décision pour le
côté opposé et étalonnage de la probabilité de mauvais étiquetage associée
dans les désintégrations B+ → J/ψK+, puis contrôle dans le canal B0d →
J/ψK∗
4. Estimation des incertitudes systématiques liées à l’étalonnage,
5. Calcul des performances de l’algorithme d’étiquetage de manière globale et
évènement par évènement : εtag,ω, εtagD2.
Durant cette thèse, j’ai participé à l’optimisation ainsi qu’à la calibration de l’al-
gorithme d’étiquetage en étudiant les désintégrations B0d → J/ψK∗.
6.2 Étude des désintégrations B0d→ J/ψK
∗
Dans cette section, nous développons l’extraction des performances d’étique-
tage dans le canal B0d → J/ψK∗. Après avoir détaillé la sélection des candidats,
nous présentons la description du signal puis celle du bruit de fond avant d’abor-
der l’ajustement de la fonction de vraisemblance combinant le signal et le bruit sur
1 fb−1 de données.
6.2.1 Sélection des évènements B0d→ J/ψK
∗
La désintégration B0d → J/ψK∗ est un canal de contrôle de B0s → J/ψφ. Leurs
sélections ont été conçues de manière semblable. La reconstruction utilise les candi-
dats provenant des mêmes lignes du système de déclenchement. Comme présenté
dans la section 4.1.1, la distribution du temps propre des évènements B0d → J/ψK∗
est biaisée. La stratégie de correction est identique à celle détaillée pour B0s → J/ψφ
dans la section 4.1.1. L’acceptance temporelle des évènements B0d → J/ψK∗ est
représentée par la figure 6.2.
Les candidats B0d → J/ψK∗ sont obtenus en combinant les désintégrations J/ψ→
µ+µ− et K∗ → K+π−. Le méson J/ψ est sélectionné de manière identique dans
les désintégrations B0d → J/ψK∗ et B0s → J/ψφ. Cette sélection est définie dans le
chapitre 4. Pour reconstruire un méson K∗, on identifie un kaon K+ et un pion π−
ayant une bonne qualité de traces. La combinaison de ces 2 traces doit avoir une
bonne qualité de vertex et une masse invariante comprise dans un intervalle de
±70MeV/c2 autour de la masse nominale du K∗. Le méson K∗ doit aussi avoir une
impulsion transverse supérieure à 1GeV/c. Ensuite les mésons J/ψ et K∗ sont com-
binés pour former un hadron B0d, ayant une bonne qualité de vertex et une masse
comprise entre 5100 et 5450 MeV/c2. Afin de réduire la contamination du bruit de
fond, seuls les évènements dont le méson B0d a une impulsion transverse supérieure
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FIGURE 6.2: Acceptance temporelle induite par le système de déclenchement pour
les désintégrations B0d → J/ψK∗, en utilisant 1 fb−1 de données.
à 1GeV/c sont conservés. D’autres conditions sur l’identification des muons, kaon
et pion sont requises. Pour supprimer les candidats dont les traces proviennent
uniquement du vertex primaire, on applique une coupure sur le temps propre des
candidats B0d : t > 0.3ps. Après ces coupures, s’il y a plusieurs candidats B
0
d pour
un même évènement, celui ayant la meilleure qualité sur l’ajustement du vertex est
conservé [63].
Le temps propre du méson B0d est extrait d’un ajustement sur le vertex sec-
ondaire contraignant le vertex primaire. La masse du B0d est extraite du même
ajustement auquel s’ajoute une contrainte sur la masse du méson J/ψ pour obtenir
une meilleure résolution sur la masse.
Afin de séparer statistiquement le signal du bruit de fond et d’extraire les pro-
priétés d’étiquetage du canal B0d → J/ψK∗, on effectue un ajustement d’une fonction
de vraisemblance sur la masse, le temps et la saveur initiale du méson B0d.
La fonction de densité de probabilité (P) décrivant les données B0d → J/ψK∗ a
une contribution du signal (S) et une contribution du bruit (B) :
P = fSS + (1− fS )B, (6.2)
avec fS la fraction de signal. Ce modèle a été développé dans [76].
6.2.2 Description du signal
Le signal B0d → J/ψK∗ est décrit par 3 observables : la masse invariante m du
système µµKπ, le temps propre t du candidat B0d, et q caractérisant l’état dumélange
de la saveur. Cette dernière observable est obtenue en comparant la saveur de l’état
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final, correspondant à la saveur du K∗ donnée par la charge du K±, avec la décision
de l’algorithme d’étiquetage. Cette observable q ne peut avoir que 3 valeurs : 0
si l’évènement n’est pas étiqueté, +1 si les saveurs lors de la production et de la
désintégration sont identiques, et −1 si les saveurs diffèrent.
La fonction de densité de probabilité du signal est définie par une composant
de masse et une de temps.
La masse du signal est décrite par la somme de 2 distributions gaussiennes de
même valeur centrale mais de largeurs différentes afin de prendre en compte la
résolution du détecteur :
PDFS(m; µ, σG1, σG2, fG1) = fG1 × 1√
2πσG1
e−
1
2
(
m−µ
σG1
)2
+(1− fG1)× 1√
2πσG2
e−
1
2
(
m−µ
σG2
)2
,
(6.3)
où µ est la valeur centrale des distributions gausiennes, σG1 et σG2 leurs largeurs, et
fG1 leur proportion.
La distribution du temps propre du signal dépend de 2 observables : le temps
propre t et l’état du mélange q. À ces observables s’ajoutent plusieurs paramètres :
le temps de vie τB0 des mésons B
0
d, leur fréquence d’oscillation ∆md et la fraction
de mauvais étiquetage du signal ωsig. La distribution temporelle s’exprime de la
manière suivante :
PDFS(t, q; τB0 ,ωsig,∆md) =
1
2τB0d
e
− tτ
B0d
[
1+ q(1− 2ωsig) cos(∆mdt)
]
. (6.4)
Or dans la section 4.1.1 nous avons vu que le système de déclenchement biaise la
distribution du temps de vie des mésons B0d. Ainsi il faut inclure l’acceptance tem-
porelle acc(t) de la figure 6.2. La distribution temporelle doit aussi être convoluée
par la résolution du détecteur. Cette résolution est paramétrée par la somme de
3 distributions gaussiennes de même valeur centrale µt et de largeurs différentes
σt1, σt2, σt3 :
R(t; µt, σti, fres Gi) = fres G1 fres G2 × 1√
2πσt1
e−
1
2
(
t−µt
σt1
)2
+(1− fres G1)
(
fres G2 × 1√
2πσt2
e−
1
2
(
t−µt
σt2
)2
+(1− fres G2)× 1√
2πσt3
e−
1
2
(
t−µt
σt3
)2)
.
(6.5)
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En tenant compte de l’acceptance et de la résolution, la distribution temporelle
s’exprime de la manière suivante :
PDFS(t, q; τB0d ,ωsig,∆md, acc, R) =
[
PDFS(t, q; τB0d ,ωsig,∆md)⊗ R(t; µt, σti, fres Gi)
]
× acc(t).
(6.6)
La fonction de densité de probabilité totale pour le signal est donc :
S = PDFS(m; µ, σG1, σG2, fG1)× PDFS(t, q; τB0d ,ωsig,∆md, acc, R). (6.7)
6.2.3 Description du bruit de fond
Lors de l’analyse des désintégrations B0d → J/ψK∗, on distingue plusieurs types
de bruit de fond ayant des propriétés temporelles et d’étiquetage différentes.
Le bruit qualifié de prompt correspond à la reconstruction de 4 traces provenant
du vertex primaire. Sa distribution temporelle est donc un pic centré sur 0. La
coupure sur le temps t > 0.3 ps supprime ce bruit. Par conséquent il ne reste que
les bruits dits à grand temps de vie.
Puisque les candidats B0d → J/ψK∗ sont sélectionnés par des lignes de stripping
et du système de déclenchement basées sur la reconstruction de J/ψ→ µµ, le bruit
de fond est dominé par des désintégrations B→ J/ψX. Les traces mal reconstruites
sont ainsi dues au méson K∗. Or l’information sur la saveur finale du méson B0d
provient du K∗. On distingue alors 2 types de bruits de fond.
Si le méson K∗ est reconstruit à partir de 2 traces provenant en fait du vertex
primaire, l’information sur la saveur finale du méson B0d est perdue. La description
temporelle de ce bruit de fond est une exponentielle décroissante :
PDFB2(t, q; τB2) =
1
2τB2
e−
t
τB2 , (6.8)
avec τB2 le temps de vie de ce bruit.
Si une seule trace du K∗ est mal reconstruite, l’information sur la saveur finale
du méson B0d peut être accessible. Si le K
+ reconstruit provient du vertex primaire,
l’information sur la saveur est perdue. Cependant, si le π− vient du vertex primaire
et que le K+ est correctement reconstruit, alors la saveur finale est identifiable. Ce
bruit de fond est modélisé par une exponentielle décroissante avec une fréquence
d’oscillation égale à ∆md, un temps de vie de τB3 et une fraction de mauvais étique-
tage ωB3 plus importante que celle du signal :
PDFB3(t, q; τB3,ωB3,∆md) =
1
2τB3
(
1+ q(1− 2ωB3 cos(∆mdt))
)
e−
t
τB3 . (6.9)
Les descriptions temporelles des bruits sont convoluées par la résolution tem-
porelle déterminée pour le signal par l’équation 6.5. Ils sont corrigés par l’accep-
tance temporelle définie sur la figure 6.2. Cette correction sur le bruit de fond n’a
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aucun impact sur les performances de l’étiquetage. Les bruits partagent aussi la
même description de masse avec la pente αLL :
PDFLL(m; αLL) = em×αLL . (6.10)
La combinaison des fonctions de densité de probabilité des bruits donne :
PDFLL(m, t, q; αLL, acc, R) = fB2 × PDFB2(t, q; acc, R)× PDFLL(m; αLL)
+(1− fB2)× PDFB3(t, q; acc, R)× PDFLL(m; αLL)
(6.11)
avec fB2 la fraction de bruit de type B2 par rapport au type B3.
6.2.4 Ajustement sur les évènements B0d→ J/ψK
∗
Pour déterminer les performances de l’algorithme d’étiquetage, il faut ajuster
la fonction de vraisemblance combinant les descriptions du signal et du bruit de
l’équation 6.2.
La première étape est la détermination des paramètres de la fonction de résolu-
tion temporelle. Pour cela, il faut utiliser des données n’ayant aucune coupure sur
des variables reliées au temps propre. Par conséquent, on utilise des évènements
issus d’une ligne de stripping dite non biaisée donc ne coupant pas sur le temps
propre du méson B0d. Un facteur d’atténuation est appliqué sur cette ligne afin de
ne pas saturer l’enregistrement des données. Les lignes du système de déclenche-
ment à considérer sont aussi différentes. Seules celles n’affectant pas le temps de
vie sont utilisées. La sélection finale est aussi appliquée, sans la coupure t > 0.3 ps.
Il faut alors modéliser le bruit prompt.
L’ajustement de la fonction de vraisemblance de B0d → J/ψK∗ sur ces données
détermine les paramètres de la fonction de résolution. Ceux-ci sont fixés aux valeurs
trouvées pour le reste de l’étude. La résolution temporelle moyenne calculée à partir
de ces paramètres est 〈σt〉 = 50 fs.
En utilisant les évènements sélectionnés suivant la section 6.2.1, on ajuste la
fonction de vraisemblance avec le temps de vie et la fréquence d’oscillation des
mésons B0d fixés aux valeurs moyennes mondiales [3] afin de déterminer au mieux
les performances d’étiquetage. Les projections de l’ajustement sur la masse du can-
didat B0d et sur son temps propre sont représentées sur les figures 6.3.
Un premier ajustement sur la totalité des candidats est appliqué. Dans l’inter-
valle de masse autour du pic du signal [5246.5; 5312.5]MeV/c2, il y a 107 000 évène-
ments de signal. Le rapport entre le nombre d’évènement de bruit et de signal est
0.40± 0.01.
Puis un second ajustement utilisant uniquement les candidats B0d → J/ψK∗ éti-
quetés permet de déterminer l’efficacité de l’étiquetage en comparant le nombre de
signal avec l’ajustement précédent, mais aussi d’extraire la fraction de mauvais éti-
quetage. Celle-ci est directement liée à l’amplitude des oscillations B0d-B
0
d comme
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l’équation 6.4 le montre :
A(t) = (1− 2ω) cos(∆mdt). (6.12)
Expérimentalement, cette asymétrie dépendante du temps est obtenue en com-
parant les fonctions de densité de probabilité des candidats B0d → J/ψK∗ ayant
une saveur identique à la production et à la désintégration P(t, q = 1) et celles
dont les saveurs différent P(t, q = −1) :
A(t) = P(t, q = +1)−P(t, q = −1)P(t, q = +1) + P(t, q = −1) . (6.13)
La figure 6.4 présente l’asymétrie pour les évènements dans la région du signal,
après optimisation et étalonnage de l’algorithme de côté opposé présenté dans les
sections 6.3 et 6.4. La fraction demauvais étiquetage pour le signal est (36.1± 0.5)%,
et de (48.7± 0.4)% pour le bruit oscillant.
Si le temps de vie et la fréquence d’oscillation des mésons B0d sont laissés libres,
l’ajustement trouve des valeurs compatibles avec les références du Particle Data
Group. Un ajustement indépendant a été développé au sein de la collaboration afin
de mesurer la fréquence d’oscillation ∆md, et nos résultats sont compatibles [80].
Après avoir mis en place la procédure d’extraction des performances d’étique-
tage dans les désintégrations B0d → J/ψK∗, nous allons maintenant décrire l’optimi-
sation de l’algorithme.
6.3 Optimisation de la sélection des marqueurs
L’algorithme d’étiquetage du côté opposé est basé sur 4marqueurs dont la sélec-
tion est développée dans les parties suivantes. Ces sélections sont optimisées dans
le canal B+ → J/ψK+ sur la moitié de la statistique disponible, en maximisant la
puissance d’étiquetage, puis vérifiées sur l’autre moitié de cette statistique ainsi que
sur les désintégrations B0d → J/ψK∗.
6.3.1 Sélection de marqueurs à trace unique
La sélection des marqueurs est basée sur les propriétés cinématiques des dés-
intégrations des hadrons B : une grande significance du paramètre d’impact par
rapport au vertex primaire, une grande impulsion transverse. Chaque marqueur
correspond à une trace chargée, reconstruite avec une bonne qualité d’ajustement.
Il doit être en-dehors d’un cône de 5mrad formé par les produits de désintégration
du méson de signal. Des coupures d’identification de particules basées sur les in-
formations issues des détecteurs à effet Tcherenkov, des calorimètres ainsi que des
chambres à muons sont aussi appliquées.
De plus, chaque marqueur a des coupures spécifiques. Les muons ne doivent
pas partager d’impact dans les chambres à muons avec les autres traces, afin de ne
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FIGURE 6.3: Distributions de la masse (haut) et du temps de désintégration (bas) pour les
évènements B0d → J/ψK∗ étiquetés par le côté opposé avec 1 fb−1 de données. Les points
noirs correspondent aux données, la courbe bleue solide est l’ajustement de la fonction
totale, la courbe rouge est la composante du signal, tandis que le vert représente la somme
des composantes du bruit. Les graphiques du dessous représentent les pulls des résidus
par rapport à la fonction d’ajustement.
pas confondre leurs impacts avec ceux d’un pion. Concernant les électrons, unmax-
imum de charge d’ionisation déposé sur les couches de silicon du VELO est imposé,
réduisant ainsi le nombre de candidats électrons issus de la conversion des photons
proche du point d’interaction. Lorsqu’il y a plusieurs candidats pour unmêmemar-
queur, celui de plus grande impulsion transverse est choisi. Les coupures résumées
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FIGURE 6.4: Asymétrie de mélange des évènements B0d → J/ψK∗, dans la région de masse
du signal, pour tous les évènements étiquetés par le côté opposé, après optimisation et
calibration de l’algorithme en mars 2012 en utilisant 1 fb−1 de données. Les points noirs
correspondent aux données, la courbe rouge est l’ajustement de la fonction d’asymétrie. Le
graphique du dessous représente les pulls des résiduals par rapport à la fonction d’ajuste-
ment.
dans le tableau 6.1 sont issues de l’optimisation de la puissance d’étiquetage dans
les désintégrations B+ → J/ψK+. Les performances de l’algorithme sont ensuite
vérifiées avec les candidats B+ → J/ψK+ n’ayant pas servi à l’optimisation et les
désintégrations B0d → J/ψK∗.
6.3.2 Sélection du marqueur : charge du vertex secondaire
La sélection du marqueur multi traces est basée sur la reconstruction inclusive
du vertex secondaire. Deux traces ayant une impulsion transverse supérieure à
0.15GeV/c ainsi qu’un paramètre d’impact par rapport au vertex primaire de sig-
nificance supérieure à 2.5 sont sélectionnées pour former un vertex. Celui-ci doit
avoir une bonne qualité d’ajustement, être dans l’acceptance du détecteur et distant
du vertex primaire.
Pour chaque paire de traces, on construit une fonction de vraisemblance à partir
des informations géométriques, cinématiques et de qualité sur ces traces. Parmi
tous les vertex reconstruits, celui ayant la plus grande fonction de vraisemblance
est sélectionné. Puis l’algorithme cherche d’autres traces compatibles avec ce vertex,
mais pas avec le vertex primaire. Au final, la somme des traces composant le vertex
secondaire doivent répondre aux conditions définies dans le tableau 6.2.
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Marqueurs min pT min p min IP/σIP Identification min IPPU/σIPPU max track χ
2/nd f
[ GeV/c] [ GeV/c] de particules
µ 1.2 2 0 ∆ lnLµπ > 2.5 3 3.2
e 1 2 1 ∆ lnLeπ > 4 5 3.85
E/ptot >0.75
K 0.7 5.0 4.3 ∆ lnLKπ > 0.75 7.5 2.45
∆ lnLKπ − ∆ lnLpπ > −3
TABLE 6.1: Résumé des coupures optimisées de l’algorithme d’étiquetage des marqueurs traces du côté opposé, avec 1 fb−1 des
données 2011.
Marqueurs min 〈IPi/σiIP〉 min ∑i piT min ∑i pi min |∑i pi|M| max ∑i 6=seedi DOCAi
[ GeV/c] [ GeV/c] [ GeV/c] [mm]
Qvtx 10 1.55 8 0.6 0.5
TABLE 6.2: Résumé des coupures optimisées de l’algorithme d’étiquetage pour le vertex secondaire, avec 1 fb−1 des données 2011.
L’indice i désigne les traces servant à reconstruire le vertex.
6.4. ÉTALONNAGE DE LA PROBABILITÉ DE MAUVAIS ÉTIQUETAGE 103
Une fois ce vertex reconstruit, l’algorithme calcule sa charge afin de déterminer
la saveur du hadron B. Elle correspond à la somme des charges Qi de chaque par-
ticule pondérée par leur impulsion transverse à la puissance κ : Qvtx =
∑i p
κ
T(i)Qi
∑i p
κ
T(i)
La
puissance κ a aussi été optimisée. Sa valeur est de 0.55. Seuls les évènements ayant
une charge absolue supérieure à 0.17 sont considérés comme étiquetés.
Une fois ce marqueur optimisé, ses performances sont testées avec les désinté-
grations B+ → J/ψK+ et B0d → J/ψK∗.
6.4 Étalonnage de la probabilité de mauvais étiquetage
L’algorithme sélectionne des marqueurs auxquels il associe une probabilité es-
timée de mauvais étiquetage. Dans un premier temps, nous définissons cette prob-
abilité puis sa calibration pour chaque marqueur. Ensuite, nous présentons la com-
binaison des décisions des marqueurs pour un même évènement. L’algorithme as-
socie une probabilité de mauvais étiquetage à cette décision. Nous détaillons alors
l’étalonnage de cette probabilité, puis nous calculons les incertitudes systématiques
associées à cette calibration.
6.4.1 Réponse de l’algorithme d’étiquetage pour chaque marqueur
L’algorithme d’étiquetage renvoit pour chaque marqueur la saveur initiale du
signal. La décision est −1 si le B de signal contient un quark b, +1 s’il y a un quark
b, et 0 dans les cas non-étiquetés.
De plus, l’algorithme associe à chaque décision une probabilité de mauvais éti-
quetage estimée η. Celle-ci est issue d’un réseau de neurones tenant compte des
propriétés cinématiques du marqueur et de l’évènement. Il est conçu pour opti-
miser la séparation entre les évènements correctement et incorrectement étiquetés,
tout en utilisant un minimum de variables. Pour les marqueurs à trace unique, les
variables discriminantes sont les impulsions totale et transverse des particules ainsi
que les paramètres d’impact par rapport au vertex primaire. Pour la charge de ver-
tex secondaire, le réseau de neurones utilise le nombre de traces associées au vertex,
leur impulsion transverse moyenne, leur paramètre d’impact moyen par rapport
au vertex primaire, leur distance de plus courte approche, la fonction de vraisem-
blance auparavant définie, la fraction de traces longues composant le vertex et la
valeur absolue de la charge du vertex.
Le réseau de neurones est entraîné sur la simulation Monte Carlo, dans les dés-
intégrations B+ → J/ψK+. Dans cette phase d’entrainement, la vraie saveur du
méson B est utilisée pour définir la combinaison de variables maximisant la sépara-
tion entre évènements correctement et incorrectement étiquetés. La probabilité de
mauvais étiquetage estimée est obtenue à partir de la sortie du réseau de neurones :
neti. Pour chaque marqueur, la dépendance de la probabilité ηi en fonction de neti
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s’exprime de la manière suivante : ηi = 1− (ai + bi × neti). Les paramètres ai et bi
sont ajustés sur les évènements de la simulation Monte Carlo.
Cette probabilité de mauvais étiquetage estimée dans la simulation doit être
vérifiée dans les données. Par simplicité, on suppose que la fraction de mauvais
étiquetage ω issue des vraies données est reliée à la probabilité estimée η par une
fonction linéaire avec 2 coefficients correcteurs p0 et p1 :
ωi(ηi) = p0 + p1 × (ηi − 〈η〉). (6.14)
La dépendance linéaire sur ηi est centrée sur sa valeur moyenne 〈η〉 afin de
réduire la corrélation entre les paramètres p0 et p1. Les facteurs de correction p0 et p1
sont déterminés dans le canal B+ → J/ψK+. Leurs valeurs pour chaque marqueur
sont indiquées dans le tableau 6.3.
Après cet étalonnage, on réajuste la fonction ωi(ηc) = p0 + p1 × (ηc − 〈η〉) sur
les données. La correction est juste si p1 est compatible avec 1, et p0 avec 〈η〉. Cette
vérification est effectuée dans les désintégrations B+ → J/ψK+ et B0d → J/ψK∗.
Marqueurs p0 p1 〈η〉
µ 0.309±0.004 1.20±0.06 0.304
e 0.306±0.006 0.974±0.09 0.346
K 0.393±0.002 0.706±0.04 0.354
Qvtx 0.404±0.002 0.84±0.03 0.362
OS 0.392±0.002 0.921±0.02 0.363
TABLE 6.3: Paramètres de la calibration des marqueurs du côté opposé déterminés
en utilisant le canal B+ → J/ψK+.
Pour améliorer la puissance d’étiquetage des marqueurs kaon et charge du ver-
tex, une coupure sur cette probabilité de mauvais étiquetage estimée est appliquée.
6.4.2 Combinaison des décisions des marqueurs
Lorsque plusieurs décisions demarqueurs sont disponibles pour unmême évène-
ment, différentes stratégies sont possibles pour obtenir une seule et unique décision
pour le côté opposé. Dans la suite, nous présentons la combinaison utilisée pour l’-
analyse des données 2011.
Soit pi la probabilité que le marqueur i ait la décision di, donc pi = 1−ωi. Cette
décision a pour valeur 1 si le méson contient un quark b, −1 si le méson a un b, et
0 lorsque le marqueur n’a pas de réponse. Alors la probabilité que l’évènement soit
étiqueté b ou b correspond au produit des décisions de chaquemarqueur disponible
pondéré par la probabilité que cette décision soit fausse. On obtient donc les équa-
tions suivantes pour p(b) la probabilité que l’évènement contienne un quark b, et
p(b) un quark b :
p(b) = ∏
i
(
1+ di
2
− di pi), p(b) = ∏
i
(
1− di
2
+ di pi). (6.15)
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On en déduit la probabilité combinée P(b) que le méson contienne un quark b, et
P(b) qu’il contienne un quark b :
P(b) = p(b)
p(b) + p(b)
, P(b) = 1−P(b). (6.16)
La décision finale est prise à condition que la probabilité soit supérieure à 0.56. Cette
coupure permet d’exclure les évènements ambigus dont les probabilités d’avoir un
quark b ou un b sont assez proches.
Du fait de la corrélation entre les marqueurs, la probabilité combinée est sures-
timée. La principale corrélation est entre la charge du vertex secondaire et les mar-
queurs à trace unique. Dans certains cas les mêmes particules sont utilisées par ces
2 marqueurs. Le tableau 6.4 donne les corrélations entre les marqueurs extraites de
la simulation Monte Carlo pour le signal B+ → J/ψK+. On peut aussi calculer l’ef-
ficacité relative d’étiquetage de chaque marqueur par rapport à tous les marqueurs
du côté opposé. Dans la simulation des désintégrations B+ → J/ψK+, le muon
étiquète 15.3% des évènements étiquetés du côté opposé. Ce taux est de 7.2% pour
l’électron, 51.9% pour le kaon, et 51.8% pour la charge inclusive du vertex. Si on
somme toutes ces efficacité relatives, les marqueurs ont étiquetés 126% des évène-
ments. Par conséquent, plus d’un quart des évènements est étiqueté par plusieurs
marqueurs. La corrélation totale est donc estimée à 26%.
Marqueurs µ e K Qvtx
µ - 0.32% 3.6% 5.1%
e - - 2.1% 2.3%
K - - - 18.0%
TABLE 6.4: Corrélation entre les marqueurs du côté opposé calculée pour les évène-
ments B+ → J/ψK+.
Afin de corriger cette corrélation, on calibre la probabilité combinée de fraction
de mauvais étiquetage du côté opposé. Cette calibration s’écrit :
ωOS = p0 + p1 × (ηOS − 〈η〉). (6.17)
Dans les données 2011, cette calibration a été effectuée dans le canal B+ → J/ψK+.
Les paramètres de correction sont alors :
p0 = 0.392± 0.002 et p1 = 0.921± 0.02. (6.18)
6.4.3 Vérification de l’étalonnage
Après avoir calibré les probabilités estimées de fraction de mauvais étiquetage,
pour chaque marqueur et leur combinaison, il faut vérifier la justesse de cet étalon-
nage. On utilise alors les données B+ → J/ψK+ n’ayant pas servi à la calibration.
L’étalonnage est validé comme l’atteste le tableau 6.5.
106 CHAPITRE 6. L’ÉTIQUETAGE DE LA SAVEUR
Marqueurs p0 p1 〈η〉 ρ(p0, p1)
µ 0.294±0.006 1.044±0.008 0.315
e 0.309±0.009 0.998±0.015 0.307
K 0.394±0.004 0.998±0.010 0.395
Qvtx 0.403±0.004 0.992±0.009 0.398
OS 0.392±0.002 1.035±0.021 0.391 0.13
TABLE 6.5: Paramètres de calibration et de correlation pour les marqueurs du côté
opposé déterminés en utilisant le canal B+ → J/ψK+, après l’étalonnage .
Pour utiliser l’algorithme d’étiquetage du côté opposé lors de la mesure de la
phase φs, il faut vérifier que l’étalonnage effectué dans le canal B+ → J/ψK+ peut
être exporté dans un canal de contrôle. On teste alors cette calibration dans les dés-
intégrations B0d → J/ψK∗.
Les paramètres p0 et p1 du canal B0d → J/ψK∗ sont extraits d’un ajustement
de la fraction de mauvais étiquetage pour différentes catégories de probabilité de
mauvais étiquetage. Les figures 6.5 illustrent les calibrations dans B+ → J/ψK+
et B0d → J/ψK∗. Les paramètres déterminés dans les désintégrations B0d → J/ψK∗
sont :
p0 = 0.400± 0.004 p1 = 1.039± 0.053 〈η〉 = 0.390 ρ = 0.09, (6.19)
avec ρ le coefficient de corrélation reliant les paramètres p0 et p1. La valeur du
paramètre p1 est compatible avec 1 , tandis que p0 diffère de la valeur 〈η〉. Cet
écart est de +0.010 ± 0.004, soit un effet à 2.5 écarts standards. Il peut indiquer
une sous-estimation de la probabilité de mauvais étiquetage estimée. Des études
dans la simulation Monte Carlo MC10 [81] n’ont pas montré de désaccord entre
les calibrations des canaux B+ → J/ψK+, B0d → J/ψK∗, B0s → J/ψφ. Par ailleurs,
la calibration a aussi été testée dans les désintégrations B0d → Dπ et B0d → Kπ
dans les données 2011, et tous les paramètres p0 sont compatibles avec ceux de
B+ → J/ψK+ à moins de 2 écarts standards. Cette différence de calibration entre
les canaux B+ → J/ψK+ et B0d → J/ψK∗ constitue la plus importante incertitude
systématique liée à l’étalonnage comme présenté dans la section suivante.
6.4.4 Evaluation des incertitudes systématiques liées à l’étalonnage
L’évaluation des incertitudes systématiques liées à l’étalonnage est déterminée
par les différences entre les paramètres p0, p1 de référence et ces mêmes paramètres
calculés dans des conditions différentes. Cette démarche est effectuée dans les canaux
B+ → J/ψK+ et B0d → J/ψK∗.
La calibration a été vérifiée pour 3 périodes de prise de données déterminées
par les arrêts techniques du LHC en 2011. Les tableaux 6.7 et 6.8 montrent que la
calibration est compatible entre ces 3 conditions. Par conséquent, aucun incertitude
systématique n’est assignée.
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FIGURE 6.5: Ajustement de la fonction de calibration pour la combinaison des
marqueurs du côté opposé pour les désintégrations B+ → J/ψK+ à gauche et
B0d → J/ψK∗ à droite.
Puis nous avons vérifié que le nombre de vertex primaires dans un évènement
n’affecte pas la calibration de l’étiquetage. Ceci est expliqué par le fait que le nom-
bre de vertex primaires est une des variables du réseau de neurones déterminant la
probabilité estimée demauvais étiquetage. Aucune systématique n’est donc ajoutée.
Nous avons aussi testé l’influence de la polarité de l’aimant. En effet, il peut
induire des asymétries dans la calibration à cause de l’efficacité du détecteur ou
bien de la précision de l’alignement. Le tableau 6.7 atteste que ce n’est pas le cas.
Aucune incertitude systématique n’est donc ajoutée.
Les différences des interactions entre particules et antiparticules avec la matière
peuvent être une source d’asymétries. Pour tester cela, on divise le lot de données en
fonction de la saveur initiale du méson B. Les paramètres p0 diffèrent alors de 0.011
comme présenté dans le tableau 6.7. Ceci entraîne une incertitude systématique
supplémentaire de 0.005. Dans les futures analyses, cet effet pourra être réduit en
tenant compte de l’asymétrie directement dans les ajustements.
Une autre source de systématique investiguée est le modèle d’ajustement des
désintégrations B+ → J/ψK+. Différentes vérifications ont été effectuées en changeant
ce modèle. Parmi toutes ces vérifications, seul le plus grand écart avec les valeurs
de référence est utilisé pour calculer une incertitude systématique.
La dernière source de systématiques est due aux différences d’étiquetage entre
les désintégrations B0d → J/ψK∗ et B+ → J/ψK+. Tous les tests précédents ont
été effectués et validés pour les désintégrations B0d → J/ψK∗ comme le montre le
tableau 6.8. Le principal désaccord entre les 2 désintégrations est dû à la calibra-
tion. Lorsque celle-ci est testée dans les désintégrations B0d → J/ψK∗, le paramètre
p0 diffère de la moyenne de la probabilité de mauvais étiquetage de+0.010± 0.004.
L’étalonnage a aussi été vérifié dans les désintégrations B0d → Dπ. Le paramètre p0
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présente alors une différence de +0.005± 0.003. Afin de prendre en compte ces dif-
férences de calibration, leur moyenne constitue une nouvelle incertitude systéma-
tique sur p0 de +0.0075. Il s’agit de l’incertitude la plus importante de l’étiquetage.
Après avoir évalué les différentes contributions, les incertitudes sont ajoutées
demanière quadratique. Les principales incertitudes sont listées dans le tableau 6.6.
Finalement, les valeurs des paramètres de calibration à utiliser lors de l’extraction
de la phase φs sont :
p0 = 0.392± 0.002± 0.009, p1 = 1.035± 0.021± 0.012 et 〈η〉 = 0.391. (6.20)
Effet systématique δp0 δp1
Modèle d’ajustement < ±0.001 ±0.012
Saveur ±0.005 −
Dépendance du canal ±0.0075 −
Total ±0.009 ±0.012
TABLE 6.6: Résumé des principales incertitudes systématiques sur les paramètres
de l’étalonnage.
6.5 Performances de l’algorithme d’étiquetage
L’algorithme d’étiquetage du côté opposé est optimisé et calibré avec les don-
nées 2011. Dans la suite, nous présentons ses performances globales dans les désin-
tégrations B+ → J/ψK+ et B0d → J/ψK∗. Puis nous abordons les performances par
évènement pour les canaux B+ → J/ψK+, B0d → J/ψK∗ et B0s → J/ψφ.
6.5.1 Performances globales
Les performances d’étiquetage dans les désintégrations B+ → J/ψK+ et B0d →
J/ψK∗ résultant d’un ajustement global sont résumées dans les tableaux 6.9. Les
puissances d’étiquetage moyennes sont :
– εtagD2 = (1.81± 0.05)% dans le canal B+ → J/ψK+,
– εtagD2 = (1.46± 0.12)% dans le canal B0d → J/ψK∗.
La différence entre les performances dans ces 2 canaux est due à la fraction de mau-
vais étiquetage. Celle-ci est en effet meilleure dans les désintégrations B+ → J/ψK+
que dans B0d → J/ψK∗.
Nous avons étudié ses performances globales dans différentes configurations.
Tout d’abord nous avons vérifié que la polarité de l’aimant n’affecte pas les perfor-
mances de l’algorithme, comme le montre la table 6.10.
Nous avons aussi déterminé l’influence du nombre de vertex primaires sur les pro-
priétés d’étiquetage. La table 6.11 montre que l’efficacité d’étiquetage diminue en
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Effet systématique p0 p1
Désintégrations B+ → J/ψK+ (〈ηc〉= 0.391)
référence OS 0.392±0.002 1.035±0.021
run <95000 : 0.394±0.003 1.033±0.034
run 95000−101000 : 0.387±0.003 1.029±0.038
run >101000 : 0.393±0.003 1.039±0.035
systématique – –
nPV=1 0.390±0.003 1.043±0.034
nPV=2 0.393±0.003 1.055±0.034
nPV>2 0.392±0.003 0.989±0.041
systématique – –
Décision d’étiquetage : b-meson 0.397±0.002 1.062±0.029
Décision d’étiquetage : b¯-meson 0.386±0.002 1.006±0.029
systématique ±0.005 —
Polarité : Up (positive) 0.388±0.003 1.032± 0.032
Polarité : Down (négative) 0.394± 0.002 1.036± 0.027
systématique — —
Modèle d’ajustement : seulement la masse 0.392±0.002 1.035± 0.020
Modèle d’ajustement : bruit simplifié 0.393±0.002 1.023± 0.020
Modèle d’ajustement : pd f s(η) = pd f bkg(η) 0.391±0.002 1.041± 0.021
Modèle d’ajustement : pd f s(η)↔ pd f bkg(η) 0.391±0.002 1.047± 0.021
systématique ±0.001 ±0.012
Systématique totale ±0.005 ±0.012
TABLE 6.7: Paramètres de la calibration de l’étiquetage du côté opposé, calculés
dans des conditions différentes pour le canal de contrôle B+ → J/ψK+. Pour ces
vérifications, la valeur de 〈ηc〉 est fixée à la valeur de référence utilisée lors de l’a-
justement. Lorsqu’aucune systématique n’est indiquée, cela signifie que sa valeur
est négligeable.
fonction du nombre de vertex alors que la fraction de mauvais étiquetage est peu
affectée.
Une autre vérification consiste à s’assurer que la fraction de mauvais étique-
tage est indépendante de l’impulsion transverse du méson B de signal. Pour cela,
nous avons déterminé les performances de l’étiquetage suivant 4 catégories d’im-
pulsion transverse, définies dans la table 6.12. On s’apercoit alors que la probabilité
d’avoir un évènement étiqueté augmente lorsque l’impulsion transverse croit, mais
la fraction de mauvais étiquetage reste constante. Du fait de cette invariance, on
peut mesurer cette fraction de mauvais étiquetage dans un canal de contrôle et l’u-
tiliser dans un canal de référence sans se soucier de la distribution de l’impulsion
transverse.
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Effet systématique p0 p1 p0 − p1 < ηc >
Désintégrations B0d → J/ψK∗(〈ηc〉=0.390)
référence OS 0.400±0.004 1.039±0.053 −0.005±0.021
run <95000 : 0.398±0.007 0.988±0.089 0.013±0.035
run 95000−101000 : 0.400± 0.008 0.953± 0.098 0.028±0.039
run >101000 : 0.403± 0.007 1.157± 0.089 −0.048± 0.035
nPV =1 0.401± 0.007 1.093± 0.058 −0.025± 0.024
nPV =2 0.404± 0.006 1.006± 0.087 0.012± 0.034
nPV >2 0.396± 0.008 0.928± 0.109 0.034± 0.043
Décision de l’étiquetage : b-méson 0.413± 0.006 1.076± 0.076 −0.007± 0.030
Décision de l’étiquetage : b¯-méson 0.387± 0.006 0.986± 0.076 0.002± 0.030
Polarité : Up (positive) 0.396± 0.006 0.963± 0.081 0.020± 0.032
Polarité : Down (négative) 0.403± 0.006 1.086± 0.071 −0.021± 0.028
TABLE 6.8: Paramètres de la calibration de l’étiquetage du côté opposé, calculés
dans des conditions différentes pour le canal de contrôle B0d → J/ψK∗. Pour ces
vérifications, la valeur de 〈ηc〉 est fixée à la valeur de référence utilisée lors de l’a-
justement. La colonne p0− p1〈ηc〉 égale à 0 avec les incertitudes statistiques indique
la compatibilité entre les paramètres de la calibration dans différentes conditions et
les paramètres de référence.
Marqueurs εtag[%] ω [%] εtag(1− 2ω)2 [%]
B+ → J/ψK+
µ 5.20 ± 0.04 30.8 ± 0.4 0.77 ± 0.04
e 2.46 ± 0.03 30.9 ± 0.6 0.36 ± 0.07
K 17.67 ± 0.08 39.33 ± 0.24 0.81 ± 0.04
Qvtx 18.46 ± 0.08 40.31 ± 0.24 0.70 ± 0.04
OS (ηc < 0.42) 18.85 ± 0.08 34.5 ± 0.2 1.81 ± 0.05
B0d → J/ψK∗
µ 5.18 ± 0.07 33.8 ± 1.0 0.54 ± 0.07
e 2.49 ± 0.05 36.0 ± 1.4 0.19 ± 0.04
K 18.1 ± 0.1 40.0 ± 0.6 0.72 ± 0.09
Qvtx 18.4 ± 0.1 39.9 ± 0.6 0.75 ± 0.09
OS (ηc < 0.42) 19.0 ± 0.1 36.1 ± 0.5 1.46 ± 0.12
TABLE 6.9: Performances de l’algorithme d’étiquetage pour les marqueurs du côté
opposé ainsi que leur combinaison pour les désintégrations B+ → J/ψK+ et B0d →
J/ψK∗. Les incertitudes sont uniquement dues à la statistiques.
6.5.2 Performances par évènement
Pour extraire les performances de l’étiquetage du signal évènement par évène-
ment, on utilise la technique des sPlots [57]. Cela consiste à déterminer des poids
à partir d’un ajustement sur la masse des candidats B+ → J/ψK+, B0d → J/ψK∗
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Polarité du champ magnétique εtag[%] ω [%] εtag(1− 2ω)2 [%]
B+ → J/ψK+
+ 18.8 ± 0.1 34.3 ± 0.4 1.86 ± 0.10
− 18.9 ± 0.1 34.7 ± 0.3 1.77 ± 0.08
B0d → J/ψK∗
+ 18.9± 0.2 36.0± 0.8 1.48± 0.19
− 19.2± 0.2 36.2± 0.7 1.47± 0.16
TABLE 6.10: Performances de l’étiquetage pour la combinaison des marqueurs du
côté opposé dans les désintégrations B+ → J/ψK+ et B0d → J/ψK∗ sur 1 fb−1 de
données avec la coupure ηc < 0.42 en fonction de la polarité de l’aimant de LHCb.
Nombre de vertex primaires εtag[%] ω [%] εtag(1− 2ω)2 [%]
B+ → J/ψK+
1 20.78 ± 0.14 34.3 ± 0.4 2.05 ± 0.12
2 19.15 ± 0.13 34.7 ± 0.4 1.80 ± 0.10
>2 15.98 ± 0.15 34.7 ± 0.5 1.50 ± 0.11
B0d → J/ψK∗
1 20.8± 0.2 35.3± 0.8 1.80± 0.22
2 19.2± 0.2 36.8± 0.9 1.33± 0.19
>2 16.2± 0.2 36.3± 1.1 1.22± 0.22
TABLE 6.11: Performances de l’étiquetage pour la combinaison des marqueurs du
côté opposé dans les désintégrations B+ → J/ψK+ et B0d → J/ψK∗ sur 1 fb−1 de
données avec la coupure ηc < 0.42, en fonction du nombre de vertex primaires.
B pT intervalles [GeV/c] εtag[%] ω [%] εtag(1− 2ω)2 [%]
B+ → J/ψK+
0-3 (ηc < 0.42) 17.88 ± 0.17 34.6 ± 0.5 1.70 ± 0.12
3-6 (ηc < 0.42) 18.41 ± 0.13 34.7 ± 0.4 1.73 ± 0.10
6-10 (ηc < 0.42) 19.53 ± 0.16 34.9 ± 0.4 1.79 ± 0.12
>10 (ηc < 0.42) 20.22 ± 0.21 33.8 ± 0.6 2.12 ± 0.17
B0d → J/ψK∗
0-3 (ηc < 0.42) 17.9± 0.3 35.1± 1.5 1.59± 0.34
3-6 (ηc < 0.42) 18.9± 0.2 37.3± 0.9 1.22± 0.19
6-10 (ηc < 0.42) 19.8± 0.2 35.7± 0.9 1.62± 0.22
>10 (ηc < 0.42) 20.2± 0.3 34.8± 1.1 1.88± 0.29
TABLE 6.12: Performances de l’étiquetage pour la combinaison des marqueurs du
côté opposé dans les désintégrations B+ → J/ψK+ et B0d → J/ψK∗ en fonction de
l’impulsion transverse du méson B de signal dans 1 fb−1 de données.
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et B0s → J/ψφ comme sur les figures 6.6. Ensuite, ces poids sont utilisés afin de
soustraire les composantes de bruit de fond. On peut alors comparer les distribu-
tions de probabilité estimée de fraction de mauvais étiquetage ainsi que leur dépen-
dance par rapport à l’impulsion transverse du méson B de signal comme le mon-
trent les figures 6.7. Ces figures sont obtenues après les sélections officielles. Ces
distributions confirment les résultats obtenues dans la simulation [81], à savoir que
la fraction de mauvais étiquetage et sa calibration sont compatibles entre canaux de
contrôle B+ → J/ψK+ et B0d → J/ψK∗ avec B0s → J/ψφ.
On trouve alors que l’efficacité d’étiquetage dans les désintégrations B0s → J/ψφ
est (32.99±0.33)%, donc compatible avec les performances dans B+ → J/ψK+ et
B0d → J/ψK∗. Puis on peut calculer la dilution effective définie par :
Deff =
√√√√ 1
N
N
∑
i=1
D2i (6.21)
avec N le nombre d’évènements de signal étiquetés et Di la dilution estimée pour
l’évènement i telle que Di = (1 − 2ωi), avec ωi la fraction de mauvais étique-
tage par évènement reliée à la probabilité estimée ηi par la relation de calibra-
tion : ωi = p0 + p1(ηi − 〈η〉). L’incertitude sur la dilution effective est obtenue
en propageant les incertitudes des paramètres de calibration. On peut ainsi déter-
miner les performances de l’algorithme de côté opposé évènement par évènement.
Celles-ci sont toutes comptabiles comme présenté dans le tableau 6.13 pour les dés-
intégrations B+ → J/ψK+, B0d → J/ψK∗ et B0s → J/ψφ. Les puissances d’étiquetage
sont :
εtagD2eff = (2.35± 0.06± 0.26)% pour B+ → J/ψK+,
εtagD2eff = (2.37± 0.06± 0.26)% pour B0d → J/ψK∗,
εtagD2eff = (2.29± 0.07± 0.26)% pour B0s → J/ψφ.
(6.22)
Marqueurs εtag[%] ω [%] εtagD2eff [%]
B+ → J/ψK+
OS 33.17 ± 0.09 36.7 ± 0.2 ± 0.7 2.35 ± 0.06 ± 0.26
B0d → J/ψK∗
OS 33.27± 0.14 36.7± 0.2± 0.7 2.37± 0.06± 0.26
B0s → J/ψφ
OS 32.99± 0.33 36.8± 0.2± 0.7 2.29± 0.07± 0.26
TABLE 6.13: Performances par évènement des marqueurs OS pour les désintégra-
tions B+ → J/ψK+, B0d → J/ψK∗ et B0s → J/ψφ, avec 1 fb−1.
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FIGURE 6.6: Ajustement sur la masse des candidats étiquetés B+ → J/ψK+ (haut),
B0d → J/ψK∗ (milieu), et B0s → J/ψφ (bas), servant à la technique des sPlots sur 1
fb−1 des données 2011.
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6.6 Conclusions sur l’étiquetage
L’algorithme d’étiquetage du côté opposé a été optimisé et calibré avec les dés-
intégrations B+ → J/ψK+ et B0d → J/ψK∗ dans les données 2011 enregistrées par
le détecteur LHCb. Le canal B+ → J/ψK+ a permis d’optimiser les coupures sélec-
tionnant les marqueurs en maximisant la puissance d’étiquetage et de calibrer la
probabilité estimée de fraction de mauvais étiquetage par évènement. Les perfor-
mances ont été vérifiées en utilisant notamment les désintégrations B0d → J/ψK∗.
Les paramètres de calibration déterminés dans B+ → J/ψK+ sont :
p0 = 0.392± 0.002± 0.009, p1 = 1.035± 0.021± 0.012, 〈η〉 = 0.391. (6.23)
Les incertitudes systématiques sont majoritairement dues aux différences entre les
calibrations dans les désintégrations B+ → J/ψK+ et B0d → J/ψK∗. Le paramètre p0
mesuré dans ces 2 canaux présente une différence de l’ordre de 2.5 écarts standards.
En utilisant la probabilité estimée de fraction de mauvais étiquetage par évène-
ment, on obtient les puissances d’étiquetage suivantes :
(2.35± 0.06± 0.26)% pour B+ → J/ψK+,
(2.37± 0.06± 0.26)% pour B0d → J/ψK∗,
(2.29± 0.07± 0.26)% pour B0s → J/ψφ.
(6.24)
Pour extraire la valeur de la phase φs, la probabilité estimée de fraction de mau-
vais étiquetage par évènement est utilisée. L’ajustement tient compte des incerti-
tudes sur les paramètres de la calibration en les contraignant par une distribution
gaussienne. Ainsi, l’incertitude statistique sur la mesure de φs obtenue après l’a-
justement contient les incertitudes dues à l’étiquetage.
6.6.
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FIGURE 6.7: Distributions de la fraction de mauvais étiquetage (haut) et distribution de la fraction de mauvais étiquetage en fonction
de l’impulsion transverse du méson de signal (bas) après l’étalonnage pour B+ à gauche, B0d au milieu et B
0
s à droite, pour les
évènements de signal dans les données 2011.

Chapitre 7
Mesure de la phase φs
Dans ce chapitre, nous présentons les résultats de la mesure de φs avec 1 fb−1.
Pour cette mesure, détaillée dans [56], j’ai contribué à l’optimisation ainsi qu’à la
calibration de l’algorithme d’étiquetage développé dans le chapitre 6. L’ajustement
a été développé dans [70].
Dans un premier temps, nous détaillons les résultats de LHCb, puis nous présen-
tons la combinaison mondiale de la mesure de φs ainsi que les interprétations de
ces résultats. Ensuite nous abordons les perspectives de la mesure de la phase φs.
7.1 Résultats présentés à Moriond 2012
Dans cette section, nous présentons la mesure de φs extraite des désintégrations
B0s → J/ψφ, puis sa combinaison avec les désintégrations B0s → J/ψπ+π− ainsi que
sa combinaison mondiale. Ensuite nous interprétons la valeur de cette mesure.
7.1.1 Extraction de φs dans les désintégrations B0s → J/ψφ
La fonction de vraisemblance définie dans le chapitre 3 est ajustée sur les can-
didats B0s → J/ψφ enregistrés sur les 1 fb−1 de l’année 2011. Ces candidats ont
été sélectionnés suivant la démarche présentée dans le chapitre 4. Le temps propre
des candidats B0s → J/ψφ est corrigé par une fonction linéaire décrite dans la sec-
tion 3.3.2 ainsi que par l’histogramme présenté dans la section 4.1. La résolution
temporelle est modélisée par la somme de 3 gaussiennes utilisant les incertitudes
temporelles de chaque évènement comme expliqué dans la section 3.3.2. Le fac-
teur correcteur Dt est alors extrait d’un ajustement sur du bruit de fond composé
uniquement de mésons J/ψ issus du vertex primaire. Cet ajustement est réalisé
dans les données 2011, avec la technique des sPlots [57]. La valeur du facteur cor-
recteur est : St = 1.45± 0.06. Cela correspond à une résolution temporelle moyenne
de 45 fs. Les poids de corrections angulaires définis dans le chapitre 5 sont aussi ap-
pliqués lors de l’ajustement. L’algorithme d’étiquetage utilisé pour l’extraction de
φs est optimisé et étalonné avec les désintégrations B+ → J/ψK+ et B0d → J/ψK∗
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comme expliqué dans le chapitre 6. Les paramètres de calibration sont :
p0 = 0.392± 0.002± 0.009, p1 = 1.035± 0.021± 0.012, et 〈η〉 = 0.391.
Lors de l’ajustement, les incertitudes sur l’étiquetage sont contraintes de façon gaussi-
enne. Par conséquent, elles sont incluses dans l’incertitude statistique des paramètres
extraits tels φs. La puissance d’étiquetage dans le canal B0s → J/ψφ est : εtagD2 =
(2.29± 0.27)%. Les projections de cet ajustement correspondent aux figures 7.1 pour
la masse et 7.2 pour le temps propre et les angles.
Les paramètres extraits de cet ajustement ainsi que leurs incertitudes statistiques
et systématiques sont répertoriés dans le tableau 7.1. Les sensibilités attendues et
observées sont compatibles, comme résumées dans le tableau 7.2. L’ajustement a
convergé pour tous les paramètres excepté δ‖. Le profil de la fonction de vraisem-
blance pour tous les autres paramètres est parabolique dans un intervalle de ±1
écart standard. Quant à la phase forte δ‖, sa valeur centrale est proche de π donc
quasiment dégénérée avec la solution correspondant à la symétrie δ‖ → −δ‖. Seul
l’intervalle à 68% de niveau de confiance est cité pour la valeur de δ‖. Dans le
tableau 7.1, toutes les phases fortes concordent avec 0 ou π rad.
L’ajustement donne 2 solutions pour plusieurs paramètres. Ceci est dû à l’invari-
ance de ces paramètres sous la symétrie décrite par les équations 1.59. Or LHCb a
récemment levé cette ambiguité dans la référence [79]. La différence entre les phases
fortes de l’onde S et de l’onde P doit décroître en fonction de la masse invariante du
système K+K−. Parmi les 2 solutions, une croît en fonction de cette masse et l’autre
décroît. Cette seconde solution est donc correcte. Ainsi les valeurs de φs et de ∆Γs
sont :
φs = −0.001± 0.101± 0.027 rad et ∆Γs = 0.116± 0.018± 0.006ps−1.
Ces valeurs sont compatibles avec le Modèle Standard.
Paramètres Valeurs Stat. Syst.
Γs [ps−1] 0.6580 0.0054 0.0066
∆Γs [ps−1] 0.116 0.018 0.006
|A⊥(0)|2 0.246 0.010 0.013
|A0(0)|2 0.523 0.007 0.024
FS 0.022 0.012 0.007
δ⊥ [rad] 2.90 0.36 0.07
δ‖ [rad] [2.90, 3.47] 0.13
δs [rad] 2.90 0.36 0.08
φs [rad] -0.001 0.101 0.027
TABLE 7.1: Extraction des paramètres physiques ainsi que leurs incertitudes statis-
tiques et systématiques lors de l’ajustement sur les évènements B0s → J/ψφ.
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Paramètres Sensibilité attendue Sensibilité observée
Γs [ps−1] 0.0048 0.0054
∆Γs [ps−1] 0.017 0.018
|A⊥(0)|2 0.009 0.010
|A0(0)|2 0.006 0.007
FS 0.010 0.012
δ⊥ [rad] 0.32 0.36
δs [rad] 0.32 0.36
φs [rad] 0.10 0.10
δ∗‖ [rad] ∼ 0.16 ∼ 0.22
TABLE 7.2: Sensibilités statistiques attendues et observées sur les paramètres
physiques de B0s → J/ψφ, respectivement dans les colonnes de gauche et de droite.
Les sensibilités attendues sont calculées à partir de simulation de toys Monte Carlo,
générés avec les valeurs centrales mesurées dans les données, pour 25 000 évène-
ments B0s → J/ψφ. Puisqu’il y a 21 200 candidats B0s → J/ψφ dans les données
étudiées, les sensibilités observée sont attendues 1.09 fois plus grandes que les sen-
sibilités mesurées dans ces toys Monte Carlo. Le symbole ∗ indique que le profil de
la fonction de vraisemblance de la phase δ‖ n’est pas simplement parabolique.
Les incertitudes systématiques sur la mesure de la phase φs sont détaillées dans
le tableau 7.3. Les principales sources sont les acceptances angulaires discutées dans
la section 5.3.1 et la description du bruit de fond. Une incertitude systématique
importante provient de la non prise en compte de la violation CP directe et dans le
mélange, c’est-à-dire que |q/p| = 1 et A f = A f comme défini dans le chapitre 1. Les
incertitudes sont alors calculées en supposant une violation de l’ordre de 5%. Dans
une prochaine analyse, ces incertitudes pourraient être supprimées si l’ajustement
intègre les paramètres quantifiant ces violations.
Source ∆Γs φs
[ps−1] [rad]
Description du bruit 0.004 0.011
Acceptances angulaires 0.002 0.012
Modèle acceptance t 0.002 -
Asymétrie de production (± 10%) 0.002 0.008
CPV mélange & désintégration (± 5%) 0.002 0.020
Biais de l’ajustement 0.001 0.005
Somme quadratique 0.006 0.027
TABLE 7.3: Incertitudes systématiques des paramètres physiques extraits de l’ajuste-
ment de la fonction de vraisemblance décrivant les désintégrations B0s → J/ψφ.
CPV mélange et désintégration correspond à une hypothèse de violation CP dans
le mélange et dans les désintégrations de l’ordre de 5%.
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FIGURE 7.1: Distribution de la masse invariante pour les candidats B0s → J/ψφ re-
construits. La mass du J/ψ est contrainte lors de l’ajustement du vertex. La résolu-
tion de la masse du B0s est de 6.0 MeV/c
2.
7.1.2 Combinaison de la mesure de φs avec le canal B0s → J/ψpi
+pi−
Les désintégrations B0s → J/ψπ+π− peuvent aussi être utilisées pour extraire
la phase φs. Ces désintégrations ont un rapport de branchement plus faible que
B0s → J/ψφ. Leur état final étant CP impair à plus de 97.7% [82], l’extraction de la
phase φs ne nécessite pas d’analyse angulaire. La mesure de φs dans ce canal est
φs = −0.019+0.173−0.174 +0.004−0.003 rad avec 1 fb−1 de données.
Les mesures de φs sont alors combinées à travers un ajustement simultané sur
les désintégrations B0s → J/ψφ et B0s → J/ψπ+π−. La valeur de φs est :
φs = −0.002± 0.083± 0.027 rad.
Il s’agit de la meilleure mesure mondiale de la phase φs.
7.1.3 Combinaison de la mesure de φs avec CDF et D0
Actuellement, quatre expériences sont compétitives pour mesurer la phase φs.
Comme nous venons de le présenter, l’expérience LHCb a la meilleure précision
sur φs. Les expériences CDF [83] et D0 [84] installées auprès du Tevatron ont aussi
mesuré cette phase avec respectivement 9.6 fb−1 et 8 fb−1. Le groupe HFAG (Heavy
Flavor Average Group) [85] a combiné ces 3 mesures en additionnant leur fonc-
tion de vraisemblance dans le plan (∆Γs, φs). La figure 7.3 représente les meilleures
mesures de φs pour chaque expérience ainsi que leur combinaison.
Cette combinaison donne :
φs = −0.044+0.090−0.085 rad et ∆Γs = 0.105± 0.015 ps−1.
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FIGURE 7.2: Projection de l’ajustement sur les distributions du temps propre ainsi
que des angles des candidats B0s → J/ψφ reconstruits. Les points noirs correspon-
dent aux données et la ligne noire à la l’ajustement total. Les différentes com-
posantes sont représentées par : la ligne bleue entière pour le signal, les lignes
bleues en pointillés pour les différentes composantes CP de B0s → J/ψφ, la ligne
rose pour la projection de l’onde S, et en rouge le bruit de fond.
Dans le cadre du Modèle Standard, un ajustement global sur les données ex-
périmentales contraint de manière indirecte φs à : φSMs = −0.0363+0.0016−0.0015 rad[1].
La combinaison mondiale des mesures de φs est donc compatible avec le Modèle
Standard.
Durant la conférence ICHEP en juillet 2012, l’expérience ATLAS a présenté les
résultats de son analyse des désintégrations B0s → J/ψφ en utilisant 4.9 fb−1 [86] :
φs = 0.22± 0.41(stat)± 0.10(syst)rad et ∆Γs = 0.053± 0.021(stat)± 0.008(syst)ps−1.
(7.1)
7.1.4 Interprétation de la mesure de φs
La mesure de φs dans les désintégrations B0s → J/ψφ avec 1 fb−1 de données
par LHCb [87] est prise en compte lors de l’ajustement global sur les éléments de
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FIGURE 7.3: Mesures de la phase φs par les expériences LHCb, CDF et D0, ainsi que
leur combinaison dans le plan (∆Γs, φs) [85].
la matrice CKM par le groupe CKMfitter. Son but est de déterminer les valeurs
de ces éléments et de tester leur cohérence dans le cadre du Modèle Standard et
de contraindre la Nouvelle Physique. Cet ajustement a déjà révélé des différences
entre des paramètres mesurés et leurs valeurs prédites par le Modèle Standard. Par
exemple, la mesure de sin(2β) est en conflit avec le rapport de branchement de
Bd → τν à 2.8 écarts standards.
La référence [88] présente un nouvel ajustement global estimant la contribution
de la Nouvelle Physique. Les principales contraintes sont la mesure de φs par LHCb
et CDF ainsi que la mesure de l’asymétrie dite dimuon par D0 [21] :
ASL = 0.594adSL + 0.594a
s
SL [89] avec a
d,s
SL les asymétries spécifiques de saveur définies
par l’équation 1.47 représentant respectivement les systèmes B0d-B
0
d et B
0
s-B
0
s. Les
contributions de la Nouvelle Physique de ces systèmes sont notées ∆s pour B0s et ∆d
pour B0d comme introduit dans la section 1.4.2.
Différents scenarii sont alors investigués. Tout d’abord, la présence de Nouvelle
Physique est envisagée uniquement dans les éléments Md,s12 décrivant les mélanges
respectifs des mésons B0d et B
0
s. Dans l’hypothèse où les contributions ∆s et ∆d sont
ajustées indépendamment, donc en suposant que la structure des saveurs est arbi-
traire, les prédictions du Modèle Standard (∆s = ∆d = 1) sont alors défavorisées à
2.4 écarts standard. De la Nouvelle Physique reste possible à hauteur de 30 à 40 %
pour une significance de 3 écarts standards. D’autres modèles sont testés : le mod-
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èle de violation de saveur minimale avec les contributions de la Nouvelle Physique
∆s = ∆d réelles, ou bien un modèle avec des contributions complexes. Dans tous
ces scénarii, la valeur centrale de la mesure de φs par LHCb est en désaccord avec
celle de la mesure de ASL faite par l’expérience D0 comme illustré par la figure 7.4.
En effet, la mesure de φs réduit la possibilité de larges contributions de Nouvelle
Physique dans le domaine des mésons B0s, alors que la mesure de ASL est 34 fois
plus important que la prédiction du Modèle Standard.
Pour tenter de résoudre ce conflit, l’hypothèse de la présence deNouvelle Physique
dans les termes Γd,s12 est prise en compte dans l’ajustement global. Cette hypothèse
est donc déjà fortement contrainte par exemple par les mesures de Γs et Γd [90]. Avec
cet ajout, le Modèle Standard est défavorisé à 2.6 écarts standards, et des différences
persistent entre les mesures de φs et ASL.
En conclusion, la présence de la Nouvelle Physique dans les termes d’oscilla-
tion Md,s12 n’est pas suffisante pour expliquer le désaccord entre les mesures de φs
et ASL. De la Nouvelle Physique peut intervenir dans les termes de désintégra-
tion Γd,s12 malgré des fortes contraintes. De nouvelles mesures de la phase φs et de
l’asymétrie ASL notamment par l’expérience LHCb devrait permettre d’améliorer
notre compréhension de ce puzzle.
Une autre manière d’exploiter la mesure de φs est présentée dans [91]. De nom-
breux modèles de Nouvelle Physique prédisent une déviation de la mesure de φs
par rapport au Modèle Standard causée par des courants scalaires tels le champ
de Higgs. Or ces courants affectent aussi d’autres mesures comme les désintégra-
tions rares B0s → µ+µ−. La corrélation entre les mesures de − sin φs et le rapport
de branchement de ces désintégrations permet de discriminer plusieurs modèles
de Nouvelle Physique. La mesure de φs présentée dans cette thèse ainsi que la lim-
ite sur ce rapport de branchement [92] par LHCb ont permis d’exclure un nombre
important de modèles de Nouvelle Physique comme l’atteste la figure 7.5 dont les
zones grisées correspondent aux exclusions. Ces 2 mesures sont tout à fait compat-
ibles avec le Modèle Standard.
7.2 Perspectives
Dans cette section, nous discutons des perspectives de la mesure de φs. Dans un
premier temps, nous détaillons les améliorations possibles de la sensibilité sur la
mesure de φs avec 1 fb−1. Puis nous abordons l’amélioration du détecteur LHCb et
l’impact sur la mesure de φs.
7.2.1 Amélioration sur la sensibilité de la mesure de φs
Plusieurs améliorations sont possibles lors de la mesure de φs dans les désinté-
grations B0s → J/ψφ présentée dans cette thèse.
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FIGURE 7.4: Contraintes sur les paramètres de Nouvelle Physique dans les mésons
B0s, avec ∆s et ∆d ajustés de manière indépendante [88]. Le Modèle Standard cor-
respond aux points : Re ∆s = 1, Im ∆s = 0, compatible avec les résultats de
l’ajustement : Re ∆s = 0.965+0.133−0.078, Im ∆s = 0.00
+0.10
−0.10.
Comme expliqué dans la section 4.1.1, les lignes du système de déclenchement
requises dans cette analyse ne sélectionnent que 77% des candidats B0s → J/ψφ en-
registrés. L’utilisation de nouvelles lignes permet d’ajouter environ 5000 candidats,
soit de réduire l’incertitude statistique sur la mesure de φs à 0.091 rad, en effectu-
ant une renormalisation naïve. L’analyse de ces candidats nécessite une nouvelle
correction temporelle ajoutant ainsi une incertitude systématique.
Une autre source d’amélioration du nombre d’évènements B0s → J/ψφ est l’u-
tilisation d’une sélection multivariée. Ceci a été discuté dans le chapitre 4. Pour que
cette technique ait un impact important, il faudrait développer cette sélection au
niveau du système de déclenchement ou du stripping.
Demeilleures performances de l’algorithme d’étiquetage permettent aussi d’ob-
tenir une meilleure sensibilité sur la mesure φs. Plus précisément, l’ajout du mar-
queur kaon dit de côté signal améliorerait la puissance d’étiquetage de 2.4% à 3.4%.
Ceci diviserait l’erreur sur φs d’un facteur
√
3.4
2.4 = 1.2.
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FIGURE 7.5: Rapport de branchement des désintégrations B0s → µ+µ− en fonction
de la valeur de− sin φs [91]. Les zones grisées correspondent aux exclusions, tandis
que l’étoile est la prédiction du Modèle Standard. Plusieurs modèles de Nouvelle
Physique apparaissent : MSSM correspond au modèle de violation minimale de la
saveur dans les modèles de Supersymétrie, 2HDMMFV est un modèle avec 2 dou-
blets de Higgs avec le minimum de violation dans la saveur .
La mesure de φs peut aussi être extraite d’autres désintégrations. Pour l’instant,
seules les désintégrations B0s → J/ψφ et B0s → J/ψπ+π− ont été analysées. D’autres
processus b → ccs peuvent aussi contribuer à la mesure de φs. Par exemple, le
canal B0s → J/ψ(e+e−)φ présente la même phénoménologie et le même rapport
de branchement que B0s → J/ψ(µ+µ−)φ. La principale difficulté de cette analyse
provient de la reconstruction du méson J/ψ en 2 électrons. Les lignes du système
de déclenchement ainsi que du stripping sont donc différentes.
Le canal B0s → ψ(2S)(µ+µ−)φ peut aussi être investigué. Il suit une stratégie
identique à B0s → J/ψ(µ+µ−)φ, mais en remplacant la résonance J/ψ des muons
par un méson ψ(2S).
Des désintégrations purement CP paires peuvent aussi mesurer la phase φs :
B0s → J/ψη(→ γγ), B0s → J/ψη(→ π+π−π0), B0s → ηc(→ 4h)φ, B0s → D+s D−s [93],
B0s → J/ψη′(→ ργ) [94], B0s → J/ψη′(→ ηπ+π−) [95].
Ainsi des améliorations sont encore possibles pour obtenir la meilleure sensibil-
ité sur la mesure de φs en utilisant les données 2011.
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7.2.2 Horizons 2019 : amélioration du LHC et du détecteur LHCb
En 2019, les performances du LHC ainsi que ses détecteurs seront améliorées [33].
Le LHC délivrera des collisions avec une énergie au centre de masse de 14TeV. Les
collisions auront lieu toutes les 25 ns avec en moyenne 2 évènements par collision.
La luminosité instantanée sera alors de 1033 cm−2s−1. Le détecteur LHCb devrait
accumuler 5 fb−1 de données par an. L’exploitation de cette phase du LHC devrait
durer 10 ans. Dans la suite, nous présentons les perspectives sur la mesure de φs
avec une statistique de 50 fb−1 estimées par rappport aux mesures effectuées sur
1 fb−1.
L’augmentation de la luminosité diminue l’incertitude statistique sur φs d’un
facteur
√
50. Cette incertitude est aussi réduite d’un facteur
√
2 grâce à l’énergie
au centre de masse disponible. On s’attend alors aux incertitudes statistiques suiv-
antes :
– en étudiant les désintégrations B0s → J/ψφ : σstat(φs) = 10 mrad,
– en étudiant les désintégrations B0s → J/ψπ+π− : σstat(φs) = 17 mrad,
– en combinant ces 2 canaux : σstat(φs) = 8.3 mrad.
L’ajout du marqueur kaon du côté opposé divise cette incertitude d’un facteur 1.2.
Par conséquent, l’erreur statistique sur φs est proche de 7mrad [33]. Cette haute
luminosité permet aussi d’estimer la contribution des diagrammes pingouins dans
le canal B0s → J/ψK∗, comme expliqué dans la section 1.4.3.
Quant aux incertitudes systématiques, on peut prévoir en partie leur évolution.
Dans l’analyse du canal B0s → J/ψφ, la principale source d’incertitude systématique
est due à l’approximation |q/p| = 1 et |A f | = |A f |, c’est-à-dire que les violations
de la symétrie CP directe et indirecte sont négligées. Ceci peut être pris en compte
dans l’ajustement. Il en est de même pour l’asymétrie de production. Une autre in-
certitude systématique importante est la correction des distorsions angulaires. Cette
systématique peut être réduite grâce à une plus grande statistique dans la simula-
tionMonte Carlo des candidats B0s → J/ψφ ainsi qu’à unemeilleure compréhension
de cette simulation. Actuellement, la somme quadratique de ces incertitudes sur la
mesure de φs dans les désintégrations B0s → J/ψφ est estimée à 27mrad. Après ces
améliorations, on pense pouvoir réduire l’incertitude systématique à 5mrad [96].
Ainsi, en combinant les incertitudes statistique et systématique avec 50 fb−1 de
données, on s’attend à avoir une précision de 9 mrad sur la mesure de φs.
7.3 Conclusions
Avec 1 fb−1, l’expérience LHCb a réalisé la meilleure mesure de la phase φs dans
les désintégrations B0s → J/ψφ : φs = −0.001± 0.101± 0.027 rad. Cette phase a aussi
été extraite des désintégrations B0s → J/ψπ+π−. Ces 2 mesures ont été prises en
compte lors de la combinaison mondiale de la mesure de φs. La moyenne obtenue
est : φs = −0.044+0.090−0.085 rad [85]. Toutes ces valeurs sont compatibles avec le Mod-
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èle Standard, même si les incertitudes permettent encore la présence de Nouvelle
Physique.
Cependant cette possibilité se restreint. La confrontation de la mesure de φs par
LHCb et la mesure de asl par D0 montre des tensions sur la probabilité de Nou-
velle Physique dans le mélange B0s-B
0
s, et laisse penser que de la Nouvelle Physique
pourrait aussi apparaître dans les désintégrations. D’autre part la corrélation entre
les mesures de la phase φs et le rapport de branchement de B0s → µ+µ− de LHCb
a déjà écarté plusieurs modèles de Nouvelle Physique. Plus de mesures dans ce
secteur sont nécessaires.
La sensibilité sur la mesure de la phase φs sur 1 fb−1 de données peut être
améliorée de plusieurs façons. Plusieurs lignes du système de déclenchement peu-
vent être ajoutées. Une sélection multivariée peut aussi intervenir au niveau du
système de déclenchement ou du stripping. Une autre amélioration est l’ajout du
marqueur kaon du côté signal dans l’algorithme d’étiquetage. D’autres processus
b → ccs peuvent aussi être étudiés comme les désintégrations B0s → J/ψ(e+e−)φ
et B0s → ψ(2S)(µ+µ−)φ présentant la même phénoménologie que le canal B0s →
J/ψ(µ+µ−)φ.
À partir de 2019, le LHC et LHCb seront optimisés pour fonctionner avec une
énergie et une luminosité plus importantes. L’incertitude statistique sur la mesure
de φs sera alors de 7 mrad avec 50 fb−1 de données.

Conclusions
L’expérience LHCb a été conçue pour tester les limites du Modèle Standard en
étudiant la violation de la symétrie CP et les désintégrations rares dans le secteur du
charme et de la beauté. Une desmesures phare de LHCb est la phase faible φs. Celle-
ci est engendrée par les interférences entre le mélange B0s-B
0
s et les désintégrations
directes B0s → J/ψφ. Dans le cadre du Modèle Standard, des ajustements globaux
sur les données expérimentales déterminent de manière indirecte la valeur de φs à :
φSMs = −0.0364± 0.0017 rad. La faible incertitude théorique sur cette mesure en fait
une observable particulièrement sensible à la Nouvelle Physique.
Durant cette thèse, j’ai participé à plusieurs aspects de l’analyse des désintégra-
tions B0s → J/ψφ, notamment en proposant une sélection alternative, basée sur un
algorithme d’arbres de décision boostés. Cette nouvelle sélection diminue l’incer-
titude statistique mais ajoute du bruit de fond ainsi qu’une correction temporelle.
L’amélioration apportée n’est pas suffisante pour justifier son utilisation avec 1 fb−1
de données mais reste une piste intéressante pour l’avenir. J’ai aussi étudié les
sources de distorsions des distributions angulaires spécifiques aux désintégrations
B0s → J/ψφ. Il en résulte que la géométrie du détecteur LHCb est la principale orig-
ine de ces distorsions. Un autre aspect essentiel de l’analyse des désintégrations
B0s → J/ψφ est la détermination de la saveur initiale des mésons B0s. Celle-ci est
extraite d’un algorithme exploitant les traces corrélées à la création du méson B0s.
Cet algorithme est développé en utilisant les désintégrations B+ → J/ψK+. J’ai par-
ticipé à son optimisation ainsi qu’à son étalonnage en étudiant les désintégrations
B0d → J/ψK∗. Les différences de calibration mesurées entre les canaux B0d → J/ψK∗
et B+ → J/ψK+ constituent l’incertitude systématique la plus importante sur les
paramètres de l’étalonnage. Ces paramètres sont : p0 = 0.392± 0.002± 0.009 dont
0.0075 d’incertitude systématique due à la différence de calibration entre B+ →
J/ψK+ et B0d → J/ψK∗ et p1 = 1.035± 0.021± 0.012. Ces incertitudes sont ensuite
incluses dans la mesure de φs. La puissance d’étiquetage dans les désintégrations
B0s → J/ψφ est (2.29± 0.07± 0.26)%.
En mars 2012, la collaboration LHCb a présenté la meilleure mesure mondiale
de φs dans les désintégrations B0s → J/ψφ : φs = −0.001± 0.101± 0.027 rad, mais
aussi en combinant les désintégrations B0s → J/ψφ et B0s → J/ψπ+π− :
φs = −0.002± 0.083± 0.027 rad. Une combinaison a ensuite été effectuée entre les
différentes mesures de φs des expériences LHCb, CDF et D0 : φs = −0.044+0.090−0.085 rad.
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Cette combinaison de φs est compatible avec le Modèle Standard à 0.8 écart stan-
dard. L’incertitude statistique laisse cependant envisageable la présence de Nou-
velle Physique. Les futures prises de données du LHC permettront de réduire cette
incertitude. Tout d’abord LHCb devrait accumuler 1.5 fb−1 en 2012, diminuant l’in-
certitude statistique à 0.05 rad. Puis à partir de 2019, LHCb devrait collecter 50 fb−1
réduisant alors l’incertitude statistique à 7 mrad et permettant de conclure sur la
présence de Nouvelle Physique.
Annexe A
Impact de la sélection alternative
sur la simulation Monte Carlo
Dans le chapitre 4, nous avons présenté une sélection alternative des candi-
dats B0s → J/ψ(µ+µ−)φ. Cette sélection est testée sur différents échantillons de
la simulation Monte Carlo comme présenté quantitativement dans la section 4.4.2.
Dans cet appendice, nous présentons les distributions caractéristiques des candi-
dats B0s → J/ψφ, à savoir les masses invariantes des mésons B0s, J/ψ, φ ainsi que
les distributions temporelle et angulaires du B0s dans les échantillons de bruits de
B0s → J/ψφ et B0d → J/ψK∗.
A.1 B0s → J/ψφ
L’impact de la sélection alternative sur le bruit issu des désintégrations simulées
B0s → J/ψφ sur les distributions de masses, temps et angles est présenté sur les
figures A.1, A.2. Celles-ci illustrent la section 4.4.2.
A.2 B0d→ J/ψK
∗
Les effets de la sélection alternative sur le bruit issu des désintégrations simulées
B0d → J/ψK∗ sont aussi étudiés. Les distributions de masses, temps et angles des
figures A.3, A.4 illustrent la section 4.4.2.
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FIGURE A.1: Distributions de la masse invariante des mésons B0s, J/ψ et φ, de
gauche à droite dans les désintégrations simulés B0s → J/ψφ. Les catégories de bruit
correspondent aux désintégrations B0s → J/ψφ dont les photons rayonnés n’ont
pas été reconstruits (50), aux évènements "fantômes" (60) dont au moins une trace
correspond à une combinaison fortuite d’impacts, et aux évènements dits "Vertex
Primaires" (70) dont au moins une trace provient du vertex primaire.
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FIGURE A.2: Distributions du temps propre ainsi que des angles cos θ, ϕ, cosψ des
mésons B0s, dans les désintégrations B
0
s → J/ψφ. Les catégories de bruit correspon-
dent aux désintégrations B0s → J/ψφ dont les photons rayonnés n’ont pas été re-
construits (50), aux évènements "fantômes" (60), et aux évènements dits "Vertex Pri-
maires" (70).
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FIGURE A.3: Distributions de la masse invariante des mésons B0s, J/ψ et φ, de
gauche à droite dans les désintégrations B0d → J/ψK∗. Les catégories de bruit cor-
respondent aux désintégrations "fantômes" (60), aux évènements dits "Vertex Pri-
maires" (70), et aux évènements dits "≥ 2 collisions" (100) dont les traces provien-
nent d’au moins 2 collisions différentes.
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FIGURE A.4: Distributions temporelle et angulaires des mésons B0s dans les désin-
tégrations B0d → J/ψK∗. Les catégories de bruit correspondent aux désintégrations
"fantômes" (60), aux évènements dits "Vertex Primaires" (70), et aux évènements dits
"≥ 2 collisions" (100).
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