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4 On the theory of spatially inhomogeneous Bose-Einstein
condensation of magnons in yttrium iron garnet
A.I. Bugrij∗, and V.M. Loktev∗∗
N.N. Bogolyubov Institute of Theoretical Physics of NAS of Ukraine,
Kiev 03143, Ukraine
Abstract: The Bose-Einstein condensation (BEC) of magnons created by a strong
pumping in ferromagnetic thin films of yttrium iron garnet used as systems of finite size is
considered analytically. Such a peculiarity, typical for this magnetic material, as the presence
of a minimum in the spectrum of spin waves at a finite value of the wave vector is taken
into account. The definition of hightemperature BEC is introduced and its characteristics
are discussed. A role of boundary conditions for spin variables is analyzed, and it is shown
that in the case of free spins on the boundary the magnon lattice can form in the system.
The factors responsible for its appearance are discussed.
PACS: 05.30.Jp, 75.30.Ds, 75.70-i
1 Introduction
Bose-Einstein condensation (BEC) is one of the few phenomena of macroscopic physics,
which have a quantum nature. A number of theoretical and experimental studies are devoted
to the study of BEC, and the history is long and instructive (see, for example, the reviews
Refs. 1– 4 and references therein). A remarkable feature of BEC is not so much the possibility
of its very existence as a phase transition of type II in a Bose system, but the fact that it
can take place in an ideal Bose gas or, what is the same, in an ensemble of non-interacting
particles or quasiparticles. The latter are known to have their specificity. They are related
with excitations above the ground state of a many-body system, and therefore characterized
by a finite lifetime. Consequently, their BEC should occur (and occurs) substantially in
the non-equilibrium state, which is also a subject of many studies (e.g., Refs. 5–11). This,
in turn, means that if a subsystem of quasiparticles, created by some non-thermal way,
usually obeying Bose-Einstein statistics (excitons, 12−14 polaritons, 15−17 magnons, 5−11,18−21
photons in a matter 22−24 ), is left to itself, then during establishing the equilibrium one of
the intermediate steps of relaxation may be the formation of a Bose condensate. It exists
and persists for a certain time, during which one can talk about a finite value of the chemical
potential µ of corresponding quasiparticles. And if one does not make special efforts to keep
their number, the condensate as a collective of (quasi-)particles with a density, which does
not correspond to the equilibrium one, will be damped, and the final step of evolution will
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be the thermodynamic equilibrium (one can tell, ground) state of the system, in which the
number of excitations is determined only by a temperature T when µ = 0 .
The BEC, or the phenomenon of accumulation of Bose particles, an average number N
of which persists that in particular for a gapless spectrum is controlled by the condition
µ < 0 , in their lowest state was predicted by Einstein many decades ago. According to
modern concepts (see Ref. 25 and Refs. 1– 4), the condensation corresponding to this
phenomenon takes place in a momentum (or energy) space, and there is no gas condensation
in a real coordinate space, and hence a condensed phase does not appear in it. To be more
precise, the spatial structure of the condensate reflects only the coordinate distribution of
the probability density of finding particles in their ground state.
For observation of BEC in different systems many attempts were made, but it was only
recently realized experimentally in a particle system. 26−28 The main obstacle in the real-
ization of this phase transition occurring when the chemical potential achieves the equality
µ(TBEC, N) = 0 , is an extremely low temperature TBEC at which the condensate starts to
form and, formally, the number of particles N0 in the ground state tends to infinity. Such
a behavior is, of course, not physical, and it is generally assumed that BEC corresponds to
the condition µ(TBEC, N) → 0 ; here N0 → N , and the number Nexc = N − N0 of other
particles, or particles distributed over all excited states is relatively small, Nexc ≪ N(∼ N0) .
As a result, from the known formula 29
TBEC = 3.31
~
2
kBm
n2/3, (1.1)
where ~ and kB are the Planck’s and Boltzmann’s constants, m is the mass of particles,
and n is their density. It is easy to see that for the rarefied gases of atoms of alkali metals
studied experimentally TBEC does not exceed 10
−6 − 10−8 K. In the case of relatively light
particles (or quasiparticles), the situation seems to be more favorable, but also for them (for
example, for bosons with a mass of, say, electrons) the temperature of the condensation ∼ 1–
10 K, as follows from Eq. (1.1), is hard to achieve, requiring nearly limiting concentrations
of excitations in a crystal (see Ref. 12).
The greater and justified interest was attracted to the detection of formation of a Bose-
condensate of ferromagnons at almost room temperature by means of Brillouin light scatte-
ring, 18 although the low-temperature BEC of magnon gas of superfluid 3He was observed
much earlier. 5 Without denying this possibility, in principle, yet we note that if BEC can
actually occur at so high temperatures, then it (similar to a high-temperature superconducti-
vity) can also be referred to as high-temperature. But then there is the question about the
causes or the conditions under which such a physical phenomenon becomes realistic. And
the fact that it was possible to observe exactly for magnons is quite natural. They, being
typical of crystal elementary excitations, stand out among others, first of all, by that they
have a relatively long lifetime due to the spin angular momentum conservation. Therefore,
from the point of view of studying quasi-stationary phenomena in which these excitations are
involved, or studying the behavior and measuring their characteristics the magnons are more
convenient to work with. The spin excitations in superfluid 3He satisfy the same conditions
(see Ref. 5).
Note two obvious reasons why the temperature of the condensation Eq. (1.1) for gases of
quasiparticles is much higher than TBEC of atomic gases. First, a mass of many quasiparticles
is much smaller than that of atoms: as is well known, even charged carriers (electrons and
holes) bound into neutral excitons in semiconductors are lighter by an order of magnitude
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than free electrons. 30,31 Second, in a gas of quasiparticles with a density of 1018−1020 cm −3
can be achieved, which is much greater than the density of atomic gases 103 − 105 cm −3 ,
which are used in corresponding BEC experiments. It is important that even for such a high
density the concentration of quasiparticles per cell is very small ∼ 10−5 − 10−3 , i.e., in a
first approximation, their interaction with each other can be neglected.
In this case, the fast enough spectral relaxation of a magnon gas can be attributed to
intense (but, what is significant, persisting the number of magnons) exchange processes as
well as to relatively weak interactions with other objects, quasiparticles of a different nature
(e.g., phonons) and various defects, including edges of a sample. In addition, the magnon
spectrum ε(q˜) (where q˜ is the dimensional wave vector), especially its gap ε0 , can quite
easily be controlled by an external magnetic field H0 , which makes the investigation of
laws of their behavior at high densities even more informative. As shown in Ref. 21, the
quasiparticles, the gap in the spectrum of which and the temperature satisfy the inequality
kBT ≫ ε0, (1.2)
reveal features of the transition from its initial nonequilibrium distribution to equilibrium
state. In particular, if the lifetime permits, all non-equilibrium (i.e., pumped into the system
by one way or another) quasiparticles, not replenishing the population of any of excited
states, have time to go to their lowest (but, again, which is also non-equilibrium for the
system as a whole) state via relaxation, which was mentioned in Ref. 21 (see also Ref. 4).
(The lifetime in principle determines a threshold for observation of hightemperature BEC,
however not the phenomenon itself but the presence of pumped magnons in the system.
It is clear that for a small lifetime magnons will have time to damp before the pumping
intensity provide the necessary increase in their number 4 ). And it, in turn, is condensated
by definition. In this sense, the BEC of just these quasiparticles is carried out at any (not
only at extremely low, as is usually the case) temperature and the whole system is always in
the BEC regime. In other words, the high-temperature BEC, or, as noted, the accumulation
of all non-thermal elementary excitations brought in the system with the relevant behavior
of the chemical potential, indeed takes place for pumped magnons.
In this regard, we note that for the above-written condition which is satisfied with margin
for magnons even in the case of relatively low temperatures and high magnetic fields, it
should be taken into account that the total concentration n0 of quasiparticles in their lowest
state (as, in fact, in all others) consists of two contributions, namely: n0 = n
th
0 + n
pump
0 .
The first of these, nth0 , is their thermal equilibrium concentration in this state, and the
second, npump0 , is its growth after spectral redistribution of magnons appeared as a result
of strong external electromagnetic pumping Ipump . Then, as is easy to check by direct
calculation, the value of n0 which depends, in fact, on the ratio Ipump/(kBT ) )
21 turns out
to be though much larger than in each of other quantum states, but much less than in all
excited states combined, which, as known, is opposite to the situation typical of BEC in
its classical manifestation. Thus, we conclude that because at high enough temperatures
the inequality n0 ≪ nexc inevitably remains in force, an assignment of settling of non-
equilibrium quasiparticles onto its ground level, observed in Refs. 18 and 20, to the true
BEC must be admitted, to a certain extent, to be arbitrary. Moreover, the interpretation
of this phenomenon based on the formation of the coherent collective state must also be
performed with some caution because the condensate in this situation can never be quite
intense, and its coherent properties require special examination. Nevertheless, the noted
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special features of exactly such a high-temperature BEC does not make it to be a less
interesting subject for theoretical and experimental research.
In this paper, we aim to study the spatial (coordinate) distribution of quasiparticles
accumulating on its lowest level (here, ferromagnons). The fact is that the experimental
measurements were carried out in thin ferromagnetic films of yttrium-iron garnet (YIG)
with an average size of about ∼ 5 µm× 2 mm× 2 cm. 18,20 They are known not only for
their high quality, ensuring long lifetime of magnons even at high densities, but also for
the fact that the magnon spectrum in these films is non-monotonic. Its minimum (see Ref.
32) is located not at the least possible value of the wave vector, as it is in the most of
magnetic materials, but at some finite value q˜0 , which is determined by the dipole-dipole
interaction between spins of iron ions, here |q˜0| ≈ 3.4× 10 4 cm −1 . 20 This fact defines
directly the space harmonic corresponding to this lowest state, and inevitably leads to a
non-monotonic distribution of the quasiparticle density in a sample. We emphasize that the
case is an excited state of the system, rather than a non-collinear spin-modulated structure
of the ground state of some magnetic materials, examples of which are known. 33 In this
case, periodic is not the spin direction in the lattice, but the density of excitations. This
manifests itself in the formation in YIG films, pumped parametrically by strong pulses of
gigahertz range, of stripe periodic structures, magnon lattices with a period of ∼ |q˜0|−1 cm,
which are nothing else than the equivalent of dynamic optical lattices, emerging in particular
as a result of self-diffraction in experiments with coherent light beams. 34
In the case of magnons the situation is different, the process of diffraction is absent, but
there is a high-temperature BEC with the formation of a standing wave to the intensity of
which, as will be seen, a significant contribution is made by the thermal excitations. It is
these magnon structures which scatter test photons of the optical range. Then the problem
is not so much obvious and even quite trivial fact of correspondence between the structure
of the quasiparticle spectrum and the spatial distributions of the probability densities corre-
sponding to it, but it is a search for the conditions under which the stripe magnon structure
can indeed survive when there are superimposed contributions from the two groups: the
relatively weak, but supported by pumping, and the strong thermal one. In addition, a
rather unusual is the fact that one of the critical factors of occurrence and observation of
the magnon lattice is a form of boundary conditions that govern the spin variables at the
sample boundaries (in a real experiment, a thin ferromagnetic film).
2 Model spectrum and general relations
Let us assume that crystalline films of YIG, which were investigated in experiments on BEC
of magnons can be presented as a parallelepiped with a volume V = LxLyLz (Fig. 1), and
in general not only for Lx 6= Ly 6= Lz but for sufficiently thin films Lx ≪ Ly ≪ Lz . The
number of sites Lj(j = x, y, z) along each direction is related with the corresponding periods
aj of the lattice by usual relations: Lj = Lj/aj + 1 .
As is known, in the case where the crystal has the ferromagnetic spin ordering (for
definiteness, the direction of the z -axis is the axis of “easy” magnetization, which, thus,
will be the quantization axis), each elementary excitation corresponds to one “inverted”
spin in the site l . 35,36 (Strictly speaking, for an arbitrary spin S of a paramagnetic ion, the
number of such excitations (spin levels) on the site can reach 2S , but for further calculations
such an increase is not significant since we restrict ourselves to the so-called “onemagnon”
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Figure 1: A schematic view of YIG film. The arrow indicates the direction of magnetic field
H0 applied to it.
approximation, i.e., we assume that there is no more than one excitation in the site). From
linear combinations of these states using known rules it is easy to construct eigenstates of the
multi-site translationally invariant system in a form of spin waves with amplitudes ψq(l) , a
direct form of which depends on boundary conditions. For simplification (see Ref. 36) the
periodic boundary conditions are usually used, when the amplitudes are
ψq(l) =
∏
j=x,y,z
Lj
− 1
2 eiqj lj , qj =
2pikj
Lj
, kj = 0, 1, ..., Lj − 1, (2.1)
i.e., have a form of plane waves, in which the dimensionless vector l enumerates the lattice
sites: lj = 1, 2, ..., Lj , and the dimensionless wave vector qj = q˜jaj runs through a discrete
set with a step ∆qj = 2pi/Lj within the first Brillouin zone ( 0 ≤ qj < 2pi) . In the case of
free spins on the boundary the solution of the problem with appropriate boundary conditions
gives somewhat other values for the amplitudes, namely (cf. Eq. (2.1))
ψq(l) =
∏
j=x,y,z
L
− 1
2
j γ(qj) cos qj(lj − 12), qj =
pikj
Lj
, (2.2)
kj = 0, 1, ..., Lj − 1, γ(0) = 1, γ(q 6= 0) =
√
2.
(It is interesting to note that the wave function has this form only in the case of magnons,
and if we consider, for example, particles moving in a lattice with the conditions on the
boundary fixed for amplitudes, then in this case ψq(l) ∼
∏
j
sin qjlj ). They, as is easy to
verify (see the Appendix), define eigenfunctions of the arising problem on the eigenvalues of
the Hamiltonian of the system and define the full set of standing waves. The Brillouin zone
is defined somewhat differently: 0 ≤ qj < pi , and the discrete step ∆qj = pi/Lj .
Whatever the boundary conditions for spins, they have little effect on the spectrum of
ferromagnons determined mainly by the strong exchange interaction J , which for simplic-
ity is assumed to be isotropic. In this case, a kinetic component of the spectrum can be
represented by expression valid for the case of both types of the boundary conditions
εkin(q) = 4J
∑
j=x,y,z
sin2
qj
2
. (2.3)
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In the long-wavelength region qj ≪ pi the spectrum, as follows from Eq. (2.3) takes the
usual “quadratic” form:
εkin(q) = Jq
2, (2.4)
and it is easy to write it through the length of edges Lj , periods aj of the crystal lattice
and the effective mass mM of magnons directly related to the exchange integral J .
The written expression (2.4) does not account for the gap, the value of which in ferro-
magnetic materials can be of a dual nature. Without a magnetic field it is determined by the
magnetic anisotropy and is generally small. For the gap in the case of YIG, more important
is an external magnetic field which is applied along the magnetization vector and provides
a variation in a fairly wide range of the quantity ε0 = µBgH0 (µB is the Bohr magneton,
and g is the g -factor of three-valent iron ion close to two), taking into account which the
magnon spectrum takes the final form
ε(q) = ε0 + εkin(q). (2.5)
The minimum values of the kinetic energy of magnons, following from Eqs. (2.4) and (2.5),
are provided by the smallest wave vectors from the range enabled for them. In YIG films, as
already mentioned, it is not the case, and in the direction of magnetization, or in our case,
the quantization axis z , due to the contribution of the same anisotropic interactions the
minimum is reached at some finite value of the z -projection of the wave vector q : qz = q0 .
An accurate albeit cumbersome expression for the magnon dispersion in YIG with taking
into account its peculiar downward is known (see Ref. 32), but for the problem of BEC it
is sufficient also to restrict to the quadratic approximation for the anisotropic component.
Then the kinetic energy of magnons can be expressed as 4,20
εkin(q) = J
[
q2⊥ + η(qz)(qz − q0)2
]
. (2.6)
In what follows, the dimensionless coefficient η(qz) will be assumed to be equal to unity
without loss of generality. Assuming an ideality of long-wavelength magnons (recall that
their interaction with each other ∼ (q1q2)2 (Ref. 30), and, thus, is not large), we need to
calculate the partition function Z of the grand canonical ensemble, which has the form
lnZ = −
∑
q
ln
{
1− e[µ−ε(q)]/T} , (2.7)
where ε(q) is the magnon energy defined in Eq. (2.5), with the wave number q = (qx, qy, qz) ,
and µ is the chemical potential of magnons. In the expression (2.7) and below we use the
system of units ~ = kB = 1 , restoring the dependence on the fundamental values only where
it is necessary. Then for the average number of Bose-particles (the occupation number) in a
quantum state with a given wave vector, we have
nq =
1
e[ε(q)−µ]/T − 1 . (2.8)
As follows from Eqs. (2.7) and (2.8), the range of the value of µ is limited by a minimum
value of the energy. In the case of the dispersion law (2.5) in the presence of the gap we
come to the inequality µ < ε0 , where ε0 = ε(q0) , and q0 = (0, 0, q0) , and ε0 is completely
determined by an external static field. But if µ → ε0 , then nq0 → ∞ in a finite volume,
which is not possible.
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To avoid this contradiction, we note that the chemical potential as an independent ther-
modynamic variable is a convenient parameter in the theory, but quite formal quantity if an
experiment is considered where µ , as a rule, can be found only indirectly (for example, by
calculating it from the measured average number of particles or from other observations).
It is easy, however, to make sure that in studying the ideal Bose gas, the chemical potential
can be completely eliminated from thermodynamic formulas, by replacing it with another
independent variable that has a clear physical meaning. If it is a BEC, a quite justified
and convenient quantity is the number of particles on the lowest level n0 . Indeed, using
Eqs. (2.5) and (2.8), we introduce the thermodynamic variable
n0 =
1
e(ε0−µ)/T − 1 , (2.9)
which makes it possible to find not only µ = ε0 − T ln(1 + n−10 ) , but all the others (for
q 6= q0) ) occupation numbers
nq =
1
(1 + n−10 )e[ε(q)−ε0]/T − 1
=
nsatq n0
nsatq + n0 + 1
. (2.10)
In Eq. (2.10) we use the notation for the number
nsatq =
1
eεkin(q)/T − 1 , (2.11)
which is independent neither of the magnon spectrum gap in the magnon spectrum defined
by an external magnetic field nor of their chemical potential and, as can be seen, which
determines the maximum (saturating) capacity of the state relative to accumulation in it
of Bose particles at a given temperature. The replacement, Eq. (2.9), allows to avoid the
non-physical asymptotic n0 →∞ and to study the most interesting for BEC situation when
µ→ ε0 . The parameterization of unknown quantities by the number n0 is convenient also
because in fact the condensate is identified with it, or NBEC = n0 , and in addition, there is
a possibility to go correctly to the thermodynamic limit when it is necessary.
Taking the condition n0 ≫ nsatq , corresponding to the condensation regime, from Eq. (2.10)
for all q 6= q0 we obtain the expansion
nq = n
sat
q
[
1−
(
nsatq + 1
n0
)
+
(
nsatq + 1
n0
)2
− ...
]
, (2.12)
which indicates that the value Eq. (2.11) is indeed the maximum possible (for the formal
condition n0 → ∞) ) occupation number of the q -state. The expansion (2.12) can also
be used in writing other thermodynamic quantities. Thus, the average number of particles
becomes
N =
∑
q
nq = n0 +
∑
q 6=q0
nq = n0 +Nexc, (2.13)
where the quantity
Nexc =
∑
q 6=q0
nsatq
[
1−
(
nsatq + 1
n0
)
+
(
nsatq + 1
n0
)2
− ...
]
≈ Nsat − δNsat
n0
(2.14)
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for a given n0 defines the total density of magnons in all excited states. From it in the last
relation we separated out the number
Nsat =
∑
q 6=q0
nsatq , (2.15)
which specifies the maximum, reached at the same (see above) condition n0 →∞ , number
of thermal excitations, and the coefficient
δNsat =
∑
q 6=q0
nsatq (n
sat
q + 1) (2.16)
for the first in 1/n0 correction determining thermal fluctuations of the quantity Eq. (2.15).
In this case, it is seen that regardless of the specific type (type of Eq. (2.6)) of the dispersion
of elementary excitations the both quantities Nsat and δNsat are monotonically increasing
functions of temperature, since with increasing T all occupation numbers nsatq are also
growing.
Finally, combining Eqs. (2.13), (2.15), and (2.16) in the natural assumption N ≫ 1
(and, of course, n0 ≫ 1) ), we arrive at the equation
N ≃ n0 +Nsat − δNsat
n0
(2.17)
for finding the density of a Bose condensate. In particular, from Eq. (2.17) it follows that
the critical temperature of BEC is a solution of the equation Nsat(TBEC) = N and already
depends on both the total concentration of particles and the specific form of the spectrum.
And an explicit expression for the temperature TBEC is also defined by the dimensionality
and even the shape of a sample, including the conditions on all its boundaries.
Similar quantities can be introduced for thermal magnons when µ = 0 , separating in
the same way the equilibrium population
nth0 =
1
eε0/T − 1 (2.18)
and representing, respectively,
nthq =
nqn
th
0
nq + n
th
0 + 1
, (2.19)
where nq is the same occupation number Eq. (2.12) as in Eq. (2.10). Remembering now that
under pumping all the populations can be divided into two components: nq = n
th
q + n
pump
q ,
with the help of Eqs. (2.14) and (2.19) we find that for all q 6= q0
npumpq ≈
µ
T
nq(nq + 1). (2.20)
In other words, because of the condition µ≪ T , the populations of excited states are little
changed, while the density of the pumped particles in a Bose condensate behaves completely
different
npump0 ≈
T
µBgH0
µ
(µBgH0 − µ) ,
or can be arbitrarily large when approaching µ→ µBgH0 . Moreover, from the last expression
it follows that for the condensate state (in contrast to Eq. (2.20)), on the contrary, there
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is even an “enhancement factor” because T ≫ µBgH0 . To some extent, the increase due
to the growth of the total number of excitations of the quantity n0 only is consistent with
the description of the magnon BEC based on the phenomenological approach, in which
the dynamic macroscopic magnetization, which is identified with the condensate, is entirely
caused by pumping 10 (see also Ref. 4).
As a result we come to the conclusion mentioned already earlier: Magnons created in
a thermally populated ferro-system by an intense electromagnetic pump are accumulates
mainly on its lowest level. Consequently, such a subsystem of quasiparticles artificially
created at any temperature, satisfying the inequality T ≫ ε0 (1.2), by itself formally (if the
lifetime allows) undergoes BEC, coexisting with a powerful thermal collective of particles
identical to it. It is this BEC which is essentially high-temperature, and its accompanying
process is nothing like a turning of the magnetic crystal with the anomalously excited lowest
mode into the magnon tuning fork.
3 A spatial distribution of density of excitations
We define the single-particle distribution function of magnons as follows:
ρ(l) =
∑
q
nq |ψq(l)|2 , (3.1)
where ψq(l) is the amplitude of a spin wave. In the case of periodic boundary conditions
(2.1) |ψq(l)|2 = (LxLyLz)−1 and the distribution function Eq. (3.1) does not depend on l .
For free boundary conditions the amplitude is real and expressed in the form of a “standing
wave”, Eq. (2.1). Therefore, separating in the sum Eq. (3.1) the term with the highest value
of nq , namely at q = q0 , according to Eq. (2.6), we obtain
ρ(l) =
2n0
LxLyLz
cos2 q0(lz − 12) +
∑
q 6=q0
nqψ
2
q(l). (3.2)
With increasing n0 the second term in Eq. (3.2) reaches the limit
ρsat(l) =
∑
q 6=q0
nsatq ψ
2
q(l),
So, sooner or later, the first term in Eq. (3.2) becomes dominant. As a result, ρ(l) oscillates
with a frequency q0 along the z -axis. Thus, qualitatively the mechanism of the appearance
of the periodic structure in the spatial density of magnons turns out to be relatively simple.
However, an exact calculation of the function Eq. (3.2) is rather cumbersome, so it makes
sense to consider first the one-dimensional case. This will allow to understand how and under
what conditions the lattice can be formed in the pumped system of magnons at temperatures
exceeding the spectral gap.
3.1. A one-dimensional ferromagnet.
In the case of free boundary conditions the wave function and the quasi-momentum are
written as follows (see the Appendix):
ψq(l) = L
− 1
2γ(q) cos q(l − 1
2
), q =
pik
L
, k = 0, 1, ..., L− 1 . (3.3)
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The distribution Eq. (3.1) is also easily rewritten and takes the form
ρ(l) =
∑
q
nqψ
2
q (l), (3.4)
in which
nq =
nsatq n0
nsatq + n0 + 1
, nsatq =
1
eεkin(q)/T − 1 . (3.5)
Consider first the “monotonous” dispersion ε(q) = ε0+Jq
2 . Because the quasi-momentum
q is a discrete quantity (see Eq. (3.3)), instead of the occupation number nq we introduce
the function of an integer argument
f(k) = nq =
1
eδ+ω2k2 − 1 , δ = ln(1 + n
−1
0 ), ω
2 =
J
pi2L2T
. (3.6)
Then the spatial density of magnons Eq. (3.4) for the case Eq. (2.10) can be written as the
sum
ρ(z) =
1
L
∞∑
k=0
f(k)γ2(k) cos2 pikz =
1
2L
[ρ1(z) + ρ1(0)], (3.7)
where the variable z = (l − 1/2)/L varies in the range 0 < z < 1 . ρ1(z) denotes the sum
ρ1(z) =
∞∑
k=−∞
f(k) cos 2pikz. (3.8)
Note that from the definition Eq. (3.7) it follows that ρ(z) = ρ(1 − z) , i.e., the magnon
density is a symmetric function with respect to the point z = 1/2 .
Considering the variable k as complex, we express the desired sum Eq. (3.8) via the
contour integral
ρ1(z) =
∮
C1
dk e2piikz
e2piik − 1 f(k) , (3.9)
where the integration path C1 is shown in Fig. 2.
Since, as is easily seen, the function Eq. (3.6) has simple poles at k = kj , where
ωkj = ±iuj ± pij
uj
, uj =
√
δ
2
+
√
δ2
4
+ pi2j2, j = 0, 1, ... , (3.10)
the integral Eq. (3.9) is expressed by the sum of residues at these poles, in which only
contributions from the poles closest to the real axis in the complex k -plane are taken into
account. After having done the necessary calculations, we obtain the expression
ρ1(z) =
pi2
ω2
coshα(1− 2z)
α coshα
+ o[e−pi
3/2z/ω], α =
pi
ω
√
δ , (3.11)
included in the formula Eq. (3.7) for ρ(z) . It, however, contains the quantity ρ1(0) , which
does not follow from Eq. (3.11) because of the large value of corrections to z = 0 . To
10
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Figure 2: C1 , C2 – are the contours of integration in the integrals Eqs. (3.9) and (3.17).
The crosses indicate the closest to the real axis of the complex k -plane poles of the functions
f(k) , Eq. (3.6), and F (k) , Eq. (3.31).
calculate ρ1(z) in the range of small values of z it is necessary to replace Eq. (3.9) with the
representation
ρ1(z) = − i
2
∮
C1
dk f(k) cos 2pikz cot pik =
=
2pi2
ω2α
cosh 2αz
e2α − 1 +
∞∫
0
dk f(k) cos 2pikz + o[e−pi
3/2/ω], (3.12)
from where we find
ρ1(0) =
2pi2
ω2α(e2α − 1) +
√
pi
2ω
Li 1
2
(e−δ) = n0α coshα+
√
pi
ω
[
Li 1
2
(e−δ)−
√
pi
δ
]
, (3.13)
where Li 1
2
(e−δ) – is the polylogarithm. 37 The found dependencies solve the problem of the
spatial distribution of magnons, but in the assumption of a quadratic spectrum it is smooth
not only for the case of periodic boundary conditions, but also in the case of free boundaries.
The situation is different if the spectrum has a minimum at q = q0 6= 0 , which in the
one-dimensional case can be represented without loss of generality as
ε(q) = ε0 + J(q − q0)2. (3.14)
Then, using Eq. (3.14), the expression (3.4) takes the form
ρ(z) =
1
L
∞∑
k=0
f(k − k0)γ2(k) cos2 pikz = 1
L
[Alatt(z) cos
2 pik0z + A(z)],
Alatt(z) = 2ρ1(z), A(z) = ρ1(0)− ρ1(z)− ρ2(0)− ρ2(z)− f(k0), (3.15)
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in which we separated out the term oscillating with a characteristic period ∼ k−10 = pi/(Lq0)
completely caused by the presence of cosine in the wave function Eq. (3.3). The function
ρ1(z) in Eq. (3.15) is defined in Eq. (3.8), and the function
ρ2(z) =
∞∑
k=1
f(k + k0) cos 2pikz (3.16)
can also be represented by the contour integral
ρ2(z) =
∮
C2
dk e2piikz
e2piik − 1 f(k + k0) , (3.17)
where the contour of integration C2 is shown in Fig. 2. A direct calculation of this integral
as well as Eq. (3.9) we perform in two steps. First, we assume that the aboveintroduced
parameters δ and ω are small, and the value of k0 is high that corresponds to the situation
which occurs in study of YIG. Then, using the exact value of the integral
∞∫
−∞
dξ e2piξz
e2piξ + 1
=
1
2 sin piz
and expanding in a series the function f(k+ k0) in the neighborhood of the point k = 1/2 ,
we find the asymptotic expansion of the integral Eq. (3.17). In the first order we have
ρ2(z) ≃ −f0Re
(
e−κ
1− e−2κ−2piiz
)
, (3.18)
where f0 = f(k0+1/2) , κ = f1/2f0 and f1 = f
′(k0+1/2) . The expression (3.18) is a good
approximation in the range of k−10 < z < 1 − k−10 , and at lower values of z it is necessary
to use the representation
ρ2(z) = − i
2
∮
C2
dk f(k + k0) cos 2pikz cot pik = I1(z) + I2(z), (3.19)
I1(z) = 2Re
∫
C−
dk cos 2pikz
e2piik − 1 f(k + k0), I2(z) =
∞∫
1/2
dk f(k + k0) cos 2pikz,
in which C− denotes a part of the contour C2 , which lies in the lower half-plane of the
complex variable k . An approximate expression for the first integral Eq. (3.19) can be
obtained by analogy with Eq. (3.18) which gives
I1(z) ≃ − 1
24
(2pizf0 sin piz − f1 cospiz). (3.20)
The second integral can also be found after simple calculations. We write it only for the
point z = 0
I2(0) =
1
ω
√
δ
arctan
[ √
δ
ω(k0 + 1/2)
]
+
√
pi
2ω
Li 1
2
(e−δ)− pi
2ω
√
δ
+
+
k0+1/2∫
0
dk
(
1
δ + ω2k2
− 1
eδ+ω2k2 − 1
)
. (3.21)
As a result, from Eqs. (3.18)–(3.21) it is seen that even at a small distance from the
edges of the chain between the two contributions ρ2(z) and ρ2(0) there is the inequality
ρ2(0) ≫ ρ2(z) , and only in the immediate vicinity of the boundaries, these contributions
become comparable. Then for the amplitude Eq. (3.15) of the periodic structure using
Eq. (3.11) we find
Alatt(z) = 2n0α cothα− 4pi
2
ω2
λ(z), λ(z) =
sinh(αz) sinhα(1− z)
α sinhα
. (3.22)
The expression for the non-uniform and not-lattice distribution A(z) in Eq. (3.15) has a more
complicated form, but after calculating the integrals Eqs. (3.17) and (3.19) with Eqs. (3.20)
and (3.21) one can obtain fairly simple approximate formula for it
A(z) =
2
ω2
[
pi2λ(z)− O
(
1
2k0 + 1
)]
. (3.23)
Using the explicit form of the functions Alatt(z) and A(z) , which enters the distribution
of the magnon density in the chain Eq. (3.15), one can find the conditions for the formation
of the magnon lattice. The corresponding periodic structure arises in the case when its
amplitude Alatt(z) exceeds the value of the relatively smooth contribution A(z) , which is
physically controlled by the ratio alatt(z) = Alatt(z)/A(z) . For small n0 of the condensate
component of Bose particles, or if the inequalities ω2n0 ≪ 1 , α ≫ 1 are satisfied, the
coefficient alatt(z) ≈ 12e−2αz ≪ 1 , so that the oscillations cannot appear as, in fact, expected.
Moreover, there is no periodic structure in equilibrium, although the population nth0 (see
Eq. (2.18)) is the greatest. On the contrary, in the case of large numbers n0 and the small
gap in the magnon spectrum when α ≪ 1 , the quantity alatt(z) ≈ n0ω2/[pi2z(1 − z)] ≫ 1 ,
and the lattice of the excitation density dominates over the background. In this case, the
critical (transition) density of a Bose condensate, as is easily seen, is its value at which
alatt(z) ≈ 1 , or n0 ≈ 1/ω2 = pi2L2T/J . It should also be noted that the appearance of
the modulated structure at a relatively smooth background of the density distribution of
pumped excitations takes place with increasing the pumping (i.e., the density of the Bose
condensate) gradually, not abruptly, as stated in Ref. 9, and does not require the assumption
about the presence in the system of two condensates 25 or an abnormally strong damping of
quasiparticles (magnons).
3.2. A three-dimensional ferromagnet.
We represent the ratio εkin(q)/T in terms of dimensionless parameters
εkin(q)
T
= ω2xk
2
x + ω
2
yk
2
y + ω
2
z(kz − k0)2, (3.24)
where k0 = 22282 is the integer number closest to q˜0Lz/pi at Lz = 2 cm, and
ωx =
Lz
Lx
ω, ωy =
Lz
Ly
ω, ωz = ω =
pi
Lz
√
J
T
. (3.25)
If the constant J is expressed via the magnon mass mmag (in YIG it is ≃ 5me ), we obtain,
that in the room-temperature range (T ≃ 300K )
ω =
pi~
Lz
(2mmagkBT )
− 1
2 ≃ 8.53× 10−8. (3.26)
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For a quantitative description of the effect of oscillations it is necessary to calculate the
sum in rhs of Eq. (3.2). But instead it is easier to consider the magnon density averaged
over the coordinates l⊥ , namely
ρ¯(z) = Lz
∑
l⊥
ρ(l) =
∑
q
nqγ
2(qz) cos
2 qz(lz − 12) =
∞∑
kz=0
F (kz − k0)γ2(kz) cos2 pikzz, (3.27)
where
F (kz − k0) =
∑
q⊥
nq, z =
lz − 1/2
Lz
. (3.28)
Represent ρ¯(z) , similar to the one-dimensional case Eq. (3.15), as:
ρ¯(z) = Alatt(z) cos
2 pik0z + A(z), (3.29)
Alatt(z) = 2ρ1(z), A(z) = ρ1(0)− ρ1(z)− ρ2(0)− ρ2(z)− F (k0),
where
ρ1(z) =
∞∑
kz=−∞
F (kz) cos 2pikzz, ρ2(z) =
∞∑
kz=1
F (kz + k0) cos 2pikzz. (3.30)
As can be seen from the definition Eq. (3.28), the function F (kz) is a sum of Bose-terms of
the type of Eq. (3.6)
F (kz) =
∞∑
kx=0
∞∑
ky=0
1
ew − 1 , (3.31)
where
w = w(kx, ky, kz) = δ + ω
2
xk
2
x + ω
2
yk
2
y + ω
2
zk
2
z . (3.32)
Therefore, to calculate ρ1(z) one can use the transformations Eq. (3.9) when k
−1
0 < z <
1 − k−10 , of Eq. (3.12) when 0 6 z < k−10 . As a result, we obtain for ρ1(z) a series
representation
ρ1(z) =
pi2
ω2z
∞∑
kx=0
∞∑
ky=0
cothαz(1− 2z)
αz sinhαz
, (3.33)
where αj denote the functions
αx = αx(ky, kz) =
pi
ωx
√
δ + ω2yk
2
y + ω
2
zk
2
z ,
αy = αy(kx, kz) =
pi
ωy
√
δ + ω2xk
2
x + ω
2
zk
2
z , (3.34)
αz = αz(kx, ky) =
pi
ωz
√
δ + ω2xk
2
x + ω
2
yk
2
y .
When δ ≪ 1 and taking into account the smallness of the ratio ωz/ωx , ωz/ωy , for Eq. (3.33)
there is a valid approximate expression
ρ1(z) =
pi2
ω2z
cothα(1− 2z)
α sinhα
− pi
ωzωy
ln(1− e−2pizωy/ωz) =
=
α cothα
δ
+
2pi2
ω2z
sinhαz · sinhα(1− z)
α sinhα
− pi
ωzωy
ln(1− e−2pizωy/ωz), (3.35)
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where λ(z) is defined in Eq. (3.22) and α = αz(0, 0) = pi
√
δ/ωz . The discarded contributions
in Eq. (3.35) does not exceed the value pie−2pizωx/ωz/(2ωxωz) . As before, for finding the value
of ρ1(0) we use the transformation Eq. (3.12). Then
ρ1(0) =
∞∑
kz=−∞
F (kz) = R + I, (3.36)
where R is the sum of residues in the closest to the real axis poles of the function F (kz)
R =
2pi2
ω2z
∞∑
kx=0
∞∑
ky=0
1
αz(e2αz − 1) . (3.37)
Similarly to Eq. (3.35) we get for R the approximate expression
R =
2pi2
ω2z
1
α(e2α − 1) =
α cothα
δ
− pi
ωz
1
δ1/2
, (3.38)
and the neglected terms do not exceed pie−2piωy/ωz/(ωyωz) . I on rhs of Eq. (3.36) denotes
the integral
I = 2
∞∫
0
dkz F (kz). (3.39)
We apply consistently the transformation Eq. (3.7) to the summations in Eq. (3.31). Then,
in particular, for the sum over ky we obtain
∞∑
ky=0
1
ew − 1 =
pi2
ω2y
1
αy
1
e2αy − 1 +
1
2
∞∫
−∞
dky[1 + δ(ky)]
ew − 1 , (3.40)
where δ(k) is the δ -function of Dirac. Performing similarly to Eq. (3.40) the summation
over kx , we obtain for F (kz) the following expression:
F (kz) =
1
4
∞∫
−∞
dkx dky
ew − 1 [1 + δ(kx)][1 + δ(ky)] +
pi2
2ω2x
∞∫
−∞
dky
αx
1 + δ(ky)
e2αx − 1 +
pi2
ω2y
∞∑
kx=0
1
αy
1
e2αy − 1 .
(3.41)
Note that in the sum on rhs of Eq. (3.41) only the term with kx = 0 can remain, since the
other terms are exponentially small: ∼ e−2piωx/ωz . Substituting Eq. (3.41) into Eq. (3.39)
and integrating, we obtain for the integral I the following expression:
I =
pi3/2
8ωxωyωz
Li 3
2
(e−δ)− pi(ωy + ωx)
8ωxωyωz
ln(1− e−δ) +
√
pi
8ωz
Li 1
2
(e−δ)−
− pi
4ωyωz
ln(1− e−2piδ1/2/ωx) + pi
ωyωz
G
(
2pi
ωy
δ1/2
)
+
pi
2ωxωz
G
(
2pi
ωx
δ1/2
)
, (3.42)
where G(t) denotes the integral
G(t) =
∞∫
0
dx√
t2 + x2
1
e
√
t2+x2 − 1 . (3.43)
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The asymptotic expansion of G(t) for t≪ 1 is of the form
G(t) =
pi
2t
+
1
2
ln
t
4pi
+ C− ζ(3)
16pi2
t2 +O(t4), (3.44)
where C is the Eulers constant, ζ(θ) is the ζ -function of Riemann. The calculation of ρ2(z)
is not fundamentally different from the one-dimensional case, Eq. (3.18). It is only necessary
to replace the function f(k) , Eq. (3.6), with F (k) , Eq. (3.41). Then, for k−10 < z < 1−k−10
we obtain
ρ2(z) = −F0Re
(
e−κ
1− e−2κ−2piiz
)
, (3.45)
where F0 = F (k0 +
1
2
) , F1 = F
′(k0 + 12) , κ =
F1
2F0
, and with z = 0
ρ2(0) =
1
2
I − I1 + I2,
I1 =
k0+1/2∫
0
dkz F (kz), I2 = Re
∫
C−
dkz F (kz + k0)
e2piikz − 1 . (3.46)
Substituting into Eqs. (3.29) the relations (3.35), (3.36), (3.38), (3.45), and (3.46), we obtain
an expression for A(z) . It looks quite lengthy, although it consists of elementary functions
and simple integrals, numerical calculation of which is easy. It appears, however, that in the
range k−10 < z < 1− k−10 a good approximation for the coefficients Alatt(z) , A(z) is
Alatt(z) = 2n0α cothα− 4pi
2
ω2
λ(z), A(z) = Nsat − δNsat
n0
+
2pi2
ω2
λ(z), (3.47)
where α = pi/(ωz
√
n0) ,
Nsat = Ω
{
ζ
(
3
2
)
+
4√
pi
[
κ ln(1− κ) + ωx ln
(
ωx
8piω2y
)]}
, δNsat =
piζ(3)
2ω3yωz
,
Ω =
pi
8ωxωyωz
= LxLyLz
(
mmagkBT
2pi~2
)3/2
, κ = ωz(k0 +
1
2
). (3.48)
A relative error of the approximate expression (3.47) in comparison with the exact one,
Eq. (3.29), when n0 > ω
−2
y ≫ ω−2x , does not exceed 0.5 × 10−3 . As can be seen from
Eq. (3.47), the amplitude of oscillations Alatt(z) decreases with distance along the coordinate
z from boundaries of the film and the background contribution, by contrast, increases due
to the terms proportional to the function λ(z) , Eq. (3.22). The graph of this function for
some n0 is shown in Fig. 3.
Note that the expression (3.47) for Alatt(z) in the three-dimensional case is no different
from the one-dimensional case, Eq. (3.22). However, the background contribution A(z)
is much higher than that of the one-dimensional problem, Eq. (3.23), so it is much easier
to observe periodic spatial oscillations of ρ(z) in thin films, and the thinner the better.
Otherwise, an extremely large pumping is required, which would bring the value n0 to values
comparable with Nsat . It is this dependence on the pumping level which was observed in
Ref. 38.
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Figure 3: A behavior of the function λ(z) for different n0 . The curves 2– 4 ( j > 1 )
correspond to n0 = 10
3−jω2z , and the curve 1 is for n0 =∞ .
4 Conclusion
Although the conditions for the formation and observation of the magnon lattice in magnetic
films such as YIG are hard enough, especially at room temperatures, there are a number of
factors that contribute to this effect. In addition to the decrease of the film thickness noted
above, this decrease of the temperature as well as, what is less obvious, the increase of the
selectivity of the measuring apparatus, which suppresses frequencies outside the resonance
region, to which in this case the frequency ν0 = ε0/~ belongs. In YIG it is equal to ≃ 2
GHz. In fact, we assume that the frequency response function of the receiver is characterized
by
Φ(uq) =
1
1 +Q2(uq − u−1q )2
, (4.1)
where is the Q -factor, uq = ε(q)/ε0 . Then, instead of Nsat Eq. (3.48) there will be observed
the other quantity Nobs
Nobs =
∑
q 6=q0
nsatq Φ(uq). (4.2)
After calculations similar to those made in the calculation of Eq. (3.47), one can obtain the
following approximate expression:
Nobs = Ω
√
ε0
piQT
[
pi+arctan(1+2v)− arctan(1− 2v)+ 1
2
ln
1 + 2v + 2v2
1− 2v + 2v2 + v ln(1+ v
−4/4)
]
,
(4.3)
where v = κ
√
QT/ε0 . As can be seen from a comparison of Eqs. (3.48) and (4.3), the
suppression of the background is determined by
√
ε0/(QT ) . For example, if Q = 20 the
numerical values of Nsat and Nobs are
Nsat ≃ 7.42× 1016, Nobs ≃ 3.68× 1014, Nsat/Nobs ≃ 200.
17
The poles in the complex k-plane of the function Eq. (4.1) are located far away from the
real axis than the poles of the function F (k) , Eq. (3.28). Therefore the introduction of the
function Φ(uq) does not affect the value of the coefficient Alatt(z) , Eq. (3.47). As a result,
when n0 ∼ Nobs the expression for the magnon density is of very simple form
ρ¯(z) =
[
2n0α cothα− 4pi
2
ω2
λ(z)
]
cos2 pik0z +Nobs − δNsat
n0
+
2pi2
ω2
λ(z)
≃ 2n0 cos2 q0lz +Nobs . (4.4)
Fig. 4 shows graphs of the spatial density of magnons, calculated according to Eqs. (4.3)
and (4.4). It is seen that the amplitude of oscillations increases on increasing the pumping
and decreasing the distance from the edge of the sample along the axis z .
z=0.01 z=0.1 z=0.5
Figure 4: Oscillation of the spatial density of magnons for different parts of the film,
z = (0.01, 0.1, 0.5) , as a function of the n0 = (0.5, 1, 2)× 1014 ≫ nth0 .
Note that the experiments 20 can provide the most accurate way to determine the position
of a minimum in the dispersion. The last formula implies that for pumps that provide
the value of n0 , which is at least two orders of magnitude smaller than Nsat , in a thin
ferromagnetic film one can observe a standing spatial distribution of the density of the
pumped magnons condensed due to relaxation in the lowest state with a period proportional
to q−10 . Such a wave shows up as a lined (stripe) structure of the magnon density on the axis
along which there is a dip in their dispersion laws ε(q) . A period of the structure is of pi/q˜0
and in the case of YIG is ≈ 0.92 µm, which does not depend on the size of the sample, as
confirmed by measurements. 38 At the same time, as noted in the same paper, 38 the depth
of the dips in the formed standing wave of the spatial distribution of the condensate depends
strongly on the intensity of the pump Ipump , although it can be shown (see Ref. 21) that
the contrast of the magnon lattice should not depend on the ratio Ipump/(kBT ) . Regarding
the observations in Ref. 38 of edge dislocations in this lattice, their appearance by pairs
corresponds to the conservation of the topological charge, but the mechanism of creation
of these topological defects requires special consideration due to the fact that the presence
of dislocations in the structure increases its energy, and hence the periodic condensate with
the extended defects is an excited condensate. In addition, using magnon lattices one can
scatter a light and explore other optical phenomena in which such a lattice may manifests
itself.
We acknowledge S. G. Odulov for the discussion of optical lattices. The work was per-
formed under the program of fundamental research of the Department of Physics and As-
tronomy, National Academy of Sciences of Ukraine.
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Appendix
As is known, the projections of the spin operator S = (Sx, Sy, Sz) satisfy the commutation
relations 35 [
S+, S−
]
= 2Sz,
[
Sz, S±
]
= ±S+, S± = Sx ± iSy. (A.1)
We denote by χS eigenvector of the operator S
z normalized per unit with the maximum
eigenvalue S , so that
SzχS = SχS, S
+χS = 0, S
−χS =
√
2SχS−1, (χS, χS) = 1. (A.2)
The vector χS−1 in Eq. (A.2) is also an eigenvector for the operator Sz and for it the
obvious relations follow from Eq. (A.1)
SzχS−1 = (S − 1)χS−1, (χS−1, χS−1) = 1, (χS−1, χS) = 0.
Let |0〉 is a ground (vacuum) state of the chain of L spins, oriented along the direction
z and with a maximum value of the z -projection, and |l〉 is its single-particle excited state
when the z -projection of the spin, which is located in the site l , is one less
|0〉 =
L∏
j=1
χS(j), |l〉 =
.l−1∏
j=1
χS(j)χS−1(l)
L∏
j=l+1
χS(j), (A.3)
〈0|0〉 = 1, 〈0 |l 〉 = 0, 〈l |l′ 〉 = δl,l′.
If in the spin chain only nearest neighbors interact, its simplest Hamiltonian can be
written in the form H = JH , where
H = S−1
L−1∑
l=1
(S2 − SlSl−1), [Sl1 ,Sl2 ] = 0. (A.4)
With the help of Eq. (A.1) is easy to find that H |0〉 = 0 ; for all l , satisfying the condition
1 < l < L ,
H |l〉 = 2 |l〉 − |l + 1〉 − |l − 1〉 ,
but on the states corresponding to the outermost sites this Hamiltonian acts differently
H |1〉 = |1〉 − |2〉 , H |L〉 = |L〉 − |L− 1〉 . (A.5)
Let us introduce a linear combination of single-particle states
|q〉 =
L∑
l=1
ψq(l) |l〉
and act on it by the operator H with taking into account Eq. (A.5)
H |q〉 =
L∑
l=1
[2ψq(l)− ψq(l − 1)− ψq(l + 1)] |l〉 , (A.6)
and the wave functions (amplitude) satisfy the free boundary conditions
ψq(0) = ψq(1), ψq(L+ 1) = ψq(L). (A.7)
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From Eq. (A.6) it is seen that the bra-vector |q〉 is a onemagnon eigenstate of the spin
Hamiltonian
H|q〉 = 4 sin2(q/2)|q〉,
if the amplitude ψq(l) has the form
ψq(l) = L
− 1
2γ(q) cos q(l − 1
2
), q =
pik
L
, k = 0, 1, ..., L− 1 ,
and its normalization factor is determined from the condition 〈q|q′〉 = δq,q′ , using which we
find
γ−2(q) =
1
L
L∑
l=1
cos2 q(l − 1
2
) = 1
2
(1 + δq,0).
Finally, we note that for commonly used cyclical conditions to the Hamiltonian Eq. (A.4)
the term S−1(S2−SLS1) is added, which causes the replacement of the boundary conditions
Eq. (A.7) by periodic ones (all sites are equivalent)
ψq(0) = ψq(L), ψq(L+ 1) = ψq(1),
As a result, the wave function takes the simple exponential form
ψq(l) = L
− 1
2γ(q)eiql, q =
2pik
L
, k = 0, 1, ..., L− 1 .
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