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Abstract
We describe a class of group homomorphisms hi : Xi → Y , with Y abelian, such that the
solvability of h1(x1)+ · · · + hn(xn) = y can be characterized and the solution set can be com-
pletely described. We apply our result to the matrix equation A1X1B1 + · · · + AnXnBn = C.
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This note “explains” Baksalary and Kala’s solution [1] of the matrix equation
AX − YB = C. Our “explanation” is a characterization of the solutions of certain
equations h1(x1)+ · · · + hn(xn) = y, where each hi : Xi → Y is a group homo-
morphism. This characterization can be specialized to certain matrix equations
A1X1B1 + · · · + AnXnBn = C. Further specialization gives the theorem in [1].
The composition of two maps f and g will be denoted by the juxtaposition fg.
Theorem. Let Y be an abelian group written additively, and let 1 denote its identity
isomorphism, 1(y) = y. For i = 1, . . . , n, let Xi be a group written multiplicatively,
let hi : Xi → Y be a homomorphism, suppose there exists a gi : Y → Xi satisfying
higihi = hi, set fi = higi : Y → Y, and set
Pi−1 = (1 − fi)(1 − fi+1) · · · (1 − fn)
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and P = P0 and Pn = 1. Suppose that
(A) fifjhi = fjhi for 1  i < j  n
and suppose y ∈ Y .
(1) If P(y) = 0 then x1 = g1P1(y), . . . , xn = gnPn(y) = gn(y) is a solution of
(B) h1(x1)+ · · · + hn(xn) = y,
where x1 ∈ X1, . . . , xn ∈ Xn.
(2) If f1, . . . , fn−1, P : Y → Y are homomorphisms and (B) has a solution, then
P(y) = 0.
(3) If each fi is a homomorphism and (B) has a solution, then
(C) xi = wigi(Pi(y − h1(w1)− · · · − hn(wn))),
is a solution of (B) for every w1 ∈ X1, . . . , wn ∈ Xn.
(4) If gi(Pi(0)) is the identity in Xi for i = 1, . . . , n, and if h1(w1)+ · · · +
hn(wn) = y, then (C) says x1 = w1, . . . , xn = wn, and hence every solution of (B)
is given by (C).
Lemma 1. Pk = −fk+1Pk+1 − · · · − fn−1Pn−1 − fn + 1 if 0  k  n− 1.
Proof. Iterate Pk = −fk+1Pk+1 + Pk+1. 
Lemma 2. Let 0  u < v  n. Then Puhv = 0, if v = n or fv is a homomorphism.
Proof. Puhn = (1 − fu+1) · · · (1 − fn−1)(hn − fnhn) = 0. When 1  i < j  n
and fi is a homomorphism (A) gives (1 − fj )hi = fi(1 − fj )hi and hence
(1 − fj )fi = fi(1 − fj )fi . So if 0  u < v < n, and fv is a homomorphism
Puhv = (1 − fu+1) · · · (1 − fv)fv(1 − fv+1)fv · · · fv(1 − fn)hv = 0,
because (1 − fv)fv = fv − fv = 0. 
Proof of Theorem
(1) From Lemma 1
0 = P(y) = −h1(g1P1(y))− · · · − hn−1(gn−1Pn−1(y))− hn(gn(y))+ y.
(2) If P is a homomorphism and x1, . . . , xn satisfy (B) then P(y) = Ph1(x1)+
· · · + Phn(xn) = 0, by Lemma 2.
(3) Since each fi is a homomorphism so is each Pj , and so we may shuffle terms
to obtain
h1(x1)+ · · · + hn(xn) = L(y)+ L1(w1)+ · · · + Ln(wn),
where, by Lemma 1 with k = 0 and part (2):
Lk = hk − f1P1hk − f2P2hk − · · · − fn−1Pn−1hk − fnhk = Phk = 0
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and
L(y) = f1P1(y)+ · · · + fn−1Pn−1(y)+ fn(y) = y − P(y) = y.
(4) That xi = wi is clear, and so every solution can be obtained from itself
via (C). 
Remarks
(1) fifjhi = fjhi is equivalent to fifjfi = fjfi . To see this multiply the first
on the right by gi and the second of the right by hi .
(2) Since each fk is an idempotent, fifjfi = fjfi is equivalent to saying that the
range of fi is invariant under fj . The standard proof when the fk’s are projections
on a vector space works here also.
(3) If hi is invertible and surjective, gi is its inverse, fi = 1 and fifjhi = fjhi .
(4) If fifj = fjfi then fifjhi = fjhi .
(5) It may be possible to reorder the hk’s to achieve (A).
(6) The gi’s are not necessarily unique. If y ∈ hi(Xi) then gi(y) may be any
x ∈ Xi such that hi(x) = y and, for y outside the range of hi , we may take gi(y) to
be any element of Xi .
(7) In light of Lemma 2, (C) may also be written
xi = wigi(Pi(y − h1(w1)− · · · − hi(wi))).
(8) Although the solutions xi are expressed as formulas in the hi’s and their
“pseudoinverses” the gi’s (the formulas being evaluated at parameters wi) we have
not derived our result by applying the standard theorem: If h and g are abelian
group homomorphisms satisfying hgh = h then h(x) = y has solutions if and only
if hg(y) = y, and then the solutions are x = g(y)+ (1 − gh)(w). Nor did we work
from the less standard form—our theorem with n = 1.
The matrices which follow are assumed to have entries from a ring R, which
need not have an identity. In this context I denotes the identity isomorphism I (X) =
X. Our matrices are permitted to be of any size which renders meaningful all the
algebraic operations in which they appear.
Corollary 1. For i = 1, . . . , n let Ai, A−i , Bi and B−i denote matrices satisfying
AiA
−
i Ai = Ai and BiB−i Bi = Bi and set
Pi−1 = (I − AiA−i ⊗ B−i Bi) · · · (I − AnA−n ⊗ B−n Bn)
and P = P0 and Pn = I . Suppose that
AiA
−
i (AjA
−
j )Ai = (AjA−j )Ai and
Bi(B
−
j Bj )B
−
i Bi =Bi(B−j Bj ) for 1  i < j  n.
Then
A1X1B1 + · · · + AnXnBn = C
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has a solution if and only if P(C) = 0, and, if P(C) = 0, a general solution is
Xi = Wi + A−i [Pi(C − A1W1B1 − · · · − AiWiBi)]B−i ,
where each parameter matrix Wi has the same size as Xi and i = 1, . . . , n.
Proof. The groups here are additive (abelian) matrix groups. The counterparts
here, of the maps hi , gi , fi , and Pi appearing in the theorem, are all homomorphisms,
so parts (1) and (2) of the theorem show that P(C) = 0 is a correct consistency
condition for the equation, and parts (3) and (4) establish the generality of the given
solution set. We have used the form in Remark 7 adapted to additive abelian groups
Xi . 
Remark. (9) To obtain the theorem in [1] set n = 2, B1 = I , and A2 = −I . The
supposition in the corollary then follows trivially.
When Y is a nonabelian group and n = 2, there is still a “version” of our theorem.
Our notation here avoids the subscripts which appear in our theorem.
Proposition. Let X, Y, and Z denote multiplicative groups, and let 1 denote the
identity of Z. Let a : X → Z and b : Y → Z be homomorphisms. Suppose there exist
maps a− : Z → X and b− : Z → Y satisfying aa−a = a and bb−b = b. Set A =
aa− : Z → Z and B = bb− : Z → Z and, for w ∈ Z,
Q(w) = A(w)[AB(w)]−1B(w)w−1.
Suppose
() ABa = Ba
and z ∈ Z.
(1) If Q(z) = 1 then x = a−(z)[a−B(z)]−1 and y = b−(z) is a solution of
() a(x)b(y) = z.
(2&3) If A and B are homomorphisms and () has a solution then Q(z) = 1
and
(1) x = a−(z[B([a(u)]−1z)]−1[a(u)]−1)u,
(2) y = b−([a(u)]−1z[b(v)]−1)v
is a solution of () for every u ∈ X and v ∈ Y .
(4) If a−(1) is the identity of X and b−(1) is the identity of Y and if a(u)b(v) = z
then (1) and (2) say x = u and y = v. Hence every solution of () is given by
(1) and (2).
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Proof
(1) This is clear.
(2) By applying A, AB, and B to () we obtain
Q(z) = Aa(x)Ab(y)[ABa(x)ABb(y)]−1Ba(x)Bb(y)[a(x)b(y)]−1 = 1,
since Aa = a, Bb = b, and ABa = Ba.
(3) Since A = a−a and B = b−b are homomorphisms and Aa = a and Bb = b,
a(x)b(y)
= A(z)[AB([a(u)]−1z)]−1[Aa(u)]−1a(u)[Ba(u)]−1B(z)[Bb(v)]−1b(v)
= A(z)[[ABa(u)]−1AB(z)]−1[Ba(u)]−1B(z)z−1z = Q(z)z = z,
because ABa = Ba and Q(z) = 1.
(4) That x = u and y = v is clear, and so every solution can be obtained from
itself via (γ1) and (γ2). 
Remark. (10) To obtain the case n = 1 let Y = Z, and b, and hence B, be the
constant homomorphism 1. Then, when A is a homomorphism, the consistency con-
dition for a(x) = y is A(y)y−1 = 1, and the solutions are x = a−(y[a(w)]−1)w for
every w ∈ X.
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