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Počátky součinové integrace 
A N T O N Í N S L A V Í K 
K a p i t o l a 1: Ú v o d 
Kořeny teorie součinového integrálu sahají do roku 1887, kdy italský 
matematik Vito Volterra definoval tento integrál v souvislosti s řešením 
lineárních diferenciálních rovnic. Volterrovy první práce se patrně nese-
tkaly s širším ohlasem - snad i proto, že vyšly pouze v italštině. K oži-
vení zájmu o součinový integrál dochází až ve 20. století spolu s teorií 
Lebesgueova integrálu a s rozvojem funkcionální analýzy. Na Volterrovy 
myšlenky navázal matematik Ludwig Schlesinger, který zpřesnil původní 
výsledky a rozpracoval lebesgueovský přístup k součinovému integrálu. 
Volterrovou teorií se inspiroval i český matematik a fyzik Bohuslav Hos-
tinský. Ten se zabýval integrálními operátory, pro které zavedl analogii 
součinového integrálu. 
Další vývoj teorie je spjat se jmény G. Rasche, G. Birkhoffa, P. Masa-
niho a jiných matematiků. Součinový integrál pronikl i do jiných odvětví, 
jako je teorie pravděpodobnosti a matematická statistika. Čtenáři, který 
by se rád seznámil i s novějšími výsledky, doporučujeme monografii [12], 
kde najde i podrobný seznam další literatury. 
1.1 M o t i v a c e k z a v e d e n í s o u č i n o v é h o i n t e g r á l u 
Vzhledem k tomu, že teorie součinového integrálu není mezi mate-
matiky příliš známa, uvedeme pro lepší pochopení dalšího textu krátkou 
motivaci. Uvažujme diferenciální rovnici 
x'(t) = f(t,x(t)) (1.1.1) 
x(a) = xn 
na intervalu I = [a, 6], kde t <E J, x : I -* R n a / : I x R n -* R n . 
Tuto rovnici (resp. soustavu rovnic) lze přibližně řešit tzv. Eulerovou 
metodou: Zvolíme dělení D : a = ÍQ < či < • • • < t
k




) = £o 
x(ti) = x(t0) + f(to,x(t0))At1 
x(t2) ^ x(h) + f(t1,x(t1))At2 
X(tk) = X(í/e_i) + /( t fc- i , x(tk^i))Atk 
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kde Ati = ti — ti—i. Je-li funkce / „rozumná", očekáváme, že zjemňová-
ním dělení D se budeme blížit ke skutečnému řešení rovnice (1.1.1). 
Uvažujme nyní speciální případ /(t,x(t)) = A(t)x(t), kde A(t) je 
matice typu n x n pro každé t e l . Rešíme-li rovnici 
x'() = A(t)x(t) (1.1.2) 
x(a) = #o 
Eulerovou metodou, dostaneme 
x(to) = x
0 
x(h) = (J + A(t0) Ati)x(to) = (I + A(t0) Ai)x0 
x(t
2










) Aíi)x 0 
x(í^) = (/ + A^OAtife) •••(/ + A(íi)At 2)(/ + A(t0)Ati)xo 
Označme 
S(D) = (7 + A(!fc-i)A!fc) • • • (I + A(!i)Aí2)(I + A(ío)Aíi). 
Jsou-li složky matice A „rozumné" (např. spojité) funkce, lze dokázat, 
že pro v(D) —* 0 (kde v(D) = max{Atz, i = 1,.. ., fc}) konverguje S(D) 
k jisté matici, kterou označíme symbolem 
b 
[J(I + A(t)dt) 
a 
a nazveme ji součinovým integrálem maticové funkce A na intervalu 
[a, b}. Maticová funkce 
t 
X(t) = Y[(I + A(u)du) 
a 
vyhovuje vztahům 
X'(t) = A(t)X(t) 
X'(a) = I 
(kde J je jednotková matice). Odsud plyne, že vektorová funkce 
t 
x(t) = fJ(J + A(u) du) • XQ 
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je řešením úlohy (1.1.2). 
1.2 Fyzikální interpretace 
Abychom viděli, že součinový integrál nachází aplikace i mimo ma-
tematickou analýzu, uvedeme pro ilustraci příklad z fyziky (viz [12]). 
Uvažujme tekoucí kapalinu a nech S(t)(x) je poloha té částice kapaliny 
v čase t > 0, která se v čase t = 0 nacházela v bodě x. Přitom x je 
prvek nějakého vektorového prostoru J*f, takže S(t) je pro každé t > 0 
operátor na X. 
Částice, která se v čase t nacházela v bodě x, se v čase t + h dostane 











Rychlost V(t) je opět pro každé t > 0 operátor na X. Později budeme 
psát V = jjj- a operátor V nazveme levou derivací operátoru S. 
Umíme z operátoru rychlosti V zpět zrekonstruovat operátor polohy 
5? Pro malé h můžeme odhadnout 
S(t + h)(x) ±(I + h- V(t)) o S(t)(x). 
Je-li tedy D : 0 = ÍQ < íi <•••<*& = * dělení intervalu [0,i], potom 
S(t)(
X
) = (I+ (t
k
 - ífe_x) • Víífc-O) •••(/+ (Í! - í 0) • V(!o))(x) 
(protože 5(0) (x) = x). Zjemňováním dělení D pak zjistíme, že S není 
nic jiného než levý součinový integrál operátoru V: 
S(t) = [(I + V(u)dv,). 
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Kapitol a 2: Vit o Volterr a a vznik teorie 
V této kapitole se budeme zabývat teorií součinového integrálu tak, 
jak j i vymyslel Vi t o Volterra, a jak byla publikována v knize [4]. Začněme 
proto alespoň krá tkým ohlédnutím za životem tohoto význačného ma-
temat ika. 
Vit o Volterra se narodil 3. května 
1860 v italské Anconě. Byl jedináček, 
jeho otec brzy umřel a malý Vit o se 
s matkou odstěhoval k je j ímu bratrovi. 
Nějaký čas strávili v Turíně, větší část 
dětství však Vi t o prožil ve Florencii. 
V jedenácti letech přečetl Bert randovu 
Ar i tmet iku a Legendreovu Geometri i, 
ve č t rnácti se pustil do Bert randova 
Diferenciálního počtu. Když přemýš-
lel o těžištích různých těles, „objevil " 
integrování jako inverzní operaci k de-
rivování. 
Zat ímco Vi t o toužil s tát se věd-
cem, jeho ma tka se st rýcem z něj chtěli 
mít obchodníka. Požádali proto o po-
moc vzdáleného příbuzného - inže-
nýra a finančníka, aby chlapci domlu- Obrázek 1: Vito Volterra 
vil . Ten byl ovšem Vítovými schopnostmi tak nadšen, že se jej zastal 
a Vi t o začal s tudovat na fakultě přírodních věd ve Florencii. Později 
přestoupil na univerzi tu v Pise, kde se stal roku 1882 doktorem fyziky. 
Rok poté, ve svých t ř iadvaceti letech, byl jmenován profesorem mecha-
niky. V roce 1900 už přednášel matemat ickou fyziku v Římě, a také 
se oženil s Virgini í Almagiá - dcerou inženýra, který se za něj kdysi 
přimluvil . 
Volterra se zapoj il i do polit ického života: roku 1905 byl zvolen sená-
torem, v par lamentu se účastnil mnoha debat o podpoře vědy a vysokých 
škol. V červenci 1914, právě když Volterra pobýval na venkově v Aric-
cii , vypukla válka. Volterra prosazoval, aby se Itálie př idala na s t ranu 
spojenců. O rok později se tak stalo a pětapadesát i le tý Volterra nastou-
pil jako plukovník k letectvu. Po skončení války se opět vrát il k vědě a 
k přednáškám na univerzitě. 
Závěr Volterrova života nebyl příliš šť astný. V roce 1931 se dostali 
k moci fašisté. Volterra pocházel ze židovské rodiny a odsuzoval jej ich 
prakt iky. Musel proto odejít z univerzity v Římě, o rok později opust il i 
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místa v italských akademiích věd. Hodně času trávil v zahraničí (nějakou 
dobu pobýval i v Praze a v Brně), občas navštívil svůj venkovský domek 
v Ariccii. V prosinci 1938 onemocněl zánětem žil, zůstal však duševně 
svěží a dále se věnoval matematice. 11. října 1940 umírá doma v Římě; 
pochován je na návrší venkovského hřbitova v Ariccii - na místě, které 
měl tak rád, a kde strávil nemalou část svého života. 
Přestože je dnes Volterra znám jako matematik, zabýval se též fy-
zikou, chemií, biologií a ekonomií. I jeho matematické práce mají často 
fyzikální motivaci. 
Při studiu variačního počtu zavedl Volterra pojem funkcionálu, t j . zob-
razení, které funkcím přiřazuje čísla. Pomocí variačního principu odvodil 
Maxwellovy rovnice a na toto téma přednášel i během pobytu v Česko-
slovensku (viz [5]). Volterrovo jméno je spjato s integrálními rovnicemi, 
k jejichž studiu jej přivedla opět fyzika. Všiml si analogie mezi integrál-
ními rovnicemi a soustavami algebraických lineárních rovnic a na jeho 
výsledky později navázal I var Fredholm, 
Volterra je také jedním ze zakladatelů matematické biologie. Jeho 
ze Umberto D'Ancona studoval statistiky rybářů od Jaderského moře 
a obrátil se na Volterru s problémem, jak matematicky vysvětlit rela-
tivní nárůst počtu dravých ryb na úkor ostatních v období první světové 
války. Volterra poté navrhl řadu modelů popisujících vzájemný boj živo-
čichů o přežití; po matematické stránce jde o soustavy diferenciálních či 
integro-diferenciálních rovnic. Modely navíc ukazují, že v průběhu času 
může docházet k pravidelným fluktuacím počtu jednotlivých druhů ryb -
tento jev znali biologové již dříve, vysvětlovali jej však působením vněj-
ších vlivů. Volterrova korespondence s ostatními matematiky i s biology 
na toto téma vyšla v knize [8]. 
Volterra je autorem řady dalších prací z oblasti parciálních diferen-
ciálních rovnic, teorie pružnosti atd. Podrobnější Volterrovy životopisy 
lze najít např. v [6], [7], [8], [9]. 
2.1 Okolnosti vzniku knihy 
Zatímco první Volterrovy práce o součinové integraci (viz [1], [2], 
[3]) vyšly v italštině již roku 1887, kniha Opéraiions infinitésimales li-
néaires [4], kterou sepsal spolu s Bohuslavem Hostinským, byla vytištěna 
v Paříži až roku 1938. Emile Borel ji tehdy zařadil do série monografií 
věnovaných teorii funkcí. 
Volterra v úvodu píše, že k vydání knihy jej přimělo několik okol-
ností. Především to, že teorie matic byla v poslední době v popředí 
zájmu matematiků a našla uplatnění i ve fyzice. Navíc jej potěšily vý-
sledky B. Hostinského, který rozšířil teorii matic i na obecnější operátory, 
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všiml si souvislosti s integrálními rovnicemi a aplikoval výsledky v teorii 
pravděpodobnosti. 
Více než dvousetstránková kniha je rozdělena do osmnácti kapitol. 
Prvních patnáct kapitol tvoří francouzský překlad dvoudílné Volterrovy 
práce [1] s několika opravami a doplňky. Zbylé tři kapitoly jsou dílem 
B. Hostinského; je zde v analogii s předcházejícími kapitolami rozebrán 
součinový integrál pro jistou třídu operátorů. 
V Časopise pro pěstování matematiky a fysiky [16] vyšla recenze 
Otakara Borůvky, ve které na závěr píše: „Domnívám se, že bohatost 
výsledků, přehled o literatuře podaný v této knize a soustavný výklad 
povzbudí odborníky k pracem v tomto směru, v němž jsou nepochybně 
ještě velké možnosti." 
2.2 Z á k l a d n í p o j m y z t e o r i e m a t i c 
V prvních čtyřech kapitolách připomíná Volterra známé i méně známé 
výsledky z teorie matic, které bude potřebovat v dalším textu. Maticím 
zde říká substituce, nebo představují přechod od jedné soustavy pro-
měnných k druhé. 
Je-li x\ = £fc=i  aikxk a x'l = Y%=i bikx'k> Pa k x"  = YJk=\ c^xk pro 
cik — S ? =i  bij ajk) což je motivací pro definici násobení matic. 
Nech A = {aik}'ik=ii P
a k prvky inverzní matice značí {Aki}^k=lJ t j. 
n n 
/ v
 aij Akj ~ / ^ AjjCljk = Óik, 
3=1 3=1 
kde Sa = 1 a Sik = 0 pro i 7-= k. 
Je-li S libovolná matice a T regulární matice, pak matici T~~lST na-
zývá Volterra transformací matice S maticí T a matici TST~l inverzní 
transformací matice S maticí T. Je-li S matice nějakého lineárního zob-
razení a T matice přechodu mezi dvěma bázemi, pak TST~l je matice 
stejného lineárního zobrazení vzhledem k nové bázi. V dnešní termino-
logii bychom řekli, že matice S a TST"1 jsou podobné. 
Pro blokovou matici 
' Ax 0 ••• 0 
0 A2 ••• 0 
\ 0 0 . . . Aj 
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sestavenou z čtvercových matic A\, A2,... ,Ap se v celé knize používá 
označení l A\ • A2 • • • Ap >, případně l n f=i ^ r • 
Indukcí vzhledem k řádu matice dokazuje Volterra větu o převedení 
matice do normálního (Jordánova) tvaru: 
V ě t a . Pro každou matici S s nenulovým determinantem existují matice 
U a T takové, že S — T~lUT a U je v normálním tvaru, tj. existují 














je k-tá Jordánova buňka příslušná k vlastnímu číslu UÚÍ. Pro násobení 
blokových matic platí 
/ 
Л ц ••• A 
\ 
l r a 
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Odsud se snadno odvodí následující tvrzení, které budeme potřebo-
vat v kapitole o integrování komplexních matic: 
Tvrzení . Jestliže 
p n 








 (x) W f V w C O
- 1
. (2.2.1) 
? ; = i f c = i 
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2.3 D e r i v a c e a d i ferenc iá l m a t i c o v é funkce 
Základními dvěma operacemi ve Volterrově maticovém kalkulu jsou 
derivace a integrál maticové funkce. Jde přitom o něco jiného než o de-
rivování a integrování po složkách. 
Nech A je maticová funkce proměnné x s nenulovým determinantem, 
jejíž složky jsou diferencovatelné funkce. Potom levá derivace A je matice 
MI \ A-\( \ v A(x + Ax)-A(x) i 
A!(x)-A (x)= lim — —-• — - A l(x) = 
v y v J Ax->o Ax v ; 
,. A(x + Ax)-A~l(x)-I 
= lim — ~- — 
Ax->o Ax 
a pravá derivace A je matice 
| - l ^ . y | / ^ _ i;™ 4 - l t ^ ^ + A x ) - A ( x ) 
Í 4 - 1 ( X ) - Í 4 / ( X ) = lim A~l(x) 
K J W Ax-+0 V J Ax 
v A ~
1 ( x ) - A ( x + A a ; ) - / 
= lim — \ . 
Ax-+o Ax 
Volterra nepoužívá maticový zápis, ale rozepisuje vše do složek: 
Tvrzen í . Maticové funkce 




(x + Ax) - ajkjx) 
Ax 
mají limitu pro Ax —> 0. právě když a
ik
 jsou diferencovatelné funkce pro-
měnné x. První limitu (levou derivaci) značí -^{a
ik
}, druhou (pravou 
derivaci) symbolem { a i k } ^ - Abychom nemuseli všechna tvrzení rozepi-
sovat jako Volterra po složkách, domluvíme se, že ~̂- bude znamenat 
levou derivaci, zatímco derivaci po složkách, t j . matici {-^k}, budeme 
značit A!. 





(x + dx)} • {a
ik
(x)}
 x = г 
П
 d 
ðik + ̂ 2 ~~j^(X)Akj(X) dx 
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a pravý diferenciál matice vztahem 
Í n , 
Sik + YlA^(x)~^(x)dx ( > 
kde dx je podle Volterry infinitezimální veličina a oba diferenciály jsou 
matice, které se infinitezimálně liší od jednotkové matice. Dnes bychom 
diferenciál interpretovali spíše jako zobrazení definované předpisem 
dA 
dA(u) = I + —~ • u pro u G R . 
dx 
Následuje několik tvrzení o vlastnostech derivací, mimo jiné základní 
věta o derivaci matic: 
Věta. Je-li C konstantní matice, pak £(AC) = j £ a (CA)£ = 4£. 
Důkaz. 
4~(AC) = (AČ)' • (AC)-~l = A'CC~lA~l = A'A'1 - ~, 
dx dx 
druhá rovnost se dokáže analogicky. 
První část základní věty o derivaci můžeme slovně vyjádřit takto: 
Levá derivace matice se nezmění, vynásobíme-U tuto matici zprava kon-
stantní matící. Záměnou slova „levý" za „pravý" dostaneme duální tvr-
zení - druhou část základní věty o derivaci. 
Platí také opačná implikace: 
Věta. Jestliže rj^: — ~[^ na nějakém intervalu I, pak existuje konstantní 
matice V taková, že T = SV na I. Důkaz. 
—, = (S~1T)'(S-lT)-1 = ((S-lyT + S~]T')T-\S = 
dx 
= (s~lys + S-1T'T-XS = S-lS(S~l)'S + S~lT'T-lS = 
= S-\S(S-1)' + T'T'l)S = S~l(-S'S-1 + TfT~l)S = 
= s
- (ÍL _ *L\ s = o 
\ a/x dx ) 
(rovnost S(S~1)' = —5,/5,~1 získáme derivováním SS"1 = I). Je-li však 
0 = r̂f = A'A'1 pro nějakou matici A na 7, pak také 0 = A' a matice A 
je konstantní. Dokázali jsme, že matice V = S~lT je konstantní, čímž 
jsme hotovi. Myšlenka Volterrova důkazu je stejná, jednotlivé kroky však 
dokazuje rozepsáním do složek. 
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Důs ledek . Dvě matice mají shodné levé derivace, právě když se liší 
o pravý násobek konstantní maticí. Duální věta zní: Dvě matice mají 
shodné pravé derivace, právě když se liší o levý násobek konstantní ma-
ticí. Obě věty jsou zřejmě součinovou analogií známého tvrzení: Dvě 
funkce mají shodné derivace, právě když se liší o aditivní konstantu. 
Na závěr ještě odvodíme jednoduché tvrzení, které budeme potřebo-
vat později: Je-li C konstantní matice, pak 
4~(CA) = (CA)' • (CA)-1 = CA,A~lC~l = C—C"1. (2.3.1) 
dx dx 
2.4 Integrál maticové funkce 
Nech A = {aik} je maticová funkce proměnné x definovaná na inter-
valu [p, q]. Zvolme dělení tohoto intervalu D : p = ÍQ < t\ < • • • < tm — q 
s vyznačenými body X{ G [í i-i , t i] . Označme h{ — ti — t ;_ i , T2; = I + 
hiA(xt) a utvořme součiny S(D) = T m T m _ i — Ti, S(D)' = TXT2 --Tm. 
Nech {Dn}n
<Ll je posloupnost dělení intervalu [F, q] s vyznačenými body 
a nech v(Dn) —> 0. Jestliže existuje limita S(Dn) nezávislá na volbě po-
sloupnosti {-Dn}^=ij nazveme ji levým integrálem matice A na intervalu 
[p, q]. Podobně limitu výrazu S(Dn)' nazveme pravým integrálem matice 
A. 
Volterra značí tyto integrály symboly J g {a;k} dx a {a^} dx fq. V dal-
ším textu budeme používat označení [ ] ^ ( / + A(t) dt) a (J + A(t) dt) J"Jp, 
které je běžné v novějších textech. Naproti tomu symbol fq A(t) dt re-
zervujeme pro integrál matice po složkách, t j . pro matici {jq a ^ ( í ) dt}. 
Volterra dokazuje následující větu: Jsou-li a ^ omezené riemannovsky 
integrovatelné funkce na intervalu \p,q], potom oba součinové integrály 
existují. Zde je idea Volterrova důkazu: 




















kde s-tá suma, s < m, je rovna Y ^ hai • • • hasA(xai) • • • A(x
<X\>OL2>--'>Ot.s 
Označíme-li S(D) — {^ifc}^=i, pak předchozí rovnice znamená 
n 
<*ik = Sik + 22haiaik(xQl)+ ] p Yl
 /l«i/l«2ax/3i(^ai)^1k(xa2) + -" , 
ř *i oti>a2 0i = 1 
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kde S-tá suma je 
n 
Z.v Á2 hai ' " hots
aipi(xai) ' ' ' a(3s-ik(
xas)-
ai>a2>->a s px,...,{3s-i = l 
Jestliže nyní v(D) —> 0, potom (protože a^ jsou integrovatelné) platí 
22ha^aik(Xa^) "^ / aik(xi)dxu 
^. Jv 
ai 
Z.w £—J haiha2aipl(xai)aplk(xa2) —> 
/3i = l a i > a2 
T?— fq fXl 





/ ]  ^ 2 hai ' " hocsai(3i(xai) • ' 'a0s-ik(
xas) ~> 
/3i,...,/3s_i=l a i > a2 > - ->as 
rQ rxi pxa i 
-> ] P " ai(3i(xi)-'a0s-ik(
xs)dxs ->dxi. 
px,...As-i^
Jp Jp Jp 




_ ^ " ^ rq rxi rx
s
-i 




















Funkce a^ jsou omezené, proto |a^(x) | < M pro nějaké M; s-tý člen 
předchozí sumy pak můžeme shora odhadnout výrazem 
,.->*• r r... r * &....&,=it^fa-")!•, (2.4.D 
Jp Jp Jp ^ *̂ 
a tedy řada Ý^(p, r/) konverguje absolutně a stejnoměrně. (Rovnice (2.4.1) 
se dokáže matematickou indukcí podle 5, při indukčním kroku derivu-
jeme levou stranu podle q a využijeme indukční předpoklad.) 
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Poznámka. Rozvoj ^ik(p,q) do řady je ekvivalentní s maticovým zá-
pisem 
q
 r<i rq rxi 












 + -' , 
^ JP Jv Jv V JP 
který dnes nazýváme Peanovou řadou. Je-li A(x) matice typu 1 x 1, tj. 
A = (a(x)}, kde a je reálná funkce, dostaneme 
nxi rxs-i \ f fq 




 • • • dx
1
 = — I / a(x) cte 
,- *Ip *̂ VJp 
(dokáže se o p ě t indukcí podle s ) , a tedy 
p 
P r o pravý integrá l (I + A(x) dx) ]\q
p
 = </>(p, q) = {<$-* + V>ik(P, ?)} se 
analogicky odvodí rozvoj 
-22^ * \ r<7 r-Cl t^s-1 












 J p J p 
Volterra dále uvádí vztah 
o q
 r 
]J(I + A(x) dx) - j | (7 + ̂ („) dx) • Y[(I + A(x) dx) 
p r p 
a píše, že pro p < r < q snadno plyne z asociativity maticového ná-
sobení. Pravděpodobně měl na mysli to, že v definici integrálu mů-
žeme vzít posloupnost takových dělení intervalu [p, g], která vždy ob-
sahují i dělicí bod r. Tak dostaneme posloupnost dělení intervalů [p, r] 
a [r,g]. Součin S(D) — T m T m _i---Ti pak zapíšeme ve tvaru S -̂D) = 
(Tm • • • Tj+\)(Tj • • • Ti), kde první závorka přísluší k dělení intervalu [r, q] 
a druhá k dělení [p, r]. Limitním přechodem dostaneme požadované tvr-
zení. Tento důkaz funguje jen pro p < r < q. Definujeme-li však V-Z^p, #) 
výše uvedenou řadou pro libovolná čísla p a g , potom 
n 
®ik(p, Q) = Y1 *tf (r« 9)*jfc(p»r) 
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(Volterra to dokazuje pomocí řady pro Vři/e), což je ekvivalentní vyjádření 
našeho tvrzení. Speciálně pro q = p 
І[(I + A(x) dx) = ( [(I + A(x) dx) 
Pro pravý integrál se analogicky odvodí rovnost 
q r 
(I + A(x) dx) Y[ = (I + A(x) dx) Л (I + A(x) dx) Y[ 
2.5 Derivace integrálu podle horní meze 
Volterra se dále zabývá spojitými maticovými funkcemi A (tj. mati-
cemi, jejichž složky aij jsou spojité funkce). Následující tvrzení se týká 
derivace součinového integrálu podle horní meze. 







-(p,q) = J2aij(q)$jk(p,q) (2.6.1) 
J = I 
pro každé i, k = l , . . . , n . Důkaz. Z rozvoje $(p
y
q) do Peanovy řady 
plyne $(p, q) = / + J9 A(x)$(p, x) dx a derivováním rovnosti podle q 
dostaneme tvrzení věty. 
Označíme-li y^l\x) = [*i l(p,#),... ,$n/(p,x)] (í-tý sloupec matice 
$), potom podle (2.6.1) je každá z vektorových funkcí y^\ . . . ,y'n ' ře-
šením soustavy lineárních diferenciálních rovnic 1. řádu 






Jelikož $(p,p) = /, splňují tato řešení počáteční podmínku y\ (p) = 
<̂ i> tj. y^l\p) je Z-tý vektor kanonické báze euklidovského prostoru R n . 
Protože jsou funkce y^\ . . . , y^ lineárně nezávislé, tvoří fundamentální 
systém řešení uvedené soustavy a $ je její fundamentální matice. 
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Pro pravý integrál analogicky odvodíme, že §^(p,q) = 4>(p,q)A(q), 
a tedy (f) je fundamentální matice soustavy 
(î/i,--- ,Уn) = (Уi,"-Уn) 




l • * ' CLnnJ 
Kromě souvislosti s diferenciálními rovnicemi je zajímavé i to, že 
^<J>(x) = A(x) a (f>(x)-^ = A(x), t j . levá derivace levého integrálu 
podle horní meze je původní matice a totéž platí i pro pravou derivaci 
pravého integrálu. Integrování a derivování jsou tedy v jistém smyslu 
inverzní operace. 
Obyčejné integrály počítáme zpravidla podle základní věty kalkulu 
f
q
f'{x)dx = f{q)-f(p). 
J
P 
Její součinová analogie pro matice zní: 
V ě t a . Nech S je diferencovatelná maticová funkce na intervalu [p, q]. 
Potom 
f[(l+^(x)dx)=S(q)S(p)-\ 
Důkaz. Považujeme-li výrazy na obou stranách dokazované rovnosti za 
funkce g, pak jejich levá derivace je v obou případech rovna j^S(q). 
Platí tedy Yll(I + S"( x ) dx) = S(q)C pro nějakou konstantní matici C. 
Dosazením q = p dostaneme C = S(p)~1. 
Lze definovat i analogii k pojmu primitivní funkce: Maticovou funkci 
S(x) nazveme levým neurčitým integrálem maticové funkce T(x) na in-
tervalu [a, 6], jestliže pro libovolná dvě čísla p, q <G [a, b] platí 
f[(I + T(x)dx) = S(q)S(p)-\ 
P 
Snadno se dokáže, že to je ekvivalentní s podmínkou 
S(x)= (fl(I + T(u)du))c, 
kde p G [a, b] a C je libovolná konstantní matice. 
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Vblterra dále ukazuje, že pomocí integrálu matice lze vyřešit lineární 















(x) + • • -+p
n
(x)y(x). 
Deíinujeme-li funkce ZQ = y> z\ = ó̂? z
2
 — z[,... , z n - i =
 z
n-2? P°tom 






0 1 0 
0 0 1 
0 0 0 










lineárních diferenciálních rovnic 1. řádu. Fundamentální matici této sou-
stavy spočteme pomocí levého integrálu. Řešení původní rovnice pak od-
povídá funkci zo? tj. prvnímu řádku fundamentální matice (dostaneme 
n lineárně nezávislých řešení). 
Dalším speciálním případem je soustava lineárních diferenciálních 
rovnic 
( \ í \ l \ 










kde A = {ciik} je konstantní matice. Fundamentální matice soustavy je 
samozřejmě $(p, q), tentokrát však můžeme spočítat integrály z rozvoje 
<í> do Peanovy řady. Vyjde 
A A
2 
*(P, q) = r+-(q-p) + —(q - p)2 + • • • 
Tuto řadu nazýváme maticová exponenciála a značíme ji eA^q~~v^\ Vbl-




Ф.Jfc(p, q) = S
гк
 + ў(q-p) + ^-(q-p)
2
 + ---
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Zcela stejný rozvoj však dostaneme i pro pravý integrál </>(p, q). Je-li 
tedy A konstantní matice, pak 
P q 
Y[(I + A(x) dx) = (/ + A(x) dx) JI = eA{q-pK 
Q p 
Známe-li řadu pro eA(q~p\ můžeme toto tvrzení ověřit i přímo derivo-








 = eA{q-pÎA, 
LeM<l-p) = eA(q-p)L = A. 
dq dq 
2.6 Mat icové funkce více proměnných 
Nech A je maticová funkce proměnných £ i , . .. ,xm. Matice j^-A~
l 
se nazývá (pokud existuje) levá parciální derivace matice A podle xs a 
budeme ji značit j~- - narozdíl od parciální derivace matice po složkách, 
kterou označíme J—-. 
Levý diferenciál A definuje Volterra jako matici 
m, •, A 
dA = A(x\ +dx\,... ,xm +dxm)A~
l(x\,.. .,xm) = I + V^ -—dx s , 
~ dxs 
s=l 
která se infinitezimálně liší od jednotkové matice; my můžeme diferenciál 
opět chápat jako zobrazení dA(u\,..., um) = I + Y2S jtr
Us' Analogicky 
se definují pravé parciální derivace a pravý diferenciál. 
V analýze funkcí více proměnných se dokazuje následující tvrzení: 
Věta . Nech funkce / i , . . . , fm : fž —» R mají spojité parciální derivace 
v jednoduše souvislé oblasti Q C R m . Potom jsou následující tvrzení 
ekvivalentní: (1) Existuje F : Q —» R taková, že V F = [ / i , . . . , / m ] , 
tj. f\dx\ + • • • + fmdxm je diferenciál funkce F. 
(2) §ír-7Ě- = 0Proi>3 = 1T-->m-
(3) Je-li (f : [a,b] —» Q spojitě diferencovatelná křivka, pak / f\dx\ + 
-'' + fmdxrn — F((p(b)) — F(ip(a)), t j . křivkový integrál vektorového pole 
[/i> • • • > fm] nezávisí na cestě. 
Pokusíme se zformulovat maticovou analogii předchozí věty. Impli-
kace (1) => (2) se dokazuje ze záměnnosti parciálních derivací: 
ĚA - JL (?L\ - A (ĚL\ _ Oli 
dxj dx:j \dxj) dx, \dxj) dxz' 
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Jestliže nyní / + _>__̂ Li Bsdxs je levý diferenciál nějaké matice ^4, potom 
B - ^ A - 1 , takže 
d_Bi dB_ _ ___ fM^-A _ A f M^-A = 
дх^ дх{ дх^ \дхг ) дx^ \дх^ 
д (ЗА\ ! «мал-
1










= — - — A
-1
 — A + — A — A = Б J B І - HiHj 


















OXi OXj OXj OXi 
(kde vztah ^ = - _ ^ - ! J!A_4-i získáme derivováním AA"1 = I podle 
Xj). Oznaeíme-li podle Volterry 
ř)Y f)X 
M X , Y ) „ „ ^ ^ r ^ + YX-XY, 
pak jsme dokázali A(i3_, Bj)XijXj = 0 pro i, j = 1 , . . . , m. 
Je-li c/> : [a, 6] —* R m spojitě diferencovatelná křivka, definujeme 
křivkový součinový integrál matic [P?_,..., Bm] podél (f předpisem 
Y\(I + B\dx\ + "' + Bm dxm) = 
b 
= J](J + BiM*))^*) + • • • + Bm{<p(t))<p'm(t)
dt
a 
(Volterra píše f B\ dx\ • • • Bm dxm místo YXÁ^+Bi dx\+- • -+Bm dxm)). 
Nyní již můžeme zformulovat maticovou analogii dříve uvedené věty. 
V ě t a . Nech matice J 3 _ , . . . , Bm máji spojité parciální derivace v jeï 
noduše souvislé oblasti O C R m . Potom jsou následující tvrzení ekviva-
lentní: (1) Existuje maticová funkce A taková, že dA = I + X ^ i ^sdxs 
v O. 
(2) A(Bi,Bj)Xi}Xj = 0 v í 2 p r o i , j = l , . . . , m . 
(3) Je-li np : [a, 6] —> O spojitě diferencovatelná křivka, pak součinový 
křivkový integrál [J3_,. . . , £?m] nezávisí na cestě a platí Y\ÁI + &i dx\ + 
• • • + Bm dxm) = A{<p{b))A-
l\<p{a)). 
Volterra nejprve dokazuje tvrzení (1) => (2). Postupuje podobně jako 
my, jen místo I + YlT=i Bsdxs píše Yl^Lii^ + Bsdxs) s tím, že nekonečně 
malé veličiny druhého řádu lze zanedbat. 
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Implikaci (2) => (1) dokazuje pro speciální případ fž = R m a začíná 
s důkazem pro m = 2: Zvolí [zo,!/o] G R 2 a hledá matici A splňující 
podmínku (1). Definujeme-li S\(x,y) = Y\*Q{I + B\(t,y)d), pak 
dSi 0 dA 
dx dx 
a tedy existuje maticová funkce T taková, že A(x, y) = Si(.x, y)T(y) (tj. 




- ^ > - * • ( £ - £ ) * - *• (*-£)* 
T(y) = f [ (l + S^(x,t) (B2(x,t) - ^-(-x,!)) Sr(x,t)d,t 
yo 
Nyní stačí ověřit, že ta to matice T nezávisí na x*, nebo 
d_ 
dx 
ÍS-1 (B2 - - ^ - ) S i ) = S^A{Bl,B2)x,yS1 = 0 
(odvození této rovnosti zabere trochu času, ale jde jen o elementární 
úpravy). Pro m > 2 dokáže Volterra implikaci (2) =[> (1) matematickou 
indukcí. 
V následující kapitole definuje Volterra dvourozměrný součinový in-
tegrál r i c r ^ + S(x,y)dxdy) matice S(x,y) přes oblast a. Dokáže pro 
něj analogii Greenovy věty: 
J ] ( J + B, dx + B2 dy) = l[(I + S^
lA(BuB2)x>ySl dxdy), (2.6.1) 
(p a 
kde křivka ip je hranicí oblasti cr a S\ je jistá maticová funkce. (O dvou-
rozměrném integrálu a o Greenově větě se ještě zmíníme v kapitole 4.) 
Jestliže A(BuB2)x,y = 0 v fi, pak H^I +
 Bi d x + B2dy) = I pro 
každou uzavřenou křivku v O, a tedy křivkový součinový integrál ne-
závisí na cestě. Toto tvrzení bude Volterra potřebovat při vyšetřování 
křivkového integrálu matic komplexní proměnné. 
P o z n á m k a . Uvedený postup kopíruje důkaz nezávislosti křivkového in-
tegrálu na cestě z klasické analýzy pomocí Greenovy věty. Víme-li, že 
tvrzení (1) a (2) jsou ekvivalentní, můžeme místo (2) => (3) dokázat 
implikaci (1) => (3) takto: 
^-w i—r / dA dA \ 
H(I + Buix + B2dy) = H(^I + —dx + —dy) = 
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= П('+ dt) = 
BA f)A 
-^{<p{t))A-\<p(t))ú{t) + ^;{<p{t))A-\<p{t)W2{t) 
= I I ( / + Jt
{A ° <fmdt) = A(p(b))A-\v(a)). 
a ^ ' 
Tento důkaz se snadno zobecní i pro křivky v R
m
, m > 2. 
Myšlenku důkazu implikace (3) =-=> (1) nastíníme v části (4.7). 
2.7 M a t i c o v é funkce k o m p l e x n í p r o m ě n n é 
Doposud jsme se zabývali maticemi, jejichž prvky byly reálné nebo 
komplexní funkce reálné proměnné. (Skutečně, i když jsme to nezdůraz-
nili, všechny dosud uvedené definice a věty platí i pro komplexní ma-
tice reálné proměnné.) Nyní obrátíme pozornost ke komplexním maticím 
komplexní proměnné . 
Nech A = {aifc}"fc
=
i) kde a^ jsou holomorfní funkce komplexní 
proměnné z. Občas budeme ztotožňovat a^(z) s a ^ ( x + iy) jakožto 
komplexní funkcí dvou reálných proměnných x, y. Je známo, že platí 
daik .ddik . dA .dA 
dy dx ' dy dx' 
Levou derivaci matice A podle komplexní proměnné z definujeme před-
pisem ^(z) = A'(z)A-1 (z). Platí 
dA _ dA _ IdA 
dz dx i dy 
Levý diferenciál matice A podle komplexní proměnné z je matice 
dA 
dA = A(z + dz)A~~l(z) = I + ~j-dz. 
dz 
Analogicky definujeme pravou derivaci a pravý diferenciál. 
Motivací pro definici levého integrálu reálné matice byla diferenciální 
rovnice yf(x) = A(x)y(x)\ nyní nás bude zajímat řešitelnost rovnice 
y'(z) = A(z)y(z), 
kde y, A jsou funkce komplexní proměnné. 
Nech ip : [a, b] —-> C je křivka v komplexní rovině, A je maticová 
funkce proměnné z definovaná na </>([a, &]). Zvolme dělení D : a = ÍQ < 
t\ < - • • < tm = b. Definujme matice Ti = I + A((p(uz))(ip(U) — (^( í^ i )) , 




-_i • •-Ti. Jestliže 












, nazveme ji levým součinovým integrálem matice A po-
dél křivky p a označíme Y[<p(I + A(z) dz). 
Není těžké dokázat, že je-li p po částech spojitě diferencovatelná, 
pak 
b 
Y[(I + A(z) dz) = J ] ( / + A(p(t))p'(t) dt) (2.7.1) 
V a 
(levý integrál komplexní matice reálné proměnné). Levý křivkový inte-
grál má následující vlastnosti: 
(1) Vznikne-li křivka p\ + p2 spojením křivek p\ a p2 (v tomio pořadí), 
pak 
H (I + A(z) dz) = "[[(I + A(z) dz) • "[[(I + A(z) dz). 
V1+V2 <P2 VI 
(2) Je~li —<p křivka, která vznikne obrácením orientace p, pak 
- i 
l[(I + A(z) dz) = l ]J(I + A(z) dz) 
Volterra pouze píše, že důkaz těchto tvrzení je snadný. Obě plynou 
např. ze vztahu (2.7.1), který však neuvádí. Nezmiňuje se ani o vyjádření 
levého integrálu Peanovou řadou 
Y[(I + A(z)dz) = I+ f A(z)dz+ f A(z)( f A(£)dA dz + • • • , 
kde vpravo integrujeme matice po složkách a pz je restrikce křivky p na 
interval [a, í], p(t) = z. Peanovu řadu lze odvodit buï stejným postupem 
jako u levého integrálu reálné matice, nebo použitím vztahu (2.7.1) a 
rozvoje do Peanovy řady pro integrál maticové funkce reálné proměnné. 
Tvrzení. Nech pí + p2 je uzavřená křivka. Potom W^+^I + A(z) dz) 
a II + (I + A(z) dz) jsou podobné mMice (tj. změníme-li počátek při 
integrování přes uzavřenou křivku, dostaneme podobnou matici). Důkaz. 
Protože p2 + Ví = "Ví + Ví + ^2 + Ví? platí 
H (I+A(z)dz) = l[(I+A(z)dz)> \{ (I+A(z)dz).]l(I+A(z)dz) = 
V2 + V1 Ví V1+V2 - v í 
= Y[(I + A(z) dz) f l (I + A(z) dz) • l H(I + A(z) dz) j . 
<p\ V 1 + V2 >• V í / 
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Důsledek. Pokud W^^I + A(z)dz) = /, pak také E U + ^ U + 
A(z)dz) = I. 
Hodnota levého integrálu matice A přes uzavřenou křivku (p tedy 
závisí na volbě počátku (narozdíl od křivkového integrálu funkce kom-
plexní proměnné); všechny takové matice jsou však podobné. Jsou tedy 
také podobné jisté Jordánově matici, kterou Volterra nazývá levou cha-
rakteristikou matice T vzhledem ke křivce tp. 




bude udávat řešení rovnice y'(z) = A(z)y(z) podél křivky <p s počáteční 
podmínkou y((p(a)) = yo- Má-li rovnice řešení v nějaké oblasti fž, po-
tom by křivkový integrál neměl záviset na cestě (jinak bychom dostali 
víceznačnou analytickou funkci). 
Věta. NechSi C C je jednoduše souvislá oblast, A je holomorfni matice 
v tt. Potom 
]\(I + A(z)dz) = I 
<p 
pro každou uzavřenou křivku p v fi. Důkaz. Snadno si rozmyslíme, že 




kde A\(x,y) = A(x + iy), A
2
(x,y) = iA(x + iy) a (p je křivka v R 2 
s parametrizací [Re </?(£), Im <£>(£)]? * ^ [a,b]. Dále platí 
A / A A \ UZ/jL U J \ . A A A . A ~ 
A(.Ai , A2)x,y = — -~ — + iAA-AiA = 0, 
a tedy podle maticové Greenovy věty jsou oba křivkové integrály rovny 
jednotkové matici. 
Poznámka. Právě uvedený důkaz odpovídá Volterrovu postupu. Analo-
gii Greenovy věty dokazoval právě proto, aby ji zde mohl použít. Pokud 
bychom ji neměli k dispozici, dá se tvrzení jednoduše dokázat i rozvi-
nutím křivkového součinového integrálu do Peanovy řady a použitím 
Cauchyovy věty pro funkce komplexní proměnné. 
Volterra se dále věnuje maticím A holomorfním v oblasti fž\{zo}5 
kde ZQ G O a Í2 C C je jednoduše souvislá oblast. Zajímá nás hodnota 
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integrálu Yl^I + A(z)dz), kde p je uzavřená křivka v Í2 s jednotko-
vým indexem vzhledem k bodu z0 (tj. ip obíhá kolem z0 právě jednou, 
a to proti směru hodinových ručiček). Jsou-li (p\ : [a, b] —> Q\{z0} 
a (p2 : [a, 6] —> ^\{^o} dvě takové křivky, pak I~J (/ + A(z) dz) a 
ntp2(.í + A(z) dz) jsou podobné matice. Skutečně, spojme body ip\(á) a 
^2(0) (v tomto pořadí) libovolnou křivkou ip uvnitř fž\{z0}. Potom je 
A holomorfní uvnitř uzavřené křivky ip + ^ — '0 — y?i, a proto 
] ] ( / + A(z) dz) J -J](/+i4(z) dz)-]](/+A(z) dz) - ] ] ( / + A ( z ) dz), 
což jsme měli dokázat. 
Levý integrál je tedy matice závislá na volbě křivky ip, ale všechny ta-
kové matice jsou navzájem podobné. Proto jsou všechny podobné stejné 
Jordánově matici, kterou Volterra nazývá reziduum matice A v bodě z0. 
Spočtěme reziduum maticové funkce 
T(z) = -±- + B(z) 
z ~ z0 
v bodě z0, kde A je konstantní a B je holomorfní matice. Budeme inte-
grovat přes kružnici <pr(t) = z0 + re
lt, t G [0, 27r]. Podle (2.7.1) 
2TT 
]J(I + T(z) dz) - Y[(I + iA + ^re^tB(z0 + re
lt) dt). 
Vr 0 
Volterra navrhuje následující postup: Protože iA+ireltB(z0+re
lt) —> i A 
pro r -> 0, platí \\^r(I + T(z) dz) -> \Ý0(I + iAd). Jelikož všechny in-
tegrály Ylu (I + T(z) dz) mají stejné reziduum, bude mít totéž reziduum 
i jejich limita. (Tato úvaha je chybná, viz komentář na konci podkapi-
toly.) Stačí tedy najít Jordánův tvar matice P[0
7 r(/ + iAdt). (Mimo-
chodem tento integrál z konstantní matice je roven e2lTlA, takže máme 
pěknou analogii reziduové věty: Integrál flc^U + T(z)dz) je podobný 
matici e27riA.) Nech 




UJ; ••• 0 0 
\ 0 0 ••• 1 uj 
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x . . . Q O 
/ 
-i(k) / , (k) 
kde S
z
 je čtvercová matice stejného řádu jako T- , pak platí 
^ - jf\ Odtud podle (2.2.1) 
P Гi P Гi 
dx niKV) = nW, 
rp(fc) 
г = l k=l г = l k=l 
a tedy podle (2.3.1] 








7 = 1 k=l г = l k = l 
Proto 
27Г 
Д ( / + i.лdí) = 
P r, P П 
c-
1
 П П ^ ) K
1
 ППЛ) 







г = i k = i 
Nyní stačí najít Jordánovu matici podobnou 
P Гi 
nn*;^*) 
2 = 1 k=l 
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Právě uvedený postup bohužel není zcela korektní. Volterra na za-
čátku používá toto tvrzení: Jestliže matice S(r) jsou pro všechna r > 0 













této matici podobná není. Tvrzení lze dokázat za jistých dodatečných 
předpokladů na S(r). Mají-li např. S(r), r > 0, n různých vlastních čísel 
cc^i,... ,uj
n
 (n je řád matice S(r)), pak má stejná vlastní čísla i matice 
S(0) — limr_^o S(
r
)> nebo 
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a Volterrův další pos tup je v pořádku. Podrobnější diskusi o analogi 
reziduové věty pro součinový integál lze na j ít v [12]. 
Integrály maticových funkcí se s ingular i tami vedou na (víceznačné) 
analyt ické funkce na Riemannových plochách. Volterra se j i m věnuje 
v dalších kapitolách, které zde nebudeme rozebírat. 
Kapitol a 3: Součinový integrál operátoru u Bohuslava 
Hostinského 
V úvodu jsme se zmínili o tom, 
že poslední tři kapitoly knihy [4] 
jsou dílem Bohuslava Hostinského. 
S tudu je zde l ineární operátory na 
prostoru reálných funkcí (používá 
termín l ineární funkcionální t ran-
formace) a definuje pro ně de-
rivaci a integrál jako analogie k poj-
mům, které Volterra zavedl pro 
matice. Hostinský si představuje 
funkci jako vektor s nekonečně 
mnoha souřadnicemi, operátor je 
pak mat ice nekonečného řádu. Uvi-
díme, že mnoho vlastností souči-
nového integrálu matice se pře-
nese i na součinový integrál ope-
rátoru. 
Bohuslav Hostinský se naro-
dil 5. prosince 1884 v Praze. Vy-
studoval matemat iku a fyziku na 
filozofické fakultě, kde roku 1907 Obrázek 2: Bohuslav Hostinský 
získal i doktorát. Po studiu v Paříži vyučoval na gymnáziu, od roku 1912 
přednášel jako docent matemat iku na pražské univerzitě. Roku 1920 byl 
jmenován řádným profesorem teoretické fyziky na brněnské Masarykově 
univerzitě, v letech 1929 1930 zastával funkci rektora. V Brně působil 
až do své smrti roku 1951. 
Host inský se zabýval teoretickou fyzikou - v lněním a kmi táním, ki-
netickou teorií plynů, zářením černého tělesa. Ty to problémy ho vedly i 
ke studiu některých part ií matemat iky, např. geometrie, diferenciálních 
a integrálních rovnic, teorie pravděpodobnosti (ze jména Markovových 
řetězců a procesů) či matemat ické stat ist iky. Podrobnější životopis i se-
znam publikací B. Hostinského lze na j ít např. v [15]. 
POČÁTKY SOUČINOVÉ INTEGRACE 181 
3.1 Lineární o p e r á t o r y 
Hostinský se zabývá operátory na prostoru spojitých funkcí. Operá-








) + bS(h) 
pro libovolné funkce /i, fi a konstanty a, b £ R. Operátor S~l je inverzní 
k S, jestliže 
S-1(S(f)) = S(S-\f)) = f 
pro každou funkci / . 
V dalším textu se Hostinský zaměřuje především na integrální ope-
rátory 1. druhu 
g(x)= / K(x,y)f(y)dy 
J a 
a operátory 2. druhu 
g(x) = f(x)+ ¾ K(x,y)f(y)dy. 
J a 
Funkce K(x,y) se nazývá jádro integrálního operátoru; dále budeme 
předpokládat, že jádro je spojité na intervalu [a, b] x [a, b]. Je-li / 6 
C([a, b]), pak g £ C([a, b)) v případě operátorů 1. i 2. druhu. K operátoru 
1. druhu obecně neexistuje inverzní operátor. Je-li S operátor 2. druhu, 
pak Fredholm dokázal, že k němu existuje inverzní operátor ve tvaru 
f{x) = g{x)+ I N(x,y)g(y)dy, 
J a 
tj. je to opět operátor 2. druhu s jádrem N(x, y) (tzv. rezolventní jádro). 
Splňuje princip reciprocity 
K(x,y) + N(x,y) = - [' K(x,z)N(z,y) dz = - í N(x,z)K(z,y) dz. 






 dx dy < 1, potom platí N(x, y) = TZi K(I)(X> íl). 
kde 
K^(x,y) = -K(x,y), 
K(
i+
V(x,y)= / K(l\x,z)K^(z,y)dz. 
J a 
Jde o speciální případ obecnější věty z funkcionální analýzy: 
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Pro každý lineární operátor T, \\T\\ < 1, platí (I - T)~x = £ £ l0 T
n . 
(V našem případě T(/) = - f^ K(x, y)f(y) dy.) 
Pokud K(x, y) = 0 pro y > x, dostaneme tzv. Volterrův operátor 
ГX 
g(x) = f(x)+ / K(x,y)f(y) 
Ja 
dy. 


















)(f)(z) = f(z)+ f L(z,y)f(y)dy, 
J a kde 






3.2 Derivace a integrál operátoru 
Předpokládejme, že operátor S(u) závisí na parametru u G R. Hos-
tinský píše, že derivaci a integrál operátoru lze definovat stejně jako pro 
matice, následující definice však v knize neuvádí: 
Existuje-li 
,. S(u + Au)-S~
l
(u)-I ( .. S~
l
(u).S(u + Au)-I 
lim — — resp. lim 
Au->o Au \ Au->o Au 
(kde I je identita), nazveme tento operátor levou (resp. pravou) derivací 
S(u) podle u. 
Poznámka. Je třeba definovat, jak budeme chápat konvergenci ope-
rátorů. Hostinský se o tom nikde nezmiňuje, z dalšího výkladu však 
vyplyne, že pracuje s konvergencí S(x) —> SQ pro x —> £0, jestliže 
S(x)(f) —> So(f) (bodová konvergence) pro libovolnou spojitou funkci / . 
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Spočtěme levou derivaci operátoru 2. druhu. Označme K(x,y,u) já-
dro operátoru S(u). Víme, že S(u + Au) • 5 ř _ 1 ( a ) je operátor 2. druhu 
s jádrem 
K(x, y,u + Au) + N(x, y, u) + K(x, z, u + A^l)N(z, y, u) dz = 
Ja 
= K(x, y, u + Au) - K(x, y, u)+ 
+ / [K(x, z, u + Au) - K(x, z, u)} N(z, y, u) dz 
J a 
(použili jsme princip reciprocity). Tedy S(u + Au) • S~l(u) — I je operá-
tor 1. druhu se stejným jádrem a limAu-^o — A u J e ° P e r á t o r 
1. druhu s jádrem 
дк 
дu 
(x,y,u) + —-(x,z,u)N(z,y,u)dz. 
Nech S(u) je operátor definovaný pro u G [p,g]. Zvolme dělení D : 
p — to < t\ < ••• < t
7n
 = q s vyznačenými body U{ £ [U-\,U] a 
označme hi = U — U~\> Definujme operátory Ti = I + hiS^ii) a označme 
P(D) = T m T m _ i . - . T i , P(D)













, nazveme ji levým integrálem operátoru S na intervalu [p,q] 
a tento operátor označíme r ip(^ + S(u)du). Podobně bychom mohli 





Spočtěme levý integrál operátoru 1. druhu. Můžeme téměř beze změny 
zopakovat postup z důkazu existence součinového integrálu matice. Víme, 
že složením operátorů 2. druhu P(D) = T m T m ,_i • • • Ti vznikne opět ope-
rátor 2. druhu s jádrem 
22h
ai








) dz\ + • • • 
Jestliže v(D) —> 0, dostaneme v limitě operátor 2. druhu s jádrem 
ty(x,y,p,q)= K(x,y,u\)du\ + 

















 du\ dz\-{ 
Ja Jp Jp 
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Tento rozvoj je téměř shodný s řadou ^ik(v-> Q) P r ° matice, pouze místo 
sčítání přes indexy (5\,... /3s_i integrujeme přes proměnné z\,..., zs-.\. 
Pro jádro pravého integrálu bychom stejným postupem dostali rozvoj 
w
s rb ro rq ru\ rus-i 
ý(x,y,p,q)^2Z " / / '•" / 








 • • • du\ dz\ • • • dz
s
~\ 
Poznámka. Jak již bylo řečeno, Hostinský nikde přímo neuvádí definici 
derivace a integrálu operátoru. Místo výpočtu levé derivace operátoru 
2. druhu počítá levý diferenciál tohoto operátoru, tj. operátor S(u + du) • 




í X A r / X J 1 J -£— (x,y,u)+ I —~(x,z,u)N(z,y,u)dz du. 
au Ja du 
Potom prohlásí, že levá derivace je operátor 2. druhu se stejným jádrem 
(my jsme dostali operátor 1. druhu, nebo v definici odečítáme operá-
tor identity). Podobně při výpočtu levého integrálu tvrdí, že integruje 
operátor 2. druhu s jádrem K(x,y), dostane však stejný výsledek jako 
my při integrování operátoru 1. druhu (protože při výpočtu nepřičítá 
identické operátory). 
Nezávisí-li jádro K(x, y) na u, potom 
У{x,y,p,q) = ф(x,y,p,q) = Ş^ 
Q l 
S = l 





(x, y) = • • • / K(x, z\)K(z\,z
2
) • • • K(z
s
^\,y) dz\ • • • dz
J a J a 
Díky tomu, že definice integrálu operátoru je formálně shodná s defi-
nicí integrálu matice, zůstává v platnosti řada dříve odvozených tvrzení, 
například 
[(I + S(u) du) = \\(I + S(u) du) • Д ( I + S(гí) du). 
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V maticovém kalkulu bylo toto tvrzení ekvivalentní se vztahem 
*ik(p,q) = '52$ij(r,q)$jk(p,r) 
i=i 
nebo ($ = / + * ) 
* l f c (p, q) = <Hik(p, r) + yik(r, q) + ^ *ij(
r
, Q)^jk(p, r). 
J = I 
V případě integrálu operátoru 1. druhu je tvrzení ekvivalentní s analo-
gickým vztahem pro jádra 
*(x,y,P,q) = y(x,y,p,r) + ty(x,y,r,q)+ / ty(x,z,r,q)ty(z,y,p,r)dz. 
Ja 
Pro pravé integrály platí 
q r q 
(I + S(u) du) Yl = (I + S(u) du) Y['(I + S(u) du) J | , 
p p r 
tj. jádra vyhovují rovnici 
ijj(x, y, p, c/) = ip(x, y,p, r) + -0(x, y, r, g) + / T/>(Z, z,p, r)il)(z, y, r, <?) dz, 
J a 
což je analogie k maticovému vztahu 
n 
4Hk(p, q) = V^k(P, 0 + ýik(r, q) + Yl ^ M P » r)^fc( r» ri)-
j = i 
3.3 S h r n u t í 
Hostinský dále uvádí různé aplikace součinového integrálu operátoru 
(např. v teorii parciálních diferenciálních rovnic či při řešení Chapma-
novy rovnice), kterými se zde nebudeme zabývat. 
Viděli jsme, že součinový integrál operátoru má podobné vlastnosti 
jako součinový integrál matice. Důležitou roli hrálo to, že definice obou 
integrálů jsou téměř shodné, a že skládání operátorů má stejné vlastnosti 
jako násobení matic. Přestože se Hostinský zabývá především (Fredhol-
movýini) operátory 1. a 2. druhu na prostoru spojitých funkcí C([a,b]), 
definice součinového integrálu je zcela obecná. 
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Je možné integrovat nejen operátory na C([a, 6]), ale i na libovolném 
Banachově prostoru (viz např. [12]); taková teorie pak v sobě zahrnuje 
jako speciální př ípady Volterrův součinový integrál mat ice i Hostinského 
integrál operátoru. Lze j í t ještě dále a místo operá torů integrovat prvky 
Banachových algeber, t j . Banachových prostorů rozšířených o operaci 
násobení. Tu to cestu však nebudeme sledovat a místo toho se v další 
kapitole vrá t íme k součinovému integrálu mat ice. 
Kapitol a 4: Součinová integrace u Ludwiga Schlesingera 
Poslední kapitolu naší exkurze do historie součinového integrálu vě-
nujeme Ludwigu Schlesingerovi. Jeho hlavní zásluhou je vybudování le-
besgueovského př ístupu k součinové integraci. Zaj ímavé je i porovnání 
Volterrových a Schlesingerových prací po formální stránce. Ve Volterro-
vých textech se to hemží diferenciály a není vždy snadné přeložit jeho 
tvrzení do jazyka dnešní matemat iky. Schlesingerovy důkazy jsou oproti 
tomu velmi přesné; je to způsobeno jednak t ím, že ve 30. letech 20. sto-
letí spočívala matemat ická analýza na pevnějších základech než v roce 
1887, jednak t ím, že Schlesinger byl spíše teoretický matemat ik, narozdíl 
od Volterry, který měl velmi blízko k apl ikacím. 
Stručný Schlesingerův životopis 
lze na j ít v encyklopedii [17]: Ludwig 
(Lajos) Schlesinger se narodil 1. lis-
topadu 1864 v tehdy ještě uher-
ské Trnavě (Nagyszombat). Studo-
val (stejně jako řada dalších vý-
znamných maďarských matemat iků 
židovského původu) na univerzitách 
v Heidelbergu a v Berlíně, kde roku 
1887 získal doktorát. Vedoucími jeho 
disertace o l ineárních diferenciál-
ních rovnicích čtvr tého řádu byli 
známí matemat ici Lazarus Fuchs 
a Leopold Kronecker. O dva roky 
později se v Berlíně habil itoval, v roc€ 
1897 se stal mimořádným profeso-
rem v Bonnu. V letech 1897 až 1911 
působil jako řádný profesor a ve-
doučí katedry matemat iky na uni- Obrázek 3: Ludwig Schlesinger 
verzitě v Kolozsváru (dnes Cluj v Rumunsku), kde jej po odchodu do 
Budapešti vystř ídal Lipót Fejér. V tomtéž roce dostal pozvání na uni-
verzitu v německém Giessenu, kam se přestěhoval. Roku 1930 tam byl 
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penzionován, 16. prosince 1933 zemřel. Schlesinger se zabýval především 
teorií funkcí komplexní proměnné a lineárními diferenciálními rovnicemi. 
Cenné jsou i jeho výzkumy z dějin matematiky. Zasloužil se o zhodno-
cení vědeckého díla Jánoše Bolyaiho, průkopníka neeuklidovské geomet-
rie. Mezi nejdůležitější Schlesingerovy práce patří Handbuch der Theorie 
der linearen Differentíalgleichungen (1895-98), J . Bolyai ^n Memoriam 
(1902), Vorlesungen uber lineare Differentialgleichungen (1908) a Raum, 
Zeit und Relativitdtstheorie (1920). 
Schlesingerův článek o součinové integraci Neue Grundlagen fůr či-
něn Inftnitesim,alkalkul der Matrizen [10] byl publikován roku 1931. Au-
tor v něm volně navazuje na Volterrovu teorii součinového integrálu. Za-
číná s riemannovskou definicí a odvozuje základní vlastnosti integrálu, 
jeho důkazy jsou však původní (zatímco Volterra dokazuje většinu tvr-
zení pomocí Peanovy řady, Schlesinger upřednostňuje „e — ó aritme-
t iku") . Poté definuje Lebesgueův součinový integrál jako limitu součino-
vých integrálů po částech konstantních matic a studuje jeho vlastnosti. 
Roku 1932 vyšlo pokračování článku pod názvem Weitere Beitrdge 
zum Infinitesimalkalkul der Matrizen [11]. Schlesinger zde uvádí další 
vlastnosti lebesgueovsky integrovatelných matic, zabývá se také křivko-
vým součinovým integrálem pro křivky v R 2 a v C. 
V dalším textu shrneme nejdůležitější výsledky z obou článků. 
4.1 Součinový integrál, r iemannovsky integrovatelné 
matice 
K zavedení součinového integrálu potřebujeme pojem konvergence 
posloupnosti m a t i c Zatímco Volterra bez dalšího komentáře pracuje 
s konvergencí po složkách, Schlesinger nejprve definuje normu matice 
A typu n x n předpisem [A] — n • max |a .^ | . Zmiňuje se také o normě 







 ^ иь 
Druhá nerovnost je zřejmá, první je v článku dokázána. Volba kon-
krétní normy není většinou podstatná, nebo jsou navzájem ekvivalentní. 
V dalším textu budeme místo [A] používat standardní označení \\A\\. 
Máme-li definovánu normu matice, je možno zavést obvyklým způ-
sobem konvergenci posloupnosti matic a limitu maticové funkce. 
Následující definice je totožná s Volterrovou definicí pravého souči-
nového integrálu. 
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Definice. Nech A je maticová funkce definovaná na intervalu [p, g]. 
Je-li D : p = XQ < x\ < • • • < x m _ i < xm = g dělení intervalu [p, g] 




 + (** - **-iM(&-i))-





 pro kterou u(D
n
) —> 0. nazveme ji součinovým 
integrálem matice A na intervalu [p, r/] a označíme ji X]t(I + A(x) dx). 
P o z n á m k a . Schlesinger ve skutečnosti píše definici ve tvaru 
Y(D) = Y° f j ( / + (a* - Xfc-OyKa-!)), 
k-i 
kde F ° je libovolná konstantní matice, která hraje roli jakési integrační 
konstanty. V dalším budeme pro jednoduchost předpokládat, že Y° — I. 
Místo Schlesingerova symbolu fq(I+A(x) d,x) budeme pro pravý integrál 
používat znak Y[qJI + A(x)dx). (Takto jsme v kapitole 2 značili levý 
integrál. Schlesinger však levý integrál nikde nepoužívá, nedojde proto 
k nedorozumění.) 
L e m m a . Nech A\, A2,.. •, A
m
 jsou libovolné matice. Potom 
| | ( I + / l i )(/ + A
2
) • • • (I + A
m
)\\ < e ^ r i . IM.II. (4.1.1) 
Tvrzení plyne z vlastností normy. 







Schlesingeroyým cílem je dokázat existenci součinového integrálu pro 
matice A, jejichž složky a,j jsou riemannovsky integrovatelné funkce na 
[p, q] (budeme zkrácené říkat, že A je I7-integrovatelná). Používá přitom 
následující charakterizaci riemannovsky integrovatelných funkcí / : Nech 
D je dělení intervalu [p, <v]. Označme 
S(D) - J > A ; - **_,)suP{|/(£i) - / ( 6 ) l ; 6 , 6 e [xk-Uxk]}. 
A : - = l 




) ~> 0. potom S(D
n
) --> 0. 
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Tato charakterizace snadno plyne z Darbouxovy definice Rieman-
nova integrálu (pomocí horních a dolních součtů); je s ní dokonce ekvi-
valentní. 
Lemma. Nech A = {CLÍJ} je R-integrovatelná matice na [p, q]. Nech 
D\, D2 jsou dělení tohoto intervalu s vyznačenými body. Potom 
\/e>0 35 > 0 v(Dx) < S, u(D2) < 5 => \\Y(DX) - Y(D2)\\ < e 
Důkaz lemmatu je spíše technický. Schlesinger nejprve dokáže tvrzení 
pro dělení D\ a D2, která se liší pouze volbou vyznačených bodů &, 
a poté pro případ, kdy dělení D2 je zjemněním dělení D\. V důkazu 
používá nerovnost (4.1.1) a výše uvedenou charakterizaci riemannovsky 
integrovatelných funkcí. 
Důsledek. Nech A je R-integrovatelná matice na [p,q] a nech {Dn} je 
posloupnost dělení intervalu [p, q] taková, že v(Dn) —> 0. Potom z před-
chozího lemmatu plyne, že posloupnost Y(Dn) je cauchyovská, takže 
limn-^oo Y(Dn) existuje a nezávisí na volbě posloupnosti {Dn}, tj. exis-
tuje Yíp(I + A(x)dx). Věta . Nech A je R-integrovatelná matice na 
[p, </]. Potom je maticová funkce Y(x) = Yíp(I + A(z)dz) spojitá na 
[p, q]. Věta . Nech A je R-integrovatelná matice na [p, q]. Pak pro každé 
x E [p, q] platí 
PX 
Y(x)-^Y°+ / Y(z)A(z)dz, 
Jp 
kde Y(x) = y ° rip(^ + A(z) dz) a Y° je libovolná konstantní matice. 












Potom Y(D) = Ym a platí 
yfc _ yfc-i = {xk _ X f c . O Y * -
1 ^ ^ - ! ) . 
Sečtením těchto rovností pro k = 1 , . . . , m vyjde 
m 
Y(D) -Y° = £(_„  - zfc_a)Y
fc-M(a-i)-
k=l 
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Nyní stačí ověřit, že součet vpravo konverguje k Jx Y(z)A(z) dz pro 





^*-!) - x > * - i/k-i)Y(efc-i)̂ (^-i) 
fe=i ь=i 
< є 
pro dostatečně jemné dělení D\ součet vpravo však konverguje k poža-
dovanému integrálu. 
Důsledek. Nech A je spojitá na intervalu [p, q]. Potom je funkce Y(x) = 
Y° n p ( ^ + A(z) dz) řešením diferenciální rovnice Y!(x) — Y(x)A(x) na 
intervalu [p, q] a splňuje počáteční podmínku Y(p) = Y° (kde Y° G R n Je 
libovolný vektor). Schlesinger zapisuje tvrzení ve tvaru D
x









 je tedy Volterrova pravá derivace matice. 
4 . 2 M a t i c o v á e x p o n e n c i á l a , a d j u n g o v a n á r o v n i c e . 
Nech A je konstantní matice na [p, q\. Je-li D m dělení tohoto inter-
valu na m stejně dlouhých podintervalů, pak 







) —> 0 pro m —* oo, platí 
Q / \ m n (I + A(x) dx) = lim ( I + ^ - ^ U ) . m—+00 V m l 
p
 x 7 
Limita vpravo se podobá definici exponenciální funkce; budeme ji nazý-
vat maticová exponenciála a značit e(q~p'A. Následující věta je vlastně 
ekvivalentní definicí součinového integrálu: 
V ě t a . Nech A je m,aticová funkce definovaná na [p, q]. Pro libovolné 













} posloupnost dělení intervalu [p^q] taková, že v(D
n
) —+ 0. Po-
tom existuje limn_,oo Z(Dn) právě tehdy, když existuje \imn^00Y(Dn); 
v tom případě se obě limity rovnají. Nová definice je při dokazování vět 
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často výhodnější. V některých textech se tato definice uvádí jako první 
a součinový integrál se pak značí symbolem \\]pe
Á^dx\ 
Je-li A = {a?j}, označme Tr A = ]T\ au (stopa matice .4). 
Věta. Nech A je R-integrovatelná matice na \p,q]. Potom 




det TT(-f + A(x) dx) = lim TT det eS
Xk~Xk~^A(^ ^ = 
1 1 ^ ( D H O 1 1 
V k=l 
= lim П Xk-Xk-rìTrAttk-i) _ / ; T r Л ( x ) Љ pVu'fc ^ f c - 1 / A l y ,VS»fc-I/ —-: ^-^p 
(použili jsme tvrzení z lineární algebry: det e -= e ^ ). 
Důsledek. Matice Ylp(I + -4(x)dx) je tódj/ regulární. Schlesinger dále 












_ Í Ï Z £ _ . ,,,„ 
Nejprve ověří, že řada vpravo konverguje. Jejím derivováním člen po 
členu jakožto funkce x zjistí, že její pravá derivace Dx je rovna A (A 
je zde konstantní matice). Z toho, že matice na obou stranách (4.2.1) 
mají shodné pravé derivace a stejné hodnoty pro x = p již plyne, že se 
rovnají. 
Pomocí rozvoje exponenciály do řady se snadno dokáže následující 
tvrzení. 
Věta. Nech AB = BA. Potom eAeB = eA+B = e B e ^ . Označme nyní 
opět Y(x) = Ylp(I + A(z) dz). Definujeme-li pro p < q 
q i 
Y\(I + A(x) dx) = lim TT e^*---**)^*-!), 
1 1 KD)—o, 
p v > k—m 
pak snadno ověříme, že pro libovolná F, <_ platí 
(]J(I + A(x)dx)) =f[(I + A(x)dx). 
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T = e^T\ Definujeme-li 
Z(q) Y[(I + A(z)dz) 
potom 
Z(q)= lim J ^ e ^ - 1 - ^ ^ ^ - 1 ^ ] ^ ^ - ^ ^ ) ^ ) . 
i/(D)->0 A : = 1 p 
Je-li A spojitá, je Z řešením rovnice D
X
Z = —AT, což je tzv. adjungo-
vaná rovnice k D
X
Y = A. 
4.3 Integrální odhady 
Z nerovnosti (4.1.1) plyne odhad 
\\Y(D)\\ < e-^J^i^-^-Oll^ífc-i)!!. 
Limitním přechodem pak dostaneme následující větu. 
Věta. Nech A je R-integrovatelná matice. Potom 
Іl(I + A(x)dx) < e'p /* II A(a:)|| eŁr (4.3.1) 
Věta. Nech A, B jsou R-integrovatelné matice. Potom 






tf\\B(x)-A(x)\\dx _ A _ 
4.4 Lebesgueovsky integrovatelné mat ice 
(4.3.2) 
Největším přínosem Schlesingerova článku je zobecnění definice sou-
činového integrálu pro matice s lebesgueovsky integrovatelnými slož-
kami. Takové zobecnění není zcela přímočaré - původní Lebesgueova 
definice integrálu funkce / je totiž založena na součtech tvaru 
Y^ti-tir^hiiyi+i])), 
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kde /i je Lebesgueova míra, & G [y;,y/+i] a systém intervalů {[?y;, 2/Í+I]} 
tvoří dělení oboru hodnot funkce / . Pro matice ovšem nemáme defino-
váno uspořádání a je třeba volit jiný postup. 
Schlesinger se inspiroval ekvivalentní definicí Lebesgueova integrálu 
pocházející od Friedricha Riesze, který aproximoval měřitelnou funkci / 
posloupností po částech konstantních funkcí {fn} takovou, že fn —> / 
skoro všude. Poznamenejme, že princip aproximace funkce posloupností 
po částech konstantních funkcí je zcela obecný a je na něm založena i 
definice Bochnerova integrálu funkce s hodnotami v Banachově prostoru. 
Připomeňme si ještě jednou riemannovskou definici součinového in-
tegrálu: 
q m n (I + A(x) dx) = lim TT e ^ " * * - - 1 ^ * - l } i / Í D J - O 1 1 
V k=\ 
Výraz vpravo můžeme interpretovat jako limitu součinových integrálů 
schodovitých (tj. po částech konstantních) matic Am, kde Arn(x) — 
A(^k-\) P r o x z intervalu (xk-i,Xk). Snadno se dokáže, že každá ta-
ková posloupnost Am konverguje k A ve všech bodech, ve kterých je A 
spojitá. Z teorie integrálu je přitom známo, že riemannovsky integrova-
telné funkce jsou skoro všude spojité, a proto Am —> A skoro všude na 
[p, q]. Nabízí se tedy následující zobecnění definice součinového integrálu: 
TT(J + A(x) dx) = lim TT(J + An(x) dx), 
------ n—>oo x x 
V V 
kde An je vhodně zvolená posloupnost schodovitých matic, které kon-
vergují k A skoro všude. 
Def inice . Řekneme, že posloupnost matic {An} je stejnoměrně omezená 
na \p,q], pokud existuje ěíslo G E R takové, že | |An,(;r)|| < G pro každé 
n e N a pro každé x E [p, q]. 
V ě t a . Nech {An} je stejnoměrně omezená posloupnost schodovitých 
matic, An —> A skoro všude na [p,q]. Potom, existuje limn_>CX) Y\
q
p(I + 
An(x) dx) a nezávisí na volbě posloupnosti {An}. Důkaz, Potřebujeme 
ověřit, že posloupnost Ylp(I + An(x) dx) je cauchyovská. Podle odhadu 
(4.3.2) platí 
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Protože | |An(:T)| | < G, Schlesinger může odhadnout 
/ | |A m (x) - An(x)\\ dx < e(q -p) + 2GIJL({XI \\Am(x) - .An(x)|| > e}). 
Jp 
Z teorie míry je však známo, že konvergence A
n
 —> A skoro všude im-
plikuje konvergenci v míře, t j . 
Ve > 0 lim //({x; \\A(x) - A
n
(x)\\ > e}) = 0. 
n—>-oo 
Odtud pro zadané e > 0 najdeme no € N takové, že 
Vm,n > n0 /x({x ; \\Am(x) - An(x)\\ > e}) < e, 
čímž je důkaz existence limity hotov. 
Jednoznačnost ověříme známým postupem: Uvažme dvě stejnoměrně 




 které konvergují k A skoro všude. 
Sestavíme-li z nich posloupnost {C n } , kde C<m-\ = A n a C2 n = BU) platí 
rovněž C n —» A skoro všude. Existuje tedy limn-+co n p í ^ + Cn(x)dx). 
Stejnou limitu však musí mít i každá vybraná posloupnost, a proto 












, A matice z předcházející věty, řekneme, že A je 
součinově leh es gueovsky integrovatelná (zkráceně L-integrovatelná) a de-
finujeme 
q q n (I + A(x)dx)= lim T\(I + An(x)dx). 
n—»-oo •-- ---
P P 
P o z n á m k a . Schodovité funkce jsou měřitelné, tedy i limita stejnoměrně 
omezené posloupnosti schodovitých funkcí je omezená a měřitelná. Ob-
ráceně, ke každé omezené měřitelné funkci / lze najít stejnoměrně ome-
zenou posloupnost schodovitých funkcí / n , fn —» / skoro všude. Uvedená 
definice integrálu má tedy smysl právě pro ty matice, jejichž složky jsou 
omezené a měřitelné funkce na [p, q]. Schlesinger poznamenává, že de-
finici lze dále rozšířit na matice s lebesgueovsky integrovatelnými (ne 
nutně omezenými) složkami. Můžeme např. matici A aproximovat po-
sloupností schodovitých matic {A
n
} takovou, že A
n
 —> A v normě pro-
storu L 1 (výše uvedený důkaz existence linin-^oo YYL(I + A
n
(x) dx) se tím 
dokonce zjednoduší). 
4,5 Vlastnost i L-integrovatelných mat ic 
Lemma, Nech {A
n
} je stejnoměrně omezená posloupnost L-integrova-
telných matic, A
n
 —> A skoro všude na [p, q]. Potom 
rq rq 
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Protože limn^oo ||.An|| = ||A||, stačí pro důkaz použít Lebesgueovu větu 
o záměně pořadí limity a integrálu. 
Důsledek. Nerovnosti (4.3.1) a (4.3.2) platí pro schodovité matice. Po-
moci předchozího lemmatu dostaneme jejich platnost i pro libovolné L-
integrovatelné matice. Následující tvrzení je analogií Lebesgueovy věty 
pro součinový integrál. 
Věta. Nech {A
n
} je stejnoměrně omezená posloupnost L-integrovatel-
ných matic, A
n
 —> A skoro všude na [p,q]. Potom 
Q q 




Důkaz. Podle Lebesgueovy věty je matice A integrovatelná. Pro důkaz 
pak stačí použít nerovnost (4.3.2) ve tvaru 
Q q 
]J(I + A(x) dx) - l[(I + A
n









Schlesinger poznamenává, že právě uvedená věta zůstane v platnosti, 
i když nahradíme Lebesgueův integrál Riemannovým. Musíme ovšem 
navíc předpokládat, že limitní matice A je také riemannovsky integro-
vatelná. 
Definice. Nech M je měřitelná podmnožina [p, q\. Je-li A L-integrova-
telná, definujeme 
\\(I + A(x) dx) = ]J(I + XM(X)A(X) dx). 
M P 
Z teorie Lebesgueova integrálu je známa následující elementární věta: 
Je-li f E L
x
{\p,q)), pak 
\/e > 0 3S > 0 VAÍ C [p, q] fj,(M) <S^ 
Jм 
< є. (4.5.1) 
Schlesinger uvádí její analogii pro součinový integrál (nazývá ji totální 
spojitostí). 
Věta. 
Ve > 0 3S > 0 VM C [p, q] /J,(M) < S =» [(I + A(x)dx)-I 
м 
< є. 
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Pro důkaz stačí použít nerovnost (4.3.2) s A = 0 a tvrzení (4.5.1). 
Schlesinger se nyní vrací k souvislosti součinového integrálu s dife-
renciální rovnicí D
X
Y = A. Připomeňme poměrně hlubokou větu z teorie 
Lebesgueova integrálu: Nech f G Ll(\p,q]). Označíme-li F(x) = j x f'. 
pak F' = / skoro všude na [p,q]. Platí dokonce silnější tvrzení, které 
dokázal Lebesgue: 
£ 3 ^ / j / ( * + ')-/(-)l« --o 
pro skoro všechna x G [p, q]; každé takové x se nazývá Lebesgueův bod 
funkce / a platí F'(x) = f(x). Pomocí tohoto tvrzení dostane Schlesinger 
poměrně snadno následující větu. 
Věta. Nech A je L-integrovatelná matice. Označme Y(x) = Y\p(I + 
A(z)dz). Potom D
x
Y(x) = A(x) pro skoro všechna x G [p, q\. 
Důsledek. Nech A je L-integrovatelná matice aY° G R n je pevně zvo-
lený vektor. Potom je vektorová funkce Y(x) = Y° Ylp(I + A(z) dz) ře-
šením soustavy diferenciálních rovnic Y'(x) = Y(x)A(x) skoro všude na 
intervalu [p,q] a splňuje počáteční podmínku Y(p) = Y°. Připomeňme, 
že v prvním Schlesingerově článku se objevují celkem tři definice souči-
nového integrálu. První definici pro riemannovsky integrovatelné matice 
A můžeme stručně zapsat ve tvaru 
q m 
Y[(I + A(x) dx) = ^ lirn^ Yli1 + (xk ™ xfc_i).A(&-i)). 
P k^i 
Schlesinger dokázal, že toto je ekvivalentní s definicí 
q m 
T\(I + A(x)dx)= lim TTe ( : C f c ~ X f c ~ l M ( ^" l ) -
Dále zavedl integrál pro lebesgueovsky integrovatelné matice předpisem 









} je stejnoměrně omezená posloupnost schodovitých matic, které 
konvergují k A skoro všude. Předpokládejme, že matice A
n
 je konstantní 
na podintervalech (xr^_
l
, x]J), k = 1,. . . , ran, a nabývá zde hodnoty L£. 
Potom 
Q mn T](I + A(x)dx)= lim T T e ^ - ^ - x ) ^. x-* - n—>-oo ------
p k-1 
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Naskýtá se přirozeně otázka, zda platí také 
q m„ 
]J(I + A(x) dx) = lim ~(I + (x2 - x3ř_.)Lř). (4.5.2) 
•--• --" T I — ' • C O - 1 - - 1 -
p fc=l 
Schlesinger na začátku druhého článku tuto rovnost dokazuje za doda-
tečného předpokladu v(D
n
) —> 0, kde v(D
n
) = max{(;i;^ — x^_
x
),k = 
1,.. . , m n } . Bez tohoto předpokladu veta neplatí - mohli bychom vzít 
např. A = A
n
 = L^ = I', m
n
 = 1, XQ — p, x™ — r/, avšak 
q 
[J(I + I dx) = e ^ 1 £I + (q- p)L 
p 
Z tvrzení (4.5.2) odvodí Schlesinger rozvoj součinového integrálu do 
Peanovy řady: 
fc=i 

















 H » 
il<i
2 
odkud pro n —> oo 
9
 T<7 rq rx\ 






 Jp Jp Jp 
Postup je stejný jako u Volterry, pouze integrály jsou nyní Lebesgueovy. 
Lemma. Nech A, B jsou L-integrovatelné matice. Definujeme-li mati-
covou funkci S(x) = Y\q(I + A(z) dz), pak 
p q q 
Y[(I+A(x)dx)Y[(I+B(x)dx) = Y[(I+S(x)(B(x)-A(x))S-l(x)dx). 
q p p 
(4-5.3) 
Tvrzení podobného typu pro Riemannův integrál se objevují již u Vol-
terry; jak poznamenává Schlesinger, omezíme-li se na _4, B spojité, mů-
žeme lemma ověřit derivováním. Ze vztahů 
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získáme 
Dx(PQ~









(x) = S^BW-A^xЂS-^x), 
[(I+B(x)dx) [(I+A(x)d,x) = Д ( / + а д ( B ( x ) - Л ( ж ) ) B -  : E ) í t e ) . 
<? 
Tvrzení lemmatu pak dostaneme invertováním matic na obou stranách 
rovnice. Jsou-li A, B pouze L-integrovatelné, postupuje Schlesinger zhruba 
řečeno tak, že dokáže lemma pro schodovité matice, a pak provede li-
mitní přechod. 
Právě uvedené lemma nyní použijeme při důkazu tvrzení o derivaci 
integrálu podle parametru. 
Věta. Nech A(x,t) je maticová funkce dvou proměnných. Jestliže A je 
L-integrovatelná pro každé pevné t G R a její derivace ^ ( x , ) existuje 










kde opět S(x) = n o ( ^ + A(z, t) dz). Myšlenka Schlesingerova důkazu: 
D
t
 [(I + A(x
ђ
)dx) = 
дt->o Д í 
lim -— 
Дí->0 Д ŕ 
[J(I + A(x, t) dx) Y[(I + A(x, t + Aí) dx) - I 
Q V 
J\(I + S(x)(A(x,t + A) - A(x,t))S"
1
(x)dx) - I 
Poslední integrál rozvine Schlesinger do Peanovy řady a po záměně po-
řadí limity, sumy a integrálu dostane požadovaný výsledek. 
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4.6 Dvojný integrál a Greenova věta 
Definice. Řekneme, že maticová funkce A(x,y) dvou proměnných x, 
y definovaná na [a, b] x [c, d] je schodovitá, jestliže existují dělení a = 
X\ < X2 < - - - < xk = b a c = y\ < y2 < - - - < yi ~ d taková, 
že A je konstantní na každém obdélníku (XÍ,X{+\) x (y^y3+\). Nech 
P(x,y) je L-integrovatelná maticová funkce dvou proměnných x, y na 
intervalu R = [xo,xi] X [ycj,l/i] C R 2 (tj. P je skoro všude limitou 
posloupnosti stejnoměrně omezených schodovitých matic). Potom lze 
snadno ukázat, že pro pevné y jsou složky matice P(x,y) lebesgueovsky 
integrovatelné funkce proměnné x, a že A(y) = f*1 P(x,y) dx je L-
integrovatelná maticová funkce proměnné y. Následující Schlesingerova 
definice dvojného součinového integrálu přes obdélník R je tedy korektní: 






Pro dvojný integrál platí následující analogie Lebesgueovy věty: 
Věta. Nech {Pn} jsou stejnoměrně omezené L-integrovatelné matice 
definované na obdélníku R, Pn —> P skoro všude na R. Pak 
n(I + P(x,y)dxdy)= lim T\(I + Pn(x, y) dx dy). 
R R 








T(x, y) = Y[{I + Q(x
0
, t) dt) ]J(I + P(t, y) dt). 
yo xo 
Pro matice U(x\,y\) a T(x\,y\) používá Schlesinger celkem přiléhavé 
názvy - integrál přes dolní schod a přes horní schod obdélníka R z dvo-
jice matic P, Q. Křivkový integrál přes kladně orientovanou hranici ob-
délníka R pak definuje předpisem 












Vztah mezi dvojným integrálem přes R a křivkovým integrálem přes 
hranici R udává následující analogie Greenovy věty: 
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P i 2 ( . r , y ) - - ^ - ^ + P Q - Q P . (4.6.2) 






















Integrováním přes obdélník R dostaneme 
]J(I + T(x, y)Pi2(a:, y)T"
l
















T(x, y) = [ ] ( / + P(ŕ, y) dt) • Q(x
0




П(/ + P(,y)d) 
Xo 
Použijeme-li na poslední sčítanec větu o derivování integrálu podle pa-
rametru, vyjde 
lim(Q(x,y)-D yT(x,y)) = 0, 
X—*Xo 
odkud 
]](I + T(x, y)Pn(x, y)T~l (x, y) dx dy) = 
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Pomocí vztahu (4.5.3) a elementárních úprav lze spočítat 
y\ 
H(I + T(x, y)(Q(x, y) - D
y





) -1[{I + Q{x,y)dy) - T ^ ^ y i ) . 
yo 




J ] (J + Jim [T(x,y)(Q(x,y) - D
y
T(x,y))T-\x,y)} dy 




















což jsme měli dokázat. 
S analogií Greenovy věty jsme se setkali již u Volterry. Jeho verze 
je obecnější, nebo uvažuje dvojné integrály přes jisté oblasti v R 2 (ne 
pouze přes obdélníky). Schlesingerův důkaz je ovšem po formální stránce 
přesnější a také čitelnější - nevyskytují se zde diferenciály ani neko-
nečně malé veličiny. Dále je zajímavé, že součinová analogie operátoru 
rotace z klasické Greenovy věty má u Schlesingera výše uvedenou po-







(viz (2.6.1) - Volterrova matice S\ se rovněž liší od Schlesingerovy T 
v (4.6.1)). Důležité je, že pro případ P(x,y) = A(x + ?/y), Q(x,y) = 
iA(x + iy), kde A je holomorfní maticová funkce, vyjdou obě „rotace" 
nulové (viz další odstavec). 
4.7 Křivkový integrál, maticové funkce komplexní proměnné 
Splňují-li funkce P, Q předpoklady Greenovy věty z předchozího 
odstavce a platí-li navíc Pi2(x,y) = 0 na R = [xn,xi] x [T/O»2/I]? potom 
l[(I + P(x, y) dx + Q(x, y) dy) - /, 
dR 
což můžeme interpretovat tak, že křivkový integrál z bodu (xo,yo) do 
bodu (xi,yi) nezávisí na tom, integrujeme-li přes dolní nebo přes horní 
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schod. Tvrzení zůstane v platnosti, nahradíme-li bod (x\, y\) libovolným 
bodem (x, y) z R. Schlesinger pak značí společnou hodnotu matic U(x, y) 
a T(x,y) symbolem 
(^y) 
11 (I + P(x,y)dx + Q(x,y)dy). 
(*o,yo) 
Z definice plynou následující vlastnosti: 
(*>y) 
JJ (I + P(x,y)dx + Q(x,y)dy) 
M>o,yo) 
fcy) 





det J J (I + P(x,y)dx+Q(x,y)dy) 
_(xo,yo) 
Je-li <p : [a, b] —• R 2 parametrizace křivky, můžeme definovat integrál 
matic P, Q podél </? předpisem 
J J ( 7 + P(x,y)rix + Q(x,y)dy) = 
D, 
L\ 
= DæT(æ,y) = P(x,y), 






Т + Т r Q{x
'
y) d y 
= lim J J ( / + P(xi,yi)(xi+i -Xi) + Q(xi,yi)(yi+i -yi)), 
Í V ( D ) — • ( ) •*"-*• 
i = l 
kde D : a = ín < íi • • • < t
m
 = b je dělení intervalu [a, 6] a (xi,yi) = 
V?(r,). 
Schlesinger nyní tvrdí, že integrál přes (p můžeme aproximovat inte-
grálem přes „schodovitou" křivku složenou z úseček. Je-li tedy fl C R 
jednoduše souvislá oblast a <p je uzavřená křivka v Í2, pak 
[}(/ + P(x, y) dx + Q(x, y) dy) = /, 
neboli křivkový integrál nezávisí v Q na cestě. 
Na závěr článku [11] se Schlesinger zabývá maticovými funkcemi A 
komplexní proměnné z a rekapituluje Volterrovy výsledky. Nech <p je 
křivka v komplexní rovině s počátečním bodem ZQ = XQ + iy^ a s konco-
vým bodem z\ = x\ + hj\. Ztotožníme-li funkce dvou reálných proměn-
ných x, y s funkcemi jedné komplexní proměnné z = x + iy, můžeme 
definovat křivkový součinový integrál z A podél ip vztahem 
Y\(I + A(z) dz) = H(I + A(x, y) dx + iA(x, y) dy) = 
tf Kp 
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Pro matice A holomorfní v jednoduše souvislé oblasti fí C C platí 
P\2 ~ 0, a tedy podle Greenovy věty nezávisí integrál na cestě (resp. in-
tegrál přes uzavřenou křivku je jednotková matice). Proto můžeme po-
užívat označení 
zi 
J](7 + A(z) dz) = J1O + A(z) dz). 
zo <fi 
Schlesinger pouze konstatuje, že pro křivkový integrál platí např, vztahy 









 v ; 
D
г 
Д (I + A(w) dw) 
20 
= -40). 
Zmiňuje se také o integrálu přes uzavřenou křivku, která obíhá nějakou 
singularitu matice A. Lze dokázat, že integrály přes takovéto křivky 
jsou podobné matice (obecně různé od jednotkové matice) - toto tvrzení 
známe již od Volterry. 
Kapitola 5: Závěr 
V předchozích kapitolách jsme sledovali vývoj pojmu součinového 
integrálu. Začali jsme na sklonku 19. století u Vita Volterry, který vy-
budoval součinovou analogii Riemannova integrálu. Známe-li vlastnosti 
„součtového" Riemannova integrálu, můžeme z nich často odhadnout 
vlastnosti součinového integrálu tak, že sčítání nahradíme násobením. 
Naopak rozdíly pramení z toho, že násobení matic (resp. skládání ope-
rátorů) není komutativní; proto se součinovému integrálu někdy říká 
„nekomutativní integrál". 
Další vývoj teorie se ubíral dvěma směry: 1) Rozšíření pojmou sou-
činového integrálu na matice, jejichž složky nem,usejí být riemannovsky 
integrovatelné funkce. 2) Integrování obecnějších objektů než jsou ma-
tice, např. operátorů na Banachově prostoru. 
Například Schlesinger pracoval s lebesgueovsky integrovatelnými slož-
kami, zatímco Hostinský integroval operátory na prostoru spojitých funkcí. 
S tím, jak se v matematice objevovaly nové přístupy k integrování, 
vznikaly i analogické teorie součinového integrálu. Demonstrujme tento 
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fakt ještě na jednom příkladu. V 50. letech 20. století přišel český mate-
matik Jaroslav Kurzweil s novou definicí integrálu, který zahrnuje Rie-
mannův, Newtonův i Lebesgueův integrál. (Pro podrobnější seznámení 
s Kurzweilovým integrálem doporučujeme knihu [13]). 
Mějme interval / == [a, 6], —oo < a < b < oo, a funkci A : / —> 
(0,oc) (tzv. kalibr). Je-li dáno dělení D : a = XQ < x\ < • • • < x^ — b 
s vyznačenými body £7; £ [x^_i,x?;], řekneme, že toto dělení je A-jemné, 
pokud 
[XÍ-UXÍ] C [& - A(&),£ + A(&)] 








Číslo f f(x) dx nazveme Kurzweilovým integrálem funkce / na inter-
valu 7, jestliže ke každému e > 0 existuje kalibr A takový, že 
S(f,D) 
J a 
) dx < є 
pro každé A-jemné dělení D. 
Snadno zformulujeme součinovou analogii této definice (viz [14]): 
Nech A je maticová funkce definovaná na I = [a, b]. Pro zadané dě-








i = l 
Matici Y\a(I ~^~ A(x) dx) nazveme (pravým) Kurzweilovým součinovým 
integrálem A na intervalu 7, jestliže ke každému e > 0 existuje kalibr A 
takový, že 
P(f,D)- [(I + A(x)dx) < є 
pro každé A-jemné dělení D. 
Právě uvedená definice se snadno zobecní pro operátory na libovol-
ném Banachově prostoru. 
Součinový integrál má aplikace v teorii diferenciálních rovnic, ve fy-
zice, v teorii pravděpodobnosti i v matematické statistice. Jde o elegantní 
a poměrně snadno přístupnou teorii, která však mezi matematiky není 
příliš známa. Věřím, že tento článek (pravděpodobně první text o sou-
činovém integrálu v češtině) přispěje k jejímu rozšíření. 
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