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Summary
This thesis presents a fast and efficient analysis of finite large arrays. The Pre-
corrected Fast Fourier Transform (P-FFT) technique is employed and developed to
largely reduce the memory requirement and computational cost, which makes it
possible to analyze some large array problems with full-wave method in personal
computers. In this thesis, multilayered planar arrays and waveguide slot arrays are
studied using the P-FFT method. Furthermore, full-wave sensitivity analysis with
an adjoint technique is also investigated for the optimization in computer aided de-
sign (CAD), which is a complement for the fast analysis and makes the fast algorithm
studies more complete for both analysis and design.
To characterize properties of the multilayered planer arrays. the precorrected
fast Fourier transform (P-FFT) method is employed. The discrete complex image
method (DCIM) is applied to calculate the spatial Green’s functions to ensure the
spatial domain analysis. In this method, the linear equation system or matrix equa-
tion is solved iteratively using the generalized conjugate residual (GCR) method.
The P-FFT method eliminates the need to generate and store the impedance matrix
elements, so that the memory requirement is significantly reduced.
A large finite array of waveguide slots with finite thickness is studied by the P-
FFT accelerated Method of Moments (MoM). In this method, the mixed potential
integral equation (MPIE) is utilized onto both upper and lower surfaces of the slots,
and the MoM is used to obtain the equivalent magnetic current distributions. The
vi
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precorrected fast Fourier transform (P-FFT) method is employed to accelerate the
entire computational process to reduce significantly the memory requirements for
analysis of large arrays. In addition, the Rao-Wilton-Glisson (RWG) functions are
used as the basis and testing functions instead of the traditional entire-domain basis
functions, with both z- and x-directional magnetic current distributions considered.
This approach extends applicability of the present method to solve the MPIE for
characterizing waveguide slots of arbitrary shape and current distribution.
An accurate and efficient full-wave method, combined with iterative adjoint
technique, for analyzing sensitivities of planar microwave circuits with respect to
design parameters, is also developed and presented in this thesis. The method
of Moments in spatial domain is utilized, and the generalized conjugate residual
(GCR) iterative scheme is applied to solve the linear matrix equations with fast
convergence. Green’s functions for multilayered planar structures in their DCIM
forms are employed to simplify the spatial domain manipulation. In the present
method, a conventional integration model and the corresponding adjoint model are
solved by the MoM respectively. The adjoint technique, with the aid of iterative
schemes, could largely reduce the computational requirements, especially for the
large electrical-size device with many perturbing design parameters.
Numerical results are presented in the thesis to validate the accuracy and effi-
ciency of the various advanced numerical techniques investigated.
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During the past decades, much research has been conducted for the analysis of
finite arrays employing different kinds of numerical methods. In 1980s, much effort
was spent to approximate the performance of the finite arrays by the infinite array
analysis. Since it neglects the edge and corner diffraction effects of the finite arrays,
errors exist especially for the elements near the neighborhood of the edges. Thereby,
the spectral method of moments (MoM) was developed to obtain accurate surface
current distributions of the finite arrays, since the spectral Green’s function is easy
to be obtained analytically. In such numerical procedures, there are double-infinite
integrals for a 2-D array problem when filling the matrix elements, and usually the
integrands of the infinite integrations are highly oscillating and decaying slowly, so
the numerical method applying to these integrations are quite time-consuming and
sometimes lacks accuracy while the results converge slowly. To avoid the double-
infinite integrals, the MoM was then employed in the spatial domain instead of
spectral domain. The difficulty in the spatial domain lies on the derivation of the
spatial Green’s function for multilayered dielectric substrates, where the Sommerfeld
integrals are needed in a usual way. Then a full-wave analysis of the Green’s function
with Discrete Complex Image Method (DCIM) is applied to obtain a closed form
and approximate solution to the spectral Green’s functions. Thus, the integration
1
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function can be constructed in the spatial domain to be solved using the MoM.
After the MoM is applied to construct a linear matrix equation, the unknown
current density distribution can be obtained by solving the matrix equation analyti-
cally. However, for a large finite array, the evaluation of the large-dimensional matrix
equation usually makes the computer run out of memory, thus no exact solution can
be obtained accurately. Therefore, some techniques are developed to solve the large
matrix equation. Iterative methods are then employed. Results can be obtained
efficiently by employing the iterative methods to solve the matrix equation. In the
iterative procedure, FFT is used to accelerate the computation for each iterative
step. Another technique to avoid the large computational requirement is to reduce
the number of unknowns as well as the matrix size. By applying the physical un-
derstanding of the edge and corner diffraction at the presence of the truncation, the
current distribution can be replaced by a few terms in the expansion to be involved
in the integration equations. MoM is then employed to solve only a few unknowns
and the efficiency is largely improved without much additional costs of the accuracy.
1.1 Infinite Array Method
One previous approach used to analyze finite arrays is to approximate the finite
arrays as infinite arrays. So the analysis is then reduced to analyze only one element
as in [1–3]. This approach is fast, and can model the center element quite well for
the large finite arrays, but not accurate since it neglects the edge effects, which is
significant to the elements near edges. Generally, the priori size of a finite array is
not known before it can be reasonably modeled as an infinite one.
Meanwhile, it is well known that the isolated printed antenna element can con-
vert significant part of the input power into surface wave power rather than the
radiation power [4, 5], while surface wave does not exist on infinite phases arrays
CHAPTER 1. INTRODUCTION 3
except at certain blindness scanning angle, where all input power converts to sur-
face wave power, leaving no radiation at all. Then there comes a question that how
the generation of the surface wave relates to the size of the arrays. Such a problem
is discussed by Pozar in [6] where the finite printed antenna arrays in a grounded
dielectric slab were considered.
Thus, the analysis of the finite array by a finite method is more necessary than
that by the infinite approximation. Then, an accurate approach, e.g., the spectral
domain Method of Moments (MoM) was applied to analyze the surface current
distributions of the finite arrays.
1.2 Method of Moments in Spectral Domain
This method is a basically ‘element-by-element’ approach, where the self and mutual
impedances of elements, are calculated in the spectral domain [6–10]. The key point
of the spectral MoM is that the analytical expressions of Green’s function in spectral
domain are relatively easy to obtain. Thus, the MoM operation carried out in the
spectral domain seems to be an efficient technique for obtaining the spectral surface
current distribution. To illustrate the MoM approach, a finite array of printed
dipoles in [6] was utilized, as shown in Fig. 1.1. Each dipole is assumed to have a
length L, a width W , and to be uniformly spaced from its neighbors by distances a
in the x-direction and b in the y-direction.
1.2.1 MoM Solution
We are interested in some characteristics of the antenna arrays, such as input im-
pedance, reflection coefficients, radiation pattern, radiation gain, and radiation effi-
ciency. To obtain these, first of all, the surface current distribution should be solved
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Figure 1.1: Geometry of an N ×N array of printed dipoles on a grounded dielectric
slab
for, which should be emphasized for the antenna array analysis. Now we utilize
Method of Moments in spectral domain to obtain the current distribution solved.
As shown in Fig. 1.1, to simplify the analysis process, the dipoles are assumed to
be thin, so that only x-direction currents are considered. First, the vector potential




















(r − 1) sin k1d cos k1z
TeTm
(1.2b)
Te = k1 cos k1d+ jk2 sin k1d (1.2c)
Tm = rk2 cos k1d+ jk1 sin k1d (1.2d)
k21 = rk20 − β2, Imk1 < 0 (1.2e)
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k22 = k20 − β2, Imk2 < 0 (1.2f)
β2 = k2x + k2y (1.2g)
k0 =ω
√µ00. (1.2h)
The field and the source points are located at (x, y, z) and (x, y, d), respectively.
Note that dielectric loss is easily included by replacing r by r(1− j tan δ) in (1.2e),
where tan δ is the loss tangent of the substrate material. Then the electrical field is
obtained by
E = −jω(A+ 1rk20
∇∇ ·A). (1.3)


















The zeros of Te and Tm in (1.2c) and (1.2d) represent TM and TE surface waves.
Expand the electrical surface current density on the dipoles’ surfaces and then solve
the linear equations or its resultant matrix equation to obtain the current density.
Assume that the number of the dipoles of each row and column in the array is
N , and the number of the current density expansion modes for each dipole is M .
The order of the linear system of equations is N ×N ×M . To limit the order and
alleviate the computational load, the number of the current modes for each dipole
should be minimized, at the meantime a good accuracy should be guaranteed. The
issue of the completed expansion modes for dipoles was discussed in [6,12,13]. In [6],
the comparison of one-single mode and three modes for each dipole was discussed,
and the results showed that the single mode approximation is acceptable.
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It is important to point out that in the general MoM procedure discussed above
the only approximation made is to limit expansion modes for each dipole, and also
that the presence of all dipoles and the truncation for the infinite array are accounted
for in the whole process. After the matrix equation is solved, the surface current
distribution is obtained to characterize of the antenna arrays.
1.2.2 Some Techniques for Evaluating Z-matrix
In [8], microstrip antennas were analyzed by Newman and his collaborators utilizing
the MoM. They first analyzed the air dielectric microstrip antennas using the MoM,
in which the Z-matrix is accurately obtained. Then the above Z-matrix is modified
when the microstrip antennas are treated in the presence of the grounded dielectric
slab, in which the approximation is made to reduce the computational time.
The computation of Z-matrix elements is rather time-consuming, since the com-
plicated double infinite integrals with the variables kx and ky need to be evaluated.
To evaluate the Z-matrix accurately and efficiently, there were some techniques
discussed in [6, 10, 11, 14, 15].
To solve (1.1a) and (1.1c), Pozar proposed to convert the Cartesian coordinates
to the polar coordinates to avoid the double infinite integrals in [11]. In this method,
only one semi-infinite integration exists, in which at least one TM surface wave pole
exists. To avoid the surface wave difficulties, Pozar divided the infinite integration
into several portions. The small portions with singular integrands are evaluated by
using two terms of a Taylor series expansion. The remaining nonsingular integrands
can be evaluated easily by numerical methods.
In [15], to accelerate the convergence of the integration, a term representing
the contribution of the current in a homogeneous medium was subtracted from the
Green’s function of the dielectric slab. So the integration is divided into two portions.
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One integral, representing the contribution of the current in a homogeneous medium,
can be evaluated easily in closed form. Another one will converge relatively quickly.
This technique is very effective in reducing the running-time of the impedance matrix
evaluation, particularly for mutual impedances of distant dipoles.
As stated in [10], to avoid the surface wave poles, integration can be carried
out over another substituted contour as in Fig. 5 in [14]. By exploiting the block
Toeplitz type symmetries, the entire matrix elements are computed simultaneously
to avoid the recalculation of the same parts of the integrands.
As above, the Method of Moments in spectral domain is introduced. Firstly the
current density expansion mode is selected, then the Z-matrix is filled using some
techniques to reduce the computational time. Conventionally, the matrix equation
is solved analytically. By inverting the Z-matrix, and then the current density
coefficients can be obtained accurately by [I] = [Z]−1[V ]. Such analytical method is
feasible for the small scaled arrays. But for the large finite arrays, the Z-matrix is
considerably large. The matrix analysis is rather time-consuming, and could even
run the memory out. Therefore, to analyze the large finite arrays, some better
schemes such as iteration, reducing unknowns will be discussed subsequently.
Besides, there are still some main problems when filling the Z-matrix elements
in spectral domain. The double infinite integrals over the singular kernels cause
computational complexity and approximation. Although some techniques are ap-
plied to alleviate these problems, such issues are still not resolved basically. Then
the moment method in spatial domain is introduced to have these problems solved.
1.3 Method of Moments in Spatial Domain
As presented above, the main difficulties of the MoM in spectral domain is the
evaluation of the double infinite integrals, whose integrands are highly oscillatory
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and decay very slowly with integration variable. Then a lot of efforts [16–20] have
been spent to develop the method of moments in spatial domain [21] based on the
Discrete Complex Image Method (DCIM) [22,23], to circumvent the time-consuming
evaluation of the double infinite integrals in spectral domain. This scheme in spatial
domain significantly accelerates the speed of the Z-matrix filling.
1.3.1 Closed-Form Spatial Green’s Function
To employ the spatial domain MoM, the spatial Green’s function should be obtained.
Generally, the spatial Green’s function for the open microstrip structure, especially
with a thick substrate, is represented by Sommerfeld integrals, the evaluation of
which is rather time-consuming.
Thus, for decades, many numerical skills are employed to simplify the Sommer-
feld integrals in the evaluation process. Chow [24] developed a quasi-dynamic image
model to replace the Sommerfeld integrals for a thin microstrip. But for the mi-
crostrip with thick substrates, the replacement fails since it neglects the surface and
leaky wave contributions. In [25], the Sommerfeld integrals are replaced by certain
infinite integrals, using the image method for the microstrip structures. But in [22]
it shows that the alternative integration is still quite time-consuming.
Fang [22, 23], together with his collaborators, contributed a lot to develop a
closed-form spatial Green’s function for the thick substrate microstrips using DCIM
instead of the Sommerfeld integrals. The numerical results in [23] showed that with
this method, the computer time saved is more than ten times, and the error is less
than 1% compared with the numerical integration of the Sommerfeld integrals. With
the spatial Green’s function in hand, the MoM in spatial domain can be utilized.
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1.3.2 Spatial MoM Solutions
Much work has been carried out, focusing on the radiation and scattering charac-
teristics of the microstrip antennas, using the MoM in spatial domain to improve
the computational efficiency. A microstrip series-fed array is analyzed [16] using
a full-wave discrete image technique to transform the spectral domain formulation
into spatial domain to solve for the potentials without any full-wave information
loss. Then, the mixed potential integration equation (MPIE) is employed instead of
the EFIE, since the MPIE yields a weaker singularity in its integrands. After the
integration equation is formed, the rooftop expansion functions and line matching
test functions are applied in the spatial MoM process to solve the irregular shaped
microstrip antennas.
A large microstrip antenna array is analyzed [17] using the closed-form spatial
Green’s function. The MPIE is used and some techniques are employed to transform
the grad-div operators from the singular spatial Green’s function to differentiable
expansion and testing functions when employing the Galerkin’s MoM procedure.
Thereby, the accuracy and efficiency are further improved to avoid the derivative
over the singular formulation.
To characterize the scattering and radiation properties of arbitrarily shaped
microstrip patch antennas [18], the MPIE is solved using the closed-form spatial
Green’s function. Triangular basis functions, which offer great flexibility in the use
of non-uniform discretization of the unknown currents on antennas, are employed in
the MoM process. After current distributions are obtained, the scattered or radiated
field is calculated using the reciprocity theorem to avoid the Fourier transforms of
the triangular basis functions encountered in the stationary phase method.
The spatial domain method of moments algorithm is stated as above. It is
obvious that to form the matrix equation in the MoM procedure, the spatial scheme
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with the closed-form Green’s function based on the DCIM is more efficient than
the spectral domain scheme. However, it is noted that when the DCIM is applied,
the convergence and approximation problems still exist and have not been solved
entirely yet. After the matrix equation is obtained, the problem of solving such large
linear equations, the same as in spectral domain, comes up. For a finite large array,
to solve such a big matrix equation is rather a big issue, since the matrix analytical
method cannot work due to the memory limitation. Efficient schemes should be
developed to solve this problem as follows.
1.4 IterationMethods for Solving the Matrix Equa-
tions
As the analytical method does not work for the large matrix equations, the iteration
methods are developed to solve this problem. Therefore, the methods named con-
jugate gradient (CG) [26,27] and biconjugate gradient (BCG) [28] iterative schemes
are employed to solve the matrix equations. The CG method was first developed
by Bojarski [27] and has been applied to many large-scaled electromagnetic prob-
lems. Then, a combined CG-FFT technique [29–32] for accelerating the evaluation
is developed. As an iterative method, to improve the efficiency and accuracy, the
convergence is the most significant factor of such algorithms. Considering the con-
vergence speed, the BCG- FFT [19, 33] method is introduced to substitute the CG
method to accelerate the evaluation process.
1.4.1 Application of Combined CG-FFT Method
As stated in [27], compared with the traditional method of moment, the conju-
gate gradient method can be applied without storing the whole matrices. And
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the basic difference between the CG method and the Galerkin’s method, for the
same expansion functions, is that for the iterative technique we are solving a least
squares problem. Hence, as the order of the approximation is increased, the CG
technique guarantees a monotonic decrease of the least error (‖AJ − Y ‖ ), whereas
the Galerkin’s method does not. Even though the method converges for any initial
guess, a good one may significantly reduce the time of computation. The method
has the advantage of a direct solution as the final solution is obtained in a finite
number of steps. The method is also suitable for solving singular operator equations
in which the method monotonically converges to the least squares solution with a
minimum norm.
To improve the efficiency of the whole evaluation process, the combination of
the conjugate gradient method and FFT (CG-FFT) technique is made to analyze
the characteristics of the antenna arrays [17, 29–32].
In [29], the combined CG-FFT method is utilized to solve for the current distri-
butions on electrically very large and electrically very small straight wire antennas
at a satisfying convergence. With such a combination, the computational time re-
quired to solve large scattering problems is much less than the time required by the
ordinary conjugate gradient method and the method of moments. Since the spatial
Green’s function is easy to obtain due to the simple structure analyzed, the spatial
convolution integration is easy to be transformed to the multiplication operation in
the spectral domain through the FFT. Note that the FFT is utilized for efficient
computations of certain terms required by the CG method. In this technique, the
spatial derivatives are replaced with simple multiplications in the spectral domain;
some of the computational difficulties presented in the spatial domain do not exist.
When the CG method is applied to the analysis of the plane plate, this procedure
may lead to numerical difficulties pointed out in [30], and although the global error
in the CG iterative method decrease monotonically, the numerical results for the
CHAPTER 1. INTRODUCTION 12
jump of the surface current densities at the edges exhibit erroneous results for an
increasing (large) number of iterations. Thus, the FFT pad must be increased as the
singular edge currents produce a continuous spectrum. Thereby, it is concluded that
the problem in the previous CG-FFT method is the global differentiation (carried
out in the spectral domain) over the edge of the plate, where the surface current is
not continuously differentiable.
In [32], a weak form of the integration is employed to overcome the differen-
tiation problem. Subdomain basis functions defined only over the plate domain
are utilized as testing functions for the integration equations. Consequently, the
grad-div operator is integrated over the plate domain only, leaving no derivative in
spatial domain. Then a suitable expansion procedure for the vector potential in the
integration equation is carried out. So the simple scalar form of the structure of the
convolution integration is maintained. This means that the computational time per
iteration of this scheme is even less than those in the previous methods, since no
matrix-vector multiplication in spectral domain is needed. Very good results with a
very course mesh are obtained in [32], and increasing the number of iterations leads
to a stable results of the surface current density distribution.
Furthermore, the CG-FFTmethod is used for the analysis of microstrip antennas
[17, 31]. It is noted that there are aliasing errors while using FFT, since the FFT
pads should be limited to save the memory and computational time. Efforts then
are made to solve this problem to get accurate results.
Spectral domain analysis on the multilayered structure is carried out in [31].
An equivalent periodic structure is obtained by performing a window on the spatial
Green’s function, which makes feasible to sample the Green’s function in spectral
domain without any aliasing problem. Rooftop and razor-blade functions are used as
basis and testing functions respectively in the Galerkin’s procedure. Consequently,
results obtained for convergence rate, current distributions, and RCS values indi-
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cated that this method is very useful. But, as the periodic feature in spectral domain
is treated in this method, some actual spectral information is still lost. The aliasing
problem still exists and was not avoided thoroughly.
To analyze large microstrip antenna arrays, the CG-FFT method combined with
the DCIM is presented in [17]. With the closed-form spatial Green’s function [22,23]
in hand, the integration equation distributing the microstrip problem is discretized
accurately in spatial domain by the DCIM, before the discrete Fourier transform
is applied. Sampling in spatial domain, which may result in the aliasing errors, is
now avoided. Thus, this scheme can effectively eliminate the aliasing and truncation
problems existing in the previous CG-FFT procedures. Accuracy and convergence
are verified by the results obtained in [17].
As an iteration method, the efficiency is mainly determined by the convergence
of the algorithm. In some applications, the CG method can be replaced by other it-
erative algorithms with a faster convergence. Consequently, the biconjugate gradient
(BCG) method is employed to accelerate the convergence speed.
1.4.2 Application of BCG-FFT Method
In [28], some scattering models with well-conditioning and ill-conditioning matrix
equations are analyzed using the CG and BCG algorithms. It shows the efficiency of
the BCG algorithm is much higher than that of the CG algorithm especially for those
problems with the ill-conditioning matrix equations. Additionally, a remedy for the
BCG stagnation problem is provided. If the initial estimate results in stagnation
and no solution is obtained, then we need to restart the BCG procedure at another
point slightly different from the initial estimate. This remedy is actually not a best
one, since it needs a first failure of the convergence, but an effective one, for the
second time, solution will be obtained.
CHAPTER 1. INTRODUCTION 14
Large finite microstrip antenna arrays were analyzed by the BCG-FFT method
[19, 33]. To avoid the aliasing error, the closed-form spatial Green’s function was
used. And the del operators are transferred from the singular kernel to the differ-
entiable expansion and testing functions. Then, the BCG and FFT are applied to
solve the linear matrix equations.
A scattering model by microstrip arrays is analyzed here. The MPIE (weaker















Gq(r, r′)∇ · J(r′)ds′, (1.7b)
while Ei denotes the incident electrical field, and Er denotes the reflected field by
the grounded dielectric substrate in the absence of the antenna. The left hand side
of (1.6) represents the scattered field excited by the current on the surface, where
J denotes the unknown current density on the microstrip antenna. The Green’s
functions in (1.7) are then both replaced by the closed-form spatial Green’s function
in the DCIM format. The conducting surface is divided into small rectangular cells.
To solve for the current distribution, the Galerkin’s procedure is employed, in which
the roof-top functions are used. Meantime, a technique [17] is utilized to transfer
the del operator to the testing functions. Equation (1.6) then is transformed as
jωµ0 < fx,ym,n,A > −
1
jω0
< Φ,∇ · fx,ym,n >=< fx,ym,n,Ei(r) +Er(r) > . (1.8)








where fx,ym,n denotes the roof-top functions, and fxm,n = fxm,nxˆ and fym,n = f ym,nyˆ are
vector expansion functions in the x and y directions. Substituting (1.9) to (1.8), we
obtain




















Gxx = [Gxx(m−m′, n− n′)] (1.11a)
Gxy = [Gxy(m−m′, n− n′)] (1.11b)
Gyx = [Gyx(m−m′, n− n′)] (1.11c)
Gyy = [Gyy(m−m′, n− n′)] (1.11d)
bx = [< fxm,n,Ei(r) +Er(r) >] (1.11e)
by = [< f ym,n,Ei(r) +Er(r) >]. (1.11f)
The expressions of the elements in (1.11) can be derived from equations(1.8) and
(1.9). To solve the matrix equation in (1.10), the BCG in the Jacobs’ form is
employed here, in which the symmetric matrix Z is only involved in a matrix vector
multiplication for each iteration step. And the multiplication in the BCG procedure
can be computed efficiently by FFT without generating a square matrix [19]. And
it is noted that the FFT pad size used here is relatively small, but without causing
aliasing errors. The simulation results in [19] show that this BCG-FFT method is
more efficient than the CG-FFT method and requires the minimum memory and
CPU time.
Some iterative methods are introduced above. The iterative technique is really
a good choice to solve the large finite array problems. Accuracy and efficiency are
verified in some literature. Convergence is a critical issue for the iterative methods,
at the aspect of which BCG method is developed to substitute the CG method.
Therefore, if more progresses could be achieved to accelerate the convergence speed,
the evaluation of the large array problems will be much more efficient.
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1.5 Schemes of Reducing Unknowns
As stated in the above sections, the linear matrix equations of the MoM should be
evaluated efficiently and accurately to obtain the array surface current distributions.
When the array is very large, the order of the matrix is so high that it usually runs
the computer memory out. Besides the iterative methods, the idea of reducing the
unknown numbers as well as the matrix size was proposed. Then much effort has
been made to reorganize a few unknowns to represent the current distribution but
without the cost of the accuracy.
The Green’s function for the finite array, in a similar form to that of infinite
array, is constructed by the Poisson’s sum formula [34–36]. It includes the edge
effects, but requires the same number of unknowns as those for the infinite arrays.
Then, the Floquet waves (FW’s) of the infinite array are employed to represent the
solution of the finite array problems [37–42]. Utilizing the diffraction theory, the
TFW-MoM [39,40] and the UTD-MoM [41,42] are developed to largely reduce the
number of unknowns, in terms of a few UTD type representations. Another approach
referred to as the DFT-MoM [43,44] is applied to denote the current distribution by
a few significant DFT components. The property of the DFT-MoM is particularly
useful for the analysis of the large finite arrays.
1.5.1 Infinite Array Approach with a Windowing Technique
A technique, requiring the same number of unknowns as those for solving the infinite
array, is introduced in [34] and discussed in [35, 36]. Edge effects, current tapers,
and nonuniform spacings can be all included in the general formulation. Different
from the infinite array approach, this technique accounts for the edge effects by a
windowing method, which is based on constructing the active Green’s function to be
used in the MoM procedure by the radiation of an array of elementary dipoles whose
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amplitude and phase are dictated exclusively by the excitation. This approach is
convenient since the unknowns are largely reduced.
As stated in the previous sections, the element-by-element method offers exact
solutions for the relatively small array, while the infinite periodic structure method
gives approximate solutions for a large array. This technique bridges these two
approaches valid for both forced and free excitations. This method consists of two
steps. The first is to convert the discrete array problem into a series of continuous
aperture problems by means of Poisson’s sum formula [45, 46]. The second step is
to use the spatial Fourier transform to make the formulation similar to the infinite
periodic structure solution. The final formulation form is a convolution integration
of a product, in which one is represented in a form identical to the infinite periodic
structure and the other involves the Fourier transform of the current distribution.
By this technique, the active input impedance of each array element is obtained
in [34], and the electrical field at a point source is solved for in [35, 36], which can
also be defined as the finite array periodic Green’s function for the cell. Numerical
results presented in these papers show the validity of this technique. However, it
is found later that this scheme sometimes leads to incongruence in predicting the
effects of truncation, especially when studying aperture arrays on ground planes [39].
1.5.2 Finite Analysis with Floquet Waves
In [37], a combined method incorporating the Floquet-wave (FW) expansion in the
MoM is proposed for a 2-D array of strips. In this approach, for a large array the
surface current distribution in the central portion of the array is assumed to be
the same as the infinite periodic array, the computational time of which can be
neglected. In the next step, these currents in the form of Floquet modes are used
for exciting the electric field on the elements close to the edge, which is a part to
CHAPTER 1. INTRODUCTION 18
form an electrical equation according to the boundary condition on the surface of
the near edge elements. Then, the MoM is employed to obtain the current density
on the near edge elements, in which the unknowns are reduced, compared to the
traditional MoM. Although very good results can be obtained for near broadside
scan, this method fails when the effects of the truncation do not rapidly vanish
away from the edges, as it occurs in wide-beam scanning.
A hybrid Floquet mode-MoM technique for prediction of scattering from a 2-D
finite periodic strip grating was proposed in [38]. The numerical solution for the
current on the strips is obtained with an approximation that is equivalent to the
windowing approach, assuming that the current on each strip is independent of
the strip location within the array. This position-independent current is taken to
have the same amplitude as central element of the array, but the different phase
distribution. Then it is analyzed in an element-by-element MoM with a reduced
computational cost. By the asymptotic evaluation, the result consists of two parts.
The first represents the truncation effects of the periodic arrays in the form of
geometrical theory of diffraction (GTD) type. The second denotes the Floquet
mode representation of the field scattered by the infinite grating. However, the use
of asymptotic constructs might lead to equivocate techniques and objectives. In [38],
the asymptotic analysis is focused on the scattering problem by a strip grating
both in frequency and, most remarkably, in time with a consequent relaxation in
the accuracy required in the determination of the currents on the array elements.
Consequently, the asymptotic expressions were not used there to construct these
currents, but only to observe the far field.
Another approach named as the truncated Floquet wave (TFW) - MoM [39,40] is
developed for the full wave analysis of large phased arrays. This technique is based
on the MoM solution of a fringe integral equation (FIE), in which the unknown
function is the difference between the exact solution of the finite array and that of
the associated infinite array. The unknowns in the FIE can be efficiently represented
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by a very small number of basis functions on the entire array domain, since the
unknown surface current can be explained as induced by the field diffracted at the
array edge, which is excited by the FW pertinent to the infinite configuration.
The guidelines and the physical insight gained in the 2-D analysis will be used
for the generalization to the the 3-D array problems. Although the process for a 3-D
problem is more complicated than a 2-D case, the basic law is the same. Since the
array is 2-dimensional, there are two kinds of the diffracted rays as edge diffracted
and vertex diffracted rays. The number of unknowns is still fantastically less than
that in the ordinary element-by-element MoM.
The TFW-MoM is an effective technique to largely reduce the number of un-
knowns to be solved in the MoM. The technique utilizes the FIE, relevant to the
infinite periodic array extended from the actual finite array, with useful physical
insight of the relation between the difference of radiation field on the actual array
and the suppressed external part of the infinite array. Then the FW’s due to the
diffracted field at the edge of the actual array can be employed to represent the un-
known current density according to such physical understanding. Then, the MoM
is applied to solve the FIE with few unknowns.
Another similar but actually different hybrid method named the UTD-MoM
was employed to analyze the planar finite arrays in [41], and developed for the
microstrip arrays in [42]. An important difference between the UTD-MoM and
the TFW-MoM is the choice of UTD type basis functions. In the UTD-MoM, the
UTD rays are relatively independent of the physical size of the truncated array
for any given electrical spacing between the array elements. Thus, few UTD rays,
which radiate from specific interior and boundary points of the truncated array,
such as edges and corners, describe the entire array behavior very efficiently in a
composite fashion. The UTD ray parameters are found partly from the solution
to an appropriately excited infinite periodic structure consisting of the same array
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elements. The remaining ray parameters are found once and for all via an asymptotic
analysis for a canonical truncated array. The MoM is then employed to solve the few
unknowns. However, there is a problem about such methods. Once the unknowns
are solved by the MoM, the radiation field must still be calculated via the element-
by-element field superposition approach.
1.5.3 Hybrid DFT-MoM Technique
Hybrid DFT-MoM technique is developed to solve the large finite array problems
recently [43,44]. The DFT-MoM approach remains the high speed and efficiency of
the UTD-MoM method and is more robust than the UTD-MoM, indicated in [43],
since it avoids ray tracing. It employs the DFT expansion for the array distribu-
tion, and provides a sequence of uniform amplitude and linear phase distributions to
represent the actual, more complex array distribution. There are two points of the
advantages of the DFT representation for the ray distribution. Firstly, it allows the
near and far fields radiated by each of the DFT components of the actual array dis-
tribution to be expressed asymptotically in a closed form via the UTD ray concept.
Secondly, it requires only a relatively few DFT components to be included in the
array distribution representation, because generally only less than 1/4 of the entire
number of DFT components is significant. Then the unknown coefficients of the
DFT components are obtained from the MoM method efficiently, because there are
only few DFT terms. For a regular rectangular array of (2N+1)×(2M+1) elements,
there are only the (2N + 2M + 5) DFT terms instead of the (2N + 1) × (2N + 1)
unknowns in the regular MoM scheme.
The criterion for the selection of the significant DFT terms was proposed in [43],
based on the concepts of high frequency UTD-type field decompositions in [47]. The
surface current distribution of the array is primarily caused by three important ray
field components according to the UTD. They are respectively the UTD FW’s modes
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pertaining to a corresponding infinite array, the UTD rays from the edge diffraction,
and the UTD rays arising from corner diffraction of FW’s due to corners in the
presence of the truncation from the infinite array. To illustrate the significant parts
of the DFT terms according to the above three UTD ray components, we assume
a rectangular array of (2N + 1) × (2M + 1) elements. The DFT transform of the
current component coefficients is
Bkl =
1










where Anm is the amplitude coefficient of the current components of the array in
spatial domain. Bkl is the DFT component coefficient of the array current distrib-
ution. First, by ignoring the edge and corner diffraction effects, the set of all FW’s
due to the infinite array provide uniform current distribution. Then the non-zero
coefficient DFT component of such a uniform current distribution lies only on the
point (k = 0, l = 0). Then the edge diffraction components are taken into account.
The dominant variation of the edge diffracted field is in a direction that is trans-
verse to the edge, while the variation in the direction along or parallel to the edge
is essentially uniform except for a linear phase shift along the edge. Thus, the sig-
nificant part of Bkl due to the diffraction effects of the x-directional edges is within
a band in the immediate neighborhood of k = 0 and −M < l < M , where the
transform pairs are x(n)→ k and y(m)→ l. Similarly, the significant set of Bkl due
to the diffraction effects of the y-directional edges is within a band in the immediate
neighborhood of l = 0 and −N < k < N . Finally, the corner diffraction may affect
the Bkl over the most space, but not too strongly, except for the space near the
(k = 0, l = 0). So the corner diffraction effects may be neglected elsewhere.
By applying the criterion concluded above, only a few significant spectral com-
ponents of the current distribution are employed in the integral equation, which is
then solved by the MoM. Numerical results demonstrated that the efficiency and
accuracy of the DFT-MoM increases dramatically as the size of the array increases.
Such a property is quite useful for the analysis of large finite arrays.
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1.6 Contributions of the Present Thesis
In this thesis, the Precorrected Fast Fourier Transform (P-FFT) technique is em-
ployed and developed to largely reduce the memory requirement and computational
cost, which makes it possible to analyze the large array problems using a full-wave
method in personal computers. Multilayered planar arrays and waveguide slot ar-
rays are studied in details using the P-FFT method. The numerical results show
that the present technique could effectively save computational time and memory
needed, with its accuracy remained. In addition, full-wave sensitivity analysis by an
adjoint technique is also investigated for the optimization in computer aided design
(CAD), which is a complement for the fast analysis and makes the fast algorithm
studies complete for both analysis and design.
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Chapter 2
Basic Numerical Methods and
Formulations
This chapter introduces theories, including fundamentals of method of moments,
spatial domain Green’s functions and iterative methods for solving the linear matrix
equations.
2.1 Surface Integral Equations
Integral equations can be derived in terms of Green’s functions and current densities.
Surface integral equation takes advantage of reducing the dimension of the problem.
We first consider a two dimensional scattering problem of a grounded microstrip
patch described in Fig. 2.1.
Assume that an incident wave is illuminating an object of perfect electric con-
ductor (PEC). The boundary condition of a PEC object is that the tangential electric
field on the surface equals to zero, as
nˆ×E = 0. (2.1)
24
CHAPTER 2. BASIC NUMERICAL METHODS AND FORMULATIONS 25
Figure 2.1: 2-D scattering problem by a microstrip patch
Then substituting the incident, reflected and scattered electric fields into equation
(2.1), we have
nˆ×Es(r) = −nˆ× [Ei(r) +Er(r)], on S, (2.2)
where Ei denotes the incident plane wave, Er denotes the reflected field by the
grounded dielectric substrates in the absence of the patch, and Es represents the
scattered field excited by the currents on S. S is the conducting surface. Ei and
Er are given by
Ei(r) = (θˆiEθ + φˆiEφ)e−jk
i
·r (2.3a)
Er(r) = (θˆrRTMEθ + φˆrRTEEφ)e−jk
r
·r (2.3b)
where RTM and RTE are the reflection coefficients at the interface between the air
and dielectric substrate for the TM and TE incident waves, respectively. To avoid the
evaluation of the double infinite integrals, equation (2.2) is solved in spatial domain
rather than in spectral domain. The mixed potential integral equation (MPIE)
is constructed by substituting potential expressions into equation (2.2), yielding a
weaker singularity in the integrands than the electric field integral equation (EFIE)
nˆ× [jωA(r) +∇Φ(r)] = nˆ× [Ei(r) +Er(r)], (2.4)
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Gq(r, r′)∇′ · J(r′)ds′, (2.5b)
of which J is the unknown current on the patch surface, GA is the dyadic Green’s
function in spatial domain for the vector potential, and Gq is the spatial Green’s
function for the scalar potential. A harmonic time dependence ejωt is assumed and
suppressed.
2.2 Green’s Functions in Spatial Domain (DCIM)
The Green’s functions in spatial domain can be expressed as an inverse Hankel






where H(2)0 (kρρ) is the 0th order second type Hankel function, and the SIP denotes
the Sommerfeld integration path [48].
Then the spatial Green’s function developed by Fang consists of three parts
G = G0 +Gsw +Gci (2.7)
The first part in (2.7) is the contribution from quasi-dynamic images, which are
dominant in the near field region. It is derived by the Sommerfeld identity. Because
of the slow convergence of the series summation when Gq0 is derived, the Taylor
series expansion is represented to overcome this difficulty.
CHAPTER 2. BASIC NUMERICAL METHODS AND FORMULATIONS 27











k2 − k2ρ (2.9)
and bi represents the positions of complex images, obtained by curve-fitting G˜0(kρ)
along one or several straight lines in the complex kz-plane through the Prony’s
method or matrix-pencil method.











ρ2 + z2. (2.11)













ρ2 + b2i . (2.13)
The second part Gsw stands for the surface waves, which are dominant in the far
field region. Due to the poles of the Sommerfeld integral integrands, Gsw is extracted
from the integrands, applying the residual theorem at the poles in spectral domain.
The integration of the remaining part of the integrands contributes the third
part, represented by the complex images, which are related to leaky waves and are
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very important in the intermediate field region. This part of the integrands is first
approximated by the summation of exponential functions, using the Prony’s method.
Then, Gci is obtained in the form of the summation of finite sequences by employing
the Sommerfeld identity.
As above, a closed-form Green’s function for a thick microstrip substrate is
derived, through the Sommerfeld identity and some analytical and numerical tech-
niques.
2.3 Method of Moments
2.3.1 Basic Formulations
Consider a deterministic equation
Lf = g (2.14)
where L is a linear operator, g is a known vector and f is to be determined. Expand





where αn is unknown coefficients and fn is basis function or expansion function.
Submit (2.15) into (2.14) as
∑
n
αnL(fn) = g. (2.16)
Assume that a suitable inner product < f, g > has been determined for the problem.
Then define a set of weighting functions w1, w2, w3 · · · in the range of L and take
the inner product of (2.16) with each wm as
∑
n
αn < wm, Lfm >=< wm, g > j = 1, 2, 3, · · · . (2.17)
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Then the linear equations construct the matrix equation as follows:
[Znm][αn] = [gm]. (2.18)
In the electromagnetic problems, the Method of Moments (MoM) is applied to





where Jn is the basis functions for unknown current densities, and In denotes
the unknown current density mode coefficients, which is to be solved for by the
MoM. Then an integration equation as the EFIE in (2.4) is formed by applying the
boundary conditions. After that, by means of Galerkin’s Method of Moments, the
integral equation is solved by the following matrix equation









Em · J idv. (2.22)
In (2.20) and (2.21), Em is the electric field due to current Jm and V denotes
the impressed voltage. Then, much attention should be paid to solving the matrix
equation in (2.20).
2.3.2 Current Density Expansion Modes
In this section, let us consider the expansion function of the electric surface current
density. There are usually two kinds of expansion modes introduced in [11], entire
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Figure 2.2: Geometry of RWG function
domain and subdomain modes. The current density for a dipole shown in Fig. 1.1
with a current in the x-direction can be written as
f(x, y) = fx(x)f y(y) (2.23)
where
fx(x) = sin mpi
2a
[x− (x′ − a)], for x′ − a < x < x′ + a; (2.24a)
f y(y) = 1w, for y
′ − w
2
< y < y′ + w
2
; (2.24b)
while x′, y′ are the coordinates at the center of the mode, and a and w are the
half-length and width of the mode, respectively. As shown above, in the y-direction
this mode keeps constant, while in the x-direction it has a sinusoidal variation, with
zero value at the ends of the mode and continuous derivatives over the range of the
mode. The constant m in (2.24a) determines the order (number of variations in x)
of the expansion mode.
Herein, we introduce the classic subdomain basis function, Rao-Wilton-Glisson
(RWG) function [49], most often used in the 2-D plane discretization. The RWG
basis function is associated with an interior common edge. Fig. 2.2 shows two
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triangles, T+n and T−n , corresponding to the nth edge of a triangulated surface.
Points in T+n could be expressed either by the position vector r defined with respect
to O in the global coordinates, or by the position vector p+n defined with respect to
the free vertex of T+n in the local coordinates. Similar remarks apply to the position
vector p−n except that it is directed toward the free vertex of T−n . The plus or minus
designation of the triangles is determined by the choice of a positive current reference
direction for the nth edge, and the reference is assumed to be from T+n to T−n . We







ρ+n , r in T+n
ln
2A−n
ρ−n , r in T−n
0, otherwise
(2.25)
where ln is the length of the edge and A±n is the area of triangle T±n . The basis
function, f , is used to represent approximately the surface current. It has the
following properties.
(I) From (2.25), excluding the common edge, the current has no component
normal to the boundary, of the surface formed by the triangle pair T+n and T−n , so
that no line charges exist along this boundary.
(II) The component of current normal to the nth edge is constant and continuous
across the edge, since the normal component of p±n along edge n is just the height
of triangle T±n with edge n as the base and the height expressed as (2A±n )/ln, which
normalizes fn, in (2.25) such that its flux density normal to edge n is unity, ensuring
continuity of current normal to the edge. This result, together with (I) makes sure
that all edges of T+n and T−n are free of line charges.
(III) The surface divergence of fn, proportional to the surface charge density
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associated with the basis element satisfies






, r in T+n ;





The charge density is thus constant in each triangle, the total charge associated with
the triangle pair T+n and T−n is zero.
(IV ) The moment of fn is






(ρc+n + ρc−n ) = ln(rc+n − rc−n ) (2.27)
and ρc±n is the vector between the free vertex and the centroid of T±n with ρc−n directed
toward, and ρc+n directed away from, the vertex and rc±n is the vector from O to the
centroid of T±n .
2.4 Iterative Methods
After the linear matrix equation in (2.20) is constructed, it should be solved effi-
ciently. Usually, the linear matrix equation was directly solved by the Z matrix’s
inverse. But it dose not work when the order of Z matrix is very large for a large
device. Then iterative methods were applied to solve the equation.
2.4.1 Conjugate Gradient (CG) Algorithm
After the linear matrix equation in (2.20) is constructed, it should be solved effi-
ciently. Usually, the linear matrix equation was directly solved by the Z matrix’s
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inverse. But it dose not work when the order of Z matrix is very large for a large
device. Then iterative methods were utilized to solve the equation.
To utilize the CG scheme to solve the linear matrix equations for EM problems,
the CG algorithm procedure is introduced [29]. The Conjugate Gradient algorithm
is one of the best known iterative techniques for solving symmetric positive definite
linear systems. The matrix equation similar to (2.20) to be solved is
Ax = b (2.28)
where x is the unknown vector to be solved for. Start the iteration with an initial
guess x0 and,
r0 = b−Ax0, p0 = r0. (2.29)
Then iterate for j = 0, 1, 2 · · ·
αj =
< rj, rj >
< Apj,pj >
(2.30)
xj+1 = xj + αjpj (2.31)
rj+1 = rj − αjApj (2.32)
βj =
< rj+1, rj+1 >
< rj, rj >
(2.33)
pj+1 = rj+1 + βjpj. (2.34)
Terminate when
‖rj+1‖
‖b‖ <  (2.35)
where ‖f‖ =
√
< f ,f > is the Euclidean norm of the vector f and  is the tolerance,
which specifies the desired accuracy of solution.
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2.4.2 Biconjugate Gradient (BCG) Algorithm
The BCG algorithm for solving linear systems was first introduced by Lanczos [50]
and developed by Fletcher [51] and Jacobs [52]. The general BCG algorithm [28] is
briefed below. The matrix equation in (2.28) is used to illustrate the iterative steps.
Start the iteration with an initial guess x0 and,
p0 = r0 = b−Ax0 (2.36)
p0 = r0 (2.37)
where r0 is the initial biresidual, which would be discussed later. Then, at the nth
iteration, the BCG method is developed as follows
xn+1 = xn + αnpn (2.38)
rn+1 = rn − αnApn rn+1 = rn − α∗nA
∗pn (2.39)
pn+1 = rn+1 + βnpn pn+1 = rn+1 + β∗npn (2.40)
where
αn =




< rn+1, rn+1 >
< rn, rn >
. (2.41b)
The resulting orthogonalities are
< rn, rk >= 0, n 6= k; (2.42a)
< pn,Apk >= 0, n 6= k. (2.42b)
The complex αn is chosen to force the biorthogonality conditions between the resid-
ual rn and another vector known as biresidual rn as follows
< rn+1, rn >=< rn+1, rn >= 0 (2.43)
CHAPTER 2. BASIC NUMERICAL METHODS AND FORMULATIONS 35
where < x,y >= x∗T y (T denotes the transpose matrix, the asterisk denotes com-
plex conjugate.) The complex scalar is chosen to force the biconjugacy condition
as




denotes the adjoint of the matrix A under the defined inner product.
There are several different forms of BCG algorithms, due to the different definitions
of the initial biresidual r0. For example, Fletcher [51] chooses
r0 = Ar0 (2.45)
while Jacobs [52] proposes
r0 = r∗0. (2.46)
There are several interesting features of Jacobs’ form. If the matrix A is Her-
mitian, the Jacobs’ algorithm reduces to that of the CG method. Also, If the
matrix is complex symmetric, then ri and pi are complex conjugates of ri and pi,
respectively. Then only one matrix-vector multiplication (MATVEC) operation per
iteration is needed. This time-saving feature is a significant advantage for the al-
gorithm of Jacobs. The BCG method is better suited for systems that are poorly
conditioned compared to the CG method. However, the BCG has a potential flaw,
if < ri, ri >= 0, under which the BCG stagnates and fails to produce the solution.
Besides, the BCG termination is slightly more complicated because the residuals
produced at each step don’t have a monotonically decreasing norm.
2.4.3 Generalized Conjugate Residual (GCR) Algorithm
Similarly, a new algorithm, named the Generalized Conjugate Residual algorithm
can be derived. The residual vectors are now conjugate to each other, which means
the searching direction p(in the following equations) is normal to all the previous
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searching directinos, hence, the name of the algorithm. The same initial guess is
assumed to be
r0 = b−Ax0 p0 = r0. (2.47)





xj+1 = xj + αjpj (2.49)





, for i = 0, 1, · · · , j (2.51)






‖b‖ < . (2.53)
It should be noted that GCR converges very fast for symmetric linear system.
The βij only goes back one step for the symmetric system, which is very efficient.
As above, three kinds of iterative methods are introduced. For solving linear
matrix equations with N unknowns, it requires O(N2) computational costs in each
iterative step.
Chapter 3
Efficient Analysis of Planar Patch
Arrays
In this chapter, the precorrected fast Fourier transform (P-FFT) method is presented
to characterize efficiently properties of multilayered planer arrays. The discrete
complex image method (DCIM) is applied to calculate the spatial Green’s functions
to ensure the spatial domain analysis. In this method, the linear matrix equation
is solved iteratively using the generalized conjugate residual (GCR) method . The
P-FFT method eliminates the need to generate and store the impedance matrix
elements, so that the memory requirement is significantly reduced. Numerical results
are presented to demonstrate the accuracy and efficiency of the present method.
3.1 Introduction
The spatial-domain method of moments (MoM) has long been utilized in the analy-
sis of electromagnetic problems of arbitrarily shaped objects. However, numerical
solution of the MoM matrix equation requires O(N3) operations by direct matrix
inverse and O(N2) memory to store the matrix elements, where N is the number
37
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of unknowns. The large operation load and memory requirement make the MoM
solutions for large-scale problems prohibitively expensive. The computational cost
also manifests itself when the MoM matrix equation is solved iteratively. This is
because while only O(N2) computation is needed per iteration in the latter, the
number of iteration needed could still be equal to, or larger than, N , bringing the
overall operational count back to O(N3).
In this chapter, the P-FFT method is used to significantly reduce the computa-
tional cost and memory requirement. The precorrected-FFT method was first pro-
posed by Philips and White [53,54] to solve electrostatic problems. Recently, the P-
FFT method has been further developed by Yuan et al. [55] to analyze scattering by,
and radiation of, large microstrip antenna arrays; and by Nie et al. [56–58] to solve
scattering problems of arbitrarily shaped objects. With the aid of precorrected-FFT
and triangular discretization, the arbitrary geometry of the large array of waveguide
slots can be modeled and characterized correctly. The accuracy can be guaranteed
and the computational requirements are also reasonably affordable.
When the P-FFT is applied, the memory requirement and the matrix vector
multiplication are reduced to O(N) and O(N logN). Meanwhile, arbitrarily shaped
structures could be modeled due to the use of Rao-Wilton-Glisson (RWG) discretiza-
tion. Scattering by planar arrays is followed to validate the accuracy and efficiency
of this technique.
3.2 Formulations
3.2.1 Surface Integral Equation (SIE)
The surface integral equation is first constructed on the planar surface with the aid of
boundary conditions. The mixed potential integral equation (MPIE) formulation is
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chosen in the present analysis because it provides a less singular kernel as compared
with the electric field integral equation (EFIE) method. Assume that a plane wave
illuminates the microstrip patch antenna, enforcing the boundary condition that the
tangential electric field on the perfectly conducting surface is zero. The equation
(2.2) is obtained. After substituting the potential expressions into (2.2), we obtain
the MPIE again as
nˆ× [jωA(r) +∇Φ(r)] = nˆ× [Ei(r) +Er(r)] (3.1)








Gq(r, r′)∇′ · J(r′)ds′ (3.2b)
with J being the unknown current on the patch surface,GA being the dyadic Green’s
function in spatial domain for the vector potential, and Gq being the spatial Green’s
function for the scalar potential.
The spatial Green’s functions GA and Gq are key points for the discretization
of the MPIE. Here, only two components xx and yy are used for the 2-D SIE. Then
the DCIM technique introduced in the previous chapter is employed to obtain the
spatial Green’s functions in the form of a summation of finite complex exponential
terms.
3.2.2 Method of Moments
For the solution of MPIE in (3.1), the method of moments (MoM) with triangular
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where fn is the RWG basis function and In is the unknown current coefficients.
Then the matrix equation is constructed after applying the Galerkin’s method as
ZI = V (3.4)














Gq(r, r′)∇ · f i(r)∇′ · f j(r′)ds′ds
(3.5)
in which fi and fj are the testing and basis functions, and Si and Sj denote their




f i(r) · [Ei(r) +Er(r)]ds. (3.6)
The matrix Z is fully populated, requiring O(N2) storage. The linear system in (3.4)
can be solved via either a direct or an iterative method. A direct scheme requires
O(N3) operations and an iterative scheme requires O(N2) operations per iteration.
These requirements may exceed the computer memory when the microstrip struc-
ture is electrically large. In this chapter, the precorrected-FFT method is used
to reduce these computational requirements to O(N) and O(N logN), respectively.
Furthermore, since the efficiency of the procedure is also determined by the conver-
gence of the iterative solution, the generalized conjugate residual method (GCR),
discussed in previous chapter, is used here to solve the matrix equation for a faster
convergence, resulting in a method with efficiency comparable to, if not better than,
most existing fast algorithms.
3.2.3 The Precorrected-FFT Solution
To make the computational cost and memory requirements reasonable for solving
the electrically large arrays, the P-FFT method is employed to accelerate the MoM
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procedure. Fig. 3.1 shows the steps of the precorrected-FFT algorithm. The P-FFT
method requires the whole interested geometry be enclosed in a uniform regular
grid. For planar structures, such as microstrip patches, only 2-D uniform grid is
needed to cover the interested geometry, which is already discretized by the basis
functions. Fig. 3.2 shows the sketch of a discretized circular patch, overlaid in an
7 × 7 uniform cell. The triangular elements are then sorted into cells, with each
cell containing only a few triangular elements. Then, the actual patch sources are
projected onto equivalent point sources, which are placed at the cell vertices (grid
order = 2), or at half the spacing of the vertices (grid order = 3), according to the
desired accuracy, which will be shown in the numerical result section. Then the
matrix-vector multiplication can be approximated in a series of steps: 1) to project
the actual element distributions to equivalent source points on the uniform grid;
2) to compute the potentials at the equivalent grid points produced by the grid
sources by FFT-accelerated convolutions; 3) to interpolate the grid point potentials
onto the elements; and 4) to add the precorrected near-field interactions. In a
word, interactions with nearby elements are computed directly, interactions between
distant elements are computed using the grid.
I) Projection:
The first step of the algorithm is to construct the operator W to project the
actual element source distributions onto grid points. Assume that a RWG basis
function fm defined on the mth edge is contained within a cell. Assume that cell is
cell k. A p by p (where p denotes the grid order) square array of grid point currents
and charges in the cell is used to represent the current and charge distributions on
the two adjacent RWG patches. For example, when p = 2, the 4 grids are placed at
the cell vertices; when p = 3, the 9 grids are placed at cell vertices and at half the
spacing of the vertices. Then select Nc test points evenly located on the border of a
circle of radius rc whose center is coincident with the center of the cell k. The value
of Nc and grid order p will be discussed in the Section 3.3 with an example. Usually,
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Figure 3.1: Flow-chart of the Precorrected-FFT algorithm.
Figure 3.2: A uniform grid on a discretized circular patch
CHAPTER 3. EFFICIENT ANALYSIS OF PLANAR PATCH ARRAYS 43
Nc = 9 and p = 3 guarantee sufficient accuracy. The projection of the currents is
considered first. The vector potential produced by the p2 grid currents are enforced
to equal that produced by the actual current distributions on the element at the
test points, that is
Aptq = A˜
gt
q , q = 1, 2, · · ·Nc (3.7)
where Aptq represents the vector potential at the qth test point due to the original
patch element currents and A˜
gt













(Jx,nxˆ+ Jy,nyˆ)δ(rn − r′)GA(rtq, r′)ds′ (3.8b)
where GA is the component of the dyadic Green’s function GA, rtq and rn are the
positions of the qth test point and the nth grid point, respectively, δ is the Dirac
delta function, and Jx,n and Jy,n are the two components of the current at the nth
grid point. Substituting (3.8) into (3.7) for all test points yields
P gtx,yJˆx,y = P ptx,yIm (3.9)
where Jˆx,y ∈ Rp
2×1 are the vectors consisting of the current components at the grid
points in a cell, while P gtx,y ∈ Rp
2×Nc represents the relations from grid currents to
test point potentials, given by
P gtx,y(q, n) = GA(rtq, rn). (3.10)
It should be noted that the relative positions of the grids and the test points are
identical for each cell k, so that P gtx,y are the same for each cell. P ptx,y ∈ RN(k)×Nc





fm(r′) · nˆGA(rtq, r′)ds′ (3.11)
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where nˆ = xˆ or yˆ. N(k) is the number of the basis functions contained in cell k.
Since the collocation in (3.9) is linear in the patch and grid current distributions,
the contributions of the mth basis function in cell k to Jˆx,y can be represented by
two vectors W x,y, given by
W x,y(k,m) = [P gtx,y]+P pt,mx,y (3.12)
where P pt,mx,y denotes the mth column of P ptx,y and [P gtx,y]+ indicates the generalized
Moore-Penrose inverse of P gtx,y. These matrices are small and the same for each cell,
so that the relative computational cost for this operation is insignificant. By using
the vectors W x,y(k,m), the basis function fm can be projected onto the p2 grids
surrounding the cell k. For any patch current m in cell k, this project operation
generates a pool of the grid currents Jˆx,y. The contributions to Jˆx,y and from the
currents in cell k are generated by summing over all the currents in the cell.
In a similar way, the projection of the charges can be accomplished by matching
the scalar potential on the testing points produced by the actual triangular element
charge distributions with that produced by the equivalent point charges on the grid.
The projection operator can be derived as
Wc(k,m) = [P gtc ]+P pt,mc (3.13)
where
P gtc (q, n) =Gq(rtq, rn) (3.14a)





∇ · fm(r′)Gq(rtq, r′)ds′ (3.14b)
in which, P gtc ∈ Rp
2×Nc represents the relations from grid currents to test point
scalar potentials. P ptc ∈ RN(k)×Nc represents the relations from patch currents to
test-point vector potentials. With the projection operator in (3.13), we can project
the element charges onto a uniform grid of point charges.
II) Computation of Grid Potentials Using FFT:
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After the currents and charges are projected onto the uniform rectangular grid,
the impedance matrix is now a Toeplitz matrix. The product of Toeplitz matrix and
column vector could be solved by FFT [59]. The vector/scalar potentials at each
grid point are a convolution of the Green’s functions and the grid currents/charges
due to the uniform property of grids and the same category Green’s functions in
the same plane. The convolution can be rapidly calculated by discrete FFT. So the






Φ =DFT−1 {DFT{Gq} ·DFT{qˆ}} (3.15b)
where DFT and DFT−1 represent the discrete Fourier transform and inverse discrete
Fourier transform respectively, which is realized by fast Fourier transform (FFT).
It should be noted the FFT requires O(N logN) computational costs and O(N)
memory storage, in which N is the number of the discrete points.
III) Interpolation:
After the grid potentials are all obtained through the above steps, the potentials
on the actual triangular elements can be obtained through interpolation. Here we
use the linear interpolation to obtain the potentials on patches, which is in fact
the inverse manipulation of the projection. To guarantee the accuracy, Gaussian
interpolation is employed.
IV)Precorrection:
The final step precorrection is the key step to obtain the accurate results. The
potentials obtained through the above three steps are not accurate, since the near
fields between the nearby currents/charges are poorly approximated. In other words,
the near field cannot be obtained through interpolation from the grid interactions.
Therefore, it is necessary to compute the nearby interactions precisely and directly
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and remove the inaccurate contribution computed earlier. This process is referred
to as precorrection. The precorrection step is described as follows
P˜ (k, l) = P (k, l)− P ′(k, l) (3.16)
in which P (k, l) denotes the interactions between triangular patches k and l in pair,
which are computed directly and accurately. P ′(k, l) represents the interactions
computed through the first three steps, which are inaccurate. Then the accurate
vector potential and scalar potential for each triangular patch pair k can be obtained
by
A(k) = AG(k) +
∑
l∈M(k)
P˜ (k, l)Jl (3.17a)
Φ(k) = ΦG(k) +
∑
l∈M(k)
P˜ (k, l)(∇ · Jl) (3.17b)
where AG(k) and ΦG(k) are the respective grid-approximations to A(k) and Φ(k),
which are inaccurate. M(k) is the indices of the set of cells which are close to patch
k. As shown in (3.17), subtracting the inaccurate approximation and then adding
the correct contribution produces the accurate results of A(k) and Φ(k). Because
for each patch k, M(k) is a small set and each matrix P˜ (k, l) is also small, this
precorrection step is a sparse operation.
3.2.4 Computational Costs and Memory Requirements
The costs of the P-FFT algorithm consist of three parts, the costs of the direct
computation of near fields, the costs of grid projection and interpolation, and the
costs of the FFTs. The direct computation of near field is involved in the forth step
and the entries involved are sparse so that the computation cost is proportional to
O(N). The cost of the projection and interpolation is also O(N). The computation
of FFT is O(NglogNg), where Ng denotes the number of grid points. So the total
cost of the algorithm is O(NglogNg). The memory requirement of the P-FFT can be
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estimated in the same way. The requirements of the grid projection and interpolation
are both O(N). The requirement of the FFT is O(Ng) and the requirement of the
precorrection is O(Nnear), where Nnear is the number of the near interacted patches
involved.
3.2.5 Far Field Calculation
Once the surface current distribution on the metal patches are obtained, the scat-
tered field in the far zone can be computed using the reciprocity theorem [60].
According to the reciprocity theorem, the electric field E1 radiated by J1 in the
presence of the grounded dielectric substrate could be expressed as
∫
V
E1 · J2dv =
∫
s
E2 · J1ds (3.18)
where J2 denotes an arbitrary electric current far from J1 and E2 is the field radi-
ated by J2 in the presence of the grounded dielectric substrate. Thus, we calculate
the electric field E1, by choosing an infinitesimal electric current element J2, at the
observation point in the far zone. Then we can obtain the scattered electric field as





J1(r′) ·Eθ,φ2 ds′ (3.19)
where Eθ,φ1 is the θ-polarized scattered electric field due to the θ-polarized electric
current elements, and the φ-polarized scattered electric field due to the φ-polarized
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Table 3.1: Current distribution errors versus grid order p (Nc = 9).
p 2 3 4
error 7.51× 10−2 6.67× 10−3 2.49× 10−4
3.3 Numerical Results
On the basis of the above theory and algorithm, scattered field due to the microstrip
arrays are calculated to validate the accuracy of the present technique. Fig. 3.3 shows
a 3 × 3 patch array. The size of the patch element is 25 × 16 mm, and the space
between each element is 40 mm. The thickness and permittivity of the substrate are
1.58 mm and 2.17 respectively. The incident plane wave is at θi = 30◦, and φi = 0◦.
The number of discretized triangles and unknowns (common edges) are 720 and 963
respectively. The P-FFT grids are 22 × 18. The electric field of bistatic scattering
by this patch array at 3.7 GHz is shown in Fig. 3.4. The results by the present
technique is compared with the IE3D results, which shows very good consistency.
Table 3.1 and Table 3.2 show the current distribution errors versus the grid
order p and Nc, the number of testing points in the circle, used in the projection
step of the P-FFT algorithm. Errors are calculated through the comparison with
the conventional MoM without projection. From Table 3.1, the error decreases by
1 digit while the p increases 1. From Table 3.2, the error also decreases when the
Nc increases. We observed that when p = 3 and Nc = 9, the error is less than
1 percent. Since the larger p and Nc are, the more computation is required. To
balance the accuracy and computational cost, we select p = 3 and Nc = 9 in the
following examples to guarantee reasonable accuracy and costs.
Fig. 3.5 shows a 3× 3 cross-dipole patch array. The size of the each patch strip
is 40 × 5 mm2, and the space between each element is 55 mm. The thickness and
permittivity of the substrate are 1.58 mm and 2.17 respectively. The incident plane
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Figure 3.3: Configuration of a 3× 3 patch array
Figure 3.4: E field magnitude of bistatic scattering by a patch array
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Table 3.2: Current distribution errors versus Nc (p = 3).
Nc 5 6 7 8 9 10
error 4.63× 10−2 3.31× 10−2 2.92× 10−2 1.17× 10−2 6.67× 10−3 1.33× 10−3
wave is at θi = 30◦, φi = 0◦. The number of discretized triangles and unknowns
(common edges) are 864 and 1026, respectively. The P-FFT grids are 28× 28. The
electric field of bistatic scattering by this array at 3.7 GHz is shown in Fig. 3.6. The
results by the present technique is compared with the IE3D results. The scattered
electric field from −90◦ to 50◦ matches quite well. The rest part has a magnitude
difference. This may be caused by the automatic discretization by IE3D, leading to
errors of the far zone field.
Figure 3.5: Configuration of a 3× 3 cross-dipole array
Accuracy of the P-FFT algorithm has been shown through the above two ex-
amples. Efficiency will be verified through the larger examples below, compared
with the conventional MoM. Extend the 3 × 3 patch array in Fig. 3.3 to a 9 × 9
array with the same patch size and separations. The monostatic RCS at 3.7 GHz
is calculated with the incident plane wave at φi = 0◦ plane. Results by PFFT and
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Figure 3.6: E field magnitude of bistatic scattering by a cross-dipole array
Table 3.3: Cost comparison between PFFT and MOM for the 9× 9 patch array.
triangulars unknowns memory (bytes) time iterations
PFFT 6480 8667 126 M 32 min 95
MoM 6480 8667 1.1 G 8.5 h 98
conventional MoM are shown in Fig. 3.7. Good consistency by the two methods
is observed. Table 3.3 compares the costs by the two methods. It is observed the
iteration steps by GCR to converge to 10−3 is nearly the same. That’s because
the two systems are actually the same, and the GCR guarantees fast convergence
for the symmetric linear system as explained in Chapter 2. The time listed in the
table is for the incident angle θi = 0 on a Pentium 2 GHz PC. PFFT takes only
32 minutes for one incident angle but MoM takes 8.5 hours. PFFT requires only 2
percents of the memory required by MoM. Clearly, the PFFT is much cheaper than
the conventional MoM.
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Figure 3.7: Monostatic RCSs of a 9× 9 patch array
The next example is a 8 × 7 phased antenna array as shown in Fig. 3.8. The
array is composed with eight single series-fed arrays as shown in Fig. 3.9, the size
of which is listed in table 3.4. The separation between each single series-fed arrays
is 20 mm. The thickness and permittivity of the substrate are 0.79 mm and 2.2,
respectively. Feed each single series-fed arrays at their left ends without phase shift.
So the main lobe points at θ = 0◦ without angle scanning. The radiation pattern
in H plane is calculated by P-FFT and MoM, respectively. The pattern by the two
methods are shown in Fig. 3.10, consistent with the experimental results. Table 3.5
shows the computational cost by the PFFT and conventional MoM. Similar as the
last example, PFFT is much cheaper in both computational time and memory.
3.4 Conclusions
In this chapter, the precorrected-FFT algorithm is employed to analyze scattering
from large-scale microstrip structures. It has good flexibility to model arbitrary
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Figure 3.8: Geometry of a 8× 7 phased antenna array
Figure 3.9: Geometry of one array element
Table 3.4: Size of one array element.
0 1 2 3 4
W (mm) 11.12 10.133 9.93 9.787 9.682
L(mm) 1.111 4.8 6.55 8.385 10.35
CHAPTER 3. EFFICIENT ANALYSIS OF PLANAR PATCH ARRAYS 54
Table 3.5: Cost comparison between PFFT and MOM for the 8× 7 antenna array.
triangulars unknowns memory (bytes) time iterations
PFFT 7520 9816 144 M 85 min 476
MoM 7520 9816 1.3 G 13 h 491
Figure 3.10: Radiation pattern of a 8× 7 phased antenna array
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geometries since triangular discretization is used. The mixed potential integral
equation (MPIE) is discretized in the spatial domain by means of a discrete im-
age technique (DCIM). The resulting system is solved iteratively using the gener-
alized conjugate residual (GCR) method. The precorrected-FFT technique is used
to speed up the matrix-vector product in iterative steps. The P-FFT also elimi-
nates the need to fill and store the square impedance matrix. Numerical examples
demonstrated the good accuracy of the present technique. In theory, it is estimated
that P-FFT reduces the computational cost to O(N logN) for CPU time used and
O(N) for memory needed. This reduction makes it possible to analyze problems
that formerly could not be handled on an personal computer.
Chapter 4
Efficient Scattering Analysis of
Waveguide Slot Arrays
This chapter presents an accurate and efficient method of moments (MoM) for an-
alyzing scattering by a large finite array of waveguide slots with finite thickness. In
this method, the mixed potential integral equation (MPIE) is obtained from both
upper and lower surfaces of the slots, and the MoM is used to obtain the equivalent
magnetic current distributions. The precorrected fast Fourier transform (P-FFT)
method is employed to accelerate the entire computational process to reduce sig-
nificantly the memory requirements for large arrays. In addition, the Rao-Wilton-
Glisson (RWG) functions are used as the basis and testing functions instead of the
traditional entire-domain basis functions, with both z- and x-directional magnetic
current distributions considered. This approach extends applicability of the present
method to solve the MPIE for characterizing waveguide slots of arbitrary shape
and distribution. Numerical results are obtained and compared with those obtained
by the entire-domain MoM and experimental results, to verify the accuracy and
efficiency of this technique.
56
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4.1 Introduction
An array of waveguide slots represents classic elements in electromagnetic systems.
Traditionally, the radiation and scattering properties of an array of waveguide slots
were analyzed by the method of moments. The pulse basis functions and point
matching were used in [61] to analyze the coupling of two waveguides through their
slots, and the finite wall thickness was accounted for in [62] in evaluating the im-
pedance properties of a broad wall longitudinal slot of a rectangular waveguide. The
sub-domain basis functions were extended to analyze the resonant length of longi-
tudinal slots in a waveguide in [63]. Although the sub-domain MoM can be used
to obtain accurate results, it requires the very expensive computation and exces-
sive filling of a large admittance matrix in the case of a large slot array, which is
both time-consuming and demanding on memory storage. Subsequently, the entire-
domain MoM was introduced to analyze the radiation of slot antenna in waveguides
with thick walls [64–66]. In the entire-domain MoM, the slot width is considered
to be infinitesimal and only the longitudinal component of the magnetic current is
accounted for in the analysis, leading to errors when the length-width ratio of slot is
low. Thus, in this chapter, the sub-domain basis functions, i.e., the RWG functions
in [49], are used, taking into account all components of the magnetic currents on the
slot, to ensure accurate results regardless of the frequency. The precorrected-FFT
method is applied to eliminate the need to fill and store a large full admittance
matrix. It is only necessary to store a sparse matrix, which requires insignificant
memory storage and computational cost even for a very large array.
The scattering by an array of waveguide slots attributes two parts: the scat-
tering by the slot elements and the scattering from the finite waveguide surfaces.
The former will be analyzed by the sub-domain MoM, accelerated by the P-FFT
technique. The latter will be approximated by using the method of equivalent edge
currents (EECs). According to the equivalence principle, the total scattered field is
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Figure 4.1: Geometry of the waveguide slots
the sum of these two parts, which are obtained separately. The numerical results of
the present method will be compared to those obtained by the entire-domain MoM
and experimental results to validate the accuracy of the present technique.
4.2 Formulation
4.2.1 Surface Integral Equation (SIE)
Figure 4.1 shows the longitudinal slots on the broad wall of a rectangular waveguide
with finite wall thickness. The two ends of the waveguide are both well matched.
The cross section dimensions of the waveguide are a and b, respectively, and the
wall thickness of the waveguide is t. The length and width of the slot are L and w
respectively. In this chapter, θ and φ are defined as shown in Fig. 4.1. Fig. 4.2 shows
the longitudinal cross section of the waveguide and the magnetic current on two
surfaces of the slots. A plane wave illuminates the entire waveguide system as shown
in Fig. 4.2. To obtain the total scattered field, contributions by the slots are first
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Figure 4.2: Cross sectional view of the waveguide
considered. In this part, the upper wall of the waveguide is assumed to be of infinite
extent. According to the image theory, only equivalent magnetic currents on two
surfaces of slots exist. These two surfaces divide the entire space into three regions:
Region (I) is the upper half free space; Region (II) is an equivalent rectangular
cavity and Region (III) is a rectangular waveguide. The boundary condition of























whereM 1 and −M 1 denote equivalent magnetic currents on the upper surface (S1)
considered in regions (I) and (II), respectively. They are of the same value but in
reverse directions, as shown in [67]. Similarly, M 2 and −M 2 stand for equivalent
magnetic currents on the lower surface (S2) considered in Regions (III) and (II),
respectively. H incS1 represents the incident plane wave, and H
r
S1 is the reflected
wave from the infinite upper wall of the waveguide in the absence of the slots. The
superscript denotes the region whereH field is computed, and the subscript denotes
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the surface on which the boundary condition is enforced.
Next, the mixed potential integral equation (MPIE) is applied to provide a less
singular kernel as compared to the magnetic field integral equation (MFIE). All H
fields in (4.1) are substituted by
H = −jωF −∇U (4.2)
where F is the vector potential due to the magnetic current and U is the scalar




GF (r, r′) ·M(r′)ds′, (4.3a)
U(r) = − 1jω
∫
S
GU(r, r′)∇′ ·M (r′)ds′, (4.3b)
with GF and GU being the dyadic Green’s function for vector potential and scalar
Green’s function for scalar potential in spatial domain, respectively.
4.2.2 Green’s Functions
For the present case, only x- and z-components are considered. The Green’s func-
tions are different in various regions. In Region (I), the dyadic Green’s function,
GIf , has the same xx and zz components. The GIf and the scalar potential Greens
function GIU are expressed as
GIf(r, r′) =
e−jk|r−r′|
2pi|r − r′| (4.4a)
GIU(r, r′) =
e−jk|r−r′|
2piµ|r − r′| . (4.4b)
Regions (II) and (III) represent the cavity region and the infinite rectangular waveguide
region. Rahmat-Samii [68] derived the dyadic Green’s functions GEJ for both rec-
tangular waveguide and cavity, using the theory of distributions. Li et al. [69–71] de-
rived the dyadic Green’s functions GEJ and GHM through the eigenfunction expan-
sion [72]. According to [69–71], the infinite rectangular waveguide dyadic Greens’s
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function is precisely expressed as




The two parts in the right hand side of (4.5) are both singular. It is found that
the first part is very small relatively as compared to the second part GIIIHM0, and
can be ignored numerically when computing the self-admittance in later section.
The GIIIHM0 is of the third-order singularity, but can be transformed to vector and
scalar potential Green’s functions GIIIF and GIIIU for reducing the order of singularity,
according to (4.2), as follows:




























where the Kronecker delta δ0 = 1 for m or n = 0 and 0 otherwise, h2 = k2 − k2c =
k2−k2x−k2y, k = ω
√µ, kx = mpia , ky =
npi
b , Sx = sin kxx, Cx = cos kxx, Sy = sin kyy,
Cy = cos kyy. The vector and scalar potentials Green’s functions for rectangular
cavity in Region (II) are derived in the same way. However, the Green’s functions
in this form converge quite slowly, expecially for near field calculation with cavity
Green’s functions. Here, we employ a technique [73] to divide the Green’s function
into two parts, which converge fast. Take the vector potential Green’s function
of cavity for example. We consider its xx component GIIFxx. Derive the Green’s
function in terms of images produced by the cavity walls as in [73], and then divide
it into two parts GIIFxx1 and GIIFxx2 according to the identity derived in [74,75], which







QmnlCxC ′xSyS ′ySzS ′z (4.7a)












where Axxi = +1 when i = 0, 3, 4, 7, and Axxi = −1 when i = 1, 2, 5, 6. E is
an adjustable parameter in the Ewald sum method and Qmnl is an exponentially
decay coefficient in terms of E in [73]. The GIIFxx1 and GIIFxx2 could be explained
as the exponential/error -function weighted modal/image expansion of the Green’s
function, respectively. It’s obvious that GIIFxx1 is exponentially convergent due to
Qmnl, and GIIFxx2 is also converges fast due to the complementary error function.
Therefore, a small number of terms of the summation is accurate enough to evaluate
the Green’s function.
4.2.3 Method of Moments
To solve for the magnetic current distribution on the two surfaces of the slots, the
method of moments with the RWG basis functions [49] is used. The surface magnetic









where f j(r′) denotes the basis functions and N stands for the total number of the




















Y11 = Y I1 + Y II1 (4.10a)
Y22 = Y III2 + Y II2 (4.10b)





































while Ns denotes the number of slots and Y I1 stands for a full rank admittance matrix
due to the magnetic current distribution M 1 in Region (I). If only one waveguide
is involved in the system, Y III2 is also the full rank admittance matrix due to the
magnetic current M 2 in Region (II). Y12, Y21, Y II1 and Y II2 are the block diagonal
admittance matrices due to the magnetic currents in Region (II).
Elements in the matrix Y III2 are obtained as













GIIIU (r, r′)∇ · f i(r)∇′ · f j(r′)ds′ds
(4.11)
where f i(r) and f j(r′) are the testing and basis functions, and Si and Sj are their
supports, respectively. Elements in other matrices are similar except for the Green’s
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It should be noted that the formulation above neglects the edge effects on slot
currents in Region (I), since the waveguide upper plane is very large in this geome-
try. Because the two ends of waveguides are well matched to perfectly avoid reflec-
tions, the infinite length waveguide Green’s function works accurately in Region (III)
without worrying about the truncations of waveguides. As mentioned previously,
the total number of unknowns for each surface is N , from the RWG basis function
discretization. If the matrix Y is fully populated, the O(4N2) memory storage is
required. The matrix equation in (4.9) can be solved by either the direct inverse
or the iterative method (more preferably). A direct inverse scheme or an iterative
scheme requires O(8N3) operations or O(4N2) operations for each iteration. These
requirements may exceed the memory available and could significantly slow down
the computational speed for a very large array of waveguide slots. In this chapter,
the precorrected-FFT method is used to reduce significantly the memory and com-
putational requirements to O(2N) and O(2N logN), respectively. Moreover, the
generalized conjugate residual method (GCR) is used to solve the matrix equation
for fast convergence.
4.2.4 The Precorrected-FFT Acceleration
As shown in (4.10), the sub-matrix Y I1 due to magnetic currents in Region (I)
and the sub-matrix Y III2 due to magnetic currents in Region (III) are fully ranked,
both needing O(N2) memory storage. Other sub-matrices are sparse, since they
are all due to the interaction with each slot itself. Based on the huge memory
requirements of the electrically large system, the precorrected-FFT algorithm is
required to reduce the memory requirements and accelerate the filling of sub-matrix
elements Y I1 in Region (I) and Y III2 in Region (III). The other sparse sub-matrices
in (4.10) are involved in the near field correction step to make the entire matrix
equation complete.
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Figure 4.3: Flow-chart of the Precorrected-FFT algorithm.
CHAPTER 4. EFFICIENT SCATTERING ANALYSIS OFWAVEGUIDE SLOT ARRAYS 66
Fig. 4.3 shows the steps of the precorrected-FFT algorithm. The algorithm
works on the approximation of far-zone interactions. The entire planar geometry is
enclosed in uniform rectangular grids in the x-z plane. The triangular patches are
sorted into cells formed by the grids, with each cell containing only a few triangular
patches. The far-zone interactions are obtained through the interactions among
these uniform grids. The sub-matrices Y I1 and Y III2 are divided into two parts,
respectively. The matrix equation in (4.9) is thus divided and re-written as follows
H = HIfar + Y InearM1 + Y II1 M1 + Y12M2 (4.13a)
0 = HIIIfar + Y IIInearM2 + Y II2 M2 + Y21M1 (4.13b)
where Ynear is sparse and contains the entries associated with elements within a
threshold distance, and Hfar represents the far-zone interactions based on the uni-
form grids in the approximation technique.
Together with the iterative scheme, the P-FFT algorithm is implemented to
solve the matrix equations in (4.13) via four steps: (i) to project the elemental
magnetic current and charge distributions to point currents and charges on the
uniform rectangular grids; (ii) to compute the potentials at the grid points, due to
the projected grid sources via FFT- accelerated convolutions; (iii) to interpolate the
grid point potentials onto the triangular elements within a certain cell; and (iv) to
add the precorrected direct near-zone interactions and the interactions of the inner
surface magnetic currents in a particular slot.
First, we construct the grid current and charge projection operatorsW in Region
(I) and Region (III), respectively. The projection part is the similar as the one in
Chapter 3. Assume that the nth RWG basis function is contained in one cell, say it’s
cell k. The magnetic current and charge distributions on the two triangular patches
associated with the nth common edge are projected onto the grids surrounding the
nth edge. According to the desired accuracy as discussed in Chapter 3, equivalent
projected point sources are placed at cell vertices (for the grid order of p = 2) or at
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the vertices as well as the center between every two vertices (for the grid order of
p = 3). We then select Nc testing points on the border of a circle of radius rc in the
x-z plane, whose center coincides with the center of the cell k. The radius rc should
be so selected as to ensure that all equivalent source points are enclosed in the circle.
Next, we equate the vector potential at each testing point due to the p2 grid point
magnetic currents to that due to the actual magnetic current distributions on the
triangular patch as follows:
F pt,iq = F˜
gt,i
q , q = 1, 2, · · ·Nc and i = I or III (4.14)
where F pt,iq and F˜
gt,i
q are the vector potentials at the qth testing point due to the
actual triangular patch currents and the equivalent grid currents, respectively. They
are obtained as follows:
F pt,iq (rtq) =
∫
S
GiF (rtq, r′) ·Mpnfn(r′)dS ′ (4.15a)













where rtq and rl denote the positions of the qth testing point and the lth grid point,
respectively. Mpn stands for the coefficients of magnetic current expanded in terms
of RWG basis functions, while M˜gz,l and M˜
g
x,l represent the two components of the
magnetic current at the lth grid point. The superscript i represents the region where
the vector potentials are computed. Substituting (4.15) into (4.14) for all Nc points
yields
P gt,ix,z M˜g,ix,z = P pt,ix,zMp,in (4.16)
where {M˜g,ix , M˜g,iz } ∈ Rp
2×1 identify the vectors comprising the magnetic current
components at the grid points, and {P gt,ix ,P gt,iz } ∈ RNc×p
2 represent the mappings
between the grid currents and the testing point potentials given by
P gt,ix,z (q, l) = G
i,xx,zz
F (rtq, rl). (4.17)
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Obviously, the relative positions of the grid points and the testing points on the
circle are identical for each cell. Therefore, the values of P gt,ix,z are the same for each
cell in Region (I), since the interaction in Region (I) is only determined by relative
positions of the source and observation points. P pt,ix,z ∈ RNc×N(k) are the mappings
between the actual patch magnetic currents and the testing point potentials, and
N(k) is the number of the RWG edges contained in cell k, P pt,ix,z can be expressed as
where (ξ = x or z)
P pt,iξ (q, n) =
∫
S
GiF (rtq, r′) · fn(r′) · ξ̂dS ′. (4.18)
The contribution of the nth basis function in cell k to the grid point source {M˜gx ,
M˜gz } can be represented by two column vectors W ix,z(k, n),




P pt,i,nx,z , i = I, III (4.19)




is the generalized inverse of
P gt,ix,z . W ix,z(k, n) is the magnetic current projection operator in Region (i). By
means of this operator, the actual magnetic current on the triangular patch associ-
ated with nth common edge can be projected onto the p2 grid points surrounding
the patch. For any patch current associated with the nth edge in the cell k, the
projection operator generates a subset of the grid point magnetic currents M˜gx,z. The
complete projected magnetic currents M˜gx,z are generated by summing over all the
contributions from the actual patch current in cell k. It should be noted that the
projection must be performed in each region separately, due to the different Green’s
functions utilized. Similarly, the projections of magnetic charges are conducted by
matching the scalar potentials due to the actual magnetic charge distribution on
patches with that due to the equivalent point charges on the grids. The projection
operator can be obtained in a similar form of




P pt,i,nc , i = I or III (4.20)
where P gt,ic ∈ RNc×p
2 represents the mapping between the equivalent grid point
magnetic charges and testing point scalar potentials in Region (i), and P pt,ic ∈
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RNc×N(k) denotes the mapping between actual patch charges and testing point scalar
potentials.
The accuracy of this projection scheme depends on the proper selection of the
testing points rt. As discussed in the previous chapter, for the planar structure and
the grid order of p = 3 here, nine points evenly located on the testing circle are
selected. Furthermore, the criteria for the choice of the testing points can be found
in [76].
After the actual patch source distributions have been projected onto the grid
points, the vector and scalar potentials at other grid points, produced by these equiv-
alent grid-projected point sources, are evaluated. Due to the uniform grid geometry,
the relationship between the vector/scalar potentials at grid points and the equiv-
alent grid point currents/charges is a 2-D discrete convolution. The convolution
can be rapidly calculated in frequency domain, and both the potentials and point
sources are transformed to those in frequency domain by FFT efficiently. Thus, the









U =DFT−1 {DFT{GU} ·DFT{q˜}} (4.21b)
where the discrete Fourier transform (DFT) and inverse discrete Fourier transform
(DFT−1) are conducted by the FFT. M˜
g
x,z and q˜ are the equivalent grid point
magnetic currents and charges. The Green’s functions in (4.21) are the Green’s
functions between grid points in the corresponding region.
Once the vector and scalar potentials on grid points have been obtained, the
potentials on actual triangular patch can be computed by interpolation. The in-
terpolation is the inverse process of the projection. Up to now, vector and scalar
potentials on the actual patch in Regions (I) and (III) have been obtained through
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the above approximation technique. But these are not the exact potentials in the
two regions, since the interactions between the near triangular patches (including
self-interactions) are poorly approximated in the above scheme. To obtain more
accurate results, it is necessary to compute the near-zone interactions precisely and
remove the poorly approximated contribution computed earlier. This process is re-
ferred to as “precorrection”. The accurate potentials in the cell k can be represented
as
F (k) =FG(k) +
∑
l∈M(k)




[PU(k, l)−QU(k, l)](∇ ·M l) (4.22b)
where FG(k) and UG(k) are the inaccurate grid-approximated potentials obtained
before the precorrection step, M(k) defines the indices of the set of cells close to
cell k, PF (k, l) and PU(k, l) represent the operators to compute the near interactions
(between cell k and cell l) directly and precisely, and QF (k, l) and QU(k, l) stand
for the operators of the grid-approximation for nearby patches computed before the
precorrection step, which should be removed. In (4.22), one obtains the accurate
potentials F (k) and U(k) in Region (I) and Region (III), by adding the precise
contribution of the near interactions and then subtracting the inaccurate approxi-
mations. For each cell k, M(k) is a very small set, making the precorrection step a
sparse operation.
After the precorrection step, the accurateHIS1(M 1) andH
III
S2 (M 2) fields on the
two surfaces in Regions (I) and (III) are computed according to (4.2). To make the
matrix equation in (4.9) complete, interactions due to the inner magnetic currents of
the slots, −M1 and −M2, should be computed directly and added as the correction
terms. This process is referred to as “post-correction”. For the triangular patch
associated with the nth edge, the interacting patches involved in this process are
those in the same slot with the nth edge patch, making this process also a sparse
operation. In addition, it should be noted that the interaction of the magnetic
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currents in the cavity model is the same for slots of the same size, regardless of the
position of the slot. Therefore, the computational cost in this part is insignificant.
4.2.5 Far-Field Calculations
Far-Zone Scattered Field due to the Slot Arrays
Once the surface magnetic current distributions on the upper surface of the waveguide
slots are obtained, the scattered field due to the array of waveguide slots in the far






M1(r′) ·H iθ,φds′ (4.23)
where Hsθ,φ denotes the θ-polarized scattered H field due to the θ-polarized incident
H field, and the φ-polarized scattered H field due to the φ-polarized incident H
field.
Far-Zone Scattered Field due to the Large Conducting Plane
Effects of the conducting waveguide plane of finite size on the scattered field should
be also considered. Using the method of equivalent edge currents (EECs) [77], the









4pi|r − r′| dl
′ (4.24)
where k0 and η0 denote the free space wave number and intrinsic impedance, respec-
tively, k̂S and t̂ stand for the unit vectors in the directions of scattered field and
along the conducting plane edge, respectively, and I(r′) and M(r′) are the equiva-
lent edge electric and magnetic currents at the edge of the conducting plane. Next,
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the equivalent edge currents I(r′) and M(r′) can be computed by the GTD method
at points on the diffraction Keller cone [78]. For accurate results, the edge should be
modified at the edge points outside the Keller cone. Besides, the diffracted field by
the actual waveguide edges due to the slot magnetic currents are neglected, because
this part is small due to the large waveguide upper plane.
Upon obtaining the far fields due to induced magnetic currents on the array of
waveguide slots and the equivalent currents on the edges of waveguide plane, the
total far-zone scattered field is given by the sum of these two parts.
4.3 Numerical Results
Based on the above theory and algorithm, we consider a large array of waveguide
slots, comprising 112 slots on 12 waveguides, whose ends are all matched. As shown
in Fig. 4.4, the waveguides form an almost circular plane of 155-mm radius. The
waveguides are of four different lengths, each with 12 slots, 10 slots, 8 slots and 4
slots, respectively. The cross sectional dimensions of the waveguide are a = 21.2
mm and b = 5.22 mm. The dimensions of the slot are L = 16.38 mm (length) and
w = 2.66 mm (width). The separation between adjacent slots in the z-direction is
T = 24.2 mm, while the separation in the x-direction is D = 3.6 mm.
Numerical results obtained from the present method are compared to the ex-
perimental results and numerical results obtained via the entire-domain MoM. Fig-
ures 4.5(a) and 4.5(b) show the numerical and experimental results of the monostatic
RCS values at 9.16 GHz of VV polarization in the y-z plane and HH polarization
versus θ in the φ = 45◦ plane, respectively. The results obtained using the P-FFT
algorithm agree well with the experimental results [78] in overall. In Fig. 4.5(a),
the experimental RCS is not included because its value is extremely low when θ
is near 0◦, which is not physically true. This is mainly due to the measurement
CHAPTER 4. EFFICIENT SCATTERING ANALYSIS OFWAVEGUIDE SLOT ARRAYS 73
Figure 4.4: Geometry of an array of waveguide slots.
errors. It is proved by both theory [79] and many previous numerical results that
the back-scattering should be maximum for the boresight direction incidence in this
case. For |θ| > 60◦, the numerical results are higher than the experimental results.
At these angles far off boresight direction, the edge effects play an important role,
but the EEC method has the limitation to approximate the scattered field at these
angles. In addition, the ground plane is assumed theoretically to be infinitely ex-
tended while it is finite in the practical situation and in measurement, so that the
neglect of the diffracted field from the edge due to the slot magnetic currents also
causes error.
Figures 4.6(a) and 4.6(b) show the monostatic RCS values of the array of
waveguide slots of VV polarization versus θ in the y-z plane and HH polariza-
tion versus θ in the φ = 45◦ plane at 16 GHz, respectively. It is observed that the
results from the P-FFT algorithm remains consistent with the experimental data.
The discrepancy for |θ| > 80◦ is obviously caused by inaccurate approximation of
the edge effects in the EEC method and the neglect of the diffracted fields due to
the slot magnetic currents.
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(a) VV polarization
(b) HH polarization
Figure 4.5: Monostatic RCSs at 9.16 GHz.
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(a) VV polarization
(b) HH polarization
Figure 4.6: Monostatic RCSs at 16 GHz
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4.4 Conclusions and Discussions
In this chapter, the precorrected-FFT method is successfully applied to the analysis
of scattering from a large array of waveguide slots with finite thickness. Vector po-
tential Green’s function and scalar potential Green’s function in infinite rectangular
waveguide and rectangular cavity obtained in terms of eigenfunction expansions are
used in the integral equation formulation. The implementation of the P-FFT algo-
rithm significantly reduces both the memory requirement and computational time
in the conventional method of moments procedure. The scattered field from the
conducting waveguide plane of finite size is approximated by the equivalent edge
current method. The total scattered field includes the field due to the waveguide
slots and the conducting plane. Comparisons between numerical and experimental
results show that the method is of a very good accuracy for a wide range of inci-
dence angles. The method also has good flexibility as compared to the conventional
MoM when applied to an array of arbitrarily distributed waveguide slots, due to the
triangular patch RWG basis functions used in the discretization.
Chapter 5
Efficient Sensitivity Analysis
This chapter presents an accurate and efficient full-wave method, combined with
iterative adjoint technique, for analyzing sensitivities of planar microwave circuits
with respect to design parameters. The method of moments in spatial domain
is utilized, and generalized conjugate residual (GCR) iterative method is applied
to solve the linear matrix equations with fast convergence. Green’s functions for
multilayered planar structures in the DCIM form are employed to simplify the spatial
domain manipulation. In the present method, a conventional integration model
and the corresponding adjoint model are solved by MoM respectively. The adjoint
technique, with the aid of iterative methods, could largely reduce the computational
requirements, especially for the large electrical size device with many perturbing
design parameters. Numerical results of S-parameter sensitivities of a low pass
microstrip filter by the present method are presented. Accuracy and efficiency are
validated.
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5.1 Introduction
Sensitivity analysis is to evaluate the sensitivity of system performance with respect
to design parameters for optimized design. The sensitivity is usually denoted by the
gradient of a response function, and then an efficient optimization method makes
use of the derivative information of the response to obtain the suitable design pa-
rameters. This chapter studies efficient full-wave sensitivity analysis by the method
of moments (MoM).
Sensitivities of charges and current densities for planar structures were first
investigated by the MoM in [80,81]. In [80], shape sensitivities of electrostatic prob-
lems for planar structures were studied. By applying the flux-transport theorem,
a new integral equation (IE) for the total derivative of the charge with respect to
a geometrical parameter was derived from the original IE for the charge distribu-
tion. The two IEs were solved by the MoM using the same set of basis and testing
functions. A similar approach with MPIE was applied to analyze the sensitivities
of current density distributions and S-parameters with respect to geometrical pa-
rameters in [81]. Although this technique could obtain accurate sensitivity results,
it needs complicated manipulations to analytically simplify the impedance matrix
elements and its implementation into the optimization environment would require
large amount of reprogramming of the current MoM simulation tools. To make
the programming implementation easier, a feasible adjoint technique [82] combined
with the MoM was proposed in [83] to realize the full-wave sensitivity analysis.
Above techniques employ LU decomposition [84] to solve the two matrix equations,
requiring O(N3) computational loads.
This chapter presents a full-wave technique for analyzing sensitivities of mul-
tilayered planar structures. With the aid of iterative adjoint technique and the
spatial Green’s functions in DCIM form [22, 23], the present technique has the fol-
lowing advantages. i) The adjoint technique is employed to make the sensitivity
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analysis very easy to implement into the current MoM based simulation tools. ii)
The iterative method (GCR) is introduced to solve the matrix equation, requiring
O(N2) computation for each step. It would largely save computational time if the
iteration converges fast. iii) The spatial Green’s kernel in the DCIM form makes it
possible to investigate the performance sensitivity with respect to the geometrical
parameters, which the Green’s function is dependent on. This case cannot be solved
in [81]. In this chapter, sensitivities of S-parameters of a low pass filter with respect
to the design parameters are analyzed to validate the accuracy and efficiency of the
present technique.
5.2 Formulation
The method of moments subject to the mixed potential integral equation (MPIE)
has been proved as an accurate and efficient technique to analyze properties of
multilayer planar structures. Current density distribution on metal patch is first
solved via linear matrix equation as
Z(x)I = V (5.1)
where x is a vector of design parameters, which need to be adjusted to optimize














Gq(r, r′)∇ · f i(r)∇′ · f j(r′)ds′ds
(5.2)
where f i(r) and f j(r′) are the RWG testing and basis functions, and Si, Sj are their
supports, respectively. GA and Gq are the spatial Green’s functions in DCIM form
for vector and scalar potentials respectively. Here we use GCR iterative methods to
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solve the matrix equation, which needs O(N2) computational cost for each iterative
step.
After obtaining the current density I, we are interested in the sensitivity of re-
sponse function ∇f(x, I(x)), which is dependent on the design parameters explicitly
and inexplicitly through the current density, as
∇xf = ∇exf +∇If · ∇xI. (5.3)
Here, the adjoint technique is utilized to efficiently and clearly calculate the sensi-
tivity of response function. From (5.1), we obtain
∇xI = Z−1(∇xV −∇xZI¯) (5.4)
where I¯ means that I holds constant during the differentiation. Then substituting
(5.4) into (5.3), we have
∇xf = ∇exf +∇IfZ
−1(∇xV −∇xZI¯). (5.5)
An adjoint vector Iˆ is defined as
IˆT = ∇IfZ
−1. (5.6)
Then we have another linear matrix equation from (5.6)
ZT Iˆ = [∇If ]
T . (5.7)
This is referred to as an adjoint linear model, parallel to the original one in (5.1).
In the adjoint matrix equation (5.7), the impedance matrix is just the transposition
of the Z in (5.1), eliminating the need to fill the matrix again. The exciting source
vector is the explicit derivative of response function with respect to the current
density distribution.
It is noted that theZ matrix elements are usually complex, and the transposition
of a complex matrix involves conjugation. To make it clear to manipulate, the
complex matrix equation is replaced by the real systems as follows



















where ZR=Re{Z}, ZI=Im{Z}, IˆR=Re{Iˆ}, IˆI=Im{Iˆ}, ∇IRf = ∂f/∂IR, and
∇IIf = ∂f/∂II . The adjoint vector Iˆ is then solved for again by the iterative
method.
After obtaining both the current density vector I and the adjoint vector Iˆ
through (5.1) and (5.7), the sensitivity of response function with respect to the
design parameter x could be calculated from (5.5), as
∇xf = ∇exf + Iˆ
T
(∇xV −∇xZI¯). (5.9)
From the above procedure, we finally obtain the performance sensitivity with
respect to design parameters after solving two linear models. An iterative method
is employed to solve each matrix equation, requiring O(N2) computational cost for
each iterative step. For the fast convergence iterative method, the cost of twice
iteration is still far smaller than the direct matrix inverse cost O(N3) (e.g., LU
decomposition), expecially when N is large.
In addition, the adjoint technique is utilized to guarantee the efficiency regard-
less of the number of perturbing design parameters. The time-consuming linear
matrix equations (5.1) and (5.7) are only required to be solved once to obtain the
current density vector and adjoint vector. For different design parameters, differ-
ences are only involved in (5.9). Thus, computational load is mainly associated with
the derivatives of Z matrix elements ∇xZ in (5.9). For the planar structures, this
situation would be worse when the perturbing parameters are regarding the material
properties of substrate layer (, µ) or the thickness of each layer, which would require
the derivatives of Green’s kernels. The computational cost is expensive to obtain
the derivatives of the planar Green’s functions in spectral domain, and sometimes
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it is very difficult to achieve. In this chapter, the use of planar Green’s functions
in DCIM form makes it possible to calculate the derivatives in spatial domain effi-
ciently. In this way, the derivatives could be replaced by finite-difference, for which
the accuracy would be subject to the order of the finite-difference. An example of
the S-parameter sensitivity of a low pass filter with respect to the substrate permit-
tivity is presented in the next section. The central differnece (2nd order) is used to
approximate the derivatives. Accuracy is observed by the proposed technique.
5.3 Numerical Results
Figure 5.1: Configuration of a low pass microstrip filter
A low pass microstrip filter is shown in Fig. 5.1. The dimensions of the filter are:
W1 = 2.413 mm, W2 = 2.54 mm, W3 = 5.65 mm, a = 12.257 mm and h = 0.794
mm. The sensitivity of S-parameters with respect to the substrate permittivity is
investigated. The response functions that we are interested in are the analytical
expressions of S11 and S21. The Matched Load Simulation (MLS) [85] scheme is
employed for the extraction of S-parameters from the current distribution. In the
MLS, traveling waves are forced in the output port so that the S-parameter could
CHAPTER 5. EFFICIENT SENSITIVITY ANALYSIS 83
(a) Sensitivity of |S11|
(b) Sensitivity of |S21|
Figure 5.2: S-parameter sensitivities via substrate permittivity at 6 GHz
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be calculated directly on the input line due to the matched load. The magnitude of








where I1 = Imax and I2 = Imin are the current maximum and minimum of the
standing wave pattern on the input line respectively, and Ip is the current magnitude
at the output reference plane (traveling wave).
After the current distribution I is solved for through (5.1), the adjoint matrix
equation (5.7) should be constructed and solved for Iˆ. Take the |S11| for example.
It is only explicitly determined by Imax and Imin through (5.10) so that the adjoint







|I1|(|I1|+|I2|)2 , when Im = Imax
−2I2R|I1|








|I1|(|I1|+|I2|)2 , when Im = Imax
−2I2I |I1|
|I2|(|I1|+|I2|)2 , when Im = Imin
0, else
(5.11b)
where I1R = Re{I1}, I1I = Im{I1}, I2R = Re{I2} and I1I = Im{I1}. After I
and Iˆ have been obtained, the sensitivity could be calculated via (5.9). Since the
S-parameters and the exciting source V are not explicitly determined by the per-
turbing parameters, the first two terms in the right hand side of (5.9) are zeros and
only the third term remains, in which the derivative of Z matrix is approximated
by finite difference. It follows a similar way to obtain the sensitivity of |S21|.
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Figures 5.2 show the magnitude of S-parameters of the low pass filter at 6
GHz and their sensitivities respectively, with respect to the substrate permittivity.
Sensitivities calculated by the present method show very good consistency with those
obtained by finite difference (FD) directly from the S-parameter curves.
5.4 Conclusions and Discussions
In this chapter, the iterative adjoint technique is successfully applied to the analysis
of sensitivity of microstrip circuits. The adjoint technique makes it easy to imple-
ment the full-wave sensitivity analysis for design optimization into the present MoM
based simulation tools. The use of the iterative methods reduces the computational
time in the conventional method of moments procedure. The spatial Green’s func-
tions in the DCIM form simplify the derivatives of the impedance matrix elements
and realize the sensitivity analysis with respect to the design parameters, which the
Green’s functions depend on. Numerical methods are implemented to validate the
accuracy of the present technique.
Chapter 6
Conclusions
In this thesis, the Precorrected Fast Fourier Transform has been successfully applied
and implemented for the fast and efficient analysis of the multilayered planar struc-
tures and waveguide slot structures. Also, the iterative adjoint technique has been
successfully applied to analyze the sensitivity of microstrip circuits with respect to
certain design parameters, for optimum design.
Scattering by large-scale microstrip structures is analyzed by the precorrected-
FFT algorithm. The technique has good flexibility to model arbitrary geometries
since triangular discretization is used. The mixed potential integral equation is dis-
cretized in the spatial domain by means of a discrete image technique. The resulted
system is solved iteratively using the generalized conjugate residual method. The
precorrected-FFT technique is used to speed up the matrix-vector product in itera-
tive steps. The P-FFT also eliminates the need to fill and store the square impedance
matrix. Numerical examples demonstrated the good accuracy of the present tech-
nique. In theory, it is estimated that the P-FFT method reduces the computational
cost to O(N logN) for CPU time used and O(N) for memory needed. This reduc-
tion makes it possible to analyze problems that can not be handled previously on a
personal computer.
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The precorrected-FFT method is also successfully applied to the analysis of
scattering by a large array of waveguide slots with finite thickness. Vector poten-
tial Green’s function and scalar potential Green’s function in infinite rectangular
waveguide and rectangular cavity obtained in terms of eigenfunction expansions are
used in the integral equation formulation. The implementation of the P-FFT algo-
rithm significantly reduces both the memory requirement and computational time
in the conventional method of moments procedure. The scattered field by the con-
ducting waveguide plane of finite size is approximated by the equivalent edge current
method. The total scattered field includes the field due to the waveguide slots and
the conducting plane. Comparisons between numerical and experimental results
show that the method is of a very good accuracy for a wide range of incidence
angles. The method also has a good flexibility as compared to the conventional
MoM when applied to an array of arbitrarily distributed waveguide slots, due to the
triangular patch RWG basis functions used in the discretization.
Sensitivity analysis of microstrip circuits is conducted using the iterative adjoint
technique, proposed in this thesis. The adjoint technique makes it easy to imple-
ment the full-wave sensitivity analysis for optimum design into the current MoM
based simulation tools. The use of the iterative schemes reduces the computational
time in the conventional method of moments procedure. The spatial Green’s func-
tions in the DCIM form simplify the derivatives of the impedance matrix elements
and realize the sensitivity analysis with respect to the design parameters, which
the Green’s functions depend on. Numerical methods validate the accuracy of the
present technique.
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