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1.1 (a) In dual-wavelength continuous stereolithography, a dead zone is generated near
the window using orthogonal initiation and inhibition photochemistries. Blue light
drives polymerization, while UV light inhibits it. (b) Absorbance spectra of 0.4
wt.% CQ and EDAB (initiator and co-initiator) and 0.06 wt.% o-Cl-HABI (in-
hibitor) in tetrahydrofuran (THF). The emission wavelength of the initiating and
inhibiting light sources used in experiments are shown in with shaded blue and
purple boxes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1 (a) Cure-through correction is incorporated into the 3D printing workflow by com-
putationally processing slice images. (b–c) Correction applied to real models,
reducing the extent of cure-through while maintaining print speed. Scale bars
are 5 mm. (b) #3DBenchy [53] printed at 800 mm h−1 (ha = 1,500 µm, Dc =
230 mJ cm−3), and (c) hollow egg [54] printed at 800 mm h−1 (ha = 2,000 µm,
Dc = 173 mJ cm
−3). (d) Vertical cross-section of printer setup showing nondimen-
sionalized variables of interest: ζ, Ωn, and Φn are the dimensionless z-position,
dose, and light intensity, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 Model results for uncorrected slices. (a) Test model. (b) Vertical stack of uncor-
rected grayscale projections along the plane indicated in (a). Note that only black
and white (p = 0 and p = 1) are used by default. (c) Model prediction from slices
in (b) showing areas with cure-through (CT, red) and undercuring (UC, blue).
Gray regions of the part are correctly cured (CC, gray). (d) Grayscale value as a
function of n and total accumulated dose as a function of ζ for the (x, y) position
indicated by the dashed line in (a). Dc = 576 mJ cm
−3, hs = 50 µm, ha = 2,000 µm,
and s = 1,000 mm h−1. ζ = 0 corresponds to the top of the part (i.e., the surface
attached to the build platform). The grayscale value p relates to the intensity of
the projected pixel when ζw = n (calibration curve in Figure A.1). Shaded areas
indicate designed features. The dose curve indicates the normalized total dose ΩT
at position ζ on completion of the print, with cure errors indicated in red (cure-
through) or blue (undercure). (e) Evolution of the total dose curve shown in (d)
for n = 21 to = 50. The total dose is the sum of contributions from individual
slices, each labeled and represented by a color. . . . . . . . . . . . . . . . . . . . . . 17
2.3 Target dose region and dose profiles. (a) Three constraints which define the target
dose region (shaded): (i) curing of features while non-features remain uncured, (ii)
exposure at the maximum dose at the bottom of the feature, and (iii) exposure
at the minimum dose at the top of the feature. (b) Valid dose profiles defined by
maximum dose Ωmax with corresponding intensity profiles. Here, shading indicates
the designed feature height. For a given set of parameters, the intensity profile can
be tailored to achieve either a uniform dose or a high peak dose within features
while still eliminating cure errors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
v
2.4 Correction for model in Figure 2.2(a) with Ωmax = 1. (a) Vertical stack of corrected
grayscale projections along the plane indicated in Figure 2.2(a). (b) Model predic-
tion from slices in (a) showing no cure-through (CT, red) or undercure (UC, blue).
The full part is correctly cured (CC, gray). (c) Corrected grayscale value and dose
for the (x, y) position indicated by the dashed line in Figure 2.2(a). Note that the
correction process required additional slices beyond the original 50 to ensure the
bottom of the part was fully cured. Dc = 576 mJ cm
−3, hs = 50 µm, ha = 2,000 µm,
and s = 1,000 mm h−1. (d) Contributions of individual slices to the accumulated
dose curve shown in (c) for n = 21 to n = 53. . . . . . . . . . . . . . . . . . . . . . 21
2.5 Experimental tuning of correction parameters. (a) Cured thickness versus expo-
sure dose of blue light for two acrylate-based resins (see Table 2.1) with differing
concentrations of blue light absorber. (b) Test model (left), uncorrected test part
(center), and corrected test part printed with Dc = 5Dgel = 325 mJ cm
−3 (right).
Parts printed in Resin 1 at 750 mm h−1. (c) Ratio of height errors (corrected-to-
uncorrected) for a range of feature sizes and values of Dc. A ratio of zero cor-
responds to a perfectly corrected feature. (d) Parts printed at 750 mm h−1 using
slices corrected with different values for Dc. (e) Corrected and uncorrected test
parts for two resins with different absorber loadings (i.e., ha) and print speeds. All
scale bars are 10 mm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.1 Uninhibited and photoinhibited projection stereolithography. (a) General printer
configuration for projection stereolithography, (b) In standard, uninhibited stereo-
lithography, resin in the gap between the part and the window is cured to form
discrete layers. (c) In dual-wavelength continuous stereolithography, a dead zone
is generated near the window, preventing polymerization. As a result, resin cures
from the part downward and continuous printing is enabled. (d) Absorbance spec-
tra of custom resin components diluted in tetrahydrofuran (THF) to concentrations,
in wt.%, of 25, 6, 0.4, 0.06, and 2.3× 10−4 for HDDA, CN991, CQ+EDAB, o-Cl-
HABI, and Epolight 5675 respectively. The emission wavelength of the initiating
and inhibiting light sources used in experiments are shown in with shaded blue and
purple boxes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.2 Comparing cured height results and model fitting for two hypothetical resins: one
where the reciprocity assumption is valid and one where it is not. . . . . . . . . . . 39
3.3 Characterization of commercial resins. Each plot shows cured height as a func-
tion of incident dose (standard optical dose D for the Jacobs model and the dose
analogue D′ for the kinetic model). Parameters were fit using a least-squares re-
gression. For Formlabs Standard Clear, the Jacobs model parameters are Dc =
223 mJ cm−2 and ha = 260µm (R2 = 0.992). The kinetic model parameters
are D′c = 148 (mW cm
−2)0.91 s, ha = 238µm, and m = 0.91 (R2 = 0.994). For
MakerJuice Standard Yellow, the Jacobs model parameters are Dc = 69 mJ cm
−2
and ha = 170 µm (R2 = 0.983), and the kinetic model parameters are D′c =
67 (mW cm−2)0.99 s, ha = 168 µm, and m = 0.99 (R2 = 0.983). For CPS PR57
Black, the Jacobs model parameters are Dc = 82 mJ cm
−2 and ha = 92µm
(R2 = 0.994), and the kinetic model parameters are D′c = 117 (mW cm
−2)1.07 s,
ha = 99 µm, and m = 1.07 (R2 = 0.996). . . . . . . . . . . . . . . . . . . . . . . . . 41
vi
3.4 Development of the curing front over time and the effect of blue intensity, blue
absorbance height, UV intensity, and UV absorbance height. (a) Diagram showing
cured part growth over time with the initiation point z0, the backside curing front
zb, and the frontside curing front zf indicated. (b) Plot of cured part growth
over time. The curve itself traces the movement of the curing front, while the area
inside the curve (shaded in this plot) represents cured resin. After a brief period, the
frontside curing front zf tends towards the steady-state dead zone height zf,∞ while
the backside curing front zb tends towards the solution from the uninhibited model.
Remaining plots show the effect of (c) blue intensity, (d) blue absorbance height,
(e) UV intensity, and (f) UV absorbance height on the curing front. Parameters
other than the variable of interest are held constant at Ib = 100 mW cm
−2, hb =
750 µm, Iuv = 200 mW cm−2, huv = 100 µm, β = 1, m = 1, and D′c = 100 mJ cm−2. 43
3.5 Steady-state dead zone height (Equation 3.25) and the effect of (a) UV/blue inten-
sity ratio, (b) blue absorbance height, and (c) UV absorbance height. Parameters
other than the variable of interest are held constant at Iuv/Ib = 2, hb = 750µm,
and huv = 100 µm. For (b) and (c), red dashed line indicates the asymptotic limit
at which hb = huv. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.6 Effect of independent intensities at constant intensity ratio. Other parameters
are held constant at hb = 750µm, huv = 100µm, β = 1, m = 1, and D′ =
100 mJ cm−2. (a) The development of the curing front is significantly affected by
the blue intensity, even at constant intensity ratio. (b) Time to the initiation
point as a function of blue intensity at constant intensity ratio. (c) Time for zb
to reach 90% of the uninhibited solution at varying blue intensity and constant
intensity ratio. (d) Time for zf to reach 110% of zf,∞ at varying blue intensity
and constant intensity ratio. Iuv/Ib = 1 is not visible since no dead zone exists for
βIuv/Ib ≤ 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.7 Characterization of custom resins for dual-wavelength continuous stereolithography
(see Table 3.1 for compositions). (a) Cured height as a function of incident dose for
Resin 1. A least-squares fit yielded the parameters D′c = 64 (mW cm
−2)0.99 s, hb =
408 µm, and m = 0.99 (R2 = 0.985). (b) Dead zone height as a function of intensity
ratio for Resin 1. The exposure time was 30 s, and the data was correspondingly
fit to the steady-state dead zone equation, yielding the parameters β = 0.73 and
huv = 37.8 µm (R2 = 0.902). (c) Cured height for Resin 2, with the parameters
D′c = 238 (mW cm
−2)1.03 s, hb = 1,631 µm, and m = 1.03 (R2 = 0.958). (d) Dead
zone height at 15 s for Resin 2 with time-dependent model fit, with the parameters
β = 4.84, huv = 100 µm, and m = 1.29 (R2 = 0.980). . . . . . . . . . . . . . . . . . 48
4.1 (a) Diagram of dual-wavelength continuous stereolithography. A resin bath filled
with photopolymer resin is simultaneously exposed to blue and UV light, which
respectively initiate and inhibit polymerization. The build platform ascends as
cross-sections of the part are continuously exposed and cured. Dashed lines indicate
the regions of the resin bath that are included in each COMSOL geometry. (b)
Geometry for the time-dependent, axisymmetric model. (c) Geometry for the
steady-state, axisymmetric model, which is used for intensity optimization. . . . . 54
4.2 Representative flow profile for printing of a 2 mm radius cylinder at 300 mm h−1.
(a) View of resin flow throughout the resin bath at t = 20 s. The regions corre-
sponding to insets (b) and (c) are indicated. Arrows indicate the direction of flow
while color indicates the velocity magnitude. (b) Resin flow near the growing part
at t = 1.5 s, 2.5 s, 10 s, and 20 s. Light gray under the build platform represents
the growing gelled part. (c) Resin flow near the edge of the build platform. Times
correspond to those for (b). (d) Streamlines and ∂D′/∂t under the growing part. . 59
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4.3 The overall shape and uniformity of the curing front is affected by blue intensity,
print speed, and part radius. Parameters other than the variable of interest are
held constant at Ib = 100 mW cm
−2, Iuv = 130 mW cm−2, S = 300 mm h−1, and
Rp = 1 mm. The curing front is identified as the D
′ = D′c contour. Error bars
in dead zone height plots indicate dead zone uniformity and are calculated as the
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4.4 Exposure optimization under different intensity restrictions for cylinders with radii
ranging from Rp = 2 mm to 10 mm. The first row of plots shows the incident
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C.5 Geometry and optimization results for rectangular symmetry model. (a) Diagram
of two-color continuous stereolithography. Dashed lines indicate the region of the
resin bath included in the COMSOL geometry. (b) Geometry for the steady-
state, rectangular symmetry model, which is used for intensity optimization. (c)
Optimized blue and UV intensity for a 10 mm half-width cross-section (Wp). The
incident blue intensity is allowed to vary with x and is capped at 200 mW cm−2; the
incident UV intensity is constant and is capped at 275 mW cm−2. (d) Dose at the
part outlet normalized to the critical dose for the optimization in (c). (e) Image
generated from optimized intensity function in (c). (f) Proposed combination of
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ABSTRACT
Continuous stereolithography has recently emerged as a leading technology in addi-
tive manufacturing (3D printing). Though several methods for continuous printing
have been reported, they all share the benefit of reducing forces on the growing
part and eliminating adhesion to the resin bath due to the introduction of the dead
zone, a region where polymerization does not occur. The recently developed dual-
wavelength approach, in which photoinitiation and photoinhibition of polymerization
are controlled via different wavelengths of light, has achieved unprecedented verti-
cal print speeds via expansion of the dead zone. We address several limitations in
dual-wavelength continuous printing (and some within continuous stereolithography
more broadly) via theoretical and computational modeling and the use of spatially
varying exposure patterns. First, we address the problem of cure-through, undesired
curing along the axis of exposure, which is more significant in continuous stereolitho-
graphy than in traditional layer-by-layer stereolithography. Recognizing that the use
of highly absorbing resins to improve layer resolution inherently limits achievable
print speeds, we developed a method to improve part fidelity in low- to moderate-
absorbance resins through modification of the images projected during printing. We
derive a mathematical model to describe dose accumulation during continuous print-
ing, describe the resulting grayscale-based correction method, and experimentally
verify correction performance. Using optimized parameters with a high absorbance
height resin (ha = 2,000µm), feature height errors are reduced by over 85% in a test
model while maintaining a high print speed (750 mm h−1). Recognizing the limita-
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tions of this model, we developed a kinetics-based curing model for dual-wavelength
photoinitiation/photoinhibition under variable intensities. The model is verified via
experimental characterization of two custom resins using cured height and dead zone
height experiments. For the two custom resins characterized, the model achieves
R2 values of 0.985 and 0.958 for fitting uninhibited cure height data and values of
0.902 and 0.980 for fitting photoinhibited dead zone height data. The model is also
applicable to resins in standard layer-by-layer stereolithography, and for commercial
resin cure height data, our model performs similarly to the standard Jacobs model,
with all R2 values above 0.98. Finally, we introduce the complexities of resin flow
during continuous printing. The kinetic curing model is used in a computational fluid
dynamics model to analyze dead zone uniformity, which we find is greatly affected
by exposure intensity ratio, while print speed and part radius have minor effects. We
find that relatively small variations in the intensity ratio (25%) can have large effects,
going from good printing conditions to print failure (curing to the window) or to sig-
nificant nonuniformity (maximum dead zone height over three times the minimum).
We optimize exposure conditions to maximize dead zone uniformity, finding that the
ability to pattern light sources is critical in generating uniform dead zones: for a
10 mm radius cylinder, over 90% of the dead zone is near the optimized value when
using patterned intensity functions, compared with only 18% when using constant
intensity values. In printing experiments, we find that an optimized intensity func-
tion can, without modification, successfully produce difficult-to-print parts. Taken
as a whole, the work advances our understanding of the dual-wavelength approach in
continuous stereolithography, improves printing performance, and motivates future




1.1 Stereolithography in Additive Manufacturing
Stereolithography, or vat photopolymerization, is a branch of additive manufac-
turing in which parts are fabricated from photopolymer that is selectively cured by
exposure to light [1]. Stereolithography is generally recognized as the first commer-
cial 3D printing technology and was first developed in 1983 by Charles Hull [2, 3].
Hull went on to found 3D Systems, Inc., which introduced the SLA-1 in 1987. In
this and other early stereolithographic systems, part are fabricated layer-by-layer
from the bottom up using a scanning laser and a build platform that descends into
a vat of photopolymer. In each cycle of the printing process, the build platform is
positioned with a thin layer of resin above the growing part, and the laser traces out
a cross-section onto the resin surface, solidifying the material and adding a layer to
the part. The invention of stereolithography and other early additive manufacturing
methods (e.g., selective laser sintering [4] and fused deposition modeling [5]) enabled
rapid prototyping, the ability to quickly iterate through designs, by lowering the cost
of producing unique and low-quantity parts.
In the decades since the SLA-1 was released, several key innovations have im-
proved the part quality and print speed of stereolithography. Improving on the
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pointwise curing mechanism of laser scanning approaches, dynamic mask projection
stereolithography (or simply projection stereolithography) was developed using LCD
[6] or DLP [7] projectors to solidify entire cross-sections concurrently. The transition
from free surface approaches (in which the top free surface of resin is exposed) to
constrained surface approaches (in which resin at the bottom of the vat is exposed
through a window) improved print speeds and resolutions and reduced the volume
of resin required for printing; this transition was enabled by the development of new
surface coatings and separation techniques [8, 9, 10, 11]. Today, a wide range of
constrained-surface DLP stereolithographic 3D printers are commercially available.
A particularly important—and relatively recent—innovation is the development
of continuous printing processes. In typical layer-by-layer stereolithography, the part
adheres to the window during the curing of each layer. Continuous stereolithography
is premised on the introduction of a dead zone near the window in which polymer-
ization does not occur. The first reported continuous stereolithography process,
continuous liquid interface production (CLIP), achieved smooth, layerless parts with
isotropic properties at production rates an order of magnitude larger than previ-
ous stereolithographic methods [12, 13, 14]. Since the development of CLIP, several
other continuous stereolithography approaches have been reported which continue to
increase print speeds and expand the range of printable parts [15, 16, 17].
1.2 Dual-Wavelength Continuous Stereolithography
While aspects of this dissertation apply broadly to stereolithography or continuous
stereolithography, much of the focus of and motivation for this work is a particular
approach—dual-wavelength continuous stereolithography—which was developed by
Dr. Martin de Beer in the Burns research group [15, 18]. Figure 1.1(a) shows the
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printer configuration for dual-wavelength continuous stereolithography. A resin bath
is filled with liquid photopolymer resin and a moving build platform is positioned
at the bottom of the bath. During printing, the build platform continually ascends
and images are projected through a window at the bottom of the resin bath to cure
cross-sections of the desired part.
Like other methods of continuous stereolithography, the dual-wavelength method
introduces a region at the bottom of the resin bath where polymerization does
not occur (i.e., a dead zone) to prevent the part from adhering to the win-
dow. Other continuous stereolithography methods have generated the dead zone
via oxygen inhibition [19, 12, 17] or by using a higher-density, nonreactive fluid
layer [16]. The dual-wavelength method is based on the use of orthogonal photo-
chemistries to confine polymerization to a desired region [20, 21]. Printing resins
are formulated with a blue-active photoinitator—camphorquinone, with co-initator
4-(dimethylamino)benzoate (EDAB)—and a UV-active photoinhibitor—2,2’-Bis(2-
chlorophenyl)-4,4’,5,5’-tetraphenyl-1,2’-biimidazole (o-Cl-HABI)—as well as nonre-
active blue and UV light absorbers. Taking advantage of non-overlapping regions
of the species’ absorbance spectra (Figure 1.1(b)), initiation is controlled using blue
light (455 nm) and inhibition is controlled using UV light (365 nm).
Using this system, de Beer and coworkers produced a variety of parts, demon-
strated single-exposure surface patterning, and showed the technique’s applicability
for different oligomers [15]. The approach achieved dead zones orders of magni-
tude larger than those obtained in oxygen-inhibited printers, and as a result, dual-
wavelength continuous stereolithography boasted the highest reported linear print
speeds of any continuous printing method at the time of publication.
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Figure 1.1. (a) In dual-wavelength continuous stereolithography, a dead zone is generated near
the window using orthogonal initiation and inhibition photochemistries. Blue light drives polymer-
ization, while UV light inhibits it. (b) Absorbance spectra of 0.4 wt.% CQ and EDAB (initiator
and co-initiator) and 0.06 wt.% o-Cl-HABI (inhibitor) in tetrahydrofuran (THF). The emission
wavelength of the initiating and inhibiting light sources used in experiments are shown in with
shaded blue and purple boxes.
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1.3 Modelling Reaction and Transport Effects in Stereolithographic 3D
Printing
This work is largely motivated by a desire to understand and improve the dual-
wavelength approach. It is characterized by numerous competing reactions, flow-
dependent resin exposure histories, large deforming forces, and transience in species
concentrations, temperature profiles, and material properties. This dissertation at-
tempts to make a contribution to our understanding of this complex physical system
and to lay the groundwork for future investigations.
In Chapter II, we present a method for modelling and correcting cure-through in
continuous stereolithographic 3D printing. Continuous stereolithography offers sig-
nificant speed improvements over traditional layer-by-layer approaches but is more
susceptible to cure-through, undesired curing along the axis of exposure. Typically,
cure-through is mitigated at the cost of print speed by reducing penetration depth in
the photopolymer resin via the addition of nonreactive light absorbers. We present
a mathematical approach to model the dose profile in a part produced using con-
tinuous stereolithography. From this model, a correction method is developed to
modify the projected images and produce a chosen dose profile, thereby reducing
cure-through while maintaining print speed. The method is verified experimentally
on a continuous stereolithographic 3D printer, and the practicality of various dose
profiles is investigated. Overall, we are able to reduce cure-through by over 85% in
a test model while maintaining a high print speed of 750 mm h−1.
Drawing on questions raised during our work on cure-through correction, Chapter
III focuses on dose-based curing models for standard, uninhibited projection stereo-
lithography and dual-wavelength continuous stereolithography. We develop models
for each that do not require the reciprocity assumption—that the rate of polymeriza-
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tion depends on the product of intensity and exposure time (i.e., the optical dose) but
not their independent values—to be valid. These models maintain the straightfor-
ward characterization experiments typically used in stereolithography (cured height
experiments) while allowing for an unknown exponential intensity dependence. We
experimentally verify that the models are capable of describing curing behavior across
a range of intensities using commercial resins with a commercial 3D printer for the
uninhibited model and custom resins with our custom dual-wavelength continuous
3D printer for the photoinhibited model. The photoinhibited model has also been
successfully applied to control dead zone thickness in other work [18].
Whereas Chapter III deals with resin characterization and stationary exposures
in the dual-wavelength system, in Chapter IV we begin to address the complexities
introduced by resin flow during continuous printing. We develop and analyze com-
putational fluid dynamics models to simulate dual-wavelength stereolithography and
investigate how resin flow affects the development of the dead zone and the printabil-
ity and fidelity of parts. While stationary experiments and the kinetic model suggest
straightforward control of the dead zone thickness, our simulations suggest that dead
zone thickness may not be easily controllable for a fixed resin, part, and print speed.
In an optimization process, we are able to predict successful printing parameters by
seeking intensity profiles that maximize dead zone uniformity in the model. We find
that the ability to pattern both blue and UV exposures (rather than blue only, as in
the current dual-wavelength printer) has the potential to significantly improve dead
zone uniformity. Our results lay the groundwork for future computational studies of
flow and deforming forces in the dual-wavelength system.
Chapter V presents conclusions and a summary of the dissertation as well as
future avenues for investigation.
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CHAPTER II
Modelling and Correcting Cure-Through in Continuous
Stereolithographic 3D Printing
This work was completed in close collaboration with Dr. Martin de Beer. My
contributions were in conceptualization of the project, derivation and programming
of the model, investigation of theoretical results, writing, and data visualization. Dr.
de Beer also contributed to conceptualization, writing, and visualization, as well as
providing experimental validation of the model, analysis of experimental results, and
many hours of fruitful discussion. This work was published in Advanced Materials
Technologies [22] and also appears in Dr. de Beer’s dissertation [18].
2.1 Introduction
Additive manufacturing (AM), commonly called 3D printing, refers to a number
of technologies through which objects are created by progressive addition of material
[23, 24]. With its simplicity and nearly unlimited design choice, AM is attractive
for producing custom, limited-quantity, and prototype parts. AM has found nu-
merous applications in fields including biomedical engineering [25, 26, 27, 28, 29],
bio-inspired materials [30, 31, 32], functional materials [33, 34, 28, 35, 36, 37, 38],
and the DIY “maker” industry [39]. In projection stereolithography, a widely-used
AM method, photopolymerizable resin is exposed to patterned light to cure cross-
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sections of a desired 3D part. Typically, stereolithography produces parts in discrete
layers. Exposed areas are cured through the full layer height, whereupon the part
is repositioned and recoated with resin before the next layer is exposed. Recently,
continuous stereolithographic technologies have been developed which increase print
speeds by eliminating the time-consuming repositioning and recoating steps [12, 15].
Print speed in continuous stereolithography is dependent on the resin absorbance
height, with low-absorbance resins allowing extremely high print speeds of up to
2,000 mm h−1 at the cost of part fidelity.
In stereolithography, the penetration depth of light in the resin limits accuracy
along the vertical axis: unaccounted-for light propagation can cause undesired curing,
known as cure-through, overcure [40, 41], the back-side effect [42], or print-through
error [12, 43]. This phenomenon can also contribute to cross-linking heterogeneity,
introducing internal stresses which can deform the part and further reduce fidelity
[44]. The prevalent strategy to mitigate cure-through is to add nonreactive light
absorbers to the resin formulation [40, 45, 46, 47, 44]. Highly-absorbing resins have
been widely adopted despite the slower print speeds needed to ensure fully cured
layers. Alternatively, cure-through can be mitigated without sacrificing speed by
modifying the projected images (slices) based on modelling of the curing process.
Optimization-based methods to eliminate cure-through by adjusting model dimen-
sions have been developed for external surfaces and internal voids in traditional
stereolithography [41, 43, 48]. Manual adjustments to account for cure-through have
also been reported [49].
Nevertheless, slice correction has not been described for continuous stereolitho-
graphy, where cure-through is a more significant and complex problem. Furthermore,
existing models of continuous stereolithography are not tailored to this application
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[19, 50, 51].
Here, we present a curing model and a slice correction algorithm for continuous
stereolithography. Previous non-continuous approaches used iterative and heuristic
processes to find optimal corrections and were restricted to black and white pixels;
our correction method uses grayscale, which has previously only been used to improve
lateral resolution [52], along with an exact mathematical solution to precisely set the
dose profile within a part. We also present experimental validation of our model
and correction approach using a recently-developed two-color continuous stereolitho-
graphic 3D printer [15]. These methods are adapted for traditional layer-by-layer
stereolithography in Appendix A.6.
Figure 2.1(a) shows how our correction process fits into the existing 3D printing
workflow. To demonstrate the applicability of the slice correction method to typi-
cal parts, we printed corrected and uncorrected versions of two open-source models
(Figure 2.1(b–c)) [53, 54]. In both cases, parts printed with uncorrected slices signif-
icantly deviate from the design as a result of cure-through. Applying slice correction
to these parts significantly reduces the occurrence of cure-through, with corrected
parts showing increased accuracy in the z-direction.
2.2 Materials and Methods
2.2.1 Modeling and Correction
Computational models and slice correction algorithms were implemented in MAT-
LAB R2018b (MathWorks) and run on a desktop computer (Intel Xeon E5-1660 v4
@ 3.2 GHz, 32 GB RAM). Simulations and corrections completed within several
minutes for all models.
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Figure 2.1. (a) Cure-through correction is incorporated into the 3D printing workflow by com-
putationally processing slice images. (b–c) Correction applied to real models, reducing the extent
of cure-through while maintaining print speed. Scale bars are 5 mm. (b) #3DBenchy [53] printed
at 800 mm h−1 (ha = 1,500 µm, Dc = 230 mJ cm−3), and (c) hollow egg [54] printed at 800 mm h−1
(ha = 2,000 µm, Dc = 173 mJ cm−3). (d) Vertical cross-section of printer setup showing nondi-
mensionalized variables of interest: ζ, Ωn, and Φn are the dimensionless z-position, dose, and light
intensity, respectively.
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Dose Modeling Slice images are initially read into the program and stored as a
three-dimensional array. The dimensions of this array correspond to the number of
slices and their dimensions in pixels. A typical slice image is 1,280 by 800 pixels and
the number of slices is equal to the height of the designed part divided by the slicing
height, hs. In cases where the model does not utilize the full slice resolution (e.g.,
a 200-pixel-wide model in the center of a 1,280-pixel-wide image), the excess pixels
outside the model volume are trimmed from the matrix to improve computational
performance. The values in this matrix are grayscale pixel values (p) ranging from
zero to one and correspond to the light intensities that will be projected at each
pixel during each slice; zero and one represent the minimum and maximum blue-light
intensities, respectively. The relationship between pixel value and light intensity is
not linear, and pixel values are converted into intensities using a calibration curve
(Appendix A.1) generated with a radiometer (International Light IL1400A) with a
GaAsP detector (model SEL005), a 10× attenuation neutral density filter (model
QNDS1), and a quartz diffuser (model W).
Dose calculation begins at the bottom of the part, where the final slice is projected,
and proceeds upward. The top cross-section of the part is exposed to every slice and
each successive layer is exposed to fewer and fewer slices. By starting at the bottom
of the part, we consider the cross-sections of the part exposed only to the final slice,
then those exposed to the final two slices, then those exposed to the final three slices,
and so on. As shown in Equation 2.6 and Table A.1, the total dose at ζ is the sum
of the dose contribution from slice n = ζ and the total dose at ζ + 1 multiplied by a
factor of 10−η.
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Slice Correction The unedited images from the slicing software are taken to rep-
resent the “true” model and are converted into matrix form as above. Each feature
within the part is identified. As with dose modeling, slice correction begins at the
bottom of the part and works upward. Pixel values at the backside of the feature
are set to reach Dc as quickly as possible (i.e., using the maximum intensity), and
pixel values inside the feature are set to match a desired internal dose profile using
Equation 2.6. All pixel values are assumed to be zero (minimum intensity) unless
specifically set otherwise. Finally, the matrix of corrected pixel values is converted
back to a series of image files to be sent to the 3D printer.
2.2.2 3D Printing
Part Design Test parts were designed in DesignSpark Mechanical 2.0 (SpaceClaim
Corp.) and exported as STL files. Models were sliced using Autodesk Netfabb
Standard 2018 (Autodesk) with default settings for the Ember 3D Printer (Autodesk)
and 10µm slice height. Slices from Netfabb are used with the MATLAB code to
model final printed parts and produce corrected slices.
3D Printer We printed test parts on a previously-described dual-color continuous
stereolithographic 3D printer [15]. The DLP LED projector (Optoma ML750) was
modified by removing power to the green and red LEDs and powering the blue LED
by an external 0–5 A LED driver circuit controlled by a custom LabVIEW virtual
instrument.
Resin Formulations Polymer resin was formulated as a mixture of oligomer, re-
active diluent, photoinitiators, photoinhibitor, and light absorbers. For this work,
the oligomer Sartomer CN991 (Sartomer) was used with 1,6-hexanediol diacrylate
12
Table 2.1. Resin formulations.
Component Function
Concentration (wt.%)
Resin 1 Resin 2 Resin 3
o-Cl-HABI Photoinhibitor 2.8 2.8 2.8
Camphorquinone Photoinitiator 1.9 1.9 1.9
EDAB Co-initiator 0.95 0.95 0.95
Tinuvin 328 UV absorber 0.47 0.47 0.47
Epolight 5675 Blue light absorber 0.001 0.003 –
CN991 Oligomer 56.3 56.3 56.3
HDDA Reactive diluent 37.6 37.6 37.6
Blue pigment Light absorber – – 0.002
(HDDA, TCI America) as a reactive diluent. (±)-Camphorquinone (CQ, Esstech)
was used as a blue-light photoinitiator and ethyl-4-dimethylaminobenzoate (EDAB,
Esstech) was used as a co-initiator. 2,2’-Bis(2-chlorophenyl)-4,4’,5,5’-tetraphenyl-
1,2’-biimidazole (o-Cl-HABI, TCI America) was used as a UV-activated photoin-
hibitor. Epolight 5675 (Epolin) was used as the blue light absorber and Tinuvin 328
(BASF) was used as the UV absorber. Commercial blue epoxy pigment (Makerjuice
Labs) was also used as a light absorber. The compositions of resins used are given
in Table 2.1.
Resin Characterization The two resin properties required for input into the cor-
rection algorithm are the absorbance height ha and the gelation dose Dgel. These
properties are fitted using the least-squares method with a cured height vs. dose
working curve similar to that developed by Jacobs [55]:








Liquid photopolymer is cured into plugs by exposing to curing light of intensity I0
for varying lengths of time t. The height of the cured plug is measured using a
digital micrometer with an accuracy of 10µm. Light intensity is determined using
the calibration curve in Appendix A.1.
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2.3 Results and Discussion
2.3.1 Dose-Based Correction for Continuous 3D-Printing
A schematic of the printer and coordinate system is shown in Figure 2.1(d). The
coordinate system is defined with respect to the build platform, with z = 0 at the
platform and increasing towards the projection window (i.e., downward). The coor-
dinates x and y are omitted from our notation for simplicity; however, the presented
equations must be applied at fixed (x, y) positions since the projected slices are
patterned. The build platform begins in contact with the window and continuously
moves upward while printing. The curing model, then, includes simultaneous con-
tinuous and discrete processes: as the build platform continuously ascends, exposure
patterns change at discrete intervals with each slice projected in sequence. Below,
we present a brief description of the model; a complete derivation is available in
Appendix A.2.
To account for the discrete projection of slices, the total accumulated dose at
a point is a sum of contributions from each slice projected. DT(z) is the total
volumetric dose delivered to position z in the final part, and the contribution of
slice n to the total dose is Dn(z). Thus, DT(z) =
∑N
n=0Dn(z) where slices are
numbered from zero to N in order of exposure. From Beer’s Law, the time-derivative








where In,w is the light intensity at the window, zw(t) is the time-varying position
of the window, and ha is the resin absorbance height (i.e., the propagation distance
over which the intensity falls to 10% of its initial value).
With the build platform continuously ascending, Dn(z) is determined for each
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slice by integrating over the time period when the slice is projected. Since the
coordinate system is fixed with respect to the build platform, time-dependence can
be incorporated via the continuously increasing value of zw(t) and the print speed











where hs is the slicing height. Equation 2.3 applies if the cross-section at height z is
exposed to slice n (i.e., when z ≤ nhs); otherwise, Dn(z) = 0. The total accumulated



















10−(n−ζ) eta − 10−[(n+1)−ζ)]η} (2.5)
with dimensionless variables Ω ≡ DD−1c (where Dc is the experimentally determined
critical dose), ζ ≡ zh−1s , Φ ≡ IwI−1c (where Ic is the minimum intensity needed to
reach Dc), and η ≡ hsh−1a . Equation 2.5 allows calculation of ΩT for any integer
value of ζ in the final printed part.
Equation 2.5 can be simplified to quickly perform dose calculations and slice
corrections by writing ΩT(ζ) as a function of ΩT(ζ + 1):
ΩT(ζ) = Ωζ
(
1− 10−η)+ ΩT(ζ + 1) 10−η (2.6)
Starting at the bottom of the part (i.e., ζ = N) and moving upwards, the total dose
may be calculated for each integer value of ζ by considering only the current layer
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and the preceding layer. Expressions for ΩT at several values of ζ, along with a full
derivation, are available in Appendix A.2.
The above mathematical model allows calculation of the accumulated optical dose
at any position in the part and any time in the printing process. Since Dc defines the
threshold for curing, an accurate dose profile has ΩT ≥ 1 within designed features
and ΩT < 1 outside features. At points where these conditions are not met, the
printed part will exhibit undercure or cure-through artifacts.
Figure 2.2 shows modeled results for a ladder-like part printed using the default
slicing approach, in which the maximum intensity is projected whenever an intended
feature is adjacent to the window. There is significant cure-through into the gaps,
and the bottom of the second feature is undercured. Rather than producing the
desired two features, the conventional approach yields a single, large feature.
The total dose profile shown in Figure 2.2(d) is the result of contributions from
all slices projected, as expressed in Equation 2.5. A closer look at the bottom fea-
ture highlights the causes of cure-through and undercure: Figure 2.2(e) shows the
contribution of each slice to the total dose for this feature and, thus, the evolution
of the dose curve during the continuous printing process. The uncorrected slices use
only the maximum and minimum projector intensities (p = 1 and p = 0, respec-
tively). While the maximum intensity is projected (n = 31 to 40), the accumulated
dose rapidly increases for all ζ ≤ n. The nonzero minimum intensity results from
light scatter in the projection system and is related to the projector contrast ratio
(see Appendix A.3). Dose contributions while the minimum intensity is projected
(n = 21 to 30 and n = 41 to 50) are relatively small. In the gap from ζ = 21 to
30, the small contributions from minimum-intensity slices are overwhelmed by the
contributions from maximum-intensity slices, resulting in cure-through. The feature
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Figure 2.2. Model results for uncorrected slices. (a) Test model. (b) Vertical stack of uncorrected
grayscale projections along the plane indicated in (a). Note that only black and white (p = 0 and
p = 1) are used by default. (c) Model prediction from slices in (b) showing areas with cure-through
(CT, red) and undercuring (UC, blue). Gray regions of the part are correctly cured (CC, gray).
(d) Grayscale value as a function of n and total accumulated dose as a function of ζ for the (x, y)
position indicated by the dashed line in (a). Dc = 576 mJ cm
−3, hs = 50µm, ha = 2,000 µm, and
s = 1,000 mm h−1. ζ = 0 corresponds to the top of the part (i.e., the surface attached to the
build platform). The grayscale value p relates to the intensity of the projected pixel when ζw = n
(calibration curve in Figure A.1). Shaded areas indicate designed features. The dose curve indicates
the normalized total dose ΩT at position ζ on completion of the print, with cure errors indicated
in red (cure-through) or blue (undercure). (e) Evolution of the total dose curve shown in (d) for
n = 21 to = 50. The total dose is the sum of contributions from individual slices, each labeled and
represented by a color.
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is correctly cured from ζ = 31 to approximately 38 then undercured through its
designed bottom edge at ζ = 41, highlighting that a point must be exposed over
several slices to fully cure—even when projecting the maximum intensity. Finally,
the gap below the feature correctly remains uncured. From this simple example, it
is apparent that cure-through and undercure are inevitable when using unmodified
slices with low-absorbance resins. This analysis also suggests that carefully designed
slice images could achieve the desired geometry.
The primary requirement for correcting cure-through and undercure is that the
full height of each feature is cured without gelling non-features. However, as has been
recently discussed with respect to tomographic printing, it is not possible to deliver
exactly the critical dose within features and exactly zero dose outside features: to do
so requires the ability to effectively “subtract” dose using negative intensities [56].
Clearly, not all dose profiles are achievable. Physically attainable dose profiles must
be continuous and are limited by resin properties and printing parameters. These
considerations define a set of three constraints, illustrated in Figure 2.3 and derived
in Appendix A.4:
(i) For all points within a feature, ΩT ≥ 1; for all other points, ΩT < 1. Since
ΩT varies continuously with ζ, features will only be reproduced accurately if
ΩT = 1 along edges.
(ii) The maximum projector intensity, print speed, and resin absorbance height
determine the maximum rate at which the dose can increase. With ΩT = 1
fixed at the bottom edge of the feature, these parameters define a maximum
dose within the feature and a minimum dose below the feature.
(iii) From Equation 2.5, the minimum dose at point ζ is limited by the minimum
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Figure 2.3. Target dose region and dose profiles. (a) Three constraints which define the target
dose region (shaded): (i) curing of features while non-features remain uncured, (ii) exposure at the
maximum dose at the bottom of the feature, and (iii) exposure at the minimum dose at the top of
the feature. (b) Valid dose profiles defined by maximum dose Ωmax with corresponding intensity
profiles. Here, shading indicates the designed feature height. For a given set of parameters, the
intensity profile can be tailored to achieve either a uniform dose or a high peak dose within features
while still eliminating cure errors.
projector intensity, the print speed, the resin absorbance height, and the dose
at point ζ + 1. With the dose at the top edge set at the critical dose, these
parameters define a maximum dose within the feature and a minimum dose
above the feature.
If any of these constraints are violated, the feature’s edges will shift from their
designed positions.
The three constraints define target dose regions, indicated by shading in Figure
2.3(a). These regions are demonstrated here for a particular feature, but they can be
generated for any feature height by shifting curves (ii) and (iii) along the ζ-axis such
that the edges of the feature remain at the critical dose. Since the doses at adjacent
points are interrelated, it is not possible to generate arbitrary dose profiles within
the regions. However, there are an infinite number of achievable profiles which fall
entirely within the target dose regions and thus produce an accurate part.
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To implement slice correction, a valid dose profile is determined for the feature,
and Equation 2.6 is solved for each pixel of each slice (starting from the bottom of
the part) to determine the intensity required to reach the desired dose. One approach
to designing dose profiles is in terms of a maximum dose, Ωmax. Constraint curves ii
and iii are traced up to the prescribed Ωmax, which is maintained within the center of
the feature. Figure 2.3(b) shows a collection of these dose profiles and the intensities
needed to achieve them.
For the important case of Ωmax = 1, the critical dose is uniformly delivered
throughout the feature. We applied this correction to the model in Figure 2.2(a),
with results illustrated in Figure 2.4. A comparison of Figure 2.4(a) and 2.2(b) shows
how the correction process modifies slices. For the rung-like inner features, the inten-
sity is reduced through most of the feature and a high-intensity burst is delivered at
the bottom. Since there is no possibility of cure-through for the outer features, they
are exposed at the maximum intensity. Figure 2.4(b) indicates that the correction
has completely eliminated cure-through and undercure in our modeled result. Fig-
ure 2.4(c–d) show how the corrected slices achieve the desired dose profile. The high
intensity burst at the bottom of the feature ensures all layers reach the critical dose.
From the bottom-up perspective of the correction calculations, a constant intensity
maintains the dose from one layer to the next after the critical dose is achieved at the
bottom of the feature. From Equation 2.6, the intensity required to maintain a dose
between two layers is Φn = ΩT. Thus, to maintain the critical dose Φn = Ωc = 1.
To achieve higher maximum doses, features must be exposed at higher intensities
for shorter periods, as shown in Figure 2.3(b); a smaller fraction of the feature is
exposed so that constraint (iii) is not violated. Though the edges of the feature are
at the critical dose for each intensity profile, the interior dose varies considerably. As
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Figure 2.4. Correction for model in Figure 2.2(a) with Ωmax = 1. (a) Vertical stack of corrected
grayscale projections along the plane indicated in Figure 2.2(a). (b) Model prediction from slices
in (a) showing no cure-through (CT, red) or undercure (UC, blue). The full part is correctly cured
(CC, gray). (c) Corrected grayscale value and dose for the (x, y) position indicated by the dashed
line in Figure 2.2(a). Note that the correction process required additional slices beyond the original
50 to ensure the bottom of the part was fully cured. Dc = 576 mJ cm
−3, hs = 50 µm, ha = 2,000 µm,
and s = 1,000 mm h−1. (d) Contributions of individual slices to the accumulated dose curve shown
in (c) for n = 21 to n = 53.
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a result, it is important to optimize Ωmax as well as Dc to ensure good part quality:
high doses drive additional cross-linking, improving the part’s green strength (i.e., its
tensile strength before post-processing) to ensure a rigid and printable structure but
also introducing heterogeneous internal stresses that can deform the part. Conversely,
low maximum doses with long exposure times might not sufficiently cure the part
since flow is not perfectly uniaxial and the resin bath is not infinitely deep. The
optimal correction parameters depend in some degree on the irradiation system,
the geometry of the part, the flow profile in the resin bath, and the chemical and
mechanical properties of the resin.
2.3.2 Experimental Validation
To test the correction algorithm and optimize its parameters, low-absorbance pho-
topolymer resins were prepared (Table 2.1) for use with a previously-described two-
color continuous stereolithographic 3D printer [15]. Experimental results are shown
in Figure 2.5. The absorbance height ha and gelation dose Dgel were determined from
the resin working curves (Figure 2.5(a)), and the test geometry in Figure 2.5(b) was
used to investigate the effect of the critical dose parameter on print fidelity. We
printed test parts using several values of Dc and an unconstrained maximum dose
(Ωmax =∞), with results shown in Figure 2.5(b–d). Supplying exactly the measured
gelation dose (i.e., Dc = Dgel) results in missing features and poor fidelity; feature
sizes increase as Dc increases, and at higher values of Dc cure-through is observed
(Figure 2.5(c)). As discussed above, a critical dose higher than the gelation dose is
likely required due to the simplifying assumptions used in the correction algorithm
and the need for a part of sufficient green strength. For the geometry, resin, and
print conditions considered, Dc = 5Dgel = 748 mJ cm
−3 is the optimal critical dose,
achieving a marked improvement in fidelity without reducing print speed (see Figure
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Figure 2.5. Experimental tuning of correction parameters. (a) Cured thickness versus exposure
dose of blue light for two acrylate-based resins (see Table 2.1) with differing concentrations of blue
light absorber. (b) Test model (left), uncorrected test part (center), and corrected test part printed
with Dc = 5Dgel = 325 mJ cm
−3 (right). Parts printed in Resin 1 at 750 mm h−1. (c) Ratio of
height errors (corrected-to-uncorrected) for a range of feature sizes and values of Dc. A ratio of zero
corresponds to a perfectly corrected feature. (d) Parts printed at 750 mm h−1 using slices corrected
with different values for Dc. (e) Corrected and uncorrected test parts for two resins with different
absorber loadings (i.e., ha) and print speeds. All scale bars are 10 mm.
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2.5(b)). Additional optimization details are available in Appendix A.5.
To further improve fidelity, the traditional approach of adding dyes or pigments
to reduce light propagation can be used in conjunction with slice correction (Figure
2.5(e)). As previously reported, the addition of dyes necessitates slower print speeds
[12, 15]. Regardless, applying slice correction at any dye loading or print speed
improves the resolution, with higher dye loadings enabling printing of small features
with less cure-through.
2.4 Conclusion
In summary, we have demonstrated a method for improving print fidelity on a
two-color continuous stereolithographic 3D printer using resins with moderate to
high absorbance heights. The approach analyzes and modifies the slice images for a
model, using grayscale to precisely tune the dose profile throughout the final printed
part. Furthermore, this approach allows control over the dose delivered within fea-
tures, enabling continuous 3D printing of parts with dose-dependent functionality
[57]. Though not demonstrated here, this technique is applicable to other continuous
stereolithographic technologies such as CLIP; these methods could also be applied
to noncontinuous stereolithography, as outlined in Appendix A.6. Practically, this
approach is limited by the resin green strength and the fluid dynamics of resin flow.
Models that consider these effects or that vary critical dose with feature height might
further improve fidelity. Nevertheless, this approach has afforded significant im-
provement in print quality for our system while maintaining high print speeds. Slice
correction opens the door for the use of less-absorbing resins in stereolithographic




Kinetic Curing Model for Uninhibited and Photoinhibited
Stereolithography
Parts of this work were completed in collaboration with Dr. Martin de Beer. The
work was motivated both by a desire to better characterize our printing resins and
to enable single-step fabrication of complex microfluidic devices. My contributions
(and this chapter) focus on development and analysis of a curing model for the dual-
wavelength system, while the corresponding chapter in Dr. de Beer’s dissertation [18]
focuses on the fabrication of microfluidic devices. While the majority of the work here
is my own, Dr. de Beer contributed some writing, figures, and—as always—provoking
discussion. Some elements of this chapter appear in Dr. de Beer’s dissertation and
will appear in one or more forthcoming co-authored publications on the curing model
and dual-wavelength microfabrication.
3.1 Introduction
Much of additive manufacturing research over the past decade has focused on
expanding material palettes and developing new applications, and projection stereo-
lithography research is no exception. In projection stereolithography, parts are fab-
ricated by exposing photopolymer resin to a series of cross-sectional images using
an LCD or DLP projector [6, 7]. The technique is widely used due to the high
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resolution and potential complexity of resulting parts, the diverse range of polymer
materials available, and—with the recent development of continuous printing tech-
nologies [12, 15, 16]—its rapid production rates. Typically, printing is conducted
at the light source’s maximum intensity to maximize production rates. However,
applications are increasingly being reported that use spatially variable intensity to
improve part fidelity [22, 58], enable surface patterning [15], or produce parts with
spatially-varying material properties [57, 59, 60]. For this expanding application area,
it is critical for resin curing models to accurately capture the relationship between
intensity, exposure time, and reaction progress.
The most ubiquitous curing model was initially described by Jacobs in 1992 to
characterize resins for laser scanning stereolithography, a predecessor to projection
stereolithography [55]. In this framework, the progress of the photopolymerization
reaction is assumed to be a function of optical dose, the product of light intensity
and exposure time. Resin exposed to an incident dose D cures to a depth zc, given
by




The model is parameterized by the critical doseDc, the dose at which resin transitions
from a liquid to an insoluble gel, and the absorbance height ha, the distance over
which light is attenuated by a factor of e (or a factor of 10 if the base-10 form of
the Beer-Lambert Law is used). These parameters are determined from cured height
experiments, in which samples of resin are exposed at a constant intensity for varying
lengths of time. Plotting the height of each cured sample as a function of incident
dose yields the Jacobs working curve for the resin.
While the Jacobs model is still widely used in projection stereolithography, its
accuracy may be limited in applications using variable intensities. By treating cur-
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ing as a function of optical dose, the Jacobs model implicitly accepts the validity of
the reciprocity law, the assumption that the reaction rate, and thus material prop-
erties of the resin, depends on the product of light intensity and exposure time but
not the parameters’ independent values. Work by Wydra, et al. [61], however, has
argued that its use in photopolymerization is flawed: while the reciprocity law is
valid for primary photochemical reactions (e.g., initiator cleavage), secondary reac-
tions (e.g., termination)—or processes that depend on them (e.g., the overall rate of
polymerization)—can vary nonlinearly with light intensity. In the most general form,
the rate of polymerization is taken to vary with Im, where I is light intensity and
m is a parameter reflecting the radical termination mechanism(s) and is fit from ex-
perimental data. The power-law relationship would not be apparent in experiments
conducted at constant intensity; however, in a resin where the reciprocity assumption
is invalid, variable intensity experiments could not be accurately described using the
Jacobs model.
A number of curing models have been used in the literature for layer-by-layer
stereolithography [62, 63, 64], CLIP [19, 12, 56, 65], and dual-wavelength continuous
stereolithography [15, 66, 20, 21]. However, to our knowledge, none have maintained
the simple cured-height characterization method of the Jacobs approach (complex
kinetic models, for example, tend to rely on FTIR spectroscopy or require knowledge
of the reaction rate constants) while allowing for an unknown nonlinear dependence
on light intensity. Here, we propose such a model for uninhibited photopolymer-
ization (as used in layer-by-layer projection stereolithography) and photoinhibited
photopolymerization (as used in dual-wavelength continuous stereolithography). As
with the Jacobs working curve, resin is characterized via straightforward cured height
experiments, with the cured height varying as a function of light intensity and expo-
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sure time. In addition to theoretical results, we provide experimental verification of
the model for both uninhibited and photoinhibited resins.
3.2 Materials and Methods
3.2.1 Materials
Commercial resins for layer-by-layer projection stereolithography were chosen to
represent a range of manufacturers, printing resolutions, and colors. The resins
used are Standard Clear (Formlabs), Standard Yellow (MakerJuice, equivalent to
MakerJuice G+ used in Ref. [57]), and PR57-Black (Colorado Polymer Solutions).
Resins were ordered directly from the manufacturer and used as received.
Custom resins for photoinhibited continuous stereolithography were formulated
according to the compositions in Table 3.1. Resins were formulated as a mixture of
oligomer, reactive diluent, initiator, inhibitor, and light absorbers. The oligomer used
was a proprietary acrylate blend CN991 (Sartomer), with 1,6-hexanedioldiacrylate
(HDDA, TCI America) as a reactive diluent. dl-Camphorquinone (CQ, Fisher Sci-
entific) and ethyl 4-(dimethylamino)benzoate (EDAB, ACROS Organics) were used
as the blue-light initiator and co-initiator, respectively. 2,2’-Bis(2-chlorophenyl)-
4,4’,5,5’-tetraphenyl-1,2’-biimidazole (o-Cl-HABI, Hampford Research Inc.) was
used as the UV-light inhibitor. Resins were prepared by dissolving CQ, EDAB,
and o-Cl-HABI in a small amount of tetrahydrofuran (THF, ACROS Organics) and
combining with the oligomer and reactive diluent. Solvent was removed by evapo-
ration under airflow followed by degassing under vacuum. Uncured resin is rinsed
away in cured height and dead zone experiments using isopropanol (IPA, laboratory
grade, Fisher Scientific).
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Table 3.1. Custom resin formulations.
Component Function
Concentration (wt.%)
Resin 1 Resin 2
CQ photoinitiator 1.9 1
EDAB co-initiator 0.94 0.5
o-Cl HABI photoinhibitor 2.8 2.5
Tinuvin 328 UV absorber 0.46 –
Epolight 5675 blue light absorber 0.004 0.01
CN991 oligomer 55.7 40
HDDA reactive diluent 37.2 55
TMSPM adhesion promoter – 0.01
3.2.2 Exposure Setup
Cured height experiments for commercial resins were conducted using an Ember
3D printer (Autodesk). Cured height and dead zone experiments for custom resins
were conducted using a custom dual-wavelength continuous 3D printer [15]. Blue
light is produced from a DLP projector (Optoma ML750), which has been modified
by removing the red and green channels. UV light is produced from a light emitting
diode (Thorlabs, M365LP1) and passes through an adjustable collimation adapter
(Thorlabs, SM2F) and an aspheric condenser lens (Thorlabs, ACL50832U). Blue and
UV light is superimposed using a longpass dichroic mirror (Thorlabs, DMLP425L),
and the setup is controlled using a custom LabVIEW virtual instrument.
For each light source, a calibration curve for incident light intensity was pro-
duced using a digital radiometer (International Light Technologies, ILT2400) with a
UV-Vis GaAsP detector (International Light Technologies, SED005/U) and a 10×
attenuation filter (International Light Technologies, QNDS2). For the Ember, UV
intensity (365 nm) was calibrated as a function of grayscale pixel value. For the dual-
wavelength printer, blue intensity (460 nm) was calibrated as a function of grayscale
pixel value and LED input voltage, and UV intensity was calibrated as a function of
LED input voltage. Calibration curves are available in Appendix B.1.
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3.2.3 Cured Height Experiments
Cured height experiments were conducted to determine the cured height as a
function of time and incident intensity for each resin. Wells were constructed by
affixing a 3D printed enclosure to 50-by-75-mm glass microscope slides. For each
experiment, the well was filled with resin and exposed to a series of constant-intensity
images designed such that each region of a grid would be exposed for a different time
interval. Between experiments, the intensity was varied using a MATLAB script to
modify the image files. For experiments at the maximum intensity, time intervals
ranging from 1 s to 32 s were used. At lower intensities, time intervals were chosen
such that the incident doses were constant for each grid point across all intensities
(e.g., if ∆t for a grid point at I = I1 is 1 s, ∆t for that grid point at I =
1
2
I1 is 2 s).
Uncured resin was rinsed from the part using IPA, and the height of the cured resin
was measured using a digital micrometer (Tormach) with an accuracy of ±2 µm.
Cured height experiments were conducted in triplicate.
For the custom continuous-printing resins, cured height experiments were con-
ducted using blue (initiating) light only. These samples were post-cured under white
light for 60 s after rinsing with IPA.
3.2.4 Dead Zone Experiments
Dead zone experiments were conducted for custom photoinhibited resins to de-
termine the steady-state dead zone height as a function of the blue-UV intensity
ratio. Two 50-by-75-mm glass microscope slides were separated by spacers of known
thickness, and the gap between slides was filled with resin. Samples were exposed
for 30 s to variable intensity images designed such that each region of a grid would
be exposed to a different blue intensity while UV intensity was held constant. As
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a result, each region of the grid was exposed at a different blue-UV intensity ratio.
Uncured resin was rinsed from between the slides using IPA, and the sample was
post-cured under white light for 30 s. The thickness of the cured resin was measured
as above, and the dead zone height is determined by subtracting the measured resin
thickness from the known spacer thickness.
3.3 Model Development
Here, we present derivations for the uninhibited and inhibited curing models.
Curing models are developed assuming a single, stationary exposure—that is, under
resin characterization conditions, not printing conditions.
3.3.1 Uninhibited Curing Model
The standard configuration for a projection stereolithography 3D printer is shown
in Figure 3.1(a) and (b). Light is projected into the bottom of the resin bath while
the build platform is stationary. Resin is cured in the gap between the window and
the resin to form a layer before the part is separated and repositioned for the next
layer. Following a common approach for free radical photopolymerization [67, 19],
the following simplified reaction scheme is used for uninhibited exposure:
photolysis PI
hν−−→ R• (R 3.1)
chain initiation R• + M −−→ RM• (R 3.2)
chain propagation RM•n + M
kp−−→ RM•n+1 (R 3.3)
chain termination RM•n + RM
•
m
kt−−→ RMnMm (R 3.4)
In Reaction R 3.1, incident light (hν) photolyzes the photoinitiator (PI) to produce
primary radicals (R•). In Reaction R 3.2, primary radicals initiate growing polymer
chains (RM•) by reacting with a double bond in the monomer (M). In Reaction R 3.3,
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Figure 3.1. Uninhibited and photoinhibited projection stereolithography. (a) General printer con-
figuration for projection stereolithography, (b) In standard, uninhibited stereolithography, resin in
the gap between the part and the window is cured to form discrete layers. (c) In dual-wavelength
continuous stereolithography, a dead zone is generated near the window, preventing polymeriza-
tion. As a result, resin cures from the part downward and continuous printing is enabled. (d)
Absorbance spectra of custom resin components diluted in tetrahydrofuran (THF) to concentra-
tions, in wt.%, of 25, 6, 0.4, 0.06, and 2.3× 10−4 for HDDA, CN991, CQ+EDAB, o-Cl-HABI, and
Epolight 5675 respectively. The emission wavelength of the initiating and inhibiting light sources
used in experiments are shown in with shaded blue and purple boxes.
32
chains continue to grow by reacting with monomer. In Reaction R 3.4, termination
occurs as two growing chains combine. For Reactions R 3.3 and R 3.4, kp and kt
(respectively) are the reaction rate constants.
Two primary simplifications are made in deriving the model. First, rather than
considering growing chains of different lengths individually, we lump all radical
species into a single term, X•. All radical species are thus assumed to have sim-
ilar reactivity. Second, we assume the radical concentration quickly settles at a
constant value (i.e., the steady-state approximation [67]). Radicals are generated in
Reaction R 3.1 and consumed in Reaction R 3.4; Reactions R 3.2 and R 3.3 result in
no net generation or consumption of radicals. Thus,
∂[X•]
∂t
= R3.1 − 2R3.4 = 0 (3.2)
where [X•] is the radical concentration, R3.1 is the rate of Reaction R 3.1 and R3.4 is
the rate of Reaction R 3.4.




where ϕ is the quantum yield and I(z) is the light intensity as a function of depth
into the resin. From the Beer-Lambert Law,
∂I(z)
∂z
= −I0h−1a e−z/ha (3.4)
where ha is the absorbance height, the distance over which intensity is attenuated by
a factor of e, and I0 is the incident light intensity. For clarity, it is worth noting that
the absorbance height is sometimes reported as the distance over which the intensity
is attenuated by a factor of 10; the appropriate value depends on whether the base-e







In Reaction R 3.4, two radicals are consumed to produce a dead polymer chain;
however, in reality a range of termination mechanisms exist. To account for the
unknown mixture of mechanisms occurring for each resin composition, we replace












Equation 3.7 gives the steady-state concentration of radicals while the resin is ex-
posed to initiating light.
Ultimately, our goal is to relate the degree of curing to the incident intensity and
exposure time. The threshold for curing is generally set at the gelation point, which
is assumed to occur at a critical double bond conversion. ξ ≡ [M]/[M]0 gives the
fraction of double bonds which remain unreacted and can be written from the rate











m, and solve the differential equation:
∂ξ
∂t
= −K (I0e−z/ha)m ξ (3.10)
ξ = exp
[









Equation 3.12 appears to be a good candidate as an expression relating the degree of
curing to intensity and exposure time: the left-hand side is a function of the double
bond conversion, and the right-hand side resembles the standard definition for dose,
D = I(z)t, albeit with the expected power-law dependence on intensity. Thus, we





The dose analogue D′ has units of (mW cm−2)m s.
The Jacobs model is generally used in the form of the cured height equation,
Equation 3.1. A similar expression can be obtained from Equation 3.13. Assuming
that the gelation point occurs at the critical dose D′c (corresponding to a critical














Equation 3.15 is analogous to the Jacobs cured height equation and can similarly
be used to generate working curves and characterize resins. Unlike the Jacobs ex-
pression, it accommodates resins for which the reciprocity assumption is invalid by
introducing the termination parameter m.
3.3.2 Photoinhibited Curing Model
In dual-wavelength continuous stereolithography, initiation and inhibition are ef-
fected by orthogonal radical-generating reactions active at different wavelengths on
the electromagnetic spectrum. The printer configuration is shown in Figure 3.1(a)
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and (c). In this system, camphorquinone (CQ) and ethyl 4-(dimethylamino) benzoate
(EDAB) readily generate initiating radicals under visible light irradiation. When
irradiated with ultraviolet (UV) light, o-Cl-HABI (2,2’-Bis(2-chlorophenyl)-4,4’,5,5’-
tetraphenyl-1,2’-biimidazole) generates stable, non-reactive radicals, which have been
demonstrated to inhibit curing in a wide range of (meth)acrylate resins by recom-
bining with propagating carbon-centered radicals during polymerization. Concurrent
irradiation of visible and UV light into a vat of photopolymer (formulated with CQ,
EDAB, and o-Cl-HABI), results in a photoinhibited dead zone above the incident
surface. Initiation and inhibition are controllable with two independent wavelengths
(here we use λinit = 455 nm and λinhib = 365 nm) due, not only to favourable chem-
istry [68, 15], but also to complementary absorbance spectra (Figure 3.1(d)). o-Cl-
HABI absorbs strongly below 400 nm and, fortuitously, CQ/EDAB has a region of
exceptionally low absorbance from 350–375 nm while absorbing strongly from 450–
500 nm allowing chemically orthogonal processes to be activated under irradiation
with visible light and UV light. The thickness of this dead zone is dependent on
the resin properties and, more importantly, the intensity of the incident visible and
ultraviolet light.
To model curing in the dual-wavelength system, we extend the uninhibited model
to describe gelation under concurrent initiation and inhibition. Under concurrent
exposure from blue and UV light, inhibitor photolysis and chain inhibition are added
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to the reaction scheme:
initiator photolysis PI
hν−−→ R• (R 3.5)
inhibitor photolysis PZ
hν−−→ Z• (R 3.6)
chain initiation R• + M −−→ RM• (R 3.7)
chain propagation RM•n + M
kp−−→ RM•n+1 (R 3.8)
chain termination RM•n + RM
•
m
kt−−→ RMnMm (R 3.9)
chain inhibition RM•n + Z
• kz−−→ RMnZ (R 3.10)
The dual-wavelength derivation will follow the same pattern as the blue-only
derivation above. The steady state approximation is applied to both X• and Z•:
∂[X•]
∂t
= R3.5 − 2R3.9 −R3.10 = 0 (3.16)
∂[Z•]
∂t
= R3.6 −R3.10 = 0 (3.17)














As above, the differential equation for ξ ≡ [M]/[M]0 can be solved to find the
dose analogue D′ ≡ − ln ξ/K. Here, we will substitute the previously defined
constant K = kp(ϕbh
−1
b /mkt)
m as well as the newly defined inhibition constant
β ≡ ϕuvh−1uv /ϕbh−1b .
∂ξ
∂t
= −K (Ib,0e−z/hb − βIuv,0e−z/huv)m ξ (3.20)
ξ = exp
[








D′ again has units of (mW cm−2)m s. Here, we see that UV exposure, which drives
inhibition, effectively acts as “negative dose,” and thus requires additional blue ex-
posure, which drives initiation, to reach the critical dose. We note also that Equation
3.20 is suggestive of the previously reported relationship between reaction rate and
intensities for a photoinhibited system [20].
Note that Equation 3.25 has two solutions at each time: the frontside and backside
curing fronts (zf and zb, respectively). It is not possible to isolate zc in the concurrent
exposure equations, and parameters generally must be fit to Equation 3.22. However,
an analytical solution can be found in the limit t→∞. In the case of the frontside
curing front (i.e., the dead zone height) the solution must remain finite. Examining
Equation 3.22, D′ can only remain finite as t approaches infinity if the expression in
parentheses approaches zero. Thus,
Ib,0e















Equation 3.25 matches the previously reported steady-state dead zone equation [15]
and is the position where the rate of initiator photolysis R3.5 is equal to the rate of
inhibitor photolysis R3.6. The frontside curing front asymptotically approaches the
steady-state position; the backside curing front continues to grow indefinitely.
3.4 Results and Discussion
3.4.1 Commercial Resins for Layer-by-Layer Projection Stereolithography
Figure 3.2 conceptually illustrates the behavior for hypothetical resins where the
reciprocity assumption is or is not valid. When the reciprocity law applies, cured
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Figure 3.2. Comparing cured height results and model fitting for two hypothetical resins: one
where the reciprocity assumption is valid and one where it is not.
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heights for a wide range of intensities fall along a single curve when plotted against
incident dose (i.e., in the Jacobs working curve). A fit of the kinetic model to this
data results in a very similar curve, with m ≈ 1. Note that for m = 1, the cured
height expression for the kinetic model (Equation 3.15) reduces to the Jacobs model
expression (Equation 3.1).
In cases where the reciprocity assumption is invalid, cured height data for different
intensities do not collapse onto a single curve when plotted against dose; however,
the kinetic model accurately captures the effect of intensity and collapses the data
onto a single curve. Note that the resulting “dose equivalent” has unusual units that
depend on the value of m: (mW cm−2)m s. For this hypothetical resin m = 0.5, a
value which is within the reported range for acrylates [61].
Experimental cured height results for commercial resins are shown in Figure 3.3.
For each of the resins considered, both the standard Jacobs model and our kinetic
model provide good fits for the data. Because the Jacobs model fits the data well
and m ≈ 1 for the kinetic model (varying from about 0.9 to 1.1), the reciprocity
assumption is valid for these resins. These limited results suggest that the Jacobs
model may be sufficient for many commercial 3D printing resins; however, while the
selected resins represent a range of manufacturers, printing resolutions, and colors,
they are all general-purpose resins and were used promptly after delivery from the
manufacturer. Since the value of m is known to vary for different oligomers, these
results should not be extrapolated to specialized resins, which are formulated using
different oligomer blends to achieve particular material properties (e.g., flexibility,
temperature resistance, or biocompatibility). In our experience, we have also noticed
that expired or otherwise degraded resins do not adhere to the reciprocity law.
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Figure 3.3. Characterization of commercial resins. Each plot shows cured height as a function
of incident dose (standard optical dose D for the Jacobs model and the dose analogue D′ for the
kinetic model). Parameters were fit using a least-squares regression. For Formlabs Standard Clear,
the Jacobs model parameters are Dc = 223 mJ cm
−2 and ha = 260µm (R2 = 0.992). The kinetic
model parameters are D′c = 148 (mW cm
−2)0.91 s, ha = 238 µm, and m = 0.91 (R2 = 0.994). For
MakerJuice Standard Yellow, the Jacobs model parameters are Dc = 69 mJ cm
−2 and ha = 170 µm
(R2 = 0.983), and the kinetic model parameters are D′c = 67 (mW cm
−2)0.99 s, ha = 168µm, and
m = 0.99 (R2 = 0.983). For CPS PR57 Black, the Jacobs model parameters are Dc = 82 mJ cm
−2
and ha = 92 µm (R2 = 0.994), and the kinetic model parameters are D′c = 117 (mW cm−2)1.07 s,
ha = 99 µm, and m = 1.07 (R2 = 0.996).
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3.4.2 Custom Resins for Photoinhibited Continuous Stereolithography
Theoretical Model Results
From Equation 3.22, we can examine the photoinhibited model’s equivalent of
a cured height plot: the curing front plot. Figure 3.4 shows the development of
the curing front over time and the effects of model parameters. In dual-wavelength
stereolithography, liquid resin is simultaneously exposed to blue and UV light (Figure
3.4(a)). At time t0, the critical dose is reached at height z0 and the first infinitesimally
thin volume of resin is gelled, corresponding to the leftmost point of the curing front
curve in Figure 3.4(b). This is comparable to the critical time tc in the traditional
Jacobs model. At t = tc in an uninhibited resin, the first spot of resin gels on the
surface of the window; in inhibited resins, this initiation point is above the surface of
the resin due to the existence of a dead zone. The location of the initiation point can
be determined from Equation 3.22 and is discussed in Appendix B.3. As exposure
continues, the backside curing front zb rapidly progresses as the frontside curing front
zf slowly approaches its steady-state value.
It has been previously noted that Equation 3.22 cannot be directly solved for zc;
however, it is apparent from Figure 3.4(b) that after an initial period, the frontside
curing front can be approximated by the steady-state dead zone solution (Equation
3.25) and the backside curing front can be approximated by the uninhibited model
solution (Equation 3.15). Figure 3.5 shows the steady-state dead zone solution (un-
inhibited model solutions are discussed in the previous section). The steady-state
dead zone height depends on the log of the intensity ratio (Figure 3.5(a)) and so while
zf,∞ is theoretically unbounded as the ratio increases, diminishing returns place a
practical limit on the dead zones achievable by increasing the UV/blue ratio. At the
other extreme, an effective minimum intensity ratio arises because for βIuv/Ib ≤ 1,
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Figure 3.4. Development of the curing front over time and the effect of blue intensity, blue
absorbance height, UV intensity, and UV absorbance height. (a) Diagram showing cured part
growth over time with the initiation point z0, the backside curing front zb, and the frontside curing
front zf indicated. (b) Plot of cured part growth over time. The curve itself traces the movement
of the curing front, while the area inside the curve (shaded in this plot) represents cured resin.
After a brief period, the frontside curing front zf tends towards the steady-state dead zone height
zf,∞ while the backside curing front zb tends towards the solution from the uninhibited model.
Remaining plots show the effect of (c) blue intensity, (d) blue absorbance height, (e) UV intensity,
and (f) UV absorbance height on the curing front. Parameters other than the variable of interest
are held constant at Ib = 100 mW cm
−2, hb = 750µm, Iuv = 200 mW cm−2, huv = 100µm, β = 1,
m = 1, and D′c = 100 mJ cm
−2.
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Figure 3.5. Steady-state dead zone height (Equation 3.25) and the effect of (a) UV/blue intensity
ratio, (b) blue absorbance height, and (c) UV absorbance height. Parameters other than the
variable of interest are held constant at Iuv/Ib = 2, hb = 750µm, and huv = 100 µm. For (b) and
(c), red dashed line indicates the asymptotic limit at which hb = huv.
zf,∞ = 0 and resin cures to the window, thus preventing continuous printing. A more
effective route to increase the dead zone thickness is by varying the blue and UV
absorbance heights via the addition of light absorbers to the resin formulation. By
adding blue light absorbers or reducing UV light absorbers, zf,∞ can be significantly
increased (though the overall curing time is also increased, as shown in Figures 3.4(d)
and (f)). For continuous printing, it is necessary that hb ≥ huv, indicated by red
dashed lines in Figures 3.5(b) and (c). In the case where both huv > hb and Ib > βIuv,
a dead zone again exists—albeit on the “wrong” side of (above) the curing region.
Yet while the steady-state dead zone solution depends only on the ratio of blue and
UV intensities, the independent values of the blue and UV intensities are important
in determining the time-dependent approach to the asymptotic solutions. As shown
in Figure 3.6(a), the curing front is significantly affected by the blue intensity even
at a constant intensity ratio. The time to the initiation point t0 is significantly
longer at low blue intensities, though it only weakly varies with the intensity ratio
(Figure 3.6(b)). The effect is similar on the time to reach the uninhibited solution
(calculated as the time at which zb is 90% of the uninhibited value—the actual
approach is asymptotic). The time to reach the steady-state dead zone (the time at
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Figure 3.6. Effect of independent intensities at constant intensity ratio. Other parameters are
held constant at hb = 750 µm, huv = 100 µm, β = 1, m = 1, and D′ = 100 mJ cm−2. (a) The
development of the curing front is significantly affected by the blue intensity, even at constant
intensity ratio. (b) Time to the initiation point as a function of blue intensity at constant intensity
ratio. (c) Time for zb to reach 90% of the uninhibited solution at varying blue intensity and
constant intensity ratio. (d) Time for zf to reach 110% of zf,∞ at varying blue intensity and
constant intensity ratio. Iuv/Ib = 1 is not visible since no dead zone exists for βIuv/Ib ≤ 1.
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which zf is 110% of zf,∞) is highly dependent on the UV intensity (Figure 3.6(d)).
As a result, the time decreases when Ib is increased at a constant intensity ratio
(since Iuv also increases) and when the intensity ratio increases at constant Ib. Note
that since an intensity ratio of one produces a dead zone thickness of zero, the time
to reach 110% is infinite.
Resin Characterization Results
We prepared two custom photoinhibited resins to demonstrate model’s capability
in resin characterization. The identity, concentration, and function of resin com-
ponents is summarized in Table 3.1. Resin 1 is a fairly typical printing resin for
dual-wavelength continuous stereolithography, while Resin 2 is optimized for dual-
wavelength microfabrication [18].
The CQ, EDAB, and o-Cl-HABI photoinitiation/photoinhibition system is appli-
cable to a wide range of acrylate and methacrylate monomers. However, monomer
choice is not arbitrary: properties such as viscosity, reactivity, susceptibility to inhibi-
tion, and optical transparency must be carefully considered. The viscosity of CN991
(660 cP at 60 ◦C) makes working with it difficult, necessitating the addition of reac-
tive diluent (HDDA) to decrease the viscosity. HDDA is particularly susceptible to
photo-inhibition with o-Cl-HABI while having high reactivity when compared with
other diluents tested [18]. Furthermore, polymerization shrinkage—a well known
problem in (meth)acrylate photopolymerization [69]—was found to be particularly
problematic in highly functionalized diluents (e.g., trimethylolpropane triacrylate
(TMPTA)). While monomers typically do not have meaningful absorbance in the
visible range, they may have significant UV absorbance, which reduces huv. The
high optical transparency of CN991 and HDDA in the UV and visible region, as seen
by the low absorbances in Figure 3.1(d), are therefore desirable in this application.
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To determine the reactivity, absorbance height, and intensity dependence of the
resin we conducted cured height experiments in which photopolymer resin was
irradiated with visible light (λmax = 458 nm) at various intensities for different
times and the gelled height measured. This experiment yields the uninhibited
working curve (Figure 3.7(a) and (c)). By fitting Equation 3.15 to experimental
data at different intensities, we obtain the parameters for each resin. For Resin
1, D′c = 64 (mW cm
−2)0.99 s, hb = 408 µm, and m = 0.99. For Resin 2, D′c =
238 (mW cm−2)1.03 s, hb = 1,631 µm, and m = 1.03. Two considerations related
to the dual-wavelength printing apparatus are worth noting. First, while it is possi-
ble to determine hb (and huv) from UV-Vis spectroscopy, the value obtained differs
slightly to that from a cured height experiment. The difference is most likely at-
tributed to the broad emission spectrum of LEDs in the dual-wavelength printing
apparatus. Second, intensity variation in the system (as with all DLP projection
systems) is achieved by pulse width modulation of a digital micromirror device. This
is not strictly an “intensity variation,” and it is unclear how this affects our results.
To determine the effect of UV light on these resins, we conducted dead zone
height experiments under both steady-state and transient conditions (Figure 3.7(b)
and (d)). In each case, resin was sandwiched between two glass microscope slides
and exposed to concurrent blue and UV irradiation. Subtracting the height of cured
resin from the gap between the slides yields the dead zone height. For Resin 1, expo-
sures were over a 30 s period and the dead zone was assumed to be approximated by
the steady-state solution (Equation 3.25). A least-squares fit yielded the parameters
β = 0.73 and huv = 37.8 µm. For Resin 2, exposures were over a 15 s period and
the time-dependent model was used (Equation 3.22). A least-squares fit yielded the
parameters β = 4.84 and huv = 100 µm. The time-dependent model also provides an
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Figure 3.7. Characterization of custom resins for dual-wavelength continuous stereolithography
(see Table 3.1 for compositions). (a) Cured height as a function of incident dose for Resin 1. A
least-squares fit yielded the parameters D′c = 64 (mW cm
−2)0.99 s, hb = 408 µm, and m = 0.99
(R2 = 0.985). (b) Dead zone height as a function of intensity ratio for Resin 1. The exposure time
was 30 s, and the data was correspondingly fit to the steady-state dead zone equation, yielding the
parameters β = 0.73 and huv = 37.8 µm (R2 = 0.902). (c) Cured height for Resin 2, with the
parameters D′c = 238 (mW cm
−2)1.03 s, hb = 1,631 µm, and m = 1.03 (R2 = 0.958). (d) Dead zone
height at 15 s for Resin 2 with time-dependent model fit, with the parameters β = 4.84, huv =
100 µm, and m = 1.29 (R2 = 0.980).
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opportunity to re-fit the termination constant m, which may be reasonably expected
to vary from uninhibited to inhibited conditions, as the relative frequency of termi-
nation mechanisms may change with the introduction of photoinhibition. For Resin
2 under photoinhibition, m = 1.29.
3.5 Conclusion
In conclusion, we have developed a pair of curing models for uninhibited pho-
topolymer resins (in standard projection stereolithography) and photoinhibited resins
(in dual-wavelength continuous stereolithography). Compared to the standard Ja-
cobs model, our uninhibited model offers an improved ability to characterize resins for
variable-intensity printing—an expanding application—while maintaining the simple
characterization method of cured height experiments. Though the resins we tested
did not exhibit significant disagreement with the reciprocity assumption, they repre-
sent a small subset of resin varieties and future work should more broadly investigate
the applicability of the reciprocity assumption in 3D printing resins.
Our photoinhibited curing model allows straightforward characterization of resins
for dual-wavelength continuous stereolithography and provides a powerful tool in
choosing resin and printing parameters. Resins are characterized using two straight-
forward experiments (measuring the cured height and the dead zone), and we verified
that the model could fit the curing behavior of two custom resins. The ability to
easily manipulate the front- and backside curing fronts by varying intensity has sig-
nificant potential applications in dual-wavelength fabrication of microfluidic devices,
as demonstrated in recent work by de Beer [18]. For a well-designed resin, the blue
intensity, UV intensity, and exposure time can be chosen to produce layers of overlap-
ping and intersecting channels, significantly reducing the time and equipment needed
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to produce microfluidic devices.
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CHAPTER IV
Resin Flow and Dead Zone Uniformity in Photoinhibited
Continuous Stereolithography
4.1 Introduction
Stereolithography (or vat photopolymerization) is a branch of additive manufac-
turing with applications including nanomaterials [70], microfluidics [71, 72], bioma-
terials [73], ceramics [74], and aerospace manufacturing [75]. In stereolithography,
liquid photopolymer resin is solidified using light to form sequential cross-sections of
a desired part. Many of the technological developments in stereolithography through-
out its history have been driven by theoretical, computational, and experimental in-
vestigations of the physical interactions among the moving build platform, the grow-
ing gelled part, flowing liquid resin, and the resin bath. The significant forces required
to separate the part from the resin bath in layer-by-layer stereolithography drove the
development of new separation methods and surface treatments [8, 9, 10, 11]. A
paradigm shift came in 2015 with the introduction of continuous liquid interface pro-
duction (CLIP) [12]. By introducing a dead zone (a region in which polymerization
does not occur) between the growing part and the resin bath, CLIP further re-
duced separation forces and enabled continuous printing; however, separation forces
within CLIP still impose limits related to print speed, part size, and resin viscosity
[50, 76, 56]. More recent continuous printing approaches in stereolithography have
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continued address the limitations imposed by separation forces [15, 16, 17].
In one of these new continuous printing approaches, dual-wavelength continuous
stereolithography [15], resin is formulated with orthogonal photochemistries for ini-
tiation and inhibition—that is, initiation and inhibition are driven by independent
wavelengths of light. By varying the intensities of projected light as well as the
concentrations of photoinitiator, photoinhibitor, and light absorbers, a dead zone of
controllable thickness is generated. By printing with thick dead zones, existing limi-
tations resulting from limited resin reflow rates and large separation forces under the
build platform were addressed. As a result, this method offered the highest reported
linear print speeds of any continuous 3D printing method when published. However,
while dead zone control provides a powerful avenue to increase production rates and
has been clearly demonstrated in stationary resin characterization experiments (see
Refs. [15] and [18] as well as Chapter III of this work), the exact nature of the dead
zone during continuous printing—driven by the complex interplay of resin flow and
competing photoinitiation and photoinhibition reactions—has yet to be elucidated.
Here, we develop and analyze computational fluid dynamics (CFD) models to
investigate how resin flow affects the development of the dead zone and the print-
ability and fidelity of parts in dual-wavelength continuous stereolithography. We
report flow profiles in the resin bath and find that, in our model, dead zone uni-
formity and part fidelity are significantly affected by light intensities, moderately
affected by print speed, and slightly affected by part radius. We hypothesize that
dead zone uniformity is a contributor to the printability and quality of parts and that
good printing conditions result in a uniform dead zone. To that end, we develop a
model to maximize dead zone uniformity by spatially varying light intensities and
verify the effectiveness of this approach by printing actual parts.
52
4.2 Model Description
4.2.1 Model Geometry and Material Properties
Figure 4.1(a) shows the printing set-up for dual-wavelength continuous stereo-
lithography. A bath with a rigid, transparent window in the bottom is filled with
photopolymer resin. A build head is initially positioned adjacent to the window, then
moves upward continuously as cross-sections of the desired part are sequentially pro-
jected through the window and cured onto the growing part. Resin is prevented
from curing onto the window through the generation of a dead zone near the win-
dow in which polymerization is inhibited. Initiation and inhibition of polymerization
are achieved using orthogonal photochemistries. In the approach used by de Beer
[15], which forms the basis of this model, resins are formulated with photoinitiators
activated by blue light and photoinhibitors activated by UV light. By judiciously
choosing the light intensities and the concentrations of resin components (including
blue and UV light absorbers), the thickness of the dead zone can be controlled (as
demonstrated in Ref. [15] and in Chapter III of this work).
Finite element models of the dual-wavelength stereolithography system were con-
structed in COMSOL Multiphysics 5.5 (COMSOL, Inc.). While the intensities were
varied in simulations, the resin properties were maintained constant and are shown
in Table 4.1. Results from two models, with geometries shown in Figure 4.1(b) and
(c) and dimensions in Table 4.2, are presented here. In each case, the yellow region
labelled “photopolymer resin” is the only domain directly included in the model.
Other non-flowing regions are excluded and their role in the model is effected via
boundary conditions.
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Figure 4.1. (a) Diagram of dual-wavelength continuous stereolithography. A resin bath filled with
photopolymer resin is simultaneously exposed to blue and UV light, which respectively initiate and
inhibit polymerization. The build platform ascends as cross-sections of the part are continuously
exposed and cured. Dashed lines indicate the regions of the resin bath that are included in each
COMSOL geometry. (b) Geometry for the time-dependent, axisymmetric model. (c) Geometry
for the steady-state, axisymmetric model, which is used for intensity optimization.
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Table 4.1. Resin material properties in the COMSOL models. Resin 1 is used for results in the
time-dependent model, and Resin 2 is used with the optimization model. Note that the critical
dose and inhibition constant are given in their volumetric forms.
Property Symbol Resin 1 Resin 2 Unit
density ρ 1.05× 103 1.05× 103 kg m−3
dynamic viscosity µ 0.3 0.3 Pa s
diffusion coefficient c 1.0 × 10−10 1.0 × 10−10 m2 s−1
critical dose Dc 1.5 × 103 1.6 × 103 mJ cm−3
blue absorbance height hb 600 408 µm
UV absorbance height huv 50 38 µm
inhibition constant β 7.58× 10−2 7.45× 10−2 −
termination constant m 1 1 −






radius 32 − mm
height 51 − mm
build platform
radius 25 25 mm
height 19 − mm
initial gap 25 3,000 µm
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Time-Dependent Model This radially symmetric model, shown in Figure 4.1(b),
drives flow in the resin bath by including a moving build platform. In the model
geometry, the resin bath is 32 mm by 76 mm. The build platform is represented by
a 25 mm-by-19 mm void in the geometry that begins 25 µm above the window and
ascends at the print speed using a moving mesh interface. As fluid elements reach the
critical dose, their velocity is forced to match that of the build platform, resulting in
the cohesive movement of the cured part (discussed in greater detail below). Since
interfacial effects as the cured part exits the liquid resin into air are not in the scope
of this model, the upper boundary is treated as open—allowing flow in or out—to
represent an infinitely deep resin bath.
Steady-State Model This radially symmetric model, shown in Figure 4.1(c), is used
for intensity optimization and includes only the area under the build platform. Since
the model is steady-state, movement of the build platform and growth of the cured
part are not included; the build platform is positioned 3 mm above the window, where
it is expected that flow underneath the part is affected primarily by the size of the
dead zone rather than movement of the build platform. The cured part is represented
by a void in the geometry. Resin flows in at the edge of the build platform (with
the z-dependent flow direction approximated from the time-dependent model); the
build platform and the bottom of the part are outlets, with resin velocity equal to
the print speed.
4.2.2 Resin Curing











where D′ is the dose equivalent, t is time, Ib,0 is the incident blue intensity, hb is
the blue absorbance height, β is the inhibition efficiency, Iuv,0 is the incident UV
intensity, huv is the UV absorbance height, and m is the termination constant. To
combine this model with resin flow, the dose was treated as a conserved quantity
described by the convection-diffusion equation, with the right-hand side of Equation
4.1 as a source term:
∂D′
∂t
− ~∇ · (c~∇D′) + ~u · ~∇D′ = (Ib,0h−1b e−z/hb − βIuv,0h−1uv e−z/huv)m (4.2)
where c is the diffusion coefficient for dose, which must be nonzero due to the com-
putational difficulty of convection-dominated problems [77], and ~u is the velocity
vector. The dose at all points has an initial value of zero and the diffusive flux goes
to zero at all boundaries. The incident intensities vary with position and are zero
for r > Rp, where Rp is the part radius.
The phase transition from liquid to gelled resin is tracked using the Heaviside step







As the dose in a fluid element approaches the critical dose, the phase variable α of
that element decreases from one (liquid) to zero (gelled).
4.2.3 Resin Flow
Resin flow is modeled using the Navier-Stokes equation assuming laminar flow.
With maximum velocities on the order of 10−2 m s−1, lengths on the order of 10−2 m,
and a kinematic viscosity of approximately 10−4 m2 s−1, the maximum possible
Reynolds number is Re ∼ 1. Since the highest velocities correspond to the small-
est length scales (at the beginning of printing when the build platform is near the
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window), the Reynolds number is expected to be smaller. Thus, the laminar flow
assumption is reasonable for this model.
Since cured resin should cohere and move together as a solid object, an arbitrarily
large volume force is introduced in the model to drive the gelled resin velocity to the













where Fr and Fz are the r- and z-components of the force, u and w are the r- and
z-components of the velocity vector, S is the vertical print speed, A is an arbitrarily
chosen constant to dictate the magnitude of the force, α is the previously defined
phase variable, and  is an arbitrarily small constant to avoid division by zero. When
α = 1 (in the liquid resin), ~F = 0. However, as α → 0 the force ramps up and is
proportional to the difference between the current resin velocity and the desired resin
velocity (u = 0 and w = S). To achieve cohesive motion of the gelled part, we use
the constants A = 108 N s m−4 and  = 10−3.
4.3 Results and Discussion
4.3.1 Time-Dependent Print Modelling
The time-dependent axisymmetric model was used to simulate the printing of
cylinders of various diameters and to explore the effects of print speed and blue light
intensity on the dead zone during printing. Figure 4.2 shows representative velocity
profiles during continuous printing. Resin flow is driven by vertical movement of
the build platform. While printing, resin is displaced from above the build platform
and drawn underneath to fill the expanding gap between the build platform and the
window. A volumetric flow rate of ABPS is required during printing, where ABP is
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Figure 4.2. Representative flow profile for printing of a 2 mm radius cylinder at 300 mm h−1.
(a) View of resin flow throughout the resin bath at t = 20 s. The regions corresponding to insets
(b) and (c) are indicated. Arrows indicate the direction of flow while color indicates the velocity
magnitude. (b) Resin flow near the growing part at t = 1.5 s, 2.5 s, 10 s, and 20 s. Light gray under
the build platform represents the growing gelled part. (c) Resin flow near the edge of the build
platform. Times correspond to those for (b). (d) Streamlines and ∂D′/∂t under the growing part.
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the surface area of the build platform and S is the print speed. Since this flow rate is
constant through the printing process, flow velocities are highest in the initial stages
of printing when the gap between the build platform and window are small (Figure
4.2(c)). It is also at this point that deforming forces are the highest. The force
resulting from movement of the build platform is that of a viscous Newtonian fluid
between two separating parallel plates, known as the Stefan adhesion force. This





where µ is the resin dynamic viscosity, R is the plate radius, and h is the separation
distance. At early print times, the force is dominated by the effect of the build
platform, while at later times, the force is relevant primarily in the gap between the
cured part and the window.
Flow patterns near the center of the build platform are shown in Figure 4.2(b).
Resin starts with D′ = 0. The cured part is initiated and grows as resin reaches the
critical dose. Because the blue and UV intensities—and consequently, ∂D′/∂t—vary
with depth into the resin, it is clear that resin flowing to different regions of the
cured part will experience vastly different exposure histories. Figure 4.2(d) shows
streamlines under the part with ∂D′/∂t. Resin traveling to the center of the part
flows closer to the window (where inhibition is higher) and spends more time in the
exposure region than resin traveling to the outer edge of the part. As noted above,
as the gap between the build platform and the window expands, forces in the gap
between the cured part and the window (i.e., the dead zone) become more significant.
For a build platform radius of 25 mm, a part radius of 5 mm, and a dead zone height
of 100µm, this changeover occurs when the gap between the build platform and the
window is 855 µm (see Appendix C.2).
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To investigate the effect of printing parameters on dead zone uniformity, we ran
simulations while varying blue intensity, part radius, and print speed, with results
shown in Figure 4.3. In these plots, the curing front is defined by the D′ = D′c
contour; the procedure for calculating the dead zone height is described in Ap-
pendix C.3. Parameters other than the variable of interest are held constant at
Ib = 100 mW cm
−2, Iuv = 130 mW cm−2, S = 300 mm h−1, and Rp = 1 mm, and sim-
ulations were run for 40 s based on results showing that the dead zone profile does not
change significantly from 40 s to 60 s. As shown in Figure 4.3(a–b), changes in the
blue intensity significantly affect the dead zone uniformity. At Ib = 100 mW cm
−2,
the dead zone is reasonably uniform; however, as the intensity is moderately reduced,
the average dead zone thickness increases due to significant nonuniformity. At Ib =
70 mW cm−2, the dead zone height at the center of the part (399µm) is nearly five
times the minimum value near r = 0.5 mm (83 µm). As the blue intensity increases
above 110 mW cm−2, the part adheres to the window (the model is halted if D′ on the
bottom boundary exceeds the critical dose). These results suggest that, contrary to
predictions from the stationary exposure model (Chapter III), uniform dead zones of
arbitrary thickness cannot be generated in continuous printing simply by adjusting
the UV/blue intensity ratio. Outside of a small range of intensities, two outcomes are
seen: significant nonuniformity in the dead zone height or adhesion to the window.
In Figure 4.3(c–d), the print speed is also seen to affect the curing front, albeit
not as dramatically as the blue intensity: a 30% change in the blue intensity more
significantly affects the dead zone height than scaling the print speed by a factor of
six (from 75 mm h−1 to 450 mm h−1). However, while the curvature at the edge of
the part was fairly constant as the blue intensity changed, the part edge is notably
sharper at low speeds than it is at high speeds.
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Figure 4.3. The overall shape and uniformity of the curing front is affected by blue intensity,
print speed, and part radius. Parameters other than the variable of interest are held constant at
Ib = 100 mW cm
−2, Iuv = 130 mW cm−2, S = 300 mm h−1, and Rp = 1 mm. The curing front
is identified as the D′ = D′c contour. Error bars in dead zone height plots indicate dead zone
uniformity and are calculated as the standard deviation of z-coordinate values for points in the
dead zone curing front (see Appendix C.3). (a–b) Curing front and average dead zone height
for blue intensities ranging from 70 mW cm−2 to 110 mW cm−2. (c–d) Curing front and average
dead zone height for print speeds ranging from 75 mm h−1 to 450 mm h−1. (e–f) Curing front and
average dead zone height for part radii ranging from 0.5 mm to 2 mm.
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As the part radius increases (Figure 4.3(e) and (f)), the dead zone height in the
center remains nearly constant, though it pushes downward some some near the
edge. While increases in the blue intensity for larger parts might improve uniformity
by reducing the dead zone height in the center, this will result in an overall thinner
dead zone than in smaller parts, exacerbating the effect of increased separation forces,




We also developed a simplified steady-state model to programmatically optimize
blue and UV exposure intensities for a given part radius and print speed (geometry
shown in Figure 4.1(c)). While flow in the time-dependent model is directly driven
by build platform movement, the steady-state model simulates only the area under
the build platform, with an inlet defined at the outer edge and outlets on the build
platform and cured part (henceforth the “part outlet”). To accurately represent flow
in this simplified model, the velocity profile at the edge of the build platform (while
3 mm from the window) was extracted from the time-dependent model and used to
set the flow direction as a function of z at the inlet of the steady-state model. At
the outlets, resin was constrained to flow in the z-direction at the print speed (i.e.,
u = 0 and w = S).
Exposure occurs in the region from r = 0 to r = Rp, and three restrictions on in-
tensity were considered: constant blue and UV intensities, varying blue and constant
UV intensities, and varying both blue and UV intensities. The first case corresponds
to exposure using unpatterned light sources and a physical mask. The second case
corresponds to exposure from a patterned blue light source and unpatterned UV light
source. This case applies to our current dual-wavelength continuous printing appara-
tus, in which blue light is provided by a DLP projector (which can be patterned using
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grayscale images) and UV light is provided by an unpatterned LED source [15]. The
third case corresponds to exposure from patterned blue and UV sources. Practically
this could be achieved using a single projector containing both blue and UV LEDs or
by superimposing images from independent blue and UV projectors. When constant,
the intensity was allowed to take on any single intensity within the practical range of
our light sources (0 to 200 mW cm−2 for blue and 0 to 275 mW cm−2 for UV). When
varying, the coefficients of a fifth-order Bernstein polynomial were optimized and the
intensity was capped at the previously noted limits.
I0(r) = Imax[b0(1− r¯)5 + b1r¯(1− r¯)4 + b2r¯2(1− r¯)3
+ b3r¯
3(1− r¯)2 + b4r¯4(1− r¯) + b5r¯5]
(4.7)
where Imax is the maximum allowable intensity (200 mW cm
−2 for blue and
275 mW cm−2 for UV), bn are the Bernstein coefficients subject to optimization, and
r¯ ≡ r/Rp.
Additionally, the gap height under the part outlet (the dead zone height) is in-
cluded as an optimized parameter. While this dimension can be set explicitly to
optimize the intensities for a uniform dead zone of the desired height, here we fo-
cused on achieving the most uniform dead zone possible (regardless of height). The
dead zone height was allowed to vary from 10 µm to 300µm.
Two objective functions are used: one at the part outlet to optimize for dead zone
uniformity and a second at the window to restrict the solution from attaching the








The first objective function penalizes solutions if outflowing resin is not at exactly
the critical dose. In areas where the exiting resin is above the critical dose, the actual
dead zone height is expected to be below the part outlet height; where the exiting
resin is below the critical dose, the dead zone will be higher. In the second objective
function, C0 is an arbitrary large constant to penalize (and ideally exclude) solutions
where the phase variable at the window surface is zero, indicating cured resin.
Figure 4.4 shows optimization results for the three sets of intensity restrictions.
Comparing the three cases, it clear that the ability to spatially vary intensity enables
significantly more uniform dead zones. Variable blue intensity with constant UV
improves on the constant blue and UV case, and variable blue and UV achieves
the most uniform dead zones. Interestingly, when both intensities are unpatterned
(Figure 4.4(a)), the optimized values are effectively constant across the range of part
radii considered. This result adds some support to our conclusions from the time-
dependent model (Figure 4.3): the part radius does not significantly affect the form
of the dead zone. It is also noteworthy that the UV intensity takes its maximum
allowable value, ensuring that the part does not adhere to the window. For the most
lax intensity restriction—when blue and UV are both allowed to vary spatially—
the solution for each part radius again appears similar, with the curves essentially
overlapping (Figure 4.4(c)). Although the similar curve shapes suggest that the
UV/blue intensity ratio Iuv /Ib might remain constant throughout the part, it in
fact varies considerably (see Appendix C.5); furthermore, the peak intensity ratio
ranges from approximately 2.8 for Rp = 10 mm to 4.9 for Rp = 6 mm. The latter
effect may be an artifact of imperfect optimization since there is no clear pattern in
the intensity ratio function as part radius increases and the differences among the
intensity curves are quite small. However, the former effect persists across part radii,
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Figure 4.4. Exposure optimization under different intensity restrictions for cylinders with radii
ranging from Rp = 2 mm to 10 mm. The first row of plots shows the incident blue intensity as
a function of the r-coordinate normalized to the part radius. The blue intensity is capped at
200 mW cm−2. The second row shows the incident UV intensity, which is capped at 275 mW cm−2.
The third row shows the dose at the part outlet normalized to the critical dose. (a) Blue and UV
intensities are restricted to constant values across the part radius. The optimized value for each
part radius is approximately equal. (b) Blue intensity is allowed to vary as a function of r, while
UV is constant. (c) Both blue and UV intensities are allowed to vary as functions of r.
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with each intensity ratio curve having a similar form.
To verify functionality of the optimization model, we attempted to print cylinders
(10 mm radius, 30 mm height) using the optimized intensities predicted by the model,
with results shown in Figure 4.5. Since our current exposure setup is not capable
of UV patterning, only the constant blue/constant UV and variable blue/constant
UV solutions were considered. A description of the materials and methods for dual-
wavelength continuous 3D printing is available in Appendix C.1. For each of the
two solutions, we attempted printing at 100%, 90%, and 80% of the optimized blue
intensity value; the inset in the corner of each plot shows the grayscale image cor-
responding to each intensity function at 100%. The optimized UV intensity value
was not adjusted and was 275 mW cm−2 when the blue intensity was constant and
187 mW cm−2 when the blue intensity was allowed to vary. In testing the constant
blue intensity function (Figure 4.5(a)), we found that the computationally optimized
value was too high for successful printing: at both 100% (Ib = 164 mW cm
−2) and
90% (Ib = 146 mW cm
−2), the part attached to the window during early stages of
printing, causing the print to fail. At 80% (Ib = 130 mW cm
−2), we were able to print
the 30 mm tall cylinder, though it contained an observable void in the center. Such
voids can result from insufficient resin reflow rates, which occur when the gap be-
tween the part and the window is too small, or from uptake of highly inhibited resin,
which can occur if the blue and UV intensities are not properly balanced in a region
of the part. As the results of our time-dependent model showed, for large-radius
parts at constant blue and UV intensity, the dead zone tends to be smaller near the
outer edge than at the center (Figure 4.3(e)). The effects of this nonuniformity are
seen here: it is difficult to produce a part which prints successfully (i.e., does not
cure to the window) but that is solid in the center.
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Figure 4.5. Experimental verification of optimized exposure parameters for a 10 mm radius cylin-
der. Plots show the incident blue and UV intensity as functions of the normalized r-coordinate.
Insets show the images generated from the intensity functions. Blue intensities were scaled to 100%,
90%, and 80% of their optimized values for print tests. Photos of the top cylinder surface are taken
in different focal planes to show the presence (indicated by a dashed circle) or absence of an interior
void. Scale bars are 5 mm. (a) Unpatterned blue and UV. Printing attempts using 100% and
90% of the optimized blue intensity were unsuccessful as parts consistently cured to the window.
Printing at 80% of the optimized blue intensity was successful, though the resulting part had a
large void in the center of the cylinder. (b) Patterned blue and unpatterned UV. Printing was
successful at 100% and 90% of the blue intensity function, while the 80% part was weakly cured.
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When allowing the blue intensity to spatially vary, we found that the part could be
successfully printed without significant internal voids using the unmodified optimized
intensity function (Ib,max = 181 mW cm
−2). At 90% (Ib,max = 163 mW cm−2), the part
printed successfully but again contained a noticeable internal void.
One challenge in using the prototype dual-wavelength printer and a variety of
custom photoinhibitable resin formulations is the inability to know a priori the
appropriate printing parameters (i.e., speed, blue intensity, UV intensity) for a given
part, resulting in a sometimes lengthy trial and error process. This optimization
approach is able to alleviate some of that challenge by identifying effective settings
without requiring any printing.
4.4 Conclusion
In summary, we have developed a pair of CFD models for simulating the dual-
wavelength continuous stereolithography printing process and optimizing blue and
UV light intensities to maximize dead zone uniformity. Our results suggest that
dead zone thickness may not be easily controllable for a fixed resin, part, and print
speed. Our intensity optimization model was reasonably successful in predicting
effective printing conditions for a 20 mm diameter test model: when intensities were
restricted to only constant values, the optimized blue intensity needed to be reduced
by 20%, and when the blue intensity was allowed to vary spatially, the optimized
function could be used without modification.
Many physically relevant factors, such as part deformability and interfacial effects
at the resin surface, were not considered here, and the model could be expanded
to consider these. Furthermore, many potential routes for print optimization are
suggested by our findings but remain unexplored. Future efforts might further in-
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vestigate the ability to control dead zone thickness by varying UV intensity and
considering the role of light absorbers in the resin. Experimentally, the efficacy of
applying intensity functions from cylindrical parts to individual features in more
complex parts could be considered. Additionally, variable intensity could be ap-
plied to both blue and UV with a suitable light source. Ultimately, this study lays
the groundwork for future computational investigations and optimizations of dual-




Conclusions and Continuing Work
5.1 Conclusions
Dual-wavelength printing technology—including future multi-wavelength meth-
ods using additional independent photochemistries—is well-positioned to increase
production rates in stereolithography and produce parts that are difficult to cre-
ate via other methods. However, progress in dual-wavelength printing will be slow
without deeper understanding of the complex web of physical phenomena that drive
and limit the process. In this dissertation, I have attempted to address some of
these challenges. To that end, I have presented three modeling approaches to im-
prove dual-wavelength continuous stereolithography, with a focus on using spatially
variable exposures to improve part fidelity and unlock new applications.
In Chapter II, we identified the use of highly absorbing resins as a limit on print
speed and developed a method to improve print fidelity for less-absorbing resins.
We developed a mathematical model for optical dose to calculate the total accumu-
lated dose as a function of position in continuous printing and used that model to
“correct” slices projected during the printing process. Slice images for a model are
analyzed and modified using grayscale to precisely set the dose profile in the final
printed part, and we outlined an approach to designing dose profiles. We validated
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slice correction using a dual-wavelength continuous printer and achieved a nearly
90% reduction in cure-through for the test parts considered. Our results suggest
that typical slicing methods—which are optimized for traditional stereolithography
and highly-absorbing resins—are insufficient to realize the highest possible speeds in
continuous stereolithography.
Our model and correction algorithm for cure-through nearly eliminated cure-
through artifacts in test parts on the dual-wavelength printer, but this approach
also has potential to reduce cure-through and facilitate higher print speeds in other
continuous printing methods (e.g., CLIP [12]) or in layer-by-layer methods, which
to our knowledge do not generally implement any form of cure-through correction.
When implementing cure-through correction in other printers, consideration must
be given to the resin depth in the bath. The model assumes an infinitely deep resin
bath, and our experiments used larger-than-usual resin volumes to accommodate this
assumption; however, bottom-up (surface-constrained) projection stereolithography
typically uses small resin volumes to reduce material waste. The use of the existing
model with shallow resin baths could result in undercuring of features, and increas-
ing Dc or adjusting the model to account for resin depth could result in unavoidable
cure-through. In general, correction performance will suffer if the resin depth is too
small relative to the resin absorbance height. Thus, resin depth, absorbance height,
and correction parameters must all be considered together to optimize part fidelity,
print speed, and material waste.
Our cure-through work did not consider the role of inhibition—despite its necessity
for continuous printing—or the potential invalidity of the reciprocity assumption for
stereolithography resins. Thus, we sought to develop a more descriptive curing model
for the dual-wavelength system. In Chapter III, we derived and verified kinetics-based
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curing models for both uninhibited and photoinhibited stereolithography. Both mod-
els maintain the simple characterization method of the predominant curing model
while offering an improved ability to characterize resins for variable-intensity print-
ing, and the photoinhibited model is a necessary step in the development of more
complex simulations of dual-wavelength continuous stereolithography. The photoin-
hibition model we developed allows prediction of both front- and backside curing
fronts as a function of time, incident intensities, and resin properties. This model
has been successfully applied in dual-wavelength fabrication of microfluidic devices
and has the potential to reduce financial and technical barriers in the field of micro-
fluidics.
While the kinetics-based curing models are useful in their own right, revisiting our
cure-through work to incorporate these models could improve the utility of slice cor-
rection. Firstly, the photoinhibited curing model might reduce or eliminate the need
for parameter tuning for our dual-wavelength printer. Parameter tuning experiments
allow for effective correction despite the fact that the curing model does not account
for resin flow or UV inhibition; however, these experiments are time-consuming and
it is inconvenient to perform them in addition to the standard resin characteriza-
tion experiments. Secondly, combining the uninhibited model with slice correction
could be highly impactful in the burgeoning literature on dose-dependent functional-
ity in stereolithography by enabling precise delivery of prescribed dose profiles, with
corresponding variations in material properties.
In our own dual-wavelength system, resin characterization and application of the
model are limited by the installed light sources. Blue light is supplied by a modified
DLP projector, and the light intensity is observed to decrease over the course of
a continuous exposure. UV light is supplied by a constant LED source, and the
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light intensity is observed to vary radially. These inconsistencies increase variability
between experiments, thus requiring large numbers of trials to reduce error; a suitable
light source will alleviate these challenges.
Adding another layer of complexity onto our previous curing models, in Chapter
IV we developed computational fluid dynamics simulations to investigate interac-
tions between resin flow and exposure parameters during continuous printing. These
results complicate our understanding of dead zone control in dual-wavelength contin-
uous stereolithography and suggest that attempts to adjust the dead zone thickness
can adversely affect dead zone uniformity. We developed a model to optimize ex-
posure patterns, and our printing experiments confirm the predictive ability of the
model. Our results support the hypothesis that dead zone uniformity in the compu-
tational model is connected to the ability to print successfully and suggest several
future routes to optimize the performance of dual-wavelength continuous stereolitho-
graphy.
Though the model is specific to the dual-wavelength system, our core findings—
that exposure history and dead zone height vary throughout cured features and that
this nonuniformity can be reduced using optimized exposure patterns—are important
beyond our printing technology. While exposure in layer-by-layer stereolithography
occurs only in stationary resin, all continuous stereolithography technologies expose
resin as it is drawn across the window by the continuously ascending cured part and
can benefit from exposure optimization. “Full print” simulation is likely to be im-
practical outside of high-production-volume parts (due to long computation times);
however, optimized intensity functions for cylinders and other simple geometries may
be applicable to individual features in more complex parts.
The overall goal of this work was to better understand the physical phenomena
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underlying dual-wavelength continuous stereolithography and to harness that under-
standing to improve printer performance and enable new applications. We have suc-
cessfully used spatially variable exposure optimization to improve print speed, part
fidelity, and dead zone uniformity and to enable concept-to-device fabrication of com-
plex microfluidic devices in a matter of hours rather than days. Though we focused
on the dual-wavelength system, our work also impacts the field of stereolithography
more broadly. We developed a kinetics-based curing model and slice modification
algorithm that can be used in both continuous and layer-by-layer stereolithography
to improve part fidelity and precisely map dose-dependent material properties, and
we highlighted the need for resin flow modeling and exposure optimization in all
continuous stereolithography technologies. It is my hope that this dissertation lays
the groundwork for future theoretical and computational studies in stereolithography
and accelerates developments in the field.
5.2 Continuing Work
While our efforts have enhanced understanding of dual-wavelength continuous
stereolithography, there is still ample research to be done on this nascent technology.
Dual-wavelength continuous stereolithography as well as stereolithography and addi-
tive manufacturing more broadly sit at the intersection of chemistry, fluid dynamics,
heat transfer, and mass transfer; it is a field awaiting the contributions of chemical
engineers.
5.2.1 Reciprocity Law in Projection Stereolithography
In verifying our kinetics-derived curing models, the resins we tested did not ex-
hibit significant disagreement with the reciprocity assumption, despite evidence in
the literature that it is unlikely to apply for 3D printing resins. Even the “default”
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assumption of exclusively bimolecular termination in polymerization kinetics would
suggest an exponential dependence of m = 0.5, not m = 1. The resins we consid-
ered represent a small subset of commercially available varieties, and future work
could more broadly investigate the applicability of the reciprocity assumption in 3D
printing resins and any potential effects of using DLP light sources.
5.2.2 Dead Zone Control in Dual-Wavelength Continuous Stereolithography
In addressing dead zone uniformity during continuous printing, we considered only
a small subset of the optimization space. Future efforts might investigate the dead
zone uniformity when using optimized patterned blue and UV intensities. Addition-
ally, the role of UV intensity and nonreactive light absorbers were not investigated
in our work. Experimentally, the efficacy of applying intensity functions from cylin-
drical parts to individual features in more complex parts could be considered, and
variable intensity could be applied to both blue and UV with a suitable light source.
5.2.3 Unified Models for Dual-Wavelength Continuous Stereolithography
As I have suggested elsewhere, the printing process is affected by many variables
and physical phenomena. Other physically relevant factors, such as part deforma-
bility, interfacial effects at the resin surface, and polymerization-driven variability in
material properties and temperature could be considered in expanded models. Addi-
tionally, integration of cure-through correction and modeling of more complex parts





Modelling and Correcting Cure-Through in Continuous
Stereolithographic 3D Printing
A.1 Projector Calibration Data
Blue intensity calibration data for the dual-wavelength printer is shown in Figure
A.1. The relationship between pixel value and light intensity is not linear and is
found to be a piecewise function.
A.2 Derivation of Dose Equations
A.2.1 Derivation of Main Equations
The build platform begins in contact with the window and moves upward as the
print proceeds. The coordinate system is defined with respect to the build platform,
with z = 0 at the platform and increasing in the direction of the window (down-
ward). Since the projected slices are patterned and intensity degrades as the light
propagates, dose and intensity are functions of x, y, and z; however, for simplicity
our notation will only include z with the understanding that each equation applies
at a particular (x, y) position. Printing consists of both continuous and discrete
processes: as the build platform continuously ascends, exposure patterns change at
discrete intervals with each slice projected in sequence. To account for the discrete
projection of slices, the total accumulated dose at a point is a sum of contributions
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Figure A.1. Projector calibration curve. Measured blue intensity, I0, is plotted as a function of
the grayscale value, p, of the displayed image. The calibration curve is found to be a piece-wise
function typical of manufacturer color balancing encoded into projector firmware.
from each slice projected. DT(z) is the total dose delivered to position z in the final





where slices are numbered from 0 to N in the order of exposure.
To determine the dose contribution from each slice as the build platform contin-
uously ascends, we integrate over the time period when the slice is projected. The
change in dose at a point is given by:
∂
∂t
Dn(z, t) = − ∂
∂z
In(z, t) (A.2)
where t is time and In is the light intensity for slice n. The light intensity at any
depth in the resin bath, In(z), is given by Beer’s Law. Recalling that z = 0 at the
build platform, zw− z gives the distance from the position of the window (zw) to the
position of interest (z). From Beer’s Law,
∂
∂z





where In,w = In(zw) is the incident intensity and ha is the resin absorbance height
(the inverse of the absorption coefficient). Movement of the build platform is included
via the print speed. Since the coordinate system is defined with respect to the build














To calculate the dose contribution from slice n, Equation A.5 is integrated with
respect to zw. The limits of integration are the values of zw when slice n is first
projected and when the next slice, n+1, is projected: nhs and (n+1)hs, respectively,
















If the cross-section at height z is exposed to slice n (i.e., z ≤ nhs), Equation A.6
gives the contribution of slice n to the total dose at that point. If the cross-section
is not exposed to slice n (i.e., z ≥ (n + 1)hs), the dose contribution is zero. As a
simplification, we will consider only values of z which are multiples of hs (i.e., z-
values of simulated slices). For a treatment of all real values of z, see Appendix A.3
below. Note that this model implicitly assumes that a packet of resin tends to stay
in the same (x, y, z)-position as the print progresses.













Equation A.7 allows calculation of the total accumulated dose at any point in the
final printed part.
For convenience we may define several dimensionless variables. The dimensionless




The critical dose is experimentally determined for each resin formulation and is
related to the dose at which the resin becomes insoluble in the rinse solvent, IPA
(i.e., reaches the gelation point). A resin packet with ΩT < 1 is considered uncured,
while resin with ΩT ≥ 1 is considered cured. The dimensionless light intensity at
the window, Φ, is normalized by a critical intensity; Ic is the minimum intensity at












With this normalization, slice n is first projected when ζw = n. Finally, the dimen-










10−(n−ζ)η − 10−[(n+1)−ζ]η) (A.12)
As derived in Appendix A.2.4 below, Equation A.12 can be simplified such that
ΩT(ζ) is a function of ΩT(ζ + 1):
ΩT(ζ) = Φζ(1− 10−η) + ΩT(ζ + 1)10−η (A.13)
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Table A.1. Total dose by layer (from Equation A.13).
ζ ΩT(ζ)
N ΦN(1− 10−η)
N − 1 ΦN−1(1− 10−η) + ΩT(N)10−η
... ...
0 Φ0(1− 10−η) + ΩT(1)10−η
In Equation A.13, we find the relationship that will allow quick dose calculation and
slice correction. Starting at the end of the part (i.e., ζ = N), we may calculate the
total dose in each layer sequentially by considering only the current layer and the
preceding layer. Table A.1 gives expressions for ΩT at several values of ζ.
A.2.2 Fractional Values of ζ
When non-integer values of ζ are considered, there are three important cases for
determining the value of Ωn(ζ). Recalling that ζw, the window position, increases
constantly as the build platform ascends, these cases are delineated by the value of
ζ and the values of ζw while the slice n is projected. As noted above, ζw = n when
slice n is first projected, and the next slice is projected at ζw = n+ 1.
With the ζw values for each slice known, we may consider the three cases for
Ωn(ζ). In the first case, the cross-section at ζ is never exposed while slice n is
projected (i.e., ζw < ζ during the entire period slice n is projected). Here, the value
of Ωn(ζ) is simply zero.
Ωn(ζ) = 0, n+ 1 < ζ ≤ N (A.14)
with N corresponding to the final slice.
In the second case, the cross-section at ζ is first exposed during slice n (i.e., ζw = ζ
at some point while the slice is projected). To handle this case will require a more



























10−(ζw,1−ζ)η − 10−(ζw,2−ζ)η] (A.17)
For this case, the dose contribution is zero while ζw < ζ. Integrating Equation A.17
with limits ζw,1 = ζ and ζw,2 = n+ 1,
Ωn(ζ) = Φn
{




In the final case, ζ is exposed for the entire duration of the slice (i.e., ζw > ζ during
the entire period slice n is projected). Here, Equation A.17 applies with ζw,1 = ζ
and ζw,2 = n+ 1.
Ωn(ζ) = Φn
{
10−(n−ζ)η − 10−[(n+1)−ζ]η} , 0 ≤ ζ ≤ n (A.19)
Combining Equation A.14, A.18, A.19 into a single expression for Ωn(ζ),
Ωn(ζ) =

0, n+ 1 < ζ ≤ N
Φn
{
1− 10−[(n+1)−ζ]η} , n < ζ ≤ n+ 1
Φn
{
10−(n−ζ)η − 10−[(n+1)−ζ]η} , 0 ≤ ζ ≤ n
(A.20)
Equation A.20 allows us to determine the contribution of any particular slice to the
dose at any point.
To use Equation A.1 with a non-integer value of ζ, it is necessary to rewrite the
conditions in Equation A.20. Using floor bracket notation, where bζc indicates the
value of ζ rounded down to the nearest integer, the first case occurs for 0 ≤ n < bζc,
83
the second case occurs only for n = bζc, and the third case occurs for bζc < n ≤ N .
Rewriting Equation A.20 with these conditions:
Ωn(ζ) =

0, 0 ≤ n < bζc
Φn
{
1− 10−[(n+1)−ζ]η} , n = bζc
Φn
{
10−(n−ζ)η − 10−[(n+1)−ζ]η} , bζc < n ≤ N
(A.21)







10−(n−ζ)η − 10−[(n+1)−ζ]η} (A.22)
Equation A.22 allows calculation of the total dose at non-integer values of ζ.
A.2.3 Critical Intensity Ic and Dimensionless Intensity Φ
Ic is defined as the minimum intensity for which it is possible to reach the critical
dose. This theoretical limit is reached for an infinitely long exposure—that is, when

























Rearranging and substituting into Φ,








Similarly, Φ defines the asymptotic value of the dose as the exposure time tends to







A.2.4 Dependence of ΩT(ζ) on ΩT(ζ + 1)
If we contrast the total doses at ζ and ζ + 1, we will find that the doses are










Here, the sum has been split into two terms: first, the contribution from slice ζ




10−(n−ζ)η − 10−[(n+1)−ζ]η} , ζ + 1 ≤ n < N
= Φn
{
10−[n−(ζ+1)]η − 10−[(n+1)−(ζ+1)]η} 10−η
= Ωn(ζ + 1)10
−η
(A.28)
Equation A.28 shows that the contribution of slice n (where n ≤ ζ) to the dose at ζ
is equivalent to the contribution of slice n to the dose at ζ+ 1, multiplied by a factor
of 10−η. Substituting back into Equation A.27,
ΩT(ζ) = Ωζ(ζ) +
N∑
n=ζ+1
Ωn(ζ + 1) 10
−η (A.29)
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1− 10−η)+ ΩT(ζ + 1)10−η (A.32)
In Equation A.32, we find the relationship that will allow quick dose calculation and
slice correction. Starting at the end of the part (i.e., ζ = N) and moving upward
slice-by-slice, we may calculate the cumulative dose in each layer sequentially by con-
sidering only the current layer and the preceding layer. Table A.1 gives expressions
for ΩT at several values of ζ.
A.3 Effect of Finite Contrast Ratio
A deeper examination of behavior while black pixels are projected will highlight
the significance of the projector contrast ratio. The contrast ratio of a display system
is defined as the ratio of intensities for white and black; this is a finite quantity since
pure black (i.e., an irradiance of zero) is unachievable. Consider a point ζ in the part
envelope with a corresponding grayscale pixel value—that is, the pixel value for slice
n = ζ—is zero. From Equation A.13, the total dose at this position depends on the
minimum intensity and the total dose of the layer below:
ΩT(ζ) = Φmin(1− 10−η) + ΩT(ζ + 1) 10−η (A.33)
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When the dose contribution from the minimum intensity matches the exponential
decay from the dose at ζ + 1, a constant dose is maintained:
Ωmin(ζ) = Φmin(1− 10−η) + Ωmin10−η
= Φmin
(A.34)
This dose, Ωmin, acts as an effective minimum dose: if ΩT ≥ Ωmin at position
(x0, y0, z0), then ΩT ≥ Ωmin for all points (x0, y0, z ≤ z0). The minimum dose is
determined by the resin properties and the print speed as well as the contrast ratio
of the projection system. For our printer, we have measured a minimum intensity
of 1 mW cm−2, resulting in a minimum dose of approximately 36 mJ cm−3 (varying
with other parameters).
A.4 Equations for Target Dose Region Constraints
In a region of constant-intensity exposure, the dose at any point can be calculated
if the dose at one point is known. If ζ0 and Ω0 are the known position and dose and





For the constraint curves defining target dose regions, each curve has a constant
intensity exposure (Φmax for constraint (ii) and Φmin for constraint (iii)), and the
dose at the top and bottom edges are known (Ωc). If the upper and lower edges of











The constraint curves, and thus the target dose region, are dependent on several
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Figure A.2. Dose constraint curves (i) – (iii) and target dose region. ζU and ζL are the positions
of the top and bottom of the feature, respectively.
system parameters. The relative effect of a change in each parameter is shown below
in Figure A.3.
In Figure 2.3, we compare dose profiles with varying maximum doses; however,
the chosen maximum dose may not be reached for some features. As is evident
from Figure A.3, several factors determine the shape of the target dose region for a
feature. While most parameters are constant throughout the print (Imax, s, and ha),
the feature size may vary considerably. For a constant set of system parameters, each
feature has a maximum achievable Ωmax as a function of its height. To determine this








(Ωc − Φmin)10−ζUη − (Ωc − Φmax)10−ζLη
]
(A.38)
Using Equation A.38, we can write the maximum dose (assuming the edges are at
the critical dose) as a function of feature height:
δ ≡ ζL − ζU (A.39)
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Figure A.3. Effect of increasing (yellow curves) and decreasing (blue curves) parameters by
50%: (a) Base case. hs = 50 µm, ∆z = 1 mm, ha = 2,000 µm, s = 1,000 mm h−1, and Imax =
100 mW cm−2. (b) Decreasing feature height. (c) Increasing feature height. (d) Varying ab-
sorbance height. (e) Varying print speed. From Equation A.9, varying the critical dose has an
identical effect. (f) Varying the maximum projector intensity.
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Figure A.4. Maximum dose as a function of δη = (zL − zU)h−1a . As the feature height increases,
the maximum dose approaches the limit Ω∞ described in Appendix A.4. Parameters: hs = 50µm,











































Substituting Equation A.40 into Equation A.37,
Ω∗ ≡ Ω(ζ∗) = (Ωc − Φmin)(Φmax − Φmin)
(Ωc − Φmin)− (Ωc − Φmax)10−δη + Φmin (A.41)
Figure A.4 shows Ω∗ as a function of feature height.
A.5 Optimizing Dc and Ωmax
Effective slice correction requires that correction parameters are optimized for the
resin being used. Figure A.5 illustrates two limits on the maximum achievable dose
for printing with Resin 1 at 750 mm h−1; these limits exist independently from the
chosen value of Ωmax. As discussed in Appendix A.4, an infinitely long exposure at
Φ asymptotically approaches the dose Ω∞(Φ). Thus, the maximum intensity defines
a maximum possible dose in the model: Ω∞(Φmax) = Φmax. Figure A.5(a) shows the
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Figure A.5. Maximum dose limits for our presented optimization (Resin 1, s = 750 mm h−1,
Imax ≈ 75 mW cm−2). (a) Exposure height to reach the critical dose starting from zero dose.
Printing at a constant speed, larger height ranges must be exposed to reach higher doses. (b)
The maximum possible dose for a feature of a given height, as determined by the dose constraint
equations (Equation A.41 in Appendix A.4). When the correction is applied, the maximum dose
within a feature is the minimum of D∗ and the chosen Dmax.
distance that must be exposed at the maximum intensity before the critical dose is
reached. This relationship suggests than certain feature-dense geometries may not
be amenable to correction with these print settings; however, slower print speeds or
higher light intensities may be used to compress the curve downward (for a constant
exposure height, D ∝ Is−1).
For individual features, the maximum dose is the lesser of the prescribed Ωmax
and Ω∗ as defined in Appendix A.4. Analogous to Figure A.4, Figure A.5(b) shows
D∗/Dgel as a function of feature height for Resin 1 at 750 mm h−1 and several values
of Dc.
In addition to optimizing the critical dose parameter Dc, we also conducted ex-
periments investigating the effect of the maximum dose parameter Ωmax, with results
shown in Figure A.6. Setting higher values of Dmax makes the fidelity less sensitive
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Figure A.6. Varying Dmax with Dc = 5Dgel. (a) Ratio of height errors (corrected-to-uncorrected)
for a range of feature sizes and values of Dmax. A ratio of zero corresponds to a perfectly corrected
feature. Error bars indicate standard error. (b) Parts printed at 750 mm h−1 using slices corrected
with Dc = 5Dgel and different values for Dmax.
to feature size, though the effect is minor. Based on this result and the desire to
maximize green strength, we chose to operate the correction with an unconstrained
maximum dose (Ωmax =∞).
A.6 Model and Correction for Non-Continuous Stereolithography
While the main body of this work relates to continuous stereolithography, we
present here an adapted model and correction approach for use with traditional
layer-by-layer stereolithography. Our dose model is similar to those previously re-
ported [44, 45]. While grayscale has previously been used to improve x-y resolution
[52], it has not, to our knowledge, been explored as a solution for cure-through. The
compensation zone approach was partly developed to address cure-through artifacts
on exterior features by adjusting the dimensions of the model through an optimiza-
tion process [43, 48]. A compensation-zone-like approach was subsequently developed
for internal voids [41]. Manual adjustments to account for cure-through have also
been reported [49]. These references also provide background on the layer-by-layer
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printing process for unfamiliar readers.
A.6.1 Derivation of Dose Model

















For layer-by-layer exposure, each slice is exposed for time te while the build platform
is stationary. For slices to which position z is not exposed (n < zh−1s ), Dn(z) = 0. If





















Dimensionless variables for the layer-by-layer model are identical to those used in














Equation A.47 can be used to calculate the total accumulated dose at any point in
a part printed using layer-by-layer stereolithography.
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A.6.2 Slice Correction
In non-continuous stereolithography, the exposure time is set such that the far
edge of the current layer reaches the critical dose. In our notation, this position is
ζ = n − 1 for each slice n. Since the points of interest are integer values of ζ, we
may perform a simplification analogous to Equation A.32 from the continuous case




−η + ΩT(ζ + 2) 10−2η (A.48)
As with the continuous case, the correction is performed starting at the end of the
part (ζ = N) and moving upward slice-by-slice. From Equation A.48, the intensity
required to reach the critical dose can be determined for each layer within a designed
feature.
We applied the dose model and slice correction for layer-by-layer stereolithography
to a test model identical to that used in Figure 2.2 and 2.4. Figure A.7(a – d) shows
the model results for uncorrected slices, while Figure A.7(e – h) shows the results
for corrected slices. These results, along with the discussion below, show how slice
correction can be used in combination with resin and printer optimization to minimize
cure-through in non-continuous stereolithography.
For both corrected and uncorrected slices, a characteristic sawtooth pattern re-
sulting from discontinuous build platform motion is evident in the dose profile. These
discontinuities together with the nonzero background intensity of the projection sys-
tem have the effect of preventing “perfect” correction using our method. If the top
edge of a feature is just at the critical dose, there will be cure-through into the re-
gion just above it resulting from additional exposure at the minimum intensity. The
height of the minimum cure-through region, zCT (dimensionless: ζCT), is a function
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Figure A.7. Layer-by-layer printing of 3D model in Figure 2.2 (a). Dc = 576 mJ cm
−3, hs =
50 µm, ha = 110 µm, and s = 1,000 mm h−1. (a) Vertical stack of uncorrected grayscale projections
along the plane indicated in Figure 2.2(a). (b) Model prediction from slices in (a) showing areas
with cure-through (CT, red). Gray regions of the part are correctly cured (CC ). (c) Grayscale value
and dose for the (x, y) position indicated by the dashed line in Figure 2.2(a). (d) Contributions of
individual slices to the accumulated dose curve shown in (c) for n = 21 to n = 53. (e—h) Results
for corrected slices.
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of resin and system parameters and can be calculated. The dose at the top and





















If the exposure time is chosen such that the back edge of a feature just reaches the


















Thus, the size of the minimum cure-through region in layer-by-layer stereolithography
is a function of the resin absorbance height, the layer height, and the projector
contrast ratio. The amount of cure-through for a corrected model is reduced by
using a high-contrast-ratio projection system and a small layer thickness. Once
these parameters are set, the resin absorbance height can be optimized to minimize
zCT using Equation A.53. For the parameters used in Figure A.7, zCT ≈ 5 µm.
Figure A.7 also highlights the dose heterogeneity inherent to non-continuous
stereolithography. We can define the degree of dose heterogeneity ω as the ratio









The degree of dose heterogeneity thus increases as the layer height increases and
decreases as the absorbance height increases. For the hypothetical resin in Figure
A.7, ω = 2.848.
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APPENDIX B
Kinetic Curing Model for Uninhibited and Photoinhibited
Stereolithography
B.1 Calibration Data for Blue and UV Intensities
Intensity calibration data for the Ember are shown in Figure B.1. Calibration
data for the characterization of Custom Resin 1 are shown in Figure B.2; calibration
data for the characterization of Custom Resin 2 is available in Ref. [18].
B.2 Comparing Volume- and Area-Based Dose Models
Optical dose is generally given units of energy per unit area (e.g., mJ cm−2);
however, a volumetric dose with units of energy per unit volume (e.g., mJ cm−3)
is sometimes appropriate. This is often the case for photopolymerization-based 3D
printing, where volumes of material are exposed and the energy absorbed per unit
volume seems an apt metric (note that the historical use of optical dose is in applica-
tions where there is no appreciable attenuation of light intensity through the exposed
medium, such as photography and thin-film photolithography). In the model pre-
sented, we have used the area-based dose because we generally found that the critical
areal dose (the threshold for curing) remains constant as nonreactive light absorbers
are added to the formulation while the critical volumetric dose does not. Since the
critical dose is used as a measure of reactivity, not light attenuation, we believe this
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Figure B.1. Incident UV intensity versus grayscale value for the Ember 3D printer. The grayscale
value for a given pixel is defined as the [R,G,B]/255 where R = G = B. p = 1 corresponds to white,
and p = 0 corresponds to black.
Figure B.2. Calibration data for blue and UV intensities for the two-color printer. While lines
of best fit are included, only points where the intensity was explicitly measured were used in
characterization experiments. (a) Incident blue intensity, Ib,0, versus grayscale value, p. The
grayscale value for a given pixel is defined as the [R,G,B]/255 where R = G = B. p = 1 corresponds
to white, and p = 0 corresponds to black. (b) Incident UV intensity, Iuv,0, versus analog control
voltage, Vuv.
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choice is appropriate for the comparisons made in this work. Below, we present vol-
umetric forms of the key equations, where the subscript A indicates an areal variable
and the subscript V indicates a volumetric variable.























































B.3 Initiation Point in Photoinhibited Resin
The time and position at which curing initiates in the photoinhibited system can
be determined from the dose equation. After rearranging Equation 3.22 to solve
for the time at which a point reaches the critical dose, the initiation point is the























× (Ib,0h−1b e−zc/hb − βIuv,0h−1uv e−zc/huv) = 0 (B.10)
Equation B.10 has three solutions. The first parenthetical term is equal to zero for
zc → ∞ and at the steady-state dead zone position zf,∞; the second parenthetical













t0 can subsequently be found by substituting Equation B.11 back into Equation B.9.
The initiation point, then, is found to depend on the intensity ratio (rather than
the independent values of Ib and Iuv), the inhibition constant, and the blue and UV
absorbance heights. Comparing the equation for the initiation point (Equation B.11)
with that for the steady-state dead zone (Equation 3.25), their similarity is apparent.
In fact,






This relationship is clear when the two quantities are plotted, as shown in Figure
B.3.
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Figure B.3. Comparing initiation point z0 and steady-state dead zone zf,∞ in photoinhibited
model. Note that below the intensity ratio where zf,∞ = 0 (also indicated by x on the z0 line), no
dead zone exists, and continuous printing is thus not possible.
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APPENDIX C
Resin Flow and Dead Zone Uniformity in Photoinhibited
Continuous Stereolithography
C.1 Materials and Methods for Two-Color Continuous Printing
C.1.1 Materials
Resin for two-color continuous 3D printing was formulated as a mixture of
oligomer, reactive diluent, initiator, inhibitor, and light absorbers, with a com-
position given in Table C.1. The oligomer used was a proprietary acrylate
blend CN991 (Sartomer), with 1,6-hexanedioldiacrylate (HDDA, TCI America)
as a reactive diluent. dl-Camphorquinone (CQ, Fisher Scientific) and ethyl 4-
(dimethylamino)benzoate (EDAB, ACROS Organics) were used as the blue-light
initiator and co-initiator, respectively. 2,2’-Bis(2-chlorophenyl)-4,4’,5,5’-tetraphenyl-
1,2’-biimidazole (o-Cl-HABI, Hampford Research Inc.) was used as the UV-light
inhibitor. Resins were prepared by dissolving CQ, EDAB, and o-Cl-HABI in a
small amount of tetrahydrofuran (THF, ACROS Organics) and combining with the
oligomer and reactive diluent. Solvent was removed by evaporation under airflow fol-
lowed by degassing under vacuum. Uncured resin is rinsed away in cured height and
dead zone experiments using isopropanol (IPA, laboratory grade, Fisher Scientific).
Parameters in the resin curing model (Equation 4.1) were determined via cured
height and dead zone height characterization experiments. Methods for these have
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Table C.1. Resin formulation.
Component Function Concentration (wt.%)
CQ photoinitiator 1.9
EDAB co-initiator 0.94
o-Cl HABI photoinhibitor 2.8
Tinuvin 328 UV absorber 0.46
Epolight 5675 blue light absorber 0.004
CN991 oligomer 55.7
HDDA reactive diluent 37.2
been described elsewhere (see Chapter III or Refs. [15, 18]). For the resin used in
this work, D′c = 64 (mW cm
−2)0.99 s, hb = 408 µm, β = 0.73, huv = 37.8 µm, and
m = 0.99.
C.1.2 Two-Color 3D Printing
Two-color continuous stereolithography was performed using a previously de-
scribed custom 3D printer [15]. Blue light is produced from a DLP projector (Op-
toma ML750), which has been modified by removing the red and green channels.
UV light is produced from a light emitting diode (Thorlabs, M365LP1) and passes
through an adjustable collimation adapter (Thorlabs, SM2F) and an aspheric con-
denser lens (Thorlabs, ACL50832U). Blue and UV light is superimposed using a
longpass dichroic mirror (Thorlabs, DMLP425L), and the setup is controlled using
a custom LabVIEW virtual instrument.
C.1.3 Calibration Data for Blue and UV Intensities
Intensity calibration data for the two-color printer is shown in Figure C.1. For
each light source, a calibration curve for incident light intensity was produced using a
digital radiometer (International Light Technologies, ILT2400) with a UV-Vis GaAsP
detector (International Light Technologies, SED005/U) and a 10× attenuation filter
(International Light Technologies, QNDS2). Blue intensity (460 nm) was calibrated
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Figure C.1. Calibration data for blue and UV intensities for the two-color printer. (a) Incident
blue intensity, Ib,0, versus grayscale value, p. The grayscale value for a given pixel is defined as
[R, G, B]/255 where R = G = B. p = 1 corresponds to white, and p = 0 corresponds to black. (b)
Incident UV intensity, Iuv,0, versus analog control voltage, Vuv.
as a function of grayscale pixel value and LED input voltage, and UV intensity
(365 nm) was calibrated as a function of LED input voltage.
C.2 Separation Force and Build Platform Position
If the Stefan Equation (Equation 4.6) describes the separation force between a
surface and the window, the force scales with R4h−3. Thus as the build platform
rises, the separation force between the build platform and the window decreases.
At a certain point, the forces resulting from the part radius and dead zone height

















The gap between the build platform and window (zBP ) at which these forces are
equal is shown in Figure C.2 assuming a dead zone height zf of 100 µm.
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Figure C.2. Gap between the build platform and window at which forces resulting from the part
radius and dead zone height become more significant than forces resulting from the build platform
radius and build platform position. RBP = 25 mm and zf = 100 µm.
C.3 Dead Zone Calculations
To calculate the average dead zone height (shown in Figure 4.3), results are ex-
tracted from COMSOL and analyzed in MATLAB. D′ data is extracted from COM-
SOL on an interpolated 5 µm grid at the desired time point, and the MATLAB
function contourc is used to interpolate the coordinates of the D′ = D′c contour
(i.e., the curing front). Along the contour, the partial derivatives of dose ∂D′ /∂r
and ∂D′ /∂z are extracted from COMSOL. These partial derivatives are then used




Points on the contour with θ ≤ 10° are classified as part of the dead zone. This
threshold was chosen to give results similar to those that result from manual analysis.
The average and standard deviation of the z-coordinates for these points are taken
and are the values that appear in Figure 4.3 and C.3.
This method is imperfect: it sometimes ignores regions that should clearly be
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Figure C.3. Curing front position with varying blue and UV intensity at constant intensity ratio.
The overall shape and uniformity of the curing front is affected by blue (and UV) intensity, even
as the intensity ratio is held constant. Other parameters are held constant at S = 300 mm h−1 and
Rp = 1 mm. The curing front is identified as the D
′ = D′c contour. Error bars indicate dead zone
uniformity and are calculated as the standard deviation of z-coordinate values for points in the
dead zone curing front (see Appendix C.3). (a) Curing front and (b) average dead zone height for
varying blue and UV intensities at a constant ratio of Iuv/Ib = 1.3.
considered part of the dead zone, and the ambiguous curved edge region does not
offer clear cutoff points even if done manually. However, we have found this approach
to generally agree with “eyeball” analyses of the curing front images.
C.4 Effect of Blue Intensity on Curing Front Profile at Constant Inten-
sity Ratio
Figure C.3 shows the effect of changing Ib and Iuv together at a constant ratio
of Iuv/Ib = 1.3. The effect on the dead zone uniformity is minor overall. While
curvature on the edge of the part is reduced as the intensities increase, the dead zone
from the center to the beginning of the curved edge does not change significantly,
even as the intensities are doubled to Ib = 200 mW cm
−2 and Iuv = 260 mW cm−2.
As shown in Figure C.3(b), even as the average dead zone height slightly decreases
(due primarily to flattening at the edge), the standard deviation (i.e., uniformity)
remains consistent.
107
Figure C.4. UV/Blue intensity ratio for variable Ib and Iuv optimization. While the shape of
the blue and UV intensity functions is similar and the functions for each part radius appear nearly
identical, the intensity ratio is not constant with r /Rp, and the intensity ratio function varies for
different part radii.
C.5 Intensity Ratio for Variable Blue/Variable UV Optimization
Although the similar curve shapes for the variable blue and UV intensity functions
(Figure 4.4(c)) suggest that the UV/blue intensity ratio Iuv /Ib might remain constant
throughout the part, it in fact varies considerably (Figure C.4); furthermore, the peak
intensity ratio ranges from approximately 2.8 for Rp = 10 mm to 4.9 for Rp = 6 mm.
The latter effect may be an artifact of imperfect optimization since there is no clear
trend in the peak intensity ratio as part radius increases and the differences among
the actual intensity curves are quite small. However, the former effect (variation
within parts) persists across part radii, with each intensity ratio curve having a
similar form.
C.6 Rectangular Symmetry Optimization Model
The rectangular symmetry optimization model, shown in Figure C.5(b), is identi-
cal to the axisymmetric steady-state optimization model (Figure 4.1(c)) except that
it uses a line of rectangular symmetry rather than radial symmetry. The model
is thus assumed to extend infinitely along the axis normal to the simulation cross-
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section (i.e., out of the page). While the axisymmetric model is useful for simulating
parts or features with a circular (or approximately circular) cross-section, this model
is appropriate for parts or features where one dimension of the cross-section is sig-
nificantly longer than the other.
Figure C.5(c) shows the optimized intensity functions for a 10 mm half-width
cross-section (variable blue/constant UV); the resulting dose at the part outlet for
these optimized intensities is shown in Figure C.5(d). Figure C.5(e) shows the expo-
sure image resulting from the optimized intensity profile. Compared to the axisym-
metric model constrained to variable blue and constant UV (Figure 4.4(b)), the rect-
angular symmetry model achieves better dead zone uniformity overall—particularly
near the center (x = 0 or r = 0). Since the current printer setup is not ideal for
parts with a high aspect ratio cross-section (those where the rectangular symmetry
model is most applicable), an image such as that shown in Figure C.5(f), in which
the ends are replaced with the optimized axisymmetric intensity function, might be
more appropriate for print tests.
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Figure C.5. Geometry and optimization results for rectangular symmetry model. (a) Diagram of
two-color continuous stereolithography. Dashed lines indicate the region of the resin bath included in
the COMSOL geometry. (b) Geometry for the steady-state, rectangular symmetry model, which is
used for intensity optimization. (c) Optimized blue and UV intensity for a 10 mm half-width cross-
section (Wp). The incident blue intensity is allowed to vary with x and is capped at 200 mW cm
−2;
the incident UV intensity is constant and is capped at 275 mW cm−2. (d) Dose at the part outlet
normalized to the critical dose for the optimization in (c). (e) Image generated from optimized
intensity function in (c). (f) Proposed combination of cylindrical and rectangular solutions to
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