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Microsc. Microanal. Microstruct. 4 (1993) Looking back at the progress of electron microscopy over the past twenty years, the most striking fact is clearly the spectacular development of analytical electron microscopy which has added a new dimension, that of elemental mapping, to the structural information usually obtained by conventional electron microscopy. The following cases are notable examples: electron energy loss spectroscopy (EELS) combined to a conventional Transmission Electron Microscope (TEM) or to a Scanning Transmission Electron Microscopy (STEM) [1, 2] ; energy dispersive X-ray spectrometry (EDS) combined to a Scanning Electron Microscope (SEM) [3] or to a STEM [4] ; Auger Spectroscopy combined to an ultra high vacuum SEM [5] .
The benefit of adding elemental mapping to X-Ray Microscopy (X.R.M.) is obvious if the specific advantages of X-ray microscopy with respect to EM are considered: the ability to observe far thicker spécimens even placed in selected environments (air, water). Of course, the principles of (* ) Some aspects of this paper have been presented at XRM 4th, Chernogolovska, Russia, [20] [21] [22] [23] [24] September 1993.
Article available at http://mmm.edpsciences.org or http://dx.doi.org/10.1051/mmm:0199300406051300 differential X-ray microscopy have been known for a long time [6] [7] [8] [9] [10] . They consist in obtaining two images of the specimen by using two different photon energies, El and E2, situated on the two sides of an absorption edge energy of the element to be visualized. This procedure is similar to that of EELS in its principles but it often requires the use of 2 n irradiations for the mapping of n elements. More, only the local weights per unit area are obtained so that the final images are also sensitive to the local changes of the thickness of the specimen.
In fact, X-ray photon-matter interactions differ from electron-matter interactions because the main process is the absorption effect and it is not influenced by multiple scattering effects. The result is that the elemental information is present at any energy of a X-ray absorption spectrum and is not restricted to regions situated above threshold energies. Based on this remark, the goal of the present paper is to propose a new approach which only requires the use of n radiations and which also permits to obtain thickness maps.
The new formalism to be applied for finding the atomic concentrations of the n elements composing a specimen as a function of the n images obtained by using n different monochromatic radiations El, E2, ..., En, will be examined in the next section, together with determination of the concentration of only a part of the components and a detailed analysis of the precision of the quantification procedure. Section 3 is devoted to the correction procedure to apply for taking into account the fluorescence effects and for dealing with situations in which classical X-ray sources being used, the incident photon beams are not strictly monochromatic. At last, some aspects of bremsstrahlung induced AXRM will be briefly indicated in appendix.
2. The proposed approach.
2.1 GENERAL CONSIDERATIONS. -For obtaining elemental (or species) mapping, the first principle of analytical X-ray microscopy consists in obtaining various images of a given specimen from the use of some selected incident photon energies. For the experimental point of view, the acquisition of one image can be obtained in a sequential (scanning) mode, like in STEM or directly on a two-dimensional detector like in TEM. But in opposition to electron microscopy, there is next a wide variety of technical solutions which differ from each other by the choice of the X-ray source (from the X-rays generated by the electron bombardment of a target up to the use of the synchrotron radiation), by the choice of the optical arrangement (with focussing elements such as zone plates or without them in contact microscopy or in shadow microscopy) and by the choice of the detectors. Figure 1 illustrates some of these possible arrangements and their resolving power are indicated in the captions. Using one of these arrangements the principle of the conventional approach (differential X-ray microscopy) for the determination of an element A in a mixture of other elements is illustrated in figure 2 . The basic data consist of the measurements of the attenuation of X-ray beams having energies El and E2 situated on the two sides of the absorption edge, EA, of the element of interest.
When characteristic radiations are used, the contribution of the matrix is considered like a decreasing background following a power law of the form aE-3 [8] . When a tunable X-ray source such as synchrotron radiation is used, it is possible to reduce the El, E2 interval (El = EA -03B5; E2 = EA + 6:) in order to consider that this background contribution is the same for the two measurements [9] [13] . In the two cases, the local weight per unit area, mA, is next deduced so that the contrast of the final image (mA image) is also influenced by the possible local change of the thickness of the specimen. More (2) [10] . It has been greatly improved by inserting a focussing element -such as a zone plate-between the aperture (2) and the specimen (3): a 55 nm spatial resolution has been obtained for the 285-590 eV interval [11] [12] . In contact microscopy (in Fig. a2 ), the use of photoelectronic converters -instead of photo resists-permits to obtain on line digital images, with a lateral resolution of 0.3 lim [13] [14] [15] . Derived from the old shadow microscopy but using, now, modem detectors, Fig. b illustrates the arrangement used in our laboratory [16, 17] with a CCD camera as a two dimensional detector (2) leading to a lateral resolution in the micron range. The simple shift of the target holder (1) atomic concentrations (EK CK = 1) may permit, in addition, to obtain the local thickness. It is the leading philosophy of the approach described in the following sub-section.
PROPOSED APPROACH: DETERMINATION OF THE CONCENTRATIONS OF ALL THE COMPO-
NENTS. -In this sub-section, it is assumed that different images of a given specimen have been obtained at different incident photon energies and the goal is to deduce the atomic concentrations CA, CB..., CN of the various components A, B, ...N of this specimen from the measured intensities associated with each pixel of the specimen (except specific indications, the following developments apply to any kind of analytical X-ray microscopies and are independent of the lateral resolution of the instrument being operated).
The basic data consist of the measurements of the attenuation of X-ray beams of different photon energies passed through the specimen. i) The precision related to the second term on the right hand side of expression (13) (13) .
ii) The precision related to the first term on the right hand side of expression (13) From the corresponding curve (see Fig. 4 ) it is clear that the optimum sensitivity can only be obtained by use of photon energies for which x is close to the unity. Unfortunately it is not possible to take benefit of such a remark for the choice of the photons energies if the approximate composition and thickness of the specimen is not known a priori (to evaluate 1£t). Unfortunately, the best energies to operate El, E2, E3 can only be determined with an a priori knowledge of the thickness and composition of the specimen (and they change from pixel to pixel when the local composition or thickness changes). Even in the differential approach the best choice for E-A (before a threshold) may lead to a catastrophic deterioration of the S/N ratio for Eu because a slight change of E induce a large change on fit (after the threshold of a majority component).
The same causes of uncertainty applies also in the conventional (differential) approach where the precision decreases when the number of independent measurements increases (2n instead of n). In addition when the element A of interest is a majority component of the specimen, the slight change of the photon energy from one side to the other side of the absorption edge, EA, leads to a large change of the 03BCt(or x) value and a dramatic deterioration of the signal-to-noise ratio is possible.
For the proposed approach, it is suggested to chose the photon energies in order to optimize the 1 Q (Ej) 1 determinant (point i, above) when the approximate composition and thickness of the specimen are not known a priori but keeping in mind that this choice can be relaxed when these additional informations are known. Figure 5 illustrates this strategy. Over the differential approach, one additional advantage of this approach is that it permits the concentration determination of all the components of the specimen even if one of them has a threshold energy outside the investigated energetic interval Zain) E..1 -élément C of figure 5-. In favourable situations (binary or temary systems) a precision in the 1 % magnitude is expected for the relative concentration determination. With a poorer precision, the concentration determination of 2 (or more) components can also be performed by using radiations outside the interval of the threshold energies of these components if the corresponding QA (E), QB (E) curves are not parallel to each other (If the Q vectors are co-linear the Cramer's system does not admit solution). This possibility may be useful for (and has to be restricted to) the investigation of thick specimens that cannot be thinned (living specimen for instance) and which require the use of harder radiations to be investigated. Finally, one may observe that the mathematical procedure to follow for obtaining quantitative elemental mapping is the same for each pixel of the initial images and it is simple enough to perform with a RC. Using a digital shadow microscope (Fig. lb) , this approach has been applied on test specimens in our laboratory. By changing the target without moving the specimen, successive M (Ej) t -or Zyimages are obtained in few seconds from a logarithmic compression for the acquired images [17] . Few additional seconds are only needed to go from the initial images towards the elemental and thickness maps (paper to be submitted). It has been found that the unique difficulty was related to the non-monochromaticity of the photon beams we use, see section 3.2. [Emin, Emax] . Their contributions look like a monotonous and decreasing background on which the contributions of the other species present discontinuities. For instance it is the case of biological specimens mainly composed of carbon and oxygen (having K thresholds in the soft X-ray region) when the required identification is that of the relative concentrations of metallic atoms (AI,In,Ca,K), which can only be done by their K threshold energies (being situated in explored photon energy range).
In such a situation, it is possible to determine the concentration of only n' species over the n components from n' + 1 or n' + 2 measurements.
For instance, in the case of the concentrations determination of only two elements, A and B (inside a given pixel), the expression (2) when Ej goes from 1 keV to 10 keV). The result is that in many situations, the exponent R can be chosen to be R = 3 and n' + 1 images have to be acquired (at n' + 1 different energies) to determine the n' surface atomic densities dA, dB,..., dN of n' elements plus the factor F.
When FE-R cannot be considered as a small correction term with R = 3, n' + 2 independent images have to be acquired (for the determination of F, R, dA, dB, ...dN,). For this, several procedures can be used such as "Least Squares Method [22] " or better "the Maximum Likelihood Method" [23] , using a starting value of the exponent R close to 3. For each pixel, the relative concentrations of the identified elements can, then, be evaluated from the ratios of the form dA /dB = CA / CB . In this approach (illustrated in Fig. 6a ) the local determination of NOt cannot be performed because of the impossibility of using the sum relation: CA + CB + ... CN = 100% and when n' is n' = 1 or 2, it does not differ significantly from that used in differential microscopy.
An alternative approach, more closely related to that developed in EELS [1, 2] , consists in considering the intensities obtained before the thresholds of the elements of interest (EA, EB ) as all contributing to a non characteristic background of the form F'E -R' . Then, two first images (obtained at Ei, E2 EA, EB ) are used to determine F' and R' in order to evaluate next (by extrapolation) the characteristic contribution of the elements of interest.
Such an approach is illustrated in figure 6b, allowing determination of the surface atomic density of the element A (for example) from:
where QAk (E3 ) represents the photo-ionization cross-section of the subshell, k, of interest of the element A. The relative concentrations CA/CB may, then, be deduced.
As in EELS, this procedure is an extrapolation process based on a mathematical model for the background. The use of unconventional methods related to multivariate statistics and entropy concepts (i.e. factor analysis of correspondence or principal component analysis) should be inspected because they run without any a priori hypothesis for the background and the noise [24, 25] . (21) is only valid when the total surface atomic density, NI t, is postulated to be the same for the two investigated regions, (A) and (A+M).
In fact, the main interest of expression (21) is that it allows us to evaluate the minimum atomic concentration detectable, CA (min) for an elemènt A (or a compound) embedded in a matrix M. When this expression is combined to expression (15) of (Ai/i) and when, as is usually admitted, one considers that a detail in a matrix is detectable when On is at least equal to 3 times the statistical fluctuations of the photon counting, n, besides this detail (On = 3n(M)), one obtains:
(a 100% quantum efficiency for photon detectors is assumed).
As it has been previously discussed (Sect. 2.3), the influence of the factor 30394i/i is that the sensitivity of X-ray microscopy as well as that of X-ray tomography [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] 27] is optimum when the function ex/2x is minimum (x = J-Lt/2) and this minimum is close to the unity when 03BCt ~ 2. For an order of magnitude, 3(Az/z)MDC is of around 10-2 when no (per pixel) is of around 105 photons with the optimum choice of E : Eopt. For a specimen of given uniform thickness and composition, this means that this optimum sensitivity can only be obtained by using this optimum photon energy, Eopt, (for which zut = 2) and that the other images (obtained at other energies and required for performing AXRM) will have a deteriorated S/N ratio if the magnitude of the number of incoming photons is the same for all the energies. When the specimen is strongly heterogeneous in thickness or composition, only some regions of an image may correspond to the optimization of S/N and the location of these optimized regions changes when the photon energy is changed. At the end of the image process, one may expect to have a more or less uniform S/N in each of the elemental maps obtained finally but these effects are intrinsic effects and are independent from the approach being applied for chemical mapping.
To evaluate the sensitivity in terms of CA (min) (in Exp. (22)), one has also to take into account the factor Q(M) /6Q which strongly influences the final result. As expected, one finds that an element A cannot be detected when its cross-section QA is very close to that of the matrix, QM, in which it is embedded. Cracks or empty cavities in the specimen correspond to QA = 0 and the sensitivity in their detection is govemed by the factor 0394i/i (Exp. (15) Fig. 7 . -When Cu impurities are embedded into carbon or water matrices, M, the detection limit Ccu (min), given by expression (22) , may reach the 10-4 -10-5 interval for photon énergies larger than ECu(K) 8 .9 keV because Q(M)/6Q is ~ 10-2 -10-3. These results holds for matrices having the optimum thickness to (vertical scale on the right) and for 105 incident photons leading to 30394i/i ~ 10-2. The Q(E) curves are deduced from référence [18] . The situation is less favourable for photon energies situated in the water window, between the C and the 0 K edges at 0.28 keV and 0.53 keV, and the optimum thickness is far thinner.
and if oxygen (of water) is chosen as a matrix (instead of carbon), the factor Q(M)16Q is in the 5 x 10-2 -5 x 10-3 interval for the same A elements. Figure 7 illustrates this point for copper at energies larger than ECu(K) ~ 8.9 keV Consequently, one specific advantage of X-ray microscopy operated at such energies is that its sensitivity may reach 10-4 -10-5 (atomic fraction) for medium Z elements embedded in very light matrices of carbon or water such as those of biological tissues. It is interesting to point out that such results are better than those expected when the selected photon energies are inside the so-called "water window" [28] and if such high sensitivities may only be obtained on specimens having the optimized thickness, to = 2/03BC, this thickness is far larger than that needed for the investigation in the soft energy range (see the vertical scale on the right of Fig. 7) .
To summarize this sub-section one has to outline that when compared with many other analytical techniques, the sensitivity of X-ray microscopy covers a larger range from its inability to detect some elements in some matrices (AC &#x3E; 1) up to its excellent detection limits for some other elements in other matrices. This is because the value of this sensitivity depends not only upon the statistics of countings but also on the very large change of the cross-sections of elements of interest and of the matrix as well as on the exponential influence of the thickness of the specimen.
3. Correction procedures.
In the relations (1), (2) and others, it has been admitted that the incoming radiations 7{B I0j, are monochromatic radiations and that the collected intensities are directly related to the absorption process (given by the Beer's law).
In fact, the photoabsorption process (on which analytical X-ray microscopies are based) is followed by a radiative de-excitation process which leads to the emission of a fluorescence intensity, IF (basic mechanism of X-ray fluorescence analysis technique, XRF).
The recorded intensities, IR, are the sum of the transmitted intensities Ij and sometimes of the fluorescent intensities, IF and it is not possible to separate the two contributions when nonanalyzer detectors (such as CCD cameras) are used.
On the other hand, when conventional X-ray sources are used to produce the incoming radiations (electron bombardment of targets in laboratory X-ray microscopes), these incoming radiations are not monochromatic because of the bremsstrahlung contribution. Here again, these two contributions to the recorded intensities, IR, cannot be discriminated except when analyzers (such as EDS) are interposed between the source and the detector. The correction procedures to apply for taking into account these effects are the subject of the following sub-sections. figure 9a , in contact microscopy, the fluorescent intensity received by a given pixel in the image plane is issued only from its corresponding region in the object plane and from the neighbouring regions. On the other hand, when the detector is far from the object (as in shadow microscopy), all the irradiated parts of the specimen (even those which are outside the field of the image) may contribute to the more or less uniform background due to fluorescent signals (Fig. 9b) .
In the case of contact microscopy, an iterative procedure can be used for the fluorescent correction. In a first step, the measured intensities for a given pixel are used to evaluate C'A, C'B, Cj without corrections. Next the IF contributions (issued from the corresponding region and its proximity in the object plane) are evaluated by using expressions similar to expression (23) in order to be substracted from the measured intensities. Using the intensities thus corrected, the operations are then repeated. Again, for widely illuminated specimens in direct view of the detector when the distance between the specimen and the detector is large, the fluorescence correction is expected to be greater than in contact microscopy but it is easier to estimate experimentally because it is quite uniform for all the pixels. For instance a Si(Li) detector (see Fig. 9c ) can be set between the specimen and the two-dimensional detector in order to measure the relative weight of the fluorescent contributions with respect to the transmitted intensity and the same corrections are next applied to all Fig. 9 . -The fluorescent contribution may be significant when the specimen is widely illuminated and is in direct of the detector: contact microscopy (a) and shadow microscopy (b). Possible solutions for evaluating experimentally the weight of the fluorescent contributions (c) in shadow microscopy by either using a Si(Li) detector or, better, by inserting a knife edge screen. The intensity received by each pixel situated along the border ( y direction) in the shadow region corresponds to the fluorescent intensity emitted by the left hand part of the specimen. The contribution emitted by the righthand part of the specimen can be measured in the same way by setting the blade on the left hand side. To perform fluorescence correction, the sum of these mean intensities (per pixel) is next subtracted from the intensity received by each pixel of the initial image. The same knife-edge method may also sign the possible diffraction effects in a crystalline specimen by Kossel patterns in the shadow region. pixels of a given image. A better alternative solution consists in inserting a half screen (like a knife edge) between the specimen and the two-dimensional detector in order to obtain two equivalent areas (on the screen). The area being in the shadow region contains only a part of the fluorescent (and of the elastically diffused) contribution but no signal intensity. This contribution is not uniform ; it is maximum along the border of the two regions where it corresponds to the fluorescent contribution of the half of the specimen which is on the opposite side of the shadow.
Consequently the proposed method for the fluorescence correction consists in measuring the mean intensity received by each pixel along this border for one position of the knife edge and next in performing the same operation when the knife edge is set in a symmetrical position. Finally the sum of the mean intensities received by the pixels (being along the border and successively in the shadow region) is subtracted from the intensity received by each pixel of the initial image. where r(E) again represents the response function of the detector and Ep is the maximum photon energy in the spectral distribution (it is the energy of the primary electron beam when the X-rays are generated by electron bombardment). When the specimen is irradiated by the X-ray beam, the intensity measured on the same pixel is given by:
The exponent ¡..t(E)t, in the integral, corresponds to the function:
Out of the integral, the exponent put is the specific value of the above function at the energy Ej and it is directly related to the quantity developed in expression (2).
In order to correlate the present situation to that of the monochromatic situation described in sub-section 2.2, we need to know the response function of the detector r(E) (which was not required in the monochromatic case) and the spectral distribution g(E). The latter may be deduced from experiments using a solid-state detector (as in Fig. 9 ) or from the use of more or less refined theoretical calculations like that widely explored for the background modeling in electron probe microanalysis, see for instance reference [3] , chapter 8, p.393. The knowledge of r(E) and g(E) allows us to calculate (analytically or numerically) the integral appearing in expression (24) in order to deduce the quantity r (Ej) 19 from the measured intensity 19 (R) and this quantity can also be put into the first term in the right hand side of expression (25) .
If the number of elements composing the specimen is n, n different pairs of measurements similar to 19 (R) and Ij (R) have to be performed in order to obtain n expressions similar to (24) and (25) . The first term on the right hand side of each expression represents the monochromatic contribution while the second, the integral, represents the continuous correction but both terms are functions of the required concentrations CA, CB, ...CN, and of N°t. In a first step, it is possible to neglect the continuous correction in order to estimate the approximate values C (1)A, C(1)B. .. , C(1)N for the concentrations and (NO t) for Nos. This step is exactly that which has been described in sub-section 2.2 for the concentration determination in the monochromatic situation. It is then possible to insert these approximate values into expression (26) in order to evaluate the continuous correction (to the first order) by calculating the integral in the right hand side of expression (25) .
The results of such integrations being S (1)1, S(1)2,. .., S;1), S(1)n, it is then easy to substract these results from the corresponding recorded intensities 11(R), 12(R),lj(R), In ( R ) in order to find more realistic concentrations and NOt values i.e. : C(2)A, C(2)B, ..., 1-1 from expressions having the following form:
The next step of this iterative process is to evaluate the second order correction S(2)@ S(2)2,..., S(2)j, (2) from the (2) (2) (2) values, and so on. The process has to be stopped at the correction of the kth order when the difference between the C(k) and e(k+1) values falls into the interval of uncertainty, OC/C of the order of magnitude of Ai /i as given by expression (24) and situated in the 1 % range.
The detailed calculations of the successive corrections S(1), S(2)... require the use of numerical values [18, 19] or analytical expressions [20, 21] for the change of the cross-sections of the elements of interest as a function of E.
In practice, the key difficulty of the iterative method is that it has to be applied to each pixel because the beam hardening is a matrix effect which may vary from one point of the object to another one. To win computation time, another method can be applied to specimens composed of a reduced number of elements or well defined compounds.
For a binary compound for instance, the number of values to find is only two, CA and N0t, (CB being deduced from the sum rule). It is then possible, from expression (25) original way to reduce the beam hardening artefacts well known in X-ray radiography and X-ray tomography [31, 32] . ii) Experimental procedure: One of the ways to isolate a specified line from a non-monochromatic beam is by use of filters. Among various possible arrangements, the use of a pair of balanced filters seems very promising for AXRM based on conventional X-ray sources. The principle is known from a long time (Ross, 1928 [33] ) and has been commonly used in fluorescence studies [34] or diffraction studies [35] . A recent paper also suggest their use in X-ray cone-beam microtomography [36] .
A balanced filter consists of two separately mounted thin foils of elements with absorption edges lying just above, ER2 and just below, ER1, the energy desired. In shadow microscopy a first image can be obtained by setting one of the two filters between the thin foil target and the camera (for instance below the thin foil target and in contact to it). A second image is next obtained wirh an identical thin foil target and the second filter. The difference, pixel by pixel of these two images will give an image corresponding to the use of a radiation limited in energy in the pass band between the two absorption edges E RI and E R2 .
This can be accomplished by the adjustment of the thickness of the two filters in order to i) obtain the exact balance between the two filters for the radiations outside the pass band and ii) optimize the useful signal intensity into the pass band.
The first point is achieved when the ratio, [36] .
Like for the mathematical procedure described previously, this experimental procedure is based on a subtraction for the signals and here on the addition for the noise of the two initial images. The addition of the noises leads to an increase of the acquisition time for obtaining a final image having the same signal-to-noise ratio as that of images acquired in monochromatic conditions. Also this procedure suffers from the same constraints related to the relative weight of the characteristic contribution 19 with respect to the continuous contribution and to the choice of the thickness of the investigated specimen. A specific advantage is associated to the ease of operation of digital images acquired with CCD cameras.
A specific drawback is due to the fact that the measured intensities may contain a significant fluorescence contribution issued from the filters -mainly the filter Ri having an absorption edge below the characteristic energy desired-.
In fact the two methods are not in opposition and it would be interesting to combine them. For instance the mathematical method can be applied to the images deduced from the Ross method in order to eliminate the residual contribution of the continuous radiation associated to the nonexact balance between the two filters. 4 . Conclusion.
In this paper, I have tried to show that the elemental identification of species is possible in Xray microscopy using various incident photon energies and various experimental arrangements. A new procedure leading to the determination of the concentrations of all or only some of the components has been indicated. An expression for the detection limit of AXRM has also been given and the optimizing conditions for the thickness of the specimen and the incident photon energy have been next deduced.
The detected intensities may differ from the theoretically transmitted intensities so that it is necessary for the former, to correct the fluorescence effects and the deviations in the monochromaticity. The corresponding correction procedures have been also suggested and a positive application of the bremsstrahlung (i.e. the bremsstrahlung induced AXRM) is also indicated in appendix. Due to the development of modem detectors having a high sensitivity, a good linearity and a high dynamic range, the rapid acquisition of digital X-ray images is now possible and these images can easily be processed in order to achieve, finally, quantitative elemental maps.
Conceming the key point of this paper, related to a new quantification procedure for elemental mapping by X-ray (absorption) microscopy, the main advantages of the proposed approach (with respect to the conventional approach named differential analysis) are:
i) The minimization of the different radiations to be used whose number is strictly equal to the concentrations to determine.
ii) The possibility to map an element or more having a threshold energy outside the investigated energy interval.
iii) The simultaneous acquisition of thickness maps (more precisely N0t maps) which permit to distinguish between the thickness contrast and the chemical contrast of the initial images.
iv) The minimization of the number of irradiations being used permits to hope an improved signal-to-noise ratio for a given dose received by the specimen or the minimization of the received dose for a given (final) signal-to-noise ratio.
In our laboratory, the corresponding experimental developments in X-ray microscopy are in progress and we hope to submit in the near future a companion article demonstrating the practical use of the concepts developed here. In the longer term, these concepts will also be applied to X-ray microtomography (following the way initiated by Thompson et al. [37] and Hirano et al. [38] ) and to dynamic studies in X-ray microscopy [39] . At last, one may observe that some of the concepts developed here may also be adapted to conventional radiography and tomography. the deficit in intensity due to the extra-absorption effect, is:
In the restricted interval EA, Epn, the response function of the detector can be considered as a constant, the Kramer's relationship can be used to describe the useful spectral distribution (the Fig. 10 In fact, the precision to be expected for the concentrations will be less than the use of perfectly monochromatic radiations. The sensitivity of the method will be also poorer because the useful signal is the difference between two measurements while the noise is the addition of the noise of the two measurements. It is a situation similar to the choice of the Ross filters of section 3.2 and which can be minimized here, by the use of suitable filters for attenuating the photons of low energies.
For semi-quantitative AXRM, the advantages of the method are: i) a rapid identification of the elements composing the specimen which have threshold energies inside the operating energies of the incident electron beam (from -3 keV up to 30 keV in X-ray projection microscopes based on the modifications of a scanning electron microscope). ii) a rather good energy resolution for such an identification, despite the lack of tunable and monochromatic X-ray sources or X-ray analyzers.
iii) The ease to develop this AXRM in a shadow microscope without changing the nature of the target and by using, for instance, the experimental arrangement of Cheng et al. [41] . iv) Also in shadow microscopy, the improvement of the lateral resolution, r, via the decrease of the effective X-ray source size "s" because of the reduced penetration depth of the incident electrons generating the useful high energy photons (see for instance Ref. [16] for the relation between r and s). v) In scanning X-ray microscopy as developed in a S.E.M. [42] [43] [44] but using an analogue detector (photodiode, proportional counter) the possibility of obtaining first and second difference spectra following the method originally developed by Shuman and Kruit for EELS [45] . It should also be pointed out that a deep modulation of the primary beam energy may be easily obtained by the voltage modulation of the target around the earth potential. vi) The expected sensitivity of the method for the identification and the detection of medium or heavy elements embedded in biological matrices. In such a case, the exponent, 03BC(E)t, in expression (34) will act like a small correction to the useful signal (see remark, Sect. 2.4).
For all these positive aspects, it seems obvious that the corresponding experimental verifications have to will be done in the near future.
