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INTRODUCTION 
This paper presents a model for RF broadband ultrasonic A-scans obtained from ma-
terials composed of microstructures, in which isolated flaws or impurities may exist. 
The model incorporates both the RF phase and magnitude differences between the micro-
structure and coherent flaw echo spectra. An adaptive implementation of the maximum-
likelihood estimator (MLE) is presented for estimating A-scan amplitudes associated 
with coherent scatterers embedded in grain echoes. The adaptive implelllentation is mo-
tivated by the nonstationary behavior of the back-scattered energy received over the du-
ration of the A-scan [1]. This nonstationarity results from the frequency dependent ab-
sorption, scattering, and diffraction that occurs as the pulse propagates through the mate-
rial [2,3]. 
The experimental results indicate that the model's covariance matrix characterizes 
phase information related to the microstructures in the material. While no experiments 
have been performed to directly demonstrate this conjecture, the MLE performance is 
compared for cases when the phase elements of the covariance matrix are and are not in-
cluded in the MLE computation. Significant performance increases are demonstrated for 
cases where the MLE uses the phase elements of the covariance matrix. Experimental 
A-scans, obtained from stainless-steel cylinders with flat-bottom holes, are used in the 
performance comparisons. 
COHERENT GRAIN-ECHO MODEL 
This section constructs a statistical model for the discrete Fourier transform (DFT) 
components corresponding to an A-scan segment received from a volume of scatterers. 
The A-scan segment length used in this model corresponds to the volume illuminated by 
the pulse at a single instant of time. This volume will be referred to as aresolution cello 
The ultrasonic cross-section (UCS), or reflectivity of the scatterer characterizes the 
relationship between the scattering center and its back-scattered energy measured at the 
transducer. The UCS is defined as the ratio of ultrasonic energy received at the trans-
ducer, over the incident energy illuminating the scattering center. The UCS value for a 
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given target is dependent on the size and acoustic impedance of the target relative to the 
surrounding scatterers. 
Consider an A-scan received from a broadband uItrasonic pulse. Let the strength 
and position of scatterers within a single resolution cell be modeled by a train of scaled 
and delayed Dirac Delta functions: 
Kn 
g(t) = L Vk o(t - Sk) + 0. o(t - 't) 
k-=1 
(1) 
where Vk and Sk in the summation represent the UCS and delay associated with each 
of the Kn unresolvable scattering centers (corresponding to the microstructures), and 0. 
and 't represent the UCS and delay associated with a coherent target scatterer. In cells 
where no target scatterer exits, 0. is zero. 
Let an A-scan segment that corresponds to aresolution cell, be modeled by the an 
impulse response convolved with the scatterer model: 
00 Kn 
r ( t) = f hs(t, 1..) . L Vk 0(1.. - Sk) aA + fhr(t, 1..). 0. 0(1.. - 't) aA 
k-=1 
(2) 
where hs(t, 1..) is the impulse response of the pulse-echo system for the unresolvable scat-
terers located in the neighborhood corresponding to t. This impulse response depends 
not only on the illuminating pulse and back-scattering characteristics of the unresolvable 
scatterers, but also on the transmission path up to point t. The two-way transmission 
path will have a filtering effect on the propagating pulse that depends on grain size and 
the bandwidth of the illuminating pulse [1-3]. The corresponding term for the target, 
hr(t, 1..), differs from hs(t, 1..) due to the difference in the back-scattering properties [3]. 
For example, if the target scatterer is assumed to be much larger than the noise scatter-
ers, then energy scattered from the target will have a lower frequency content relative to 
the back-scattered energy from smaller scatterers. In cases where the size of the scat-
terer approaches that of the noise scatterers, the two impulse responses may be very simi-
lar. And thus, for these cases the discrimination between the target and noise relies 
mainly on differences in characterizations related to the scattering configurations repre-
sen ted by the summation and single scatterer term in Eq. (2). 
Now consider Eq. (2) in the Fourier domain. In order to apply a statistical model to 
the received Fourier spectrum, the discrete Fourier spectrum is considered. Thus, the re-
ceived A-scan segment can be written in terms of DFf coefficients: 
Kn 
R ( m ; t) = Hs( m ; t) L Vk exp( -j ~ O>s Sk) + L+l 
k-=1 
Hy( m ; t)o. exp( _j....!!L O>s 't) for _L/2 ~ m < L/2 (3) 
L+l 
where O>s is the sampling frequency, L+l is the total number of sampies in the resolu-
tion cell, and m is an integer denoting the sampie index. The discrete complex functions 
R(·) and H(·) represent sampies estimated from continuous spectra associated with the 
noise and target echoes, respectively (i.e. estimated via a DFf algorithm). 
Now assume that the single target scatterer reflects the illuminating pulse energy uni-
formly over its spectrum (no distortion). This is approximately true for spherical scatter-
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ers about 3 times larger in diameter than the longest wavelengths of the pulse [2]. In 
this case, HT( m; t ) is the m-th DFf component of the pulse illuminating the resolution 
cell centered at t. 
The complex sum in Eq.(3) is modeled by a complex Gaussian random variable for 
each frequency component. This is a reasonable assumption when the scattering centers 
are uniformly distributed throughout the resolution cell, each ues is on the same order 
of magnitude, and Kn is large enough for the centrallimit theorem to hold. Given these 
properties, the Gaussian distribution can be analytically derived [4]. In addition, empiri-
cal studies on grain noise also support the Gaussian model [5]. 
Let the L+ 1 scaled complex Gaussian random variables, corresponding to the summa-
tion term in Eq. (3), be denoted as the elements of column vector N, and let the L+ 1 
components of Hr( m; t) and R( m; t) be denoted by complex column vectors Sand 
R, respectively. In vector notation, Eq.(3) becomes: 
R = N + aT('t) S (4) 
where T('t) is a diagonal matrix that represents the phase shift on each of the compo-
nents of S. The diagonal elements of T('t) are of the form: 
exp( -j ~ ü.)s 't) 
L+l 
(5) 
When 't is zero, T('t) becomes the identity matrix. This corresponds to the illuminating 
pulse centered over the scatterer. Since this condition simplifies notation without loss of 
generality, it will be assumed that estimation in each cell is for a target centered in the 
cel!. For the adaptive implementation presented in the next section, a sliding window is 
used for estimating each sampie point relative to the center of the segment. 
The joint probability density function for the DFf coefficients of the received pulse 
echo, expressed as elements in complex vector R, is given by: 
(6) 
where superscript * indicates a complex conjugate transpose operation, and L-1 is the 
inverse covariance matrix. The elements of L are given by: 
C i,j = E [ ni nj] (7) 
where E[-] is the expected value operator, and ni is i-th element of N. 
The parameters of this model are a , S, and L. The a parameter is the ues of the 
coherent target scatterer. This is the quantity that must be estimated from the sampies re-
ceived from the resolution cell of interest. The covariance matrix L characterizes the 
scattered energy of the unresolvable scatterers. In cases where the scattered energy is 
stationary over the resolution cell, the DFf coefficients are uncorrelated. This is under-
stood from the fact that the DFf forms a Karhunen-Loeve expansion for the sampled 
resolution cell [4 p. 182]. Therefore, if the frequency components of the interference are 
uncorrelated, L is a real diagonal matrix whose elements are the power spectral density 
components of the interfering echoes. 
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The frequency dependent scattering, absorption, and diffraction of the propagating 
pulse, result in a nonstationary distribution for the interfering echoes over the duration 
of the A-scan. If this attenuation is significant over the duration of a single resolution 
cell, then nonzero off-diagonal terms of the covariance matrix can be expected. In some 
cases, other types of nonstationary behavior may exist due to the regularity of the grain 
structures, such as in the case of cyclostationarity [6]. This nonstationary behavior also 
can be characterized by the off-diagonal elements of 1:. 
ADAPTIVE MLE IMPLEMENTATION 
The MLE for a is obtained by taking the derivative of the natural log of Eq. (6) 
with respect to a, setting the result equal to zero, and solving for a [4]. The MLE in 
this case is: 
amte R; 1, 1:, S ) 
R* 1:-1 T S + S* T* 1:-1 R 
2 s* T* 1:-1 T S 
(8) 
In order to implement Eq. (8) on A-scan data, the parameters Sand 1: must be deter-
mined. The 1: parameter represents the expected scattered energy from the unresolvable 
scatterers. This parameter can be estimated from the A-scan data under the assumptions 
that the fluctuations of the interfering echoes are stationary over a neighborhood of reso-
lution cells, and that no target scatterer exists within this neighborhood (not including 
the resolution cell of interest). The S parameter in the MLE corresponds to DFr coeffi-
cients of the illuminating pulse at a given resolution cel!. This parameter is determined 
largely from the characteristics of the transducer that generated the pulse, such as the 
center frequency, bandwidth, and pulse shape. As distortion and attenuation occur dur-
ing propagation, S must be adjusted by accounting for the previously scattered energy. 
This updating process, however, cannot be performed exactly since the back-scattered 
energy is measured over a finite spatial window. Therefore, the choice of S must be 
simplified to a set of values that approximately characterize the illuminating pulse. 
The S parameter effectively windows the received DFr coefficients. The significant 
values of S (corresponding to the approximate 3 dB bandwidth of the transducer) define 
the effective number of DFr components required for the formula given in Eq. (8). 
Those elements of S that are relatively small and outside the bandwidth of the trans-
ducer are set to zero. Since the magnitude of S is not adjusted to reflect the true energy 
incident upon the resolution cell, the computed ami is not a true ues of the coherent 
scatterer. Instead, these estimates represent relative amplitudes corresponding to the co-
herent scatterer strength. This introduces degradation for the A-scan amplitude estimate, 
in that resolution cells near the beginning of the A-scan, should have been scaled down 
more so than the resolution cells near the end. For the examples presented in the next 
section, this error does not significantly degrade processed A-scan. Further details con-
ceming the derivation and the effects of simplification are found in [7]. 
Since the estimator in Eq. (8) is for scatterers corresponding to the center sampie 10-
cation, this suggests processing the A-scan in a sliding window fashion. Let the sam-
pIes for the resolution cell under consideration be denoted by vector: 
_ L L T 
r (n, L) - [r ( n- 12 ), ... r ( n ), ... , r ( n+ 12 ) ] (9) 
where n is the center of the sampie, L+ 1 is the number of samples in the resolution cell 
(L+ I should be chosen to correspond to the number of samples in a pulse width), and su-
perscript T denotes the transpose operation. Therefore, to check for a centrally located 
target scatterer at all possible samples in the resolution cell, the window described by 
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r (n, L) can be slid over all A-scan points, and the MLE perfonned for each increment of 
n. 
In order to perfonn the MLE on the segment described in Eq.(9), sampie points must 
be chosen for estimating L. The examples presented in this paper will use data points 
on both sides of the resolution cell of interest (a noncausal implementation). Let a seg-
ment of data points, used to estimate L, be denoted by the vector: 
(10) 
where n denotes the center of the segment in which the estimation is being perfonned, 
and i is the index for neighboring segments (a negative i represents segments prior to 
the segment of interest). Note that each increment of i results in a 50% overlap between 
adjacent segments. This is typically done to improve efficiency. Each segment used to 
estimate L is multiplied by a Hamming window and a DFf is taken of the segment 
The L matrix is then estimated with the resulting DFf vectors by: 
w 
L(n) = L R-i R~i + Ri Ri 
i=2 
(11) 
where Ri is the DFT vector of ri( n ,L), and 2(W-I) is the total number of segments 
used to estimate L. Note that i begins with 2. This prevents the segments used in esti-
mating L from overlapping the segment of interest. 
COMPARISON OF RESUL TS 
This section presents perfonnance results from two cases of the MLE applied to ex-
perimental A-scans from stainless-steel cylinders of various grain sizes. In one case sta: 
tionarity is assumed for the interfering grain echoes over a neighborhood of resolution 
cells. This implies L will be a diagonal matrix. Its elements will be real and equivalent 
to the power spectral density estimate of the noise. In case two, stationarity is not as-
sumed for the grain echoes occurring over aresolution cell. Since the resolution cell is 
small (for A-scans in this work the resolution cell is approximately 2 to 3 mm in depth), 
the source of the nonstationary is not expected to be from the frequency dependent at-
tenuation. It is most likely a cyclostationary effect resulting from the regularity in the 
grain structures [6]. In this case L is not a diagonal matrix, and therefore the off-diago-
nal terms (which are complex) must be estimated and included in the MLE computation. 
The A-scans used in this comparison were obtained from three 2 inch diameter stain-
less steel rods that were heat treated to obtain various grain sizes. A flaw was simulated 
in each specimen by drilling a flat-bottom hole of 4.22 mm in diameter. The sampies 
were scanned with a l/2-inch KB-Aerotech Alpha transducer with a Gaussian shaped 
spectrum. The received echoes were digitized at a sampling rate of 100 MHz, and each 
measurement was then averaged 200 times in a LeCroy 9400 digital oscilloscope to re-
duce time varying noise. The average grain sizes for the three sampies were 86, 106, 
and 160 11m. 
The 3 dB bandwidth of the transducer was approximately 2.5 MHz. For a Gaussian 
shaped pulse, this corresponds to a duration of 56 time sampies (the cut-off points for 
the pulse duration were the points where the Gaussian function was 97% down from the 
peak value). This number was rounded up to 64 samples so that an FFf could be ap-
plied. In addition, only 8 DFf components corresponded to the useful bandwidth of the 
segmented A-scan. Thus, L used in the MLE computations was an 8 by 8 matrix, and 
the S parameter was approximated by a Gaussian window with zero phase. 
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An example of an unprocessed A-scan for the 160 f.1m average grain size is shown 
in Fig. Ia. The results of processing this A-scan with the MLE using the diagonal ele-
ments of L is shown in Fig. 1 b, while the results for the case where all elements of L 
were used is presented in Figure Ic. Note for this particular case the MLE using only di-
agonal elements failed to assign an a for the flaw, such that it could be distinguished 
from the grain noise. However, the MLE using the fuH covariance matrix succeeded in 
distinguishing the flaw from the grain scatterers. 
Further results are presented in terms of the ratio between peak flaw intensity to 
peak grain echo intensity within a given A-scan. This number is obtained from an RF 
A-scan by sliding an averaging window of a length equal to the resolution ceH (i.e. 64 
sampies). Every element in the window is squared and then averaged together. This re-
sult corresponds to the sampie position at the center of the window. The window is 
then slid along the A-scan sampie by sampie to create the intensity image. The highest 
peak associated with the flaw echo is divided by the highest peak associated with the 
grain echo. This value is expressed in decibels and referred to as the SNR. Note that 
an SNR value greater than 0 dB implies a threshold can be used to detect the flaw with 
no false alarms. For the A-scans shown in Fig. 1, only Ic has an SNR greater than O. 
The flaws of the A-scans in Figs. Ia and Ib cannot be detected by a threshold test with-
out false alarms. 
Fig. 2 comPares the SNR results for both cases of the MLE. Five A-scans were ob-
tained from each stainless-steel specimen by moving the transducer relative to the flat-
bottom hole, such that the hole remained within the beam field. Each set of three bars 
on the graph indicate the SNR for the original A-scan (solid black), the processed A-
scan corresponding to the MLE using only the diagonal elements of its covariance ma-
trix (solid white), and the MLE using all elements in the covariance matrix (diagonal 
lines). 
Fig. 2a presents the results for five different A-scans obtained from the 160 f.1m aver-
age grain size specimen. Note that in every case the MLE with the fuH covariance ma-
trix significantly enhanced the SNR (on the order of a 10 dB increase), while the MLE 
with the diagonal covariance matrix failed to enhance the SNR above 0 dB in three of 
the cases (Al, A4 and A5). On average, the MLE with the fuH covariance matrix out-
performed the MLE with the diagonal covariance matrix by about 6 dB. Figs. 2b and 
2c present SNR results the 106 and 86 f.1m average grain size specimens. Sirnilar en-
hancement results are observed, however, in these cases enhancement is not as critical 
as in 2a, since the original SNR is greater than 0 dB to begin with. Further details and 
explanations of the experiment results are found in [8]. 
CONCLUSIONS 
The results indicate that using the phase terms in the covariance matrix enhances the 
detectability of isolated flaws embedded in grain noise, over simply using the power 
spectral density information (diagonal elements). This is particularly true when differ-
ences between the power spectra for the flaw and the grain do not significantly differ. 
Further investigations are needed to determine what physical characteristics of the grain 
echoes generate the off-diagonal elements of the covariance matrix. 
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Fig. 1. Comparison of A-sean amplitude estimations. a) Original A-sean with 
flat-bottom hole eorresponding to the indieated flaw position. b) Proeessed 
A-sean für MLE using only diagonal elements of eovarianee matrix. 
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