For stochastic differential equations (SDEs) of the form dX(t) = h(X)(t))dt + ci(X(r))dW'(rl where h and 0 are Lipschitz continuous, it is shown that if we consider a fixed o E C', bounded and with bounded derivatives, the random field of solutions is pathwise locally Lipschitz continuous with respect to b when the space of drift coefficients is the set of Lipschitc continuous functions of sublinear growth endowed with the sup-norm. Furthermore, it is shown that this result does not hold if we interchange the role of h and cr. However for SDEs where the coefficient vector fields commute suitably we show continuity with respect to the sup-norm on the coefficients and a number of their derivatives.
I. Introduction Let (0.3,  (.F,], P) be a filtered probability space, satisfying the usual conditions (ie ,Ft is right continuous and complete), with an r-dimensional (.F,",-Wiener processes.
In this paper we investigate the pathwise robustness of SDEs of the form f X,(s) = s + i ' h (X,(x) ) ds + dX,Ax))dYs.
(1) 0 1 .n This kind of SDE occurs naturally in applications (mathematical finance and nonlinear filtering theory to mention but two examples) and from a modelling point of view it is, of course, of interest to have results on robustness ~ with respect to changes in the coefficients ~ of such an equation. 0 that is pathwise continuous.
This last fact is not very surprising. So the lack of continuity with respect to 0 is in some sense to be expected. Then however it is remarkable that continuity with respect to b holds. In Section 4, it is shown that in some special cases it is possible to get positive continuity results with respect to the diffusion term. This however requires that we restrict the class of allowed diffusion coefficients. For commuting vector fields there is actually Lipschitz continuity with respect to the coefficients. For various kinds of nilpotent of step p Lie algebraic conditions, it is possible to show continuity with respect to norms on the coefficient space that 'measures' a certain number of the differentials as well as the function itself.
This qualitative
and decisive difference of continuity with respect to the drift coefficient and discontinuity with respect to the diffusion coefficient should be viewed in contrast with the results that have been proved when the intrinsically infinitedimensional robustness problem is replaced by finite-dimensional problems by introducing a finite-dimensional parameter in the coefficients. The finite-dimensional problem has been treated in different settings by Bally (1989) Blagovescenskii and Freidlin (1961) and Metivier (1982) .
In Blagovescenskii and Freidlin (1961) and Metivier (1982) , pathwise continuity with respect to the parameter is shown under certain regularity conditions by proving Holder continuity in LP-sense for a p > 0 and with a sufficiently large exponent, and then applying the Kolmogorov-Cencov theorem. Of course, this approach does not apply in the infinite-dimensional setting. Furthermore, for this approach one has to impose more regularity on the coefficients -with respect to the parameter -than the regularity of the solution ~ with respect to the parameter ~ one can then prove. Theorems 2.8 and 2.9 show that for fixed diffusion coefficient, there is as strong continuity ~ with respect to the parameter -of the solution as of the drift coefficient.
We show the continuity with respect to the drift term b by using the well-known result of decomposing the solution of an SDE into X,(x) = [, 0 qt(x) where i,(x) solves a Stratonovich SDE only depending on r~, and Q(X) is pathwise defined as a solution of an ODE. This result is Lemma 2.6. Other versions of this can be found as Proposition 4.2 in Kunita (1981) or Theorem 11.1.1 in Ocone and Pardoux (1989) . However, Kunita considers coefficients which are of class C'. Of course. Kunita'j set-up is in other aspects fdr more general than ours. Similarly. Ocone and Pardou* consider a very general class of SDEs where anticipative drift is allowed. In theit Theorem I I. 1.1, in order to ensure that the solution of the crucial ODE (our Eq. ( 1 I ) I does not explode, sublinear growth of the drift term is assumed. We have cited thi:; result of nonexplosion in Lemma 2.6 which as explained above does not differ much from the versions in Kunita (1981) and Ocone and Pardoux (1989) and it is certainI;, easy to get Lemma 2.6 from the results of Blagovcscenskii and Freidlin ( 196 I ) , Kunita ( 198 I ) . Kunita (1984) and Stroock ( 1982) . We have included the proof for convcnicncc of the reader and in order to have as few assumptions as possible on the coeficients ill Theorem 2.8.
The difiercnt results in Section 4 on continuity with respect to the diffusion coeflicicnt are shown by using the results of Doss (1977) and Yamato (1979) of \\,riting the solution of an SDE as a function of certain iterated integrals. In the cast of nilpotent of step 17 Lie algebras generated by the coefficients of the SDE. Yamato (1979) has shown that ;,(s, (1)) from the decomposition above is actually a function ot ($1 only through the iterated integrals of Ml (defined in Eq. (52)) of orders up to 11. In the cases p = I. 2, 3 where we have a set of explicit PDEs for the depcndcnce on tht: itcrated integrals, we are able to show continuity with respect to the sup-norm of tht: cocficients and their first p -1 derivatives. In Knudsen (1996) . the Frechet diflerentiability in mean square hensc of the mapping of (h, 0) to the process given by (1) has been shown. As mentioned above.
Blagovescenskii and Freidlin (196 I ) consider the finite-dimensional case and ot he 1 finite-dimensional robustness problems for SDEs appear in Bally (1989) . Emery (1979) and Mktivier ( 19X2).
Continuity with respect to the drift coefficient
From Lemma 2.11. in Stroock (19X2) 
In the next lemma, the Cl-property is from Proposition 2.1 in Kunita (19X I ) 01
Theorem 3 in Blagovescenskii and Freidlin (1961) , and the SDE for the differential is from Proposition 2.1, in Kunita (1981) . The fact that the mapping is a diffeomorphism comes from Theorem 2.3 in Kunita (1981 (c?2b/dx2}, {c?o,/dx} , and {d20,/ax2), which is of the same form as the one in Lemma 2.1. Hence, it is a continuous random field. These arguments can be applied successively to show that tt(x) is Ck and that
Then since Et(x) is a diffeomorphism, from the theorem of inverse functions we conclude that tt(x) is indeed a Ck diffeomorphism. 0
It is, of course, well known that if IS E C2 is bounded along with its 1st and 2nd derivatives, the It6 SDE (2) is equivalent to the Stratonovich SDE d&(x) = "h(Ux))dr + ~(irAx))~dW,
where 5: [Wd + lwd is given by
(cf. Theorem, V 30.14. in Rogers and Williams, 1987 or Remark 5.2.22 in Karatzas and Shreve, 1991 [O, ?_,(W) [ H Z,(u, W) ,sucl7 thrrt
(10) (I I) and the random field 
is well defined and continuous with respect to (t, x). Furthermore, since
since (DY,(o))-' has a differential which is continuous with respect to (s, x), C is locally Lipschitz in x.
So now we merely assume (9) for some <,..,s E fip_, L,. Then it is easy to see that if h is of sublinear growth. the solution of (11) does not explode. In the proof of Theorem 2.9 is a proof of a stronger result, namely that there is a full set on which the solution of (11) does not explode fol
any Lipschitz continuous h of sublinear growth. 0
In order to prove the main results (Theorems 2.8 and 2.9) of this section, we need a uniform lower bound on the time to explosion. To get such a bound we restrict our attention to Lipschitz continuous drift coefficients.
Proof. First the local Lipschitz continuity:
Assume 1~31 > 1x1 and that hil(s,~.~~) = ll(DY,(to))-'(=,,)ll where j/-7ol < I!*j. Then M(.s, j'. CO) = M(s, s. ta) if 11 z. 11 < 1.~1 and otherwise
Now, DYs(o)(x) is nonsingular with a differential that is continuous with respect to (s, x). Hence so is the inverse matrix and 
where Zf(x, w) is the solution of 
(Z:(s. (II), (!I)) 0 -(DY,(c,,))-'(Zf(x. to))j( Y,,(Zf'(.x. (!I), (II))) ds + (DY,.(w))-~(Z:(.Y. ta))b(Y,(Zg(s. (9). w)) (DY,(Cf,))-'(Z:(\-. t!>))j( Y,(Zt(X, C!J). ('J)) + (~Y&fJ))-'(Zf(.Y. (lJ))/j( Y,(zf(.Y, (!J). II)))
For every (0, because of (16) and (17). there is a compact ball II( c Rd such that
for all t E [0, r(to)], x E C, and the same inequality holds with h replaced by any /E L(K. H).
Then, of course, if Kh is the Lipschitz constant of b 11 b( Y,(Z:(x. (I,), w)) -h(Y,(Zf'(s, (II). UI))
And. obviously,
Finally, 
Due to continuity,
and obviously the left-hand side increases as t increases. From (19)) (24) So for any t, by choosing 6 < 1:/2 we conclude from (30) that the explosion time for the solution of (28) is greater than t. 0
Because of the connection between It6 and Stratonovich SDEs ( (4) and (5) 
and we are going to show that there is no version of the random field {Xf; f~ C' ( [0, 11) ) that is continuous in the sense of Theorem 2.9. More precisely, we are going to show that there is only one candidate for a continuous random field, namely
and that for every x, almost every o and every E > 0, 
Note that for everyf; Y* and X* are random fields indexed by t and x. We know from Lemma 2.1 that these random fields can be chosen to be continuous with respect to (t, x) a.e. In this paper we are always assuming that a continuous version has been chosen. That is, in stating that Y/ is a solution of (32) we are implicitly stating that Ys is a random field such that (t, x) H Yif(x, co) is continuous for almost every w and that (32) We want to show discontinuity of the solution of (32) with respect 11.) f'~ (C'( [O, 11). ll.lI ), and from the lemma above we see that we can restrict ourselves to proving that ,ftt X,' defined in (33) is not continuous. since continuity with respect to '1 /I obviously implies continuity with respect to 11. 1,'.
Proof.
We only have to prove that for any 2' E C( [0, l] ), any 0 < s < I < 1 and any I: > 0, there is a z E C'(R) which satisfies z(u) = z'(u) = 0, 14 E ]-z, s] u[/. -f~ [ and
But it is trivial that such a z exists.
c Now almost every Brownian path is of unbounded variation on every interval so
there is a set 0' I Q0 such that P[Q'] = 1 and I H W,(m) is continuous and of unbounded variation on every interval for every (1) E Q'.
Theorem 3.3. Let ,f~ C'([O, 11). For very x E R. f E 10, 11. (1) E R', i: > 0.
Proof. We can and shall assume thatf':= 0 and x = 0. Now let (u E Q'. Then there 1s a sequence (0 < tz < .'. < '4, < t),$, of partitions of [0, t] such that as y --f Y,. And now the assertion follows from Lemma 3.2. 0
Examples of different kinds of continuity with respect to the diffusion coefficient
There are different settings in which we actually do have some kind of continuity with respect to the diffusion coefficient. Not surprisingly this has to do with how the vector fields commute. In this section we give some examples of this.
We consider the Stratonovich SDE (6) throughout this section. For convenience we shall sometimes write (TV for b and W p for t. Now assuming b E C,', 0 E C," (Ct denotes the set of Ck-functions which are bounded along with their first k derivatives) and all the vector fields commute (i.e. [ci, aj] = 0 for all 0 d i, j < r), from Doss (1977) , Ikeda and Watanabe (1989) and Yamato (1979) , we know that there is a C1.2s3-function u:RdxRxR'+Rdsuchthat s',(x) = u(x, 4 w:, .f. > w:), 
Thenfor ezjery (b, G) E A and euery t, w there is a C,(o) (depending on (b, a)) such
Proof. Letting ~2 denote the solution of (36) 
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And so by Gronwall's inequality, (11 u(x.z,, ,Z&l. 0 
) ~ C(j', Z,). .Tk_l. O)lI
+lz,ll~o~-~klI)~exp(ll~~~lII=~I) (W and from (40) 
(cf. Doss, 1977; Ikeda and Watanabe. 1989; Rogers and Williams, 19X7; Yamato, 1979) . Just like in Lemma 2.6, it is not obvious if Eq. (43) has a solution (for almo:;t every TV) that is defined for t E [0, mx[. But 
in this case, if Pt(\-, (!J) explodes at t = T,(C j) it is obvious that u(P,(x, co). W:((!o).
.
W F((~J)) will explode as well at I = T,(( J)
(because of (42) and the boundedness of 0). But the solution of (6) 
. Let B be the set c$ (r + I)-tnples (h. CJ, , . CT,) : F!Y' -+ R' ^ " _ 'I of' rrc~or $e/ds such that b is Lipschitz

B(K, H) is the set cf (h. (T,,
,o,.) E B such thrlf llN~)lI < H + K llxll. Here, of course, 
Thenfor (b, a) E B, x E Rd and almost euery w, there is a z(w) > 0 (depending on (b, a), x and K, H) such that for every E > 0, there is a 6(o) >
So using (48) and (43), the theorem follows like Theorem 2.8. 0
Note that by Theorem 4.2, for SDEs driven by just one Wiener process, the solution depends pathwise continuously on the initial condition and coefficients when the norm on the diffusion coefficient includes both the sup-norm of the coefficient itself and the sup-norm of its differential. This should be compared with the example in the previous section where the discontinuity (with respect to only sup-norm on the diffusion coefficient) is shown using coefhcients for which the norm of the differential clearly diverges.
For 17 E N, let ( W,)p denote the (1. + 1 )"-tuple for which the entries are 'i.
i"i' .r
.\ 2 dW',: >dWf; ... dW;, i,, = 0. .I'. 0 I 0 0
We call ( W,)p the pth order iterated integral of W = (W '. , W ").
For r~ = ((T(). ,u,.)E C pf' the solution of the equation . 
The summation is over all multi-indices x of lengths I up to p -1 and with entries 0.
,I'. We may rewrite (56) as 
(see Section 5 for a proof). Now we will show that for p = 2, 3, in the class of Cg" vector fields which generate p-step nilpotent Lie algebra's, the solution of (53) depends continuously on the coefficients and their derivatives of orders 1, . . , p. Of course, Theorem 4.1 states this result for p = 1, and it is natural to ask if the result holds more generally. However, to show such a result, one has to determine the A,'s explicitly. Unfortunately this is not straightforward in general.
Lemma 4.3. Let CT = (c~,,, . . , a,) E C," satisfy the condition
CC~,il,81 =o, I?,i,B~~(~">"~,G).
Tken here is a C'.3-jiunction u : Rd x (W x R112(r-") + Rd sucl~
Furthermore (recalling the convention W p = t) the solution of (53) This lemma is well known and it can be found in Example 111.2.2 in Ikeda and Watanabe (1989) . The proof is straightforward and is exactly like the proof following Lemma 4.4.
Lemma 4.4. Let o = (go, . . . ,o,) E C," suck that if CI < h < c or 0 < c' < h.
c;U -I
[ [r~'~, ah] . oc] (u(x, z)) or Proof. Since the right-hand sides of the Eq. (64))(66) are all C,' for z in a compact set, proving existence of u is just a matter of verifying the integrability condition by cross differentiations of (64))(66). Eq. (67) is easily obtained by applying Ito's formula on u and using (64)-(66). In Section 6 it is shown how the Eq. (64)- (66) The proofs of these two theorems are of course exactly like the proof of Theorem 4.1. Furthermore, of course we can get results like Theorem 4.2 for SDEs for which only the diffusion coefficients satisfy the Lie algebraic conditions (68) and (70). More precisely, in the class of SDEs for which the Lie algebra generated by the diffusion coefficients 0i, . . , gr is nilpotent in 2 (or 3) steps, the result of Theorem 4.2 holds if only the second (and third) derivative of cr -I? is included on the left-hand side of (46).
Proof of (58)-(60)
In this section we show that a necessary condition for (57) to possess solutions is that (58) is satisfied and that (59) 
By the induction hypothesis (60), the right-hand side equals 1. v) ). the set (I&'"),_,, IS a basis for the set of iterated integrals of (W'):, , of orders ~2 in the sense that ev&) iterated integral of order ~2 is a unique polynomial of (W'1)7tE,.
Similarly, the set of iterated integrals of orders ~3, Then since (Wa),Ed is a basis for the iterated integrals of orders <3 there is another C"3-function u such that (67) holds. And because Z is closed under annihilation, using It8's formula it is easy to see that (67) only holds if (56) is satisfied with A, = 0 for a@.
Hence Eqs. (59) and (60) Lastly, a few comments about the conjecture preceding Lemma 4.3, namely: In the class of Cf + ' -vector fields which generate p-step nilpotent Lie algebras, does the solution of (53) depend continuously on the coefficients and their derivatives of the orders 1, . ,p?. The path, towards proving or disproving the conjecture, that seems the most promising in my eyes is:
1. For p E N, determine if there is a set 8, of multi-indices CI with entries 1, . , r and lrl < p which is closed under annihilation (i.e. (ii, . . . , ik+ 1) E Zp *(iI, . . . , ik) E E",)
and such that (WoL)zEz-, is a basis for the iterated integrals of orders dp of (W', . . . ) WI).
2.
If there is such a set Zp, solve Eq. (60) using the fact that A, = 0 if a@.
In the cases p = 2, p = 3, step (2) goes smoothly and step (1) is not too difficult either. Generally of course, once step (1) has been made, step (2) -if relevant ~ is straightforward if tedious.
Step (1) can actually by viewed as a purely algebraic question: In Gaines (1994) , it is shown that ordinary multiplication of iterated Stratonovich integrals is a shuffle product. Then using the fact that the set of Lyndon words constitutes a basis for the set of words, she gets a basis for the iterated Stratonovich integrals, namely (Wa),eL where L is the set of Lyndon words over the alphabet A = [ 1, . . , r) . At this point one should recall that a E A is called a letter and that the set of words is A" = (q, . ,Uk, k E ~, Ui E A)U{e}, where e is the empty word. The words zj and u are conjugated if there are words wl, w2 E A* such that v = w,wz and u = wzwl (of course, w, w2 is the word given by concatenation of wi and w2, i.e. w1w2 = a, . . . akbl . . b, if wi = ai . . uk and w2=bl . . . b,) . Ordering the words lexicographically, the Lyndon words are the words w such that either w E A or w belongs to a conjugation class with more than one member and w is the minimal member of the class. For example, for any k = 1, . , r, k is a Lyndon word and kl is a Lyndon word if and only if 1 ,< k < 1 d P.
Obviously, the Lyndon words do not satisfy the annihilation condition (( 1, 1,2) E L but (1, l)$L for instance). So the set L does not yield a basis with the property we need in step (1). However, we get the following algebraic version of step (1) (1'): For the alphabet A = { 1, . . , r], determine whether there is a set S, & A*, closed under annihilation, such that every word w E A* with 1 < (WI < p can be written uniquely as a (shuffle product-) polynomial with rational coefficients in the monomials 1 E S,.
Of course another approach to the conjecture would be to stick to Lyndon words. With such a basis, (57) would no longer have to hold but we can determine a set of PDEs from (57) by setting A, = 0 if a$L and z, = P( {z,,},J if x = P( (w},,J (where P is a polynomial and shuffle product in the latter equation is replaced by ordinary, multiplication in the former). For any specific p E N this is definitely feasible but, on the face of it. it does not seem to be the right way to get a general result.
Shuffle algebras and Lyndon words are described in more detail in Gaines (1994) . Lothaire (1983) . Melancon (1992) , Melancon and Reutenauer (1989). and Reutenaue t ( 1985) .
