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Abstract:
Hopfield neural nets are used to optimize point-oriented binary computer-generated
holograms (CGHs). It can be considered as a parallel and iterative 'halftoning'process
in the spatialfrequency domain. The results are comparable to other iterative methods
but require shorter computation times. In this process, the generation of the CGH by
FFT, binarization, and IFFT is viewed as a "black box" with inputs and outputs
consisting of 512 arrays containing an object of size 64 . The neural-network
optimization feeds back the Fourier transform of the reconstruction error to update the
neuron states, which correspond to the samples of the continuous hologram. To reduce
the error of the reconstruction, the input is allowed to deviate from the original array in
different specified ways. For example, a previously reported approach using Projection
Onto Constraint Sets (POCS) varied only the region of the input array outside the object,
while we allow the entire array to be modified, thus providing more freedom in the
optimization. The method may be applied either to magnitude-only or phase-only
holograms. A modification of the parallel updatingfunction is also reported. Different
optimization options are compared. Use of a practical printing model requires
optimization under assumed constraints to test the convergence properties of the
algorithm.
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Chapter 1
Introduction
Most image output devices have fewer quantization levels than desired for a specific
application. When they are used to display gray-scale images, direct rendering of gray
tones may be impossible. Examples of such devices include binary CRTs and inkjet
printers. Many algorithms have been developed to generate patterns of binary pixels
perceived by the eye as continuous-tone images; these are known collectively as
"halftoning". Among them, dithering and error diffusion [Floyd and Steinberg, 1976] are
the most popular. Generally, better results can be achieved by error diffusion which
propagate the quantization error to subsequent pixels. However, the serial operation
nature may slow down the algorithm.
The process of generating binary holograms is another case when the quantization
limit of output devices must be considered, to obtain the best image quality. In the
example considered here, a gray-scale image is reconstructed from the binary hologram
through the Fourier transform performed by optical elements (Fig l-3b). The generation
of a binary hologram can be viewed as the halftoning process performed in the spatial
frequency domain.
1.1 Recording ofHologram
The term holography was invented by Gabor in the 1940s. He realized that it is
possible to encode both amplitude and phase information of an optical wave (emanating
from some coherently illuminated object) in an interference pattern. Holography often is
concerned with the interference of two optical waves - an object wave with amplitude
(aje'^1 ) and a reference wave {^e1^1 ). The recording of a hologram is essentially a
measurement of the sum of their amplitude:
a = axe1^ +a2e1^ (1.1)
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Fig 1-1: Optical recording of a hologram.
- |2
In the hologram the interference pattern \31 32 1 is recorded
The pattern is recorded by a photographic material, and the resulting hologram
contains all information about the object's wave. Since a monochromatic coherent light
source is needed to make a hologram, it was not before the invention of the laser in the
1960's that holograms of a reasonable size could be realized. If the interference pattern is
recorded on media that have different transmittance across the plate, such holograms are
called amplitude holograms. On the other hand, holograms recorded on media that
have a constant transmittance but whose index of refraction varies spatially, are called
phase holograms.
light light4
Fig 1-2: left: amplitude hologram (black region are light-absorbing),
right: phase hologram
1.2 Reconstruction from Hologram
Since holograms store information about the entire wavefront (magnitude and
phase) content of the original object, it is possible to generate 3-dimensional images with
holograms. With proper illumination of the hologram, a virtual or real image of the
original object appears. In addition to this application, hologram also maybe applied in
optical systems as substitutes for conventional optical elements such as lenses, and for the
storage and filtering of optical signals. The last functions are difficult or even impossible
to achieve with conventional optical elements. The holograms discussed in this belong in
this category.
D
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Figure 1-3: a. 4foptical image system
b. binary hologram changes the wavefront of coherent light and a continuous
image is reconstructed even though the original object does not exist
We restrict ourselves to the calculation of holograms used in the optical system
shown in Fig l-3b, in which a 2 dimensional object can be reconstructed. This system
consists of a lens of focal length f surrounded by free space. An input signal is applied in
the front focal plane of this system and transformed into an output signal in the back focal
plane. The input signal is realized by illuminating a hologram placed in the input plane
with a (coherent) plane wave. The hologram generates a signal in the output plane which
is called 'the reconstruction'. For this reason we will call the input plane the "hologram
plane"
and the output plane the "reconstruction plane".
The efficiency of a hologram is defined as both of its capability to collecting light
in the reconstruction region and the signal to noise ratio in the reconstruction. Compared
to amplitude hologram, phase holograms transmit more light and thus have higher
efficiency. The algorithms discussed here can be applied to either type ofholograms.
1.3 2-D Fourier Hologram
Without imposing any restrictions on the input signal, we analyze the output
signal i|/0(x0, y0) measured in the output plane for the input signal \|/j(xj, y^. Under the
assumption that the smallest spatial period occurring in \|/;(xj, ys) is large compared to the
wavelength X of the incident wave, it is possible to use scalar diffraction theory to
calculate the field distribution in the output plane. By using the Fresnel approximation
and the notion of a 'thin
lens'
acting as a phase modulator with a quadratic phase
characteristic, the output signal maybe found [Goodman, 1968].
Vo(x0>yo)=-j^eik2fiWi(xi>y^e
'
f
<**& (L2)
where k-27iA, is the wave number. By introducing the normalized coordinates:
xi yi
tttt
in the front focal plane and
in the back focal plane, we find
V0(tttttn) = -ielk2fjjyv.itt^tty^'^^dxdy (1.5)
For convenience, we define i|/(x, y) and*( r\) according to
y(x,y) = \Yi(Jk~fx,Jkfy) (1.6)
V&,r)) = ie-i2VW0(tt$>ttT\) (1-7)
when used in equation (1.5), these two signals form a Fourier transform pair:
^G.ti) = \\W(x,y)e-i2^+^dxdy (1.8)
y(x,y) = JJyfc.TOe-'2*^^ (1.9)
Since the signal generated in the back focal plane is proportional to the Fourier transform
of the signal applied in the input plane, the holograms under consideration are called
"Fourier holograms".
Fourier holograms have the useful property that the location of the reconstructed
image remains fixed even when the hologram is translated in the input plane. For
example, if the complex amplitude is displaced by 0 units in the +^ direction, on
reconstruction of the hologram, the complex amplitude recorded at the back focal plane
of the lens would be modified by a phase factor e~2ni^x. This does not affect the
intensity distribution, and therefore no change is observed in the reconstructed image
intensity. A Fourier hologram must record the wide dynamic range present in the
transform. If the dynamic range is limited because of the high-intensity zero-order
component, the smaller high-frequency components are lost and hence not recorded.
1.4 Computer-Generated Hologram
In the middle of 1960's, Lohmann [1967] realized that the distribution of the
scattered field of an object could be calculated. The distribution pattern is then recorded
using some plotting device and later photographically reduced to form a CGH. The
reconstruction step is performed optically using a laser light illumination. Consequently,
a wide variety of coding techniques have been suggested for the calculation and
fabrication of CGHs. Almost all efforts are concentrated on binary holograms because
binary output devices are widely available. Based on the how the binarization process is
conducted, the algorithms are classified as cell-oriented andpoint-oriented. Cell-oriented
hologram algorithms transfer each continuously valued pixel into a "super
pixel"
or
"cell"
which is composed ofMxN binary pixels. Most algorithms that generate cell-oriented
holograms try to generate optimized binary pattern inside each super-pixel. It is assumed
that the optimization of hologram over a small region will lead to optimization of the
whole region. On the other hand, point-oriented hologram algorithms consider the whole
hologram as one "super-pixel". They try to find the best binary patterns for the whole
hologram. Point-oriented holograms can generate better and more efficient
reconstruction than cell-oriented hologram, but they need more calculation. The
algorithms discussed in this thesis will concentrate on point-oriented holograms.
Computer-generated holograms (CGHs) can be designed to perform complex
waveshaping functions. They have the flexibility of reconstruction of a synthetic object
(e.g. a wavefront which does not exist) and storage of information in the hologram
structures. A wide range of industrial and military applications have been developed for
CGHs. They can be used for spatial filters, optical components, and image displays.
Compared to earlier types of CGHs, recent types can benefit from the application of new
computing and display technologies. The increased calculating power of computer
systems makes complicated encoding algorithms possible and acceptable. New hardcopy
devices such as electron-beam photolithography make the mass production of CGHs
more efficient, while liquid-crystal displays (LCTV) can be used for low-cost real-time
reconstruction. The efficiency of CGHs depends on the method for encoding and
recording.
1.5 BriefReview of Previous Approaches
Hauck and Bryngdahl [1984] first introduced error-diffusion (ED) algorithms to
computer holography. In this approach, the first pixel Hj is compared with a threshold
value, say 0.5. If the value exceeds 0.5, a one is set in the output value Bj; otherwise, a
zero is set. An error E] produced by this operation can be defined as
E^Hj-Bi (1.10)
This error is then added to the neighboring pixels according to a certain weight
mask The same procedure is repeated with all the following pixel in the same line from
left to right and with all the line in the hologram from down to up.
3/16 5/16
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Figure 1-4: The procedure of diffusing error to subsequent pixels
gray pixels: processed; white pixels: unprocessed
In general, when the direction of the vector sum of the weight factors of the error-
diffusion is chosen to be orthogonal to the direction of the carrier, one can separate the
noise clouds from the desired object image field reasonably well.
Beside the one-pass error-diffusion algorithm, several iterative algorithms have
been developed to synthesize binary point-oriented holograms. In 1988, Allebach
described the application of Projection Onto Convex Sets (POCS) to generate point-
oriented holograms. To implement POCS, constraints are applied in different domains.
At the end of optimization, the result should satisfy constraints in both the image plane
and hologram plane. In 1989, Jennison modified the algorithm by gradually introducing
the constraints rather than applying strict constraints at the very beginning.
Wyrowski and Bryngdahl [1988] also introduced an iterative Fourier-transform
algorithm (IFTA) to optimize the "random
phase"
added to the original magnitude image.
The idea is quite similar to POCS except that the purpose and the corresponding
constraints are somewhat different.
Direct Binary Search algorithm (DBS) [Ersoy, 1992] is a search-oriented
technique to find the best combination of pixel values in the binary hologram. The
iterative interlaced technique (IIT) breaks the total hologram into two sub-holograms and
uses the reconstruction error of one sub-hologram to modify the other. Satisfactory results
are reported for both algorithms, though generally DBS requires longer computation time.
1.6 Neural Network as a New Approach
In this thesis, we examine a method to create binary CGHs based on the use of a
Hopfield-type neural network. In this process, an energy function (Lyapunov function,
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error function) in the frequency domain is assigned to the network which is determined
by the success of the optimization task, i.e. to reconstruct the original object. The cost
function is proved to remain constant or decrease as neurons are updated according to a
certain dynamic function. This dynamic function operates in the spatial frequency
domain, or the hologram domain. The state of each neuron, or each sample of continuous
hologram, are determined by summing the outputs from all the neurons with proper
weight as well as deleting a bias input. The bias inputs represent the Fourier transform of
the original object. The output of each neuron, which is the binary CGHs, is generated by
applying non-linear operation, i.e. binarization, to the neuron state. The generation of the
CGH by FFT, binarization, and IFFT can also be viewed as a "black box" with inputs and
9 9
outputs consisting of 512 arrays containing an object of size 64 . The neural-network
optimization feeds back the Fourier transform of the reconstruction error to update the
neuron states, which correspond to the samples of the continuous hologram. This
technique is convenient for generating binary CGHs as the CGHs are actually
representations of images in the spatial frequency domain. The advantage of this
approach is that it is parallel in nature and has the potential to be implemented into
hardware.
The Hopfield Neural Network was first used to solve constrained combinative
optimization problems in 1985 [Hopfield, 1985]. In 1991, Just first report neural
network's application in generating binary CGHs. In this thesis, this approach is shown
11
to be similar to the Iterative Fourier Transform Algorithm developed at almost the same
time. Both algorithms are parallel and iterative, though the domains where the
constraints are applied are different.
Based on above understanding, a printing model can be easily included in the
iteration loops. The error caused by printing model could be fed back just as the
quantization error generated by binarization process. The effectiveness of Hopfield
neural networks will be well demonstrated in the applications of generating binary CGHs
in this thesis.
1.7 Arrangement ofThis Thesis
In Chapter 2, the application of Hopfield Neural Network to the general
constrained optimization is described. The application in generating binary CGHs is
described in Chapter 3. Chapter 4 introduces a novel printing model and demonstrates
its application in the iterative optimization process. The results and discussions are
presented in Chapter 5. The conclusions are summarized in Chapter 6.
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Chapter 2
The Neural Network Algorithm and Its
Application in Optimization
An artificial neural network is an information-processing system that has certain
performance characteristics in common with biological neural networks. Artificial neural
networks have been developed as generalizations of mathematical models of human
cognition or neural biology, based on the assumption that:
1 . Information processing occurs at many simple elements called neurons.
2. Signals are passed between neurons over connection links.
3. Each connection link applies an associated multiplicative weight
(conductance) to the signal transmitted.
4. Each neuron applies an activation function, usually nonlinear, to its net
input (sum ofweighted input signals ) to determine its output signal.
A group of nets have been designed for constrained optimization problems. These nets
have fixed weights that incorporate information concerning the constraints and the
quantity to be optimized. The Hopfield-type neural network is the most popular network
in this group.
13
2.1 Dynamics of the Hopfield Neuron
The basic element of a neural network is the "neuron", which is a device where simple
calculations can be conducted. The performance of a single neuron can be simulated by
an electronic current-summing junction that has the following characters:
1 . Low input resistance
2. Unity current gain
3. High output resistance
4. Linear addition of input current
5. Non-linear output operation
The input to a neuron is the weighted sum of the outputs from other neurons and
the bias current input Ij (see Fig 2-1). The total input current to the nonlinear element is
therefore:
Jin = |l(Wj,Xi(t))+IJ ^
i=l
where the sum is due to the stimuli xt(t), x2(t), ... , xn(t) acting on the synaptic weights
(conductance) Wjb Wj2, ... , wjn, respectively. Let Uj(t) denote the potential developed
across the input of the nonlinear element symbolized by cp(). Then the total current
flowing out of the input node of the nonlinear element may be expressed as follows:
14
I =ciOUt ^j
dUj(t) Uj(t)
+
dt R;
(2.2)
where the first term is due to the leakage capacitance Cj and the second term is due to
finite input resistance of the nonlinear element. Applying the Kirchhoff s current law to
the input node of the nonlinearity in Figure 2-1, this relationship may be expressed as:
input
current w^x^t)
x,(t) o A/W
wj2x2(t)
x2(t) o A/W
wj3x3(t)
x3(0 o a/w
Wj^nW
xN(t) o /VW
Current
source
ZwW)
c
output
Nonlinearity current
O Xj(t)<P()
R,
Figure 2-1: a single neuron in Hopfield-type neural network
dU-(t) U = (t) N
Cj^7- +^- = Iwjixi(t) + Ij,j = l,2,...,N (2.3)
The first (capacitive) term on the left-hand side provides the simplest means of adding
dynamics to the model of a neuron. Given the activation potential Uj(t), the output of
neuron j could be determined by using the nonlinear relation
15
Xj(t) = <p(Uj(0) (2.4)
where cp() is a continuous nonlinear function which can be simulated by a sigmoid
function (Fig 2.2).
-EiU
x =
r-g^l-e x '-g
(2.5)
nonlinear functions
input , u
Figure 2-2: the nonlinear function cp in a single neuron with various gf
tanh(x)
ex-e-xl-e
ex
+ e 1 +
-2x
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Its inverse is:
-l
1
" = <P,- (*) = In
Si
l-x
\\ + x)
(2.6)
where the parameter g controls the slope of the nonlinear function at x=0. In general, the
output of this nonlinear function ranges from -1 to 1. Such a neuron operates in
"continuous mode". As g increases, the sharpness of edge of the function increases. In
the limit, the sigmoid function becomes a SIGN function with binary outputs. Such a
neuron operates in "discrete mode".
Inverse nonlinear functions
0.26 0.51
gi=1
9i=2
gi=4
output, x
Figure 2-3: the inverse function ofnonlinear function (p with various gj
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2.2 Connected Neural Networks
Neural networks are powerful tools for solving complicated problems because the simple
neurons can collectively compute solutions to difficult optimization problems. Consider
a recurrent network consisting of an interconnection of n neurons, each of which is
assumed to obey the mathematical model described in Eqs. (2.3) and (2.4).
'WjuXj
Figure 2-2: Hopfield neural network of n neurons
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We now make the following assumptions (typical of the Hopfield net):
1 . The matrix of synaptic weights is symmetric, i.e. Wjj = w^;
2. Each neuron has its own nonlinear activation function;
3. The inverse of the nonlinear activation function cp exists.
2.3 Idea ofEnergy Function
According to Hopfield [1984a], the energy function of the recurrent network
illustrated in Fig. 2.2 is defined by:
E(t)
2 i=i i=i j=i KJ j=ij J
Differentiate E with respect to time, to obtain:
n ( n_dE V V Uj +T- =
-L Lwjixi--+Ij
dX;
dt
(2.8)
j=iVi=i "j J
From Eq.(2.3), the quantity inside the parentheses on the right-hand side of Eq. (2.8) is
the dynamic function of the neuron. Hence Eq.(2.8) may be simplified to:
dE
dt ^Cj
'dUj^dX;
H "Vdtv
dt
(2.9)
Writing Uj in terms of xj5 yields:
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dE
dt
j=i vdXj X dt .
(2.10)
From Fig 2-3, it is obvious that the inverse output-input relation q)j!(Xj) is a
monotonically increasing function of the output Xj. It follows therefore that:
- <p-\x-\>0 for all x
dxj J V jy
(2.11)
and moreover, that:
'dx >
vdt j
>0 for all X; (2.12)
Hence, all factors of the right hand side ofEq. (2.10) are nonnegative, so that the energy
must decrease over time:
dE
dt
< 0 for all j (2.13)
The function E is bounded and is a monotonically decreasing function of the network
state. This demonstrates that the Hopfield model described by Eq. (2.8) can seek out the
local minima of the energy function E and converges to such points.
As already described by Hopfield, neural nets can be applied to optimization
problems. In such applications, one has to specify an "energy function" related to the
optimization goal that can be assigned to a corresponding net. Hopfield and Tank [1985]
applied this type ofneural network to the famous Traveling-Salesman Problem.
20
2.4 Continuous and Discrete Neural Networks
If the neurons are operating in continuous mode, i.e. so that the parameter g in Eq.(2.5) is
finite and the neuron output values are in the range from -1 to 1, the network is
continuous. If the neurons are operating in discrete mode, i.e. the parameter g in Eq.
(2.5) is infinite and the neuron outputs are restricted to the binary values -1 or 1, the
network is discrete. The energy function for a discrete neural network is a simplified
version ofEq.(2.7):
E(t) = -^ZZwjixi(t)xj(t) - XljXj(t) (2.14)
z i=i j=i j=i
Accordingly, the dynamic function for the discrete neural network can be
expressed as:
dUj
"^-= Z-WjiXiW + Ij (2.15)
For neurons working in discrete mode, the nonlinear operation becomes a SIGN
function:
/ X f+1, foru: >0
XJ(.) =
SIGN(ujCt))= {., ^^ (2.16)
Although Hopfield tried to simulate biological neural nets which are continuous,
his first design was a discrete neural net. The discrete type neural net is efficient for
solving problems and can be easily programmed in digital computers. However, efforts
21
are underway to implement artificial neural nets in analog circuits. In this case, the
continuous type ofneural net is a good approximation. As the main purpose of this thesis
is to find an efficient algorithm for combinatorial optimization, we will concentrate on
the discrete version of neural network. A simple example of discrete Hopfield neural
networkwith four neurons is shown in Appendix A.
2.5 Sequential and Parallel Updating and their Convergence
Properties
From Eq. (2.15), it is obvious that when each single neuron xs (t) is updated according to
the dynamic function, the output states of other neurons are assumed to be fixed. It is
true if the neural network is implemented in hardware where the time interval is
infinitesimally small. However, if the algorithm is realized in a digital computer, this
phenomenon suggests that the discrete type of neural network will be working in
sequential mode, which may be quite slow. Fortunately, the algorithm may be
accelerated by parallel operation.
Before any further discussion, some simple definitions about neuron system will
be given here. For the discrete type ofneural networks, only one neuron is updated every
time-step in sequential updating; all neurons are allowed to change their state
simultaneously in parallel updating.
22
The energy functions defined for sequential and parallel updating are different.
For the former case, it is:
inn n
Ep(t) = --EEwjixi(t)xj(t)- ZljXj(t) (2.17)2 i=l j=l j=l
for the latter case:
inn in
Es(t) = --Zl>jixi(t)xj(t-1)- -Xljrxj(t) + x:(t-l)l (2.18)
zi=lj=l 2j=i
where Ep(t) and Es(t) denote the energy functions for the two cases.
Brack [1989, 1990] proved that the convergence properties depend on the
structure ofW and the method by which the nodes are updated. There are three important
results ofhis proof:
1. Convergence to a stable state when operating in a sequential mode with
symmetric non-negative diagonal W.
2. Convergence to a cycle of length at most 2 when operating in a full-
parallel mode with symmetric W.
3. Convergence to a cycle of length 4 when operating in a full-parallel mode
with anti-symmetric W.
The complete proof is given by Brack and Goles. The energy functions in Eq.
(2.17) and (2.18) seem to be quite different, which may represent different optimization
goals. As the neural network converges, Xj(t+1) will converge to Xj(t), and the two
23
functions become similar. So, no matter how the neural network is updated, both of the
optimization goals described in Eq. (2.17) and (2.18) will be achieved.
The parallel algorithm is preferred as it accelerates the optimization process. In
this case, although the parallel updating energy function defined by Eq.(2.18) is
guaranteed to decrease, the sequential updating energy function defined in Eq. (2.17) may
not be desperately decreasing all the time. The latter may increase at some time point.
However, both of the energy function will finally converge to the same value.
24
Chapter 3
Neural Network for Optimizing Binary
CGHs
As described in Chapter 1, Computer-Generated Holograms (CGHs) can be designed to
perform complex waveshaping functions. They may be used to reconstruct synthetic
objects (e.g. a wavefront which does not exist) or to store information. They can be used
for spatial filters, optical components, and image display. A wide range of industrial and
military applications have been developed for CGHs. Compared to earlier types of
CGHs, recent iterative types can benefit from the application of new computing and
display technology. The increased calculating power of computer systems makes
complicated encoding algorithms possible and acceptably fast. New hardcopy devices
such as electron-beam photolithography make the mass production of CGHs more
efficient, while liquid crystal displays (LCTV) can be used for low-cost real-time
reconstruction. The diffraction efficiency of CGHs depends on the method for encoding
and recording. CGHs are often recorded as binary images. Hauck and Bryngdahl [1984]
first introduced error-diffusion (ED) algorithms to CGH. Investigators have applied
iterative algorithms such as projection onto convex sets (POCS) [Allebach, 1988] and
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iterative interlacing techniques (IIT) [Ersoy, 1992] to further optimize binary holograms
at the cost of a heavier computation burden.
At the same time, neural network (NN) algorithms have received increasing
attention in scientific and commercial communities for their capacity to simulate
biological neural systems and to adapt to changing environment. Just [1991] first applied
the Hopfield-type neural network to optimize binary CGHs with encouraging results.
The process of generating binary point-oriented Fourier CGHs and optically
reconstructing the original magnitude object is outlined in Fig 3-1 .
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The random phase added to the original object will flatten the histogram of the
magnitude of its Fourier transform and limit its dynamic range. This reduced range can
be easily represented by significantly fewer quantization levels and significantly
decreases reconstruction error. But addition of a random phase often introduces speckle
noise, which is very common in laser-illuminated, diffusely scattering objects. The
speckles appear because the complex amplitude of the Fourier transform of the complex
object
Ay' is not band limited in the case of random phase distribution, even if the
original intensity object was. In 1988, Wyrowski and Bryngdahl applied iterative
Fourier-transform algorithm to optimize the "randomphase"added to the orignal object.
The resulting Fourier transform of the complex object is band limited. In our study, both
random phase and optimized "random phase"are used in the experiments. As the
method of generating optimized "random
phase"is irrelevant to the topic of this thesis,
its details will be skipped.
As most applications of CGHs are for optical purposes rather than for direct
display (such as holographic lenses), a normalized root-mean-square (RMS) error is
appropriate for evaluating the reconstruction. The definition used for RMS error is:
RMS =Jr EN2
0<i,j<N
Ay -HA Bij-H B
V UAS 5B )
(3.1)
where Ay and By are the original and reconstructed image object of size
N2
and nA , \iB,
5 and 5B are respectively their means and standard deviations.
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3.1 Synthesis ofBinary CGHs by Other Iterative Algorithms
Beside the one-pass error-diffusion algorithm, other iterative algorithms have
been developed to synthesize binary holograms. In 1988, Allebach described the
application of POCS to generate point-oriented holograms. The process is diagrammed
in Fig 3-2. To implement POCS, the expected solutions should be expressed in terms of
constraint sets: the constraint in image plane consists of the conjugate original objects
Ay; the constraint in hologram plane requires each pixel of the hologram xmn must be
binary. The projection operator P2 is the hologram binarization process. For the operator
Pb the object region is replaced with an amplified copy of the original object. The
amplification factor y is increased as convergence is approached. The average
magnitude value inside the object region in Xy also increases at this time. The process
pushes the error in the image plane outside the object region. After optimization, the
result should satisfy constraints in both the image plane and hologram plane. In 1989,
Jennison modified P2 in this algorithm to allow continuous values between 0 and 1
instead of binary values. With increasing y , more binary values are obtained until the
hologram eventually satisfies the binarization constraints.
Other iterative optimization algorithms, like IFTA, DBS, and IIT are also
developed as reviewed in Chapter 1.
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Figure 3-2 POCS algorithm to optimize binary CGH
3.2 Neural NetworkApproaches for Optimizing Binary CGHs
As shown by Hopfield [1985], Goles [1985], Brack [1988], and summarized in
Chapter 2, the energy function of the neural network is guaranteed to decrease if the
neuron states are updated according to a certain dynamic function. This technique can be
applied to the combinational optimization problem. An 'energy function' that relates to
the optimization goal is specified. Accordingly, the weight matrix and external input
matrix for the network are determined.
To optimize binary CGHs, the RMS error of the complex reconstruction is used
as the energy function. The original input image array is composed of a large null array
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surrounding the original complex-valued object and is represented by Hy . The
reconstructed image array is represented by Xy. The error can be expressed as:
e=2>..
i,j
Hij ~Xij (3.2)
where the Wy is a binary window function of the image array which is used to segment
the reconstruction of the original object from the larger array. Please note that both H y
and Xy are complex numbers. Using Parseval's theorem, E can further be expressed in
Fourier transform (spatial frequency, or hologram) domain as:
2
E =Z
r,s
w
*(h
-x )rs v rs rs'
.0 .0 uO
=
2. 2 (wm-k,l-nxklxmn-2wk-m,l-nhklxmn+wm-k,n-lhklhkl)
k,l,m,n
-? 2- wm-k,l-nxklxmn ^hmnxmn*" k,l,m,n m,n
(3.3)
where wrs is the Fourier transform of the window function Wy, and xrs and h rs are
respectively the binary hologram (output neuron states after binarization) and the Fourier
transform of the larger image array with the conjugate original objects (external input for
network). The states of the neurons are updated according to:
Umn(t+ l) = umn(t)+5;
'N_1
o
'
Swk-m,l-nxmn(t) + hJii
Vk,l=0
(3.4)
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where xmn(t) = 9mn(umn(t)) = SIGN(umn(t)), is the nonlinear transformation for the
discrete neural network as described in chapter 2.
3.3 Comparison ofNeural Network and POCS Approaches
The updating function in Eq. (3.4) can be viewed from two perspectives: as a neural
network or as a holographic system. As a neural network, the state of each neuron is
updated from weighted outputs generated by other neurons and external inputs. As a
N-l
hologram, the second term Zjwk-m,i-nxmn(t) in Eq. (3.4), is the convolution of wmn
k,l=0
and the binary hologram xmn(t). Its Fourier transform is the product of Wy and the
reconstructed image array Xy(t), i.e. the Fourier transform of the reconstructed object. In
mathematical terms, it can be expressed as:
Iwk.ra,,.xmn(t) = wmn*xmn(f) = F^ij-Xij(t)}= F^gCt)} (3.5)
k,l=0
So, the second part of the updating function (3.4) can be viewed as the Fourier
transform of the error of the reconstructed object B'y(t). As the optimum result is
approached, UnJt+l) gets closer to u^f). The entire optimization process is shown in
Fig 3-3.
In each iteration, the Fourier transform of the binary hologram x^t) is computed
to obtain the reconstructed image. The reconstructed object is normalized, segmented
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and transformed back to hologram plane. Then the Fourier transforms of the
reconstructed object and original object are compared. The Fourier transform of the
reconstruction error is fed back to update the ensemble of neuron states, which forms the
continuous hologram iv^t). The optimization process can be rearranged, as shown in
Fig 3-4.
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Figure 3-4 The neural network as an input-output system for optimizing binary CGHs
The FFT-binarization-IFFT process in CGH can be viewed as a "black box". The
input and output are MxM arrays containing the original NxN object and its
reconstructions. To reduce the reconstruction error of the output object, the input should
deviate from the original Uy(t=0) in a certain way. The neural-network approach allows
the entire Uy array to vary according to the feedback error. In the POCS algorithm
proposed by Allebach and Sweeney [1988] (Fig 3-2), the object region in the
reconstruction is replaced by the original object at each iteration. Only the region outside
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the object is allowed to vary. This means that POCS has less freedom than the neural
network to optimize the binary hologram.
In the case of neural network optimization, if the starting states of iv, are
obtained from a random (i.e. noise) distribution, then the reconstructed image array Xy
also is random. In Fig 3-4, the average value of the modified image array Uy inside the
object region increases as error is fed back to update the neuron during the iterations.
But the average value outside the object, which can be considered as noise, is nearly
fixed during the optimization process. The ratio between the average values inside and
outside the object region increases. At the same time, this ratio for the reconstructed
image array Xy also increases. This results from both the increased ratio for modified
image array and optimization ofbinary hologram. If the binary hologram is approaching
optimum, the signal-to-noise ratio (SNR) should increase.
In the case of POCS, the average value of noise outside the object region in the
modified image array Uy also is fairly constant during iterations. But the average value
for the object region is increased at a preset rate. So, the SNR also rises.
Experiments show that the SNR ratio mentioned above in the neural network
optimization saturates after a sufficient number of iterations, which indicates that neural
net converges to a local minimum of the energy function. The average value of
normalized Xy outside the object region approaches zero.
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3.3.1 Comparison ofDifferent Starting States ofNeural Network
The choice of initial neuron states is important but not critical to the final result.
A common choice is to use random numbers in the interval -1 to 1. An error-diffused
hologram of the desired object can be used as the initial state and always leads to faster
convergence and a slightly smaller error in most cases. During the optimization, the
most favorable continuous state of neurons for rapid and well-behaved convergence is
that the values ofmost neurons are close to zero. In this case, neurons are very sensitive
to the error fed back. Choosing zero or very small numbers as initial states always
results in inferior results, because the energy ofneural nets reaches to a local minimum in
a deep well. The continuous hologram in this case looks very crisp, as the neurons with
the same output value (either -1 or 1), tend to cluster together. Error fed back always
increases the absolute value of neuron states and makes neurons even less likely to
change their states. However, starting from the error-diffused hologram makes the
values of neuron states more random and less clustered, which allows the neurons to
easily change their states. In an other word,
the opportunity of creating false local
minimum, which obstruct the neural net
from converging to global minimum is
significantly decreased.
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3.3.2 Comparison ofNormalizations
Two different normalization are considered in this thesis. The first is based on
fixed complex normalization factor Xflxed; the other is based on adaptive normalization
factor A,adapt calculated from:
N-l
*
^A'iJB'iji,j=0 J J
badapt
~
N-l 2 (3-6)
Z
i,j=0 B'a
where A'y is the original complex object, B'y = WyXy and B'y are respectively the
reconstructed object and its conjugate.
For a particular object, the neural network has a global minimum which
corresponds to a reconstruction with minimum error. If this reconstruction is known, a
fixed normalization factor A,flxed can be found to give the lowest error in the fewest
iterations. But this ideal A,flxed often is not known precisely. What is known from
experiment is the possible range of the ideal A,fixed. The results of experiment shows that
in the case ofupdating with the fixed normalization factor exclusively
^fixed = P2
VI
P2 = e2- 3^ratio
where 2.616 < 6 2,reai ^ 3.832, (3.7)
and ^imaginary = -
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where A is the average magnitude of intensity object Ay, and Sratio = is the ratio
between the sizes of the input image array and the object.
On the other hand, the use of the a normalization equation Eq.(3.6) from the
beginning always results in stagnation of optimization, which means that the binary
hologram cannot be improved even though the reconstructed error still is very high. This
is partially the result of the complex normalization operation. Given that the starting
state ofneuron nmn is random noise, the reconstructed object B'jS is also noise-like during
early iterations. The calculated ^adapt is an almost-random number and is likely to be far
from the ideal X,flxed. The error fed back brings the neural network states to some local
energy well. In this case, the neurons with the same output value (-1 or 1) tend to cluster.
It is logical to use a fixed normalization factor for the first several iterations and
then apply the adaptive normalization equation. In mathematical terms, this can be
expressed as:
10 t
^comb = Pi 7o>7 + ^adaPt
'
io+ 1
(-3'8')
VI
pi =er
aratio
where 1.960 < 0 ^ real
< 2.184, (3.9)
and0 l,imaginary
= 0'
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where A,adapt are calculated from Eq. (3.6) respectively and t is the iteration number. So,
^-cornb = Pi at the first iteration, and becomes more and more adaptive with increasing t.
Experiments show that by starting with the Pi , A,comb becomes very close to p2 or ^fixed
after
"enough" iterations. Calculation of normalization factor in this way is not so
sensitive to the choice of (^ and always leads to faster convergence.
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Chapter 4
Printing Considerations
In POCS, a sufficient condition for weak convergence is that the constraint sets be
convex. For the neural network algorithm, the similar requirement exists if the algorithm
is considered to be projection based. However, this condition is sufficient but not
necessary. Even though the binarization operation is not a projection onto a convex set,
the POCS algorithm also converges. But this operation can be used to test the
convergence properties of the algorithms. In practical applications, for a special
printing/displaying model, the device-dependent hologram can be designed by the
algorithms described in this paper.
By now, most computer-simulated reconstructions assume that binary holograms
are represented by pixels with identical shapes, i.e., perfect squares that do not overlap.
In reality, output pixels in many hard-copy devices are not square and may overlap
significantly. So the actual reconstructed error is much larger than the computed error if
the printing considerations are ignored.
4.1 A Novel PrintingModel
The actual transmission of the binary hologram at each pixel is difficult to
calculate because all neighboring pixels must be considered and because the transmission
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is not binary. In a 3x3 model [Pappas, 1993], there are 28=256 combinations of possible
gray level for each pixel. Though symmetry considerations reduce the number to about
50. It is still too complicated to test the transmission of hologram. Inspired by the
centering dot printing model proposed by Wang [1994], a simpler printing model is
proposed in this paper which uses only 7 combinations. A reasonable assumption is
made that the maximum diameter of a printed dot is less than twice of the size of a
square pixel. In this case we can separate each square pixel into 4 non-overlapping parts
(or corners): upper-left, upper-right, lower-left, lower-right. The transmission (or gray
level) of each part depends only on the binary value of the central pixel and three
neighboring square pixels. There are only 8 combinations for each corner. And the
transmission of the whole pixel is easy to calculate by averaging the transmission of the
4 parts.
: : ::
-F-
~
-
.
I ;;;.;y .
Figure 4-1 A simple printing model considered in optimization ofbinary
hologram, the pixel considered is separated into four parts
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Figure 4-2 different patterns for the printing model used in this paper
The eight combinations are shown in Fig 4-2. This model assumes that the dots
are symmetric in both horizontal and vertical directions. Seven basic printing patterns
are determined by the values in Table 4-1 :
Table 4-1 gray level of a quarter of a pixel under overlapped dot printing model
pattern a b c d e f g h
value 1 0.35 0.7 0.35 0.25 0.28 0.10 0.08
4.2 Including the PrintingModel in the Computation ofCGHs
Instead of reconstructing images from the idealized binary holograms (the gray
level is either 255 or 0 depending on the binary value of each pixel), the printing model
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can be taken into consideration. The error of the reconstructed image from the printed
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Figure 4-3 Neural Network to optimize binary CGHs with the consideration ofprinting
model
hologram under this printing model is fed back to update each neuron. In Chapter 5, the
test results will show that the reconstruction error is significantly reduced.
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Chapter 5
Results and Discussion
In our experiments, the test image of size 64x64 with added random phases is placed
inside a data matrix of 512x512 pixels. The complex number object is centered at (-52,
52) and (52, -52). The binary hologram and the reconstructed image array are shown in
Figure 5-1:
Figure 5-1 left: the optimized binary hologram for girl image results from neural
network algorithm, right: reconstructed amplitude image array with reconstructed object
and its conjugate locate (52, 52) away from the center
43
Different normalizations with different initial states ofneurons were tested over a
wide range ofvalues of P for different images. For the 64x64 image "girl", which has an
average gray level of 0.303, the results are graphed in Fig 5-2 with Pi = 0.19 for
combined normalization and p2 = 0.15 for fixed normalization. It seems that starting
with the error-diffused hologram and updating with combined normalization gives good
results with fewest iterations. This algorithm is quite robust in the sense that it works on
all sizes of image and holograms. And when updating with combined normalization, a
wide range ofvalues of P are satisfied. In most cases, the iteration always converges to a
good result. It is believed that the relative power between the object image and image
array determined the magnitude of the complex number p. We have tried to rotate the
fixed normalization p around the origin in increments of 30 degrees to optimize the
binary CGH for
"girl" image. By starting with a random number hologram, and
p=0.15+0i gives the best result in fewest iterations, whereas P= -0.15+0i, 0+0. 15i and 0-
0.1 5i also decrease the RMS error slowly. In the case of using -0.15+0i, the
reconstructed phase opposes the initial added random phase. The RMS results are shown
in Appendix B.
The RMS error of reconstruction using neural network algorithms have been
compared with that of the well known error-diffusion algorithm for three intensity
images of different types. For the 64x64 test images and 512x512 hologram, the lowest
reconstruction error for the error-diffused hologram is achieved when the image object is
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on axis. For all the neural network algorithms, the test images are centered 52 pixels
away from the center of input array in both x and y directions as was shown in Figure 5-
1 . Two different cases are considered: in the first, perfect square dots are assumed, so no
modification is made to the algorithm already described. In the second case, the printing
model is assumed to be the overlapped dots as described in Chapter 4.
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Figure 5-2 comparison of different initialization and normalization in neural network
algorithm optimization process
The result of a computer simulation for 50 iterations is given in Figure 5-2 and
Table 5-1. The error-diffused hologram is used as initial neuron states and the combined
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normalization is applied. This case yields approximately the best reconstruction with
fewest iterations among all initialization and normalization choices.
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Figure 5-3 Comparison of the original object and reconstructed objects from
Error-diffusion (ED) and Neural Network (NN) algorithms; square for using ideal square
printing model; overlapped for using overlapped dot printing model
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Table 5-1 comparison ofRMS results ofneural network algorithm and error diffusion
algorithm
test images square
printing model
overlapped dot
printingmodel
error diffusion neural
network
neural network
"girl" 0.211 0.135 0.205
"characters" 0.076 0.050 0.070
"graph" 0.227 0.132 0.201
The result shows that the RMS error of reconstruction of the neural network
algorithm is about 37% lower than that of the error-diffusion algorithm for square dots.
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0.05 -
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0NN, squred dot
CNN, overlapped dot
QC
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Figure 5-4 comparison ofRMS results ofneural network algorithm and error diffusion
algorithm
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In the case of applying overlapped dot printing model in the former, the RMS
error is still lower than that of the latter with the ideal square printing model. Applying
overlapped dot printing model to the error-diffusion algorithm is difficult to implement
in a single pass. The entire reconstruction of the image "girl" with the square printing
model is shown in Fig 5-1. It is interesting to see that the error outside the object region
distributes in the pattern similar to that of the error-diffusion algorithm. This is the result
of initializing the neurons with the error-diffused hologram, which pushes the error
towards the boundary of reconstruction. In the case of initializing the neurons with
random numbers, the error is more uniform.
For intensity images, the random phase added to the hologram is also
unnecessarily reconstructed. It will give more freedom to optimize the binary hologram
if only the squared magnitude of the original object is reconstructed. But applying the
reconstruction error of the magnitude as the energy function may require higher-order
neural networks which are quite complex. Understanding the optimization process of
neural networks may help simplify the work. Instead of feeding back the complex
reconstruction error, the magnitude error combined with free chosen phase can be fed
back to update the neuron.
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Chapter 6
Conclusion
We have applied the neural networks as a parallel and iterative algorithm to optimize
binary computer-generated holograms. This approach actually feeds back reconstruction
error to update the hologram over the input image region. Its performance is comparable
to the DBS published by Jennison in 1989 but requires much less computation.
A simple printing model was developed to test the convergence capability of the
neural-network algorithm. In this case, it can feed back the reconstruction error resulting
from the printing process the same way it feeds back the error results from binarization
process. Encouraging results are achieved which indicates that the neural network
algorithm performs very well and rebust.
Among all the combinations of initialization choices and normalization choices,
error-diffused hologram as the initial state plus combined normalization yields most
rapid decrease in reconstruction error and achieves results close to global optimization.
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Appendix A:
A Simple Example of Convergence ofDiscrete Hopfield
Neural Network
Consider a Hopfield neural network composing of 4 neurons, their neuron status and
updating are shown as following.
Fig appendix A.1: a Hopfield neural net composing of 4 neurons
weighting matrix: W
w, W12 W]3 W14
W21 W22 W23 W24
w3i w32 w33 w34
w41 w42 w43 w44
0 1 1
1 0 1 -1
1 1 0 -1
-1 -1 -1 0
external input: I =
-1
-1
1
1
initial states: X
-1
1
-1
1
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initial energy function:
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x3
.X4.
+ x4 [w14 W24 W34 W44
4.
_X1
x2
x,
[l, I2 1 3 I,
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updating states of neuron:
x, _ = SGN"" 1 , new Il+tWn w21 w31 w4]
u\)
SGN i+[o i 1 -i
X2,new =SGN I2+[w1? W W,-, W.12 "22 w32 w42
"f\
x4 ;
SGN -l + [l 0 1 -1
-1
1
-1
1
-1
-J 1
-1
1
i\
SGN(-2) = -l
- SGN(-4) = -l
x, n, = SGN'3, new I3+fW]3 W23 W33 W43
X4 )
= SGN
"_111
1
-1
yi
-l + [l 1 0 = SGN(0)=1
sgn I4+K W24 W34 W44
Ti
- x,
X4 )
= sgn l + [-l -1 -1 = sgn(2)=l
~-iT
. 1
-
-1
y\
dx1/dt = xlnew-x1 = (-l)-(-l) = 0
dx1/dt = x1,new-x1 = (-l)-l=-2
Ax1/dt = x1,new-x1=l-(-l) = 2
Ax;/dt = x, new - X! = 1 - 1 = 2
dE
~d7 j=i m=i
dx,
X ExjWy+L. - =-((-2)*0 + (-4)*(-2) + 0*2 +2*0) = -8 < 0dt
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after parallel updating of Xj
J n n n
z i=l j=l j=l
f
x,[wu w21 W31 W4,
~xl~
x2
x3
_*4_
+ x[w12 w22 w32 w42 +
X1*LW13 W23 W33 W43
~xl~
x2
X3
_X4.
+ x4[w14 w24 w34 w44
-[ll I2 I3
~xl~
x2
X3
.X4.
=
-4
60
Appendix B:
Test Results ofOptimizing Binary CGHs with Different
Initialization and Normalization
For images B-l to B-8 normalization factors of a real number with various value are
tested.
Girl64, Random, Fixed, 0.225-0.075
Range ofnormalization factor, P
Updating mode Fixed: updating with a fixed
normalization factor,
as in equation (3.7)
FE: start updating with a fixed
normalization factor, and then
use adaptive updating. As in
equation (3.8) and (3.9)
"*" Initial states ofneurons r Random: random number
between -1 and 1
ED: error diffusion of the
Fourier transform of
original object
-*" Test image |~~ Girl64: the "girl" image in Fig 5-3T Sample64: the "graph" image in Fig 5-3
For images B-9 to B-l2, the normalization factor p (complex number) has a fixed
amplitude but different direction angle (arctan(imag/real)).
direction angle P
o
30
60
90
120c
0.15+0i
0.13+0.075i
0.075+0. 13i
0+0.15i
-0.075+0.13i
61
150
180
210
240
270
300
330
-0.13+0.075i
-0.15+0i
-0.13-0.075i
-0.075-0. 13i
0-0.15i
0.075-0.13i
0.13-0.075i
Girl64, Random, Fixed, every 30 degree
Updating mode Fixed: updating with a fixed
normalization factor,
as in equation (3.7)
FE: start updating with a fixed
normalization factor, and then
use adaptive updating. As in
equation (3.8) and (3.9)
Initial states ofneurons"Random: random number
between -1 and 1
"*" Test image
"" ED: error diffusion of the
Fourier transform of
original object
Girl64: the "girl" image in Fig 5-3
62
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