E. Bombieri [12] has written at length concerning applications of the large sieve to number theory. Our intent here is to complement his exposition by devoting our attention to the analytic principle of the large sieve; we describe only briefly how applications to number theory are made. The large sieve was studied intensively during the decade [1965][1966][1967][1968][1969][1970][1971][1972][1973][1974][1975], with the result that the subject has lost its mystery: We now possess a variety of simple ideas which provide very precise results and a host of variants. While the large sieve can no longer be considered deep, it nevertheless gives powerful estimates in many different settings. ) has obtained k * 2. In all of these arguments the large sieve is a major tool.) The large sieve remained the province of a few specialists, until the appearance in 1965 of a fundamental paper of K. F. Roth [86], followed immediately by a major contribution of Bombieri [7] . As we consider it here, the large sieve was first reduced to its basic analytic principle by H. Davenport and H. Halberstam [21].
ik -«Jl > s (i) for r T^ s; here \\9\\ denotes the distance to the nearest integer, IMI-minJ*-*!. The large sieve is an inequality of the form
R M+N
S \S(a r )\ 2 < A 2 fcP,
where A = A(iV, 8). The parameter M is irrelevant, for if T(a) = Sfi+HÎj^-^Çna) then 7(a) = e(Ka)S(a) 9 and hence |T(a)| = \S(a)\. We are interested in determining how A depends on N and 8. We find, for example, that we can take A = N + 8 ~ ', but before considering admissible A we observe that A can not be too small. Suppose that a n = e(-na { ). Then |5(«,)| 2 =iv 2 = iv2kl 2 ;
thus A > N. In fact we can take A = N when R = 1, for by Cauchy's inequality
If the a, are equally spaced then we may regard R ~]2 |S(«0| 2 as a Riemann sum approximating to fQ\S(a)\ 2 da. This prompts us to note that ƒ' 2 |5K + «)| 2 <**= *ƒ' |s(«)p^= *2 kp.
Hence for some value of a, and thus A > [8~!] > 8~! -1. The power of the large sieve may be attributed to the fact that we need not take A to be much larger than is necessitated by the elementary considerations above. In taking A = N + 8~! we see that A does not depend very heavily on 8 as long as N8 is large.
3. An elementary inequality of the Sobolev type, P. X. Gallagher [29] has given a very simple derivation of the large sieve, based on the idea that |S(a)f is approximately 8 ~lf%± V/l\ S(P)\ 2 dfi, to within an amount depending on the size of S (ft) and S"(/0-F°r our purposes the following simple inequality is sufficient. Lemma 1. Suppose/ G C l [0, 1] . Then for 0 < x < 1, l/MI < ƒ' (l/l + l/U and lAOKjf'd/l+il/i).
•' o PROOF. We easily verify that ƒ(*) = f l /(«) d»+ f "A") du+ C ( U ~ WW du '
The multiplier of ƒ'(w) has modulus not exceeding 1, and if x = | then it has modulus < ^. Thus the lemma is immediate. In Lemma 1 we find a simple representative of a large class of inequalities, studied by Sobolev (see [1] , [92] ), in which a norm of ƒ is bounded in terms of other norms of/and/.
Using Lemma 1 we shall obtain THEOREM 1 (GALLAGHER). The inequality (2) holds with A = 8 ~x + TTN.
This bound is asymptotically correct when N8 is small, but the secondary term is larger than it need be. Bombieri and Davenport [15] have shown that when NS < l 9 the optimal A satisfies the bounds
PROOF. We change variables in Lemma 1 in order to treat the interval [a r -\8,a r + \8]; we find that 
l/p+ l/q=l, p>hq>l f (5) then l p is dual to l q . Hence if A is a matrix, A : l Pl -+l P2 then adj A : l q2~* l qi ; we now derive (4) in this special setting. Our interest is confined to the special case p x * p 2 = 2; we prove more than we require in order to emphasize the generality of this duality principle. PROOF. We may assume that 1 < p ir < oo, as the limiting cases follow by continuity, (i) implies (ii). By Holder's inequality,
2d
C nr X nyr\ = \ Zu .VriL C nr X n\ n t r (? ^rt? ii wr
We use (i) to bound the second factor on the right to obtain (ii).
(ii) implies (i 
In §6 we shall show that this holds with C * 8 ~!, but first we note that our problem can be made easier by introducing weights. Suppose that b n > 0 for all n 9 that b H > 0 for M + ! < n < M + N 9 and consider the inequality 
(7)
By changing variables we see that this is equivalent to the inequality If b n = 1 for M + 1 < n < M + N, b n = 0 otherwise then we arrive again at (6) . If b n > 1 for M + 1 < n < M + AT then (7) gives (2) were the first to consider the large sieve via duality. Earlier, Rényi had based his arguments on generalizations of Bessel's inequality. We now formulate such an inequality, which provides a second method of reducing the large sieve to (6) or (8). However, we see ultimately that the generalized Bessel inequality is equivalent to the case/?! = p 2 = 2 of Lemma 2. In order to have an inequality of this sort it is not necessary to assume that the q> r are orthonormal; we have LEMMA 3 (BOAS [6] Note that if the <p r are orthonormal then we clearly have B = 1 in (v), so that (iv) gives Bessel's inequality.
PROOF, (iv) implies (v). Take £ = 2 y r <p r -Then by Cauchy's inequality and (iv),
This gives (v). An appeal to (9) now gives the desired bound. For the last assertion we take K r = 1 for all r. Let p(C) denote the maximum modulus of the eigenvalues of a square matrix C. Perron proved that p(C) < B for arbitrary C, if B satisfies (9). But ||C|| = p(C) for Hermitian C, so the above is a consequence of Perron's theorem. Our criterion (9) depends only on \c"\ 9 and as such it is best possible: If the c n are nonnegative then p(C) is an eigenvalue whose eigenvector has positive coordinates. Taking the K r to be these coordinates, we see that we may take B = p(C) in (9). Unfortunately, if the c n vary greatly in sign or argument then the bound provided by Lemma 4 is usually rather weak.
Combining Lemmas 3 and 4 we obtain an inequality of with c = 2TT. Schur [90] was the first to obtain the best constant c « TT, and Toeplitz gave the following elegant proof: Let W(a) * 2w r e(m),
But K(0) =* 0 and K{a) -?r -lira for 0 < a < 1, so we have (12) with c * ess sup|A^| =• = 77. In fact (12) holds with strict inequality. With the aim of establishing (6), we generalize Hilbert's inequality as follows. 
\ -\

1/2
Thus it suffices to show that w.
as is also evident by Lemma 2. We multiply out the square on the left and take the sum over r inside to see that the left-hand side is We could prove this by the method employed above, but the following simple argument now suffices. We appeal to Theorem 2 with a doubly-indexed set of RK variables w rm , 1 < r < R, 1 < m < K, and well-spaced constants K". Then Thus on allowing K to tend to infinity we see that (15) gives (13 
\af(T+0(n)).
7. An extremal problem. We now consider the problem of deriving the large sieve from (8). For 9 (19) . Selberg has shown that this is the only situation in which equality occurs in (19) ; hence the same may be said for Theorem 3. 
Z<(N+Q 2 )l 2 <»{p)/p)~\
At last we see the large sieve formulated as a sieve! If in particular 9 is a set of primes p < N l/2 for which <o(/?) > rp, then |*P| < 2N(rZ)" 1 . Here the emphasis is on primes for which u(p) is large; hence the term large sieve. If we apply the above when co(p) is small then we obtain weak results. This may be traced to the fact that we are using (20) The large sieve is a bound for the norm of a matrix whose coefficients are e(na r ). Here the a r may be irregularly spaced, but the n lie in arithmetic progression. Selberg (unpublished) has observed that we can obtain similar results for the more general coefficients e(v k a r ): Suppose that 
Kf -
To establish this we proceed as in §3, and then appeal to Corollary 3. If we dualize first then we obtain the above with the factor on the right replaced by (irT + 1/AX1/8 + A + N). Considering the symmetry of the situation, it would be desirable to have a symmetric upper bound, such as (T + 1/AX^V + !/«)• Let S be a set of X integers q < Q. Then we may ask for a factor A(iV, g, X) such that 
Moreover, examples can be constructed to show that the above is never more than a constant factor from the truth. This is disappointing, since one might have hoped to be able to take A(iV, Q, X) = C(N + QX). 
