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Os dados financeiros ou econômicos raramente se aproximam de uma distribuição
Normal, principalmente pelo fato de que esses dados possuem uma cauda mais pe-
sada. Portanto, este estudo teve como objetivo apresentar as distribuições do tipo
Slash e suas aplicações nos dados financeiros. Este trabalho consiste em uma uma
revisão bibliográfica das distribuições do tipo Slash, onde será apresentada uma ge-
neralização, baseada no artigo Zörnig (2018), que utiliza a função Hipergeométrica
Generalizada. Por fim, o trabalho visa verificar se a distribuição é adequado, ou
não, para dados financeiros.
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Abstract
Financial or economic data rarely approach a Normal distribution, mainly because
these data have a heavier tail. Therefore, this study aimed to present Slash-type
distributions and their applications in financial data. This work consists of a bibli-
ographical revision of the Slash-type distributions, and will be present a generaliza-
tion, based on the article Zörnig (2018), which uses the Generalized Hypergeometric
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Em muitos trabalhos estat́ısticos, pesquisadores se deparam com situações em
que os dados não são bem ajustados pela distribuição Normal, principalmente em
trabalhos com dados financeiros, que apresentam dados com cauda pesada e curtose
elevada. Vários estudos procuram utilizar outras distribuições para modelar os da-
dos, como no caso de Kotz, Kozubowski e Podgorski [4], que utilizam a distribuição
Laplace para analisar dados sobre a moeda japonesa pelo Dólar (ver página 376).
Visto a necessidade de utilização de distribuições com cauda pesada, o estudo
de Rogers e Tukey [9] apresentou a distribuição Slash, que se trata de uma v.a Z
gerada pelo quociente de outras duas variáveis aleatórias, ou seja, Z = X/U1/q em
que U é uniformemente distribúıdo em [0, 1] e q > 0. Rogers e Tukey utilizaram
X sendo uma Normal(0,1). Outros estudos também fizeram variações da variável
aleatória X, como o caso de Gui [2] onde utilizou a Meia Normal, ou o caso de
Punathumparambath [7], que fez uso da Skew Normal.
Neste trabalho considera-se de particular relevância o caso de Shodganga [11],
que em seu estudo, reescreveu a distribuição Slash para as distribuições Exponencial,
Laplace e Meia Laplace. Além disso, o autor aplicou essas distribuições as taxas de
câmbio da moeda indiana em relação ao Dólar americano, ou seja, demonstrou que
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essas distribuições podem ser melhor ajustadas do que a Normal.
Portanto, o principal objetivo deste trabalho é comparar o uso de diferentes
distribuições para dados financeiros brasileiros. Primeiramente, será realizada uma
breve explicação sobre as distribuições tipo Slash Laplace e Normal, e, em seguida
estas serão comparadas quanto a sua aplicação a dados financeiros. Por fim, será
calculada uma medida estat́ıstica para verificar se houve ajuste aos dados.
2. Metodologia
2.1 Distribuição Slash
A distribuição Slash Normal resulta do quociente entre duas variáveis aleatórias
independentes, a distribuição Normal (numerador) e a distribuição Uniforme (de-
nominador). Assim, pode-se denotar que uma variável aleatória Z tem distribuição





em que X ∼ N(0, 1) independe de U ∼ U(0, 1) e q > 0. Em particular, para q →∞
a distribuição Slash aproxima-se da distribuição Normal Padrão. Já para q = 1,





, x 6= 0
1
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φ(0), x = 0
, (2)
em que φ representa a função de densidade da distribuição Normal Padrão (Johnson,
Kotz e Balakrishnan, 1995).
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2.2 Distribuição Slash com Denominador Beta
Sejam X, Y variáveis aleatórias cont́ınuas independentes com densidades f e g, e




yα−1(1−y)β−1 para 0 ≤ y ≤ 1 , em que B(α, β) = Γ(α)Γ(β)
Γ(α + β)
é a função Beta com parâmetros α, β > 0. Define-se a distribuição Slash dividida
por Beta como a distribuição do quociente Z = X/Y . Será utilizada a notação curta
BDSL. No caso em que β = 1 obtém-se a Slash Comum, descrita na seção anterior.
O Teorema 1 mostra a f.d.p da v.a Z. A prova do teorema está descrita em Zörnig
(2018, ver eq. (2.1)).







wα(1− w)β−1 dw para z ∈ R. (3)
Em particular, para β = 1, encontra-se a Slash Comum, ver equação 1. Assim,
α seria o parâmetro q da equação como apresentado por Castillo (2016, p.112, eq.
(2))[1]. Já para o caso em que β = 0, a densidade BDSL é reduzida para a variável
aleatória X. Isso ocorre porque a distribuição Beta se aproxima de 1 quando o
parâmetro β tende a 0 para qualquer valor de α com α > 0. Desta forma, Y
converge em probabilidade para Y = 1 se β tender a zero. Assim, a densidade de
Z = X/Y converge para a de X.
A Figura 1 mostra algumas curvas espećıficas da distribuição
BDSL(α, β, (N(0, 1)). Pode-se observar que a distribuição Slash Normal converge
suavemente para a distribuição Normal quando aumenta-se β de 0 para 1. Os
valores do parâmetro β são 0; 0,5; 1; 2 e 3. Já o valor de α foi escolhido como igual
a 1. Também é importante verificar que a cauda da distribuição aumenta com o
crescimento do valor de β.
Figura 1: Distribuição Slash para α = 1
2.2.1 Distribuição Slash em Função da Hipergeométrica Ge-
neralizada
Para construir a distribuição de BDSL, são utilizadas as funções hipergeométricas
generalizadas definidas por:
















em que n(k) = Γ(n+k)
Γ(n)
denota o śımbolo Pochhammer, satisfazendo n(k) = n(n +
1)...(n+k−1) quando k é um inteiro positivo. O pacote hypergeo do solftware Rstudio
foi utilizado para descrever as f.d.p’s das distribuições do tipo Slash citadas nesse
trabalho. A seguir será mostrada a distribuição BDSL em função da Hipergeométrica
Generalizada.





















para z ∈ R e α, β > 0
A prova do Teorema 2 encontra-se em Zörnig (2018, ver eq. (2.2)). A distribuição
Slash dividida por Beta gerada por N(0,1) será indicada por BDSL(α, β,N(0, 1)).
Para os casos especiais de β = 0 e β = 1, obtém-se a distribuição Normal Padrão e
a distribuição Slash Comum, respectivamente.
Nas aplicações deste trabalho, foram introduzidos os parâmetros de localização e
escala na densidade (5), ou seja, considerou-se a f.d.p de quatro parâmetros, α, β, µ





















2.2.2 Momentos da BDSL
Os momentos da distribuição BDSL(α, β, (N(0, 1)) podem ser escritos como:






Γ(α + β − r)Γ(α)
para α > k , (7)
ver prova em Zörnig (2018, ver Teorema 2.3).
Pode-se verificar que os momentos ı́mpares são iguais a zero.
2.2.3 Resultados Importantes
Agora é importante apresentar alguns resultados da distribuição Slash dividida
pela Beta. O resultado a seguir é para z = µ na equação 7. Nesse caso encontra-se





Outro resultado obtido é quando o valor de α ou β tende a zero. Nesses dois




BDSL(α, β, f(θ)) = f(θ) para todo β > 0
lim
β→0
BDSL(α, β, f(θ)) = f(θ) para todo α > 0 ,
em que f(θ) representa a f.d.p de qualquer variável aleatória. O limite deve ser
entendido no sentido de uma convergência pontual das densidades.
2.3 Distribuição Slash Laplace
Antes de se definir a distribuição Slash Laplace dividida pela Beta é importante
relembrar a f.d.p da Laplace, pois esta é de grande relevância para a construção da
distribuição Slash Laplace citada por Shodganga [11].
2.3.1 Distribuição Laplace
A versão padrão da variável aleatória Laplace, também conhecida como distri-




e−|x| para x ∈ R. (9)
Nesse caso seus parâmetros de localização e escala são 0 e 1, respectivamente,ou
seja, µ = 0 e b = 1.
Para o caso da f.d.p com seus parâmetros de localização e escala a sua densidade
simples é:




b para x ∈ R , (10)
em que b > 0. A equação da função de densidade da Laplace se assemelha conside-
ravelmente com à equação da f.d.p da Normal, entretanto, a Normal expressa seus
termos em função da diferença quadrática da média, enquanto a Laplace expressa
seus termos em função da diferença absoluta de sua mediana. Dessa forma, a La-
place tem caudas mais pesadas do que a Normal, o que favorece sua escolha para
dados financeiros.
Para estimar os parâmetros de uma amostra aleatória (x1, · · · , xn) de tamanho n,
utiliza-se o método da máxima verossimilhança. Assim, a máxima verossimilhança
do estimador µ̂ do parâmetro µ é a mediana da amostra. Já o estimador b̂ do
parâmetro b se dá pelo somatório da diferença absoluta de sua mediana dividida




|xi − µ̂| (Robert M Norton, 1984).
2.3.2 Distribuição Slash Laplace dividida pela Beta
A distribuição Slash Laplace resulta da razão entre a distribuição Laplace pela
Uniforme, ou seja, Z = X
U1/q
em que X ∼ Laplace(µ, b) e U ∼ (0, 1). Assim,
denota-se a variável aleatória Z como SLL(µ, b, q) (ver Shodganga [11]).
Quando q = 1 obtém-se a distribuição Slash Laplace canônica. Já quando q →∞
a Slash Laplace tende a uma Laplace(µ, b). A Figura 2 compara as distribuições do
tipo Slash Laplace Canônica e Normal Canônica. Pode-se observar que a Laplace
possui uma curtose maior que a da Normal.
Figura 2: Comparação entre a Slash Laplace e a Slash Normal












A Figura 3 mostra distribuições espećıficas para diferentes valores de α e β.
Novamente, pode-se observar que para um maior valor de β, a cauda da distribuição
aumenta, tal como ocorre na Figura 1. Para todas as curvas definiu-se µ = 0 e b = 1.
As densidades correspondem às seguintes seleções de parâmetros:
• (α, β) = (1, 0) curva preta (distribuição Laplace);
• (α, β) = (2, 1) curva vermelha (distribuição Slash Laplace Padrão);
• (α, β) = (0.5, 2) curva verde (BDSL geral).
Figura 3: Distribuição BDSL Laplace para diferentes α e β
3. Aplicação da Distribuição tipo
Slash
Neste trabalho foram utilizados dados de ativos financeiros negociados no Brasil e
em outros lugares do mundo. Além disso, utilizou-se a taxa de câmbio Dólar (US$)
pelo Real (R$). Os dados foram importados pelo software Rstudio, utilizando o
pacote ”quantmod”, que extrai os dados do site ”Yahoo Finance”. Apenas os dados
de câmbio foram importados pelo pacote rbcb, que extrai dados do site do Banco
Central do Brasil (BACEN).
Os bancos de dados importados do ”Yahoo Finance”possuem seis variáveis: aber-
tura do preço do ativo no dia, maior preço do ativo no dia, menor preço do ativo no
dia, preço de fechamento do ativo no dia, volume de vendas do ativo e dia de nego-
ciação do ativo. Quanto aos dados obtidos relativos ao BACEN, foram importados
apenas o dia de negociação do Dólar e o preço de fechamento do Dólar pelo Real no
dia. Neste trabalho, foram considerados apenas as informações do dia de negociação
e o preço de fechamento de cada ativo.
Os ativos escolhidos para representar a Bolsa brasileira foram
”ABEV3.SA”(Ambev.SA) e ”PETR4.SA”(Petrobas.SA). Estes foram escolhi-
dos pelo fato de serem as ações mais negociadas na BOVESPA (Bolsa de Valores
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do Brasil). Também levou-se em consideração o BTCUSD=X, que se tornou mais
conhecido pelo nome de Bitcoin, uma criptomoeda que se tornou conhecida no ano
de 2017 devido a sua valorização de mais de 1900%.
Em todos os casos, foram utilizados os dados do dia 4 de janeiro de 2010 até
o dia 6 de setembro de 2018 (dia da coleta dos dados). Esse intervalo foi definido
com base no estudo de Shodganga [10], que também utilizou o peŕıodo de 8 anos.




Em relação a estimação dos parâmetros foram utilizados dois diferentes cami-
nhos. O primeiro deles foi estimar por máxima verossimilhança os parâmetros da
distribuições Normal e Laplace. Os mesmos resultados dos parâmetros foram uti-
lizados no numerador das distribuições tipo Slash. Já para estimar os parâmetros
α e β do denominador das distribuições do tipo Slash, foi utilizado a Estat́ıstica de
Kolmogorov-Smirnov, ou seja, Dn = supx |Fn(x)−F (x)| em que Fn(x) representa a
função de distribuição emṕırica dos dados e F (x) a função distribuição acumulada
das distribuições de estudo. Para isso, utilizou-se os parâmetros α e β que mini-
mizaram o valor de Dn. Além disso, utilizou-se a função ks.test implementada no
software Rstudio.
A seguir serão apresentados gráficos da função de distribuição acumulada das
distribuições estudadas. Além disso, serão apresentados os valores dos parâmetros
de cada distribuição. Também será apresentado o Critério de Informação de Akaike
(AIC) de cada série para comparar cada modelo. Para calcular o AIC, utilizou-se
a fórmula AIC = 2k − 2 logL(θ̂) em que k é o número de parâmetros estimado da
distribuição e L(θ̂) é a função de verossimilhança para os parâmetros θ̂.
3.1 AMBEV
Para os dados da ABEV3.SA, obteve-se um tamanho de amostra igual a 2140. A
Tabela 1 apresenta estat́ısticas utilizadas na estimação dos parâmetros.




Soma da Diferença Absoluta 0.01
Tabela 1: Estat́ıstica do Log-retorno ABEV3.SA
A Estat́ıstica de Kolmogorov-Smirnov (Dn) da BDSL Laplace e BDSL Normal
são 0,02 e 0,06; respectivamente. A Figura 4 representa os dados com as f.d.a’s
descritas no trabalho. As Funções de Distribuição Acumulada correspondem às
seguintes curvas:
• BDSL Laplace(µ, b, α, β) = (0; 0, 01; 2, 4; 0, 1) curva marrom;
• Laplace(µ, b) = (0; 0, 01) curva roxa;
• BDSL Normal(µ, σ, α, β) = (0; 0, 01; 2, 3; 0.1) curva verde;
• Normal(µ, σ) = (0; 0, 01) curva azul.
Figura 4: Funções de distribuição Acumulada nos dados da Ambev
De acordo com a Figura 4, é imposśıvel diferenciar as distribuições acumulada
dos dados com as outras distribuições. Já na Tabela 2, pode verificar diferença entre
os Critérios de Informação de Akaike. Pelo o AIC, a distribuição Laplace é que
melhor se adequa pois, seu AIC é o menor entre todas as distribuições.
Normal BDSL Normal Laplace BDSL Laplace
AIC -12140,7 -12185,7 -12251,2 -12231,3
Tabela 2: Coeficiente de Determinação nos dados da ABEV3.SA
3.2 BITCOIN
Para os dados da BTCUSD=X, obteve-se um tamanho de amostra igual a 2124.
Novamente, foi apresentada estat́ıstica da amostra.




Soma da Diferença Absoluta 0.04
Tabela 3: Estat́ıstica do Log-retorno BTCUSD=X
A Estat́ıstica de Kolmogorov-Smirnov (Dn) da BDSL Laplace e BDSL Normal
são 0,081 e 0,16; respectivamente. A Figura 5 representa os dados com as suas res-
pectivas f.d.a’s. As Funções de Distribuição Acumulada correspondem às seguintes
curvas:
• BDSL Laplace(µ, b, α, β) = (0; 0, 04; 2, 3; 0, 1) curva marrom;
• Laplace(µ, b) = (0; 0, 04) curva roxa;
• BDSL Normal(µ, σ, α, β) = (0, 01; 0, 08; 2; 0.1) curva verde;
• Normal(µ, σ) = (0, 01; 0, 08) curva azul.
Figura 5: Funções de distribuição Acumulada nos dados da BTCUSD=X
De acordo com a Figura 5, é imposśıvel diferenciar as distribuições acumulada
dos dados com as outras distribuições. Já na Tabela 4, pode verificar diferença entre
os Critérios de Informação de Akaike. Pelo o AIC, a distribuição Laplace é que
melhor se adequa pois, seu AIC é o menor entre todas as distribuições.
Normal BDSL Normal Laplace BDSL Laplace
AIC -4926,60 -4825,54 -6432,66 -6531,16
Tabela 4: Coeficiente de Determinação nos dados do Bitcoin
3.3 DÓLAR
Para os dados da taxa de câmbio, obteve-se um tamanho de amostra igual a
2181. A Tabela 5 apresenta estat́ısticas utilizadas na estimação dos parâmetros das
distribuições discutidas no trabalho.




Soma da Diferença Absoluta 0.01
Tabela 5: Estat́ısticas do Log-retorno Dólar
A Estat́ıstica de Kolmogorov-Smirnov (Dn) da BDSL Laplace e BDSL Normal
são 0,024 e 0,072; respectivamente. As Funções de Distribuição Acumulada da
Figura 6 correspondem às seguintes curvas:
• BDSL Laplace(µ, b, α, β) = (0; 0, 01; 2, 7; 0, 1) curva marrom;
• Laplace(µ, b) = (0; 0, 01) curva roxa;
• BDSL Normal(µ, σ, α, β) = (0; 0, 08; 2; 0.1) curva verde;
• Normal(µ, σ) = (0; 0, 08) curva azul.
Figura 6: Funções de distribuição Acumulada nos dados do Dólar pelo Real
De acordo com a Figura 6, é imposśıvel diferenciar as distribuições acumulada
dos dados com as outras distribuições. Já na Tabela 6, pode verificar diferença entre
os Critérios de Informação de Akaike. Pelo o AIC, a distribuição Laplace é que
melhor se adequa pois, seu AIC é o menor entre todas as distribuições.
Normal BDSL Normal Laplace BDSL Laplace
AIC -14545,6 -14699,4 -14847,8 -14840,8
Tabela 6: Coeficiente de Determinação das Distribuições de Estudo
3.4 PETROBAS
Para os dados da PETR4.SA foi obtido um tamanho de amostra de 2158. A Tabela
7 apresenta estat́ısticas utilizadas na estimação dos parâmetros das distribuições
discutidas no trabalho.




Soma da Diferença Absoluta 0.02
Estat́ıstica Dickey-Fuller -31.94
P − valor <0.01
Tabela 7: Estat́ısticas do Log-retorno PETR4.SA
A Estat́ıstica de Kolmogorov-Smirnov (Dn) da BDSL Laplace e BDSL Normal
são 0,02 e 0,08; respectivamente. As Funções de Distribuição Acumulada da Figura
7 correspondem às seguintes curvas:
• BDSL Laplace(µ, b, α, β) = (0; 0, 02; 2, 9; 0, 1) curva marrom;
• Laplace(µ, b) = (0; 0, 02) curva roxa;
• BDSL Normal(µ, σ, α, β) = (0; 0, 03; 1, 6; 0.1) curva verde;
• Normal(µ, σ) = (0; 0, 03) curva azul.
Figura 7: Funções de distribuição Acumulada nos dados da Petrobas
De acordo com a Figura 7, é imposśıvel diferenciar as distribuições acumulada
dos dados com as outras distribuições. Já na Tabela 8, pode verificar diferença entre
os Critérios de Informação de Akaike. Pelo o AIC, a distribuição Laplace é que
melhor se adequa pois, seu AIC é o menor.
Normal BDSL Normal Laplace BDSL Laplace
AIC -8927,9 -9029,5 -9190,2 -9176,4
Tabela 8: Coeficiente de Determinação dos dados da Petrobas
4. Conclusão
Neste trabalho, foi apresentada uma aplicação prática das Distribuições Tipo
Slash com foco em dados financeiros. Os resultados indicaram que não se obteve
um ajuste significativo para os ativos financeiros, pois a distribuição Laplace tem
menos parâmetros que a BDSL Laplace e apresentar os mesmo resultados quando
é verificado o gráfico da função de distribuição acumulada. Além disso, o AIC da
distribuição Laplace é menor que o das distribuições tipo Slash.
Vale lembrar que o estudo não utilizou nenhum método de estimação, por isso,
em estudos futuros, seria interessante utilizar uma técnica de estimação robusta
(momentos, mı́nimos quadrados ou verossimilhança), a fim de otimizar o AIC. Além
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