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We develop an effective low energy theory of the Quantum Hall (QH) Smectic or stripe phase of
a two-dimensional electron gas in a large magnetic field in terms of its Goldstone modes and of the
charge fluctuations on each stripe. This liquid crystal phase corresponds to a fixed point which is
explicitly demonstrated to be stable against quantum fluctuations at long wavelengths. This fixed
point theory also allows an unambiguous reconstruction of the electron operator. We find that
quantum fluctuations are so severe that the electron Green function decays faster than any power-
law, although slower than exponentially, and that consequently there is a deep pseudo-gap in the
quasiparticle spectrum. We discuss, but do not resolve the stability of the quantum Hall smectic to
crystallization. Finally, the role of Coulomb interactions and the low temperature thermodynamics
of the QH smectic state are analyzed.
Recent experiments on extremely high mobility two-
dimensional electron gases (2DEG) in large magnetic
fields by M. Lilly and coworkers[1] and by R. Du
and coworkers[2], have revealed an unusually large and
strongly temperature dependent anisotropy in the trans-
port properties. These, and subsequent experiments[3],
have made it clear that this anisotropy is an intrin-
sic property of a new, anisotropic metallic phase of the
2DEG. The anisotropic metal, rather than the fractional
quantum Hall effect, apparently dominates the physics
of all partially filled Landau levels (LL) with LL index
N ≥ 2.
Motivated by these experiments and theoretical work
on Hartree-Fock states with stripe order[4, 5, 6, 7], and
exploiting an analogy with the stripe related phases of
other strongly correlated electron systems[8], two of us
proposed[9] that the ground states of Quantum Hall Sys-
tems with partially filled Landau levels with N ≥ 2
are predominantly electronic liquid crystalline. These
phases, with broken rotation and sometimes translation
symmetry, are intermediate between the isotropic quan-
tum fluid and the quasi-classical electronic crystal. In
particular, we argued for the existence of quantum Hall
smectic, nematic, and hexatic phases.
The simplest liquid crystalline phase to visualize is the
smectic or stripe ordered phase, which breaks transla-
tion symmetry in one direction, but is none-the-less a
fluid in the sense that there is no gap to current carrying
states and there is a non-integer number of electrons per
magnetic unit cell. As mentioned above, early Hartree-
Fock calculations suggested that the ground state of the
∗Permanent Address: Departamento de F´ısica Teo´rica, Universi-
dade do Estado do Rio de Janeiro, Rua Sa˜o Francisco Xavier 524,
20550- 013, Rio de Janeiro, RJ, Brazil
2DEG in large magnetic fields is a unidirectional charge
density wave (CDW)[4]. These results are manifestly in-
correct in the lowest Landau level, where the fractional
quantum Hall effect occurs, and the ground state is, to
good approximation, the Laughlin state[10]. But, for a
high enough Landau level index N , a stripe phase can
be shown to be a reasonable ground state of the 2DEG
for filling factors close to half-filling of the partially filled
Landau level[5, 6, 7]. Here, the stripes are the result
of a competition between effective attractive short-range
forces and the familiar (long range) Coulomb interac-
tions. We will see below that these mean field pictures of
the stripe state are a good starting point for a descrip-
tion of a quantum Hall smectic. However, at Hartree-
Fock level, the smectic phase can easily be seen[9, 11, 12]
to be unstable to crystallization, that is to the occur-
rence of a charge-density wave along the stripe direction
which breaks translational symmetry and produces an in-
sulating state which can be thought of as an anisotropic
Wigner crystal.
In the present paper, we will develop a theory of the un-
pinned quantum Hall smectic phase, and investigate its
low energy properties. Based on our earlier work[9, 13],
it is our belief that it is the quantum Hall nematic state,
not the smectic, that is the most experimentally impor-
tant phase. However, these are new phases of matter,
and their precise characterization is important in its own
right, and for possible relevance to future experiments.
Moreover, a mean-field theory of the quantum Hall ne-
matic, to serve as a starting point for a similar analysis,
has not yet been developed although important progress
in this direction has been made[14]. Serious progress has
also been made towards understanding the nematic Fermi
fluid in zero external magnetic field[15]
The central result of this paper is an effective low en-
ergy theory for the QH smectic which can be expressed
in terms of two canonically conjugate sets of degrees
of freedom: the displacement fields of the stripes, i. e.
the Goldstone mode of the spontaneously broken trans-
lational symmetry, and the chiral edge modes of each
stripe. In a separate publication[16] two of us we will
give a microscopic derivation of this effective low energy
theory.
The quantum smectic is also interesting from a broader
conceptual point of view, in that the Goldstone modes
are so soft that coupling to them destroys all coherent
single-electron motion, even at temperature T = 0. In-
deed, we find that the electron Green function, G(x, y, t),
is highly anisotropic. It falls off more slowly than an ex-
ponential, but more rapidly than any power law as a
function of time, t, or distance along a stripe, x; it falls
at least exponentially as a function of displacement per-
pendicular to the stripes, y. For instance, for zero spatial
separation, G(0, 0, t) ∼ exp[−A log2(t/t0)], which implies
a strong pseudo-gap in the local density of states. De-
spite this, for a system with short range interactions, the
specific heat at low T , due to the soft Goldstone modes,
is CV ∼ T log(T0/T ) - there are even more low energy
modes than in a Fermi liquid! For the case of Coulomb
interactions we find instead a T linear law.
A smectic state (quantum or classical) is a state with
spontaneously broken continuous symmetries[17, 18]. In
the zeroth order description, given by the Hartree-Fock
theory, the sample is spontaneously divided into strips
with filling factors that alternate between two succes-
sive integers, N and N + 1, as shown in Fig. 1. At this
level, the high density regions are separated from the low
density regions by (straight) edge states with alternating
chirality. As the filling factor of the partially filled level
changes the width and period of these strips changes,
which implies that this state is compressible. As a conse-
quence, the Hall conductivity varies linearly as the filling
factor varies across the partially filled Landau level.
It is tempting to think of the smectic as an array of chi-
ral, one dimensional wires (internal edge states), interact-
ing by some (possibly complicated) effective interaction
induced by the fact that the edges are self-consistently
generated, and hence fluctuating. This approach was
advocated in some of our recent papers[9, 19]. It was
also advocated in an insightful paper by MacDonald and
Fisher[12] who proposed an effective theory for a system
of coupled chiral Luttinger liquids compatible with rota-
tional invariance, as required for a true smectic state. In
fact, the theory of MacDonald and Fisher is essentially
equivalent to the theory for the quantum hall smectic
that we introduce and discuss in this paper.
However, we find that the picture of the quantum Hall
smectic as an array of coupled Luttinger liquids in fact
can obscure the underlying physics of this state. This
picture suggests that some sort of quasi-one-dimensional
low-energy theory can explain the physics of this state
and in particular that it can be used to analyze its sta-
bility. Thus, on the basis of this analysis, it was argued in
ref. [9] and [12] that even beyond Hartree-Fock theory the
smectic phase would always unstable to crystallization.
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FIG. 1: Schematic representation of the stripe solution. Top
panel: the chiral edge states of each stripe; here N and N +1
label the number of filled Landau levels in each region, λ is the
period of the stripe (wavelength), and ν is the effective fill-
ing factor of the partially filled Landau level. Bottom panel:
effective potential φ(y) for the stripe solution; y is the coordi-
nate perpendicular to the stripe, µ is the chemical potential
and EN is the energy of Landau level N .
While this approach is reasonable in the case in which
the internal edges are pinned by an external, periodic
potential, we will see, below, that this stability analysis
based on a 1 + 1-dimensional scaling may not be safe in
the absence of explicit symmetry breaking. The physical
reason is that the Goldstone modes of the smectic are
so soft that they dominate the low energy physics, and
the resulting fixed point is a strongly anisotropic 2 + 1-
dimensional system.
In fact, H. A. Fertig and coworkers[11, 20, 21], have
carried out extensive numerical time-dependent Hartree-
Fock calculations, and showed that their numerical re-
sults can be described qualitatively by a quantum smec-
tic with essentially the same properties that we find here.
In particular, they find that the unpinned quantum Hall
smectic state can be stable. In addition, Coˆte´ and Fertig
have analyzed their time-dependent Hartree-Fock results
in terms of an effective elastic theory similar to ours. Re-
cently, Fogler and Vinokur studied the classical hydrody-
namics at finite temperature of the Hall smectic[22].
These conflicting results, and our earlier arguments[8]
of a first order transition for the smectic-crystal tran-
sition in the absence of pinning and of a second order
transition[19] in the presence of pinning, show that the
question of the stability of the quantum Hall smectic to
crystallization is still an open problem. We will not re-
solve the issue of the stability of te QH smectic against
crystallization in this paper, as it turns out to be very
subtle, but we will discuss the present status of this prob-
lem.
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While this paper was being completed we became
aware of the recent work by A. Lopatnikova and
coworkers[23] who have derived an effective low energy
theory for the quantum Hall smectic which is essentially
equivalent to the one we present in this paper. Although,
for the most part, the results of the present paper, as
well as those of our microscopic theory which will be dis-
cussed elsewhere[16], are in agreement with the results
of ref. [23], there are differences in the analysis of the
consequences of the effective low energy theory.
This paper is organized as follows: In Section I, we
present a simple, phenomenological derivation of the
quantum Hall smectic fixed point Hamiltonian. In Sec-
tion II we use this effective field theory to compute the
correlation functions of the quantum Hall smectic, in-
cluding the electron propagator. Since the fixed-point
Hamiltonian is formally scale invariant, one generally ex-
pects these correlation functions to be power-laws, with
exponents determined by the scaling dimension of the
fields; this expectation is met, in large measure, but there
are various logarithms that appear in certain limits which
violate scaling. This is the origin of the subtleties in the
stability analysis. In Section III we repeat the previ-
ous calculations in the presence of unscreened Coulomb
interactions. In Section IV we discuss the low temper-
ature thermodynamic properties of the QH smectic and
in particular we compute the specific heat. In section V
we discuss the issue of the stability of the quantum Hall
smectic towards crystallization. Finally, in Section VI we
present our conclusions.
I. EFFECTIVE FIELD THEORY
Consider a stripe crystal in a large magnetic field. In
the classical ground- state, there is a charge density wave
with fixed wave-length running along each stripe and the
stripes (labeled by an index j) are spaced by distance λ
and are straight and parallel; without loss of generality
they can be taken to run in the xˆ direction. Smooth
deformations of this state can be described in terms of
the local displacement of the charge-density wave (CDW)
along the stripe direction, φj(x), and the transverse dis-
placement of the stripe from its classic ground state po-
sition, uj(x). In terms of these variables, the action de-
scribing the dynamics of this system is
S = λ
∑
j
∫
dtdx {Lsm + Llock + Lirr} (1.1)
Lsm = eB
λ
uj∂tφj −
κ‖
2
(∂xφj)
2
− κ⊥
2
(
uj − uj+1
λ
)2
− Q
2
(∂2xuj)
2 (1.2)
Llock = V cos[α(φj − φj+1) + β∂xu] (1.3)
Lirr = 1
2
[M1(u˙j)
2 +M2(φ˙j)
2] + γ(∂xφj)(∂xuj)
2 + . . . .
where we have used that the current on the j-th stripe is
∂tφj . The first term, ~j · ~A in the gauge ~A = Byxˆ, gives
rise to the Lorentz force law. κa are the various elastic
constants, and Q is the bending stiffness of a stripe.
The term which tends to lock the relative phases of
the CDW’s on neighboring stripes, Llock, is the principal
term which distinguishes the crystal from the smectic -
it vanishes in a smectic phase. α−1 is the wavelength of
the CDW in appropriate units, and β = λα is necessary
to insure that the system is rotationally invariant[24].
This term has been omitted in the published literature
on this problem, but its necessity can be seen readily.
Consider a rotated version of the classical stripe crystal
ground state: uj = x sin(θ) + jλ[1 − cos(θ)]/ cos(θ) and
φj = −jλ sin(θ). Since this is also a classical ground-
state, it must be that S = 0. The effective action we have
considered, with the stated value of β, is invariant under
this transformation for θ sufficiently small that we can
ignore the non-linear terms, i.e. [1− cos(θ)]/ cos(θ) ≈ 0.
To insure rotational invariance under large rotations, we
would have to include additional non-linear terms in the
fields, as is well known[18] in the classical liquid crystal
literature; however, these terms do not affect any results
of the present paper. Coˆte´ and Fertig[20] have explicitly
shown, in Hartree-Fock approximation, that V is very
small, and indeed, we will ignore it for now, and then
assess its perturbative relevance, below.
The final term, Lirr, consists of all remaining, higher
order terms which, as we will see, are irrelevant at the
quantum Hall smectic fixed point. We have explicitly ex-
hibited three of the most interesting of these - inertial
terms, which can be neglected at low energies and large
magnetic fields, and the leading geometric coupling be-
tween the stripe geometry and the density wave order
along the stripe, which plays a key role[8, 19] in deter-
mining the stability of the smectic phase in the absence
of a magnetic field.
If we take the continuum limit of this action, then the
leading order terms in Lsm have the interpretation as the
fixed point action for the quantum Hall smectic. This
limit is obtained by replacing λ
∑
j →
∫
dy, uj(x) →
u(x, y), φj(x)→ φ(x, y), and Lsm → L∗sm:
L∗sm =
eB
λ
u∂tφ−
κ‖
2
(∂xφ)
2 − κ⊥
2
(∂yu)
2 − Q
2
(∂2xu)
2.
(1.4)
In a separate publication[16] we give a detailed micro-
scopic derivation of this effective action.
This action is a scale invariant fixed point action with
respect to the anisotropic transformation
x→ rx y → r2y t→ r3t
u→ r−1u θ → θ φ→ r−2φ (1.5)
where θ is the dual field defined below, in Eq. 1.14. Thus,
the effective space-time dimension is 6. All the operators
included in the fixed point Lagrangian L∗sm are marginal
since they have scaling dimension 6.
If we then perform a standard scaling analysis, all
operators with dimension larger than 6 are irrelevant
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while operators with dimension smaller than 6 are rel-
evant. It would then be straightforward to assess the
perturbative relevance of Slock ; in the continuum limit,
we can approximate 1 − cos[α(φj − φj+1) + β∂xu] =
(λ2α2/2)(∂yφ + ∂xu)
2 + . . ., from which we deduce that
this term is the energy associated with a shear deforma-
tion. By power counting, at the smectic fixed point this
operator is a combination of operators with dimensions
4, 6 and 8 respectively. The operator (∂xu)
2 is relevant,
according to this scaling analysis, suggesting that the
smectic is unstable to formation of an unpinned crys-
talline state. The higher order terms, . . ., can be easily
seen to have higher dimension. Similar analysis leads to
the conclusion that the explicit terms in Lirr have di-
mensions 8 (M1), 10 (M2), and 7 (γ), respectively.
It is easy to see that external periodic potentials (e.
g. lattice pinning) are relevant: an operator of the form
cos(2πu/λ) has scaling dimension 2 and is strongly rel-
evant, while operators of the form cos(βφ) (where β is
a constant) have dimension 4 and are also relevant. Fi-
nally, an explicit term of the form (∂xu)
2 (as opposed to
the one generated by expanding Llock) has scaling dimen-
sion 4 and is also relevant. Such terms break rotational
invariance explicitly and can be generated for instance
by an in-plane magnetic field (or by any other perturba-
tion that generates an anisotropic effective mass for the
electrons).
The Lagrangian as written is even under uj → −uj
and B → −B (related to particle-hole symmetry);
there is another operator[25] that should appear in Lsm
that we have not included, namely (uj+1 − uj)∂xφ →
λ(∂yu)(∂xφ). However its effect is equivalent to a renor-
malization of the elastic constants. Although by power
counting it is marginal, we treat it as a redundant oper-
ator and will ignore it.
Another issue, raised originally by MacDonald and
Fisher, is whether there are two distinct sets of low en-
ergy degrees of freedom or not. Clearly, since the dynam-
ical term in the action linearly couples u and φ, they are
mixed, so there is only one low energy mode, not two.
Formally, this means that we can integrate out one set
of degrees of freedom, leaving an action with a quadratic
kinetic energy in terms of the other. For example, if we
Fourier transform the effective action, and then integrate
out the shape modes, we are left with
S∗sm =
1
2
∑
~k,ω
κ‖k
2
x
ǫ2(~k)
[
ω2 − ǫ2(~k)
]
|φ~k,ω|2, (1.6)
where
ǫ2(~k) = κ‖
(
λ
eB
)2
k2x[Qk
4
x + κ⊥k
2
y] (1.7)
which is the dispersion relation of the Goldstone modes.
This result agrees with the analysis of Coˆte´ and Fer-
tig [20]. Notice that it has a line of values of ~k = (0, ky)
with zero energy.
However, the price we have to pay for integrating out
the Goldstone modes u, is a singular dependence of the
action on ω and ~k, reflecting the presence of highly non-
local interactions. It is a matter of convenience, then,
whether we treat the problem in terms of a non-local ac-
tion with a minimal number of degrees of freedom, or a
local action with twice as many degrees of freedom; we
feel that the latter representation makes the basic physics
clearer. In any case, the effective action we obtain here is
equivalent to that of MacDonald and Fisher[12]. In sum-
mary, we conclude that the displacement field u, repre-
senting the fluctuations of the shape of the stripe, and the
Luttinger filed φ, representing the charge fluctuations on
each stripe, are canonically conjugate variables and thus
are not independent degrees of freedom, in agreement
with the arguments of MacDonald and Fisher[12]. This
discussion corrects some of the arguments given earlier
by two of us in ref. [9].
Another way to look at the effective action is as a
phase-space path integral - in this case, φj and
Πj ≡ −eBuj (1.8)
are interpreted as a field and its conjugate momentum,
[φj(x, t),Πk(x
′, t)] = iδjkδ(x − x′). (This reflects the
well known Landau level physics, in which the different
components of the position operator become canonically
conjugate variables, and so fail to commute.) We can
thus express the same physics in terms of a (discretized)
Hamiltonian density operator H =∑j Hj where
Hj = λ
2(eB)2
[Q(∂2xΠˆj)
2+
κ⊥
λ2
(Πˆj−Πˆj+1)2]+
λκ‖
2
(∂xφˆj)
2
(1.9)
This formulation is convenient for studying the effect
of single particle (fermionic) excitations in the smectic
state.
Standard methods[26] of bosonization for the 1DEG
permit us to reconstruct the electron operators for the j-
th stripe from the collective bosonic fields. The operators
that create an electron on the j-th stripe are related to
the left and right moving fields, ψ±,j(x, t) in the usual
manner
Ψj(x, t) = e
ikj
F
xψ+,j(x, t) + e
−ikj
F
xψ−,j(x, t) (1.10)
The right and left moving Fermi fields have the bosonized
form, in terms of the field φj on each stripe,
ψ±,j(x, t) =
Uj√
2πa
ei
√
π[θj(x, t)± φj(x, t)] (1.11)
where a = ℓ is the short distance cutoff. Here the dual
field θj is defined by
θj(x, t) =
∫ x
−∞
dx′Πj(x
′, t) (1.12)
and the operators Uj are the Klein factors
Uj =
∏
i<j
e
i
√
π
∫ ∞
−∞
dx∂xφj(x, t))
(1.13)
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which satisfy the relations U †j θk(x)Uj = θk(x) + i
√
πδjk
and [Ui, Uj] = [Ui, φj ] = 0.
It is simple to check that Ψj(x, t) constructed in this
way satisfies canonical anticommutation relations for a
fermionic field, and adds a charge e to the system. Be-
cause the bosonized Hamiltonian is quadratic, it is also
straightforward (although a bit complicated) to compute
the electron Green function; this is done in Section II.
Remarkably, we find that the fluctuations are so severe
that the fermion Green function falls off as a function
of imaginary time like G(t) ∼ exp[−A log2(t)], which is
faster than any power law, although slower than expo-
nential. As exponential fall-off implies a gap in the spec-
trum, this behavior implies a strong pseudo-gap with a
characteristic energy scale. This is not the behavior one
observes in a set of coupled one dimensional Luttinger
liquids, i.e. in a pinned smectic. This is discussed fur-
ther in Section II.
It is useful to find an effective Lagrangian for the dual
field θ. This can be done straightforwardly by noting that
the dual field θ and the displacement field u are related
by
∂xθ = −eB
λ
u (1.14)
Thus, upon integrating out the φ fields in Eq. 1.4, we
find that the dynamics of the dual field θ is governed by
the local effective Lagrangian
L[θ] = 1
2κ‖
(∂tθ)
2 − κ⊥λ
2
2e2B2
(∂x∂yθ)
2 − Qλ
2
2e2B2
(
∂3xθ
)2
(1.15)
Since θ is dimensionless, all three terms in this effec-
tive Lagrangian correctly have scaling dimension six. In
Fourier space the Lagrangian takes the form
S[θ] =
∫
d3k
(2π)3
1
2κ‖
[
ω2 − ǫ2(~k)
]
|θ(~k, ω)|2. (1.16)
This result shows that it is the dual field θ that can
most naturally be related with the collective modes of
the quantum Hall smectic phase.
We conclude this section with a few observations con-
cerning the properties of the smectic fixed point.
Symmetries: There is a peculiar “semi-local” slid-
ing symmetry of the effective field theory. Because the
Hamiltonian has no terms which depend on the varia-
tion of φ in the y direction, Lsm is invariant under the
transformation
φ(x, y, t)→ φ(x, y, t) + f(y) (1.17)
where f(y) is an arbitrary function of the (continuum)
stripe index y. This symmetry corresponds to the inde-
pendent translations or shifts along each stripe[27]. Su-
perficially this symmetry is similar to a local gauge sym-
metry. However, since it is not truly local, as the allowed
transformations depend only on the y coordinate, this
symmetry can be completely broken by a suitable choice
of boundary conditions, e. g. open boundary conditions
(in contrast to a genuine gauge invariance which requires
gauge fixing.) There is an analogous sliding symmetry for
the θ fields. Nevertheless, this semi-local sliding symme-
try has profound consequences on the behavior of both
the φ and θ correlation functions which are infrared di-
vergent for y 6= 0. We shall also see that there are a num-
ber of striking additional features of the correlation func-
tions which stem from this symmetry. (The locking term,
Llock, if relevant, breaks this symmetry.) Although the
smectic state spontaneously breaks translational symme-
try in the y direction, the underlying symmetry of space
is reflected in the invariance of S under
u(x, y, t)→ u(x, y, t) + a. (1.18)
Similarly, the underlying rotational symmetry is reflected
in the invariance of S under
u→ u+ θx
φ→ φ− θy. (1.19)
Finally, absent the redundant term (∂xφ)(∂yu), the ac-
tion is invariant under the particle-hole transformation,
u→ −u and B → −B.
Coulomb interactions: In the present discussion, we
have assumed all interactions are short-ranged. (See Sec-
tion II for the effects of Coulomb interactions).
Breakdown of the scaling assumption: Finally we note
that the scaling analysis implied by Eq. 1.5 assumes that
the correlation functions of the fields θ, φ and u obey
simple albeit anisotropic power laws. We will show in
the next section that this is (almost) true for the cor-
relation functions of the displacement fields u, but that
the Luttinger field φ and the dual field θ develop loga-
rithmic singularities along the stripe direction. In fact
the correlation functions are not only highly anisotropic
but have also a complex singularity structure, determined
by both rotational invariance and by the sliding symme-
try. In section V we will argue what this structure, and
in particular the existence of a divergent number of low
energy degrees of freedom, raises questions concerning
the validity of naive scaling, and calls for a more careful
renormalization group analysis than we have attempted
in this paper.
II. CORRELATION FUNCTIONS OF THE
QUANTUM HALL SMECTIC
In this section, we use the effective field theory to com-
pute the correlation functions of the displacement field u
(which is the Goldstone boson of the smectic) and of
the Luttinger fields φ and θ, which directly represent the
charge fluctuations on each stripe. We will see that the
correlation functions can be written in a scaling form
which explicitly displays the scaling laws dictated by the
fixed point.
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We define the imaginary time correlators
Cu(x, y, t) ≡ 〈u(x, y, t)u(0, 0, 0)〉 (2.1)
(and analogously for φ and θ), and we will denote the
subtracted correlators by
C˜φ(x, y, t) ≡ −1
2
〈[φ(x, y, t)− φ(0, 0, 0)]2〉 (2.2)
We will find below that due to the smectic symmetry the
unsubtracted propagator of operators that are not invari-
ant under the shift symmetry of Eq. (1.17) are infrared
divergent in the limit x → 0 and t → 0 with y fixed.
While this fact is true in any theory with gapless exci-
tations, these infrared divergences are particularly im-
portant due to the feature of the dispersion relation ǫ(~k)
which vanishes at kx = 0 for all ky, Thus, the prop-
agators of the Luttinger field φ and of the dual field θ
need to be subtracted. In contrast, the propagator of
the Goldstone modes u needs no subtraction in the ther-
modynamic limit since the u fields are invariant under
shifts. Among other things, this implies that the quan-
tum fluctuations of u are bounded, and so do not neces-
sarily destroy the smectic order. However, the semi-local
symmetry of the smectic results in expressions for Cφ
and Cθ which diverge in the thermodynamic limit; only
the subtracted version of these correlators, which are in-
variant under this symmetry, are well defined. Notice,
however, that the subtraction of Eq. 2.2 only removes
the uniform shift and not the semi-local shifts. Thus,
even the subtracted propagators for φ and θ will become
infrared divergent in the limit x→ 0, t→ 0, with y fixed.
We will deal explicitly with this issue below.
A. The dual field correlation function
We will begin by calculating the subtracted propagator
of the dual field θ in imaginary time:
C˜θ(x, y, t) =
∫
d2k
(2π)2
κ‖
2ǫ(~k)
[
e−|t|ǫ(~k) + i~k · ~x − 1
]
(2.3)
In principle this integral must be done with finite ultravi-
olet cutoffs in both kx and ky, which we can take to be Λ,
the large momentum cutoff of the edge modes, and 1/λ,
where λ is the wavelength of the stripe state, typically a
number of the order of a few magnetic lengths. Also, for
a finite system of linear size Lx = Ly = L, 1/L will be
the infrared low momentum cutoff. However, it turns out
that this subtracted propagator is finite in the thermody-
namic limit L→∞ except in the regime x→ 0 and t→ 0
with y fixed. This infrared divergence is a consequence
of the local shift invariance (or sliding symmetry) of the
quantum Hall smectic phase. In addition, the subtracted
propagator has a finite limit as Λ→∞ and λ→ 0, for all
space-time points (x, y, t) except on the axes (which will
be discussed below). Thus, for generic values of (x, y, t)
the subtracted propagator is faithfully described by the
scaling form,
C˜θ(x, y, t) =
1
2π2
√
κ‖
κ⊥
eB
λ
Fθ(ξ, η) (2.4)
where Fθ(ξ, η) is the scaling function
Fθ(ξ, η) =
1
2
ℜ
∫ ∞
0
du
u
∫ ∞
−∞
dz√
1 + z2
×
[
e−ηu3
√
1 + z2 + iξu+ iu2z − 1
]
(2.5)
Here ξ and η are the scaling variables
ξ =
(
κ⊥
Q
)1/4 |x|√
|y|
η =
λ
eB
√
κ‖κ⊥
(
κ⊥
Q
)1/4 |t|
|y|3/2
(2.6)
Notice that the correlation function C˜θ(x, y, t) depends
on its arguments only through the scaling variables ξ and
η of Eq. 2.6, which are scale invariant according to the
rules of section I, Eq. 1.5. This feature follows from the
scaling properties of the dual field θ which, according to
Eq. 1.5, is invariant under scale transformations.
It is direct consequence of scaling, and of the argu-
ments presented above, that Fθ(ξ, η) is a smooth differen-
tiable function for all values of the scaling variables ξ and
η, except close to (ξ, η) = (0, 0) ( i. e. x → 0 and t → 0
with y fixed) where the subtracted propagator becomes
infrared divergent, and for ξ → ∞ ( i. e. y → 0 with x
fixed) or η → ∞ ( i. e. y → 0 with t fixed) where the
scaling function develops branch cut singularities. These
branch cuts will show up in the form of logarithmic de-
pendences on x and t for y → 0. The scaling function has
also an infrared divergence as a function of y as x → 0
and t→ 0. This infrared divergence is a manifestation of
the shift invariance, eq. 1.17, of the quantum smectic.
It would be natural then to further subtract this (diver-
gent) contribution from the scaling function which would
now be infrared finite everywhere. However, in order to
keep things simple, we will refrain from doing this but we
will keep in mind the existence of these divergent contri-
butions. Thus, we see that for generic values of ξ and η
the correlation function is a finite scale-invariant function
only of ξ and η. Notice that fixing both ξ and η generally
corresponds to a curve in space and time.
We will now discuss the three special regimes:
(a) x = 0, t fixed and y → 0:
The auto-correlation function of the dual field θ has
a strong logarithmic infrared singularity as (x, y, t) →
(0, 0, 0),
Cθ(0, 0, 0) =
3
4π2
eB
λ
√
κ‖
κ⊥
ln2
(
L
λ
)
(2.7)
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This regime corresponds to setting ξ = 0 and taking η →
∞, where the scaling function Fθ takes the limiting form
Fθ(0, η)→ ln2 η (2.8)
Hence, the subtracted correlation function C˜θ(x, y, t) is
infrared finite and has the leading long time behavior
C˜θ(0, 0, t) =
1
2π2
eB
λ
√
κ‖
κ⊥
ln2
( |t|
t0
)
. . . (2.9)
where
t0 =
(
λ√
κ⊥
)3/2
Q1/4√
κ‖
eB
λ
(2.10)
Notice that t0 → 0 as the UV cutoff in y vanishes, λ→ 0
(naturally, this is done only inside the cutoff factor which
carries the 3/2 power, and not in the dimensional factor
eB/λ.) Thus a finite but small y acts as a short distance
cutoff for the time correlation function.
(b) t = 0, x fixed and y → 0:
In this regime, η = 0 and ξ → ∞, where the scaling
function behaves like
Fθ(ξ, 0)→ ln2 ξ (2.11)
as ξ →∞. Hence, the equal-time subtracted correlation
function “on the same stripe” (i. e. as y → 0), has the
long distance behavior
G˜θ(x, 0, 0) =
1
2π2
eB
λ
√
κ‖
κ⊥
ln2
( |x|
x0
)
(2.12)
where
x0 =
(
λ2Q
4κ⊥
)1/4
(2.13)
Notice that here too a small but finite y acts as a short
distance cutoff for the x correlator.
(c) x = t = 0 and y fixed:
In this regime both ξ → 0 and η → 0 and the scaling
function develops an infrared divergence. We find that
the equal-time subtracted correlation function on differ-
ent stripes has the behavior
C˜θ(0, y, 0) =
1
8π2
eB
λ
√
κ‖
κ⊥
ln2
(
π2
2
√
Q
κ⊥
|y|
L2
)
+ . . .
(2.14)
where once again L is the linear size of the system. This
correlation function is also infrared divergent as a conse-
quence of the local sliding symmetry of the θ field.
B. The displacement field correlation function
We will analyze the propagator of the displacement
field along the same lines used above for the θ correlator.
The propagator of the displacement field u at space-time
separation x = (x, y, t), where t is imaginary time, is
given by
Cu(x, y, t) =
∫
d2k
(2π)2
κ‖
(
λ
eB
)2
k2x
2ǫ(~k)
ei
~k · ~r − |t|ǫ(~k)
(2.15)
The same line of argument used for the θ correlator now
implies that the propagator of the displacement field u for
finite (x, y, t) has the scaling form in the limit of L→∞,
and, after removing all the ultraviolet cutoffs, we get:
Cu(x, y, t) =
1
2π2
λ
eB
√
κ‖
Q
1
|y|Fu(ξ, η) (2.16)
where Fu(ξ, η) is the scaling function
Fu(ξ, η) =
1
2
ℜ
∫ ∞
0
du u
∫ ∞
−∞
dz√
1 + z2
× e−ηu3
√
1 + z2 + iξu+ iu2z
(2.17)
which converges provided ξ and η, defined in Eq. 2.6, are
finite. Hence, consistent with the predictions of the scal-
ing laws of Eq. 1.5, the full propagator is the product of
the universal scaling function Fu(ξ, η) and the power law
factor of 1/|y|, i. e. u scales like 1/r and its propagator
like 1/r2 (where r is the scale factor).
(a) The auto-correlation function:
In the regime x → 0 and y → 0 with t fixed, i. e. ξ = 0
and η →∞, we find that the propagator has the asymp-
totic behavior
Cu(0, 0, t) = − At|t|2/3 (2.18)
where
At =
1
6π2
(
Γ(1/3)
22/3
)2(
λ
eBQ4
)1/3
(2.19)
This behavior is consistent with the scaling laws.
(b) The equal-time correlation function:
The equal-time correlation function Cu(x, 0, 0) for the
displacement field has the asymptotic behavior
Cu(x, 0, 0) = − Ax|x|2 ln
(
x0
|x|
)
(2.20)
which is also consistent with scaling. The constant Ax is
given by
Ax =
1
2π2
√
κ
κ⊥
λ
eB
(2.21)
This result can also be obtained by differentiating twice
the scaling function for the θ field with respect to x, at
η = 0.
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(c) Equal-time correlation on different stripes:
Unlike the θ field correlation function, discussed in sub-
section IIA and the Luttinger field correlator to be dis-
cussed below, the equal-time correlation function for the
displacement field u on different stripes, Cu(0, y, 0) is in-
frared finite and has the expected scaling form
Cu(0, y, 0) = −Ay|y| (2.22)
where
Ay =
1
8π
λ
eB
√
κ‖
Q
(2.23)
The infrared finiteness of the u correlator is required by
the smectic symmetry since the u fields are the Gold-
stone bosons of the symmetries broken spontaneously by
the quantum Hall smectic state.
C. The Luttinger field correlation function
We now turn to the (subtracted) propagator of the Lut-
tinger field φ. In imaginary time and for finite (x, y, t),
the subtracted propagator of the Luttinger field is given
by
C˜φ(x, y, t) =
∫
d2k
(2π)2
ǫ(~k)
2κ‖k2x
[
ei
~k · ~r − |t|ǫ(~k) − 1
]
(2.24)
Once again, we will write this propagator in scaling form
C˜φ(x, y, t) =
1
2π2
√
κ⊥
κ‖
λ
eB
1
y2
Fφ(ξ, η) (2.25)
which is consistent with scaling. The scaling function
Fφ(ξ, η) is
Fφ(ξ, η) =
1
2
ℜ
∫ ∞
0
du u3
∫ ∞
−∞
dz
√
1 + z2
×
[
e−ηu3
√
1 + z2 + iξu+ iu2z − 1
]
(2.26)
This scaling function is well defined for all values of ξ and
η except near (0, 0) (namely, for x → 0 and t → 0 with
y fixed) where it develops infrared singularities, and for
ξ → ∞ (y → 0 with x fixed) or η → ∞ (y → 0 with t
fixed) where it too develops branch cut singularities. We
will consider now these three regimes:
(a) x = 0 y → 0 with t fixed:
The auto-correlation function of the Luttinger field φ has
a logarithmic infrared divergence as t→ 0,
Cφ(0, 0, 0) =
Γ(4/3)
4π2
λ
eB
(√
κ⊥
λ3κ‖
)1/2
ln
(
L
x0
)
(2.27)
where L is the linear size of the system. In contrast, the
subtracted auto-correlation function is infrared finite and
has the asymptotic behavior for |t| ≫ |y|3/2,
C˜φ(0, 0, t) = −Γ(4/3)
3π2
λ
eB
(√
κ⊥
λ
)3/2
1√
κ‖κ⊥
ln
∣∣∣∣ tt0
∣∣∣∣
(2.28)
which seemingly violates scaling. However we will see
below that this results also follows from the scaling func-
tion.
(b) t = 0 and y → 0 with x fixed:
By direct evaluation of the scaling function Fφ(ξ, 0) we
find that as ξ →∞ it behaves like
Fφ(ξ, 0)→ ci(ξ)− ln ξ (2.29)
where ci(ξ) is the cosine integral. Thus, for large ξ the
scaling function has a logarithmic term similar to the
one discussed above. Hence, the equal-time subtracted
correlation function of the Luttinger field φ has the |x| ≫√
y behavior
C˜φ(x, 0, 0) = − 6
π2
1
λ2
√
κ¯⊥
κ¯‖
λ
eB
ln
∣∣∣∣ xx0
∣∣∣∣
− 3
2π2
Q√
κ⊥κ‖
(
λ
eB
)
1
x4
+ . . . (2.30)
Hence we see that, for arbitrary finite values of the scal-
ing variables ξ ∼ |x|/
√
|y| and η ∼ |t|/|y|3/2, the sub-
tracted propagator of the Luttinger field obeys strictly
the scaling laws, and it develops a logarithmic singular-
ity as either the t or the x axes are approached.
(c) x = 0 and t = 0 with y fixed:
The equal-time correlation function for φ on different
stripes is also strongly infrared divergent as L → ∞.
In particular, since it can be seen that in this case
limy→0 Cφ(y) = 0, there is no need to subtract the cor-
relation function. Thus the correlation function is
Cφ(0, y, 0) =
1
2π2
(
λ
eB
)
1√
κ⊥κ‖
(
λ
|y|
)2
ln
[
λL
x0|y|
]
(2.31)
which diverges in the thermodynamic limit, L→∞. The
physical origin of this infrared divergence is, once again,
the local shift symmetry of the Luttinger field on each
stripe.
D. The Electron Propagator in the Smectic Phase
In this subsection we will use the fixed point theory to
reconstruct the electron operator. We are interested in
finding out several things. To begin with, we would like
to know if the quantum smectic state does support sharp
excitations with the quantum numbers of the electron.
At the Hartree-Fock level there clearly are electron-like
excitations in the spectrum. However, the connection be-
tween this problem and Luttinger models suggests that
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it may be possible to find a behavior akin to an array
of quasi-one-dimensional systems in which the electron
fractionalizes into a set of suitably defined solitons. In
fact, if the displacement fields were to be gapped out, say
by lattice commensurability effects, this is indeed what it
may well happen as discussed in ref. [19] and [28]. Thus,
instead of a Luttinger-like power law behavior, we will
find that the auto-correlation function of the electron,
and the associated spectral function, vanishes as a func-
tion of either |x| or |t| faster than any power but more
slowly than an exponential. This “pseudo-gap” behavior
is indicative of a pronounced suppression of final states
for electron tunneling in the quantum Hall smectic phase.
In the remainder of this section we will derive this result.
We are interested in computing the Green function of
the electron operators as defined in Section I. In this
section we will use the results of section II to compute the
fermion Green function directly in the continuum limit
along the y direction. Thus, from now on, we will replace
the discrete stripe label j by the continuum coordinate y.
Due to the smectic symmetry[19, 27, 29], Eq. 1.17, of the
effective Lagrangian of Eq. 1.4, the (continuum) fermion
propagator
G(x, y, t;x′, y′, t′) = 〈TΨ(x, y, t)Ψ†(x′, y′, t′)〉 (2.32)
vanishes identically for y 6= y′. Thus it is sufficient to
compute the propagator on a single stripe, i. e. as |y′ −
y| → 0. Below we will compute the propagator for the
right movers. The propagator for the left movers follows
trivially from it.
Using the bosonization formulas, the propagator for
the right moving fermions at fixed y (i. e. on the same
stripe) ψ+(x, y, t) is
〈ψ+(x, y, t)†ψ+(0, y, 0)〉 = 1
2πa
e−πΦ+(x, t) (2.33)
where, for imaginary time t > 0 and x > 0, we find
Φ+(x, t) = lim
y→0
(
C˜θ(x, y, t) + C˜φ(x, y, t)
)
(2.34)
where we have dropped the contributions from the cross
correlations between θ and φ. The only role of these
terms is to insure the correct anticommutation relations
on the fermion operator, i. e. that the fermion prop-
agator is an odd, antiperiodic in time, function of the
coordinates. It is straightforward to check that these
conditions are met.
Elsewhere in this section we showed that the correlator
of the dual field C˜θ is always more singular than the
propagator of the Luttinger field C˜φ. Using these results
we find that, at equal (imaginary) times and at y = 0, the
function Φ+(x, 0, t) has the has the asymptotic behavior
for large |x|
Φ+(x, 0, 0) =
1
2π2
eB
λ
√
κ‖
κ⊥
ln2(
|x|
x0
) + . . . (2.35)
We can easily see that this asymptotic behavior is due
to the equal-time correlation function of the dual fields,
C˜θ(x), of Eq. 2.12. Consequently, the equal-time fermion
correlation function behaves like
G+(x, 0, 0) ∝ sgn(x) e
− 1
2π
eB
λ
√
κ‖
κ⊥
ln2(
|x|
x0
)
(2.36)
where the sgn(x) factor shows that it is a correlation func-
tion of a fermion. This correlation function exhibits the
same analytic behavior as the structure factor in DNA-
lipid complexes[29, 30]. Notice that it decays faster than
any power but more slowly that an exponential decay.
Conversely, the fermion auto-correlation function (in
imaginary time) is, for t > 0, and on the same stripe
(y = 0) is given by
G+(0, 0, t) ∝ e−πΦ+(0, 0, t) (2.37)
whose long time behavior, at zero temperature and as
finite temperature, is once again dominated by C˜θ(t),
the auto-correlation function of the dual field. Hence, we
find that the fermion autocorrelation function has the
long time behavior
G+(0, 0, t) ∝ e
− 1
2π
eB
λ
√
κ‖
κ⊥
ln2(|t|/t0)
(2.38)
with the same t0 defined above in this section.
The fermion Green function on different stripes can be
found by similar means. Using these methods, the equal-
time Green function on different stripes, y 6= 0, is found
to vanish,
G+(0, y, 0) ∝ e−πΦ+(0, y, 0) → 0 (2.39)
in the thermodynamic limit L → ∞ due to the infrared
divergence in both C˜θ(0, y, 0) and in C˜φ(0, y, 0), which
are both a consequence of the sliding symmetry of the
quantum Hall smectic state.
The behavior of the electron auto-correlation function
of Eq. 2.38 clearly shows the strong suppression of elec-
tron states at low energies. It implies a dramatic sup-
pression of the tunneling density of states for electrons
into the quantum Hall smectic. Notice that this is a much
more dramatic effect than the power law behavior of one-
dimensional Luttinger liquids. It is due to the strong
fluctuations of the shape of the stripes, a hallmark of a
quantum smectic[8]. It easy to see that in the presence
of a periodic pinning potential along the direction per-
pendicular to the stripes, this behavior is superseded by
a conventional Luttinger picture. This is expected since
the resulting state is equivalent to the smectic metal of
ref. [19]. Similarly, it is easy to see that at conventional
Luttinger behavior is recovered at short times once irrel-
evant operators which lead to a linear dispersion relation
are included.
III. THE COULOMB FIXED POINT
In the previous sections we have discussed in detail
the properties of the quantum Hall smectic phase for a
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2DEG with short range interactions. Here we will con-
sider the effects of long range Coulomb interactions. Us-
ing a time-dependent Hartree-Fock approach Coˆte´ and
Fertig[20] have investigated the quantum Hall smectic
state in a 2DEG with Coulomb interactions, and found
that the dispersion relation of the collective modes is
modified. In this section we will investigate how these
changes modify the picture of the fixed point developed
above.
Rather than reworking the mean field theory we have
used for the short range case, we will work directly with
the effective Lagrangian of Eq. 1.4 and modify it to reflect
the effects of Coulomb interactions. There is a simple and
direct way to account for their effects at the level of the
effective theory. First of all, the term 12κ‖ (∂xφ)
2 repre-
sents short-range density-density interactions (recall that
in bosonization the forward scattering part of the electron
local density is given by ∂xφ). Thus long-range interac-
tions lead to a non-local term in the action. Let V˜ (~k) be
the Fourier transform of the two-dimensional Coulomb
interaction, i. e. V˜ (~k) ∝ 1/|~k|. In momentum space this
amounts to modify κ‖ by a momentum-dependent factor
κ‖ → κ‖(~k) =
κ¯‖
|~k|
(3.1)
where κ¯ is an effective coupling constant. Similarly, long-
range Coulomb interactions will also modify the elas-
tic modulus κ⊥ along the direction perpendicular to the
stripes. Hence, κ⊥ will also have to be changed in a
similar fashion,
κ⊥ → κ⊥(~k) = κ¯⊥|~k|
(3.2)
Thus the effective low energy theory of the quantum Hall
smectic with Coulomb interactions is obtained by replac-
ing κ‖ → κ‖(~k) and κ⊥ → κ⊥(~k) at the level of the
effective action, in Fourier space. The new dispersion
relation is
ǫ(~k) =
λ
eB
√
κ¯‖
|~k|
|kx|
√
Qk4x +
κ¯⊥
|~k|
k2y (3.3)
Thus, the dispersion relation is non-local. However we
will show below that for the analysis of the infrared be-
havior of the displacement fields correlators it is sufficient
to use an approximate, simpler, version of the dispersion
relation obtained by setting |~k| ≈ |kx|. In this limit, the
dispersion relation becomes
ǫ(~k) ≡ λ
eB
√
κ¯‖
√
Q|kx|5 + κ¯⊥k2y (3.4)
In particular, at ky = 0, we find ǫ(kx, 0) ∝ |kx|5/2, a
result first obtained by Coˆte´ and Fertig[20].
The dispersion relation of Eq. 3.4 shows that the di-
mensional counting for the case of Coulomb interactions
is ω2 ∼ k2y ∼ k5x, which suggests new scaling transforma-
tions, with scale factor r, of the form
x→ rx y → r5/2y t→ r5/2t
u→ r−1u φ→ r−5/2φ θ → θ (3.5)
Hence, in the case of Coulomb interactions the effective
dimension is D = 1+5/2+ 5/2 = 6. Note that the same
caveats that were raised about the short range scaling
laws also apply here.
However, unlike the short range case, for kx = 0 this
approximate dispersion relation now vanishes only at
ky = 0, rather than on the entire line kx = 0 as it is the
case for the exact dispersion relation as a consequence
of the sliding symmetry. However, this is not a problem
for the calculation of the correlator of the displacement
field since this field is invariant under the sliding symme-
try. For the same reason this approximation cannot be
used to calculate the corraltors of the Luttinger and the
dual fields since these are not invariant under the sliding
symmetry.
We have computed explicitly the behavior of the low
energy and long distance behavior of the correlation func-
tions. We found the following results:
A. The dual field propagator
We computed the subtracted correlator of the dual
field θ for the Coulomb case. For x, y and t close to
the axes we find:
1. For t = y = 0, the (subtracted) correlation function
has the behavior
C˜θ(x, 0, 0) =
5
8π2
eB
λ
√
κ¯‖
κ¯⊥
ln2
(
(4κ¯⊥/Qλ
2)1/5|x|
)
(3.6)
2. In the regime x = 0, y → 0 and t finite, we get
C˜θ(0, 0, t) = − 2
5π2
eB
λ
√
κ¯‖
κ¯⊥
ln2
(
t
λ
eB
√
κ¯‖κ¯⊥Λ
)
(3.7)
where Λ is the UV cutoffs, which we took to be the
same along the x and y directions for simplicity.
Here we have kept only the log2 t terms. Thus C˜θ(t)
and C˜θ(x) have a similar infrared behavior.
3. In contrast, for x = t = 0 we find instead the in-
frared divergent behavior
C˜θ(0, y, 0) =
1
16π2
eB
λ
√
κ¯‖
κ¯⊥
ln2
((π
L
)5/2√ Q
κ¯⊥
|y|
)
(3.8)
similar to what we found for the case of short range
interactions.
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B. The propagator of the displacement field
We verified that for the calculation of the infrared be-
havior of the correlation functions of the displacement
field it is correct to replace the full dispersion by the
approximate one.
we find that the propagator of the displacement field
u takes the scaling form
C˜u(x, y, t) =
1
2π2
λ
eB
√
κ¯‖
κ¯⊥
(
κ¯⊥
Q
)2/5
1
|y|4/5F
c
u(ξ, η)
(3.9)
where F cu(ξ, η) is the scaling function
F cu(ξ, η) =
1
2
ℜ
∫ ∞
0
du u
∫ ∞
−∞
dz√
1 + z2
× e−ηu5/2
√
1 + z2 + iξu+ iu5/2z
(3.10)
In limiting cases we find the asymptotic behaviors
Cu(x, 0, 0) = −Ax ln(µ|x|)|x|2
Cu(0, y, 0) =
Ay
|y|5/2
Cu(0, 0, t) =
At
|t|5/2
(3.11)
which, up to logarithms, clearly obey the scaling laws of
eq. 3.5. Here we have set
Ax =
5
8π2
λ
eB
√
κ¯‖
κ¯⊥
µ = (4κ¯⊥/Q)
1/5
Ay =
(
√
5− 1)
20π2
Γ(2/5)Γ(1/10)Γ(4/5)
κ¯‖ (λ/eB)
2
(κ¯⊥Q4)
2/10
At =
(Γ(2/5))
2
5π2
(
λ
eB
)(
κ¯‖
κ¯⊥
)1/10(
eB
2
√
2λQ
)4/5
(3.12)
Hence, even in the presence of Coulomb interactions the
propagator of the displacement field u obeys scaling. No-
tice that here too this propagator is free of the infrared
singularities that we find in both the θ and in the φ corre-
lators. Once again this feature is dictated by the smectic
symmetry.
C. The propagator for the Luttinger field
The subtracted propagator of the Luttinger field does
not have a simple scaling form in the Coulomb case.
We will only consider the limiting regimes:
1. For t = 0 and y = 0, the subtracted correlation
function becomes
C˜φ(x, 0, 0) = − 1
8π2
1
λ2
√
κ¯⊥
κ¯‖
λ
eB
ln
( |x|
x0
)
+ . . . (3.13)
where x0 = (Q/κ¯⊥)
1/5λ2/5. This behavior is simi-
lar to what we found in the short range case.
2. For x = y = 0, we find that the subtracted correla-
tor has the behavior
C˜φ(0, 0, t) = − λ
eB
√
κ¯⊥
κ‖
1
4π2
Λ2 ln
(
t
λ
eB
√
κ¯‖κ¯⊥Λ
)
+ . . .
(3.14)
where Λ = Λ − x = Λy is the UV cutoff. Thus,
the subtracted autocorrelation function has a ln t
behavior.
3. For η = 0 and ξ → 0, we now find
C˜φ(0, y, 0) = − 5
8π2
λ
eB
√
κ¯⊥
κ¯‖
1
y2
ln
((
Qλ2/κ¯⊥
)1/5
L
)
(3.15)
Hence, here too this propagator is infrared diver-
gent.
4. The strong multiplicative infrared divergences that
we found in Cφ(t) imply that, for Coulomb inter-
actions too, the fermion propagator vanishes for
y 6= 0. However, just as in the case of short range
interactions, at y = 0 the fermion propagator is
dominated by the contribution of the correlator of
the dual field θ, which here too behaves as log2 x or
log2 t. Hence, also in the case of Coulomb interac-
tions, the fermion autocorrelation function has the
same “pseudogap” behavior found for the case of
short range interactions, i. e. exp(−A log2(t/t0))
(where A is a constant).
IV. THERMODYNAMIC PROPERTIES OF THE
QUANTUM HALL SMECTIC
The quantum Hall smectic phase has remarkable ther-
modynamic properties. These can be deduced directly
form the effective low energy theory.
It is an elementary exercise in statistical mechanics to
show that the internal energy density U is
U =
∫
d2k
4π2
ǫ(~k)
eǫ(~k)/T − 1
(4.1)
We will apply this formula for both cases, short range and
Coulomb interactions. For short range interactions we
find that the internal energy density at low temperatures
has the behavior
U(T ) =
1
9
λ
eB
√
κ‖
κ⊥
T 2 ln
(
T0
T
)
+ . . . (4.2)
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where T0 = 1/t0. Hence, the low temperature specific
heat c(T ) of the quantum Hall smectic phase obeys the
law
c(T ) ∝ T ln T0
T
+O(T, T 3 lnT ) (4.3)
Hence, for short range interactions, the low temperature
specific heat of the 2DEG in the quantum Hall smectic
phase is larger than the specific heat of either Fermi or
Luttinger liquid phases (both being linear).
Coulomb interactions modify the above laws only
slightly. In particular we find that the internal energy
density at low temperatures now obeys a pure T 2 law
(without the logarithm), and that the specific heat has a
T linear behavior, c(T ) ∼ T .
V. IS THE QUANTUM HALL SMECTIC PHASE
STABLE?
We have shown that, although the Goldstone modes of
the smectic are very soft, the quantum zero-point fluctu-
ations of the long-wave-length modes do not destroy the
stripe order. This is not a trivial issue - at finite temper-
ature, the harmonic analysis would lead to a linearly di-
verging mean-square stripe displacement, < u2 >∼ TL.
Of course, what this really means is that there is no smec-
tic phase at finite temperatures.
It is a much more subtle issue whether the smectic
phase is unstable to the formation of a stripe crystal,
i.e. whether there is inevitably translation symmetry
breaking along the stripe direction. There are two sorts of
analysis that have been applied to answer this question,
although we feel there are possible flaws with both.
In Section I we defined a scale invariant smectic fixed
point Lagrangian. Treating this Lagrangian as one would
in studying critical phenomena, one can assess the rele-
vance of various physically allowed perturbations using
standard dimensional analysis. By this analysis, there
is one operator, which originates from the shear piece of
the locking term in the stripe crystal Lagrangian, which is
apparently relevant. One might conclude from this that
the smectic is unstable to crystallization. A bizarre as-
pect of this analysis, which causes us to have reservations
concerning its validity, is that the different pieces of the
locking term, whose relative strength is ultimately de-
termined by rotational symmetry, have different scaling
dimensions. This analysis was generalized for the case of
Coulomb interactions in Section III; the stability analy-
sis yields the same answer. The basic assumption behind
the scaling analysis is that the correlation functions have
a simple analytic structure reflecting the scaling laws,
although x, y, and t enter with different effective expo-
nents, in just the same way that space and time can enter
differently in quantum critical phenomena.
However, in Sections II and III we found that while
the Goldstone boson field u follows the scaling laws (up
to a multiplicative logarithmic correction), the Luttinger
field φ and the dual field θ have a much more complex
singularity structure. In particular the correlation func-
tions of the fields φ and θ for space-time points on the
same stripe (that is, for equal y coordinates) have the
leading equal-time behavior log(|x|/x0) and log2(|x|/x0)
respectively (and an analogous behavior as a function
of time). Along other directions the φ and θ are finite
only when properly subtracted. Otherwise they exhibit
infrared divergences, as a consequence of the sliding sym-
metry. The consequent breakdown of scaling is “weak”
- it only involves logarithms. However, the RG analy-
sis, although based on examining lowest order pertur-
bation theory in the additional couplings, is ultimately
non-perturbative; it is based on the assumption that the
correlation functions scale. Without a careful analysis of
the singularity structures that occur in higher order per-
turbation theory, it is not possible to determine whether
the breakdown of scaling is significant or not. Indeed,
the length and time scales x0 and t0 discussed in Sec-
tion II appear in various correlation functions - for in-
stance, the fermion propagator has a “pseudo-gap” be-
havior exp(−const. log2(|t|/t0)), instead of the familiar
power law of Luttinger liquids. These properties seem-
ingly imply that, unlike arrays of Luttinger liquids, the
QH smectic is not a critical state. Instead it behaves
much more like a stable state of matter, characterized by
the finite length and time scales.
The second approach is based on the observation that
the on-stripe pure logarithmic behavior of the φ correla-
tor is reminiscent of that encountered in weakly coupled
Luttinger liquids. This singularity has been used to sug-
gest that the locking perturbations may ultimately drive
the QH smectic state to a crystalline state [9, 12, 23].
Moreover, if the structure of lowest order perturbation
theory in the Llock is examined, it is found to be dom-
inated by large values of ky, so the characteristic two
dimensional dispersion of the smectic Goldstone modes
does not significantly affect the results.
When the stripes are pinned (i.e. if the transverse
Goldstone behavior is suppressed), we have no doubt of
the validity of this approach. In such a state the Gold-
stone bosons are gapped and can be integrated out. Their
net effect is to induce and renormalize the inter and intra-
stripe forward scattering interactions. Hence, the pinned
smectic reduces to an array of Luttinger liquids. On a
technical level, this approach actually treats the system
as a distinct Luttinger liquid for each value of ky. Con-
sequently, instead of a Luttinger parameter and Fermi
velocity, there is a “Luttinger function” K(ky) and a ve-
locity function vF (ky). The phase diagram of such sys-
tems was considered recently by us [19], by Vishwanath
and Carpentier[28], and by Sondhi and Yang [31]. It was
found that, as the parameters of the Luttinger function
are changed, there is a complex phase diagram which in-
cludes both crystalline and smectic metallic phases.
However, there is reason to worry about the validity
of this approach for the unpinned smectic. Specifically,
this analysis is completely insensitive to the small ky be-
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havior of the Luttinger and velocity functions. But the
Goldstone behavior of the smectic implies a vanishing
Fermi velocity as ky → 0. This pathology has no con-
sequences in lowest order perturbation theory, which is
why it does not affect the scaling analysis that is based
on it. However, it is responsible for the the form of the
low temperature specific heat and the non-Luttinger liq-
uid (pseudo-gap) form of the fermion propagator in the
quantum smectic state. It seems too good to be true
that this salient physics should have no affect on the sta-
bility of the state. Again, it is only by an analysis of
the structure of higher order perturbation theory (which
we do not attempt) that it can be determined whether
the pathologies associated with small ky are truly unim-
portant for this purpose, or whether they become more
important in higher order terms.
Leaving this issue aside, we can approach the stability
question from the viewpoint of coupled Luttinger liquids.
MacDonald and Fisher [12] showed that rotational in-
variance constrains the Luttinger functions to reach sim-
ple limiting values as a function of ky. They further
argued that if these functions are monotonically increas-
ing with ky, and if charge-conjugation symmetry is re-
spected, then the CDW lock-in interactions are always
relevant and the QH smectic is ultimately unstable to
crystallization. This is in apparent contradiction with
the results obtained by Fertig and coworkers [11, 20, 21]
(using the same method of analysis) in which numerical
solutions of the time-dependent Hartree-Fock equations
were used to compute the values ofK(ky). It is important
to remember, in this case, that the scaling analysis per-
formed in Section I can not be used to discard a variety
of additional operators from the fixed-point Hamiltonian.
In particular, there is an infinite number of marginal op-
erators, representing forward scattering density-density
interactions, which affect the scaling properties[19]. The
analysis of MacDonald and Fisher [12] could in princi-
ple be reconciled with these results if the assumption
of monotonicity of the Luttinger function on the trans-
verse momentum is dropped. It is apparent that these
neglected terms could, in principal, do this.
VI. CONCLUSIONS AND OPEN PROBLEMS
In this paper we presented an effective theory for the
low energy degrees of freedom of the quantum smectic or
stripe phase of the 2DEG in a large magnetic field. In
the quantum Hall smectic phase the 2DEG spontaneously
breaks both translational (in the direction perpendicular
to the stripes) and rotational invariance. We showed that
the form of the effective theory is dictated by very general
principles: the native symmetries of the smectic state and
the Lorentz force law. We determined the spectrum of
collective modes which exhaust the low energy degrees of
freedom. For a 2DEG with short range (screened) inter-
action, these Goldstone modes have a dispersion which is
exceedingly soft, vanishing like ǫ ∼ k3x at ky = 0 and with
a whole line of zero-energy states at kx = 0 and ky 6= 0.
These Goldstone bosons should be detectable in Raman
scattering experiments in 2DEG in heterostructures. A
tangible reflection of how soft these Goldstone modes are
is seen from the temperature dependence of the specific
heat cV ∼ T | log(T/T0)| at low T . This is larger than
that of a Fermi liquid! In contrast, we found that for
long range Coulomb interactions the Goldstone bosons
behave like ǫ ∼ k5/2x at ky = 0. Nevertheless, the specific
heat obeys the familiar T linear law.
We also used the fixed point theory to compute the
electron propagator. We found that for short range inter-
actions there should be a pseudo-gap in the single particle
density of states, as deduced from the tunneling conduc-
tance at low temperatures. For Coulomb interactions we
found a similar behavior.
The question of the stability of the stripe state has
been a matter of discussion and controversy for some
time[8, 9, 12]. We hav shown here that although it is
true that by a suitable parametrization of the degrees
of freedom it is possible to write the effective theory in
terms of what looks like an array of coupled Luttinger
liquids, this is not a true quasi-one-dimensional system.
Instead, it is a strongly anisotropic, fully two-dimensional
system whose the symmetries force an anisotropic form
of scaling described in Section I.
Nevertheless, clearly the quantum Hall smectic has
very unusual scaling properties. For instance, although
the correlation functions obey scaling, as shown in great
detail in Sections II and III, the scaling functions are not
analytic everywhere in the plane defined by the scaling
variables ξ and η, and develop singularities in the ex-
treme regimes ξ →∞ or η →∞. However, these are very
soft, logarithmic, integrable singularities on a set of mea-
sure zero of the space-time coordinates. Thus, when the
effects of any typical perturbation is considered, for in-
stance the coupling of the CDW order parameters on dif-
ferent stripes, it may well be that these additional singu-
larities may not affect the scaling analysis as they do not
lead to true singular behavior of a true two-dimensional
system. In any case a more careful renormalization group
analysis is required to reach a definitive conclusion. How-
ever, if either translation invariance is broken explicitly
(say by an external periodic potential in the direction
perpendicular to the stripes) the behavior will indeed
cross over to a quasi-one-dimensional regime quite sim-
ilar to what was discussed in ref [19]. In other words,
a pinning potential changes the properties of this state
substantially and in fact it enhances the effects of fluc-
tuations whose main effect is to make it more unstable
to crystallization. It has also been suggested recently[31]
that the pinned stripe state may also be unstable to a
quantum Hall state.
An open and very interesting question is the possible
existence of a quantum nematic state of the 2DEG in
large magnetic fields at zero temperature. This is an
important question both conceptually and experimen-
tally as it appears to be consistent with the experimental
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data[13]. Recently some of us[15] developed a theory of a
quantum nematic Fermi fluid at zero external magnetic
field in the proximity of an isotropic Fermi liquid phase.
It will be particularly interesting to construct a theory
of the quantum melting of the smectic by a dislocation
unbinding mechanism. (While this paper was being refer-
eed Radzihovsky and Dorsey posted a paper on a theory
of the quantum Hall nematic[32])
It is also intriguing to explore the relation of the quan-
tum Hall smectic with other phases of the quantum Hall
system. There is some evidence from exact diagonaliza-
tion studies in small systems[33, 34] of a direct transition
to a paired quantum Hall state[35, 36]. We would expect
such a transition, if it occurs, to be first order. More
exciting is the possibility of a relation between the quan-
tum Hall smectic and the other well known compressible
state of a half-filled Landau level.
Finally it is interesting to note that the imaginary time
form of the effective action for the dual field θ, Eq. 1.15,
bears a close formal resemblance to the free energy for
the sliding columnar phase of DNA-lipid complexes[29,
30, 37, 38]. In momentum space the free energy of the
sliding columnar (SC) phase is given by[38]
FSC =
∫
d3q
(2π)3
[
Bq2z +Kq
4
x +Kyq
2
xq
2
y
] |uz(~q)|2 (6.1)
where yˆ is the direction normal to the layers, zˆ is the
direction normal to the DNA strands, uz is the displace-
ment field of the DNA strands parallel to the lipid layers,
and B, K and Ky are effective elastic constants. Al-
though the effective elastic theory are quite similar, the
coordinates x, y, and z do not scale like the coordinates x,
y and t of the quantum smectic. While in the case of the
quantum hall smectic the effective dimension is D = 6,
in the sliding columnar phase it is D = 5. A direct
consequence of these scaling properties is that the non-
linear corrections to the elastic strain tensor introduce
additional interactions which are marginally relevant in
the sliding columnar phase[37], but are irrelevant in the
quantum Hall smectic phase. Remarkably, although the
details of the models are different, some of the correla-
tion functions in the quantum Hall smectic phase that we
discussed in Sections II and III have the same behavior
as certain correlation functions in the sliding columnar
phases.
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