The quantity φ(r, f) was studied for entire functions by A. Gelfond [3] and later by S. Hellerstein and J. Korevaar [5] . The quantities φ(r, f) and Φ(r, /) were studied for meromorphic functions in the plane by J. Miles and the author [10] .
We will prove the following theorem analogous to Theorem 1 of Miles and Townsend. (ii) Φ{r, f) < A'(l -rΠTfoCr), /) + (1 -r)" 1 ]. We will then give examples to show that no nontrivial lower bound for φ(r, f) can be given and that the factor (1 -r)" 1 in (i) and (ii) can not be replaced by any function δ(r) satisfying δ(r) = o((l -r)" 1 ) as r-> 1. It is not known whether the exceptional set for (i) is nonempty, even if / is holomorphic in the unit disk.
We note that the second occurrence of (1 -r)" 1 in (ii) may be replaced by -log (1 -r), using a proof that is much longer and more intricate than the one given in this paper. This alternate proof is a combination of the essential ideas of the proof of Theorem 2 in [12] , together with techniques used in this paper to bound φ(r 9 f) in terms of the characteristic function of /.
DOUGLAS W. TOWNSEND
The technique used in [10] to obtain an upper bound for the number of solutions of Re g(z) = 0 on | z | = r for g meromorphic in the plane begins by considering G r (θ) -Re g{re iθ ) as a function of a complex variable θ. After showing that G r (θ) is a meromorphic function in the #-plane, Jensen's theorem can be used to bound the number of zeros of G r in | θ | ^ π, and hence to bound the number of zeros of Reg(re iθ ) for -π^θ^π.
However, if g is meromorphic in \z\ < 1, then G r (θ) is only meromorphic in |Im^| < A(l -r), where 0 < A < 1. Thus, to bound the number of zeros of G r (θ) on the real #-axis using the above technique, we would have to apply Jensen's theorem to G r (θ) in 0((l -r)" 1 ) disks of radius less than A(l -r), centered on the real #-axis, and covering the real #-axis between -π and π. This complication alone would introduce an additional factor of (1 -r)"
1 to the bounds of φ and Φ in (i) and (ii) of the theorem. New techniques are used to obtain the correct bounds for φ and Φ.
Also, in [10] the bounds on φ and Φ involve T(Ar, f) for some constant A > 1. Such a bound is impossible for r close to 1 if / is meromorphic in \z\ < 1. This complication is resolved by denoting a convex linear combination of 1 and r by c{r) -(1 -b) + br, 0 < b < 1, and bounding φ and Φ in terms of T(c(r), f). 1 We assume familiarity with the standard notation of Nevanlinna theory. It is not intended that positive constants such as A and R have the same value with each occurrence. Also, notation such as A(a 0 ), A(a, d) , etc. is used to emphasize the dependence of the constants on a 0 , or a and d, etc. Once again it is not intended that these constants have the same value with each occurrence. Throughout the paper, if c(r) = (1 -6) + br for 0 < b < 1, then we let 
This lemma is contained in [1] , which carries a result of J. Miles [9] to the unit disk. 
This lemma is contained in (3.10) of [8] . LEMMA 
Suppose f is a nonconstant meromorphic function in the disk and r is such that f\re
, where A and a are as in Lemma 1.3, then Φ(r, zf"{z) 
Proof. Let /3(0) be a continuous determination of the argument of the vector tangent to the curve f(re iθ ), 0 ^ θ ^ 2ττ. We recall that Lemma 1.3 and (1.2) , no more than 2A(1 -r)-ΊΎ((l -α) + αr, /) -log (1 -r)] of these triples fall into Case II. Thus at least
of these triples fall into Case I, and consequently there are at least φ(r, /)/6 zeros of β\θ) in [0, 2π).
is a nonconstant meromorphic function in the unit disk, k(r) is a function satisfying k{r) ^ -log (1 -r) and
Cz(τ) = (1 -α 2 ) + a 2 r where 0 < a 2 < 1, £fcew ί/^ere is α constant A and a set A a [0, 1), both depending on the function k and on a 2 , such that k{τ)}dr < oo and for r £ A and r > R,
Proof We follow closely [6, p. 226-227] . Let G(s) = zf"(z)/f'(z) +1, and (U |Re α where w(a) is area measure on the Riemann sphere A, Also, define λ(ί, G) -From (14.6.18) of [6] , we have 
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We have
Denote by 4> the intervals (a 2j , β 2ί ) where
As before, we have
Thus for r i Δ and r > R and for some constant A, (1.4) log λ(r, G) < A(3fc(r) + 7Γ(c 2 (r), G)) . From Lemma 1.6 and well known properties of the characteristic function,
The lemma follows readily from (1.3) and (1.4) .
We state the following elementary lemma without proof. LEMMA 1.6. Let f be meromorphic in \z\ < 1 with |/(0)| = 1. 
If r < 1 and c(r)
and for x e [0, 2π)
We will show that if θ is complex then H?(θ) is a meromorphic function in a strip containing the real #-axis. We will apply Jensen's theorem to fl?(0) in a circle centered on the real 0-axis, and integrate with respect to x to obtain a bound for φ (r, (zf'(z) /f(z)) + 1), which will yield a bound for φ(r, /). We first let 
where {a n e i0Ln } and {ί) w β^w} are the zeros and poles, respectively, of /', listed in nondecreasing order of magnitude. We let θ be complex and prove We have log s?^" 1 = log (1 + (s -r)r~ι) > (1 -α)(l -r) for r > R. Thus, term / of (2.2) is a holomorphic function of θ in |Im0| < (1 -α)(l -r). Also for 0 < c£ w < s, we have log s 2 (d n r)~1 > log sr~\ Hence terms //and /// are also holomorphic in |Im θ \ < (1 -α)(l -r). Finally, from (2.5) and (2.6), terms JV and F are meromorphic in Im0| < (1 -α)(l -r) with poles at values of 0 satisfying Im0 = ±\ogrd~1 and Re# = y n + 2πfe, k = 0, ±1, ±2, We now apply Jensen's theorem to H;(β) (see (2.2) ) with h = (1 -• α)(l -r)/2, and integrate with respect to x, to obtain (2.7)
\**N(h, ~)dx = -Γlog |fl?
In the following four lemmas we obtain a lower bound for the left hand side of equation (2. Proof. By Tonelli's theorem, 
The poles of F r (β) (see (2.1)) in {θ: 0 ^ Reθ < 2π and |Imθ\ < h} arise from zeros or poles of f\z) in \z\ < s. Thus, by Lemma 1.6, F r {θ) has no more than 2(n(s f f) + n{s, 1//')) < A(a)(l -r)~ι[T{c\r), f) -log (1 -r)] poles in the above region for r > R. Hence
and the lemma follows since h(l -r)~ι = (1 -α)/2. for r > R, we have for some w e ((1 -a) (l -r)/2, (1 -a)(l -r) ), for μ e [0, 2π) and for r > R,
Also, since r < s < 1 and cosh (ft) + sinh (ft) = e h < 4, we have from (2. and therefore from (2.8) and Lemma 1.6, for r > R
Term E 2 . We change the variables of integration in E 2 to u = x + A cos μ -7 Λ and v = h sin μ. Since this transformation takes {(&, i"): 0 <: x < 2π, 0 ^ /£ < 2π} onto {(%, v): 0 ^ w ^ 2ττ, -h <> v £ h} exactly twice, it follows that (2.14)
and
We will evaluate the integral in ( Also, since | v | <ί fe and cos (u + ΐv) = cos u cosh v -ΐ sin % sinh v, we have that the numerator of Hence, using Lemma 1.6, for r > R
The measure of D is no more than
JDfUO 
by the definition of e (see (2.15) ). From (2.14), (2.18) and (2.20) we conclude that for r > R
Since s = c(r) it follows from (2.10), (2.13) and (2.21) that for r > R and for some constant A = A(a, f)
Finally, we conclude from (2.7) and Lemmas 2. 3* Proof of patt (ii) of the theorem* We have obtained an upper bound for φ(r 9 f) off an exceptional set of r values, but the techniques used in § 2 do not yield any upper bound for φ(r, f) on the exceptional set. In this section we obtain an upper bound for Φ(r, f) on the exceptional set by bounding φ(r, zf'Ίf + 1). This upper bound for φ(r, f) will yield, upon integration, the appropriate bound for Φ(r, /).
We let c(r) = (1 -7) + ηr with 7 as in Lemma 1.2. By Lemma 1.2 we can write zf rt (z)/f{z) + 1 = g^lg^z) where g x and g 2 are holomorphic in the unit disk and for r > R
where p is a positive integer and we have used Lemma 1.6 and well known properties of the characteristic function.
We have Re (*/"(*)//'(*)+ l) = Re {g,{z)gJiz))l\g z {z) \\ We let u, , r Now choose r 0 > 0 so that (3.1), Lemma 3.3, (3.8) and (3.12) Proof. If ^(z) = ΣϊU α^% where α Λ = α Λ + iβ», a n , β n real, then let g*(z) = ΣϊU |αjs*. We note that by Lemma 4 of [10] M(r, gf) <(Rr)M(R, g) for 0 < r < R < 1. Also, for real θ (3.6) % lιr (0) = Σ («» cos ^ -/S Λ sin
If we let 0 be complex, (3.6) which can always be done provided r 0 is sufficiently large. If U 1 = {θ:\Imθ\ < π(2q)~1} 9 then f λ (z) = e z is a one-to-one transformation of U 1 onto U 2 = {θ Φ 0: | arg θ | < 7r(2g)~1}, and / 2 («) = z 9 is a one-to-one transformation of U 2 onto U 3 = {θ Φ 0: |arg#| < ττ/2}. Also, / 3 (^) = Proof. We let n r (t) be the number of zeros of J r (L(co)) in \o)\ ^ t. Since J r (L(ω) ) is holomorphic in \co\ < 1, we apply Jensen's theorem to J r oL to obtain (3.7) [n^x-'dx --log I J r (L(0))| + -A-Γlog \J r {L{te^))\dζ . (p(q) ) log (^(g))" 1 ) .
Jo
We note that -log p(q) > exp(-πq) for sufficiently large q, and g will be large enough if s n (or, equivalently, r 0 ) is large enough. Also, from the definition of q, we have exp(ττg) < exj)(A(s n+2 -s^+i)" 
