Abstract. We investigate some simple finite element discretizations for the axisymmetric Laplace equation and the azimuthal component of the axisymmetric Maxwell equations as well as multigrid algorithms for these discretizations. Our analysis is targeted at simple model problems and our main result is that the standard V-cycle with point smoothing converges at a rate independent of the number of unknowns. This is contrary to suggestions in the existing literature that line relaxations and semicoarsening are needed in multigrid algorithms to overcome difficulties caused by the singularities in the axisymmetric Maxwell problems. Our multigrid analysis proceeds by applying the well known regularity based multigrid theory. In order to apply this theory, we prove regularity results for the axisymmetric Laplace and Maxwell equations in certain weighted Sobolev spaces. These, together with some new finite element error estimates in certain weighted Sobolev norms, are the main ingredients of our analysis.
Introduction
In this paper, we prove the optimality of the standard multigrid V-cycle applied to certain finite element discretizations of axisymmetric Laplace and Maxwell equations. In particular, it follows from our results that it is not necessary to do line smoothing or semicoarsening to obtain optimal multigrid convergence, in spite of the singular coefficients in the partial differential operators. This is contrary to suggestions in the existing literature that line relaxations and semicoarsening are needed in multigrid algorithms to overcome difficulties caused by the singularities in axisymmetric problems.
In the presence of axisymmetry, the three dimensional Laplace equation −∆u = f reduces to the two dimensional partial differential equation
For simplicity, we shall only consider the case when the domain D is the unit square. Note that the {r = 0} line intersects the boundary ∂D, so the coefficients in (1.1) are truly singular. Herein lies the difficulty in analysis of this problem. While the reduction from three to two space dimensions obviously results in substantial computational savings, the introduction of singular coefficients in the differential operator was thought to be a problem, at least in the analysis of iterative solution by multigrid methods. But as we shall show, a standard multigrid V-cycle with point smoothing converges uniformly at a rate independent of the number of unknowns. When using multigrid algorithms for second order problems that are not uniformly elliptic, it is well known that, in many cases, one needs to perform line smoothing to obtain optimal algorithms [4, 8, 9, 10, 14, 15] . A rigorous proof of the optimality of the V-cycle with line smoothing for a discretization of the operator
when a(x, y) > 0 is of unit size and b(x, y) > 0 is allowed to be arbitrarily close to zero, is given in [8, 14] . Clearly, the partial differential operator in (1.1) is not a specific instance of the operator considered in [8] , although there are some similarities. Our contention is that although line relaxation may be necessary to obtain uniform multigrid convergence for (1.2) with degenerate b, it is not necessary for the operator in (1.1). The paper [5] considers equations of the form (1.2) where the coefficients a and b are given in tensor product form and have different types of singularities near x = 0. There they suggest line smoothing and semicoarsening. While this may be necessary for some examples considered in [5] , as we shall see, neither is necessary for (1.1).
We also study the case of axisymmetric Maxwell equations. In the presence of axisymmetry, it is well known that three dimensional vector Maxwell equations decouple into two systems of equations, one for the azimuthal component and another for the meridian components [2, 6] . The equation for the azimuthal component is
This scalar equation can be analyzed by techniques somewhat similar to the axisymmetric Laplace equation (1.1). We will investigate two distinct finite element discretizations for this equation, one using bilinear elements and another using a finite element space of linear combinations of r, 1/r, rz, and z/r. Both discretizations yield systems for which we can prove that the multigrid V-cycle converges uniformly at a rate independent of the mesh size. Multigrid algorithms for the azimuthal Maxwell equation (1.3) have been studied previously in [6] . However, the algorithm considered there resorts to line smoothing as well as semicoarsening.
As in the case of the axisymmetric Laplace equation, neither is necessary. While spectral discretizations of certain axisymmetric problems have been thoroughly studied [3] , finite element approximations seem to have been less studied. Therefore, before proceeding to multigrid analyses, we introduce the weak formulations of our problems in certain weighted Sobolev spaces and prove new finite element approximation estimates. In particular, our estimates bound the finite element error in weighted Sobolev spaces using norms of the data that are appropriate for multigrid analyses. Our multigrid analysis proceeds by verifying the well known conditions of the regularity based multigrid theory. In order to apply this theory, we prove regularity results for the axisymmetric Laplace and Maxwell equations in certain weighted Sobolev spaces. While most of our regularity estimates are consequences of the well known regularity results for the three dimensional problems, one (Theorem 4.1) appears to be peculiar to the axisymmetric case.
Weighted Sobolev spaces have been used to obtain optimal multigrid convergence estimates. For example, [17] used weighted Sobolev spaces to analyze the behavior of multigrid methods when applied to problems with point singularities such as those resulting from second order problems with re-entrant corners.
The outline of the remainder of the paper is as follows. We first introduce the weak setting for the axisymmetric Laplace problem and prove finite element estimates (Section 2). In Section 3, we introduce the weak formulation of the azimuthal Maxwell problem, prove a regularity estimate, and prove finite element convergence. In Section 4, we continue our investigation into azimuthal Maxwell problem by proving convergence of a different finite element discretization. The multigrid convergence analysis is given in Section 5. Numerical experiments illustrating the theoretical results are given in Section 6. Finally, proofs of technical lemmas are gathered in Appendix A.
The axisymmetric Laplace equation
In this section, we consider the axisymmetric Laplace equation on the unit square D in the r-z plane (so the {r = 0} line intersects ∂D). Let Γ 0 be the part of ∂D along the z-axis and Γ 1 be the remainder of ∂D. We then formally have the partial differential equation
If the solution is smooth, the axial symmetry implies the boundary condition ∂ r u = 0 on Γ 0 . A weaker natural boundary condition is imposed in a subsequent variational formulation. We shall approximate this problem using bilinear finite elements. Note that more general domains can be handled, e.g., by employing standard linear triangular elements away from Γ 0 and bilinear elements near Γ 0 . Then the analysis can proceed by combining the new estimates we shall develop near Γ 0 with the standard finite element estimates for triangular elements. We omit such generalizations in the interest of simplicity.
2.1. The weak solution. The variational formulation that we consider is selected so that its solutions coincide with the meridian trace of the axisymmetric solutions of the weak form of the three dimensional Laplace equation ( License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Sobolev seminorms and norms are denoted in the standard way, e.g.,
The following properties of these weighted spaces will be useful.
. The first assertion of the proposition is a well known fact (see, e.g., [13, Theorem 11.2] ). It is easy to verify (2.2) for all v ∈ C ∞ (D), so the result follows by the density asserted in the first part. Note that it follows from Proposition 2.1(2) that traces exist on z = 0 and z = 1 edges of ∂D (in a one dimensional weighted L 2 space). Traces obviously exist on the r = 1 edge, as in a neighborhood of that edge the function is actually in a standard Sobolev space. Note that traces of H 1 r (D) functions do not exist, in general, on the r = 0 edge of ∂D. The last inequality of Proposition 2.1 is a Poincaré inequality which also can be easily established using the density of smooth functions. Now we introduce the first variational problem that we shall study. Define
r vw drdz, and
By Proposition 2.1(2), V is well defined. We are interested in approximating u ∈ V satisfying
. By Proposition 2.1(3), the conditions of the Lax-Milgram lemma are verified so there is a unique weak solution u in V . As is well known, the weak solution of (2.4) is related to the solution of a three dimensional axisymmetric Dirichlet problem. Let Ω = {(r, θ, z) : 0 ≤ r < 1, 0 < z < 1, 0 ≤ θ < 2π}, where (r, θ, z) are cylindrical coordinates (so Ω is the revolution of D about the z-axis; see Figure 1 ). We denote the subspace of axisymmetric elements of
(Ω) (for definitions of axisymmetric Sobolev spaces see [3] ). The restriction map g(r, θ, z) → g D (r, z) given by
is well defined for smooth functions and extends to an isometry fromL
. The action of the inverse of the restriction map g → g D will be denoted by superscripting functions with Ω, e.g., (g D ) Ω = g. Then, if U is the solution of the three dimensional Dirichlet problem
it is easy to see that [3, Proposition II.
where u solves (2.4). The following regularity estimate will be useful in our subsequent multigrid analysis.
Since Ω is convex, by a standard regularity result, the solution U of (2.7) is in H 2 (Ω) and there is a constant C reg such that 10) and the result follows by (2.6), (2.8), and (2.9).
An approximation estimate.
We use bilinear finite elements to discretize (2.4). Let the domain D = (0, 1) 2 be partitioned into squares with vertices (ih, jh), h = 1/n. This forms the mesh T h . Let V h ⊆ V denote the standard bilinear finite element space with respect to mesh T h . The finite element approximation of u is the function u h ∈ V h satisfying
To obtain an error estimate, as well as for multigrid analysis later, we need to construct an interpolation operator with approximation properties in the weighted norms. Define Π h : H 2 r (Ω) → V h element by element as follows. On every element K whose boundary does not intersect Γ 0 , (Π h v)| K is the unique bilinear function whose value at the four vertices of K coincides with that of v. The remaining elements are of the form (0, r 1 ) × (z 0 , z 1 ). On such an element K, (Π h v)| K is defined to be the unique bilinear function satisfying 
As a consequence, the discrete solution u h approximates the exact solution u of (2.4):
The interpolation error estimate of the theorem follows by using this estimate in (2.17). The second estimate of the theorem follows from the first and the regularity estimate of Theorem 2.1.
The azimuthal Maxwell problem
In this section, we shall study a finite element discretization for the azimuthal component of the axisymmetric Maxwell equations. Formally, the governing partial differential equation is
where
We investigate two approaches to a finite element discretization of this equation, one using standard bilinear elements, and another using a finite element space built using linear combinations of r, 1/r, rz, and z/r. In this section, we will investigate the latter. The next section is devoted to the former. Just as linear functions are in the kernel of the standard Laplace operator ∂ rr + ∂ zz , the span of r, 1/r, rz, and z/r is in the kernel of L θ . Hence, considering finite elements built using the span of r, 1/r, rz, and z/r is as natural as considering linear finite elements for the Laplace equation. We begin by specifying the weak problem and associated spaces.
A weak formulation.
To give a variational formulation of (3.1) together with appropriate boundary conditions, we start with an appropriate Sobolev space.
is a Hilbert space with the norm
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The lemma shows that unlike H 
Proof. The upper inequality is obvious for smooth functions, so by Lemma 3.1, 
Using Lemma 3.1, we get the lower inequality for all v ∈ H 1 r (D).
Now we can state a well posed weak problem for the azimuthal Maxwell equation with electric boundary conditions. Defining
This bilinear form is continuous by Proposition 3.1 and coercive by Proposition 2.1(3). Hence, by the Lax-Milgram lemma, there is a unique u ∈ V θ satisfying (3.3).
Now we give a regularity result for the weak solution. Let
The following regularity theorem is a straightforward consequence of the well known regularity estimates for static Maxwell equations in three dimensions. It will be useful to recall that if v = v r e r + v θ e θ + v z e z in cylindrical coordinates, then
Here e r , e θ , and e z denote unit vectors in the r, θ, and z directions, respectively.
Proof. Let D(D) denote the space of compactly supported infinitely differentiable
, a corresponding identity holds in the isometric spaceL 2 (Ω):
Moreover,
Hence, by standard regularity estimates for vector potentials on convex domains [1] ,
Since the r, θ, and z components of 
.
This completes the proof of the theorem.
3.2.
A finite element space. As mentioned earlier, we will consider two suitable finite element spaces for discretizing the weak problem, one in this section, and another in the next. The space we consider in this section is
where, as before, T h is the mesh of square elements that partition D. Note that locally constant functions are not in this space, yet we shall prove approximation properties by direct arguments. The finite element approximation is defined as the .
Proof. For any vertical edge E containing (r, z), we apply Lemma 3.2 with K
Now by a standard Sobolev inequality for H
). Applying Lemma 3.2 again to bound w 2 L 2 (E) and combining these inequalities completes the proof of the proposition.
It is easy to see that Π θ h w is a continuous function on D and vanishes on ∂D.
We will now prove an approximation estimate for Π θ h using the following lemma.
Lemma 3.3. For all v ∈ H
. 
Consequently, if u satisfies (3.3) and u h satisfies (3.9), then
. Summing over all elements, we have
Using Lemma 3.3 we finish the proof of the first inequality of the theorem. The second follows from the first by the orthogonality property of the Galerkin method and the regularity estimate of Theorem 3.1.
The azimuthal Maxwell problem: Bilinear elements
In this section, we consider the same Maxwell problem and the same weak formulation as the one in the previous section. However, we study a different discretization. We discretize (3.3) using the standard bilinear finite element space
. Now, instead of (3.9), the finite element solution is defined as the
h . Considering that bilinear elements are standard and may be easier to implement than the elements of the previous section, this discretization may be preferred over (3.9) .
To analyze the bilinear element, we shall need a stronger regularity result. This is because it is not possible to control the error in nodal bilinear interpolation of u using the norm |u| H 2 r (D)
. Indeed, if u = 1/r on an element K away from Γ 0 , then |u| H 2 r (K) = 0, but the error in the bilinear interpolation is not zero. Such a problem did not arise in the previous sections. We will overcome this problem by controlling the interpolation error using an additional derivative of u, namely ∂ rr u. In order to do this, we first prove a regularity result stronger than Theorem 3.1 whereby such derivatives can be controlled by data.
A regularity estimate.
To prove an improvement of Theorem 3.1, we begin by showing that solutions of (3.3) can be approximated by smooth functions. Smooth approximating functions are particularly easy to construct in the case of our simple geometry. Let J ν (r) denote the Bessel function of the first kind of order ν. Define
where β m denotes the mth positive zero of J 1 . Define 
on ∂D,
, we have the result. We can now give the improvement of Theorem 3.1.
Proof. Let u be as in Proposition 4.1 and g = ∂ r r −1 ∂ r (ru ). Our proof is based on the identity
This identity follows by integration by parts:
The operations above are justified because u is smooth. Now we apply the Hardy inequality [11] ,
with α = −3 and F (s) = s 2 g (s, z) to bound the right hand side of (4.3). This yields
Now, by standard arguments using Proposition 4.1, it follows that the distributional derivative ∂ r (u/r) exists in L 2 r (D) and
. Now it only remains to prove that
. This follows from (4.5) and the identity [3] for more results in this direction). Indeed, as indicated by (2.10), one would also need ∂ r u ∈ L 
Theorem 4.2. For all
Consequently, if u satisfies (3.3) and u h satisfies (4.2), then
First let us estimate ε on elements K with an edge on the {r = 0} axis. A simple calculation shows that (3.10) ). Consequently, by the same arguments as in the proof of Theorem 3.2, we have
. Now consider the remaining elements. By Proposition 3.1,
. On the elements under consideration,
where Π h is as defined in Section 2. Consequently, by the same arguments as in Theorem 2.2, we obtain that
. Therefore, it only remains to estimate ε L 2 1/r (D) . If K has coordinates as in (2.12), by standard estimates (in nonweighted Sobolev spaces) for the interpolant, we have
Since h/r 0 ≤ 1 for the elements under consideration now, the interpolation error estimate of the theorem follows. The finite element error estimate follows as a corollary using also Theorem 4.1.
Multigrid analysis
All the discretizations that we considered in the previous sections were based on the mesh T h . Now we assume the standard geometric multigrid setting. The mesh on which a solution is sought, namely T h ≡ T J , is obtained by successive refinements of a coarse mesh T 1 . We assume that T 1 is a mesh of congruent square elements, and T k is obtained from T k−1 (k ≥ 2) by dividing each square element of T k−1 into four congruent squares. We will analyze the convergence of the multigrid V-cycle algorithm in this setting for all of the previous applications.
Let V k denote one of the previously defined finite element spaces
on the mesh T k . Then V k is a subspace of the Sobolev space V which we take to be as defined by (2.3) for the Laplace application, and as defined by (3.2) for the Maxwell application. Then
Let a(·, ·) denote one of the previously defined bilinear forms on V ×V (a is either a r or a θ ). To state the multigrid V-cycle in a form suitable for both the applications, define
We want to compute the finite element solution u h = A −1 J Q J f efficiently using the standard V-cycle multigrid algorithm. For any g ∈ V J , the V-cycle iterates v
where B J : V J → V J is the operator defined recursively below.
(1)
, where v 1 is computed as follows. (a) Pre-smoothing:
(c) Post-smoothing:
In the above algorithm, the operator R k represents a point Gauss-Seidel or Jacobi smoother and R t k denotes its adjoint with respect to (·, ·) r . Specifically, R k is defined using a splitting of the finite element space as follows. Let N k = dim(V k ) and let x i , i = 1, 2, . . . , N k , be any enumeration of the vertices of the mesh T k which are degrees of freedom. Let D k,i denote the domain formed by the four or two elements connected to the vertex x i . Let V k,i denote the set of functions in V k which are supported on (w, φ) , for all φ and w ∈ V k,i .
Define the the additive Jacobi smoother by
and the multiplicative Gauss-Seidel smoother by
We can set R k in the V-cycle to either αJ k for some scaling factor α, or G k .
Remark 5.1. In the above presentation of the multigrid algorithm, it appears that one is required to compute the action of Q k−1 . The mass matrix inversion associated with this can be avoided in implementation due to the special form of the smoothers. In addition, the action of G k is not implemented as presented in (5.2). In fact, its implementation avoids the computation of A
−1
k . For details on these implementation issues, see, e.g., [7] .
Local estimates enable us to prove the following basic two sided bound on the additive operator. This will be an important ingredient in the multigrid analysis. Similar estimates are well known for standard applications in nonweighted Sobolev spaces.
Lemma 5.1. There is a constant
where h k is the mesh size of T k .
With the help of this lemma, we can now prove the uniform convergence of the V-cycle for the axisymmetric Laplace and Maxwell equations.
Theorem 5.1. The multigrid V-cycle with the smoother R k set to either the scaled Jacobi smoother αJ k with 0 < α < 1/2 or the Gauss-Seidel smoother G k converges at a rate independent of h: There is a δ < 1 independent of k such that
Proof. The case of the Jacobi smoother. According to [8, Lemma 2 .1], once we prove that the spectrum
, for all k, and (5.5) (R −1
To verify (5.4), note that by Lemma 5.
If we choose 0 < α < 1/2, then (5.4) holds with θ = 4α − 1.
To verify the second condition (5.5), we first use a duality argument. Let w ∈ V satisfy a(w, φ)
Then, using Theorems 2.2, 3.2, or 4.2, as appropriate,
The proof of (5.5) can now be completed using (5.7). Indeed, 
Inequality (5.8) follows from the product representation
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use so it suffices to prove (5.9). Using standard arguments [7] and the fact that a basis function "interacts" with at most eight other basis functions, it is easy to see that
so (5.9) follows.
Numerical results
In this section, we give the results of numerical experiments illustrating the convergence rates of the V-cycle multigrid algorithm. We report three numerical experiments, one for the axisymmetric Laplace problem and two for the azimuthal Maxwell problem. In all cases, we divide the unit square into n × n square elements with n = 2 k and use the finite element discretizations which we have previously discussed. The boundary conditions are as described in the previous sections.
We implemented the V-cycle multigrid algorithm with one sweep of point GaussSeidel smoothing as described in Section 5 for all cases. One can use the V-cycle multigrid operator B J in two ways. One obvious way to use it is in the linear iteration (5.1). By Theorem 5.1, this iteration will converge at a rate independent of the number of unknowns. The rate of convergence in the energy norm is at most δ J ≡ I − B J A J a . Another way to use the V-cycle is to use B J as a preconditioner for A J in a preconditioned conjugate gradient iteration. In this case the convergence is determined by the condition number of the preconditioned system κ(B J A J ). Note that by Theorem 5.1,
. Since δ J is bounded away from one independently of J, the condition number is bounded from above independently of J. In Table 6 .1, we report the values of κ(B J A J ) and the convergence rate I − B J A J a . These values were computed using estimates of the largest and smallest eigenvalues of B J A J provided by a few iterations of the Lanczos method. As we see from the tables, the observed convergence rates are almost identical and clearly demonstrate a rate of convergence independent of the number of levels.
(iii) Suppose (2.15) holds. Multiplying (A.1) by R 1/2 and integrating over R gives 2 3
Proceeding as before, we find that
The integral can be evaluated by taking the limit as r 0 → 0 in the equality of (A.2). Then we get the required inequality.
(iv) Proof of the last case is similar to the one above.
Then, if S ε denotes the strip {(r, z) : 0 < r < ε}, we have To prove the upper inequality, we apply a well known characterization of additive operators [7] . Specifically, for any v ∈ V k decomposed as v =
Hence, it suffices to show that (A.12)
This inequality will follow (by summing) once we prove the local inequality
for all K and i such that v i is nonzero on K. Here a K (·, ·) denotes the restriction of the integrals appearing in a(·, ·) to K. We split the proof of (A.13) into several cases (wherein we omit the multilevel subscript k for convenience).
We first consider elements K which intersect Γ 0 ; i. For r 0 > 0, bilinear elements with a = a r and a = a θ are treated using the analogous well known results for bilinear finite elements in unweighted norms. For example, if a = a r ,
The estimates for a = a θ are similar. To prove (A.13), we use inverse inequalities for quadratic functions. Since rv i is quadratic on K,
This completes the proof of the lemma.
