In this paper we present two different exploratory tools for data analysis following a gene microarray experiment. The first tool is based on a novel data mining formulation, called hypergraph mining. In the second tool, we provide a family of expectation based similarity measures between sets of genes or between a set and a single gene. We have evaluated these two tools using output from two different microarray studies. We showed how many interesting observations could be made using our tools, and how the results from the two tools were similar in many ways.
INTRODUCTION
In recent years, DNA microarrays and other high-throughput gene and protein assays have become the essential tools for biologists. Biologists can now quickly identify tens, hundreds, and even thousands of candidate genes associated with a target disease or functionality. The next step in biological inquiry typically is to find out What is known about these genes?, and How are these genes related to each other, and to other genes identified in similar studies?.
Traditionally, biologists performed a thorough literature review and sequence/structure analysis to answer these questions. Unfortunately, the sheer volume and rapid growth of biological literature and other available data sources has made this practice extremely time-consuming and tedious.
In the past several years, many research efforts have focused on literature/text mining to automatically associate existing knowledge in the literature with the genes of interest [29, 28, 13, 11] . Existing research can be largely divided into the following categorizes: 1) Applying Nature Language Processing (NLP) or rule-based approach to extract biological information [16, 7, 12, 14, 10] , 2) Utilizing co-occurrence relationship to recover relationships (protein-protein interaction) between genes/proteins [33, 17] , 3) Incorporating ontologies into mining process [8, 30] , and 4) biological information retrieval and text categorization [23, 15, 21, 4] .
However, the major difficulties that still remain are 1) How do we extract key properties shared by a set of candidate genes?, 2) How do we generate reasonable scientific hypothesis to explain them ? and 3) How do we define and evaluate similarity between sets of genes ?
In this paper we present two different exploratory tools for data analysis following a gene microarray experiment. The main underlying assumption behind our techniques is that if some genes are related or responsible for some disease, then that information probably have been reported in the existing biological literature. Thus, we use data mining techniques to extract useful information from the occurrence/cooccurrence of gene names or gene ontology terms in one or more articles in the scientific literature.
The first tool is based on a novel data mining formulation, called hypergraph mining and serves the following purpose. Suppose a biologist has a list of genes and she has a hypothesis that a subset of these genes are likely responsible for a disease. Now, if her intuition is right, then a set of genes might appear together in the literature. However, some complications could arise. For example, suppose gene G1 and G2 are actually related or responsible for a disease, and there is also another gene, G3, which is weakly related or responsible for the same disease. So, it is unreasonable to assume that G1 and G2 will always occur together in the same scientific document. Instead, a more reasonable expectation might be that there will be some publication where G1 and G3 will appear together, some other publication where G2 and G3 will appear together, and yet another article where G1 and G2 appear together. The gene G3 here can be considered as a linking gene that helps to conclude that G1 and G2 are actually related. The purpose of hypergraph mining is to capture such contributions from linking genes, i.e. G3 in the above example, to make conclusions about close relation between G1 and G2. Further, we should use not only such linking genes, but also linking gene ontology terms, to make such conclusions.
In the second tool, we provide a family of expectation based similarity measures that can be used as follows. Suppose, after a gene micro array experiment, a biologist finds a set of genes A that are closely related to a particular disease. Now, she also has multiple large sets of potential genes that might be related or responsible to the same disease. So, a natural question is, "which of these gene sets is most similar to the given set A?". Our family of expectation based similarity measures can be used to answer such questions. Further, once a set B is found to be most similar, a biologist might be interested in ranking the genes from the set B.
The next two sections provide details of these two approaches. We have evaluated these two tools using output from two different microarray studies. We show how many interesting observations could be made using our tools, and how the results from the two tools were similar in many ways.
HYPERGRAPH MINING
Let D1,...,DN represent N biological literature abstracts, we refer to them as documents. In order to have easy representation of such documents, we use the standard bag of word format, where each document can be represented as a set of gene names and gene ontology terms appearing in that document, which we refer to as keywords. We also need a dictionary that contains all potential linking keywords of interest. This dictionary depends on the context of the particular experiment.
Let k1,...,kT represent a dictionary KT with T keywords. Each document Di can be represented as a set of keywords {kj }, where kj ∈ KT . A biologist provides a subset of M keywords KM , which she hypothesizes might be related or responsible for a particular disease, such that KM ⊆ KT . The goal of our hypergraph mining algorithm is to find frequently occurring hyperedges, each of which involves a set of keywords from the set KM as the nodes, and potentially, another set of keywords from the set KT − KM as the annotation or linking keywords. Again, the linking keywords are either linking gene names or linking gene ontology terms as mentioned before.
As in frequent item-set mining, the hyperedges of interest are the ones which have a support above a user-specified threshold. The main difficulty in computing the hyperedges arises because of the notion of linking keywords, and how they impact the calculation of this support.
Weighing the Hyperedges
The main challenge here is to build a model that incorporates contribution from linking keywords. If keywords, k1, . . . , kn form a hyperedge then, either one of the following can be true:
1. All ki,i = 1, . . . , n keywords appear together in one or more documents, depending upon the support supplied by the user.
2. n keywords can be one-level apart. By this, we mean, we can form a partition, i.e., two disjoint subsets out of the n keywords, such that each subset appears in different documents. Further, there exists a non-empty set of linking keywords that appear in both the documents. Thus, these linking keywords form, in a sense, a connection between the two subsets.
For any hyperedge H consisting of n keywords, each of the above events can contribute some weight. The weight contributed due to the first event, when the n keywords appear together in a document, is the usual support used in frequent itemset mining algorithms. To take into account the second possibility, i.e., when n keywords appear onelevel apart and are connected by linking keywords, we introduce a new weight function called cross support. Thus, the overall weight W of a hyperedge H can be expressed as
where, S(H) is the usual support and CS(H) is the cross support.
Evaluating the cross support part is not very straight forward, and we need a systematic procedure. Let us consider any partition i of H, which has li linking keywords and occurs ni times in the available set of documents. Then, we can consider this partition as contributing a weight li × ni. The idea here is that larger the number of linking keywords from the dictionary, the higher is the significance of such a link. Using this idea, if we have Nmax different possible partitions, each with different number of linking keywords, then for any p > 0 we model cross support as follows. We define a function F ,
where the parameter p controls the effect of linking keywords in computing the weight. Now, we define CS as,
Introducing a new parameter p, and making CS(H) exponential, provides us more flexibility to calculate the contribution from cross support. Further, 1 is subtracted to ensure that CS(H) = 0 when F (H) = 0. Now, if the cross support can have value at most U , then we can clip the value of CS(H) to U whenever it would otherwise exceed U , i.e.,
CS(H)
With CS defined in the above manner, the overall weight function does not necessarily satisfy the down-closure property. However, since the overall weight function is formed by adding two functions, one of which respects the down-closure property and the other function is bounded, effective pruning can still be performed. .
SIMILARITY MEASURES AMONG DIFFER-ENT SETS OF GENES
Suppose we are given three sets of gene names,-a small set A and two much larger sets B and C, and we are interested in finding out which of the two larger sets is more similar to the small set A. A standard approach of using intersection set size, i.e., if |A ∩ B| > |A ∩ C| then B is more similar to A, could be misleading here because, a) the intersection set size would likely be quite small and empty in many cases and b) a given gene name can have multiple other aliases or different gene symbols. Therefore, we need other ways of computing similarities that will involve correlation among these gene names. Note that we are using the term correlation loosely here, and do not mean the standard statistical correlation.
So, we need other auxiliary information to compute such similarity. One way of obtaining this auxiliary information is to use the freely available on-line biological article abstracts. We can represent each such abstract using the bag of word model, as we had done with our hypergraph mining approach. Thus, each abstract now acts as a transaction containing gene names as items.
Extending the Notion of Similarity
Once we have the biological article abstracts represented as transactions, we can extend the notion of similarity to be based on union among sets, instead of intersection among sets. Suppose, in the frequent gene pairs among these abstracts, we see genes from A and B appearing more frequently together than genes from A and C. This implies that in some sense, the set A is more similar to the set B than to set C.
We assume we have a user-provided support threshold θ. Next, we define parameters that will be used to define the similarity measure.
Ne(A, B, θ)= number of gene pairs exceeding θ s.t. for each such gene pairs IS, ∃a, b ∈ IS s.t. a ∈ A, b ∈ B.
Nb(A, B, θ)= number of gene pairs exceeding θ s.t. for each such gene pairs IS, ∀a, b ∈ IS a, b ∈ A ∩ B.
Nt(A, B, θ)= total number of gene pairs exceeding θ. where by gene pair we mean a set of genes containing two or more gene names.
Using the parameters defined as above, the naive similarity measure s1 can be defined as,
Here β ∈ [0, 1] is a parameter that can be used to decide how much weightage we want to give for each component of s1. It should be noted that this measure is normalized, i.e., s1 ∈ [0, 1] and higher the similarity measure, more similar are two sets.
Expectation based Similarity Measure
A more sophisticated measure of similarity can be obtained by using the idea of statistical expectation. We assume that X, Y are two sets containing gene names, where X has n genes, x1, . . . , xn and Y has m genes, y1, . . . , ym. Now, we can consider X and Y as random variables where X can take values from x1, ..., xn and Y can take values from y1, ..., ym.
Since X and Y are discrete random variables, we can think of their joint probability mass function as, pX,Y (x, y) = P (X = x, Y = y) where, x ∈ {x1, ..., xn} and y ∈ {y1, ..., ym}. Next, let (X, Y ) be a random vector and let Z = g(X, Y ), for a non-negative real valued function g such that g : X × Y → [0, ∞). Then, Z is a random variable and we can determine its expectation as, E(Z) = P x P y g(x, y)pX,Y (x, y) Now, let us see how we can use the above idea in our context. We are given two sets X and Y , containing gene names and we represent the abstracts as transactions. Now, we consider only those transactions which have gene names from either of the two given sets and has at least two gene names. We call these transactions as valid transactions. The transactions where all the gene names come from a single set do not give much information and therefore, we simply discard these transactions. Next, for each (xi, yj), i ∈ {1, ..., n}, j ∈ {1, ..., m}, we count how many times (xi, yj ) appears together in the set of valid transactions. We store this information in a matrix M (i, j), where M is a n × m matrix. We call this matrix the probability matrix. Now, we assign pX,Y (xi, yj) =
. Clearly, pX,Y (., .) is a joint probability mass function of variables X and Y since,-P i P j pX,Y (xi, yj) = 1. So, the expectation now becomes,-
, where,
We can now directly use the above expectation as a measure of similarity. Clearly for any three sets X, Y, Z, if X is more similar to Y , then E(g(X, Y )) > E(g(X, Z)).
At this point, we have purposefully kept the function g unspecified. We focus next on the choice of this function.
Family of Expectation Based similarity Measures
The idea of expectation based similarity measure we describe above is very general, in the sense that it actually provides us with a family of measures. This is because each choice of the function g results in a new measure. Here, we will describe two simple choices for the function g.
As a first choice of the g, for any pair (xi, yj ), we can simply use the number of times the pair (xi, yj) appear together over all valid transactions, i.e., g(xi, yj ) = M (i, j). With this choice of g, we obtain the first expectation based similarity measure se1 where,
The above similarity measure does not take into account the transaction length. To elaborate this point, suppose a specific pair (x1, y2) appears in two transactions t1, t2, where t1, t2 are:
Intuitively, we would like to give more weightage to the occurrences of t2 like transactions since they contain more genes from two files. To take this into account, for any pair (xi, yj), we can define g(xi, yj ) = tot len(xi, yj) where, tot len(xi, yj) counts the sum of transaction lengths of the set of valid transactions, VT , such that (xi, yj ) ⊆ VT . With this choice of g, we define the second expectation based similarity measure se2 as,
Ranking Genes from the Most Similar Set
Once we have determined that a set Y is most similar to X, among other possible sets, a biologist might be interested in obtaining more specific information. In particular, if the file Y is quite large, then, a Interestingly, the expectation based similarity measure framework that we developed above can be used to answer this question. However, the concept of random variable needs to be used in a slightly different manner. In the previous section, we considered Y as a random variable, but now for each gene name yl ∈ Y , we consider a random variable Ul, where Ul is a set containing a single gene yl.
Thus, we compute se(X, Ul) for all Ul, where Ul corresponds to yl ∈ Y . Next, we can sort the genes yl ∈ Y in decreasing order of se(X, Ul). Finally, we can simply return the first N genes from the sorted list. Here se indicates that the similarity measure could be either se1 or se2.
In terms of implementation of this approach, we do not need to build separate transaction list for each pair of (X, Ul). Instead, we can use the same transaction list and evaluate s(X, Ul) in an iterative manner.
RESULTS
We first describe the datasets we have used and data preprocessing steps we took. Then, we report the results obtained from the two data analysis tools.
Datasets and Data Preprocessing
We used two lists of 21 and 31 genes, respectively, that are differentially expressed between prostate epithelial and stromal cells in prostate cancer patients (including genes that were significantly upregulated in stromal cells). These lists contain Affymetrix probe ID, which could be searched via Affymetrix website 1 and GenBank accession number. Since there is no common standard for representing gene names/symbols, in order to avoid ambiguity among approved gene symbols, previous symbols, and aliases, we searched Genbank 2 , HUGO 3 databases and the Affymetrix website to represent each gene by a unique gene identifier.
Next, to form the dictionary we used 300 genes from [5] . This includes genes that were significantly up or down-regulated in tumor and adjacent normal tissues when compared with a normal donor tissue. Each gene was validated by three biological databases and represented by a unique identifier, as described above. We also added Gene Ontology (GO 4 ) terms corresponding to the genes already in the dictionary. After having the user-provided set of gene names and the above dictionary, the next step was to represent the biological literature information. For the purpose of our experiments, we used freely available biological literature abstracts from Pubmed 5 . We use the standard bag of words format to represent each such document. Specifically, each document is represented by a set of keywords {wi}, where each wi is in our dictionary. Since these abstracts are available only after filling out an on-line query form manually, we implemented a Java program that fetches the abstracts for each user-provided keyword iteratively, automatically filling out the on-line form in the process. The number of documents we extracted and represented varied between 700 and 1100 for our experiments. As we considered only the documents that had at least one of the key-words from our set, this is a very small fraction of all datasets available in Pubmed.
Results from Hypergraph Mining
In this section we describe the results obtained using our first tool, which is based on hypergraph mining. We focus on the biological significance of the interesting gene pairs that were found as hyperedges by our first tool.
Results from 21 dataset
An interesting gene pair found as hyperedges by our first tool is reported in Table 1 . Of particular importance here is CCL4 as a linking word for gene pair {CCL5, CXCL13}. The inflammatory chemokine, CCL5, is known for its participation in several types of cancers, including the breast cancer and the prostate cancer (PC) ( [22] , [31] ). Thus, an elevated level of CCL5 expression detected in the PC samples, i.e. its presence in the 21-genes list, is consistent with the earlier observations ( [31] ), suggesting that indeed CCL5 plays a large role in PC development. Other chemokines and chemokine receptors, including CCL4 and CXCL13, among others, are also known to exhibit abnormal expression patterns in various cancers, thus controlling the immune response to the tumor (e.g., [19] ). Note that immune response is one of the linking words from GO that our algorithm reports.
Results from 31 dataset
Again interesting gene pairs found as hyperedges by our first tool are reported in Table 2 . Results showed significant relationships between KLK2 and KLK3 genes and SPDEF (kallikrein 2 and 3, and SAM pointed domain containing ETC transcription factor, respectively). Kallikrein gene family encodes for serine proteases, some of which are expressed in prostate at high levels [6, 20] , and were known to contribute to prostate cancer [27, 32] and other cancers, including breast cancer [25] . An elevated level of the KLK3 protein expression, also known as PSA (prostate-specific antigen), is frequently used as prostate cancer biomarker. SPDEF acts as an androgen-independent transcriptional activator of the PSA promoter [26] , and thus is also a very important gene in prostate cancer. Further, KLK3 gene was found to be significantly upregulated in tumor samples compared with normal tissues in Chandran et al. study [5] . Significant relationships were also found between KLK3 and NKX3-1 (NK3 transcription factor related gene). The latter gene is primarily expressed in prostate epithelial cells, and may also contribute to prostate cancer [1, 34] . However, the precise role of NKX3-1 in prostate cancer is not entirely clear at this moment [18, 3] . A detailed study looking at the co-expression of these androgen-dependent genes, NKX3-1 and KLK3 (PSA), may provide further clues.
Results from Similarity Measures
In this section we describe the results obtained by using our second tool which is based on expectation based similarity measures. The goal of this set of experiments is to show the effectiveness of the similarity measures. We first create four files containing gene names. We name these four files, A, B, C, and D, respectively. Each of these four files contains 300 gene names. Our goal was to determine which of these four files is most similar to the 21 or 31 dataset.
The file A contains the same 300 gene names as described in Section 4.1. Each of the files B, C, and D comprised 300 genes randomly chosen form the list of nearly 2600 human genes found in superarray's DNA micro-array experiment 6 .
Results from 21 dataset
In this section we describe the effect of using similarity measures to find the file among A, B, C, and D that is most similar to the 21 dataset. Clearly, the way four files were chosen, one would expect the file A to be most similar to the 21 dataset. However, using a naive similarity measure like s1 fails to identify this. As shown in Table 4 , naive similarity measure incorrectly indicates that the file B is most similar to the 21 dataset. The reason for this is explained in Table 3 . In case of the file A, out of a total 21 gene pairs that appeared frequently, i.e., exceeding a user-defined threshold, 16 gene pairs had one of the genes from the 21 dataset and another one from the file A. Whereas, these numbers were 7 and 6, respectively for the file B. ABCC1  ABCC1  AKR1B1  AKR1B1  CASP8AP2  CASP8AP2  CDKN1A  CDKN1A  KLF5  NQO1  CA9  KLF5  CDC42  TMPRSS2  LCK  RHO  RAD50  CA9  NQO1  ESR1  RHO  PPIA  TMPRSS2  FZD6  ESR1  MAPKAPK2  SQSTM1  CD81  TOP2B  SQSTM1  ERCC5  CDC42  MDM2  SOX5  VDR  TOP2B  LIG1  KRAS2  CASP10 ERCC5 Table 7 : Gene Ranking using Expectation based Similarity Measures for the file C (31 dataset)
This inconsistency above points out two drawbacks of the naive measure. First, we might have situation where the total number of frequently occurring gene pairs might be quite small (7 in the case of the file B) and still percentage of gene pairs not all coming from the same file might be high ( 6/7=0.8571), leading to misleading result. Second, it shows that using threshold based measures, i.e., considering only those gene pairs exceeding a threshold might not work very well, as the result may be biased based on the choice of threshold.
Using similarity measures based on statistical expectation addresses the above problems. As can be seen from Table 4 , the similarity score for the file A, based on expectation based similarity measures (either se1 or se2), is much higher than the other files, indicating that the file A is most similar to the 21 dataset than the files B, C, or D.
Results from 31 dataset
Results from the 31 dataset show a very interesting fact. They demonstrate that our second tool may sometime discover some unexpected but useful information. Similar to 21 dataset, one would expect that file A would be most similar to the 31 dataset. On the contrary, the results shown in Table 5 indicate that the file C is actually the most similar to the 31 dataset. This unexpected result makes sense, because as we will show later in this section, the top ranking genes from the file C are actually responsible for cancer.
Results from Gene Ranking
We now describe the results from the use of expectation based similarity measure for gene ranking.
Results from 21 dataset
After finding that the file A was most similar to the 21 dataset, as shown above, we ranked the genes from the file A in order of decreasing similarity to the 21 dataset. The top 20 genes from the file A using similarity measure se1 and se2 are reported in Table 6 . As can be seen from Table 6 , the linking genes found from the hypergraph mining algorithm are all included in this top 20 gene list. This indicates that the results obtained using these two tools are similar to an extent.
Results from 31 dataset
Again, we list in, Table 7 , the top 20 genes found from the file C, using the similarity measures se1 and se2 that were most similar to the genes from the 31 dataset. Top ranked genes from this list were found to be related to cancer!! The top four genes from this list were ABCC1, AKR1B1, CASP8AP2, and CDKN1A.
The multi drug resistance-associated protein ABCC1 was identified with small lung cancer in 1992 [24] . AKR1B1 was listed in Androgenresponsive prostate cancer-related genes 7 . The caspase 8 associated 7 http://www.superarray.com/gene array product/HTML/HS-031.html protein 2 (CASP8AP2) gene was reported for having a significant role in apoptosis and glucocorticoid signaling in leukemia [9] . Role of cell cycle-regulatory CDKN 1A in cellular response of colon cancer cell lines during treatment and recovery was reported in [2] . These findings provide us with the justification as to why the file C was found to be most similar to the 31 dataset.
CONCLUSIONS
This paper has focused on data mining based exploratory tools to assist a biologist find interesting relationships from output of a microarray experiment. We have evaluated two such tools using output from two different microarray studies. We showed how many interesting observations could be made using our tools, and how the results from the two tools were similar in many ways.
