Abstract. In this paper we propose a solution to the similarity measuring for heterogenous data. The key idea is to consider the similarity of a given attribute-value pair as the probability of picking randomly a value pair that is less similar than or equally similar in terms of order relations defined appropriately for data types. Similarities of attribute value pairs are then integrated into similarities between data objects using a statistical method. Applying our method in combination with distance-based clustering to real data shows the merit of our proposed method.
Introduction
Measuring similarities between data objects is one of primary objectives in data mining systems. It is essential for many tasks, such as finding patterns or ranking data objects in databases with respect to queries. Moreover, measuring similarities between data objects affects significantly effectiveness of distance-based data mining methods, e.g. distance-based clustering methods and nearest neighbor techniques.
To measure the similarity for heterogenous data that comprise different data types, quantitative data, qualitative data, item set data, etc., has been a challenging problem in data mining due to natural differences among data types. Two primary tasks of the problem are (1) determining the same essential (dis)similarity measures for different data types and (2) integrating properly (dis)similarities of attribute value pairs into similarities between data objects. The first task is rather difficult because each data type has its own natural properties that leads to itself particular similarity measures. For example, the similarity between two continuous value are often considered as their absolute difference meanwhile the similarity between two categorical values is simply identity or non-identity of these two values. Thus, it is hard to define one proper similarity measure for all data types. Further, similarity measures for some data types are so poor due to the poorness of data structure (e.g., categorial, item set).
To date, a few similarity measuring methods for heterogeneous data have been proposed [?,?,?,?,?,?] . Their approach is to apply the same similarity measure scheme for different data types, and then, dissimilarity between two data objects is assigned by adding linearly dissimilarities of their attribute value pairs or by distance Minkowski. In [?,?,?] , the authors measure the similarity between two values based on three factors: position, span, and content where position indicates the relative position of two attribute values, span indicates the relative sizes of attribute values without referring to common parts, and content is a measure of the common parts between two values. It is obvious that similarities of value pairs of different data types have the same meaning since they are all based on these three factors. However, it is not hard to see that these three factors are not always applicable or suitable for all data types. For example, position arises only when the values are quantitative. Similar to that, methods of [?,?,?] take sizes of union (the joint operation ⊗) and intersection (the meet operation ⊕) of two values into account of measuring their similarity. Obviously, these two operators are not always suitable for all data types. For example, the intersection is not suitable for continuous data since continuous values are often different and therefore, the intersection of two continuous values seems to be always empty. In short, the methods [?,?,?,?,?,?] are based on factors or operators that are required to be suitable for all data types. However, due to the nature difference of data types, the factors or operators are hard to exist or not discovered yet.
In this paper, we address the similarity measuring problem for heterogeneous data by a probability-based approach. Our intuition in similarity for a value pair is that the more number of pairs that are less than or equally similar, the greater their similarity. Based on the idea, we define the similarity of one value pair as the probability of picking randomly a value pair that is less similar than or equally similar in terms of order relations defined appropriately for each data types. By this way, we can obtain the same meaning similarities between values of different data types meanwhile each of the similarities is still based on particular properties of the corresponding data type. After that, similarities of attribute value pairs of two objects are then integrated using a statistical method to assign the similarity between them. This paper is organized as follows: the ordered probability-based similarity measuring method for single attributes is described in Section 2.
The integration methods and an example are given in Section 3 and Section 4. In section 5, we investigate characteristics of the proposed method. Next, complexity evaluation and experiment evaluations in combination with clustering methods to real data sets is shown in Section 6. Conclusions and further works are discussed in the last section.
2 Ordered probability-based similarity measure for an attribute 
Ordered probability-based similarity measure
The first task of measuring similarity for heterogeneous data is to determine similarity measures for value pairs of each attribute. We define the ordered probability-based similarity for value pair (x i , y i ) of attribute A i as follows: Definition 1. The ordered probability-based similarity between two values x i and y i of attribute A i with respect to order relation i , denoted by S i (x i , y i ), is the probability of picking randomly a value pair of A i that is less similar than or equally similar to (x i , y i )
where p(x i , y i ) is the probability of picking value pair (x i , y i ) of A i . Definition 1 implies that the similarity of one value pair depends on both the number of value pairs that are less similar than or equally similar and probabilities of picking them. It is obvious that the more number of less than or equally similar value pair one pair has, the more similar they are.
As it can be induced from Definition 1, similarities of value pairs do not depend on data types. They are based only on order relations and probability distributions of value pairs. Hence, similarities of value pairs have the same meaning regardless of their data types. In other hand, each similarity is based on an order relation built properly for each data type. Thus, the similarity measure still reserved particular properties of this data type.
Order relations for real data
In the following we define order relations of some common real data types, e.g. continuous data, interval data, ordinal data, categorical data, and item set data.
-Continuous data: A value pair is less similar or equally similar to another value pair if and only if the absolute difference of the first pair is greater than or equal to that of the second pair.
A value pair is less similar than or equally similar to another value pair if and only if the proportion between the intersection interval and the union interval of the first pair is smaller than or equal to that of the second pair.
A value pair is less similar than or equally similar to another value pair if and only if the interval between two values of the first pair contains that of the second pair:
-Categorical data: A value pair is less similar than or equally similar to another value pair if and only if either they are identical or values of the first pair are not identical meanwhile those of the second pair are:
Following the idea of Geist [?], the order relation for item set value pairs that come from item set M is defined as follows:
It is easy to see that these order relations are transitive.
Probability approximation
Now we present a simple method to estimate the probability of picking randomly a value pair. Assuming that values of each attribute are independent, the probability of picking a value pair (x i , y i ) of A i is approximately estimated as:
where δ(x i ) and δ(y i ) are the numbers of objects that have attribute value x i , y i respectively, and n is the number of data objects.
Integration methods
The similarity between two data objects consisting of m attributes is measured by a combination of m similarities of their attribute value pairs.
Taking advantage of measuring similarities of attribute value pairs in terms of probability, we consider integrating similarities of m attribute value pairs as the problem of integrating m probabilities. 
ln S i and compares this to the χ 2 distribution with 2m degrees of freedom.
In
where Φ −1 is the inverse normal cumulative distribution function. The value T s is compared to the standard normal distribution. Another P-value method was proposed by Mudholkar and Geore [?]
The combination value of S 1 , . . . , S m is referenced to the t distribution with 5m + 4 degrees of freedom. In practice, probability integrating functions are often non-decreasing functions. It means that the greater S 1 , . . . , S m are, the greater S(x, y) is. In particular, it is easy to prove that the mentioned probability integrating functions are non-decreasing functions.
Example
To illustrate how the similarity between two data objects is measured using our method, consider the simple data set given in Table 1 that was obtained from an user internet survey. This data set contains 10 data objects comprising 3 different attributes e.g. age (continuous data), connecting speed (ordinal data), and time on internet (interval data). Consider the first data object ({26, 128k, 
The value of the χ 2 distribution with 6 degrees of freedom at point 5.71 is 0.456. Thus, the similarity between the first and the second objects, S({26, 128k, [6..10]}, {55, 56k, [7. .15]}), is 0.456.
Characteristics
In this subsection, we investigate characteristics and properties of our proposed method. For convenience let us recall an important required property of similarity measures that was proposed by Geist et. al. [?] .
Definition 2. Similarity measure ρ : Γ 2 → R + is called an order-preserving similarity measure with respect to order relation if and only if it holds true for:
Since order-preserving measures play important roles in practice, most common similarity measures (e.g., Euclidean, Hamming, Russel and Rao, Jaccard and Needham) possess the property with respect to reasonable order relations. Proof. Denote Λ(x i , y i ) the set of pairs which are smaller than or equally
Since i is a transitive relation, for any two value pairs (x i 1 , y i 1 ) and (x i 2 , y i 2 ), when (
In other hand, we have
From (1) and (2),
Thus, S i (., .) is an order-preserving measure.
In practice, order relation i are often transitive. Thus, the ordered probability-based similarity measures for attributes are also order-preserving similarity measures.
Denote y 1 ) (x 3 , y 3 ) 
. . , m;
Since i is transitive for i = 1, . . . , m, following Theorem 1,
Since f is a non-decreasing function,
Since (x , y ) (x, y) ⇒ S(x , y ) ≤ S(x, y), S(., .) is an order-preserving similarity measure with respect to m i i .
Theorem 3 says that if attribute value pairs of a object pair are less similar than or equally similar to those of another object pair, the similarity of the first object pair is smaller than or equally the similarity of the second object pair in conditions that order-relations 1 , . . . , m are transitive and probability integrating function f is non-decreasing.
Evaluation

Complexity evaluation
In this subsection, we analysis the complexity for computing similarity for a value pair and for a two data objects described by m attributes.
The simplest way two measure the similarity between two values of attribute A k is to scan all value pairs of this attribute. By this way, the complexity of measuring similarity for a value pair is obviously O(n 2 k ) where n k is the number of values of attribute A k . In practice, n k is often small (from dozens to a hundred) and therefore the complexity is absolutely acceptable. However, n k may be large (up to n) when A k is continuous data. In this case, we design two especial methods for computing similarity between two continuous values in O(log 2 n k ) or O(n k ) depending on memory space requirements.
Let denote A k a continuous attribute with n k values a 1 , ..., a n k . Assuming that a 1 < ... < a n k .
Computing similarity for continuous data in O(log 2 n k ) In this methods, we first sort n 2 k value pairs. Then the similarity of value pair (v, v ) at index i is simply the similarity of pair (u, u ) at index i − 1 plus the probability of getting (v, v ) and stored in vector S. After that the similarity between any value pair can be referred from vector S in O(log 2 n k ) by the binary search technique [?] . The method is rather convenient in sense of complexity since O(log 2 n k ) is so small even when n k is very large. However, it requires O(n 2 k ) memory space.
Computing similarity for continuous data in O(log n k ) Since O(n 2 k ) memory requirement is out of today computer's ability when the number of values is up to hundred thousands or millions, the method of computing similarity for value pairs in O(log 2 n k ) seems to be unrealistic when facing with data sets describing by continuous attributes with large numbers of values. In this part, we introduce the method required O(n k ) memory space and gives the similarity between two values in O(n k ).
Theorem 3. Given a 1 , ..., a n k be a ordered values. For any value pair (v, v ) and (a i , a j ) with i ≤ j, it holds true
From Theorem 3, it is easy to see that the similarity between two values v and v can be computed as
where t i is the smallest number that is greater than i and satisfies (a i , a l i ) (v, v ). Based on equation 3, we build an algorithm for determining similarity between two value (v, v ) (see Figure 1) . It is not hard to prove that the complexity for computing similarity between two values is O(n k ) and required memory store is O(n k ).
Procedure Sim Determine IN : two values v and v . OUT : Similarity of (v, v )
end while 7:
Sim = Sim + p(ai) * sp 8: end for 9: return Sim END After obtaining similarities for m attribute value pairs of two data objects, it is not hard to prove that integrating these m similarities requires O(m).
It is obvious that the complexity to measure a value pair of the proposed measure is higher than O(m). However, in real applications, the complexity is acceptable as the value number of each attribute is often small or using the especial methods to reduce the complexity.
Evaluation with real data
In the following we analyze real data sets using our similarity measuring approach in conjunction with clustering methods. We try to mine group of users with particular properties from internet survey data.
Data set The Cultural Issues in Web Design data set was obtained from the GVU's 8th WWW User Survey (http://www.cc.gatech.edu/gvu/user surveys/survey-1997-10/). The data set is a collection of users's opinions on influences of languages, colors, culture, etc. on web designs. The data set includes 1097 respondents, which are described by 3 item set attributes, 10 categorical attributes, and 41 ordinal attributes.
Methodology -Similarity measure method
We apply the proposed method to measure similarities between respondents of the Cultural Issues in Web Design data set. We use the order relations and the probability approximation method as mentioned in Section 2. We choose the Fisher's transformation to integrate similarities of attribute value pairs. Clustering results The Cultural Issues in Web Design data set was clustered into 10 clusters. However, we present characteristics of only three clusters due to space limitation, see Table 2 . A characteristic of a cluster is presented as an attribute value that majority of respondents of the cluster answered. For example, value can't write of attribute Unfamiliar site is considered as a characteristic of the first cluster because 92% respondents of this cluster answered the value.
Discussion As it can be seen from Table 2 , the clusters have many characteristics, e.g. the first cluster has 13 characteristics, the third has 15 characteristics. Moreover, characteristics are different from cluster to cluster. In particular, when visiting an unfamiliar site, the problem of 92% respondents of the first cluster is cannot write, while 81% respondents of the second cluster is cannot translate, and 84% respondents of the third cluster is cannot read. Moreover, answers of respondents in the same clusters are somehow similar. For example, all respondents of the first cluster can neither read Rabic and Hebrew nor speak Bengari and Hebrew. In short, almost respondents in the same cluster have the same answers but they are different from answers of respondents of different clusters. The analysis of characteristics from these clusters shows that our similarity measuring method in combination with the agglomeration hierarchical average linkage clustering method discovers valuable clusters of real data sets.
Conclusions and further works
We introduced a method to measure the similarity for heterogeneous data in the statistics and probability framework. The main idea is to define the similarity of one value pair as the probability of picking randomly a value pair that is less similar than or equally similar in terms of order relations defined appropriately for data types. Similarities of attribute value pairs of two objects are then integrated using a statistical method to assign the similarity between them. The measure possess the order-preserving similarity property. Moreover, applying our approach in combination with clustering methods to real data shows the merit of our proposed method.
However, the proposed method is designed for data sets whose data objects have the same number of attribute values. In future works, we will adapt this method for more complex data sets whose data objects may have different numbers of attribute values.
