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This paper considers the problem of estimating of the coefficient matrix 
B(p xm) in a normal multivariate regression model under the risk matrix 
E(B- B)’ Q(b- B), where Q is a known p.d. matrix, and proposes Gleser type 
estimators which improve on the usual estimator X. 0 1991 Academic Press, Inc. 
1. INTRODUCTION 
Consider a canonical form of a MANOVA model given as 
X(pxm)-N(B,C@C)andX=(X,,X, ,..., X,) 
W(pxp)-W(Z,n)and W=(w,) (n>p+l) 
X and Ware independent, 
(l-1) 
where N(B, Z @I C) denotes the multivariate normal distribution with mean 
B= (b,, bz, . ..) b,) and covariance matrix Z@ C and W(C, n) denotes the 
Wishart distribution with parameter Z and degrees of freedom n. Assume 
that C (p x p) is an unknown p.d. matrix and that C (m x m) is a known 
p.d. matrix. Then we want to estimate the coefficient matrix B. 
To evaluate the estimator l!? of B, the following two criterions are treated 
in this paper. One is the matrix risk R, given by 
RI@.) = R,(& Q, (B, C)) = E(h B)’ Q(d- B), (1.2) 
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where Q (p x p) is a known p.d. matrix. For two estimators Z?, and 8, of 
B, we deline b, to be better than Z& under R, if for all (B, C), RI(&) - 
R,(&‘,) > 0, where, for a matrix A, A 2 0 means A is n.n.d. The other is the 
scalar risk R,‘given by 
(1.3) 
where D (p x p) is a known p.d. matrix. As for R,, we adopt the usual 
definition of superiority, and it is seen that Z&=X is minimax under R,. 
Following Bilodeau and Kariya [3], we shall call B minimax under RI if 
RI(&) - R,(B) > 0 for all (B, Z). 
When m = 1 and C is known, Stein [9] proved that X is inadmissible 
under R, with Q = CP1 for p > 3. Since then, a lot of improved estimators 
have been proposed in cases where LY is known or known up to a positive 
scalar multiple cr2. However, the case of completely unknown C is more 
complex and has been more resistant to solution. Berger et al. [ 11, Berger 
and Haff [2], and Gleser [46] have succeeded in developing estimators 
which dominate X under R, and R, for m = 1 and p 2 3. Of these, Gleser 
[S] obtained Stein type minimax estimators by using Stein’s identity (Stein 
[lo]) and Haff’s identity (Haff [7]) ingeniously. Bilodeau and Kariya [2] 
deals with a MANOVA model. But they use different risks from here, 
which are R, with Q replaced by unknown C-’ and R, with Q by z-l and 
D by C-l, and then several minimax estimators are presented. Their 
method is to derive the unbiased estimator of the risk matrix with Stein’s 
identity and Haff’s identity. Though we deal with different loss functions, 
their approach is used here. 
The purpose of this paper is to construct estimators dominating X under 
R, for p 2 3 and under R2 for pm 2 3 in the MANOVA model. In Section 2 
unbiased estimators of the risk matrix difference are derived by Gleser’s 
method. Based on the unbiased estimators derived in Section 2, Section 3 
presents Gleser type minimax estimators under R, for p > 3. In Section 4 
we deal, with the scalar risk R, and modify Gleser type estimators 
exploiting D to improve on Z&,=X substantially for pm 2 3. It should be 
noted that &,=X is inadmissible under R, when p = m = 2. In Kubokawa 
and Saleh [8] they improve the usual estimator X by using Gleser’s 
estimator to each column in the case of p 2 3 and the scalar risk. 
2. UNBIASED ESTIMATORS OF THE RISK MATRIX DIFFERENCE 
We first derive the unbiased estimators of the risk matrix difference. 
Without loss of generality we can assume Q = Z, and C = I,,,. Estimators 
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B*(X, W) for the case of general Q and C can be obtained from estimators 
8 for the special case as 
8*(X, W)= T,‘&T,XT;‘, T, WT;) Tz (2.1) 
where Q= T;T, and C= T;T,. 
Let H= (hi, h,, . . . . h,) be a p x m matrix function of X and W. Define 
R = (r,, r2, . . . . r,) = (rij) (p x m) and T= (ti, t2, . . . . t,) (p x m) from H by 
i= 1, . . . . p,j= 1, . . . . m (2.2) 
T= H+ 2 R 
n-p-l ’ (2.3) 
where for a vector a, (a)k denotes the kth element of a. 
If each hi satisfies the conditions of Theorem 1 of Gleser [S], then from 
(2.10) of [S], 
E{ti(XP W)’ tX,-b,)}‘n-~ml E{tr mjhi(x, W)} 
(2.4) 
where the (a, b) element of V,h, is (8/8X,,.) hai. 
The estimators we consider are of the form 
l?=X-T, (2.5) 
where T is detined in (2.3), and the risk matrix difference is written as 
RI(&)-R,(B)=E{T’(X-@+(X-B) T-T’T}. (2.6) 
Then from (2.4), we obtain 
THEOREM 1. Let hj(X, W) satisfy the regularity conditions needed to 
establish the identity (2.4) for i, j= 1, . . . . m, and let T be defined from H by 
(2.3). Then for B = X- T, the (i, j) element of the unbiased estimator of the 
risk matrix difference RI(&) - R,(B) is 
E nmi-l {trvj(Whi)+trVi(Wh,))- f *kifkj]. (2.7) 
k=l 
683/36/l-9 
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3. MINIMAX ESTIMATORS UNDER THE MATRIX RISK R, 
Now we propose Gleser type estimators and, based on Theorem 1, prove 
that they are minimax under R,. Let 
H(X, W) = tr -j?gI!,, w-lx, 
where b(W) is a scalar function of W. Define U = (U,, 
as 
.  . . )  
(3.1) 
Up) = (q (P x P) 
(3.2) 
Then it follows from (2.2) and (2.3) that 
rki = b( WI 
tr X’W-‘X 
u;xi + 5 Gcw-‘~,)( w-‘m. 
I= I tr X’ W- ‘X 
R= b(w) 
i 
1 
trX’W-‘X UX+trX’W-lX 
w-‘X(x’W-‘X) 
I 
(3.3) 
T= b(w) 2 
tr x’W-‘X w-1x+,-p-l [ 
- ux+ 
i 
tr x’;plx w-‘X(x’W-‘X) II . 
(3.4) 
For H defined by (3.1), we have 
E{trVj(Whi)}=E {tr~!,“l,(P6~-~r~~~~)}, (3.5) 
which gives, from Theorem 1, 
E{ T’(X- B) + (X- B)’ T} 
=E 
1 
2 b( W) 
n-p-l”trX’W-‘X ( 
PI- tr x!;-lx~r~-‘~)} 
>E 
1 
n-;-1 ~tr~!~,,~cP-2)~~}. (3.6) 
Here the inequality in (3.6) follows from the fact that 
trA.Z-Aa0 for any n.n.d. A. (3.7) 
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To evaluate T’T, we use the two inequalities: 
1 
&I( w  
w-l-- w-2>o, 
where A,(W) denotes the minimum eigenvalue of W, and 
(2 *(A(A). tr(B’B)})Z- (A’B + HA) 2 0 
for any matrices A and B. Besides, we assume that b(W) satisfies 
W-2a U’U. 
Using (3.7~(3.10), we have 
TIT< 
Combining (3.6) and (3.11) gives that for 8=X-- T, 
RI(&) - R,@) 
(3.8) 
(3.9) 
(3.10) 
(3.11) 
(3.12) 
THEOREM 2. Let p > 3. Let H and T be given by (3.1) and (3.4), respec- 
tively. Assume that b(W) satisfies the inequality (3.10) and H satisfies the 
conditions in Theorem 1. Zf 
o<b(W)<2(p-2)(n-P-1)d (w) . 
’ (n-p+3)2 m ’ 
(3.13) 
then B = X - T is minimax under the matrix risk R 1. 
We can find in Gleser [S] two examples of b( W) which satisfy the condi- 
tions of Theorem 2. In (1) and (2) c is a constant. 
(1) b(w)=% for O<c<2(p~~~~3~~1). 
Since VU= (l/(tr W-‘)2) WP4, the condition (3.11) is guaranteed. 
(2) b(W)=&(W) 
for O<c<2(p-2)(n-p-1) 
. . 
(n-p+3)2 ’ 
Then U’U= (l/{&J W)12) gg’ satisfies (3.10), where g denotes the eigen- 
vector of W corresponding to A,(W) such that g’g = 1. 
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4. MINIMAX ESTIMATORS UNDER THE SCALAR RISK R, 
In this section, we construct Gleser type minimax estimators under R, 
for pm > 3. Clearly minimaxity under R, is sufficient for minimaxity under 
R2. But we can modify the estimators in Section 3 to improve on &, = X 
substantially by exploiting D when the scalar risk R, is considered. 
Without loss of generality we can assume D is diagonal (D = 
diag(d, , d2 ,..., d,,,)) and Q = ZP. See (2.1) about this. Let 
H= tr D-br;-lx W-‘XD-‘. (4.1) 
The definition of R, T, U, and B is the same as in Section 3, and Theorem 1 
is applied. For H defined in (4.1), 
4 WI rJ.i = 
tr D-lx’ W-‘X 
x U;(& lx,) + c;“= I47 ‘4 ’ WP- ‘x4 w- ‘XI), I I tr D-‘X’W-‘X 
R= 4 W 
tr D-‘X’W-‘X 
x UXD-‘+ 
i 
trD~l:‘w~lX W-‘X(D-‘X’W-‘XD-‘) (4.2) 
T= b( WI 
tr D-lx’ W-IX [ 
W-‘XD-‘+ 2 
n-p-l 
tr Dp1;,w-lX W-‘X(D-‘X’W-‘XD-‘) II . (4.3) 
Noting that (tr DC. tr QL’)(R,(&) - R,(B)) = tr D(R,(&) - R,(a)), we 
evaluate the unbiased estimate of the scalar risk difference. For T given by 
(4.3), we have from (2.4), 
E{tj(+bj)} =E 
E{T’(X-B)}=E ’ 
{ 
4 WI 
n-p- 1 ‘tr D-‘X’W-‘X 
tr D~l~,w~lxD-lx’W-lXD-l)}. (4.4) 
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From (4.4), 
Etr{DT’(X-B)+D(X-B) T’} 
=E Wm-2) 
i 
b( WI 
n-p-l ‘trD-‘X’W-‘X ’ I 
(4.5) 
Here we assume (3.10) as in Section 3 and use the following two 
inequalities to evaluate tr DT’T: 
(tr A’A + tr B’B), tr A,B 
2 ’ 
for any matrices A and B (4.6) 
tr A . tr B 2 tr AB for any n.n.d. matrices A and B. (4.7) 
By (3.8), (3.10), (4.6), and (4.7), 
which, together with (4.5), yields 
tr D(MhJ - M@) 
>E (4.9) 
Then we obtain 
THEOREM 3. Let pm > 3. Let H and T be given by (4.1) and (4.3), respec- 
tively. Assume that b(W) satisfies (3.10) and H satisfies the conditions in 
Theorem 1. If 
o<b(w)<2(pm-2)(n-p-1)~ (w) 
. . 
(n-p+3)’ m ’ 
(4.10) 
then l? = X - T is minimax under the scalar risk R,. 
It can be checked in the same way as in Section 3 that two examples of 
b(W) in Section 3 satisfy the conditions of Theorem 3, but in this case c can 
take values from 0 to 2(pm - 2)(n - p - l)/(n - p + 3)2. It should be noted 
that Theorem 3 includes the case of p = 2 and m = 2. 
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