Abstract-The growing interest in action-dependent channels motivates us to extend the study of action-dependent settings, which until now focused on point-to-point models, to multipleaccess channels (MACs). In this paper, we consider a two-user, state-dependent MAC, in which one of the encoders, called the informed (cognitive) encoder, is allowed to take an action that affects the formation of the channel states. Two independent messages are to be sent through the channel: 1) a common message known to both encoders and 2) a private message known only to the informed encoder. In addition, the informed encoder has access to the sequence of channel states in a noncausal manner. Our framework generalizes the previously evaluated settings of state-dependent point-to-point channels with actions and MACs with common messages. We derive a single letter characterization of the capacity region for this setting. Using this general result, we obtain and compute the capacity region for the Gaussian action-dependent MAC. The special methods used in solving the Gaussian case are then applied to obtain the capacity of the Gaussian action-dependent point-to-point channel, a problem left open and solved now. Finally, we establish some dualities between action-dependent channel coding and source coding problems. In particular, we obtain a duality equivalence between the considered MAC setting and the rate distortion model known as successive refinement with actions. This is done by developing a set of simple duality principles that enables us to successfully evaluate the outcome of one problem given the outcome of the other.
ranging from interfering transmissions models to cases where the states are generated by nature. Problems of coding for these channels have received much attention due to the wide range of their potential applications, which vary from modeling communication links such as fading channels, modeling interference in a wireless network to information processing networks (such as defected memories). Furthermore, problems relating Multiple Access Channels (MAC) with channel state information (CSI) have been thoroughly studied due to their importance in modeling wireless communication systems. Most of the channels investigated until now have been examined under the assumption that the states affecting the channel cannot be influenced by the communication system. In this paper, we consider an action-dependent channel. The motivation for studying these channels stems from the implications and practical use of the 'action' in modeling important communication scenarios such as communication with control over the observed state/feedback/data [1] [2] [3] , source coding with controlled side information [4] [5] [6] , and recording memory [7, Sec . V], [8] . In our paper, we consider a multi-user setting with actions. One possible motivation of our model in recording memory, is a shared memory between multiple users. These users can write to the memory in a distributed manner. Specifically, consider two users: one informed (cognitive) user and one uninformed user. In our case, the informed user can re-write to the memory twice, where the first writing attempt is modeled by the action sequence, a n . After reading the result of a first writing attempt (denoted by s n ), the informed user attempts to write the sequence x n 2 . The uninformed user can only attempt to write once, via the input x n 1 . Finally, the sequence y n denotes the symbols that are actually written on the memory. The conditional pmfs, P S|A and P Y |X 1 ,X 2 ,S , model the fact that the recording process on the memory may have defects.
In the past, most studies on action-dependent settings focused on point-to-point channels. In this work, we extend the research on action-dependent channels to MACs. We consider a MAC where one of the encoders is allowed to take an action that affects the formation of the channel states.
Specifically, we examine a MAC, illustrated in Fig. 1 , where two encoders have access to a common message and only one, the informed (cognitive) encoder, has access to a private message. This encoder can generate an action sequence that is dependent on both messages and that, in turn, affects the channel states. Furthermore, the states affected by the action sequence are accessible non-causally to the informed encoder when producing the channel input. We will refer to this model as the Action-MAC. We characterize the capacity region of this 0018-9448 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. channel for the general finite alphabet case with a single letter expression.
The study of state-dependent channels dates back to Shannon [9] , who first introduced and characterized the capacity of a state-dependent, memoryless point-to-point channel with independent and identically distributed (i.i.d.) states available causally at the encoder. Gel'fand and Pinsker [10] , and later Heegard and El Gamal [11] , studied a case in which the encoder observes the channel states non-causally. They derived a single letter formula for the capacity, using a binning coding scheme. The results obtained by Gel'fand and Pinsker were used by Costa in his famous work "Writing on Dirty Paper" [12] . He applied these results to solve a channel setting where there are two additive Gaussian noise sources, where one of the noise sources is modeled by the channel's states and represents the interference.
An extension of these models, known as the Generalized Gel'fand-Pinsker (GGP) MAC, was studied by Somekh-Baruch, Shamai and Verdú in their paper [13] . They considered a MAC with common and private messages, where the encoder informed of the private message is additionally informed of the channel states non-causally. They characterized the capacity region for the general finite alphabet case using a generalized binning coding scheme. A MAC with private messages at both encoders and state information known to one encoder was examined in [14] , where an inner bound for the capacity region in the general discrete memoryless case was found. Further MAC models, where the states are known causally or strictly causally, were considered by Lapidoth and Steinberg in [15] and [16] and later by Li, Simeone and Yener in [17] . Another version of a MAC, where the states are known non-causally at one encoder and causally at the second encoder, was considered by Zaidi, Piantanida and Shamai in [18] .
The novel idea of an action-dependent state scenario was introduced in the work of Weissman [7] . In his paper, he considered a point-to-point channel where the encoder is allowed to take an action that can affect the channel's states. He characterized the capacity for the case where the channel inputs are allowed to depend causally or non-causally on the state sequence. Furthermore, the Gaussian case for this channel was also introduced. However, only an achievable scheme was given and the capacity for this case remained unsolved.
In this work, we generalize the results presented in the works of Somekh-Baruch, Shamai and Verdú [13] as well as in the work of Weissman [7] . We particularly focus on analyzing the Gaussian case of Action-MAC, for which we find the capacity region. In the process, the new techniques obtained when solving the Gaussian Action-MAC are applied to solve the capacity of the Gaussian action-dependent point-to-point channel, which remained unsolved in [7] . We provide a direct proof for the capacity of the Gaussian Action-MAC, which can be applied to solve the point-to-point channel. An alternative proof for the capacity of the Gaussian action-dependent point-to-point channel was published by the authors in [19] and simultaneously and independently by Choudhuri and Mitra in [20] .
Furthermore, we investigate the dual relationships between channel coding and source coding problems with actions. We establish duality results between our Action-MAC and the rate distortion model known as "Successive Refinement with Actions" presented in [4] and explore the similarities between them. We show how using the results gained from the solution of the Action-MAC assists us when analyzing the "Successive Refinement with Actions" setting and vice versa. We obtain a set of duality principles which help predict the outcome of one problem given the outcome of the other. This set of principles also helps to establish more dualities between known channel coding and source coding problems with actions.
The remainder of the paper is organized as follows. Section II presents the mathematical notation used in this paper and the exact formulation of the Action-MAC setting. In Section III, we state our capacity results, which include the capacity region of the Action-MAC, and discuss additional special cases that show consistency with previous works. Section IV examines the Gaussian case for the Action-MAC, where we find the capacity region for this specific setting and compute the region for different parameters. Here, we also find the capacity expression for the point-to-point model. In Section V, lossy source coding duals are considered. We conclude in Section VI with a summary of this work. Appendix A is devoted to describing the achievability coding scheme and the converse proof.
II. NOTATION AND THE PROBLEM DEFINITION
Throughout the paper, random variables will be denoted by upper case letters, deterministic realizations or specific values will be denoted by lower case letters and calligraphic letters will denote the alphabets of the random variables. Let x n denote vectors of n elements, i.e., x n = (x 1 , x 2 , . . . , x n ), and x j i denotes the j − i + 1-tuple (x i , x i+1 , . . . , x j ) when j ≥ i and an empty sequence otherwise. The probability distribution function of X, the joint distribution function of X and Y and the conditional distribution of X given Y will be denoted by P X , P X,Y and P X |Y , respectively.
We consider a MAC, (S,
, and a state information channel, ((A, S), P S|A (s|a)), illustrated in Fig. 1 . Let n denote the block length and A, S, X 1 , X 2 and Y be finite sets that denote the actions, the states, the uninformed encoder's inputs, the informed encoder's inputs, and the outputs, respectively. In this setting, the uninformed encoder chooses a channel input sequence,
The informed encoder selects an action sequence, a n = a n (m 1 , m 2 ), and, consequently, s n is generated by the channel. Finally, a channel input sequence, Fig. 1 
an action encoder
and a decoding function
Definition 2: We define the average probability of error for the ((2 n R 1 , 2 n R 2 ), n) code as follows: 
III. CAPACITY RESULTS FOR THE ACTION-MAC

A. Capacity Region
The following theorem provides an expression for the capacity region of the MAC with action-dependent state information at one encoder channel, for finite alphabets A, S, X 1 , X 2 :
Theorem 1: The capacity region of the MAC with actiondependent state information at one encoder, as shown in Fig. 1 , is the closure of the set that contains all the rates that satisfy
for some joint probability distribution of the form
and |U | ≤ |A||S||X 1 ||X 2 | + 1. Lemma 2: The capacity region described in Theorem 1, given in (6) , is convex.
The proof of Lemma 2 follows similar techniques to those in [21, Lemma 2] .
The proof of Theorem 1 is given in Appendix A. In the following corollary we present an alternative representation for the capacity region given in Theorem 1 that provides a more intuitive view. Furthermore, we derive the corner points 
for some joint probability distribution of the form (7) . Notice that by takingŨ = (A, U ) and by using the chain rule and the Markov X 1 − A − S, we return to region (6) . This representation helps us recognize the corner points of the capacity region. The region is illustrated in Fig. 2 . The corner points (R 1 , R 2 ) are presented in Table I .
In this form, the capacity region provides insight. First, the uninformed encoder transmits information at rate I (X 1 ; Y ). This transmission is decoded and used at the decoder to decode a second transmission; hence, the conditioning. Next, the informed user sends information about the action at a rate I (A; Y |X 1 ). Finally, now that (X 1 , A) are known and hence conditioned upon at the decoder, the rest of the information is sent in a Gel'fand Pinsker-like scheme at rate I (U ; Y |X 1 , A)− I (U ; S|X 1 , A). This approach can be applied to achieve the corner points of the region; a more detailed coding scheme can be found in Appendix A.
Remark 1: Note that the distribution term given in (7) can also be written in the more general form,
Similar to [10] , let us fix P X 
where c is a cost function of the form c : 
Extending the proof of Theorem 1 to include the cost constraint uses standard techniques, such as those used in the proof of [7, Th. 3] , and is therefore omitted.
B. Special Cases
Before proving the theorem, let us examine some special cases in order to gain some insight and persuade ourselves that the following region is consistent with previous results.
Case 1: The point-to-point channel with action-dependent states. For this case, we take
Hence, the region in Theorem 1 becomes:
for a probability distribution of the form P A P S|A P U |S,A P X 2 |S,U P Y |X 2 ,S . This result is the action-dependent point-to-point channel capacity discussed in [7] .
Case 2: MAC with a common message and a private message known to one encoder, i.e., |S| = 1. For this case, we take U = X 2 and we have I (U ; S|A) = 0 and I (X 1 , U ; S|A) = 0. Furthermore, there is no point in allocating resources to the action sequence. As a result, we obtain the following region:
This result was studied in [22] . Case 3: Cooperative multiple-access encoding with states available at one transmitter. Assume that we have a malfunction at the action encoder, i.e., we cannot choose an action that affects the formation of the states, but the informed encoder still knows the states non-causally. For this case we have A = ∅; therefore, the expressions I (U ; S|A) and
Hence, we have the following capacity region:
where the probability distribution
. This is, indeed, the result of the Generalized Gel'fand Pinsker channel, studied in [13] .
IV. THE GAUSSIAN ACTION-MAC
In this section we examine the Gaussian channel setting of the Action-MAC. We present the channel model and the power constraints, and we obtain a closed formula for the capacity region of the MAC. Furthermore, the same proof techniques used in finding the capacity region of the MAC are applied to solve the Gaussian action-dependent point-to-point channel that was left open in [7] .
A. Channel Model and Capacity
Consider the following setting. The following relation between X 1,i , X 2,i , S i and Y i is used to describe the channel probability:
where • Z n is an i.i.d. Gaussian noise process with zero mean and
Therefore, we can view the channel output, Y i , as:
• W n is an i.i.d. Gaussian noise process with zero mean and
We obtain the capacity region for this channel in the following theorem. (17) is given by the union of rate pairs satisfying 
Theorem 4: The capacity region of the Gaussian actiondependent MAC under the power constraints (16)-
The smallest region corresponds to P A = 0 and is the exact region of the GGP MAC plotted in [13] . The next delineated regions correspond to P A = 1, 2, 3, 4, 5, respectively, where we can see that the regions grow as P A increases, but by smaller increments.
for some
where
and
such that
The proof of this theorem is obtained in three stages. First, in the below subsection, we state two lemmas that show that the capacity region (6) given in Theorem 1 is outer bounded by the region (27) where
given the measurements (X 1 , A, W, X 2 + Z ). We calculate the expressions of the outer bound as functions of σ 2
and σ 2 A . Next, we show that replacing σ 2
and σ 2 A with P 1 , P 2 and P A , respectively, further increases the outer bound. Finally, in Subsection IV-C, we show that the outer bound is achievable. The capacity region for the Gaussian Action-MAC setting is plotted in Fig. 3 for various values of P A . It is particularly interesting to notice that by taking P A = 0 we derive the rate region for the GGP MAC plotted in [13] . We can interpret this as taking A = 0, i.e., disregarding the action from our Gaussian channel model reduces our model to the Gaussian GGP MAC. In addition, we also see that the rate region increases with P A . However, we see that the region only grows logarithmically fast as a function of P A , a fact that we can also derive from (18)- (19) .
B. Converse
In this subsection, we present a converse proof to the outer bound for the Gaussian setting of the Action-MAC. We begin by presenting the next lemma, where we show that the following region provides an outer bound to the region given in Theorem 1:
Lemma 5: The closure of the convex hull of the set of rate pairs satisfying (28) for some joint probability distribution of the form
is an outer bound on the capacity region found in Theorem 1.
Proof:
Recall the equivalent capacity region for Theorem 1, (8), given in Corollary 3. For the term (8) we have:
where (a) is due to the fact that W and A are independent of each other, (b) is due to the fact that W is independent of (X 1 , A), (c) is due to the fact that conditioning reduces entropy, (d) is due to the properties of the channel. The proof for R 2 
is obtained in a similar manner to that above, except that for R 2 we have the term
In Lemma 5 we derived that the capacity region of Theorem 1 is outer bounded by (28) . In the following lemma, Lemma 6, we show that choosing jointly Gaussian (28) further increases the region.
Lemma 6: The region given in (28) increases by taking
Proof: Let us examine the expression bounding
where (a) follows from the fact that W is independent of (A, X 1 ). We invoke the maximum differential entropy lemma [23] , which states that the differential entropy h(X n |Y n ) for a pair of random vectors (X n , Y n ) ∼ f (x n , y n ) with covariance matrices K X and K Y is maximized for jointly Gaussian (X n , Y n ). Hence, the differential entropies of h(Y ) and h(W |Y, X 1 , A) are maximized if we take (X 1 , X 2 , A, W, Z , Y ) to be jointly Gaussian.
In the same manner, for the expression bounding R 2 , i.e.,
Studying the last expression again reveals that it is maximized by taking (X 1 , X 2 , A, W, Z , Y ) to be jointly Gaussian.
Now we would like to calculate the expressions for fixed second moments
where 11 , 12 , 22 and 21 are given in (20)- (23). Now, let us calculate the bound on R 2 and on R 1 + R 2 derived in Lemma 6:
To sum up, our capacity region is outer bounded by the closure of the set that contains all the rates (R 1 , R 2 ) that satisfy
for some covariance matrix
A ≤ P A and the nonnegative-definiteness condition is satisfied, i.e.,
N Qσ
or, equivalently, as a function of ρ 12 , ρ 1 A , ρ 2 A and ρ 2W ,
The nonnegative-definiteness condition on the matrix is due to the fact that we require to be a proper covariance matrix (any symmetric nonnegative-definite matrix is a covariance matrix). Sylvester's criterion [24] states that a real-valued symmetric matrix, , is positive-semi definite if and only if all of the leading principal minors are nonnegative. In Appendix B, we show that all the leading minor conditions are satisfied if condition (45) is satisfied. Therefore, by adding this constraint we have a one-to-one correspondence between the problem in the form of random variables and the problem in the form of σ 2
Next, we need to show that we can replace σ 2
and σ 2 A with P 1 , P 2 and P A , respectively. Let us assume that the region (43) is indeed achievable, a fact that we will prove in the following subsection. Let us begin by considering (σ 2 < P 2 . Given this assumption, we reach a contradiction by showing that (35) and (39) increase by utilizing the unused power,
. Consider the following new variableX 2 , wherẽ
Note that taking X 2 = X 2 +α X 1 is consistent with the coding scheme since the informed encoder knows the signal of the uninformed encoder, X n 1 . Now, let us examine the terms on the right-hand side (RHS) of (35) and (39) as a result of assigningX 2 . Naturally, the terms h(W ) and h(Z ) are unaffected by the substitution ofX 2 . Furthermore, analyzing the term h(W |Y, X 1 , A) , that is, considering
we see that it is also unaffected by the assignment ofX 2 . Lastly, we are left with the terms h(Y |X 1 ) in (35) and h(Y ) in (39); both of these terms increase more due to the assignment ofX 2 compared to the assignment of X 2 , since σ Y and σ Y |X 1 both increase due to the addition of α X 1 . Therefore, it follows that taking σ 2 X 2 = P 2 further increases (43). A similar argument applies to taking σ 2 A = P A . Finally, after establishing the outer bound, we give an equivalent representation for it in the next equalities, (48)-(49). This form of the outer bound is needed for the direct part. In the direct part, we will show that we can achieve (48)-(49) from the general region of the Action-MAC. Consider the following:
and similarly,
where (X 1 , X 2 , A, W, Z , Y ) are jointly Gaussian; hence it is also the linear optimal estimator, i.e.,X 2 =X lin 2 and
(β 1 , β 2 , β 3 , β 4 ) are taken to be the coefficients of the optimal linear estimator of X 2 given (X 1 , A, W, X 2 + Z ).
The derived set of equalities, (48)-(49), will be shown to be achievable in the direct part.
C. Direct Part
In this subsection, we will choose specific distributions of our random variables and place them in the capacity region (8) , given in Corollary 3 of Theorem 1. We will see that, by this choice, we are able to achieve the outer bound (48)-(49), leading to the conclusion that it is, indeed, tight. To do so, let us choose (X 1 , X 2 , A, W, Y ) to be jointly Gaussian with
In addition, we take the auxiliary random variable U to be U = X 1 + X 2 +β 3 S (the notationβ 3 will become clear later). Note that U is a function of X 1 , X 2 and S so that the Markov U − (X 1 , X 2 , S, A) − Y holds. Now, let us examine the bound on R 1 + R 2 from (8):
where (a) is achieved by substituting U = X 1 + X 2 +β 3 S, (b) is due to the fact that adding a deterministic term, in this case −β 4 Y , does not affect the entropy, (c) is achieved be replacing Y with X 1 + X 2 + A + W + Z (according to the channel model), where X 1 and A are conditioned upon and,therefore, known, (d) is due to the fact that we take −β 3 =β 3 − β 4 . Finally, to show equality (e), let us look at the expression
since conditioning reduces entropy. Now consider
where the last step follows from the fact that we can choose
is the error of the optimal MMSE estimate of X 2 given (X 2 + Z , X 1 , A, W ) and, thus, independent of (X 2 + Z , X 1 , A, W ). Therefore, we have the following equality:
The direct proof for the bound on R 2 is obtained in a similar manner. Summing up the direct part, we have shown that for this choice of U and by choosing (X 1 , X 2 , A, W, Y ) to be jointly Gaussian, we achieve the outer bound (48)-(49) from the converse section. Hence, we obtain a tight expression for the capacity region of this channel.
D. Gaussian Action-Dependent Point-to-Point Channel
The capacity for the Gaussian action-dependent point-topoint channel was left open in [7] . An achievable scheme was given, but was not shown to be tight. The Gaussian actiondependent MAC we consider in this paper generalizes the point-to-point setting studied in [7] . Hence, by proving the capacity of the Gaussian action-dependent MAC we also prove the capacity of the point-to-point channel.
Let us recall the setting of the Gaussian action-dependent point-to-point channel [7] . Here, the channel probability is given by the equation:
where W and Z are defined as before, in addition to the power constraints:
In the next corollary, we obtain a closed capacity expression for the Gaussian action-dependent point-to-point channel.
Corollary 7: The capacity of the Gaussian actiondependent point-to-point channel is given by
for some ρ X A ∈ [0, 1] and ρ X W ∈ [−1, 0], such that
Proof: Since the point-to-point channel is a special case of the MAC, we can derive (55)-(56) directly from the region (19)- (25) given in Theorem 4. This is done by only considering R 2 , i.e., X 1 = ∅, R 1 = 0, and substituting the following variables in (19) - (25): [19] and independently and simultaneously in [20] . Both papers found the capacity of the channel by showing a one-toone correspondence with the Gaussian MAC solved in [13] . This correspondence derived the capacity term
that is equivalent to (55).
V. DUALITY RESULTS FOR CHANNEL-SOURCE CODING WITH ACTION
In this section we recognize and discuss the duality between the MAC with action-dependent state information at one encoder and the "Successive Refinement with Actions" rate distortion setting. The information-theoretic duality between channel coding and source coding was first recognized by Shannon in his milestone paper [25] . Chiang and Cover [26] , as well as Pradhan, Chou and Ramchandran [27] , further expanded the discussion of duality to the basic settings with side information. In addition, duality for source and channel coding with action-dependent side information was noted by Kittichokechai, Tobias, Oechtering and Skoglund [28] .
Source coding with side information was presented by Wyner and Ziv in their landmark paper [29] . They discussed the case where side information is available non-causally at the decoder and not available at the encoder. This case is dual to the Gel'fand-Pinsker [10] channel coding problem, as shown in [27] and [30] . Operational duality between these two settings was shown by Gupta and Verdú [31] . Rate distortion problems for two decoders, only one of which has access to correlated side information, were considered by Kaspi [32] and by Heegard and Berger [33] . This model was extended by Steinberg and Merhav in [34] to successive refinement with side information. A successive refinement model with conditionally less noisy side information was studied by Timo, Oechtering and Wigger in [35] .
The novel idea of source coding where the system can take actions that affect the availability, quality or nature of the side information was introduced by Weissman et al. in [5] . They presented a rate distortion setting with a side information vendor at the decoder. This setting was shown to be dual to Weissman's action-dependent point-to-point channel in [28] . The "Successive Refinement with Actions" rate distortion setting, introduced in [4] , is an extension of [5] to the case where we have two decoders and one of them has access to vendor side information. In this setting, the encoder transmits the source sequence to the decoders with a common rate and a private rate. In this section, we characterize the dual relationship between the "Successive Refinement with Actions" rate distortion setting and the Action-MAC channel coding setting.
A. The "Successive Refinement With Actions" Rate Distortion Setting
We start this discussion by presenting the dual rate distortion setting for the Action-MAC, referred to as the "Successive Refinement with Actions". The setting is presented in Fig. 4 . The formal definitions can be found in [4] . The rate region was proven in [4] and is the closure of the set of all the rate tuples (R 1 , R 2 ) such that
for some joint distribution
B. Duality Results Between the Action-MAC and the "Successive Refinement With Actions"
Using a set of simple duality transformation principles, we obtain a precise characterization of the functional duality between the Action-MAC and the "Successive Refinement with Actions" rate distortion setting. The duality transformation principles between the two settings are given in Table II . In other words, for a given channel coding problem, we obtain a rate distortion problem and vice versa. Here, the roles of encoder and decoder are functionally interchangeable and the input-output joint distributions are equivalent with some renaming of variables.
Another interesting analysis involves the examination of the regions' corner points. Observing the resemblance between the regions' corner points helps us gain better insight regarding their correspondence. The resemblance is not clear from 
where the last equality is due to the Markov property.
Using the last lemma, we can write the rate region for our rate distortion setting as
Let us recall the capacity region for our Action-MAC setting (8) given in Corollary 3:
Looking at these two regions, we notice equivalent relationships between the Action-MAC capacity region and the rate Table II , we see an evident connection between the formulae bounding the rate sum R 1 + R 2 . This is perceived by consistently renaming the variables in (62), X ↔ Y and X 1 ↔ X 1 . Furthermore, by looking at these expressions for the regions of the two settings, we observe the duality of the regions' corner points. The corner points are displayed in Table III. A graphical summary of the duality results we have obtained is displayed in Fig. 5 .
C. Remarks and Special Cases
Throughout the paper we have seen that our Action-MAC setting generalizes two previously solved settings: the Fig. 5 . A summary of the duality results. In the figure we see that if we take out the channel block from the Action-MAC model, we have an exact mirror reflection of the two settings. In this mirror reflection, the roles of encoder and decoder are functionally interchangeable. The corner points are of the same form when renaming the variables X ↔ Y andX 1 ↔ X 1 . The bound on R 1 + R 2 is also of the same form, with the same renaming of variables and with the additional exchange of ≥↔≤.
action-dependent point-to-point channel [7] and the MAC with state information available at one encoder setting (known as the GGP MAC) [13] . Similar to the dual setting of the Action-MAC, the 'Successive Refinement with Actions' also generalizes previously solved rate distortion settings. These settings are the "rate distortion when side information my be absent" model considered by Heegard and Berger [33] and by Kaspi [32] , a special case of the 'Successive Refinement Wyner-Ziv' problem [34] , and source coding with a side information vending machine [5] . In this subsection, we outline the duality between the special cases. [32] , [33] and a MAC With Common Message and State Information [22] : We establish this duality by using similar duality principles to those given in Table II . Given these transformations, we look at the rate distortion function for the Heegard-Berger/Kaspi model and the capacity expression for the MAC, given in Table IV. 2) Duality Between the GGP MAC [13] and the StienbergMerhav Rate Distortion Setting [34] : Again, using the same [13] set of rules for the duality transformation principles obtained in Table II , we can establish a duality between the GGP MAC and the Steinberg-Merhav rate distortion setting, as displayed in Table V . These results are a straightforward extension of the duality results of the Action-MAC and its dual rate distortion model, obtained by dismissing the action A.
1) Duality Between the Heegard-Berger/Kaspi Rate Distortion Setting
3) Duality Between the Point-to-Point Action-Dependent Channel [7] and Source Coding With a Side Information "Vending Machine" [5] : The duality between these two settings was noted first in [28] . Similar to the previous outline, the duality transformation principles presented in Table II are used. It is particularly interesting to observe that the capacity expression and the rate distortion function are equivalent, with some renaming of variables, as presented in Table VI .
VI. CONCLUSION
Today's multi-user communication systems are characterized by an increasing demand for high data rates. Therefore, it is essential to find the fundamental limits of channel models to benefit from the channel structure. Motivated by this growing need, we extended the study of the MAC. We considered a MAC with two encoders: an encoder that has access to a common message and a cognitive encoder that has access to a common message as well as a private message. The latter encoder can take an action, dependent on both of the messages, which affects the formation of the channel states. We found a single letter characterization of the capacity region for this channel. This was done by using a three-stage binning coding scheme. We focused specifically on the Gaussian case, found and characterized the capacity region and plotted some computed results. In the process of this analysis, we found the capacity expression for the Gaussian point-to-point actiondependent channel, which had been left open in [7] and has been independently reported by the authors in [19] and in [20] . In addition, we investigated the dual rate distortion setting for the Action-MAC model. We outlined duality principles that enable us to effectively estimate the result of one problem given the result of the other. Using the insight gained by this duality, we discovered further duality comparisons between previously solved settings in source coding and in channel coding.
On a final note, we remark that finding a closed, single letter expression for the capacity region leads us to believe that such solutions exist for various extensions of this model. One practical extension is a MAC where the informed encoder has access to a noisy observation of the channel state,S n , instead of the noiseless state sequence S n . Such a setting can model a pubic relay, where the informed encoder observes a noisy version of the pubic relay's output. Another possible extension is where the non informed encoder takes the action rather than the informed encoder.
APPENDIX A PROOF OF THEOREM 1
A. Proof of Achievability
In this section we prove the achievability part of Theorem 1. Throughout the achievability proof we use the definition of a strong typical set [23] . The set
where P Y |X 1 ,X 2 ,S is given by the channel.
Code Construction:
Encoding: To transmit (m 1 , m 2 ), the uninformed encoder chooses the codeword x n 1 (m 1 ) and the informed encoder chooses an action sequence a n (m 1 , m 2 ). As a result, a state sequence, s n , is generated. Now, the informed encoder chooses the codeword u n (m 1 , m 2 , k) from the bin (m 1 , m 2 ) with the smallest lexicographical order such that it is jointly typical with (x
If such a codeword, u n , does not exist, namely, among the codewords in the bin, none is jointly typical with (x n 1 (m 1 ), a n (m 1 , m 2 ), s n ), choose an arbitrary u n from the bin. The encoder transmits
Decoding: Let > . The decoder declares that (m 1 ,m 2 ) were sent if for somek:
If either more than one or no such triplet is found, an error is declared.
Analysis of the Probability of Error: Without loss of generality, we can assume that messages (m 1 , m 2 ) = (1, 1) were sent.
We define the error event at the informed encoder:
We define the error events at the decoder:
Then, by the union bound:
1) For the encoder error, note that the probability of
Hence, using the Covering Lemma [23] , P(E 1 ) tends to zero as n → ∞ if in each bin associated with (m 1 , m 2 ) we have more than 2 nI (U ;S|X 1 ,A)+δ( ) codewords, i.e.,R > I (U ; S|X 1 , A) + δ( ). 2) For the second error, note that forR
, s i ) and > . Therefore, by the Conditional Typicality Lemma [23] , P(E 2 ∩ E c 1 ) tends to zero as n → ∞. 3) For the third error, note that ifm 2 = 1, then for any
Hence, by the Packing Lemma [23] , P(E 3 ) tends to zero as n → ∞ if R 2 +R < I (U, A; Y |X 1 ) − δ( ). This bound, in addition to the bound onR, gives us
4) For the fourth error, note that for anym 1 = 1, anym 2 = 1 and any k ∈ {1, 2, ..., 2 nR },
Hence, by the Packing Lemma [23] , P(E 4 ) tends to zero as n → ∞ if
This bound, in addition to the bound onR, gives us
5) For the fifth term, using the same considerations as the fourth term, we have that P(E 5 ) tends to zero as n → ∞ 
The above bound shows that the average probability of error, which, by symmetry, is equal to the probability for an individual pair of codewords, (m 1 , m 2 ) , averaged over all choices of codebooks in the random code construction, is arbitrarily small. Hence, there exists at least one code, ((2 n R 1 , 2 n R 2 ), n), with an arbitrarily small probability of error.
B. Proof of Converse
In the previous section, we proved the achievability part of Theorem 1. In this section, we provide the outer bound on the capacity region of the MAC with action-dependent state information at one encoder, i.e., we give the proof of the converse for Theorem 1.
Proof: Given an achievable rate-pair (R 1 , R 2 ), we need to show that there exists a joint distribution of the form (7) such that (R 1 , R 2 ) satisfy (6). Since (R 1 , R 2 ) is an achievable rate-pair, there exists a code, (n, 2 n R 1 , 2 n R 2 ), with a probability of error, P (n) e , that is arbitrarily small. By Fano's inequality,
so we can say that n → 0 as P
To bound the rate R 2 consider, To bound the sum of rates, R 1 + R 2 , consider: e → 0, we get (6) . Next, we want to prove the cardinality bound on U . Using the support lemma introduced in [36] , U needs to contain |A||S||X 1 ||X 2 | − 1 elements in order to preserve the joint distribution P A,S,X 1 ,X 2 . In addition, we need two more elements to preserve the expressions H (Y |U, X 1 ) and H (S|X 1 , A, U ) . Further, from the Markov relation U − (X 1 , X 2 , S) − Y , we can determine that the joint distribution P Y,S,X 1 ,X 2 is also preserved. Therefore, the cardinality of U is bounded by |A||S||X 1 ||X 2 | + 1.
Finally, we will prove the following Markov relations to complete the converse: 1) P S|A,X 1 (s|a, x 1 ) = P S|A (s|a). 1 , s, u) . This is due to the fact that we take the auxiliary random variable U to be U i = (X In Section IV-B, we require the matrix , where
to be a proper covariance matrix. Therefore, we demand that matrix will be a nonnegative-definite matrix, since any symmetric nonnegative-definite matrix is a covariance matrix. In the next proof, we show that matrix is indeed nonnegative-definite if the following condition is satisfied:
