We study the Koplienko Spectral Shift Function (KoSSF), which is distinct from the one of Krein (KrSSF). KoSSF is defined for pairs A, B with (A − B) ∈ I 2 , the Hilbert-Schmidt operators, while KrSSF is defined for pairs A, B with (A−B) ∈ I 1 , the trace class operators. We review various aspects of the construction of both KoSSF and KrSSF. Among our new results are: (i) that any positive Riemann integrable function of compact support occurs as a KoSSF; (ii) that there exist A, B with (A−B) ∈ I 2 so det 2 ((A − z)(B − z) −1 ) does not have nontangential boundary values; (iii) an alternative definition of KoSSF in the unitary case; and (iv) a new proof of the invariance of the a.c. spectrum under I 1 -perturbations that uses the KrSSF.
Introduction
In 1941, Titchmarsh [63] (see also [20, pp. 1564-1566] for the result) proved that if V ∈ L 1 ((0, ∞); dx), V real-valued, and (Actually, he explicitly computed the spectral function in terms of the inverse square of the modulus of the Jost function for positive energies.) It was later realized that the a.c. invariance, that is, is associated with Birman [10, 11] , Kato [31, 32] , and Rosenblum [54] . Our original and continuing motivation is to find a suitable operator theoretic result connected with the remarkable discovery of Deift-Killip [18] that for the above (1.1)/(1.3) case, one has (1.2) if one only assumes V ∈ L 2 ((0, ∞); dx). Note that V ∈ L 2 ((0, ∞); dx) implies that
the Hilbert-Schmidt class. However, there is no totally general invariance result for a.c. spectrum under non-trace class perturbations: It is a result of Weyl [67] and von Neumann [65] that given any self-adjoint A, there is a B with pure point spectrum and (A − B) ∈ I 2 . Kuroda [43] extends this to I p , p ∈ (1, ∞), the trace ideals. Thus, we seek general operator criteria on when (A − B) ∈ I 2 but (1.2) still holds.
We hope such a criterion will be found in the spectral shift function of Koplienko [36] (henceforth KoSSF), an object which we believe has not received the attention it deserves. One of our goals in the present paper is to make propaganda for this object.
Two references for trace ideals we quote extensively are Gohberg-Krein [27] and Simon [60] . We follow the notation of [60] . Throughout this paper all Hilbert spaces are assumed to be complex and separable.
The KoSSF, η(λ; A, B), is defined when A and B are bounded selfadjoint operators satisfying (A − B) ∈ I 2 , and is given by (1.5) η has two critical properties: η ∈ L 1 (R) and η ≥ 0. We mainly consider bounded A, B here, but see the remarks in Section 9. Formula (1.4) requires some assumptions on f . In Koplienko's original paper [36] the case f (x) = (x − z) −1 was considered and then (1.4) was extended to the class of rational functions with poles off the real axis. Later, Peller [52] extended the class of functions f and found sharp sufficient conditions on f which guarantee that (1.4) holds. These conditions were stated in terms of Besov spaces. Essentially, Peller's construction requires that (1.4) hold for some sufficiently wide class of functions, so that this class is dense in a certain Besov space, and then provides an extension onto the whole of this Besov space.
We will use this aspect of Peller's work and will not worry about the classes of f in this paper. For the most part we will work with f ∈ C ∞ (R) and Peller's construction provides an extension to a wider function class.
The model for the KoSSF is, of course, the spectral shift function of Krein (henceforth (1.6)
In the appendix, we recall a quick way to define ξ, its main properties and, most importantly, present an argument that shows how it can be used to derive the invariance of a.c. spectrum without recourse to scattering theory. As we will see in Section 2, it is easy to construct analogs of η for any I n , n ∈ N, but they are only tempered distributions. What makes η different is its positivity, which also implies it lies in L 1 (R) (by taking f suitably). This positivity should be thought of as a general convexity result-something hidden in Koplienko's paper [36] .
One of our goals here is to emphasize this convexity. Another is to present a "baby" finite-dimensional version of the double Stieltjes operator integral of Birman-Solomyak [12, 13, 15] , essentially due to Löwner [46] , whose contribution here seems to have been overlooked.
In Section 2, we define η when (A−B) is trace class, and in Section 3, we discuss the convexity result that is equivalent to positivity of η. In Section 4, we prove a lovely bound of Birman-Solomyak [13, 15] :
(1.7)
Here and in the remainder of this paper · Ip denotes the norm in the trace ideals I p , p ∈ [1, ∞). In Section 5, we use (1.7) plus positivity of η to complete the construction of η. We want to emphasize an important distinction between the KrSSF and the KoSSF. The former satisfies a chain rule
where δη satisfies R g ′ (λ)δη(λ; A, B) dλ = Tr((A − B)(g(B) − g(C))).
(1.10) (Here g corresponds to f ′ when comparing with (1.4)-(1.6).) It is in estimating (1.10) that (1.7) will be critical. We view Sections 2-5 as a repackaging in a prettier ribbon of Koplienko's construction in [36] . Section 6 explores what η's can occur. In Sections 7 and 8, we discuss the connection to det 2 (·) and present a new result: an example of (A − B) ∈ I 2 where det 2 ((A − z)(B − z) −1 ) does not have nontangential limits to the real axis a.e. This is in contradistinction to the KrSSF, where (A−B) ∈ I 1 implies det((A−z)(B−z) −1 ) has a nontangential limit z → λ for a.e. λ ∈ R. The latter is a consequence of the formula
(1.11) since the right-hand side of (1.11) represents a difference of two Herglotz functions.
Sections 9 and 10 discuss extensions of η to the case of unbounded operators with a trace class condition on the resolvents and to unitary operators. Here a key is that η is not determined until one makes a choice of interpolation. Section 11 discusses some conjectures.
In a future joint work, we will explore what one can learn about the KoSSF from Szegő's theorem [59] , the work of Killip-Simon [34] and of Christ-Kiselev [17] . This will involve the study of η for suitable Schrödinger operators and Jacobi and CMV matrices for perturbations in L p , respectively, ℓ p , p ∈ [1, 2) .
We are indebted to E. Lieb It is a great pleasure to dedicate this paper to the birthdays of two giants of spectral theory: Vladimir A. Marchenko and Leonid A. Pastur.
The KoSSF η( · ; A, B) in the Trace Class Case
We begin with what can be said of I n perturbations, n ∈ N, and then turn to what is special for n = 1, 2. We note that our approach has common elements to the one used by Dostanić [19] .
In particular, if n ∈ N and X ∈ I n , then
5)
Proof. For k = 1, (2.2) comes from taking limits in DuHamel's formula
The general k case then follows by induction.
(2.2) implies (2.3) by Hölder's inequality for operators (see [60, p. 21] ). (2.4) is then Taylor's theorem with remainder and (2.5) follows from (2.3).
Theorem 2.2. Let A, B be bounded self-adjoint operators such that X = (A − B) ∈ I n for some n ∈ N. Let f be of compact support with f, its Fourier transform, satisfying
Then,
7)
and there is a distribution T with
Proof. This is immediate from the estimates in Proposition 2.1 and
For, by (2.5), we have LHS of (2.7)
Notice that, as we have seen,
Tr
and formally, (1.5) can replace the right-hand side of (1.4) . This can be proven if the commutator [B, X] = [B, A] is trace class. Dostanić [19, Theorem 2.9] essentially proves that T is the derivative of an L 2 (R; dλ)-function.
A key point for us is that in the case n = 2, the distribution T is given by an L 1 (R; dλ)-function. We start this construction here by considering the trace class case. Lemma 2.3. Let B be a self-adjoint operator and let X = (A − B) ∈ I 1 . Then there is a (complex ) measure dµ B,X on R such that for any bounded Borel function, f ,
(2.10)
Equation ( 
Then η( · ; A, B) has compact support and for any f ∈ C ∞ (R), we have
(2.17)
Remarks. Tr
Similarly, by (1.6) ,
The next critical step will be to prove positivity of η.
Convexity of Tr(f (A))
Positivity of η is essentially equivalent to the following result:
Theorem 3.1. Let f be a convex function on R. Then the mapping
is a convex function on the m×m self-adjoint matrices for every m ∈ N.
Remarks. 1. More generally, if f is convex on (a, b), (3.1) is convex on matrices A with spectrum in (a, b). In fact, it is easy to see that any convex function f on (a, b) is a monotone limit on (a, b) of convex functions on R. So this more general result is a consequence of Theorem 3.1.
2. We will discuss the infinite-dimensional situation below.
Two special cases of this are widely known and used:
Both of these are rather special. In the first case, one has the stronger A → log(Tr(e A )) is convex and the usual proof of it is via Hölder's inequality (cf., e.g., [28, p. 19-20] or [58, p. 57] ) which proves the strong convexity of the log(·), but does not prove Theorem 3.1. In the second case, by Kraus' theorem [37, 8] [35] although Klein only has the special case f (x) = x log(x) and his proof is specific to that case; Ruelle's is not). We have also found it in Lieb-Pedersen [45] whose proof is closer to the one we label "Third Proof" below. The result is also mentioned in von Neumann [66] , although the proof he gives earlier for a special f does not seem to establish the general case.
In any event, even though this result is not hard and is known to some experts, we provide several proofs because it is not widely known and is central to the theory of KoSSF. We provide several proofs because they illustrate different aspects of the theorem.
First Proof. This uses eigenvalue perturbation theory. By a limiting argument, it suffices to prove it for functions f ∈ C ∞ (R). By approximating derivatives of f by polynomials, we see that matrix elements, and so the trace of f (A), are C ∞ -functions of A. By a limiting argument, we need only show λ → Tr(A + λX) has a nonnegative second derivative at λ = 0 in case A has distinct eigenvalues.
So by changing basis, we suppose A is diagonal with the eigenvalues a 1 < a 2 < · · · < a m . Let e j (λ) be the eigenvalue of A + λX near a j for |λ| sufficiently small. As is well known [33, Sect. II.2], [53, Sect. XII.1],
Clearly,
Second Proof. This one uses a variational principle. We consider first the case
We claim first that
where · is the matrix norm on C m with the Euclidean norm. For in an orthonormal basis where A is a diagonal matrix,
then B ≥ 0, B ≤ 1, and Tr(AB) = Tr(f + (A)). This proves (3.5).
Convexity is immediate for f + given by (3.4) once we have (3.5), since maxima of linear functionals are convex. Obviously, since (x − λ) + is just a translate of x + , we get convexity for any function of
for any Borel measure µ on (λ 0 , ∞). But every convex function f with f ≡ 0 for x ≤ λ 0 has this form.
Adding ax + b to this, we get the result for any convex function f with f ′′ (x) = 0 for x ≤ λ 0 . Taking λ 0 → −∞, we get the result for general convex functions f .
and v ∈ C m a unit vector, then
where (3.7) employs Jensen's inequality. Now suppose
proving convexity. In the above, (3.9) is direct convexity of f and (3.10) is (3.8) for v = e j and C = A or B.
Remarks. 1. It is not hard to see that (3.12 ) is equivalent to Theorem 3.1.
2. It is in this form that the result appears in Ruelle [55, Sect. 2.5], and for the case f (x) = x log(x), x > 0, in Klein [35] .
Proof. If g ∈ C 1 (R) is a convex function,
since convexity says that g lies above the tangent line at any point. 
Since h is arbitrary, η ≥ 0 a.e. Theorem 3.4. For any finite self-adjoint matrices A, B (of the same size),
Remarks. 1. It is remarkable that we always have equality in (3.15) . The analog for the KrSSF is Proof. Take f (x) = 1 2 x 2 such that f ′′ (x) = 1 and
In Section 5 we take limits from the finite-dimensional situation, but one can easily extend Theorem 3.1 in two ways and from there directly prove η ≥ 0 and (3.15) in case (A − B) ∈ I 1 . Without proof, we state the extensions (the results are simple limiting arguments from finite dimensions):
Theorem 3.5. If f is convex on R and f (0) = 0, then f (A) is trace class for any self-adjoint trace class operator A, and for such A's, the mapping A → Tr(f (A)) is convex.
In this context we note that convex functions are Lipschitz continuous. (For this and additional regularity results of convex functions, see, e.g., [9, p. 145-146] .) Theorem 3.6. For any convex function f ∈ C ∞ (R), any bounded selfadjoint operator B, and any self-adjoint operator X ∈ I 1 ,
Convexity of maps of the type s → Tr
, for convex f and certain classes of X(·) ∈ I 1 was also studied in [24] .
Löwner's Formula and the Finite-Dimensional
Birman-Solomyak Bound
The final element needed to construct the KoSSF is the following lovely theorem of Birman-Solomyak [13] (see also [15] ):
is also Hilbert-Schmidt and
The proof in [13] depends on the deep machinery of double Stieltjes operator integrals. Our two points in this section are: (1) The inequality for finite matrices is quite elementary and, by limits, extends to (4.2). (2) The key to our proof, a kind of "Double Stieltjes Operator Integral for Dummies," goes back to Löwner [46] in 1934 whose contributions to this theme seem not to have been appreciated in the literature on double Stieltjes operator integrals. Given two finite m × m self-adjoint matrices A, B with respective eigenvectors {ϕ j } m j=1 and {ψ j } m j=1 and eigenvalues {x j } m j=1 and {y j } m j=1 such that
we introduce the (modified) Löwner matrix of a function f by
Löwner noted that since
we have Löwner's formula: 7) and this holds even if y k = x ℓ (since then both matrix elements vanish). This is the "baby" version of the double Stieltjes operator integral formula
due to Birman and Solomyak [13, 15] . Here the integration is with respect to the spectral measures of A and B.
Löwner's formula immediately implies:
holds for finite self-adjoint matrices.
Proof. Hilbert-Schmidt norms can be computed in any basis, even two different ones, that is,
Thus,
Proof of Theorem 4.1. Let {ζ j } ∞ j=1 be an orthonormal basis for H and P N the orthogonal projections onto the linear span of {ζ j } N j=1 . For any A and B and Lipschitz f , by Proposition 4.2,
Thus, for any k ∈ N,
B strongly, one infers by continuity of the func-
Taking k → ∞, we see that [f (B)−f (A)] ∈ I 2 and that (4.2) holds.
General Construction of the KoSSF η( · ; A, B)
The general construction and proof of properties of η depends first on an approximation of trace class operators by finite rank ones and then on an approximation of Hilbert-Schmidt operators by trace class operators. In this section, we mostly follow the approach of [36, Lemma 3.3].
Theorem 5.1. Let B n , B, n ∈ N, be uniformly bounded self-adjoint operators such that B n −→ n→∞ B strongly. Let X n , X, n ∈ N, be a sequence of self-adjoint trace class operators such that X − X n I 1 −→ n→∞ 0. Then for any continuous function, g, of compact support, we conclude that
In particular, η( · ; A, B) ≥ 0 a.e. on R if (A − B) ∈ I 1 and, in that case, (3.15) holds.
Proof. By Theorem A.7 and
we get convergence of the second term in (2.16). By (2.10),
weakly by the strong continuity of the functional calculus since
as f is continuous.
Since weak limits of positive measures are positive, the positivity follows from positivity in the finite-dimensional case taking B n = P n BP n and X n = P n XP n for finite-dimensional P n converging strongly to I, the identity operator.
Once we have positivity, we obtain (3.15) directly by following the proof of Theorem 3.4.
Proof. We begin with (1.9) which follows from the fact that (2.17) holds when (A − B) ∈ I 1 . Here (1.10) holds for nice functions g, say,
As for δη, by (1.10),
by Theorem 4.1. Since δη ∈ L 1 (R) and the bounded C ∞ (R)-functions are · ∞ -dense in the bounded continuous functions, and for h ∈ L 1 (R),
Here is the main theorem on the existence of the KoSSF: and
9)
and for any bounded self-adjoint operators A,
Remark. For a sharp condition on the class of functions η for which Koplienko's trace formula holds, we refer to Peller [52] .
Proof. Let X = A − B and pick X n ∈ I 1 , n ∈ N, such that X n − X I 2 −→ In this section we would like to raise the question of the description of the classes η(I 2 ) and η(I 1 ).
Since, for now, we are considering A, B bounded, η has compact support.
First we discuss the class η(I 2 ). By Theorem 5.3, all functions of this class are nonnegative and Lebesgue integrable. It would be interesting to see if the class η(I 2 ) contains all nonnegative Lebesgue integrable functions.
As a step towards answering this question, we give the following elementary result: Theorem 6.1. The class η(I 2 ) contains all nonnegative Riemann integrable functions of compact support.
Remark.
A contemporary account of the theory of Riemann integrable functions can be found, for instance, in Stein-Shakarchi [62] .
Proof. First we consider a simple example. Let a ∈ R and ε > 0; consider the operators in C 2 given by the diagonal 2 × 2 matrices B = diag(a − ε, a + ε) and A = diag(a + ε, a − ε). Then the KoSSF for this pair is given by (cf. (2.16)) η(λ) = 2εχ (a−ǫ,a+ǫ) (λ). We note that
in agreement with (5.9). Next, suppose that 0 ≤ η ∈ L 1 (R; dλ) is represented by the L 1 (R; dλ)-convergent series
where I n ⊂ R are (not necessarily disjoint) finite intervals and |I n | is the length of I n . Denote by a n the midpoint of I n and let ε n = 1 2 |I n |. We introduce B = ⊕ ∞ n=1 diag(a n − ε n , a n + ε n ) and A = ⊕ ∞ n=1 diag(a n + ε n , a n − ε n ) in the Hilbert space ⊕ ∞ n=1 C 2 . Note that the L 1 (R; dλ)-convergence of the series (6.1) is equivalent to the condition ∞ n=1 ε 2 n < ∞ and so A − B = ⊕ ∞ n=1 diag(2ε n , −2ε n ) is a Hilbert-Schmidt operator. It is clear that the KoSSF for the pair A, B coincides with η.
Thus, it suffices to prove that any Riemann integrable function 0 ≤ η ∈ L 1 (R; dλ) can be represented as an L 1 (R; dλ)-convergent series (6.1).
Let In other words, there exists a finite set of (not necessarily disjoint) open intervals I n ⊂ R, n ∈ {1, . . . , N}, such that
Thus, we can represent η as
and the sum is taken over a finite set of indices n ∈ {1, . . . , N 1 }. Iterating this procedure, we see that for any m ∈ N we can represent η as
where ε n > 0, a n ∈ R, and the sum is taken over a finite set of indices n.
Taking m → ∞, it follows that η can be represented as an L 1 (R; dλ)convergent series (6.1).
Regarding the class η(I 1 ), we note only that every function of this class is of bounded variation. This follows from (2.16), since both terms on the right-hand side of (2.16) are of bounded variation. We also note that it follows from the proof of Theorem 6.1 that the class η(I 1 ) contains all functions of the type
Modified Determinants and the KoSSF
In this section, as a preliminary to the next, we want to use our viewpoint to prove a formula for modified perturbation determinants in terms of the KoSSF originally derived by Koplienko [36] . We recall that one of Krein's motivating formulas for the KrSSF is (see (A.32)): [27, 60] .
We recall that for C ∈ I 1 , one can define det 2 (·) by det 2 (I + C) = det(I + C)e −Tr(C) (7.2) and that C → det 2 (I + C) extends uniquely and continuously to I 2 , the Hilbert-Schmidt operators, although the right-hand side of (7.2) no longer makes sense (see [27, Ch. IV], [60, Ch. 9]). Our goal in this section is to prove the following formula first derived by Koplienko [36] : Proof. It suffices to prove (7.3) for X ∈ I 1 since both sides are continuous in I 2 norm and I 1 is dense in I 2 . Continuity of the left-hand side follows from Theorem 9.2(c) of [60] and of the right-hand side by Theorem 5.2 above. When X ∈ I 1 , we can use (7.2). Let
By an integration by parts argument (using
By an integration by parts in a Stieltjes integral and by (2.10),
Thus, by (7.1) and (7.2),
which, given (2.16) is (7.3).
On Boundary Values of Modified Perturbation
dν is a difference of Herglotz functions. In this section, we will consider nontangential boundary values to the real axis of modified perturbation determinants
Unlike the trace class, we will see nontangential boundary values may not exist a.e. on R.
For notational simplicity in the remainder of this section, we now abbreviate KoSSF simply by η, that is, η ≡ η ( · ; A, B) .
In contrast to the usual (trace class) SSF theory, we have the following nonexistence result for boundary values of modified perturbation determinants:
Theorem 8.1. There exists a pair of self-adjoint operators A, B (in a complex, separable Hilbert space) such that X = (A − B) ∈ I 2 , σ(B) is an interval, and for a.e. λ ∈ σ(B), the nontangential limit lim z→λ, z∈C + det 2 (I + X(B − zI) −1 ) does not exist.
Proof. By Theorems 6.1 and 7.1, the proof reduces to the following statement: There exists a Riemann integrable 0 ≤ η ∈ L 1 (R; dλ) with support being an interval such that for a.e. λ ∈ supp (η), the nontangential limit
does not exist. First we note that the existence of the limit in (8.1) at the point λ depends only on the behavior of η(t) when t varies in a small neighborhood of λ. Thus, it suffices to construct 0 ≤ η ∈ L 1 (R; dλ) such that the limits (8.1) do not exist for a.e. λ ∈ (−1, 1); by shifting and scaling such a function η, one obtains the required statement for a.e. λ ∈ σ(B).
Let us first obtain the required example of η defined on the unit circle ∂D, and then transplant it onto the real line. By a well-known construction employing either lacunary series or Rademacher functions (see [21] , [22, App. A], [70, I, p. 6]), there exists a power series f (z) = ∞ n=1 c n z n , |z| ≤ 1, such that ∞ n=1 |c n | < ∞ and for a.e. z ∈ ∂D, the limit lim ζ→z f ′ (ζ) does not exist as ζ approaches z from inside of the unit disc along any nontangential trajectory. By construction, Im(f ) is continuous on ∂D and
Let a > − min ζ∈∂D Im(f (ζ)) and set v(ζ) = Im(f (ζ))+a if |arg ζ| < π/2 and v(ζ) = 0 otherwise. Then v ≥ 0 and v is piecewise continuous (with the possible discontinuities only for arg(ζ) = ±π/2); in particular, v is Riemann integrable. Again by a localization argument, for a.e. θ ∈ (−π/2, π/2), the limit
does not exist as z approaches e iθ from inside of the unit disc along any nontangential trajectory. It remains to transplant v from the unit circle onto the real line. Let
Thus, the limit (8.1) does not exist for a.e. λ ∈ (−1, 1).
KoSSF for Unbounded Operators
In this section we briefly discuss the question of existence of KoSSF under the assumption
This question was studied in [49] and [52] (see also [36] for related issues). ( · ; A, B) .
In contrast to this, no explicit formula relating η(ϕ(·); ϕ(A), ϕ(B)) to η ( · ; A, B) is known. The reason is simple: The definition of η involves not only a trace formula but a choice of interpolation A(θ) between B and A. For bounded self-adjoint operators, the choice A(θ) = (1 − θ)B + θA, θ ∈ [0, 1], is natural. But when one only has (9.1), what choice does one make? It is natural to define A(θ) by
For this to be self-adjoint, we need z ∈ R, which means we should have some real point in the intersection of the resolvent sets for A and B. Even if there were such a z, it is not unique and the interpolation will not be unique. Moreover, the convexity that led to η ≥ 0 may be lost. The net result is that the situation, both after the work of others and our work, is less than totally satisfactory.
Let us discuss a certain surrogate of (9.2) for the KoSSF. The formulas below are a slight variation on the theme of the construction of [49] . 
In contrast to the corresponding calculation for the KrSSF, the left-hand sides of (9.4) and (9.5) are, in general, distinct. However, we can make the right-hand sides look similar if we introduce the following modified KoSSF:
The choice of λ 0 above is arbitrary; it affects only the constant term in the definition of η.
By a simple calculation involving integration by parts, we get
(9.7) Combining (9.5) and (9.7), we get the modified trace formula
Precisely as for the KrSSF, one can treat (9.6) and (9.8) as the definition of a modified KoSSF η ( · ; A, B) .
We consider an example of this construction which might be useful in applications. Suppose that A and B are lower semibounded self-adjoint operators such that for some (and thus for all) z ∈ C\(σ(A) ∪ σ(B)) the inclusion (9.1) holds. Choose E ∈ R such that inf σ(A + E) > 0 and inf σ(B + E) > 0. Take ϕ(λ) = 1 λ+E and let a = ( σ(B) ) and for all f ∈ C ∞ 0 (R) the following trace formula holds:
We note that condition (9.11) does not fix the linear term in the definition of η but (9.10) does.
In [49] , a pair of self-adjoint operators A, B was considered under the assumption (9.1) alone (without the lower semiboundedness assumption). Another regularization of η ( · ; A, B) was suggested in this case. The construction of [49] is more intricate than the above calculation and uses KoSSF for unitary operators.
In [36] , the assumption
was used. This assumption is intermediate between (A − B) ∈ I 2 and (9.1). Under this assumption, the trace formula (5.7) was proven with 0 ≤ η ∈ L 1 (R; (1 + λ) −γ dλ) for any γ > 1 2 . Finally, in [49] , the assumption
was used and formula (5.7) was proven with η ∈ L 1 (R; (1 + λ 2 ) −2 dλ).
Note that the difference between the last two results and Theorem 9.1 is that in Theorem 9.1, a modified trace formula (9.12) is proven rather than the original formula (5.7). Theorem 9.1 is nothing but a change of variables in the trace formula for resolvents, whereas the abovementioned results of [36] and [49] require some work.
The Case of Unitary Operators
In this section, we want to briefly discuss a definition of η for a pair of unitaries. Once again, there is an issue of interpolation. If A and B are the unitaries,
is not unitary, so we cannot define f (A(θ)) for arbitrary C ∞ -functions on ∂D = {z ∈ C | |z| = 1}. Neidhardt [49] (see also [52] ) discussed one way of interpolating by writing A = e C , B = e D for suitable C and D and interpolating, but there is considerable ambiguity in how to choose C, D as well as whether to look at e θC+(1−θ)D or e (1−θ)D e θC , etc. Here, with Szegő's theorem as background [25] , we want to discuss an alternative to Neidhardt's approach.
Lemma 10.1. Let A, B be unitary with (A − B) ∈ I 2 . Then for any n = 0, 1, 2, . . . ,
We have Remarks. 1. As usual, we use 2π 0 f (e iθ )η(e iθ ) dθ 2π as shorthand for the distribution η acting on the function f .
2. As we will discuss, η is determined by (10.10) up to three real constants in an affine term.
3. For a sharp condition on the class of functions for which Neidhardt's version of Koplienko's trace formula for unitary operators holds, we refer to Peller [52] .
Proof. Let c n , n ∈ Z, be defined by
n ≤ −1. For any c 0 ∈ R, c 1 ∈ C, we can add c 0 + c 1 e iθ +c 1 e −iθ to η without changing the right-hand side of (10.10). We wonder if η is always in L 1 (∂D) with η ≥ 0 for some choice of c 0 and c 1 . The condition c n → 0 is, of course, consistent with η ∈ L 1 (∂D). In the appendix, we prove the invariance for I 1 -perturbations using boundary values of det((A − z)(B − z) −1 ). When η has the properties in the conjecture, det 2 ((A − z)(B − z) −1 ) has boundary values and we hope those can be used to get the invariance of a.c. spectrum. While we made the conjecture assuming control of η ( · ; A, B) and η( · ; B, A) , we wonder if only one suffices. Similarly, we wonder if L p , p > 1, can be replaced by the weaker condition that the derivative is a sum of an L 1 -piece and the Hilbert transform of an L 1 -piece.
Open Problems and Conjectures
Open Question 11.2. Is the η we constructed in Section 10 for the unitary case an L 1 (∂D) function?
Open Question 11.3. Is the class η(I 2 ) introduced in Section 6 all of L 1 (R; dλ) (of compact support ), or only the Riemann integrable functions, or something in between?
Open Question 11.4. Is the class η(I 1 ) all functions of bounded variation or a subset, and if so, what subset?
Appendix: On the KrSSF ξ ( · ; A, B) Both for comparison and because the Krein spectral shift (KrSSF) is needed in our construction of the KoSSF, we present the basics of the KrSSF here. Most of the results in this appendix are known (see, e.g., [7, Sect. 19.1.4] ), [14] , [16] , [38] , [39] , [40] , [61] , [64] , [68, Ch. 8] , [69] and the references therein) so this appendix is largely pedagogical, but our argument proving the invariance of a.c. spectrum under trace class perturbations at the end of this appendix is new. Moreover, we fill in the details of an approach sketched in [60, Ch. 11] exploiting the method Gesztesy-Simon [26] used to construct the rank-one KrSSF. Most approaches define ξ via perturbation determinants.
We will need the following strengthening of Theorem 2.2:
Theorem A.1. Let f be a function of compact support whose Fourier transform f satisfies (2.6) for n = 1 (in particular, f can be C 2+ε (R)). Then, (a) For any bounded self-adjoint operators A, B with (A − B) ∈ I 1 ,
, n ∈ N, be uniformly bounded self-adjoint operators such that B n −→ n→∞ B strongly. Let X n , X, n ∈ N, be a sequence of selfadjoint trace class operators such that X − X n I 1 −→ n→∞ 0. Then, Part (a) in Theorem A.1, in a slightly more general form, is stated and proved in [40, p. 141] . Now let B be a bounded self-adjoint operator and ϕ a unit vector.
and for z ∈ C\R,
The resolvent formula implies (see [60, Sect. 11.2] )
(A.10)
Theorem A.2. Let B be a bounded self-adjoint operator and A α given by (A.5) for α ∈ R and ϕ with ϕ = 1. Then for a.e. λ ∈ R,
exists and satisfies
(A.16) (vii) For any f satisfying the hypotheses of Theorem A.1,
Remarks. 1. This theorem and its proof are essentially the same as the starting point of Krein's construction in [38] (see also [40, p. 134-136] or [16, Sect. 3] ). 2. In (A.11), arg(G α (z)) is defined uniquely for Im(z) > 0 by demanding continuity in z and lim y↑∞ arg(G α (iy)) = 0.
(A.18)
For Im(z) < 0 one has G α (z) = G α (z). 3. By (A.9), (A α − z)(B − z) −1 is of the form I+ rank one, and so lies in I + I 1 . The det(·) in (A.15) is the Fredholm determinant (see [60, Ch. 3] ). This is the same as the finite-dimensional determinant det(C) for I + D with D finite rank and C = (I + D) ↾ K where K is any finite-dimensional space containing ran(D) and (ker(D)) ⊥ .
4. The exponential Herglotz representation basic to this proof goes back to Aronszajn and Donoghue [5] .
5. Comparing (A.17) and (1.6), one concludes ξ α ( · ) = ξ( · ; A, B).
Proof. By the spectral theorem, there is a probability measure dµ α (λ) such that
In particular,
Since G α (iy) → 1, as y ↑ ∞, we can define To prove (A.15), we note that with P ϕ = (ϕ, · )ϕ, we have
which, since P ϕ is rank one, implies
Let us prove (ii) for α > 0. The proof of α < 0 is similar. Let a = min(σ(B)), b = max(σ(B)). Then, by (A. 19) , Since G α (x) > 0 there and 0 < arg(G α (z + iε)) < π, we see that ξ α (x) = 0 on these intervals. Finally, we turn to (vii). Since B n − A n α can be written as a telescoping series, it is trace class and
Thus, both sides of (A. 16 ) are analytic about z = ∞, so identifying Taylor coefficients, In extending this, the following uniqueness result will be useful: 
Then
is an integer on (a, b), and if a = −∞ or b = ∞, it is zero on (a, b), and so ξ j has compact support.
Proof. By (A.29), the distribution ξ 1 − ξ 2 has vanishing distributional derivative, so is constant. Since it lies in L 1 (R; dλ), it must be zero.
If f ∈ C ∞ 0 ((a, b)), f (A) = f (B) = 0, so ξ ′ j has zero derivative on (a, b) and so is constant. If a = −∞ or b = ∞, the constant must be zero since ξ j ∈ L 1 (R; dλ). Now pick f which is supported on (c, (a+b)/2) for some c < d < min(σ(A) ∪ σ(B)) with f = 1 on (d, (3a + b)/4). Thus, the right-hand side of (A.29) is the negative of the constant value of ξ j on (a, b), while the left-hand side is the trace of a trace class difference of projections which is always an integer (see [6, 23] ). Proof. If (A − B) has rank n, we can find A 0 = A, A 1 , . . . , A n = B so (A j+1 − A j ) has rank one, and
We define 
for X 1 , X 2 ∈ I 1 . Item (v) is proven in Proposition A.3. Item (vi) follows from the uniqueness in Proposition A.3.
Theorem A.4 is essentially the same as Theorem 3 in [38] (see also [40] and [16] ). This yields the principal result on existence and properties of the KrSSF (see [38] or [40] ). We refer to [50] (see also [51] ) for a description of a class of functions f for which this theorem holds.
We note that there are interesting extensions of the trace formula (A.17) to classes of operators A, B different from self-adjoint or unitary operators. While we cannot possibly list all such extensions here, we refer, for instance, to Adamjan and Neidhardt [1] , Adamjan and Pavlov [2] , Jonas [29] , [30] , Krein [41] , Langer [44] , Neidhardt [47] , [48] , Rybkin [56] , Sakhnovich [57] , and the literature cited therein.
Theorem A.7. Let B n , B, n ∈ N, be uniformly bounded self-adjoint operators such that B n −→ n→∞ B strongly. Let X n , X, n ∈ N, be a sequence of self-adjoint trace class operators such that X −X n I 1 −→ n→∞ 0.
Then for any continuous function, g, Proof. Since A, B are bounded and self-adjoint, any ξ( · ; A, B) ∈ ξ(I 1 ) necessarily lies in L 1 (R; dλ) and has compact support (cf. Theorem A.6 (i) and (iv)).
Next, let g ∈ L 1 (R; dλ) satisfy 0 ≤ g(λ) ≤ 1 and supp(g) ⊂ (a, b) for some −∞ < a < b < ∞. Define , and α = π −1 b a g(λ) dλ. Thus, we have the theorem if 0 ≤ g ≤ 1 or (by interchanging A and B) if 0 ≥ g ≥ −1. Since any L 1 (R; dλ)-function is a sum of such g's converging in L 1 (R; dλ) (simple functions are dense in L 1 (R; dλ)), we obtain the general result.
We note that a similar result for the finite rank case can be found in [42] .
Finally, we prove invariance of the absolutely continuous spectrum under trace class perturbations using the KrSSF and perturbation determinants, that is, without directly relying on elements from scattering theory.
We start with the following observations: x n (φ n , · )φ n , X 0 = 0, X N = N n=1
x n (φ n , · )φ n , N ∈ N, Proof. By symmetry between A and B, it suffices to prove σ ac (B) ⊆ σ ac (A). Suppose to the contrary that there exists a set E ⊆ σ ac (B) such that |E| > 0 and E ∩ σ ac (A) = ∅. Choose an element ϕ ∈ H such that lim ε↓0 Im((ϕ, (B − λ − iε) −1 )ϕ) > 0 for a.e. λ ∈ E. Thus, for a.e. λ ∈ E, the imaginary part of the limit z → λ + i0 of the left-hand
