Abstract. We prove that if a geodesic metric measure space satisfies a comparison condition for isoperimetric profile and if the observable variance is maximal, then the space is foliated by minimal geodesics, where the observable variance is defined to be the supremum of the variance of 1-Lipschitz functions on the space. Our result can be considered as a variant of Cheeger-Gromoll's splitting theorem and also of Cheng's maximal diameter theorem. As an application, we obtain a new isometric splitting theorem for a complete weighted Riemannian manifold with a positive BakryEmery Ricci curvature.
Introduction
A rigidity theorem in Riemannian geometry claims that if a space is as large (in suitable sense) as a model space defined by a lower bound of curvature of the space, then the structure of the space is determined. For instance, Cheng's maximal diameter theorem [9] and Cheeger-Gromoll's splitting theorem [8] are two of the most celebrated rigidity theorems. Recently, there are several works done for comparison of isoperimetric profile under a lower Ricci curvature bound, i.e., if the Ricci curvature is bounded below for a complete Riemannian manifold, or more generally if the Riemannian curvature-dimension condition due to Ambrosio-Gigli-Savaré [2] for a metric measure space is satisfied, then the isoperimetric profile of the space is greater than or equal to that of a model space [3, 4, 7, 13, 21] . In this paper, we prove a rigidity theorem for a metric measure space under a comparison condition of isoperimetric profile instead of the lower boundedness of Ricci curvature. Since the comparison condition of isoperimetric profile is much weaker than the lower boundedness of Ricci curvature, we are not able to expect the same result as the maximal diameter theorem nor the splitting theorem. We introduce the observable variance of the space, which is a quantity to measure the largeness of a metric measure space. We prove that, under the comparison condition of isoperimetric profile, the observable variance has a certain upper bound, and that, if it is maximal, then we obtain a foliation structure by minimal geodesics of the space. As an application, we obtain an isometric splitting theorem for a complete weighted Riemannian manifold with a positive Bakry-Émery Ricci curvature.
Throughout this paper, a metric measure space X, or an mm-space for short, is a space equipped with a complete separable metric d X and a Borel probability measure µ X . Let X be an mm-space. The boundary measure of a Borel set A ⊂ X is defined to be 
Definition 1.1 (Isoperimetric comparison condition)
. We say that X satisfies the isoperimetric comparison condition IC(ν) for a Borel probability measure ν on R if
where V denotes the cumulative distribution function of ν and L 1 the one-dimensional Lebesgue measure on R.
In the case where ν and L 1 are absolutely continuous with each other, IC(ν) is equivalent to (1.1)
where V ′ • V −1 coincides with the isoperimetric profile of (R, ν) restricted to sets A = ( −∞, a ]. (1.1) was formerly considered in [16, 21] .
Let λ : [ 0, +∞ ) → [ 0, +∞ ) be a strictly monotone increasing continuous function. We define the λ-observable variance ObsVar λ (X) of X to be the supremum of the λ-variance of f ,
where f runs over all 1-Lipschitz functions on X. If λ(t) = t 2 , then Var λ (f ) is the usual variance of f . The λ-variance Var λ (ν) of a Borel probability measure ν on R is defined by
Denote by V the set of Borel probability measures on R absolutely continuous with respect to the one-dimensional Lebesgue measure L 1 and with connected support, and by V λ the set of ν ∈ V with finite λ-variance. Note that V λ = V for bounded λ.
An mm-space X is said to be essentially connected if we have µ + X (A) > 0 for any closed set A ⊂ X with 0 < µ X (A) < 1.
One of our main theorems in this paper is stated as follows.
Theorem 1.2. Let X be an essentially connected geodesic mm-space with fully supported Borel probability measure. Assume that X satisfies IC(ν) for a measure ν ∈ V λ . Then we have
ObsVar λ (X) ≤ Var λ (ν).
The equality holds only if we have one of the following (1), (2) , and (3).
(1) X is covered by minimal geodesics joining two fixed points p and q in X with d X (p, q) = diam X. It is homeomorphic to a suspension provided X is non-branching. (2) X is covered by rays emanating from a fixed point in X. It is homeomorphic to a cone provided X is non-branching. (3) X is covered by straight lines in X that may cross each other only on their branch points. It is homeomorphic to Y × R for a metric space Y provided X is non-branching.
Applying the theorem to a complete Riemannian manifold yields the following. Corollary 1.3. Let X be a complete and connected Riemannian manifold with a fully supported Borel probability measure µ X . Assume that (X, µ X ) satisfies IC(ν) for a measure ν ∈ V λ . Then we have
The equality holds only if X is diffeomorphic to either a twisted sphere or Y × R for a differentiable manifold Y .
A typical example of Theorem 1.2 and Corollary 1.3 is obtained as a warped product manifold (J × F, dt 2 + ϕ(t) 2 g), where J is an interval of R and (F, g) a compact Riemannian manifold (see Section 7.1 for the detail).
We remark that, in Theorem 1.2 and Corollary 1.3, the equality assumption for the λ-observable variance cannot be replaced by the existence of a straight line to obtain a topological splitting of X. Such a counter example is shown in Section 7.2.
The isoperimetric comparison condition is much weaker than the lower boundedness of Ricci curvature, or the curvature-dimension condition due to Lott-Villani [19] and Sturm [30, 31] . In fact, if an mmspace has positive Cheeger constant, then it satisfies IC(ν) for some measure ν ∈ V (see Proposition 6.2). In particular, any essentially connected and compact Riemannian space with cone-like singularities satisfies IC(ν) for some ν ∈ V, however, it does not satisfy the curvature-dimension condition in general. Actually, we find no example of an essentially connected mm-space that does not satisfy IC(ν) for any ν.
We obtain the equality I X • V = V ′ a.e. on V −1 (Im µ X ) from the assumption of Theorem 1.2. However, the equality I X • V = V ′ a.e. is strictly weaker than ObsVar λ (X) = Var λ (ν) even under IC(ν). In fact, we prove that an mm-space with some mild condition always satisfies I X • V = V ′ a.e. for some ν (see Proposition 6.2 and Corollary 6.3). In the proof of Corollary 1.3, we obtain an isoparametric function on X as a 1-Lipschitz function attaining the observable λ-variance. Thus, the problem of whether the twisted sphere in Corollary 1.3 is a sphere or not is related to a result of Qian-Tang [26] , in which they proved that every odd-dimensional exotic sphere admits no totally isoparametric function with two points as the focal set. However, it seems to be difficult to prove that the isoparametric function in our proof is total. Note that any twisted sphere of dimension at most six is diffeomorphic to a sphere.
As an application of (the proof of) Theorem 1.2, we obtain the following new splitting theorem. Theorem 1.4. Let X be a complete and connected Riemannian manifold with a fully supported smooth probability measure µ X of BakryEmery Ricci curvature bounded below by one. Assume that the onedimensional Gaussian measure, say γ 1 , on R has finite λ-variance.
Then we have
ObsVar
and the equality holds if and only if X is isometric to Y × R and µ X = µ Y ⊗ γ 1 up to an isometry, where Y is a complete Riemannian manifold with a smooth probability measure µ Y of Bakry-Émery Ricci curvature bounded below by one.
If λ(t) = t 2 , then Theorem 1.4 follows from Cheng-Zhou's result [10] (see Remark 5.4 
for the detail).
We see some other famous splitting theorems for Bakry-Émery Ricci curvature in the papers by Lichnerowicz [17] and Fang-Li-Zhang [11] .
Note that if the Bakry-Émery Ricci curvature is bounded away from zero, then the total of the associated measure is always finite (see [23, 30] ), so that, for Theorem 1.4, the assumption for the measure µ X to be probability is not restrictive.
Although the assumption of Theorem 1.4 is stronger than Corollary 1.3, yet the existence of a straight line instead of the equality in Theorem 1.4 is not enough for X to split isometrically. For instance, an n-dimensional hyperbolic plane with a certain smooth probability measure has Bakry-Émery Ricci curvature bounded below by one (see [33, Example 2.2] ), for which the equality in Theorem 1.4 does not hold.
It is a natural conjecture that Theorem 1.4 would be true also for an RCD(1, ∞)-space, for which we have no proof at present. One of the difficulties is the lack of the first variation formula of weighted area in an RCD-space.
Considering the diameter, we have the following theorem.
Theorem 1.5. Let X be an essentially connected compact geodesic mm-space with a fully supported Borel probability measure. Assume that X satisfies IC(ν) for a measure ν ∈ V with compact support. Then we have diam X ≤ diam supp ν. The equality holds if and only if ObsVar λ (X) = Var λ (ν). Consequently, in the equality case, we have (1) of Theorem 1.2. Corollary 1.6. Let X be a complete and connected Riemannian manifold with a fully supported Borel probability measure. Assume that X satisfies IC(ν) for a measure ν ∈ V with compact support. Then we have diam X ≤ diam supp ν. The equality holds only if X is diffeomorphic to a twisted sphere.
Combining Theorem 1.5 with Ketterer's maximal diameter theorem [15] and Cavalletti-Mondino's isoperimetric comparison theorem [7] , we have the following. For λ(t) = t 2 , we calculate the variance of σ N as follows: For two Borel probability measures µ and ν on R, we say that µ dominates ν if there exists a 1-Lipschitz function f : R → R such that f * µ = ν, where f * µ is the push-forward of µ by f , often called the distribution of f . A Borel probability measure is called a dominant of X if it dominates f * µ X for any 1-Lipschitz function f : X → R. Theorem 1.8. Let X be an essentially connected geodesic mm-space. If X satisfies IC(ν) for a measure ν ∈ V λ , then ν is a dominant of X. In particular, we have
We prove a stronger version of this theorem in §3 (see Theorem 3.4 To prove the rigidity part, we assume IC(ν) for X and ObsVar λ (X) = Var λ (ν). Then, we are able to find a 1-Lipschitz function f : X → R such that
The push-forward measure f * µ X coincides with ν up to an isometry of R. Then Theorem 1.2 follows from the following. Theorem 1.9. Let X be a geodesic mm-space with fully supported probability measure. If there exists a 1-Lipschitz function f : X → R such that f * µ X is a dominant of X, then we have at least one of (1), (2) , and (3) of Theorem 1.2.
In fact, if f is bounded, then we have (1) . If only one of inf f and sup f is finite, then we have (2) . If both of inf f and sup f are infinite, then we have (3) . The minimal geodesic foliation in Theorem 1.9 is generated by the gradient vector field of f (in the smooth case), where the gradient vector field of f is a unit vector field. In addition, under the assumption of Theorem 1.2, the function f becomes an isoparametric function, i.e., the Laplacian of f is constant on each level set of f .
A more general and minute version of Theorem 1.9 for any mm-space is proved in §4 (see Theorem 4.1). A primitive version of Theorem 1.9 was obtain by the first named author [25] .
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Preliminaries
In this section, we see some basics on mm-spaces. We refer to [13, 29] for more details.
Definition 2.1 (mm-Space). Let (X, d X ) be a complete separable metric space and µ X a Borel probability measure on X. We call the triple (X, d X , µ X ) an mm-space. We sometimes say that X is an mm-space, in which case the metric and the measure of X are respectively indicated by d X and µ X . Definition 2.2 (mm-Isomorphism). Two mm-spaces X and Y are said to be mm-isomorphic to each other if there exists an isometry f : supp µ X → supp µ Y such that f * µ X = µ Y , where f * µ X is the pushforward of µ X by f . Such an isometry f is called an mm-isomorphism.
Any mm-isomorphism between mm-spaces is automatically surjective, even if we do not assume it. The mm-isomorphism relation is an equivalent relation between mm-spaces.
Note that X is mm-isomorphic to (supp µ X , d X , µ X ). We assume that an mm-space X satisfies X = supp µ X unless otherwise stated. 
We call the relation ≺ the Lipschitz order.
The Lipschitz order ≺ is a partial order relation on the set of mmisomorphism classes of mm-spaces. Definition 2.4 (Separation distance). Let X be an mm-space. For any real numbers κ 0 , κ 1 , · · · , κ N > 0 with N ≥ 1, we define the separation distance
We see that Sep(X; κ 0 , κ 1 , · · · , κ N ) is monotone nonincreasing in each κ i , and that Sep(X;
Lemma 2.5. Let X and Y be two mm-spaces. If X is dominated by Y , then we have
for any real numbers κ 0 , . . . , κ N > 0. Definition 2.6. For a Borel probability measure on R and a real number α, we define
Isoperimetric Comparison and Domination of Measures
Let X be an mm-space and ν a Borel probability measure on R.
Definition 3.1 (Isoperimetric comparison condition of Lévy type).
We say that X satisfies the isoperimetric comparison condition of Lévy type ICL(ν) if for any real numbers a, b ∈ supp ν with a ≤ b and for any Borel set A ⊂ X with µ X (A) > 0 we have
where V is the cumulative distribution function of ν.
Remark 3.2. In the definition of ICL(ν), the condition is equivalent if we restrict A to be any closed set in X with µ X (A) > 0.
Recall that a dominant of X is a Borel probability measure on R that dominates the distribution of any 1-Lipschitz function on X. Definition 3.3 (Iso-dominant). A Borel probability measure ν is called an iso-dominant of X if for any 1-Lipschitz function f : X → R there exists a monotone nondecreasing function h :
Any iso-dominant of X is a dominant of X. The purpose of this section is to prove the following theorem, which is stronger than Theorem 1.8.
Theorem 3.4. Let X be an essentially connected geodesic mm-space and let ν ∈ V. Then the following (1), (2) , and (3) are equivalent to each other.
(1) ν is an iso-dominant of X.
We need several statements for the proof of Theorem 3.4.
Proposition 3.5. Let X and Y be mm-spaces such that X dominates Y . Then we have
In particular, if X satisfies IC(ν) for a Borel probability measure ν on R, then Y also satisfies IC(ν).
by the 1-Lipschitz continuity of f , and so
which implies that, for any v ∈ Im µ Y ,
The rest is easy. This completes the proof.
Using Proposition 3.5 we prove the following.
where I ν is the isoperimetric profile of (R, ν).
Proof. We take any real number v ∈ Im µ X and fix it. If v = 0, then it is obvious that v ∈ Im ν and I ν (v) = 0 = I X (v). Assume v > 0. For any ε > 0 there is a closed set A ⊂ X such that µ X (A) = v and µ
By the arbitrariness of ε > 0, we obtain I ν (v) ≤ I X (v). This completes the proof.
Proposition 3.7. Let X be a geodesic mm-space and ν a Borel probability measure on R. If ν is an iso-dominant of X, then X satisfies ICL(ν).
Proof. Assume that ν is an iso-dominant of X. We take any real numbers a, b ∈ supp ν with a ≤ b and any nonempty closed set A ⊂ X in such a way that V (a) ≤ µ X (A), where V is the cumulative distribution function of ν. Define a function f : X → R by
Since ν is an iso-dominant of X, there is a monotone nondecreasing 1-Lipschitz function g : R → R such that
We set
The continuity and monotonicity of g implies that
which are true even if a ′ and/or b ′ are infinity. Since
we have a ≤ a ′ . By the monotonicity and the 1-Lipschitz continuity of
This completes the proof.
Proposition 3.8. Let X be an mm-space and ν a Borel probability measure on R. If X satisfies ICL(ν), then X satisfies IC(ν).
Proof. Assume ICL(ν) for X. It suffices to prove
if any, and we have (3.1). If otherwise, there is a sequence of positive real numbers ε i → 0 such that t+ε i is contained in supp ν. Applying ICL(ν) yields that µ X (B ǫ i (A)) ≥ V (t + ε i ) for any Borel set A ⊂ X with µ X (A) = V (t). We therefore have
which is equal to V ′ (t) if any. This completes the proof.
For a monotone nondecreasing and right-continuous function F :
, where c is a constant.
Lemma 3.9. For any F as above, we have the following (1), (2) , and
The proof of the lemma is straight forward and omitted (see [25] ).
Lemma 3.10. Let µ be a Borel probability measure on R with cumulative distribution function F . Then we have
where
Proof. For any t > 0 we have, by Lemma 3.9(3),
Lemma 3.11. Let µ be a Borel probability measure with cumulative distribution function F . If F is continuous, then we have
Proof. Let s be any real number with 0 < s ≤ 1. It follows from the definition ofF that F (F (s) − ε) < s for any ε > 0. By the continuity of F , we have F •F (s) ≤ s, which together with Lemma 3.9(1) implies
By Lemma 3.10,
Using Lemmas 3.10 and 3.11 we prove the following.
Theorem 3.12. Let X be an mm-space and ν a Borel probability measure on R with cumulative distribution function V . If V is continuous and if X satisfies ICL(ν), then ν is an iso-dominant of X.
Proof. Let f : X → R be a 1-Lipschitz function. Denote by F the cumulative distribution function of f * µ X . We set t 0 := inf supp ν.
for t ∈ supp ν. We later prove the 1-Lipschitz continuity ofF • V on supp ν \ {t 0 }, which ensures the existence of the above limit. By Lemmas 3.11 and 3.10,
The rest of the proof is to show the 1-Lipschitz continuity of G. Since V is monotone nondecreasing and so isF on ( 0, 1 ], we see that G is monotone nondecreasing on supp ν \ {t 0 }. We take any two real numbers a and b with t 0 < a ≤ b. It suffices to prove that
We remark that the µ X -measure of f
which together with the monotonicity ofF on ( 0, 1 ] and with Lemma 3.9(2) proves
Lemma 3.13. Let g : R → R be a monotone nondecreasing function, f : R → [ 0, +∞ ) a Borel measurable function, and A ⊂ R a Borel set. Then we have
Proof. Let us first prove that
for any Borel set A ⊂ R. Let I be an open interval in R. For a natural number n, we set
{a n } is monotone decreasing and {b n } monotone increasing. For every sufficiently large n, we have a n ≤ b n and a n , b n ∈ g −1 (I). We also see that lim n→∞ a n = inf g −1 (I) and lim n→∞ b n = sup g −1 (I). Since
Lebesgue's monotone convergence theorem proves
Since any open set in R is the union of countably many mutually disjoint open intervals, we have (3.2) for any open set in R. By the outer regularity of L 1 , any Borel set A ⊂ R can be approximated by an open set containing A and therefore we have (3.2) for any Borel set in R.
Approximating f by a simple function and applying (3.2), we obtain the lemma. Theorem 3.14. Let X be an essentially connected mm-space and ν ∈ V. If X satisfies IC(ν), then X satisfies ICL(ν).
Proof. Setting E := (supp ν)
• , we easily see the bijectivity of V | E : E → ( 0, 1 ). We define a function ρ : R → R by
for a real number t. We see that ρ = V ′ L 1 -a.e. and that ρ is a density function of ν with respect to L 1 . Since
To prove ICL(ν), we take two real numbers a, b ∈ supp ν with a ≤ b and a nonempty Borel set A ⊂ X with V (a) ≤ µ X (A). We may assume µ X (B b−a (A)) < 1. Let s be any real number with 0 ≤ s ≤ b − a. Remarking µ X (B s (A)) ∈ Im µ X \ {0, 1}, we see
where we remark that g ′ (s) > 0 because of the essential connectivity of X. Since g(0) = µ X (Ā) ≥ µ X (A), we have
so that, by Lemmas 3.13 and 3.10,
). This completes the proof.
Proof of Theorem 3.4. The theorem follows from Propositions 3.7, 3.8, Theorems 3.14 and 3.12.
Definition 3.15 (Iso-simpleness). A Borel probability measure ν on R is said to be iso-simple if ν ∈ V and if
Remark 3.16. For any Borel probability measure ν on R, we always observe
e. In fact, we have
In the case where ν is iso-simple, IC(ν) is equivalent to I ν ≤ I X . This together with Theorem 3.4 and Proposition 3.6 implies the following corollary.
Corollary 3.17 (Gromov [12, §9] ). Let X be an essentially connected mm-space and ν an iso-simple Borel probability measure on R. Then, we have I ν ≤ I X if and only if ν is an iso-dominant of X.
Gromov [12, §9] stated this corollary without proof.
Maximum Distribution of 1-Lipschitz Function
The purpose of this section is to prove the following theorem, which is a generalization and also a refinement of Theorem 1.9. A geodesic is said to be normal if its metric derivative is one everywhere.
Theorem 4.1. Let X be an mm-space with fully supported probability measure µ X such that X is embedded in a geodesic metric spaceX isometrically. Assume that the distribution f * µ X of a 1-Lipschitz function f : X → R is a dominant of X. Then we have the following (1), (2) , and (3).
(1) If inf f > −∞ and if sup f < +∞, then (1-a) there exist a unique minimizer of f , say p, and a unique maximizer of f , say q; (1-b) X is covered by minimal geodesics joining p and q inX; (1-c) for any point x ∈ X we have
(2) If inf f > −∞ and if sup f = +∞, then (2-a) there exists a unique minimizer of f , say p; (2-b) for any real number L > 0 and any point x ∈ X, there exists a minimal normal geodesic inX emanating from p passing through x and with length not less than L; (2-c) for any point x ∈ X we have 
for any a ∈ R and x ∈ X we have
Since any metric space can be embedded into a Banach space by the Kuratowski embedding, for any given X the spaceX as in Theorem 4.1 always exists.
For the proof of Theorem 4.1, we need several lemmas. From now on, letX, X, and f : X → R be as in Theorem 4.1. We first prove the following.
Lemma 4.2. Let g : X → R be a 1-Lipschitz function satisfying the following conditions (i)-(iv).
Then, the two measures f * µ X and g * µ X coincides with each other up to an isometry of R.
Proof. Since f * µ X dominates g * µ X , there is a 1-Lipschitz map h : R → R such that h * f * µ X = g * µ X . We put a := inf f , b := sup f , a ′ := inf g, and b
′ := inf g. If a > −∞ and if b < +∞, then we have ( a, b ) ⊂ ( a ′ , b ′ ) by (i) and (iii). Since h maps ( a, b ) to ( a ′ , b ′ ) and by the 1-Lipschitz continuity, we obtain ( a, b ) = ( a ′ , b ′ ) and h is an isometry from [ a, b ] to itself. We have the lemma in this case.
Assume that a > −∞ and b = +∞. Then, by (i) and (iv), we have a ′ ≤ a and b ′ = +∞. Since h maps supp f * µ X to supp g * µ X , we have
There is a number t 0 such that t 0 ≥ a and h(t 0 ) = a ′′ . It follows from the 1-Lipschitz continuity of h that (4.1) h(t) ≤ t + a ′′ − t 0 ≤ t + a − t 0 ≤ t for any t ≥ t 0 . For the β as in (iv), we set β 0 := max{β, t 0 }. Let λ : R → ( 0, 1 ) be a strictly monotone decreasing continuous function.
, we see that
which implies that h(t) = t for any t ≥ β 0 . This together with (4.1) proves that t 0 = a = a ′ = a ′′ and h(t) = t for any t ≥ a. The lemma follows in this case.
If a = −∞ and if b < +∞, then we obtain the lemma in the same way as above.
We assume that a = −∞ and b = +∞. For 0 < κ < 1, we set
where t ± (. . . ) is as in Definition 2.6. We have
which together with the 1-Lipschitz continuity of h proves
By (ii) and (iv), if κ is small enough, then
which implies the equalities of (4.2). Therefore, the interval between A − (κ) and A + (κ) and the interval between h −1 (A − (κ)) and h −1 (A + (κ)) both coincide with [ t − (κ/2), t + (κ/2) ]. The h maps [ t − (κ/2), t + (κ/2) ] to itself isometrically. Since we have t ± (κ/2) → ±∞ as κ → 0+, the map h is an isometry of R. This completes the proof of Lemma 4.2. (iii) for any x ∈ S,
Any generalized signed distance function g on a geodesic space S is 1-Lipschitz continuous and has the property that
Lemma 4.4. Let A, B, and Ω be three subsets ofX such that A and B are both closed, dX (A, B) > 0, and A ∪ B ⊂ Ω. We take two real numbers a and b in such a way that dX(A, B) = b − a. Assume that there exists a point
Then, there exist a real number c ∈ ( a, b ) and a family {h t : Ω → R} t∈( −r 0 ,r 0 ) of 1-Lipschitz functions, r 0 > 0, such that, for any t ∈ ( −r 0 , r 0 ), we have h t = a on A, h t = b on B, c + t ∈ [ a, b ], and c + t is an atom of (h t ) * µ X .
Proof. Setting
we have δ > 0 by the assumption. We then see that In either of the cases (i) or (ii), we define c := r A + a and
for t ∈ ( −r 0 , r 0 ) and x ∈ Ω. Then h t is 1-Lipschitz continuous on Ω.
It follows from (4.5) that, for any t ∈ ( −r 0 , r 0 ), the distance between any point in U r 0 −|t| (x 0 ) and A is greater than r A + |t|. In the same way, from (4.6), the distance between any point in U r 0 −|t| (x 0 ) and B is greater than r B + |t|. We therefore have
because of x 0 ∈ X = supp µ X . The family of the functions h t , t ∈ ( −r 0 , r 0 ), satisfies all the claims of the lemma. This completes the proof of Lemma 4.4.
Lemma 4.5. Let g :X → R be a generalized signed distance function that is an extension of f . For any point x ∈ X and two real numbers a and b with inf g ≤ a < f (x) < b ≤ sup g, we have
Suppose that there are x 0 , a, b such that
We apply Lemma 4.4 for Ω := g −1 ([ a, b ]), A := g −1 (a), and B := g −1 (b) to obtain a family of 1-Lipschitz functions h t : g −1 ([ a, b ]) → R, t ∈ ( −r 0 , r 0 ), as in Lemma 4.4. We extend h t to a function onX by setting h t := g on g −1 (( −∞, a ) ∪ ( b, +∞ )). Then h t is 1-Lipschitz continuous onX and c + t is an atom of (h t ) * µ X for any t ∈ ( −r 0 , r 0 ). It follows from Lemma 4.2 that (h t ) * µ X and f * µ X coincide with each other up to an isometry of R. As a result, f * µ X has uncountably many atoms, which is a contradiction because f * µ X is a probability measure. This completes the proof.
From now on, translating f if necessary, we assume that f has 0 as an median. For a 1-Lipschitz extensionf :X → R of f , we define a generalized signed distance functionf :X → R by
for x ∈X. It holds that f (x) andf (x) have the same sign for any x ∈ X and that |f | ≤ |f | on X by the 1-Lipschitz continuity of f .
Lemma 4.6. We havef = f on X.
Proof. For 0 ≤ α ≤ 1, we set t − (α) := t − (f * µ X ; α) and t + (α) := t + (f * µ X ; α).
Note that t − (1/2) is the minimum of medians of f and t + (1/2) is the maximum of medians of f . Since f has 0 as an median, we have
Let us first prove f * µ X =f * µ X . Let κ be any real number with 0 < κ ≤ 1. We see that
Since f * µ X dominatesf * µ X , we see
We thus obtain
for any α ∈ ( 0, 1/2 ], which yields f * µ X =f * µ X .
Suppose that there is a point x 0 ∈ X such that f (x 0 ) =f (x 0 ). Then we have f (x 0 ) = 0, becausef (x 0 ) = 0 if f (x 0 ) = 0.
Assume that 0 < f (x 0 ) =f (x 0 ). We have f (x 0 ) <f (x 0 ). Setting
. This is a contradiction.
In the case where 0 > f (x 0 ) =f (x 0 ), we are led to a contradiction in the same way. We thus obtain f =f on X. This completes the proof of Lemma 4.6. Lemma 4.7.
(1) If inf f > −∞, then f has a unique minimizer. (2) If sup f < +∞, then f has a unique maximizer.
Proof. (2) follows from applying (1) for −f .
We prove (1). Let us first prove the existence of a minimizer of f . We find a sequence of points x n ∈ X, n = 1, 2, . . . , in such a way that f (x n ) converges to inf f as n → ∞. If {x n } has a convergent subsequence, then its limit is a minimizer. Suppose that {x n } has no convergent subsequence. Replacing it by a subsequence, we assume that d X (x m , x n ) ≥ 2δ > 0 and f (x n ) < inf f + δ/2 for any natural numbers m = n and for a real number δ > 0. Define b := inf f + δ, r n := dX(x n ,f −1 (b)), and
for x ∈X. The function g n is 1-Lipschitz continuous onX. It follows from Lemma 4.6 that r n = b − f (x n ) and so δ/2 ≤ r n ≤ δ. Therefore, B δ/2 (x 1 ) and B rn (x n ) for any n ≥ 2 are disjoint to each other. Since
Since (g n ) * µ X is dominated by f * µ X , there is a 1-Lipschitz map h n :
we see that ε n = δ − r n ≥ 0 and ε n → 0 as n → ∞. It follows from g n = f on {f ≥ b} that h n (t) = t for any t ≥ b. We now prove that
In fact, h n does not increase but could decrease the distance between two points. However, since h n ([ inf f, b ]) ⊃ [ inf g n , b ], the function h n decreases the distance between two points not more than ǫ n . In particular, if a real number t ∈ supp f * µ X satisfies t < b−ǫ n , then h n (t) = b. This implies (4.9).
By (4.9) and (4.8),
which is a contradiction. The function f has a minimizer.
We next prove the uniqueness of the minimizer of f . Suppose that f has two different minimizers p and q. We take a real number b with inf f < b < sup f . Define r := b − inf f and
The function g is 1-Lipschitz continuous onX. By inf g = inf f , Lemma 4.2 implies g * µ X = f * µ X . However, in the same discussion as in (4.8), we obtain
which is a contradiction. This completes the proof of Lemma 4.7.
Proof of Theorem 4.1. Without loss of generality, it may be assumed that f has 0 as an median. By Lemma 4.6, the functionf defined in (4.7) is a 1-Lipschitz extension of f . We prove (1) . By Lemma 4.7, the function f has a unique minimizer p ∈ X and a unique maximizer q ∈ X. Applying Lemma 4.5 for g :=f ,
for any x ∈ X, which together with the 1-Lipschitz continuity of f leads us to (1).
We prove (2) . By Lemma 4.7, the function f has a unique minimizer p ∈ X. Applying Lemma 4.5 for g :=f ,
which together with the 1-Lipschitz continuity of f leads us to (2) . (3) is obtained by applying Lemma 4.5 for g :=f .
This completes the proof of Theorem 4.1.
Proof of Main Theorem
In this section, we prove Theorems 1.2, 1.4, and 1.5 by using Theorems 3.4 and 4.1.
We need the following lemma.
Lemma 5.1. Let ν be a dominant of an mm-space X such that
Then, there exists a 1-Lipschitz function f : X → R such that f * µ X = ν.
Proof. Let x 0 ∈ X be a fixed point. There is a sequence of 1-Lipschitz functions f n : X → R with f n (x 0 ) = 0 such that Var λ (f n ) converges to ObsVar λ (X) = Var λ (ν) as n → ∞. By Lemma [29, Lemma 4.45], there is a subsequence of {f n } that converges in measure to a 1-Lipschitz function f : X → R. We denote the subsequence by the same notation {f n }. It follows from [29, Lemma 1.26] that (f n ) * µ X converges weakly to f * µ X as n → ∞. Since ν dominates (f n ) * µ X , there is a 1-Lipschitz function h n : R → R for each n such that (h n ) * ν = (f n ) * µ X . Since (h n ) * ν converges weakly and by the 1-Lipschitz continuity of h n , we have the boundedness of {h n (t)} for any fixed t ∈ R. By the Arzelà-Ascoli theorem, there is a subsequence of {h n } that converges uniformly on compact sets. We replace {n} by such a subse-
for any x, x ′ ∈ R and Var λ (ν) < +∞, the Lebesgue dominated convergence theorem proves that Var λ ((h n ) * ν) converges to Var λ (h * ν) as n → ∞. We therefore have Var λ (h * ν) = Var λ (ν), which together with the 1-Lipschitz continuity of h implies that h is an isometry on the support of ν. Since (f n ) * µ X = (h n ) * ν converges weakly to f * µ X and also to h * ν, we obtain f * µ X = h * ν. Leth : R → R be the isometric extension of h| supp ν . The composition f •h −1 is the desired 1-Lipschitz function. This completes the proof.
Lemma 5.2. Let f : X → R be a 1-Lipschitz function on an mmspace X such that f * µ X is a dominant of X, and let γ : I → X be a 1-Lipschitz curve defined on an interval I ⊂ R. If f (γ(t)) = f (γ(t 0 ))+t for any number t ∈ I and for a number t 0 ∈ I, then γ is a minimal normal geodesic.
Proof. The assumption and the 1-Lipschitz continuity of f and γ together imply
for any s, t ∈ I. This complete the proof.
Proof of Theorem 1.2. Let X be an essentially connected geodesic mmspace with fully supported Borel probability measure such that X satisfies IC(ν) for a measure ν ∈ V λ . Theorem 3.4 implies that ν is an iso-dominant of X. We therefore have
We assume the equality of the above. By Lemma 5.1, there is a 1-Lipschitz function f : X → R such that f * µ X coincides with ν up to an isometry of R. Applying Theorem 4.1 for X (=X) and f yields one of (1), (2) , and (3) of Theorem 4.1.
In the case of (2), we prove that for any point x ∈ X there is a ray emanating from the minimizer p of f and passing through x. In fact, we have a minimal geodesic from p to x, say γ. We extend γ to a maximal one as a minimal geodesic from p. If γ is not a ray, then it extends beyond x by (2-b), which is a contradiction to the maximality of γ. Thus, X is covered by rays emanating from p.
In the case of (3), the discussion using (3-a) proves that X is covered by the a family of normal straight lines γ λ , λ ∈ Λ, such that
for any t ∈ R and λ ∈ Λ. Assume that γ λ and γ λ ′ have a crossing point γ λ (a) = γ λ ′ (b). Let σ(t) := γ λ (t) for t ≤ a and σ(t) := γ λ ′ (t − a + b) for t > a. Then, σ : R → X is a 1-Lipschitz curve. It follows from (5.1) that f (σ(t)) = f (σ(0)) + t for any t ∈ R. Lemma 5.2 yields that σ is a minimal normal straight line, i.e., the crossing point γ λ (a) = γ λ ′ (b) is a branch point of γ λ and γ λ ′ . This completes the proof of Theorem 1.2.
For the proof of the splitting theorem, we need the following lemma.
Lemma 5.3. Let X be a complete and connected Riemannian manifold with a fully supported smooth probability measure µ X and let ν ∈ V λ , where λ : [ 0, +∞ ) → [ 0, +∞ ) is a strictly monotone increasing continuous function. If X satisfies IC(ν) and if Var λ (f ) = Var λ (ν) for a 1-Lipschitz function f : X → R, then f is a C ∞ isoparametric function satisfying |∇f | = 1 everywhere on X.
Proof. Theorem 3.4 tells us that the distribution of f coincides with ν up to an isometry of R and is an iso-dominant of X. By Theorem 4.1, we have
for any a ∈ R and ε > 0, so that the sublevel sets of f realize the isoperimetric profile of X. The first variation formula of weighted area (see [22, §18.9] and [12, §9.4 .E]) proves that each level set of f has constant weighted mean curvature with respect to the weight µ X . By the result of [1] , each level set of f is a hypersurface possibly with singularities. However, by Theorem 4.1(3), the level sets of f are all perpendicular to the minimal geodesics foliating X. Thus, there are no singularity in the level sets of f and also no focal points to the level sets. Therefore, f is of C ∞ and |∇f | = 1 everywhere on X. As a result, f turns out to be an isoparametric function on X.
Proof of Theorem 1.4. We apply Theorem 1.2 for the one-dimensional standard Gaussian measure γ 1 on R as ν. Let f : X → R be a 1-Lipschitz function attaining the λ-observable variance of X. By Lemma 5.3, the function f is a C ∞ isoparametric function with |∇f | = 1 everywhere. By translating f if necessary, the distribution of f coincides with γ 1 . The weighted area of f −1 (t) with respect to µ X is
We have A ′ (t) = −tA(t). Since the weighted mean curvature coincides with the drifted Laplacian of f , we see Remark 5.4. We see that the first nonzero eigenvalue (or the spectral gap) λ 1 of the drifted Laplacian on a complete Riemannian manifold X with a full supported Borel probability measure satisfies
.
In fact, since the energy of any 1-Lipschitz function on X is not greater than one, the Rayleigh quotient of any 1-Lipschitz function is not greater than the inverse of the variance of it, which proves (5.2).
Assume that a complete and connected Riemannian manifold X has Bakry-Émery Ricci curvature bounded below by one. In the case where ObsVar t 2 (X) = 1 (= Var t 2 (γ 1 )), the inequality (5.2) implies λ 1 ≤ 1. Thus, Theorem 1.4 for λ(t) = t 2 is also derived from the following.
Theorem 5.5 (Cheng-Zhou [10] ). Let X be a complete and connected Riemannian manifold with a fully supported smooth measure µ X of Bakry-Émery Ricci curvature bounded below by one. Then, the drifted Laplacian has only discrete spectrum and we have
The equality holds only if X is isometric to Y × R and µ X = µ Y ⊗ γ 1 up to an isometry, where Y is a complete Riemannian manifold with a smooth probability measure µ Y of Bakry-Émery Ricci curvature bounded below by one.
If ObsVar t 2 (X) = 1, then the function f : X = Y × R → R defined by f (y, t) = t attains the observable variance of X and also is an eigenfunction for λ 1 = 1.
We prove Theorem 1.5.
Proof of Theorem 1.5. We assume that X as in the theorem satisfies IC(ν) for a measure ν ∈ V with compact support. Theorem 3.4 tells us that ν is a dominant of X. Let ϕ : X → R be any 1-Lipschitz function.
Assume diam X = diam supp ν. By the compactness of X, there is a pair of points p, q ∈ X attaining the diameter of X. Letting f := d X (p, ·), we have diam supp f * µ X = diam f (X) = diam X = diam supp ν, which together with f * µ X ≺ ν proves that f * µ X and ν coincide with each other up to an isometry of R and, in particular, ObsVar λ (X) ≥ Var λ (f ) = Var λ (ν). Since ν is a dominant of X, we obtain ObsVar λ (X) = Var λ (ν).
Conversely, we assume ObsVar λ (X) = Var λ (ν). By Lemma 5.1, we find a 1-Lipschitz function f : X → R such that f * µ X = ν. We therefore have diam X ≥ diam f (X) = diam supp f * µ X = diam supp ν, so that diam X = diam supp ν. This completes the proof.
Cheeger Constant and Isoperimetric Comparison Condition
Definition 6.1 (Cheeger constant). The Cheeger constant h(X) of an mm-space X is defined by
The purpose of this section is to prove the following proposition, which is useful to obtain an mm-space with the isoperimetric comparison condition. We have an application of this proposition in Section 7.2. Proposition 6.2. Let X be an mm-space with positive Cheeger constant. Then, X is essentially connected and satisfies IC(ν) for some measure ν ∈ V. If, in addition, I X is Lebesgue measurable, then
for some ν ∈ V.
We refer to [28, Section 1] for the descriptions for several works concerning the regularity of the isoperimetric profile of a Riemannian manifold. E. Milman [20, Lemma 6.9] proved the (n − 1)/n-Hölder continuity of the isoperimetric profile of a complete and connected Riemannian manifold with an absolutely continuous probability measure with respect to the volume measure such that its density is bounded from above on every ball. This together with Proposition 6.2 implies the following. Corollary 6.3. Let X be a complete and connected Riemannian manifold and µ X a fully supported probability measure on X absolutely continuous with respect to the volume measure such that its density is bounded from above on every ball in X. Assume that (X, µ X ) has positive Cheeger constant. Then there exists a measure ν ∈ V such that
For the proof of the proposition, we prove a lemma.
Lemma 6.4. Let ϕ : ( 0, 1 ) → [ 0, +∞ ) be a Lebesgue measurable function such that 1/ϕ is locally integrable on ( 0, 1 ). Then, there exists a measure ν ∈ V such that
where V is the cumulative distribution function of ν. for x ∈ ( 0, 1 ). Then, ρ is a strictly monotone increasing and locally absolutely continuous function with connected image Im ρ. We denote by V : Im ρ → ( 0, 1 ) the inverse function of ρ. The function V is also strictly monotone increasing. Since lim t→(inf Im ρ)+0 V (t) = 0 and lim t→(sup Im ρ)−0 V (t) = 1, there exists a Borel probability measure ν on R possessing V as its cumulative distribution function. For any two real numbers a and b with 0 < a ≤ b < 1, we see that
so that d(V * L 1 )(t) = (1/ϕ(t)) dt. This implies that
Thus, ν is absolutely continuous with respect to L 1 with density ϕ • V . Since V ′ is also a version of the density of ν, we have ϕ • V = V ′ L 1 -a.e. This completes the proof.
Lemma 6.5. Let X be an mm-space with positive Cheeger constant. Then we have the following (1), (2) , and (3).
(1) X is essentially connected. Proof. It follows from the definitions of h(X) and I X (v) that h(X) ≤ I X (v) min{v, 1 − v} for any v ∈ Im µ X \ {0, 1}. Since h(X) > 0, we have I X (v) > 0, which implies (1). Setting ϕ(v) := h(X) min{v, 1 − v} for v ∈ ( 0, 1 ), we have (2) . If I X is Lebesgue measurable, then the local integrability of 1/I X on ( 0, 1 ) follows from (2) . This completes the proof.
In fact, there is a complete Riemannian manifold X satisfying (2), (3), and with positive Cheeger constant (see, for example, [5] ). By Proposition 6.2, there is a measure ν ∈ V such that X satisfies IC(ν). Note that Corollary 1.3 proves ObsVar λ (X) < Var λ (ν).
Appendix: Variance of Spherical Model
In this section, we prove (1.2) and see some consequent results. We write Var(·) := Var t 2 (·) and ObsVar(·) := ObsVar t 2 (·).
Proof of (1.2). For N ∈ [ 0, +∞ ), we define F N (x) := For N ∈ [ 2, +∞ ), since
we have
Setting x = 0, we obtain
Therefore, for N ∈ ( 0, +∞ ), ζ(2, h) and, for N ∈ ( 0, +∞ ),
This completes the proof of (1.2).
From (1.2), we observe that 
