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Consider a solution space S, consisting essentially of linear combinations of 
continuous functions and poles with integration over the poles defined by Cauchy’s 
principal value. In S, the linear integral equation of the third kind is shown to have 
properties similar to those of the Fredholm equation of the second kind. The space 
S, is a subspace of a solution space P, previously studied where no unique solution 
to the non-homogeneous third-kind equation exists. Solutions in S, may be 
explicitly constructed via Fredholm theory. For simplicity full details are presented 
only for the case involving a single pole. Generalization to the case of several poles 
is, however, briefly discussed. 
1. INTR~OUCTI~N 
This paper is an outgrowth and continuation of work previously reported 
in [ 11. Most of the earlier papers on the subject are traceable via the 
citations in[ 11. Our interest inthird-kind equations arose because of their 
appearance in scattering theory research [2,3]. In such work the properties 
of a nonlinear operator are investigated by studying its Frechet derivative, 
the latter being a related linear integral operator. Singularities of the Frtchet 
derivative are generally associated with special behavior of the nonlinear 
operator. In the scattering theory investigations the Frechet derivative 
became singular at critical parameter values by changing from a regular 
second-kind Fredholm operator to a so-called third-kind operator. The 
inversion fa third-kind operator is equivalent tothe solution ofa linear 
integral equation of the third kind. Even though the subject is more than 
70 years old, surprisingly fewpapers have focused on third-kind operators 
per se. 
Herein, the third-kind operator gI - K, is defined in terms of the third- 
kind linear integral equation 
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where the parameter A as well as the given functions g, f, and K are allowed 
to be complex. By hypothesis K and f are sufficiently well behaved so that if 
g = 1, then (1.1) is a regular second-kind Fredholm equation. Our concern is 
the situation where g changes sign in [a, b] so that ordinary Fredholm theory 
[4] no longer applies. To be specific, assume that g is continuous and has 
only simple zeroes in [a, b] at t = ti, i= l,..., n, with a # t, # b. Also assume 
that g’ exists and is continuous near each ti with g’(ti) # 0. The continuity 
assumptions off and K are given in Section 2. Let t = { ti ] g(ti) = 0). 
In general, (1.1) does not have a solution within the space of continuous 
functions, o on this space the inverse of g1 - K, does not exist. It has been 
shown, however, that if cp is assumed to lie in a space D, of generalized 
functions of the form 
p(t) = i oiJ(t - ti) + Y(t)9 
i=I 
(1.2) 
where the wi are constants, 6 is Dirac’s generalized function, and y is a 
continuous function, then Fredholm-type theorems hold for (1.1). The 
continuous part of the solution, y(t), is obtained as the solution of a regular 
Fredholm equation, while the wi are explicit functionals of y. 
A second solution space P, also has been considered in which generalized 
functions are of the ,form 
I = ~ Uis(t - ti) + P- x(t) 
i=l L?(t) ’ 
where x is continuous, as is X’ near t = ti, and where P indicates that 
Cauchy’s principal value is used for integrations of g-l. When f vanishes 
identically, (1.1) always has a nontrivial solution in P,, so (1.1) cannot have 
a unique solution in this space. Speaking loosely, the space P, is too big. It 
was noted in [l] that when a particular solution of (1.1) exists in P,, one 
can frequently parametrize the infinite manifold of P, solutions in terms of 
the wi or equivalently the x(ti). Therefore, sometimes one might be able to 
pick out a unique solution in P, by choosing the X(ti) such that all the 
wi = 0. However, the ramifications of such a possibility were not explored. 
This will be done in the present article. 
Here we assume that ~1 is in a space 9, c P, of functions of the form (1.3) 
with the oi = 0. That is, by assumption cp E 9, means that (D can be 
expressed as 
P(f) = p 
40 
go = ,$, P,PrW WV) + u(t)7 
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with norm 
where pi = x(ti), where y is continuous in [a, b], and where the somewhat 
arbitrary set of continuous functions pi(t) satisfies pi(tj) = 6, with pi 
continuous near each ti. See [ 1 ] for examples of pi. We find that if rp E YT, 
then Fredholm-type theorems hold for (1.1) which are direct analogues of 
those found to hold when a, E D,. For example, generally either (1.1) will 
have a unique solution or nontrivial solutions will exist for (1.1) with f 
identically zero. 
As in [ 1 ] our method of proof will be to reduce (1.1) algebraically to
equivalent ordinary second-kind Fredholm equations. For simplicity we give 
the theorems and proofs only for the case when g has one zero; the extension 
to the case of more than one zero involves expressions with matrices and 
determinants. This is briefly described at the end of the paper. In the next 
section we present wo preliminary theorems which are needed subsequently. 
Theorem 1 is analogous to Theorem 6 of [ 11. In Section 3 we prove our prin- 
cipal result, Theorem 3, which is analogous to Theorem 1 of [ 11. The 
statement at the end of the last paragraph, the analogue of Theorem 8 of [ 11, 
follows trivially from Theorems 2 and 3. 
2. ANALYSIS OF THE h(O)=0 CASE 
Except for f” continuity and using (1.4) instead of (1.2) or (1.3), our 
notation, terminology, and assumptions on f and K are the same as those in 
[ 11. For convenience let us briefly restate them. In operator notation we 
write (1.1) as 
Cd--,Jv=f 
and define the adjoint equation of (1.1) or (2.1) to be 
(2.1) 





where g is the complex conjugate of g, etc., and K*(t, f’) = ti(t’, f). The 
limits of integration will be suppressed hereafter. The equation for rp or II/ is 
called homogeneous when f vanishes identically. The functions f and g are 
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assumed to be continuous in [a, b] and the kernel K is assumed to be 
continuous in the square [a, b] x [a, b]. F or simplicity 0 E (a, b) is assumed 
to be the only zero of g. Existence and continuity are assumed of the 
derivatives g’, f’, and f” near 0 and of the derivatives X(t, t’)/at, 
aK(t, t’)/&‘, and a2K(t, t’)/at at’ in narrow rectangular neighborhoods along 
the t-axis and the P-axis. By hypothesis g’(0) # 0. Finally, define 9 = LYT 
when r= {0} withp, = 1 in (1.4). 
Hereafter we will always consider q and I,U to be members of the Banach 
space 9; hence, 
and 
gb(t) = g(t) P(f) = P + g(t) v(Q (2.4) 
K, p(t) = ApP j K(t, t’) g-l@‘) dt’ + I !’ K(t, t’) y(f) dt’. 
Note that K, is completely continuous and that 
gW0) = L;&J gw P(t) = P* 
Thus, by substitution (1.1) becomes 





h(t) = -1 + AP 
J 
K(t, t’) g- ‘(t’) dt’. (2.8) 
One can verify that h’ exists and is continuous near 0 by adding and 
subtracting M(t, O)P( g-‘(f) dt’, by using 1’Hospital’s rule to define O/O 
expressions continuously, and by using the usual theorem for differentiation 
under an integral sign. 
Two approaches to (2.7) will be used depending upon whether or not 
h(O) = 0. In Section 3 we will see that when h(O) # 0 the properties of a 
third-kind operator can be related to its adjoint since then the null spaces are 
of equal dimension. In the h(O) = 0 case considered in this section, however, 
we are not always able to establish such a relationship. Nevertheless, we 
know of no example where such a relationship sruled out. The situation is 
analogous to the case described in Section 4 of [ 1 ] for the solution space D,. 
Indeed, the argument presented therein to establish Theorem 6 is easily 
modified to prove: 
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THEOREM 1. The null spaces N(g1 - K,), N(gl - KX) c 9 are finite 
dimensional. 
The details are omitted since they so closely resemble the argument in [ 11. 
Our approach to the h(0) = 0 case is best illustrated by the proof of the 
following theorem. 
THEOREM 2. Zf g(t) has only one zero, say, at t = 0, in (a, b), with 
g’(0) # 0 and h(0) = 0, then either (a) (1.1) has a unique 9 solution, or (b) 
the homogeneous form of (1.1) has a finite number k > 1 of linearly 
independent ontrivial 9 solutions. 
Proof. Theorem 1 provides the reason for the finiteness ofk. Consider 
first he possibility f(0) # 0. Evaluate (2.7) at t = 0, multiply the result by 
f/f(O), and subtract from (2.7) to obtain 
g(t) y(t) = ph(t) + A 1 [K(t, t’) - -$$ K(0, t’)] y(t’) dt’. (2.9) 
Since the right side of (2.9) vanishes identically at t = 0 and has a 
continuous first derivative in a neighborhood of 0, we may divide by g and 
thus obtain an ordinary Fredholm equation of the second kind in the space 
of functions that are continuous on [a, b]. (One may use 1’Hospital’s rule to 
evaluate the O/O limits.) Hence, (2.9) either has a unique continuous solution 
for each p # 0 or else it has a nontrivial continuous solution with p = 0. In 
either case, if y is a nontrivial solution of (2.9) and if 
N = -A 
1 
K(0, t) y(t) dt = 0, (2.10) 
then rp = pPg- ’ + y is a nontrivial solution of the homogeneous form of 
(1.1); i.e., (b) holds. On the other hand, if N # 0, then one can verify that 
dt> =f(O) N-'bW'(0 + y(t)1 (2.11) 
is a solution of (1.1). Obviously either (b) holds or this solution is unique 
and (a) follows. 
Now suppose f(0) = 0. If K(0, t) vanishes identically, case (b) always 
holds. This may be seen by puttingf = 0 and dividing by g in (2.7) to get an 
ordinary second-kind Fredholm equation for y: 
y(t) = ph(t) g-‘(t) + Ag- ‘(t) jK(t, t’) y(t’) dt’. (2.12) 
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Since one may take p = 0 or p # 0 as circumstance dictates, onemay always 
find a nontrivial solution y of (2.12) such that a, = pPg- ’ + y is a nontrivial 
solution tothe homogeneous third-kind equation. 
Finally, suppose K(0, t) does not vanish identically and f(0) = 0. We 
reduce this case to the casef(0) # 0 by the substitution 
Thus, 
(p(f) = x(t) + @A 0 (2.13) 
(2.14) 
with 
fi(t) = f(t) - g(t) R(O, t) + A 1 K(t, t’) K(O, t’) dt’ (2.15) 
and 
fi(0) = 1 ( IK(O, t)l’ dt f 0. (2.16) 
In the next section we will show that the conclusion f this theorem still 
follows when h(0) # 0. 
3. THE QUASI-FREDHOLM CASE, h(O)#O 
Now we use an alternate and more informative approach to (1.1) so that 
we may prove the analogue of Theorem 1 of [I]. 
THEOREM 3. Zf g(f) has only one zero, say, at t = 0, in (a, b) with 
g’(0) # 0, and either 
h(O)=-1 +AP[K(O,t)g-‘(t)dtfO, (3. la) 
or 
i*“(o) = -1 + IPI g-‘(t) K(t, 0) dt # 0, (3. lb) 
then either (a) both (1.1) and (2.2) haue unique 9 solutions, or (b) the 
homogeneous forms of (1.1) and (2.2) each have a finite number k > 1 of 
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Iinearly independent nontrivial 9 solutions and (1.1) has a 9 solution ift 
and only if, for every v E 9 satisfying the homogeneous adjoint equation 
(,gl--KX)v=O, (3.2) 
one has 
J y/(t) f(t) dt = 0. (3.3) 
Clearly in case (b), the general 9 solution of (1.1) is obtained by linear 
combination from a particular solution and the linearly independent 
solutions of the homogeneous equation 
(g1 - K,)q = 0. (3.4) 
Notice that the theorem is trivial ifI = 0 since then (a) always holds (in 
contrast tothe case in [ 1 ] where (b) prevails ifA= 0). 
Proof: Without loss of generality we assume that (3.la) holds; otherwise 
the discussion iscarried out in terms of (2.2) and KX instead of (1.1) and 
K,. Thus by assumption 
h(0) f 0. (3.5) 
We may obtain an expression for p by evaluating (2.7) at t = 0, 
p = _ f(O) + 1 mf W, t’> v(t’) dt’ 
h(O) 
(3.6) 
When this is substituted into (2.7) one obtains 
h(t) g(t) y(t) = f(t) -f(O) ho + A J[ 
40 
K(t, t’) - K(O, t’) ho 1 I dt’. (3.7) 
Under assumption (3.5), the pair (3.6) and (3.7) are equivalent to(1.1) 
since if a, = pPg- ’ + y is a solution f(1. l), then p is fixed in terms of y by 
(3.6) and y satisfies (3.7). Conversely, ify satisfies (3.7) and p is detined by 
(3.6), then one can verify that rp =pPg-’ + y is a solution of (1.1). 
Obviously an equation like (3.7) would be obtained if one assumed (3.lb) 
instead of (3.la). Our assumptions on g, f, and K imply that, after dividing 
by g, (3.7) is an ordinary Fredholm equation of the second kind in the space 
of continuous functions. Hence, (3.7) may fail to have a unique continuous 
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solution only if there exist a finite number k > 1 of nontrivial, linearly 
independent, continuous solutions to the equations 
~0’) df’, (3.8) 
z(t) = 1,[ K(t’, t) -K(0, t) -
W) 40 dt, 
I - w k?(f) * (3.9) 
Notice that (3.9) is not the adjoint homogeneous equation in 9, (3.2); one 
obtains (3.9) by dividing (3.8) by g(t) and then taking the adjoint in the 
usual Fredholm sense. 
Also notice that if z is any continuous solution of (3.9), then z’ exists and 
is continuous in a neighborhood of 0. Hence, w(t) = Pz(t)/g(t) is in .Y and 
satisfies 
(gI -K,)* ty = -i?K(O, *)I [@')/i(O)] I&') dr’. (3.10) 
But since z is a solution of (3.9) and h is given by (2.8), we have, by 
substitution a d an allowed change of integration order, 
i 
v(t) df = P 
i 
z(t) g-‘(t) dt 
=XPjdt’z(t’)g-‘(t’)Pj&t’,r)g-‘(?)dt 
-1P j i@) z(t’)[fi(O)~(t’)]-’ dt P @O, t)f-‘(t) dt 
= - [x/&(O)] 
C 
P j dt’ z(f) S- ‘(t’) P j f?(r’, t) g-‘(r) dt 
-j w(f)dtpI~(O, t’)g-‘(t’)dt’ 1 . (3.11) 
This may be solved for I II/ by transposing the last term on the right side to 
the left side and then multiplying by --6(O). Thus one gets 
j I,@) dt = ;i j dt’ u/(f) P j d(t’, t) s- ‘(t) dt, (3.12) 
that is, 
i 
k(f) y(t) di = 0. (3.13) 
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Consequently the right side in (3.10) is zero and w is a solution of (3.2), the 
adjoint homogeneous equation. Conversely, if v(t) is any solution of (3.2) in 
%8, then (3.13) follows trivially and z(t) = g(t) v(t) necessarily satisfies (3.9). 
Hence, when h(O) # 0, the dimension k of the null space of g1 - K, is equal 
to the dimension of the null space of g1 - K,*, whether or not (3.lb) holds. 
Furthermore, if there exist k > 1 linearly independent nontrivial solutions yi 
and zi, i = l,..., k, of (3.8) and (3.9), respectively, then one can verify that 
the quantities 
vi(t) =piPg-‘(f) + YiCfh (3.14) 
where 
Pi = -[n/h(O)] j K(O, 1) Yi(t) dt, (3.15) 
satisfy (3.4) and are linearly independent, while the quantities 
ViCf) = Pzi(c)/g(t) (3.16) 
satisfy (3.2) and are linearly independent. In summary, (3.5) implies that 
either the first part of (b) is true or (1.1) has a unique solution. 
The second part of (b) follows immediately from the complex conjugate of 
(3.13) and the well-known condition for (3.7) to have a solution when (3.8) 
has nontrivial solutions. That is, 
jli(t)g-‘(1)[S(t)--f(O)h(t)lh(0)1 dt=( ~(t)f(t>dt=O* (3.17) 
It remains to be shown that (2.2) has a unique solution whenever (1.1) has 
one. If in addition to (3.la) we knew that (3.lb) held, then obviously a 
repetition of the preceding arguments using (2.2) instead of (1. 1), would 
suffice to finish the proof. The awkward case is when (3.lb) does not hold. 
In this case we invoke Theorem 2, as applied to the adjoint operator 
g7 - Kz. That is, knowing k = 0 we may use Theorem 2 to infer the actual 
existence of a solution to (2.2). 
We conclude with some final remarks. First, we emphasize that, when 
both (3. la) and (3. lb) fail to hold, the dimensions of the null spaces of 
gI - K, and its adjoint might be unequal. However, we know of no example 
where they are not equal. Second, when h(O) # 0, one has from Fredholm 
theory [4] that a solution rp of (1.1) is a meromorphic function of 1 with no 
singularity atL = 0. This is obvious from (3.8) for y and from (3.6) for p. 
Third, if g has a finite number n > 2 of simple zeroes ti, then Theorem 1 is 
generalized as in [ 1 ] to the space Y,, with an extension of the smoothness 
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requirements on f and K to the neighborhoods of the ti. One sees from (1.4), 
(2.1), and (2.3) that p, h, and 6* generalize to column matrices with 
elements pi, 
hi(t) = -pi(t) + UP I K(t, t’) pi(t’) g-‘(t’) dt’, (3.18) 
and 
Kf(E(t) = -pi(t) + AP C g-‘(t’) pi(t’) K(t’, t) dt’. (3.19) 
If the determinants, det[hi(tj)] and det[h:(tj)], are both not zero, then the 
conclusion of Theorem 3 holds in YT since the proof generalizes with only 
trivial modifications because of the matrix expressions. Unfortunately, a
satisfactory generalization fTheorem 2 is yet to be found for handling the 
case 
det[hi(tj)] det[h,*(Cj)] = 0. (3.20) 
For the space D, a similar awkward case arises when det[K(ti, tj)] = 0. 
Theorem 9 of [ 1 ] sometimes may be of use in these cases. For the YT spaces 
one has the additional possibility ofexploiting the arbitrariness of the set of 
pi functions. One may be able to select a different set Ofpi such that (3.20) is 
not true for the associated set of (h,, hT). Thus, one would pass to a different 
,S, type space wherein the conclusion of Theorem 3 would hold. 
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