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The electronic structure of Si(110)“16× 2” double-domain, single-domain and 1× 1 surfaces have
been investigated using spin- and angle-resolved photoemission at sample temperatures of 77 K and
300 K. Angle-resolved photoemission was conducted using horizontally- and vertically-polarised
60 eV and 80 eV photons. Band-dispersion maps revealed four surface states (S1 to S4) which were
assigned to silicon dangling bonds on the basis of measured binding energies and photoemission
intensity changes between horizontal and vertical light polarisations. Three surface states (S1, S2
and S4), observed in the Si(110)“16× 2” reconstruction, were assigned to Si adatoms and Si atoms
present at the edges of the corrugated terrace structure. Only one of the four surface states, S3,
was observed in both the Si(110)“16× 2” and 1× 1 band maps and consequently attributed to the
pervasive Si zigzag chains that are components of both the Si(110)“16 × 2” and 1 × 1 surfaces. A
state in the bulk-band region was attributed to an in-plane bond. All data were consistent with the
adatom-buckling model of the Si(110)“16× 2” surface. Whilst room temperature measurements of
Py and Pz were statistically compatible with zero, Px measurements of the enantiomorphic A-type
and B-type Si(110)“16 × 2” surfaces gave small average polarisations of around 1.5% that were
opposite in sign. Further measurements at 77 K on A-type Si(110)“16 × 2” surface gave a smaller
value of +0.3%. An upper limit of ∼ 1% may thus be taken for the longitudinal polarisation.
I. INTRODUCTION
Spintronics encapsulates the generation, manipulation
and detection of electron spins for use in devices primarily
related to digital (binary) signal processing [1–3]. Of key
utility in such devices are “spin transitions”. Consider-
able effort has been focused on the use of magnetic mate-
rials for injection of spin-polarised electrons into semicon-
ductors, in the field called “magneto-spintronics” [4–6].
However, impedance mismatching between a magnetic
metal and a semiconductor represents a major design
problem [7, 8]. Theory shows that the higher-resistance
semiconductor significantly depolarises the spin current
from the ferromagnet unless the current is initially com-
pletely spin polarised. Several approaches have been
taken to overcome this problem, including injection of
electrons into the conduction band [9], introduction of
a tunnel contact between the semiconductor and ferro-
magnet [10], and replacing the magnetic metals with a
Heusler alloy [11, 12]. Another approach is to use a
semiconductor to generate the spin-polarised current [13].
Incorporation of silicon into spintronic devices is partic-
ularly important for compatibility with current CMOS
technology [9]. Hence silicon is widely used as a sub-
strate; the weak spin-orbit interaction is advantageous
because it leads to spin coherence lengths of up to 1 µm
[14], which allows manipulation of the spin current.
Following pioneering work by a number of groups, non-
magnetic surfaces are now well-known to give rise to spin
separation, good examples being those of heavy metals
[15, 16] and topological insulators [17]. In both these
cases the spin-orbit interaction is a key driver for the
effect, coupled with the lack of inversion symmetry at
surfaces. An additional property that can give rise to
electron spin-polarisation effects is chirality; the trans-
port of spin-polarised electrons through both random-
and ordered-arrays of chiral molecules has been investi-
gated [18, 19]. Experiments probing the scattering of a
transmitted electron beam through an enantiomerically-
pure chiral target vapour have shown that the sign of
the transmission asymmetry inverts upon changing the
target molecule handedness [20]. This inversion was elu-
cidated by the earlier theoretical work of Farago [21].
The ordered enantiomers R,R and S,S 2-diphenyl-1,2-
diethanediol adsorbed onto in-plane-magnetised Co thin
films gave results that showed electrons spin polarised in
their initial state (before photoexcitation) cannot only
be changed in magnitude but also in direction after pas-
sage through chiral layers of adsorbates [22]. In addi-
tion, this study revealed that complications may occur
due to differences in adsorption geometry between enan-
tiomers. Of particular note with reference to adsorbates
is the pioneering work of Naaman and coworkers on spin-
filtering through double stranded DNA oligomers that
has been shown to give polarisations of between 50 and
60% [23, 24]. The potential importance of these find-
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2ings for spintronics applications was clearly recognised,
but the molecular adsorbate/semiconductor combination
is sub-optimal for technological applications. Given this
we decided to investigate the surface electronic structure
of a chiral reconstruction of silicon using spin-resolved
photoemission.
In order to inform our experimental photoemission
studies, semi-relativistic model calculations were per-
formed upon two-dimensional lattices with and without
mirror symmetry [25]. These showed that for a non-
magnetic two-dimensional lattice without mirror symme-
try (i.e. a chiral lattice), there is a non-zero component
of the spin polarisation that is ordinarily zero for lattices
with mirror symmetry and that this component inverts
between enantiomorphs. The orientation of this inverting
component is parallel to the initial-state crystal momen-
tum of the electron and is thus known as the longitudinal
component.
To determine experimentally if a chiral surface re-
sults in spin-polarised electrons without the need for an
adsorbed chiral layer, our experimental starting point
was to undertake spin- and angle-resolved photoemis-
sion from the well-studied chiral Si(110)“16× 2” surface
[26]. Although the Si(110)“16 × 2” reconstruction has
been investigated using photoemission on a number of
occasions [27–29], this paper discusses the first exper-
imental investigation of the electronic structure of the
chiral Si(110)“16× 2” reconstruction using spin-resolved
photoemission. Furthermore, new angle-resolved pho-
toemission results are reported in which the incident
photon energy and polarisation were varied as well as
the surface temperature and morphology. Previous low-
resolution double-domain band-dispersion maps (binding
energy, EB against k||) have been obtained by Crincenti
et al. [27, 30]. To investigate differences in angle-resolved
photoemission measurements between double and sin-
gle domains, we report here, for the first time, high-
resolution double-domain band-dispersion maps. Our
angle-resolved photoemission results build upon the work
of Sakamoto et al. [29] and Kim et al. [28] using differ-
ent light polarisations to investigate the surface states of
a single domain. This provides new information about
the bonding type that has not been previously reported.
We also contribute to the debate on the Si(110)“16× 2”
atomic arrangement by showing that our angle-resolved
photoemission results are consistent with the AB model.
II. THE SI(110)“16× 2” RECONSTRUCTION
On reconstruction the Si(110)“16× 2” surface can ex-
ist either as a single domain consisting of only one enan-
tiomorph (over several mm) or as a double domain with
small areas of each enantiomorph [26, 31, 32]. The recon-
struction consists of a corrugated terrace structure where
both upper and lower terraces have widths of 2.5 nm and
heights of 0.15 nm [26], the step edge of the corrugated
terrace structure is parallel to either [1¯12] or [11¯2] for
a single-domain sample. On top of both the upper and
lower terraces there are silicon atoms arranged into pairs
of pentagons [31]. In both single and double domains,
the underlying (110) planes are formed of bonded silicon
atoms that are described as zigzag chains [31, 33, 34].
The exact atomic arrangement of the Si(110)“16 × 2”
reconstruction is still under debate and several struc-
tural models have been proposed [31, 35–37]. Stekolnikov
et al. suggested the adatom-tetramer-interstitial model
(ATI) [36] to describe the Si(110)“16×2” reconstruction,
which is no longer accepted because simulated scanning-
tunnelling microscopy (STM) images from it are incom-
patible with experimentally obtained STM images [29].
Currently, the adatom-buckling (AB) model is the pre-
ferred structural picture because it has been shown to
be consistent with both STM and Si 2p Auger spec-
troscopy measurements on a single-domain surface [38].
A schematic diagram of the AB model is presented in
Fig. 1. This model consists of adatoms, shown by the
purple circles, that are arranged into an approximately
pentagonal structure positioned on both the upper and
lower terraces. Each adatom has a dangling bond, and
there are three other types of atoms located at the step
edges also with dangling bonds (DBs): unbuckled atoms
(shown by red circles), buckled-upper atoms (shown by
blue circles), and buckled-lower atoms (shown by yellow
circles). The last set of atoms with DBs are those that
reside on the lower terraces in between the step edge and
the adatoms. In contrast, the Si(110)1 × 1 surface con-
sists of a single exposed layer of zigzag chains containing
a single type of dangling bond [36] which is described by
the rotational-relaxation model [39].
III. EXPERIMENTAL METHOD
A. Sample reconstruction
Two types of 7× 2 mm Si(110) samples were used, la-
belled as A or B where the short axis was parallel to
the [1¯12] or [11¯2] directions, respectively [26]. The sil-
icon wafers were phosphorus doped giving a resistivity
of 4 − 6 Ω cm and were supplied by PI-KEM Ltd. and
SurfaceNet GmbH. Figure 2(a) shows the relative orien-
tation and ‘front’ face, as defined in Ref. [26], of the two
Si(110) sample types. Only the ‘front’ faces were used in
this experiment; these were identified by generating the
1 × 1 surface and relating the observed LEED pattern
with the direct-space lattice vectors.
The chiral Si(110)“16 × 2” reconstruction was gener-
ated by resistively heating the samples using a direct cur-
rent parallel to the sample long axis in an UHV prepa-
ration chamber with a base pressure of 2 × 10−10 mbar.
The samples were outgassed at 650 ◦C for approximately
12 hours, then flashed several times to 1200 ◦C. After the
final flash the samples were annealed for 30 seconds at
720 ◦C and then cooled to room temperature by reducing
the current 30 mA every 30 seconds. LEED was used to
3Key
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with DB
FIG. 1. Schematic diagram of the adatom-buckling (AB)
model that represents the Si(110)“16×2” reconstruction. The
adatoms (shown by the purple circles) are positioned on top
of the first (red, upper) and second (black, lower) layers and
have dangling bonds (DBs). They are arranged into deformed
pentagons which are indicated by the connecting lines. The
first layer contains both unbuckled atoms and buckled-upper
and buckled-lower atoms (shown by the large blue and the
small red and yellow circles) all with DBs; all three atom
types are located at the terrace edges. The second layer has
dangling bonds that are located only on unbuckled atoms be-
tween the terrace edges and the adatoms [29]. The dashed
lines correspond to the step edges and are parallel to either
[1¯12] or [11¯2] for a single-domain sample.
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FIG. 2. (a) Schematic diagram of the ‘front’ faces [26] of
the A and B Si(110) sample types used (θ = 54.7 ◦). (b)
Surface Brillouin zone for the Si(110)1 × 1 surface showing
the high symmetry points X¯ and M¯. The directions shown in
(b) correspond to the real-space directions in (a).
determine the type of Si(110)“16×2” reconstruction gen-
erated. Si(110)1×1 surfaces were produced by quenching
the sample directly from 1200 ◦C to room temperature.
The handedness of the samples was determined a
posteriori and before analysis by photoemission spec-
troscopy. This is because the front of each individual
sample type (A and B) was polished such that the step-
edge direction of the vicinal structure observed at high
temperature [40] was parallel to the short axis of the
sample. Upon successful generation of a single domain,
the reconstruction handedness is known because the step
orientation of the vicinal structure causes the corrugated
terraces to be parallel to the short axis. Therefore, a sin-
gle domain on the front face of A-type or B-type samples
produces only an L or R domain, as defined by Yamada
et al. [32], over mm dimensions.
B. Spin- and angle-resolved photoemission
Photoemission experiments were conducted at the
APE-LE beamline of Elettra Sincrotrone Trieste [41, 42].
Figure 3 shows a schematic diagram of key features of
the end station which was set up to conduct simultane-
ous spin- and angle-resolved photoemission experiments.
The UHV chamber used for photoemission spectroscopy
had a base pressure of 8 × 10−11 mbar. The undulator
associated with the end station allows for the production
of horizontally-, vertically- or circularly-polarised pho-
tons over the energy range of 20 to 120 eV [41]. Both
the horizontally and vertically-polarised photons are re-
ported to have close to 100% linear polarisation [41]. In
angle-resolved measurements for A-type samples, the mo-
mentum direction [1¯12] was resolved i.e. along the Γ¯A¯
line in reciprocal space (Fig. 2(b)). The correspond-
ing resolved momentum direction for B-type samples was
[11¯2], i.e. along the Γ¯A¯
′
line in Fig. 2(b). These direc-
tions were chosen because they are parallel to the step-
edge directions of the corrugated terraces and have not
been probed previously [28, 29]. The Γ¯A¯ and Γ¯A¯
′
lines
do not correspond to symmetry axes, but in the second
Brillouin zone they cross at X¯.
Double-domain band-dispersion maps were obtained
at sample temperatures Ts of 77 K and 300 K with an
experimental energy resolution ∆E = 55 meV. The
ARPES measurements were made with horizontally-
polarised photons at an energy, h¯ω, of 80 eV. Single
domain surfaces were investigated to understand the ef-
fects on the surface states of changing photon energy
and polarisation. These investigations were conducted
at 77 K using horizontally- and vertically-polarised pho-
tons at 60 eV and 80 eV. A band-dispersion map of the
Si(110)1× 1 surface was also obtained at 300 K.
Spin-resolved photoemission (SRPES) experiments
were undertaken using either one of two orthogonal
VLEED polarimeters, VLEED-W and VLEED-B. Both
employ oxygen-passivated Fe(001)-p(1×1) scattering sur-
faces [42–45] that are magnetised along one of two orthog-
4onal axes referred to as the ‘active-scattering-axis’ and
identified by a subscript, for example, VLEED-Wx. The
spin polarisation components of the photoemitted elec-
trons, Px, Py and Pz, are defined by the coordinate sys-
tem shown next to the polarimeters in Fig. 3. The spin
resolving power, S, of the polarimeters (equivalent to the
effective Sherman function in Mott polarimetry [46]) was
taken to be 0.3 [3]. The energy resolutions for the spin-
resolved measurements were 72 meV and 36 meV when
pass energies of 20 eV and 10 eV, respectively, were used.
The lens mode and transfer lens aperture size produced
an angular resolution of 0.75 ◦.
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FIG. 3. Schematic diagram of the end station setup at the
APE-LE beamline of the Elettra Sincrotrone Trieste. Undu-
lator radiation was either horizontally (H) or vertically (V)
polarised and incident at an angle of φ = 45 ◦. The sur-
face crystal momentum that is resolved due to the orientation
of the entrance slit to the hemispherical analyser is labelled
k||. The detected spin polarisation directions are specified by
the coordinate system used for the VLEED-W (Px, Pz) and
VLEED-B (Py, Pz) polarimeters.
Using horizontally-polarised photons of energy h¯ω =
80 eV, preliminary spin polarisation spectra were ob-
tained with a pass energy of 20 eV for a binding energy
range of 0.0 to 1.3 eV. All three spin components were
measured. The polarisation direction of particular inter-
est was Px as it was parallel to the surface crystal mo-
mentum. Hence Px corresponds to the longitudinal di-
rection [25]. SRPES measurements performed at a pass
energy of 10 eV were obtained over the binding energy
range of 1 eV to 1.25 eV for Px. The longitudinal spin
polarisation was also measured for different surface crys-
tal momenta to determine if they exhibited a dependence
on k||.
The sample was moved every 40 minutes during SR-
PES measurements to ensure that its surface was mini-
mally affected by the photon beam. LEED and ARPES
were employed to check for consistency between each sur-
face region. LEED images were used to determine the
single domain areas on the surface, and subsequent SR-
PES measurements were constrained to these areas to
ensure only one domain was being photoexcited. Before
SRPES was performed for a new surface region, band
maps were obtained and the binding energies and k|| val-
ues of all surface states were checked to match those of
the previous region.
The spin-resolved data were obtained from energy-
dependent intensity measurements of the number of elec-
trons reflected by the positively (I+(E)) and negatively
(I−(E)) magnetised iron surfaces. Polarisation values,
P (E), were calculated using a modified version of the
polarisation equation
P =
1
S
I+ − FI−
I+ + FI−
, (1)
where F is an instrumental correction factor [48–50]
and the energy-dependence notation has been omitted.
Errors for the polarisations were obtained using either
a weighted standard deviation or error propagation of√
I± for greater than or fewer than 10 repeat measure-
ments, respectively. The correction factor was either
calculated point-by-point or as an energy-independent
value; see supplemental information for further details
[51]. Spin-resolved energy-distribution curves (EDCs)
were obtained from the polarisations using the standard
spin-intensity equations
I↑ =
(1 + P )I
2
, I↓ =
(1− P )I
2
, (2)
where I↑ and I↓ are the spin-up and spin-down intensities
and I = I+ + I−.
The correction factors were determined using
F =
I+Ta
I−Ta
, (3)
where I+Ta and I
−
Ta are the intensities of an unpolarised
electron beam reflected by the positively and negatively
magnetised polarimeter iron surfaces, respectively. These
were obtained by probing the polycrystalline Ta foil
sample-retaining clips. The spin polarisation for poly-
crystalline Ta is expected to be zero, because the many
microcrystallites are randomly oriented and their aver-
age area (diameter of 22 µm) is an order of magnitude
smaller than the of area the beam spot (150 × 50 µm).
Furthermore, their unpolished nature and the presence
of Ta surface oxides and carbides should average any po-
tential spin polarisation contributions to zero.
The highest precision Si longitudinal polarisation mea-
surements were made at 77 K with VLEED-W and were
expected to be small [25]. Hence it was necessary to
obtain particularly good statistics for the reflected inten-
sities I+Ta and I
−
Ta generated from low temperature Ta for
this polarimeter. The apparatus performance was highly
optimised and the scattered intensities shown in Fig. 4
are clearly very close to each other. These were obtained
over the binding energy range 5−6 eV using h¯ω = 85 eV
to ensure a strong photoemission signal [54] and consis-
tent photoelectron kinetic energies between Si and Ta
5data. The raw intensities for Ta at low temperature are
shown in the upper panel of Fig. 4. The lower panel
shows the corresponding instrumental asymmetry. The
individual I+Ta and I
−
Ta points both have around 25, 000
counts ensuring good statistics and the apparent resid-
ual periodic structure is a consequence of the energy step
size (see the Supplemental Information for further de-
tails [51]). As a consequence of this study, it is clear
that VLEED polarimeters can be optimised to measure
polarisations smaller than 1%.
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FIG. 4. VLEED-W positive and negative magnetisation scat-
tering intensities are shown by the filled (purple) and empty
(brown) circles, respectively. These were obtained from a
77 K polycrystalline tantalum surface using horizontally po-
larised 85 eV photons and an energy resolution of 36 meV.
The lower panel shows the corresponding instrumental asym-
metry.
IV. RESULTS AND DISCUSSION
A. Angle-resolved photoemission
To investigate the validity of the AB model, band-
dispersion maps of single- and double-domain surfaces
were made. Figure 5(a) shows a Si(110)“16 × 2” double
domain LEED pattern for a B-type sample obtained at
an electron beam energy, Ep, of 51 eV. LEED spots are
apparent along both the [11¯1] and [1¯11] directions show-
ing an approximately equal mixture of L and R domains.
From this sample, band maps at 77 K (Fig. 5(b)) and
300 K (Fig. 5(c)) were obtained. Energy distribution
curves (EDCs) were subsequently obtained from (b) and
(c) at k|| = −0.5 A˚−1 and 0.5 A˚−1.
Using the same nomenclature for the surface states
as Sakamoto et al. [29], S1 to S4 are identified in the
band-dispersion map shown in Fig. 5(b). The surface
state binding energies observed are S1 : EB = 0.20 eV,
S2 : EB = 0.40 eV, S3 : EB = 0.75 eV and S4 : EB =
0.95 eV, as reported previously in Ref. [29]. Energy
dispersions similar to those observed by Sakamoto et al.
[29] were also measured. The small energy separation
of 0.2 eV for the S1 and S2 states and their dispersions
results in an intensity overlap of the photoemitted elec-
trons causing a single surface state feature at approxi-
mately EB = 0.3 eV (Fig. 5(e)). The C2 state, located
in the bulk-band projection, is observed at EB = 1.6 eV,
which is similar to previous reports [29]. This is the first
identification of all four surface states (S1 to S4) from a
double-domain reconstruction.
Several of the surface states were observed at 300 K.
Figure 5(f) shows a peak at EB ≈ 0.3 eV which is due to
the S1 and S2 states, and another peak at approximately
0.75 eV associated with S3. The S4 state is not observed
at 300 K, but it is clearly measured at 77 K. The temper-
ature dependence of the S4 state was observed repeatedly,
but is not understood at this point. Although a shift in
the binding energies of the surface states is expected be-
tween 300 K and 77 K, all band maps show consistency
in their binding energy values. Gaussian curves fitted to
the 300 K EDCs shown in Figs. 5(d) and (e) are con-
sistent with a peak at approximately 1.5 eV which is at-
tributed to the C2 state. Low temperature EDCs, taken
at approximately 40 minute intervals and shown in the
supplemental information [51], were used to determine
the longevity of the surface states in vacuo. The S1, S2,
S4 and C2 states all have similar lifetimes at low temper-
ature suggesting they are all associated with the same
structure.
Parabolic-dispersing valence band features are also ev-
ident in Figs. 5(b) and (c). These occur at positive and
negative values of k|| and are connected by a minimum
at k|| = 0 A˚
−1
. The feature at negative k|| in both maps
splits at approximately EB = 3 eV and k|| = −0.4 A˚−1
into an additional minimum located at a higher bind-
ing energy (not shown on the maps). The map is not
symmetric about Γ¯ because the direction of the surface
crystal momentum, Γ¯A¯
′
, that is being probed is not a
reflection-symmetry axis of the Si(110)“16 × 2” surface
Brillouin zones.
Figure 6 shows the 77 K band-dispersion map for an A-
type single-domain Si(110)“16 × 2” reconstruction. The
S1 to S4 surface states and the C2 state are shown in the
band-dispersion map. These were found (as expected)
to be at the same binding energies as those observed in
Fig. 5(b), but the whole map is mirror reflected about a
plane at k|| = 0 A˚
−1
. This is because the Γ¯A¯
′
direction is
probed in the B-type sample (Fig. 5(b)) and the mirror
image Γ¯A¯ direction is probed in the A-type sample (Fig.
6).
The same A-type single-domain Si(110)“16×2” surface
was used to investigate the effects of changing light polar-
isation and photon energy on the band-dispersion maps;
the maps shown in Figs. 7(a) and (c) were obtained us-
ing 80 eV horizontally and vertically-polarised photons,
respectively. There are several key differences between
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FIG. 5. (a) LEED pattern showing a Si(110)“16× 2” double domain for a B-type sample (Ep = 51 eV). The crystal directions
indicated are real-space lattice vectors parallel to the dashed lines. Band-dispersion maps (the intensity scale is next to the
LEED pattern) were measured at 77 K, (b), and 300 K, (c), using horizontally-polarised 80 eV photons. Energy distribution
curves (EDCs) at k|| = −0.5 A˚−1 (d), and 0.5 A˚−1 (e), were obtained from (b) and (c). The upper (red) lines in (d) and (e)
correspond to measurements at 77 K and the lower (green) lines correspond to measurements at 300 K. The EDC shown in
(f) was obtained from (c) at k|| = 1.3 A˚
−1
.
them. Firstly, there are differences in the parabolic dis-
persing structure. The parabolic valence band structure
that is present in Fig. 7(c) at k|| = 1.15 A˚
−1
is ob-
served in (a) but with a reduced intensity. Thus light of
orthogonal linear polarisation couples to different states
in the valence band structure. Similar effects have been
observed in Si(100) [55, 56]. Secondly, the photoemis-
sion intensities of the surface states are also observed to
depend on the linear polarisation of the incident light.
An EDC obtained from 7(a) is shown in Fig. 7(b) and
S1+S2, S3, S4 and C2 are readily identified. In contrast,
an EDC derived from Fig. 7(c) is shown in Fig. 7(d)
where the S1 + S2 and S3 states are observed with a re-
duced intensity and S4 is absent. Both band maps (Figs.
7(a) and (c)) show an intense C2 state. The downward
dispersion of the C2 state, as observed previously [29], is
identified using vertically-polarised light.
Band maps and EDCs were also obtained using a pho-
ton energy of 60 eV. The band-dispersion maps shown in
Figs. 8(a) and (c) were obtained from the same A-type
sample (LEED pattern shown in Fig. 6) using horizon-
tally and vertically-polarised light, respectively. Negative
k|| is presented in Fig. 8 because the intensity of S3 is
significantly enhanced compared to that at positive k||
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FIG. 7. 77 K band-dispersion maps of positive k|| obtained
using 80 eV horizontally-polarised light for (a) and 80 eV
vertically-polarised light for (c). These were produced from an
A-type single-domain Si(110)“16× 2” surface (LEED pattern
shown in Fig. 6). EDCs (b) and (d) were obtained by inte-
grating over the surface crystal momentum axis (both ±k||).
The black dashed line indicates the downward dispersion of
C2.
at h¯ω = 60 eV. Clearly the use of vertically-polarised
light attenuates the observed intensity of the S3 state
which is due to dipole selection rules. This is reiterated in
the angle-integrated EDCs shown in Figs. 8(b) and (d).
The observed intensity of the S3 state is increased using
h¯ω = 60 eV compared with that observed at h¯ω = 80 eV.
The cause of this effect is attributed to the increased cross
section of the Si 3p and 3s orbitals at h¯ω = 60 eV [57].
C2 is more intense when horizontally-polarised light is
used, but the downward dispersion of it is evident in both
maps. The intensity of the other valence band features
are stronger with horizontally-polarised light. For exam-
ple, intensity differences are apparent in the parabolic
bands.
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FIG. 8. 77 K band-dispersion maps of negative k|| obtained
using 60 eV horizontally-polarised light for (a) and 60 eV
vertically-polarised light for (c). These were produced from an
A-type single-domain Si(110)“16× 2” surface (LEED pattern
shown in Fig. 6). EDCs (b) and (d) were obtained by inte-
grating over the surface crystal momentum axis (both ±k||).
The black and white dashed curves indicate the downward
dispersion of C2.
An EDC of the Si(110)1 × 1 surface was obtained at
300 K and is shown in Fig. 9. The upper-right inset
image shows the band-dispersion map from which the
EDC was derived. Only the S3 state is observed in the
EDC and identified at a binding energy of approximately
0.8 eV.
The observations obtained from these angle-resolved
photoemission experiments focusing on the surface states
are summarised in Table I. All states were observed us-
ing horizontally-polarised 80 eV photons for single and
double-domain Si(110)“16× 2” surfaces. The letter H is
emboldened for S1 - S4 because the intensity of these
states is significantly greater when using horizontally-
polarised 80 eV photons compared to vertically-polarised
80 eV photons; S4 was only observed using horizontally-
polarised light. The surface state duration in vacuum
shown in Table I (labelled as ‘Duration’) is taken from
data in the supplementary information [51].
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FIG. 9. EDC of the Si(110)1 × 1 surface at 300 K using
horizontally-polarised 80 eV photons. The upper-right inset
image shows the band-dispersion map from which the EDC
was obtained by integrating over the k|| axis.
The binding energy of each surface state given in Table
I suggests that they can be attributed to surface dangling
bonds; similar assignments have been suggested for the
Si(100) surface by Goldmann et al. [56] on the basis of
ARPES measurements using horizontally and vertically-
polarised light. As dangling bonds are oriented mostly
perpendicular to the surface, the signals from the sur-
face states will be most pronounced using horizontally-
polarised light as this has an electric field component per-
pendicular to the surface. This is evident from Figs. 7
and 8. However, Table I indicates that the S1+S2 and S3
states were also visible in our spectra, but with less inten-
sity, when using vertically-polarised light. Two reasons
are proposed for this observation. First, the dangling
bonds are sp3 hybrids [34]. Thus vertically-polarised
light can couple to the s orbital component. The second
contributing effect is that the dangling bonds could be
oriented off-normal (especially for such a corrugated sur-
face) allowing excitation using vertically-polarised light.
Interestingly, S4 is not observed with vertically-polarised
light. This suggests the corresponding bond of S4 aligns
parallel to the surface normal.
Because in-plane bonds have a higher binding energy
than dangling bonds, the C2 state is associated with the
former. Moreover, C2 exhibits a shallow downward dis-
persion indicated by dashed lines in Figs. 7(c), 8(a), and
8(b), suggesting bonding character. In addition, the in-
tensity difference of C2 between band-dispersion maps
obtained with both horizontally- and vertically-polarised
light is not as significant as the intensity difference for
the other surface states. This suggests an orbital that is
oriented mostly parallel to the surface which is formed
from bulk sp3 bonds. Conclusions for the states S1 - S4
and C2 are summarised in Table II. Determination of the
bonding type using the light polarisation has not been
State EB (eV) Light Surface type Duration
polarisation (minutes)
S1 0.20 H & V “16× 2” 180
S2 0.40 H & V “16× 2” 180
S3 0.75 H & V “16× 2” & 1× 1 540
S4 0.95 H “16× 2” 180
C2 1.60 H & V “16× 2” 180
TABLE I. Summary of the properties of the surface states
deduced from ARPES measurements. H(V) indicates that
the states were observed using horizontally(vertically) po-
larised light, respectively. An emboldened H indicates that
the state was significantly more intense when observed with
horizontally-polarised 80 eV photons.
State Bond type Structural element
S1 Dangling bond “16× 2”
S2 Dangling bond “16× 2”
S3 Dangling bond “16× 2” & 1× 1: Zigzag chain
S4 Dangling bond “16× 2”
C2 In-plane bond “16× 2”
TABLE II. Summary showing assignment of the structural
elements and bond types of the surface states.
previously reported.
Further information about the states and the struc-
tural element to which they are associated is obtained
by comparing the band maps for the Si(110)“16 × 2”
and 1 × 1 surfaces. The only surface state identified
in the band map of the Si(110)1 × 1 surface at 300 K
is S3. Calculations performed by Ivanov et al. indicate
that the ideal Si(110) surface has a single state below the
Fermi level [58]. This suggests that the Si(110)“16 × 2”
S3 surface state should be assigned to the zigzag chains
[33, 34] which are inherent to both the Si(110) planes of
the “16 × 2” and 1 × 1 surfaces [31, 33]. This is further
supported by the recent work of Matsushita et al. [59]
which shows that S3 is suppressed in the band maps of
the hydrogen-terminated Si(110)1× 1 surface.
We have assigned S1, S2 and S4 to DBs and C2 to
an in-plane bonding state - all of which are only found
on the corrugated Si(110)“16× 2” reconstruction. In ad-
dition, we have assigned S3 to DBs associated with the
zigzag chains as this structural element is found in both
the Si(110)“16 × 2” reconstruction and the 1 × 1 sur-
face. These conclusions are all consistent with the AB
model as within this model the S1, S2 and S4 states are,
respectively, attributed to DBs of the adatoms, the first-
layer buckled-upper atoms, and the second-layer unbuck-
led atoms of the Si(110)“16 × 2” reconstructed surface.
These features are only found on the Si(110)“16× 2” re-
construction as a result of structural distortions resulting
from the corrugated terrace structure. The AB model
also associates the S3 state with DBs on the unbuck-
led atoms of the upper zigzag chains. Some atoms at
the step edges buckle upon reconstruction of the surface
producing a different dangling bond state. The unbuck-
led atoms of the zigzag chains presented in the AB model
9are minimally affected by the reconstruction and are thus
clearly identified with the zigzag chains in the Si(110)1×1
surface. The DBs on these atoms retain the same char-
acteristics as those found on the Si(110)1 × 1 surface
which we observed from our band-dispersion maps of the
Si(110)“16×2” and 1×1 surfaces. Finally, the AB model
indicates that C2 results from surface back bonds [29].
This is supported by our observations as C2 is in the
bulk-band region and observed with both horizontally-
and vertically-polarised light.
B. Spin-resolved photoemission
Spin-resolved photoemission measurements were made
on both A- and B-type Si(110)“16×2” surfaces that indi-
cated good surface order (as shown by LEED) at nominal
temperatures of either 300 K or 77 K. In all cases, 80 eV
horizontally-polarised photons were used.
Initial exploratory work on an A-type single-domain
Si(110)“16× 2” surface at 300 K covered the binding en-
ergy range 0.0 to 1.22 eV (as this encompasses the surface
states S1 to S4). Our attention was focused on the Si sur-
face states as these were expected to be most responsive
to surface chirality effects. To maximise counts and the
number of surface states probed, spin-resolved measure-
ments were obtained at k|| = 1.3 A˚
−1
where both S1+S2
and S3 are visible; a spin-integrated ARPES spectrum
for this sample is shown in Fig. 10(a). Spin polarisa-
tions are shown in the upper panels of Figs. 10(b), (c)
and (d). The lower panels in these figures show spin-
resolved EDCs derived from their corresponding polar-
isations. Instrumental asymmetries in the various data
sets were corrected for as described in the Supplemental
Information [51]. A summary of the polarimeters used
together with the active-scattering-axis for each of the
datasets is shown in Table III. The polarisations shown
for Figs. 10(b), (c) and (d) are averages over the bind-
ing energies of the S1 + S2 (0.1 to 0.5 eV), S3 (0.65 to
0.85 eV) and S4 (0.85 to 1.05 eV) surface states. The er-
rors shown for the polarisation values in Fig. 10 are only
statistical; polarimeter and photon energy uncertainties
have not been included [60].
Figure Polarimeter Active-scattering-axis P (%)
10(b) VLEED-W x - longitudinal 8.9± 1.7
10(c) VLEED-B y - tangential 1.4± 1.9
10(d) VLEED-B z - out of plane 1.4± 1.8
11(a) VLEED-W x - longitudinal 1.9± 0.7
11(b) VLEED-W x - longitudinal −1.6± 0.8
11(c) VLEED-W x - longitudinal 0.3± 0.7
TABLE III. Polarimeter, active-scattering-axes and average
polarisations for all data in Figs. 10 and 11.
The tangential and out-of-plane components, Py and
Pz, shown in Figs. 10(c) and (d) respectively are sta-
tistically compatible with zero for all binding energies.
The longitudinal spin component displayed in Fig. 10(b)
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FIG. 10. (a) Angle-resolved EDC for an A-type single-domain
Si(110)“16× 2” surface at 300 K. (b), (c) and (d) The longi-
tudinal Px, tangential Py and out of plane Pz components of
the spin polarisation (upper panels), and corresponding spin-
resolved EDCs (lower panels). The spin-up and spin-down
intensities are shown by the filled (blue) and empty (red) cir-
cles, respectively. All measurements were obtained with an
energy resolution of 72 meV. Coordinate axes correspond to
those shown in Fig. 3.
shows that, at the binding energy of S4 (0.95 eV), the po-
larisation values are approximately 10%. This is anoma-
lously large because the value is much greater than the
1-2% obtained from our semi-empirical calculations [25]
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and the S4 state is not observable at k|| = 1.3 A˚
−1
. One
explanation for this large polarisation is that by mea-
suring the spin at k|| = 1.3 A˚
−1
we have introduced a
chirality into the experimental setup. Further measure-
ments of the longitudinal spin component were therefore
made at k|| values close to 0 A˚
−1
in order to eliminate
this possibility.
Subsequent spin polarisation measurements displayed
in Fig. 11 were focused on the Px component because it is
the only one expected to invert between enantiomorphs.
At k|| close to 0 A˚
−1
only the surface states S3 and S4 are
observed, see Fig. 6. By reducing the kinetic-energy step
length and increasing the data acquisition time, more
detailed Px studies were performed across the S3 and S4
states for A- and B-type samples. Both enantiomorphs
were investigated in an attempt to observe the predicted
inversion of the polarisation. Ambient temperature spin
polarisations are shown in the upper panels of Figs. 11(a)
and (b) for A-type and B-type Si(110)“16× 2” surfaces;
see Table III for polarimeter collection information. The
lower panels show the corresponding spin-resolved EDCs
where the spin-resolved values of prime interest are at
0.75 eV and 0.95 eV. Although not perfectly adjusted to
cover the S4 state, the FWHM of this state (∼ 0.2 eV)
ensures that a portion of it is probed. Interestingly the
average Px values for the A-type and B-type samples
over S3 and S4, though small, have opposite signs as
predicted; the A-type Si(110)“16 × 2” surface has Px =
(1.9 ± 0.7)% while the B-type Si(110)“16 × 2” surface
has Px = (−1.6±0.8)%. The removal of any unpolarised
photoemission contributions from underlying bulk silicon
atoms will increase these polarisation values.
In order to improve the energy resolution and reduce
the randomisation of electron spins due to thermal fluctu-
ations [61], the A-type sample temperature was reduced
to 77 K, and the Px component was probed over the same
surface states. The corresponding most accurate and pre-
cise polarisation values and derived spin-resolved EDCs
are shown in the upper and lower panels of Fig. 11(c),
respectively. Given the small Si Px magnitudes involved,
particular effort was made to ensure optimal performance
of the polarimeters and to obtain good statistics. The ef-
fective instrumental asymmetry for these measurements
is shown in Figure 4; further details are given in Supple-
mental Information Section 2 [51]. In this low temper-
ature case of 77 K, Px showed no discernible peaks and
an average value of (0.3± 0.7)% over the binding energy
range of 0.6 to 1.1 eV.
Our heuristic semi-relativistic calculations predict that
the magnitude of the longitudinal spin polarisation for a
chiral Ag lattice covered with a Bi-trimer adlayer has an
average value of approximately 2.5% [25]. Assuming that
spin-orbit coupling for this alloy surface is approximately
equivalent to that of Bi, then the maximum for a pure
silicon surface would be expected to be less than 0.1%.
This assumes firstly, that the longitudinal spin polari-
sation depends on Z4 (where Z is the atomic number),
and secondly that the Si(110)“16×2” reconstruction has
the same structure as the Bi-Ag alloy surface (which is
clearly not true).
Overall, the statistical uncertainty on the low temper-
ature Px values over the binding energies for S3 and S4
leads us to give it an upper limit of 1% consistent with
the results of our calculations that indicate it should be
very small. To the best of our knowledge the low temper-
ature polarisation presented here was obtained with the
lowest uncertainty yet reported for data obtained with
a VLEED polarimeter, nevertheless it is clear that fur-
ther reduction of the errors and improved instrumental
asymmetry are still required.
V. CONCLUSIONS
Our angle-resolved photoemission measurements of the
Si(110)“16 × 2” surface extend previous work by using
high-resolution band mapping of double-domain, single-
domain, and 1 × 1 surfaces. We assigned three of the
four surface states (S1, S2 and S4) to dangling bonds as-
sociated solely with the Si(110)“16 × 2” reconstruction.
The remaining surface state, S3, which was observed in
the band maps of both the Si(110)1 × 1 and “16 × 2”
surfaces, was assigned to dangling bonds on the zigzag
chains of the relaxed bulk-terminated surface. The C2
state observed in the bulk-band region was attributed to
an in-plane bond. These assignments were produced by
monitoring intensity changes of the surface states upon
switching from horizontally to vertically-polarised pho-
tons. Our spectral assignments are shown to be consis-
tent with the adatom-buckling model.
Spin-resolved photoemission measurements of the sur-
face states for a single-domain chiral Si(110)“16 × 2”
surface were obtained over all three polarisation com-
ponents using VLEED polarimeters. First ambient tem-
perature measurements of Py and Pz gave results statis-
tically compatible with zero polarisation but longitudinal
polarisation measurements, Px, for S3 indicated a possi-
ble polarisation. Complementary A- and B-type samples
at ambient temperature gave, as predicted, small polar-
isations of opposite sign in the vicinity of S3 and S4.
However, an A-type sample was investigated further at
low temperature which yielded an average polarisation of
(0.3 ± 0.7)% setting an upper limit of 1% for Px. This
value is more reliable as the polarimeter performance was
highly optimised with a residual instrumental asymmetry
of only (1.9±1.0)×10−3. In order to take these measure-
ments further, higher precision polarimetry is necessary.
Clearly however the chiral Si(110)“16×2” reconstruction
is unlikely to be suitable for generating spin-polarised
electrons in spintronic devices, although enhancement of
the surface spin-orbit coupling by deposition of heavy
atoms such as gold could increase the magnitude of the
longitudinal spin polarisation.
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FIG. 11. (a) and (b) Longitudinal spin polarisations for an A-type and B-type Si(110)“16 × 2” surface at 300 K and k|| =
0.0 A˚
−1
and k|| = 0.2 A˚
−1
respectively. (c) Longitudinal spin polarisations for an A-type Si(110)“16× 2” surface at 77 K and
k|| = 0.1 A˚
−1
. The corresponding spin-up (filled blue circles) and spin-down (empty red circles) intensities are shown in the
lower panels. Polarisations shown in (a) and (b) were obtained with an energy resolution of 72 meV and those in (c) obtained
with a resolution of 36 meV. Coordinate axes correspond to those shown in Fig. 3.
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Supplemental information for Spin- and angle-resolved
photoemission studies of the electronic structure of
Si(110)“16× 2” surfaces
All sections, tables, figures and equations within this supplemental information are labelled with an ‘S’ prefix to
distinguish them from those in the accompanying paper.
VI. SURFACE STATE DURATION IN VACUUM
The durations of states S1 - S4 and C2 were determined in ultra-high vacuum at 77 K using angle-resolved photoe-
mission. Here ‘duration in vacuum’ corresponds to the time between the sample reconstruction and the measurement
of angle-resolved data that shows the intensity of a state falling below the background electron counts. The measured
surface-state photoemission intensities are adversely affected by both adsorption of residual gas atoms and by the
photon beam. In order to gain some insight into the relative importance of these factors the sample was transferred
from the deposition chamber, in which the reconstruction was performed, to the photoemission chamber. It was then
cooled to 77 K as quickly as possible, which took about 30 minutes. Once aligned correctly in the photoemission
chamber an initial band map was obtained from which an EDC was derived by integrating over all k|| and the status
of states S1 - S4 and C2 determined. Subsequent band maps and EDCs were recorded at approximately 40 minute
intervals and were obtained using the same method; after each interval the sample was translated by a small amount.
By doing this the effect of the residual gases increased continuously but the effect of the photon beam was regularly
reset. Therefore, the state duration values are primarily affected by surface contaminations.
The resultant EDCs are shown in Fig. 12. The EDC at t = 0 minutes (i.e. the time of the first angle-resolved
photoemission measurement after surface reconstruction) was produced from the band map shown in Fig. 5(b) of
the accompanying paper. An extra 30 minutes has been added to the state durations below to account for the time
required to move the sample from the preparation stage to the photoemission stage. The durations of the S1 + S2,
S4 and C2 states measured at Ts = 77 K were found to be approximately 180 minutes. The duration of the S3 state
was found to be three times longer than the other states at 540 minutes. The longer duration of S3 is attributed to
its presence in both the 1× 1 and “16× 2” surfaces.
VII. SI DATA COLLECTION AND ANALYSIS
Reported here are details of the acquisition process and correction procedure for the six Si data sets reported in
Figs. 10 and 11. These data were obtained in 40 minute time slots that involved an initial ARPES scan to check
the surface state intensities. Following this, SRPES measurements were made in which the polarimeter scattering
surface magnetisation along the active-scattering-axis was switched six times in the order +-/-+/+-. After the
6 measurements, the sample was repositioned within the single-domain region. The ARPES check and SRPES
measurements were then repeated. Each set of measurements were obtained with a single polarimeter, for example
VLEED-W, along an active-scattering axis, such as x, both represented as VLEED-Wx.
Table IV lists the type of corrections and other key parameters relevant to each of the Si spin-resolved data sets.
The corrections factors shown are averages over the whole binding energy range of each data set. The polarisations
shown for Figs. 10(b), (c) and (d) are averages over the binding energy ranges of S1 +S2, S3 and S4, those shown for
Figs. 11(a), (b) and (c) are only averages over 0.65 to 1.05 eV encompassing the S3 and S4 states.
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FIG. 12. EDCs showing the time evolution of the surface states of the Si(110)“16×2” surface at 77 K. The isoenergetic dashed
lines are used to indicate the maximum intensity of the surface states over time.
A. Correction of Si polarisations
Spin polarisations for all of the Si measurements reported in the accompanying paper were corrected by removing
instrumental asymmetries that were apparent in their spin-up and spin-down intensities. Obtained with a step size of
100 meV, Figs. 13(a), (b) and (c) show respectively the raw Si data (for Fig. 10(c)), the Ta data set used to correct
the instrumental asymmetries and the corrected Si data. With the smaller step size of 40 meV, Figs. 13(d), (e) and
(f) show respectively the raw Si data (for Fig. 11(b)), the Ta data used to correct them and the Si results after
correction. Only two types of instrumental asymmetry were observed and point-by-point correction factors, F (E),
where E is the electron binding energy, were employed to reduce the magnitude of both effects. The exception to
this was the Si data set shown in Fig. 11(c) where an energy-independent correction factor was used to remove the
instrumental asymmetry.
The correction factor was determined using unpolarised photoelectrons produced from the thin strips of Ta foil used
to retain the sample. All of the experimental parameters (apart from the sample lateral position and photoelectron
beam focus) were kept constant for both the Si and Ta data.
Well prepared, atomically flat, single crystal surfaces of Ta can exhibit sizeable spin polarisations (see in particular
[1, 2]). However, our spin detector correction measurements were performed using a Ta foil - which was not highly
polished and which was polycrystalline with an average grain size of around 22 µm (smaller than the photon spot
size). In addition, it undoubtedly had a random crystallite orientation and had significant amounts of carbon and
oxygen on it. All of these factors combine to give rise to a zero spin polarisation signal and any measured deviation
from zero asymmetry was attributed to instrumentally derived effects.
To determine the polarimeter’s instrumental asymmetry for a given binding energy and hence the correction factor
F (E), the intensity of the scattered Ta derived photoelectron beam was measured 6 times using a magnetisation
order reversal of +-/-+/+- to avoid time dependent effects; this measurement procedure was repeated twice. Repeat
scattered intensities from the Fe surface in the polarimeters were summed to give I+Ta(E) and I
−
Ta(E). The instrumental
asymmetries, Ai, were then calculated from these intensities using
Ai =
I+Ta(E)− I−Ta(E)
I+Ta(E) + I
−
Ta(E)
. (4)
The corresponding correction factors were calculated using
F (E) =
I+Ta(E)
I−Ta(E)
. (5)
15
D
a
ta
S
et
P
o
la
ri
m
et
er
A
ct
iv
e-
sc
a
tt
er
in
g
-a
x
is
C
o
rr
ec
ti
o
n
ty
p
e
A
v
er
a
g
e
C
o
rr
ec
ti
o
n
P
o
la
ri
sa
ti
o
n
,
P
(%
)
T
(K
)
S
te
p
si
ze
F
ig
u
re
-
V
L
E
E
D
-
F
a
ct
o
r,
F
(m
eV
)
1
0
(b
)
W
x
(l
o
n
g
it
u
d
in
a
l)
p
o
in
t-
b
y
-p
o
in
t
1
.0
4
2
±
0
.0
0
4
8
.9
±
1
.7
3
0
0
1
0
0
1
0
(c
)
B
y
(t
a
n
g
en
ti
a
l)
p
o
in
t-
b
y
-p
o
in
t
0
.9
2
9
±
0
.0
0
4
1
.4
±
1
.9
3
0
0
1
0
0
1
0
(d
)
B
z
(o
u
t-
o
f-
p
la
n
e)
p
o
in
t-
b
y
-p
o
in
t
0
.9
8
9
±
0
.0
0
4
1
.4
±
1
.8
3
0
0
1
0
0
1
1
(a
)
W
x
(l
o
n
g
it
u
d
in
a
l)
p
o
in
t-
b
y
-p
o
in
t
1
.0
5
0
±
0
.0
0
8
1
.9
±
0
.7
3
0
0
4
0
1
1
(b
)
W
x
(l
o
n
g
it
u
d
in
a
l)
p
o
in
t-
b
y
-p
o
in
t
1
.0
7
0
±
0
.0
0
8
−1
.6
±
0
.8
3
0
0
4
0
1
1
(c
)
W
x
(l
o
n
g
it
u
d
in
a
l)
en
er
g
y
in
d
ep
en
d
en
t
1
.0
0
4
±
0
.0
0
2
0
.3
±
0
.7
7
7
4
0
T
A
B
L
E
IV
.
K
ey
p
a
ra
m
et
er
s
a
n
d
co
rr
ec
ti
o
n
in
fo
rm
a
ti
o
n
fo
r
ea
ch
d
a
ta
se
t
re
p
o
rt
ed
in
th
e
a
cc
o
m
p
a
n
y
in
g
p
a
p
er
,
w
h
er
e
T
co
rr
es
p
o
n
d
s
to
th
e
sa
m
p
le
te
m
p
er
a
tu
re
d
u
ri
n
g
A
R
P
E
S
a
n
d
S
R
P
E
S
m
ea
su
re
m
en
ts
.
16
-
0.
5
0.
0
0.
5
Polarisation
(a)
 B
efo
re 
co
rre
cti
on
-
0.
5
0.
0
0.
5
Polarisation
(c)
 A
fte
r c
orr
ec
tio
n
Intensity (a.u.)
1.
0
0.
5
0.
0
B
in
di
ng
 e
ne
rg
y 
(eV
)
y
 
Sp
in
 u
p
 
Sp
in
 d
ow
n
0
Intensity (a.u.)
1.
0
0.
5
0.
0
B
in
di
ng
 e
ne
rg
y 
(eV
)
y
 
Sp
in
 u
p
 
Sp
in
 d
ow
n
0 Intensity (a.u.)
0.
9
0.
8
0.
7
0.
6
0.
5
0.
4
B
in
di
ng
 e
ne
rg
y 
(eV
)x
 
Sp
in
 u
p
 
Sp
in
 d
ow
n
Intensity (a.u.)
0.
9
0.
8
0.
7
0.
6
0.
5
0.
4
B
in
di
ng
 e
ne
rg
y 
(eV
)x
 
Sp
in
 u
p
 
Sp
in
 d
ow
n
-
0.
2
0.
0
0.
2
Polarisation
(f)
 A
fte
r c
orr
ec
tio
n
-
0.
2
0.
0
0.
2
Polarisation
(d)
 B
efo
re 
co
rre
cti
on
10 5 0
 Intensity (Cts. x10
3
) 
y
 
I+
Ta
 
I- T
a(b)
 V
LE
ED
-B
y
-
0.
1
0.
0
0.
1
Asymmetry
1.
0
0.
5
0.
0
B
in
di
ng
 e
ne
rg
y 
(eV
)
10
0 
m
eV
 st
ep
35 30
Intensity (Cts. x10
3
)
x
 
I+
Ta
 
I- T
a(e
) V
LE
ED
-W
x
-
0.
1
0.
0
0.
1
Asymmetry
0.
9
0.
8
0.
7
0.
6
0.
5
0.
4
B
in
di
ng
 E
ne
rg
y 
(eV
)
40
 m
eV
 st
ep
Fi
g.
 1
0(c
) c
or
re
cti
on
Fi
g.
 1
1(b
) c
or
re
cti
on
F
IG
.
1
3
.
U
p
p
er
a
n
d
lo
w
er
h
a
lv
es
sh
ow
th
e
co
rr
ec
ti
o
n
st
ep
s
fo
r
th
e
d
a
ta
se
ts
sh
ow
n
in
F
ig
s.
1
0
(c
)
a
n
d
1
1
(b
),
re
sp
ec
ti
v
el
y.
(a
),
(c
),
(d
)
a
n
d
(f
):
S
p
in
p
o
la
ri
sa
ti
o
n
s
a
n
d
sp
in
-r
es
o
lv
ed
E
D
C
s
o
b
ta
in
ed
a
t
3
0
0
K
fr
o
m
ty
p
e-
A
a
n
d
ty
p
e-
B
S
i
sa
m
p
le
s,
w
h
er
e
(a
)
a
n
d
(d
)
sh
ow
th
e
d
a
ta
se
ts
“
B
ef
o
re
co
rr
ec
ti
o
n
”
a
n
d
(c
)
a
n
d
(f
)
sh
ow
th
e
d
a
ta
se
ts
“
A
ft
er
co
rr
ec
ti
o
n
”
.
P
o
la
ri
sa
ti
o
n
s
a
re
sh
ow
n
in
th
e
u
p
p
er
p
a
n
el
s;
sp
in
-u
p
a
n
d
sp
in
-d
ow
n
in
te
n
si
ti
es
a
re
sh
ow
n
in
th
e
lo
w
er
p
a
n
el
s
b
y
th
e
fi
ll
ed
(b
lu
e)
a
n
d
em
p
ty
(r
ed
)
ci
rc
le
s,
re
sp
ec
ti
v
el
y.
(b
)
a
n
d
(e
):
R
aw
p
o
la
ri
m
et
er
sc
a
tt
er
in
g
in
te
n
si
ti
es
a
n
d
co
rr
es
p
o
n
d
in
g
a
sy
m
m
et
ri
es
fo
r
p
o
ly
cr
y
st
a
ll
in
e
T
a
re
co
rd
ed
a
t
3
0
0
K
.
T
h
e
co
o
rd
in
a
te
sy
st
em
co
rr
es
p
o
n
d
s
to
th
a
t
sh
ow
n
in
F
ig
.
3
.
17
Typical instrumental asymmetry measurements where the step size corresponds to 100 meV are shown in Fig.
13(b), those where the step size is 40 meV are shown in Fig. 13(e). In both figures, the summed scattered intensities
and corresponding instrumental asymmetries are shown in the upper and lower panels, respectively. On average, the
counts for both I+Ta(E) and I
−
Ta(E) were approximately 12,000 for the data shown in Fig. 13(b) and approximately
30,000 for the data shown in Fig. 13(e).
The two instrumental effects are clear in Figs. 13(b) and (e). The first is observed in Fig. 13(b) where the
asymmetry values are shifted from zero, they have the same sign and they reduce slightly towards a binding energy
of zero. The second is observed in the intensities and asymmetries shown in Fig. 13(e) obtained with a step size
of 40 meV. Not only are the asymmetry values all shifted with the same sign away from zero, but the scattered
intensities show there is a repeating antiphase periodic structure with a period of approximately 120 meV. Both of
the instrumental effects arise due to systematic errors caused by misalignment of the incident electron beam on the
Fe(001) scattering surfaces in the polarimeters. The offset in scattered intensities are the result of stray magnetic field
changes that occur on polarimeter target magnetisation reversal and which are slightly asymmetrical with respect to
the scattering position. The periodic oscillations result because deflectors are used in the lens system of the electron
analyser, the voltages of which are controlled by a lens table which ensures optimum beam alignment approximately
every 120 meV [3]. With a step size of only 40 meV, the beam position is only re-optimised after every third step.
Therefore, after the first and second steps the beam position is slightly sub-optimal with respect to beam position
and stray fields, resulting in the observed scattering intensity fluctuations. With a photoelectron step size of 100 meV
the system minimises very effectively any changes in the incident beam position.
Polarisation values, P , for Si data obtained were calculated using
P =
1
S
I+(E)− F (E)I−(E)
I+(E) + F (E)I−(E)
, (6)
where I+(E) and I−(E) correspond to the Si-derived photoelectron beam intensities reflected by the polarimeter’s
positively and negatively magnetised Fe target, respectively, and F (E) is the energy-dependent correction factor. In
all cases, a spin sensitivity factor, S, of 0.3 was used.
Two approaches were used to obtain Si spin-resolved photoemission measurements. In the first approach, an
acquisition time of 1.5 s per point, a binding energy range of 1.4 eV and a step size of 100 meV were used. In the
second approach, an increased data acquisition time of 2.5 s per point, a reduced binding energy range of 0.6 eV and
a decreased step size of 40 meV were used. The key difference between these approaches was the binding energy step
size. The two instrumental effects that are evident in the Si data of Figs. 13(a) and (d), the negative bias to the
polarisation data and the periodic structure, have been successfully reduced by using the Ta data sets in Figs. 13(b)
and (e), respectively.
For the high-precision low temperature data reported in Fig. 11(c), a single energy-independent correction factor
very close to 1 (see Table IV) was used to correct the raw data. This F factor was calculated by averaging the
polarimeter scattering intensities, I+Ta(E) and I
−
Ta(E) shown in Fig. 4, that were obtained with 85 eV photons and
electrons with binding energies between 5 and 6 eV. This binding energy range was chosen in order to achieve a good
signal-to-noise ratio for the correction factor but keep the Ta photoelectron kinetic energies close to those of the Si.
The asymmetries are distributed about zero but still show a small residual periodic structure with a magnitude of
approximately 0.015 as a consequence of using a 40 meV step size.
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