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Abstract
We study the distribution of values of the Riemann zeta function ζ(s) on
vertical lines ℜs + iR, by using the theory of Hilbert space. We show among
other things, that, ζ(s) has a Fourier expansion in the half-plane ℜs ≥ 1/2 and its
Fourier coefficients are the binomial transform involving the Stieltjes constants.
As an application, we show explicit computation of the Poisson integral associated
with the logarithm of ζ(s)−s/(s−1). Moreover, we discuss our results with respect
to the Riemann and Lindelöf hypotheses on the growth of the Fourier coefficients.
Keywords: Riemann zeta function; Riemann Hypothesis; Lindelöf Hypothesis;
Stieltjes constants; Fourier series; Hardy space.
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1 Introduction and statement of results
The Riemann zeta function is of great interest in number theory since its value-
distribution as a complex function may decode, among others, relevant information
on prime numbers. The Riemann zeta function is defined by ζ(s) :=
∑
n≥1 1/n
s for
ℜs > 1 and has an analytic continuation to the whole complex plane except for a
simple pole at s = 1. The Laurent expansion of ζ(s) near its pole is given by
ζ(s) =
1
s− 1 +
∞∑
k=0
γk
k!
(1− s)k; (1)
where
γk := lim
N→∞
(
N∑
m=1
logkm
m
− log
k+1N
k + 1
)
(2)
are the so-called Stieltjes constants and γ0 is the Euler-Mascheroni constant; see for
example [3]. It should be noted that, neither the explicit form of γk nor its algebraic
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properties are known. However, Briggs [6] proved that infinitely many γn are positive,
and infinitely many are negative. At this point, it is worth highlighting an important
and far reaching estimate of Berndt [3] in the form
|γk|
k!
≤ 3 + (−1)
k
kπk
≤ 4
kπk
(3)
which lead to some pleasant recent developments. Concerning these developments,
Alkan [1] settles, by using (1) and (3), a conjecture of Cerone and Dragomir on the
concavity of the reciprocal of the Riemann zeta function on (1,∞).
The value-distribution of the Riemann zeta function inside and on the boundary
of the so-called critical strip 0 < ℜs < 1 is not yet understood completely, such as the
distribution of zeros and the order of magnitude: The famous open Riemann hypothesis
claims that all the nontrivial zeros of ζ(s), are denoted by ̺, lie on the critical line,
ℜs = 1/2; however, it is known that positive proportion, κ, of these zeros is on the
critical line, we briefly mention the work of Levinson [17] (κ ≥ 34.74%), Conrey [9]
(κ ≥ 40.88%), Bui et al. [7] (κ ≥ 41.05%) and Feng [12] (κ ≥ 41.28%). Concerning
the order of the Riemann zeta function, it is well-known that ζ(s) is bounded in any
half-plane ℜs ≥ δ > 1. Therefore, the order of ζ(s) for ℜs ≤ −δ < 0 follows from the
following functional equation [20, p. 16]
ζ(s) = χ(s)ζ(1− s), (4)
where
χ(s) = πs−
1
2
Γ
(
1−s
2
)
Γ
( s
2
)
and Γ(s) is the well-knwon Euler gamma function. Please notice that Stirling’s formula
yields, for any bounded σ and |t| ≥ 2 (s = σ + it),
χ(s) =
∣∣∣∣ t2π
∣∣∣∣
1
2
−σ
exp
(
i
(
π
4
− t log t
2πe
)){
1 +O
(
1
|t|
)}
.
Moreover, by the Phragmén-Lindelöf principle [21, §9.41] one can deduce that if
ζ
(
1
2 + it
)
= O
(
tλ+ε
)
, for any ε > 0, then we have uniformly in the strip 1/2 ≤ σ < 1,
ζ(s) = O
(
t2λ(1−σ)+ε
)
, ∀ε > 0.
Hence, the growth rate of ζ(s) in the rest of the critical strip follows from the functional
equation (4). It should be noted that the present best optimal value of λ is due to
Bourgain [5] who obtained the exponent λ = 13/84. However, the yet unproved
Lindelöf hypothesis states that the best estimate is for λ = 0. According to our study;
we would like to point out that the Lindelöf hypothesis is related to the probability
measure µ defined on B, the Borel sigma-algebra associated with the real numbers set
R, by
µ(A) :=
1
2π
∫
A
dt
1
4 + t
2
, ∀A ∈ B. (5)
Actually, the measure µ appears in various number-theoretical interpretations, espe-
cially, in term of ergodic and probability theories as we show in the last section.
The main purpose of this paper is to show that the distribution of values of ζ(s)
(s = σ + it) in the half-plane σ > 1/2 and on its boundary depends on the Stieltjes
constants (2). Namely, on the critical line we have the following Fourier expansion of
the Riemann zeta function.
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Theorem 1.1. For any t ∈ R, we have
ζ
(
1
2
+ it
)
= γ0 − 11
2 − it
+
∑
n≥1
ℓn
(
1
2 − it
1
2 + it
)n
; (6)
where
ℓn := (−1)n
n∑
k=1
(
n− 1
k − 1
)
(−1)kγk
k!
for any integer n ≥ 1.
The proof of Theorem 1.1, as we show in the next section, is based on technics
of the functional analysis. For this reason, we recall that the class, which is usually
denoted by L2(µ), of all complex-valued functions f defined on the measure space
(R,B, µ) such that
‖f‖22 :=
∫
R
|f(t)|2dµ(t) < +∞,
forms a Hilbert space. We would like to point out that L2(µ) really consists of equiv-
alence classes of functions; because, this makes ‖ · ‖2 a norm. Indeed, for f, g ∈ L2(µ)
we have, ‖f − g‖2 = 0 if and only if f = g almost everywhere with respect to the
measure µ. Moreover, the sequences of functions defined for any integer n by
en(t) :=
(
1
2 − it
1
2 + it
)n
, (t ∈ R)
form an orthonormal basis for the Hilbert space L2(µ) associated with the following
inner product
〈f, g〉 :=
∫
R
f(t)g(t)dµ(t)
for any complex-valued functions f and g in L2(µ); where g denotes the complex con-
jugate of g. In fact, the set {en} is a Fourier basis, since en(t) = exp(−2in arctan(2t))
for any real t and every integer n; here arctan denotes the arctangent function (inverse
tangent function) which is bijective from R to (−π/2, π/2). Thus, for any integers n
and m we have
〈en, em〉 = 1
2π
∫
R
(
1
2 − it
1
2 + it
)n−m
dt
1
4 + t
2
=
1
2π
∫ pi
−pi
ei(n−m)θdθ
=
{
1 if n = m
0 otherwise.
The second equality follows by the substitution t = tan(θ/2)/2. Therefore, any
complex-valued function f ∈ L2(µ) can be expanded as
f =
∑
n∈Z
cnen,
where Z denotes the set of integers; {cn} are the so-called Fourier coefficients of f and
are given by
cn = 〈f, en〉 = 1
2π
∫
R
f(t)en(t)dµ(t).
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Hence, by exploiting this mathematical background and some technics of analysis,
we provide in Section 2 the proof of Theorem 1.1. By a similar reasoning, we obtain
the expansion of ζ(s) in the Hilbert space L2(µ) on every vertical line ℜs = σ0 > 1/2,
except on the vertical line ℜs = 1. Namely,
Theorem 1.2. Let σ0 > 1/2. Then for any t ∈ R, we have
• If σ0 < 1,
ζ(σ0 + it) = ζ
(
σ0 +
1
2
)
− 1
σ0 − 12
+
1
σ0 − 1 + it +
∑
n≥1
ℓn(σ0)en(t),
where
ℓn(σ0) := (−1)n
n∑
k=1
(
n− 1
k − 1
) 1
k!
ζ(k)
(
σ0 +
1
2
)
− (−1)
k(
σ0 − 12
)k+1

 ,
for any integer n ≥ 1.
• If σ0 > 1,
ζ(σ0 + it) = ζ
(
σ0 +
1
2
)
+
∑
n≥1
ℓn(σ0)en(t);
where in this region,
ℓn(σ0) := (−1)n
n∑
k=1
(
n− 1
k − 1
)
1
k!
ζ(k)
(
σ0 +
1
2
)
.
ζ(k) denotes the kth derivative of ζ.
In Section 3, we show that the power series∑
n≥0
ℓnz
n; (7)
where ℓ0 = γ0−1 and (ℓn)n≥1 are the Fourier coefficients of the Riemann zeta function
given in Theorem 1.1, is absolutely convergent, for any complex number z in the open
unit disk D, to the function
h(z) =
1
z
+ ζ
(
1
1 + z
)
. (8)
Therefore, it follows by Theorem 1.1 that the power series (7) converges for all points
on the boundary of D, except for z = −1. Please notice that the series (7) does not
converge absolutely on the boundary of D. However, as we remark in Section 2, the
related series (6) converges compactly on R.
In the same section, we show that h belongs to the classical Hardy space H2(D);
see for example [18, Ch. 17] (p = 2). Thus, by [18, Th.17.11] the nontangential limits
of h exists almost everywhere on the unit circle T = ∂D (boundary of D); namely,
lim
r→1
r<1
h (rz) = h∗ (z) , for almost every z ∈ T.
Notice that, Theorem 1.1 shows that this limit exists for all z ∈ T\{−1}; then h∗ = h
on T\{−1}. Also, one can use the uniqueness of analytic continuation of h (in view
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of (8)) to justify that h∗ = h on T\{−1}. Consequently, by utilizing the Beurling
factorisation [18, Th. 17.17], we show the explicit value of the integrals
1
2π
∫
ℜs= 1
2
log
∣∣∣∣ζ(s)− ss− 1
∣∣∣∣ |ds||s|2 and
β − 12
π
∫
ℜs= 1
2
log
∣∣∣∣ζ(s)− ss− 1
∣∣∣∣ |ds||s− ̺|2 ,
where β > 1/2 is the real part of a nontrivial zero, ̺, of the Riemann zeta function. In
general, we do not need to use the theory of Hardy spaces to calculate these integrals,
however, it is sufficient to use a similar reasoning as in [11] to obtain the same results.
At the end of Section 3, we discuss how these results can provide informations about
the distribution of the nontrivial zeros of the Riemann zeta function.
The last section consists of a brief discussion of corresponding results in term
of ergodic and probability theories; precisely, we provide a generalization of results
obtained by Steuding in [19]. In addition, we present a necessary condition for the
truth of the Lindelöf hypothesis.
2 The Fourier coefficients of the Riemann zeta function
2.1 Proof of Theorem 1.1
Firstly, we prove the convergence in L2-norm of the series (6). Since
∣∣∣ζ (12 + it
)∣∣∣2
1
4 + t
2
= O
(
1
|t| 7142−ε
)
, ∀ε > 0; as |t| → +∞
then the function t 7→ ζ(1/2 + it) belongs to L2(µ). It remains to calculate its Fourier
coefficients ℓn; namely,
ℓn =
1
2π
∫ +∞
−∞
ζ
(
1
2 + it
)
1
4 + t
2
(
1
2 + it
1
2 − it
)n
dt
=
1
2πi
∫
ℜs= 1
2
ζ(s)
s(1− s)
(
s
1− s
)n
ds. (9)
We consider the counterclockwise oriented rectangular contourR with vertices 1/2−iT,
R − iT, R + iT and 1/2 + iT where T > 0 and R > 1 are sufficiently large. Since
ζ(s)sn−1/(1 − s)n+1 is meromorphic in R then by Cauchy’s residue theorem
∮
R
ζ(s)
s(1− s)
(
s
1− s
)n
ds = 2πiRess=1
where Ress=1 is the residue of ζ(s)s
n−1/(1 − s)n+1 at s = 1 which is its only pole in
the half-plane σ ≥ 1/2, of order n+ 2 (n ≥ −1). Thus,
1
2π
∫ T
−T
ζ
(
1
2 + it
)
1
4 + t
2
(
1
2 + it
1
2 − it
)n
dt = −Ress=1 + I1(R,T )− I2(R,T ) + I2(R,−T ),
where
I1(R,T ) :=
1
2πi
∫ R+iT
R−iT
ζ(s)
s(1− s)
(
s
1− s
)n
ds,
and
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I2(R,T ) :=
1
2πi
∫ R+iT
1
2
+iT
ζ(s)
s(1− s)
(
s
1− s
)n
ds.
Since, for any bounded σ ≥ 1/2 and a given integer n,
ζ(s)
s(1− s)
(
s
1− s
)n
= O
(
1
|t| 15484
)
,
then for any bounded R > 1,
|I2(R,T )| = |I2(R,−T )| = O
(
1
T
154
84
)
,
as T → +∞. Hence,
ℓn = lim
T→+∞
1
2π
∫ T
−T
ζ
(
1
2 + it
)
1
4 + t
2
(
1
2 + it
1
2 − it
)n
dt
=
{
−Ress=1 if n ≥ −1
0 otherwise
+
1
2πi
∫
ℜs=R
ζ(s)
s(1− s)
(
s
1− s
)n
ds.
Now we have for a sufficiently large R
∣∣∣∣
∫
ℜs=R
ζ(s)
s(1− s)
(
s
1− s
)n
ds
∣∣∣∣ ≤
∫ +∞
−∞
|ζ(R+ it)|
(R− 1)2 + t2
(
R2 + t2
(R − 1)2 + t2
)n
2
dt
≤ 2ζ(R)
∫ +∞
0
(
1 + 2R−1(R−1)2+t2
)n
2
(R− 1)2 + t2 dt.
Since, for all t ∈ R
(
1 +
2R− 1
(R− 1)2 + t2
)n
2 ≤
{
1 if n ≤ 0
( RR−1 )
n otherwise
then ∣∣∣∣
∫
ℜs=R
ζ(s)
s(1− s)
(
s
1− s
)n
ds
∣∣∣∣ ≤ π ζ(R)R− 1
(
R
R− 1
)n
= O
(
1
R
)
uniformly, as R→ +∞. Consequently,
ℓn =
{
−Ress=1 if n ≥ −1
0 otherwise.
By utilizing the Laurent expansion (1) we find that ℓ−1 = −1, ℓ0 = γ0 − 1 and for
any integer n ≥ 1
ℓn = (−1)n
n∑
k=1
(
n− 1
k − 1
)
(−1)k
k!
γk.
Therefore, the series
∑
n≥−1
ℓnen(t) = γ0 − 11
2 − it
+
∑
n≥1
ℓnen(t)
converges in L2(µ) (i.e. in mean) to the function t 7→ ζ(1/2 + it).
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In order to prove the pointwise convergence, we move the line of integration in (9),
for n ≥ 0, to the line ℜs = σ1; where σ1 is any fixed real number in (0, 1/2). Notice
that, the function ζ(s)sn−1/(1 − s)n+1 is holomorphic on the strip (σ1, 1/2) and for
any σ ∈ (σ1, 1/2) we have
∣∣∣∣ ζ(s)s(1− s)
(
s
1− s
)n∣∣∣∣ ≤
∣∣∣∣ ζ(s)s(1− s)
∣∣∣∣ = o
(
1
|t| 32
)
,
uniformly as |t| → +∞. Then, for any positive integer n we have
ℓn =
1
2πi
∫
ℜs=σ1
ζ(s)
s(1− s)
(
s
1− s
)n
ds.
Now, let t0 ∈ R be fixed and τ = (1/2−it0)/(1/2+it0).We put for any positive integer
N ,
ZN (τ) =
N∑
n=0
ℓnτ
n.
Thus, we have
ZN (τ) =
1
2πi
∫
ℜs=σ1
ζ(s)
s(1− s)
N∑
n=0
(
s
1− sτ
)n
ds,
and then
ZN (τ) =
1
2πi
∫
ℜs=σ1
ζ(s)
s(1− (1 + τ)s)
(
1−
(
sτ
1− s
)N+1)
ds. (10)
Hence, one can use for example Lebesgue’s dominated convergence theorem [18, Th.
1.34] to justify that
lim
N→+∞
ZN (τ) =
1
2πi
∫
ℜs=σ1
ζ(s)
s(1− (1 + τ)s)ds.
Remark that, for any σ < 1/2 and any positive integer N, |sτ/(1 − s)|N+1 < 1. We
deduce by Cauchy’s residue theorem that
+∞∑
n=0
ℓnen(t0) = lim
N→+∞
ZN (τ) =
1
τ
+ ζ
(
1
1 + τ
)
=
1
2 + it0
1
2 − it0
+ ζ
(
1
2
+ it0
)
;
which completes the proof of Theorem 1.1.
Remark 2.1. It is not hard to show, by using (10), that the sequences (ZN (τ))N≥0
converges compactly on R. However, the series
∑+∞
n=0 ℓnen(t) does not converge abso-
lutely.
Remark 2.2. Please remark that the weaker estimates arising from convexity bounds
of the function
ζ(s)
s(1− s)
(
s
1− s
)n
would also suffice instead of Bourgain’s result.
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2.2 Proof of Theorem 1.2
Let σ0 > 1/2 such that σ0 6= 1. By a similar reasoning as in the proof of Theorem
1.1, one can show that the function ζσ0 : t 7→ ζ(σ0 + it) belongs to the Hilbert space
L2(µ) and, for any integer n, we have
〈ζσ0 , en〉 =
1
2πi
∫
ℜs= 1
2
ζ
(
σ0 − 12 + s
)
s(1− s)
(
s
1− s
)n
ds (11)
= −
∑
Res;
where
∑
Res denotes the sum of residues at poles located in the region σ > 1/2.
For 1/2 < σ0 < 1; a short comuptation shows that the integrand has a simple pole
at s = 3/2 − σ0 with residue (3/2 − σ0)n−1/(σ0 − 1/2)n+1 (n ∈ Z) and has poles of
order n+ 1 (n ≥ 0) at s = 1 with residue


−ζ(σ0 + 1/2) for n = 0,
(−1)n−1
n∑
k=1
(
n− 1
k − 1
)
1
k!
ζ(k)
(
σ0 +
1
2
)
for n ≥ 1.
Thus,
〈ζσ0 , en〉 =


(−1)n
(σ0− 12)
2
(
σ0−
3
2
σ0−
1
2
)n−1
for n ≤ −1,
ℓ0(σ0) for n = 0,
ℓn(σ0) for n ≥ 1,
where
ℓ0(σ0) = ζ
(
σ0 +
1
2
)
− 1
σ0 − 12
− 13
2 − σ0
and
ℓn(σ0) = (−1)n
n∑
k=1
(
n− 1
k − 1
)
1
k!
ζ(k)
(
σ0 +
1
2
)
− (−1)
n(
σ0 − 12
)2
(
σ0 − 32
σ0 − 12
)n−1
= (−1)n
n∑
k=1
(
n− 1
k − 1
) 1
k!
ζ(k)
(
σ0 +
1
2
)
− (−1)
k(
σ0 − 12
)k+1

 .
Hence, the following equality holds in L2-norm, for any fixed σ0 ∈ (1/2, 1),
ζ(σ0 + it) =
∑
n∈Z
〈ζσ0 , en〉en(t)
=
∑
n≤−1
〈ζσ0 , en〉en(t) + 〈ζσ0 , e0〉+
∑
n≥1
ℓn(σ0)en(t);
where
∑
n≤−1
〈ζσ0 , en〉en(t) =
−1(
3
2 − σ0
)(
σ0 − 12
) ∑
n≥1
(
σ0 − 12
3
2 − σ0
1
2 + it
1
2 − it
)n
= −
1
2 + it
(1− σ0 − it)
(
3
2 − σ0
) = 1
σ0 − 1 + it −
1
σ0 − 32
.
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Notice that, the series above converges absolutely for any σ0 ∈ (1/2, 1) and any t ∈
R. Therefore, we obtain the first formula in Theorem 1.2. Moreover, one can use a
similar reasoning as in the proof of Theorem 1.1, applied to (11) on moving the line
of integration to the left of the critical line, to prove the pointwise convergence of the
sequences (
∑N
n=0 ℓn(σ0)en(t)).
For the case σ0 > 1, notice that the integrand has (only) pole of order n+1 (n ≥ 0)
at s = 1. A similar reasoning, as in above, yields a complete proof of Theorem 1.2.
It should be noted that the function t 7→ ζ(1 + it) does not belong to L2(µ), since
|ζ(1 + it)|2 ∼ t−2 as t→ 0. Moreover, we notice in view of (1) that
lim
σ0→
1
2
〈ζσ0 , en〉 = ℓn,
for any given integer n. Hence, Theorem 1.2 can be considered as a generalization of
Theorem 1.1. Moreover, we deduce the following result.
Corollary 2.3. For any real numbers a and b in [1/2, 1), we have∫
R
ζ(a+ it)ζ(b+ it)dµ(t) = F (a, b) + F (b, a) + ℓ0(a)ℓ0(b);
where,
F (a, b) := − 1
(a− 12)2
∑
n≥1
ℓn(b)
(
a− 12
3
2 − a
)n+1
,
and with ℓn(1/2) = ℓn, for any integer n ≥ 0.
Proof. Since for any fixed σ ∈ [1/2, 1),
|ζ(σ + it)|2
1
4 + t
2
= O
(
1
|t| 3521
)
, as |t| → +∞.
Then ζσ belongs to L
2(µ). Therefore, by Theorem 1.2, for any a, b ∈ [1/2, 1) we have∫
R
ζ(a+ it)ζ(b+ it)dµ = 〈ζa, ζb〉
=
∑
n∈Z
∑
m∈Z
〈ζa, en〉〈ζb, em〉〈en, em〉.
Since,
〈en, em〉 = 〈en, e−m〉 =
{
1 if n = −m
0 otherwise
then
〈ζa, ζb〉 =
∑
n∈Z
〈ζa, en〉〈ζb, e−n〉
= ℓ0(a)ℓ0(b) + F (a, b) + F (b, a);
which completes the proof.
The well-known Parseval’s identity in the Hilbert space L2(µ) asserts that
‖f‖22 :=
1
2π
∫
R
|f(t)|2 dµ(t) =
∑
n∈Z
|〈f, en〉|2, (f ∈ L2(µ)).
Thus, by applying that onto the function t 7→ ζ(1/2 + it), we obtain
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Corollary 2.4. ∑
n≥0
ℓ2n = log(2π) − γ0 − 1 ≈ 0.2606614
Proof. The proof of Corollary 2.4 is based on a beautiful result due to Coffey [8],
namely
1
2π
∫
R
∣∣∣∣ζ
(
1
2
+ it
)∣∣∣∣2 dµ(t) = log(2π)− γ0. (12)
We would like to close this section with the following remark;
Remark 2.5. Let B be the binomial transform defined, for a given sequence (an)n≥0,
by
bn = B(an) :=
n∑
k=0
(
n
k
)
(−1)n−kak.
Thus the inverse of B is
an = B
−1(bn) =
n∑
k=0
(
n
k
)
bk.
Hence, we deduce that
γn
n!
=
n∑
k=1
(
n− 1
k − 1
)
ℓk.
To show that, it is sufficient te rewrite ℓn as follows;
ℓn =
n∑
k=1
(
n− 1
k − 1
)
(−1)n−k γk
k!
=
1
n
n∑
k=0
(
n
k
)
(−1)n−k kγk
k!
=
1
n
B
(
nγn
n!
)
.
3 The generating function for (ℓn)n≥0 and the nontrivial
zeros of the Riemann zeta function
In this section we show that the value-distribution of the Riemann zeta function
on the half-plane σ ≥ 1/2 is closely dependent on the Fourier coefficients ℓn.
3.1 Series representation of the Riemann zeta function
Let us start with the main result of this section.
Theorem 3.1. For any complex number s in the half-plane σ > 12 , we have
ζ(s) =
s
s− 1 +
∑
n≥0
ℓn
(
1− s
s
)n
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Proof. Let z be a complex number in the open unit disk, D. Since (ℓn)n≥0 is a bounded
sequence then the series
∑
n≥0 ℓnz
n is absolutely convergent on D. Hence,
∑
n≥0
ℓnz
n =
1
2πi
∫
ℜs= 1
2
ζ(s)
s(1− s)
∑
n≥0
(
s
1− sz
)n
ds
=
1
2πi
∫
ℜs= 1
2
ζ(s)
s(1− (1 + z)s)ds
Thus, by Cauchy’s residue theorem, as in the proof of Theorem 1.1, and since ℜ[1/(1+
z)] > 1/2, for any z ∈ D. We obtain
∑
n≥0
ℓnz
n =
1
z
+ ζ
(
1
1 + z
)
. (13)
The Möbius transformation z 7→ 1/(1 + z), also called Cayley map, maps the unit
disk to the half-plane {s ∈ C, ℜs > 1/2}. Therefore, the substitution s = 1/(1 + z)
completes the proof of Theorem 3.1.
We deduce the following explicit values
Corollary 3.2. For any σ ∈ [1/2, 1) we have
∫
R
ζ(σ + it)ζ
(
1
2
+ it
)
dµ(t) = (γ0 − 1)ζ
(
σ +
1
2
)
−
ζ
(
3
2 − σ
)
(σ − 12 )(32 − σ)
− 1
(σ − 12)2
.
The case of σ = 1/2 is included as a limit of the term in the right-hand side, by using
(1), as σ → 1/2.
Proof. Let a = σ and b = 1/2 in Corollary 2.3, then we obtain
∫
R
ζ(σ + it)ζ
(
1
2
+ it
)
dµ(t) = F
(
σ,
1
2
)
+ (γ0 − 1)ℓ0(σ).
Thus, by Theorem 3.1,
F
(
σ,
1
2
)
=
−1
(σ − 12)(32 − σ)
∑
n≥1
ℓn
(
1− (32 − σ)
3
2 − σ
)n
=
−1
(σ − 12)(32 − σ)
(
ζ
(
3
2
− σ
)
− 11
2 − σ
− γ0
)
,
and the substitution ℓ0(σ) = ζ(σ+1/2)−1/((σ−1/2)(3/2−σ)) completes the proof.
Furthermore, the formula (13) allows us to state the following result
Corollary 3.3. The Riemann hypothesis is true if and only if{
z ∈ D, h(z) = 1
z
}
= ∅,
where h is the holomorphic function defined on D by
h(z) :=
∑
n≥0
ℓnz
n.
Lahoucine ELAISSAOUI 11 Zine El-Abidine GUENNOUN
So, it seems to be important to study the distribution of values of the function h.
By comparing Theorem 3.1 with the well-know formula of the Riemann zeta function,
ζ(s) =
s
s− 1 − s
∫ +∞
1
{x}
xs+1
dx
which is valid for all σ > 0, we deduce that
∑
n≥0
ℓn
(
1− s
s
)n
= −s
∫ +∞
1
{x}
xs+1
dx = −sϕ(s), σ > 1
2
, (14)
{·} denotes the fractional part function. Moreover, by using the Cauchy-Schwarz
inequality and Corollary 2.4 we obtain the following upper bound,
Corollary 3.4. For all σ > 1/2 we have
∣∣∣∣ζ(s)− ss− 1
∣∣∣∣ ≤
√
log(2π)− γ0 − 1
2σ − 1 |s|.
Proof. Let σ > 1/2, then by using, respectively, triangle and Cauchy-Schwarz inequal-
ities we obtain ∣∣∣∣ζ(s)− ss− 1
∣∣∣∣ ≤ ∑
n≥0
|ℓn|
∣∣∣∣1− ss
∣∣∣∣n
≤
√∑
n≥0
|ℓn|2
√√√√∑
n≥0
∣∣∣∣1− ss
∣∣∣∣2n
=
√√√√√ log(2π) − γ0 − 1(
1−
∣∣∣1−ss
∣∣∣2) .
Remark that |(1− s)/s| < 1, for all σ > 1/2. Since
1−
∣∣∣∣1− ss
∣∣∣∣2 = 2σ − 1|s|2 ,
then, for all σ > 1/2
∣∣∣∣ζ(s)− ss− 1
∣∣∣∣ ≤
√
log(2π)− γ0 − 1
2σ − 1 |s|.
3.2 An approach to hypothetical zeros of the Riemann zeta function
Let ̺0 (ℜ̺0 > 1/2) be an hypothetical zero of ζ(s); we put z0 = (1− ̺0)/̺0. Then,
by Theorem 3.3,
f(z0) := −1 +
∑
n≥0
ℓnz
n+1
0 = 0.
Please, notice that |z0| < 1.
Now, we consider for a sufficiently large positive integer N , the following partial sums
fN (z) = −1 +
N∑
n=0
ℓnz
n+1.
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Then, by using the Cauchy-Schwarz inequality we obtain, for any complex number
|z| < 1,
|f(z)− fN (z)| =
∣∣∣∣∣∣
+∞∑
n=N+1
ℓnz
n+1
∣∣∣∣∣∣
≤ |z|

 +∞∑
n=N+1
ℓ2n


1
2

 +∞∑
n=N+1
|z|2n


1
2
=

 +∞∑
n=N+1
ℓ2n


1
2 |z|N+2√
1− |z| .
Thus, for z = z0 we have
|fN (z0)| ≤

 +∞∑
n=N+1
ℓ2n


1
2 |z0|N+2√
1− |z0|
= o
(
|z0|N+2
)
as N → +∞.
Therefore, it would be an interesting problem to make a numerical search for the zeros
of the polynomials fN in the unit disk using mathematical software. Note that tables
of values of γk are available and so for the ℓn as well by using the transformation
formula indicated in Remark 2.5.
We should not forget to mention an interesting related result of Jentzsch [14] which
states that, every point of the circle of convergence of a power series is a limit point
of its partial sums.
3.3 Beurling factorization of ζ(s)− s/(s− 1)
Let h be the function defined in Corollary 3.3. Since the power series
∑
n≥0 ℓnz
n is
absolutely convergent, for all z ∈ D, then h is holomorphic on D. Moreover, it follows
from Corollary 2.4 and [18, Th. 17.12], that the function h belongs to the Hardy space
H2(D) and
‖h‖2H2 = log(2π)− γ0 − 1.
Therefore, by [18, Th. 17.11], the nontangential limits, h∗, exist almost everywhere on
the unit circle T = ∂D. However, it follows from Theorem 1.1 (or from the analytic
continuation of h, in view of (8)) that h∗ = h on T\{−1}; namely,
lim
r→1
r<1
h (rz) = h(z) =
1
z
+ ζ
(
1
1 + z
)
, ∀ z ∈ T\{−1}.
Let Ω denote the set of zeros of the function h located in D. Notice that, there is no
zeros of the Riemann zeta function in Ω. Hence, we obtain the following important
result.
Theorem 3.5. The following representation is valid for σ > 1/2,
ζ(s)− s
s− 1 = Q(s)
∏
w∈Ω
( |w|
w
s(1 + w)− 1
s(1 + w)− w
)
;
where
Q(s) = exp
(
1
2π
∫ pi
−pi
(eiθ − 1)s+ 1
(eiθ + 1)s− 1 log
∣∣∣h(eiθ)∣∣∣ dθ
)
.
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Proof. Since h ∈ H2(D), then by [18, Th. 17.17] we have log |h| ∈ L1(T), the outer
function
Qh(z) = exp
(
1
2π
∫ pi
−pi
eiθ + z
eiθ − z log
∣∣∣h(eiθ)∣∣∣ dθ
)
is in H2(D) and h has the Beurling factorization h = MhQh = cBhSQh; where c =
eiℑh(0) = 1, Bh is the Blaschke product formed with the zeros of h,
Bh(z) =
∏
w∈Ω
( |w|
w
w − z
1− wz
)
, (z ∈ D)
and S is the singular function defined by
S(z) = exp
(
−
∫
T
λ+ z
λ− zdν(λ)
)
;
where ν is a finite positive Borel measure on T which is singular with respect to the
Lebesgue measure dθ. Since h is analytic across T\{−1} then, by [13, Th. 6.3], S is
analytic across T\{−1}. That means that, ν(T\{−1}) = 0 and ν({−1}) = τ ≥ 0.
Hence, S has the following form
S(z) = exp
(
τ
z − 1
z + 1
)
.
Now, if τ 6= 0 then it would follow that limzր−1 S(z)/(1 + z) = 0; however, we have
h(z) =
1
z
+ ζ
(
1
1 + z
)
= ζ(s)− 1− 1
s− 1
(
z + 1 =
1
s
)
= − 1
s− 1 +
1
2s
+O
(
1
3σ
)
, as σ → +∞
then limzր−1 h(z)/(1 + z) = −1 6= 0. We conclude that τ = 0. The substitution
z = (1− s)/s (for σ > 1/2) completes the proof of Theorem 3.5.
Consequently, We obtain the following logarithmic integrals,
Corollary 3.6. We have,
1
2π
∫
ℜs= 1
2
log
∣∣∣∣ζ(s)− ss− 1
∣∣∣∣ |ds||s|2 = log(1− γ0) +
∑
w∈Ω
log
∣∣∣∣ 1w
∣∣∣∣ ;
and if ̺ = β+ iγ with β > 1/2 is a nontrivial zero of the Riemann zeta function, then
log
∣∣∣∣ ̺1− ̺
∣∣∣∣ = 2β − 12π
∫
ℜs= 1
2
log
∣∣∣∣ζ(s)− ss− 1
∣∣∣∣ |ds||̺− s|2 +
∑
w∈Ω
log
∣∣∣∣ ̺(1 + w)− 1̺(1 + w)− w
∣∣∣∣ . (15)
Proof. Let ℜu > 1/2. Since,
log |Q(u)| = ℜ
(
1
2π
∫ pi
−pi
(eiθ − 1)u+ 1
(eiθ + 1)u− 1 log
∣∣∣h(eiθ)∣∣∣ dθ
)
=
2ℜu− 1
2π
∫
ℜu= 1
2
log
∣∣∣∣ζ(s)− ss− 1
∣∣∣∣ |ds||s− u|2 ,
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then by Theorem 3.5,
log
∣∣∣∣ζ(u)− uu− 1
∣∣∣∣ = 2ℜu− 12π
∫
ℜu= 1
2
log
∣∣∣∣ζ(s)− ss− 1
∣∣∣∣ |ds||s− u|2+
∑
w∈Ω
log
∣∣∣∣ u(1 + w)− 1u(1 + w)− w
∣∣∣∣ .
Hence, the first equation holds by letting u = 1 and the second equation holds by
letting u = ̺.
Let ϕ be the function defined in (14),
ϕ(s) =
∫ +∞
1
{x}
xs+1
dx, σ ≥ 1
2
.
Then, it is clear that h(z) and ϕ(1/(1 + z)) have the same zeros. Moreover, since
ϕ(1/(1+z)) is bounded on D (i.e. ϕ(1/(1+z)) ∈ H∞(D)) then the series∑w∈Ω(1−|w|)
is absolutely convergent, see [18, 15.22]. That means that, if h(z) has infinitely many
zeros then almost of these zeros are near to the boundary T. Precisely, we have,
Corollary 3.7. If w ∈ D is a zero of h, then
|w| ≥ 1− log
(√
log(2π) − γ0 − 1
1− γ0
)
≈ 0.8113.
Proof. The first formula in Corollary 3.6, can be rewritten as
∑
w∈Ω
log
∣∣∣∣ 1w
∣∣∣∣ = − log(1− γ0) +
∫
R
log
∣∣∣∣∣h
(
1
2 − it
1
2 + it
)∣∣∣∣∣ dµ(t).
Thus by using the Jensen inequality, we obtain
∫
R
log
∣∣∣∣∣h
(
1
2 − it
1
2 + it
)∣∣∣∣∣ dµ(t) ≤ log (‖h‖2) .
Hence, ∑
w∈Ω
log
∣∣∣∣ 1w
∣∣∣∣ ≤ log
( ‖h‖2
1− γ0
)
.
Now, since
1− |w| ≤
∑
n≥1
(1− |w|)n
n
= log
∣∣∣∣ 1w
∣∣∣∣ ≤ ∑
w∈Ω
log
∣∣∣∣ 1w
∣∣∣∣ ,
then
1− |w| ≤ log
( ‖h‖2
1− γ0
)
.
Notice that the value of ‖h‖22 is given in Corollary 2.4; the proof is complete.
Remark 3.8. One can use directly in the proof of Corollary above the following lower
bound,
|w| ≥ 1− γ0‖h‖2 ≈ 0.828.
Actually, it is natural that the function ϕ takes a small values, in mean, on the
critical line. In fact, since h((1 − s)/s) = sϕ(s) then
∫ +∞
0
∣∣∣∣ϕ
(
1
2
+ it
)∣∣∣∣2 dt = π‖h‖22 = π (log(2π) − γ0 − 1) ≈ 0.8189.
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It should be noted that the distribution of zeros of the function ϕ is very important
since relevant information on the distribution of values of the Riemann zeta function.
Indeed, if we know the distribution of zeros of the function ϕ then we could find an
optimal bound of the series in (15) which is dependent on the term, log |̺/(1 − ̺)|,
appeared in [2] and [11]; namely
∫
R
log
∣∣∣∣ζ
(
1
2
+ it
)∣∣∣∣ dµ(t) = ∑
β> 1
2
log
∣∣∣∣ ̺1− ̺
∣∣∣∣ . (16)
Notice that, the Riemann hypothesis is equivalent to the fact that |̺/(1 − ̺)| = 1.
However, a similar reasoning as in the proof of Corollary 3.7 yields,
Corollary 3.9. If ̺ is a nontrivial zero of the Riemann zeta function located on the
half-plane σ ≥ 1/2, then
1 ≥
∣∣∣∣1− ̺̺
∣∣∣∣ ≥ (‖ζ 1
2
‖2
)−1 ≈ 0.8906.
Proof. It is sufficient to apply the Jensen inequality to (16). Notice that
‖ζ 1
2
‖2 =
√
log(2π) − γ0.
4 Ergodic interpretation and the Lindelöf hypothesis
There is a slightly different interpretations of our results. For instance, in terms of
Brownian motion, if Bt denotes the complex Brownian motion starting at the origin
and τ is the passage time to the critical line, then the imaginary part of Bτ has Cauchy
distribution with scale 1/2. Hence, one can calculate the expectation of ζ(Bτ )f(Bτ ),
for some complex-valued functions f ∈ L2(µ), as a real series involving the sequence
(ℓn)n≥−1; thanks to Theorem 1.1.
4.1 Interpretation in terms of ergodic theory
Let T be the transformation defined on R by
Tx :=


1
2
(
x− 14x
)
if x ∈ R\{0}
0 otherwise.
T is so-called a Boole-transformation. In [11, S. 3], the authors showed that T is
measure preserving with restpect to the probability measure µ defined in (5) and,
then, (R,B, µ, T ) is an ergodic system. Hence, by the pointwise ergodic theorem (or
Birkhoff-khinchin theorem, see [4] and [15]), we obtain the following result,
Theorem 4.1. For any g ∈ L2(µ) and almost all real x, we have
lim
N→∞
1
N
N−1∑
n=0
ζ
(
1
2
+ iT nx
)
g (T nx) = −a1 +
∑
m≥0
ℓma−m,
where (am)m∈Z are the Fourier coefficients of g and T
nx = T ◦T n−1x, with T 0x = x.
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Proof. Actually, the pointwise ergodic theorem is valid for the functions in L1-space.
However, since µ is positive and finite then L2(µ) ⊂ L1(µ). Moreover, by Cauchy-
Shwarz inequality, if f, g ∈ L2(µ) then fg ∈ L1(µ).
Now, since the system (R,B, µ, T ) is ergodic and ζ1/2 ∈ L2(µ) then for any complex-
valued function g ∈ L2(µ) we have fg ∈ L1(µ). By the pointwise ergodic theorem, the
limit of the Cesàro mean
1
N
N−1∑
n=0
ζ
(
1
2
+ iT nx
)
g (T nx)
exists for almost all x ∈ R and
lim
N→∞
1
N
N−1∑
n=0
ζ
(
1
2
+ iT nx
)
g (T nx) =
∫
R
ζ
(
1
2
+ it
)
g(t)dµ(t)
almost everywhere. Hence, if
g(t) =
∑
m∈Z
amem(t), in L
2(µ)
then by Theorem 1.1, we have
∫
R
ζ
(
1
2
+ it
)
g(t)dµ(t) = 〈ζ 1
2
, g〉 =
∑
m≥−1
ℓma−m,
which completes the proof.
Remark 4.2. Please remark that, one can generalize Theorem 4.1 by utilizing Theorem
1.2 instead of Theorem 1.1.
We should not forget to mention that Steuding [19] proved an analogue of Theorem
4.1 for g ≡ 1. Moreover, the case of g ≡ ζa, a ∈ [1/2, 1], is proven in Corollary 3.2.
4.2 On the Lindelöf hypothesis
The Lindelöf hypothesis is the most interesting open question in the value-distribution
of the Riemann zeta function topic. In [16], Lindelöf expressed his belief that ζ(s) is
bounded on any vertical line in the strip 1/2 < σ < 1, which would imply the Lindelöf
hypothesis. However, Lindelöf’s boundedness conjecture is false as Corollary [10, 2
p.184] shows. Therefore, we deduce the following result,
Theorem 4.3. For any σ0 ∈ [1/2, 1), we have∑
n≥1
|ℓn(σ0)| = +∞.
Proof. Let σ0 ∈ [1/2, 1). If the series ∑n≥0 ℓn(σ0) is absolutely convergent, then by
Theorem 1.2
|ζ(σ0 + it)| ≤
∑
n≥1
|ℓn(σ0)|+
∣∣∣∣∣ζ
(
σ0 +
1
2
)
− 1
σ0 − 12
∣∣∣∣∣+ 1√(1− σ0)2 + t2 ,
i.e. the Riemann zeta function is bounded on the vertical line ℜs = σ0; which contra-
dicts with Corollary [10, 2 p.184].
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Actually, Theorem 3.1 shows that the behaviour of the Riemann zeta function in
the half-plane σ > 1/2 is strongly related to the growth rate of the sequence (ℓn)n≥0,
as n→ +∞. For the sake of completeness, let us state the following result
Corollary 4.4. For any fixed σ > 1/2,
ζ(s) = o
(
Li 1
2
(√
1− 2σ − 1|s|2
))
, as |t| → +∞,
where Liα(z) denotes the polylogarithm function, defined by
Liα(z) :=
∑
n≥1
zn
nα
, z ∈ D.
Proof. Firstly, we prove that
ℓn = o
(
1√
n
)
, as n→ +∞.
In fact, if there exist ε > 0 such that for a sufficiently large n > n0 ∈ N we have√
n|ℓn| > ε then ∑
n>n0
ℓ2n > ε
∑
n>n0
1
n
= +∞,
which contradicts with Corollary 2.4. Hence, for any ε > 0 there exists n0 ∈ N such
that for any n > n0 we have
√
n|ℓn| < ε. Namely, ℓn = o(1/
√
n).
Now let σ > 1/2, then by using Theorem 3.1,
|ζ(s)| ≤
∣∣∣∣ ss− 1
∣∣∣∣+
n0∑
n=0
|ℓn|
∣∣∣∣1− ss
∣∣∣∣n + ∑
n>n0
|ℓn|
∣∣∣∣1− ss
∣∣∣∣n
=
∣∣∣∣ ss− 1
∣∣∣∣+
n0∑
n=0
|ℓn|
∣∣∣∣1− ss
∣∣∣∣n + o

∑
n>n0
∣∣∣1−ss
∣∣∣n
√
n


= O(1) + o
(
Li 1
2
(√
1− 2σ − 1|s|2
))
,
which completes the proof. Remark that, for any fixed σ > 1/2 and any n ∈ N,
∣∣∣∣1− ss
∣∣∣∣n =
(
σ2 + t2 − 2σ + 1
σ2 + t2
)n
2
=
(√
1− 2σ − 1|s|2
)n
= 1 +O
(
1
|s|2
)
,
as |t| → +∞.
By using a similar reasoning one can prove, in general, that
Theorem 4.5. If ℓn =
κ
nα +o
(
1
nα
)
, as n→ +∞, for an arbitrary real κ and α > 1/2;
then
ζ(s) = κLiα
(
1− s
s
)
+ o
(
Liα
(√
1− 2σ − 1|s|2
))
,
as |t| → +∞.
Proof. In fact, if ℓn = κ/n
α + o(n−α) for α > 1/2 then
ζ(s)− κLiα
(
1− s
s
)
=
s
s− 1 + ℓ0 +
∑
n≥1
(
ℓn − κ
nα
)(
1− s
s
)n
= O(1) + o
(
Liα
(√
1− 2σ − 1|s|2
))
.
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It should be noted that Theorem 4.2 implies α ≤ 1; because if α > 1 then for
a sufficiently large n we have |ℓn| ∼ 1/nα; so that ∑n>n0 |ℓn| (for some large n0) is
convergent which not the case thanks to Theorem 4.2.
Finally, we would like to provide a necessary condition for the truth of the Lindelöf
hypothesis. Namely, if the Laurent expansion of (s− 1)kζk(s), for any positive integer
k, is given near to s = 1 by
(s− 1)kζk(s) =
∑
m≥0
λm,k
m!
(s− 1)m, (17)
then we obtain the following
Theorem 4.6. If the Lindelöf hypothesis is true, then for any positive integer k, the
series ∑
n≥−k
ℓ2n,k
converges; where
ℓn,k :=


(−1)n
n∑
j=1
(
n− 1
j − 1
)
λj+k,k
(j + k)!
if n ≥ 1,
(−1)k
k+n∑
j=0
(
k − j
−n
)
(−1)j λj,k
j!
if − k ≤ n ≤ 0.
Proof. One can use a similar reasoning as in the proof of [19, Th. 4.1] to prove that
the Lindelöf hypothesis is equivalent to the existence of the integrals
∫
R
∣∣∣∣ζ
(
1
2
+ it
)∣∣∣∣2k dµ(t),
for any integer k ≥ 1; that means that, if and only if the function t 7→ ζk(1/2 + it)
belongs to the Hilbert space L2(µ), for any positive integer k. Thus, if we assume
the truth of the Lindelöf hypothesis then, for any positive integer k, the following
expansion holds in L2(µ)
ζk
(
1
2
+ it
)
=
∑
n∈Z
ℓn,ken(t).
Consequently, Parseval’s equality completes the proof.
Concerning the explicit values of (ℓn,k), a similar reasoning as in the proof of
Theorem 1.1 yields
ℓn,k =
1
2πi
∫
ℜs= 1
2
ζk(s)
s(1− s)
(
s
1− s
)n
ds = −Ress=1;
where Ress=1 is the residue of the integrand at the pole s = 1 of order k + n + 1
(n ≥ −k). Hence, it is clear that ℓn,k = 0 for n < −k. Moreover, by using (17), we
obtain
Ress=1 = lim
s→1
(−1)n+1
(n+ k)!
∑
m≥0
λm,k
m!
dn+k
dsn+k
[
sn−1(s− 1)m
]
.
Since, for n ≥ 1,
lim
s→1
dn+k
dsn+k
[
sn−1(s − 1)m
]
=
(
n− 1
m− k − 1
)
(n+ k)!,
Lahoucine ELAISSAOUI 19 Zine El-Abidine GUENNOUN
where m = (k + 1), · · · , (k + n); then
Ress=1 = (−1)n+1
n+k∑
m=k+1
(
n− 1
m− k − 1
)
λm,k
m!
= (−1)n+1
n∑
j=1
(
n− 1
j − 1
)
λj+k,k
(j + k)!
.
Also, for −k ≤ n ≤ 0; since
lim
s→1
dn+k
dsn+k
[
sn−1(s − 1)m
]
= (−1)k+n−m
(
k −m
−n
)
(k + n)!,
where m = 0, · · · , (k + n); then
Ress=1 = (−1)k+1
k+n∑
j=0
(
k − j
−n
)
(−1)j λj,k
j!
.
Last, but not least, the first author would like to express his belief on the truth of
Lindelöf hypothesis thanks to last theorems. In the other hand, notice that the results
obtained throughout this paper could be extended to a large class of functions, such
as Dirichlet L functions.
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