An equiangular tight frame (ETF) is a type of optimal packing of lines in a real or complex Hilbert space. In the complex case, the existence of an ETF of a given size remains an open problem in many cases. In this paper, we observe that many of the known constructions of ETFs are of one of two types. We further provide a new method for combining a given ETF of one of these two types with an appropriate group divisible design (GDD) in order to produce a larger ETF of the same type. By applying this method to known families of ETFs and GDDs, we obtain several new infinite families of ETFs. The real instances of these ETFs correspond to several new infinite families of strongly regular graphs. Our approach was inspired by a seminal paper of Davis and Jedwab which both unified and generalized McFarland and Spence difference sets. We provide combinatorial analogs of their algebraic results, unifying Steiner ETFs with hyperoval ETFs and Tremain ETFs.
Introduction
Let N ≥ D be positive integers, let F be either R or C, and let x 1 , x 2 = x * 1 x 2 be the dot product on F D . The Welch bound [56] states that any N nonzero vectors {ϕ n } N n=1 in F D satisfy
It is well-known [49] that nonzero equal-norm vectors {ϕ n } N n=1 in F D achieve equality in (1) if and only if they form an equiangular tight frame for F D , denoted an ETF(D, N ), namely if there exists A > 0 such that A x 2 = N n=1 | ϕ n , x | 2 for all x ∈ F D (tightness), and the value of | ϕ n , ϕ n ′ | is constant over all n = n ′ (equiangularity). In particular, an ETF is a type of optimal packing in projective space, corresponding to a collection of lines whose minimum pairwise angle is as large as possible. ETFs arise in several applications, including waveform design for communications [49] , compressed sensing [5, 6] , quantum information theory [59, 45] and algebraic coding theory [34] .
In the general (possibly-complex) setting, the existence of an ETF(D, N ) remains an open problem for many choices of (D, N ). See [23] for a recent survey. Beyond orthonormal bases and regular simplices, all known infinite families of ETFs arise from combinatorial designs. Real ETFs in particular are equivalent to a class of strongly regular graphs (SRGs) [36, 46, 32, 55] , and such graphs have been actively studied for decades [11, 12, 15] . This equivalence has been partially generalized to the complex setting in various ways, including approaches that exploit properties of roots of unity [9, 8] , abelian distance-regular covers of complete graphs (DRACKNs) [16] , and association schemes [33] . Conference matrices, Hadamard matrices, Paley tournaments and quadratic residues are related, and lead to infinite families of ETFs whose redundancy N D is either nearly or exactly two [49, 32, 44, 48] . Harmonic ETFs and Steiner ETFs offer more flexibility in choosing D and N . Harmonic ETFs are equivalent to difference sets in finite abelian groups [54, 49, 58, 18] , while Steiner ETFs arise from balanced incomplete block designs (BIBDs) [29, 25] . Recent generalizations of Steiner ETFs have led to new infinite families of ETFs arising from projective planes that contain hyperovals [24] as well as from Steiner triple systems [19] , dubbed hyperoval ETFs and Tremain ETFs, respectively. Another new family arises by generalizing the SRG construction of [28] to the complex setting, using generalized quadrangles to produce abelian DRACKNs [22] .
Far less is known in terms of necessary conditions on the existence of complex ETF(D, N ). The Gerzon bound implies that N ≤ min{D 2 , (N − D) 2 } whenever a complex ETF(D, N ) with N > D > 1 exists [38, 32, 52] . Beyond this, the only known nonexistence result in the complex case is that an ETF (3, 8) does not exist [51] , a result proven using computational techniques in algebraic geometry. In quantum information theory, ETF(D, D 2 ) are known as symmetric informationallycomplete positive operator-valued measures (SIC-POVMs). It is famously conjectured that such Gerzon-bound-equality ETFs exist for any D [59, 44, 26] .
In this paper, we give a new method for constructing ETFs that yields several new infinite families of them. Our main result is Theorem 3.2, which shows how to combine a given initial ETF with a group divisible design (GDD) in order to produce another ETF. In that result, we require the initial ETF to be of one of the following types: 
where K and S are integers and L is either 1 or −1. For a given K, we say (D, N ) is K-positive or K-negative when it is type (K, 1, S) or type (K, −1, S) for some S, respectively. We simply say (D, N ) is positive or negative when it is K-positive or K-negative for some K, respectively. When we say that an ETF is one of these types, we mean its (D, N ) parameters are of that type.
It turns out that every known ETF(D, N ) with N > 2D > 2 is either a harmonic ETF, a SIC-POVM, or is positive or negative. In particular, every Steiner ETF is positive, while every hyperoval ETF and Tremain ETF is negative. In this sense, the ideas and results of this paper are an attempt to unify and generalize several constructions that have been regarded as disparate. This is analogous to-and directly inspired by-a seminal paper of Davis and Jedwab [17] , which unifies McFarland [41] and Spence [47] difference sets under a single framework, and also generalizes them so as to produce difference sets whose corresponding harmonic ETFs have parameters
for some J ≥ 1. It is quickly verified that such ETFs are type (4, −1, S) where S = 1 3 (2 2J+1 +1). As we shall see, combining our main result (Theorem 3.2) with known ETFs and GDDs recovers the existence of ETFs with these parameters, and also provides several new infinite families, including: This result extends the S for which an ETF of type (4, −1, S) is known to exist from a geometric progression to a finite union of arithmetic progressions, with the smallest new ETF having S = 19, namely (D, N ) = (266, 1008), cf. [23] . Meanwhile, the ETFs given by Theorem 1.2 in the K = 5 case seem to be completely new except when S = 4, 5, 9, with (D, N ) = (285, 1350) being the smallest new example. Using similar techniques, we were also able to find new, explicit infinite families of K-negative ETFs for K = 6, 7, 10, 12. The description of these families is technical, and so is given in Theorem 4.4 as opposed to here. More generally, using asymptotic existence results for GDDs, we show that an infinite number of K-negative ETFs also exist whenever K = Q + 2 where Q is a prime power, K = Q + 1 where Q is an even prime power, or K = 8, 20, 30, 42, 56, 342. In certain cases, the new ETFs constructed by these methods can be chosen to be real: These correspond to four new infinite families of SRGs, with the smallest new example being a real ETF(66759, 332640), which is obtained by letting H = 36 in (a).
In the next section, we introduce known concepts from frame theory and combinatorial design that we need later on. In Section 3, we provide an alternative characterization of when an ETF is positive or negative (Theorem 3.1), which we then use to help prove our main result (Theorem 3.2). In the fourth section, we discuss how many known ETFs are either positive or negative, and then apply Theorem 3.2 to them along with known GDDs to obtain the new infinite families of negative ETFs described in Theorems 1.2 and 4.4. We conclude in Section 5, using these facts as the basis for new conjectures on the existence of real and complex ETFs.
Preliminaries

Equiangular tight frames
For any positive integers N and D, and any sequence {ϕ n } N n=1 of vectors in F D , the corresponding synthesis operator is Φ : F N → F D , Φy := N n=1 y(n)ϕ n , namely the D × N matrix whose nth column is ϕ n . Its adjoint (conjugate transpose) is the analysis operator Φ * : F D → F N , which has (Φ * x)(n) = ϕ n , x for all n = 1, . . . , N . That is, Φ * is the D × N matrix whose nth row is ϕ * n . Composing these two operators gives the N × N Gram matrix Φ * Φ whose (n, n ′ )th entry is (Φ * Φ)(n, n ′ ) = ϕ n , ϕ n ′ , as well as the D × D frame operator ΦΦ * = N n=1 ϕ n ϕ * n . We say {ϕ n } N n=1 is a tight frame for F D if there exists A > 0 such that ΦΦ * = AI, namely if the rows of Φ are orthogonal and have an equal nontrivial norm. We say {ϕ n } N n=1 is equal norm if there exists some C such that ϕ n 2 = C for all n. The parameters of an equal norm tight frame 3 are related according to DA = Tr(AI) = Tr(ΦΦ * ) = Tr(Φ * Φ) = N n=1 ϕ n 2 = N C. We say {ϕ n } N n=1 is equiangular if it is equal norm and the value of | ϕ n , ϕ n ′ | is constant over all n = n ′ . For any equal norm vectors {ϕ n } N n=1 in F D , a direct calculation reveals
Rearranging this inequality gives the Welch bound (1). Moreover, we see that achieving equality in (1) is equivalent to having equality above throughout, which happens precisely when {ϕ n } N n=1 is a tight frame for F D that is also equiangular, namely when it is an ETF for F D .
If N > D and {ϕ n } N n=1 is a tight frame for F D then completing the D rows of Φ to an equal-norm orthogonal basis for F N is equivalent to taking a (N − D) × N matrix Ψ such that Ψ * Ψ = AI, ΦΨ * = 0 and Φ * Φ + Ψ * Ψ = AI. The sequence {ψ n } N n=1 of columns of any such Ψ is called a Naimark complement of {ϕ n } N n=1 . Since ΨΨ * = AI and Ψ * Ψ = AI − Φ * Φ, any Naimark complement of an ETF(D, N ) is an ETF(N − D, N ). Since any nontrivial scalar multiple of an ETF is another ETF, we will often assume without loss of generality that a given ETF(D, N ) and its Naimark complements satisfy
which equates to having | ϕ n , ϕ n ′ | = 1 = | ψ n , ψ n ′ | for all n = n ′ . For positive and negative ETFs in particular (Definition 1.1), we shall see that all of these quantities happen to be integers. Any ETF(D, N ) with N = D + 1 is known as a regular simplex, and such ETFs are Naimark complements of ETFs for F 1 , namely sequences of scalars that have the same nontrivial modulus. In particular, a sequence of vectors {f n } N n=1 in F N −1 is a Naimark complement of the all-ones sequence in F 1 if and only if
where 1 and J denote an all-ones column vector and matrix, respectively. Equivalently, the vectors {1 ⊕ f n } N n=1 in F N are equal norm and orthogonal. In particular, for any N > 1, we can always take {1 ⊕ f n } N n=1 to be the columns of a possibly-complex Hadamard matrix of size N . In this case, F satisfies (5) and is also flat, meaning every one of its entries has modulus one. As detailed below, flat regular simplices can be used to construct several families of ETFs, including Steiner ETFs as well as those we introduce in Theorem 3.2.
Harmonic ETFs are the best-known class of ETFs [48, 58, 18] . A harmonic ETF(D, N ) is obtained by restricting the characters of an abelian group G of order N to a difference set of cardinality D, namely a D-element subset D of G with the property that the cardinality of
The set complement G\D of any difference set in G is another difference set, and the two corresponding harmonic ETFs are Naimark complements. In particular, for any abelian group G of order N , the harmonic ETF arising from G\{0} is a flat regular simplex that satisfies (5).
Group divisible designs
For a given integer K ≥ 2, a K-GDD is a set V of V > K vertices, along with collections G and B of subsets of V, called groups and blocks, respectively, with the property that the groups partition V, every block has cardinality K, and any two vertices are either contained in a common group or a common block, but not both. A K-GDD is uniform if its groups all have the same cardinality M , denoted in exponential notation as a "K-GDD of type M U " where V = U M .
Letting B be the number of blocks, a {0, 1}-valued B × U M incidence matrix X of a K-GDD of type M U has the property that each row of X contains exactly K ones. Moreover, for any v = 1, . . . , V = U M , the vth column of X is orthogonal to M − 1 other columns of X, and has a dot product of 1 with each of the remaining (U − 1)M columns. This implies that the replication number R v of blocks that contain the vth vertex satisfies
As such, this number R v = R is independent of v. At this point, summing all entries of X gives BK = V R and so B is also uniquely determined by K, M and U . Because of this, the existence of a K-GDD of type M U is equivalent to that of a {0, 1}-valued B × U M matrix X with
In the special case where M = 1, a K-GDD of type 1 U is called a BIBD(U, K, 1). In the special case where U = K, a K-GDD of type M K is called a transversal design TD(K, M ), which is equivalent to a collection of K − 2 mutually orthogonal Latin squares (MOLS) of size M . In order for a K-GDD of type M U to exist, the expressions for R and B given in (6) are necessarily integers. Beyond this, we necessarily have U ≥ K since we can partition any given block into its intersections with the groups, and the cardinality of these intersections is at most one. Altogether, the parameters of a K-GDD of type M U necessarily satisfy
Though these necessary conditions are not sufficient [27] , they are asymptotically sufficient in two distinct ways: for any fixed K ≥ 2 and M ≥ 1, there exists U 0 = U 0 (K, M ) such that a K-GDD of type M U exists for all U ≥ U 0 such that (7) is satisfied [13, 37] ; for any fixed U ≥ K ≥ 2, there (7) is satisfied [43] . In the M = 1 and U = K cases, these facts reduce to more classical asymptotic existence results for BIBDs and MOLS, respectively. Many specific examples of GDDs are formed by combining smaller designs in clever ways. We in particular will make use of the following result, which is a special case of Wilson's approach [57] :
Proof. Let X and Y be incidence matrices of the form (6) for the given K-GDD of type M U and U -GDD of type N V , respectively. In particular, taking R and B as in (6), we can write X = X 1 · · · X U where each X u is a B × M matrix with X * u X u = RI, and X * u X u ′ = J for any 5 u = u ′ . We now construct the incidence matrix Z of a K-GDD of type (M N ) V in the following manner: in each row of Y, replace each of the U nonzero entries with a distinct matrix X u , and replace each of the zero entries with a B × M matrix of zeros.
This result generalizes MacNeish's classical method for combining MOLS [40] : if a TD(K, M ) and a TD(K, N ) exist, then applying Lemma 2.1 to them produces a TD(K, M N ). We will also use one GDD to "fill the holes" of another:
Proof. Letting X and Y be incidence matrices of the form (6) for the given K-GDDs of type M U and (M U ) V , respectively, it is straightforward to verify that
is the incidence matrix of a K-GDD of type M U V .
Previously known constructions of ETFs involving BIBDs and MOLS
In the next section, we introduce a method for constructing ETFs that uses GDDs. This method makes use of a concept from [19] , which we now generalize from BIBDs to GDDs: Definition 2.3. Take a K-GDD of type M U where M ≥ 1 and U ≥ K ≥ 2, and define R, B and an incidence matrix X according to (6) . Without loss of generality, write the columns of X as {x u,m } U u=1, M m=1 where, for each u, the vectors {x u,m } M m=1 have disjoint support. Then, for any u and m, a corresponding embedding operator E u,m is any {0, 1}-valued B × R matrix whose columns are standard basis elements that sum to x u,m .
In the special case where M = 1, this concept leads to an elegant formulation of Steiner ETFs [19] : letting {E v } V v=1 = {E u,1 } U u=1 be the embedding operators of a BIBD(V, K, 1), and letting {1 ⊕ f i } R i=0 be the columns of a possibly-complex Hadamard matrix of size R + 1 =
form an ETF for F B . In [19] , this fact is proven using several properties of embedding operators. We now show those properties generalize to the GDD setting; later on, we use these facts to prove our main result:
Here, for any u = u ′ and m, m ′ , δ r and δ r ′ are standard basis elements in F R whose indices r, r ′ depend on u, u ′ , m, m ′ .
Proof. Each E u,m is a matrix whose columns are standard basis elements that sum to x u,m , and so is an isometry, that is, E * u,m E u,m = I. Moreover, for any u, u ′ , m, m ′ , E * u,m E u ′ ,m ′ is a matrix whose entries are nonnegative integers that sum to:
′ has a single nonzero entry, and that this entry has value 1. This means there exists some r,
Other Steiner-like constructions of ETFs include hyperoval ETFs [24] and Tremain ETFs [22] . Beyond Steiner and Steiner-like techniques, there are at least two other methods for constructing ETFs that make direct use of the incidence matrix of some kind of GDD. One method leads to the phased BIBD ETFs of [22] : if X is the B × V incidence matrix of a BIBD(V, K, 1), and Φ is any matrix obtained by replacing each 1-valued entry of X with any unimodular scalar, then the columns of Φ are immediately equiangular, and the challenge is to design them so that they form a tight frame for their span. Another method constructs ETFs with (D, N ) = (
Here, the columns of X have support M , and are arranged as K groups of M columns apiece, where columns in a common group have disjoint support. Together, these facts imply, in turn, that
At this point, the traditional approach is to let A = XX * − KI be the adjacency matrix of the TD's block graph, and use (8) and (9) to show that this graph is strongly regular with parameters
). In the M = 2K case, applying Theorem 4.4 of [21] to this graph then produces a real ETF with (D, N ) = ( That said, a careful read of the literature reveals that this construction can be made more explicit, and that doing so has repercussions for coding theory. To elaborate, in [10] , MOLS are used to produce quasi-symmetric designs (QSDs) which, via the techniques of [42] , yield selfcomplementary binary codes that achieve equality in the Grey-Rankin bound. In [34] , such codes are shown to be equivalent to flat real ETFs. A method for directly converting the incidence matrices of certain QSDs into synthesis operators of ETFs was also recently introduced [20] . Distilling these ideas leads to the following streamlined construction: let X be the incidence matrix of a
be the columns of a possibly-complex Hadamard matrix of size M , let
, and consider the
Using (5), (8), and (9) along with the fact that F is flat, it is straightforward to show that Φ is flat and satisfies ΦΦ * = M 2 I and Φ * Φ = M XX * − KJ. As such, the columns of Φ form a flat two-distance tight frame (TDTF) for F K(M −1) [7] . Moreover, this TDTF is an ETF when M = 2K. In particular, if there exists a TD(K, 2K) and a real Hadamard matrix of size 2K, then there exists a flat real ETF(K(2K − 1), 4K 2 ). Using the equivalence between flat real ETFs and Grey-Rankin-bound-equality codes given in [34] , or alternatively the equivalence between such ETFs and certain QSDs given in [20] , this recovers Theorem 1 of [10] . In the K = 6 case, that result gives the only known proof to date of the existence of a flat real ETF(66, 144).
For any TD and corresponding flat regular simplex, it is quickly verified that the corresponding TDTF (10) is centered [21] in the sense that Φ1 = 0, namely that the all-ones vector is orthogonal to the row space of Φ. This fact leads to an analogous reinterpretation of the second main result of [10] : in lieu of (10), we instead consider the [
Here, the properties of Φ immediately imply ΨΨ * = M 2 I and Ψ * Ψ = M XX * −(K −1)J, meaning the columns of Ψ form a flat TDTF. However, unlike (10), the columns of (11) are equiangular precisely when M = 2(K − 1). Replacing K with K + 1, this implies in particular that if there exists a TD(K + 1, 2K) and a real Hadamard matrix of size 2K, then there exists a flat real ETF(K(2K + 1), 4K 2 ). This recovers Theorem 2 of [10] via the equivalences of [34, 20] , and gives the only known proof of the existence of a flat real ETF(78, 144).
Simply put, if certain TDs exist, then certain ETFs exist. In the next section, we introduce a new method of constructing ETFs from TDs.
Constructing equiangular tight frames with group divisible designs
In [17] , Davis and Jedwab unify McFarland [41] and Spence [47] difference sets under a single framework, and also generalize them so as to produce difference sets with parameters (3). McFarland's construction relies on nice algebro-combinatorial properties of the set of all hyperplanes in a finite-dimensional vector space over a finite field. Davis and Jedwab exploit these properties to form various types of building sets, which in some cases lead to difference sets.
In [34] , it is shown that every harmonic ETF arising from a McFarland ETF is unitarilyequivalent to a Steiner ETF arising from an affine geometry. When we applied a similar analysis to the building sets of [17] , we discovered that they have an underlying TD-like incidence structure. (We do not provide this analysis here since it is nontrivial and does not help us prove our results in their full generality.) This eventually led us to the ETF construction technique of Theorem 3.2 below. In short, our approach here is directly inspired by that of [17] , though this is not apparent from our proof techniques. In particular, the fact that the L parameter in Definition 1.1 is either 1 or −1 is a generalization of Davis and Jedwab's notion of extended building sets with "+" and "−" parameters, respectively. To facilitate our arguments later on, we now consider these types of parameters in greater detail:
where S ≥ 2. Conversely, given (D, N ) such that 1 < D < N , and letting L be either 1 or −1, if the above expressions for S and K are integers then
Moreover, in the case that the equivalent conditions above hold, scaling an ETF {ϕ n } N n=1 for F D so that | ϕ n , ϕ n ′ | = 1 for all n = n ′ gives that it and its Naimark complements {ψ n } N n=1 have tight frame constant A = K(S + L) and
we have that L is either 1 or −1 by assumption, at which point the fact that L 2 = 1 coupled with (2) gives
Multiplying and dividing these expressions immediately implies that
Here, S is an integer by assumption, and is clearly positive. Moreover, if S = 1 then (14) implies D = 1. Since D > 1 by assumption, we thus have S ≥ 2. Continuing, (2) further implies
Conversely, now assume that S and K are defined by (12) , where L is either 1 or −1, and that S and K are integers. As before, the fact that D > 1 implies that S ≥ 2 and so K > 0. We solve for N in terms of D, K, and L. Here, (12) gives
Squaring this equation and multiplying the result by N − 1 gives
Adding 1 to this equation and multiplying by (DK) 2 N then leads to a quadratic in N :
Applying the quadratic formula then gives
As such, (15) becomes
, implying "+" and "−" here correspond to L = 1 and L = −1 respectively, that is,
Moreover, since N is an integer, (16) implies that 4DK(K − 1) + 1 is the square of an odd integer, that is, that
, (16) and (17) then become
and (18) and again using the fact that L 2 = 1 then gives the expressions for D and N given in Definition 1.1:
is an ETF for F D , and is without loss of generality scaled so that | ϕ n , ϕ n ′ | = 1 for all n = n ′ , then (4) and (14) immediately imply that {ϕ n } N n=1 and any one of its Naimark complements {ψ n } N n=1 satisfy (13) , and that both are tight frames with tight frame constant A = (2) when (K, L, S) = (1, 1, D). Conversely, in light of (13), an ETF of type (1, L, S) has a Naimark complement {ψ n } N n=1 with the property that ψ n 2 = L = 1 and | ψ n , ψ n ′ | = 1 for all n = n ′ , namely a Naimark complement that is an ETF(1, N ).
We also emphasize that it is sometimes possible for the parameters of a single ETF to be simultaneously positive and negative for different choices of K. In particular, if D > 1 and
Since K is an integer, this implies either D = 2 or D = 3. And, letting (K, L, S) be (3, −1, 2) and (2, −1, 3) in (2) indeed gives that (D, N ) is (2, 3) and (3, 4) , respectively.
In the next section, we provide a much more thorough discussion of positive and negative ETFs, including some other examples of ETFs that are both. For now, we turn to our main result, which shows how to combine a given ETF(D, N ) whose parameters are type (K, L, S) with a certain K-GDD to produce a new ETF whose parameters are type (K, L, S ′ ) for some S ′ > S. Here, as with any GDD, we require K ≥ 2. In light of the above discussion, this is not a significant restriction since (D, N ) has type (1, L, S) if and only if L = 1 and S = D, and we already know that ETFs of type (1, 1, D) exist for all D > 1, being regular simplices. 
The necessary conditions (7) on the existence of a K-GDD of type M U reduce to having
Moreover, if such a GDD exists, and U has the additional property that
then there exists an ETF of type (K, L, S ′ ) where 
As special cases of this fact, an ETF of type (K, L, S ′ ) exists whenever either:
(a) U is sufficiently large and satisfies (19) and (20); (b) there exists a K-GDD of type M U , provided we also have that S + L divides K − 2.
As such, the replication number of any K-GDD of type M U is R = M (U −1)
In particular, such a GDD can only exist when K − 1 necessarily divides U − 1. Moreover, multiplying the expressions in (22) gives that the number of blocks in any such GDD is
.
Here, since our initial ETF(D, N ) is type (K, L, S),
, the necessary conditions (7) on the existence of a K-GDD of type M U reduce to having (19) . These necessary conditions are known to be asymptotically sufficient [13, 37] : for this fixed K and M , there exists U 0 such that a K-GDD of type M U exists for any U ≥ U 0 that satisfies (19) . Regardless, to apply our construction below with any given K-GDD of type M U , we only need U to satisfy the additional property that
is an integer, namely to satisfy (20) . Since K − 1 necessarily divides U − 1, this is automatically satisfied whenever S + L happens to divide K − 2, and some of the ETFs we will identify in the next section will have this nice property. Regardless, there are always an infinite number of values of U which satisfy (19) and (20), including, for example, all U ≡ 1 mod (S + L)K(K − 1).
Turning to the construction itself, the fact that the given ETF(D, N ) is type (K, L, S) implies
In particular, since N = (S + L)M , the vectors in our initial ETF(D, N ) can indeed be indexed as
As such, the number of vectors in the collection (21) is
Also, for each i and j, e i ⊗ f j lies in a space of dimension F (S+L)W = F R . And, for each u and m, E u,m is a B × R matrix. As such, for any u, m, i and j, ψ u,m,i,j is a well-defined vector in F D ′ where, by combining (6), (23) and (24), we have
Comparing (25) and (26) against (2), we see that
Here, (24) further implies
When u = u ′ , m = m ′ , i = i ′ and j = j ′ , (27) indeed becomes
As such, all that remains is to show that (27) is unimodular in all other cases. For instance, if u = u ′ then Lemma 2.4 gives that for any m, m ′ there exists r, r ′ = 1, . . . , R such that
meaning in this case (27) becomes
which is unimodular, being a product of unimodular numbers. If we instead have u = u ′ and m = m ′ then Lemma 2.4 gives E * u,m E u,m ′ = 0 and so (27) becomes
is an ETF of type (K, L, S), and has been scaled so that ϕ m,i 2 = S for all m and i. Next, if we instead have u = u ′ and m = m ′ then Lemma 2.4 gives E * u,m E u,m = I and so (27) becomes
In particular, when u = u ′ , m = m ′ and i = i ′ , the fact that
is orthogonal implies that (28) reduces to ϕ m,i , ϕ m,i ′ , which is unimodular for the same reason as the previous case. The final remaining case is the most interesting: when u = u ′ , m = m ′ , i = i ′ but j = j ′ , we have 0 = 1 ⊕ f j , 1 ⊕ f j ′ = 1 + f j , f j ′ and so f j , f j ′ = −1; when combined with the fact that ϕ m,i 2 = S and e i 2 = S + L, this implies that in this case (28) becomes
where, in Definition 1.1, we have assumed that L is either 1 or −1. . Applying the techniques of the proof of Theorem 3.1 then leads to the expressions for (D, N ) in terms of (K, L, S) given in (2). These facts are not explicitly discussed in our proof above since any equal-norm vectors that attain the Welch bound are automatically tight. 
The construction of Theorem 3.2 leads to the concept of ETFs of type (K, L, S). To clarify, the construction (21) and the above proof of its equiangularity is valid for any initial ETF(D,
, and we can apply Theorem 3.2 a second time provided we have a K-GDD of type (M U ) U ′ where U ′ satisfies the appropriate analog of (20) , namely
Doing so yields an ETF of type (K, −1, S ′′ ) where
However, under these hypotheses, there is a simpler way to construct an ETF of this same type. Indeed, using the first GDD to fill the holes of the second GDD via Lemma 2.2 produces a K-GDD of type M U U ′ . Moreover, U U ′ is a value of "U " that satisfies (20) : since S ′ = S + R,
and this together with (20) and (29) imply
As such, we can combine our original ETF of type (K, L, S) with our K-GDD of type M U U ′ via Theorem 3.2 to directly produce an ETF of type (K, L,
. We also point out that, in a manner analogous to how every McFarland difference set can be viewed as a degenerate instance of a Davis-Jedwab difference set [17] , every Steiner ETF can be regarded as a degenerate case of the construction of Theorem 3.2. Here, in a manner consistent with (2), we regard (D, N ) = (0, 1) as being type (K, L, S) = (K, 1, 0) where K ≥ 1 is arbitrary. Under this convention, M = S(K − 1) + L = 1, R = U −1 K−1 and W = R, meaning we need a K-GDD of type 1 U , namely a BIBD(V, K, 1) where V = U . When such a BIBD exists, Theorem 3.2 suggests we let {ϕ 1,1 } be some fictitious ETF for the nonexistent space F 0 , scaled so that ϕ 1,1 2 = 0. It also suggests we let
m=1 be the embedding operators of the BIBD, let e 1 = 1, and let {1 ⊕ f j } R j=0 be the columns of a possibly-complex Hadamard matrix of size R. Under these conventions, (21) reduces to a collection of V (R + 1)
, where for any v = u and j, the fact that ϕ 1,1 lies in a "zero-dimensional space" makes it reasonable to regard
Here, Theorem 3.2 leads us to expect that
j=0 is an ETF of type (K, 1, S+R) = (K, 1, R). This is indeed the case: as discussed in the previous section,
j=0 is by definition a Steiner ETF for F B where B = V R K , and moreover letting (K, L, S) = (K, 1, R) in (2) gives:
In particular, every Steiner ETF is a positive ETF.
As a degenerate case of Remark 3.3, we further have that when a Steiner ETF is regarded as being positive, applying Theorem 3.2 to it yields an ETF whose parameters match those of another Steiner ETF. Indeed, since a Steiner ETF arising from a BIBD(V, K, 1) is type (K, 1, R) where R = V −1 K−1 , we can only apply Theorem 3.2 to it whenever there exists a K-GDD of type M U where M = R(K − 1) + 1 = V and U satisfies (20) . In this case, the resulting ETF is type (K, 1, V U −1 K−1 ). However, under these same hypotheses, we can more simply use the BIBD(V, K, 1) to fill the holes of the K-GDD of type V U via Lemma 2.2 to obtain a BIBD(U V, K, 1), and its corresponding Steiner ETF is type (K, 1,
Families of positive and negative equiangular tight frames
In this section, we use Theorems 3.1 and 3.2 to better our understanding of positive and negative ETFs, in particular proving the existence of the new ETFs given in Theorems 1.2 and 4.4. Recall that by (2) 
, and so K necessarily divides S(S − L). As we shall see, it is reasonable to conjecture that such ETFs exist whenever this necessary condition is satisfied.
Positive equiangular tight frames
In light of Definition 1.1 and Theorem 3.1, an ETF(D, N ) with 1 < D < N is positive if and only if there exists integers K ≥ 1 and S ≥ 2 such that Here, the fact that K necessarily divides S(S − 1) = R(R − 1) is equivalent to having that D = B is necessarily an integer. Fisher's inequality also states that a BIBD(V, K, 1) can only exist when K ≤ R. These necessary conditions on the existence of a BIBD(V, K, 1) are known to also be sufficient when K = 2, 3, 4, 5, and also asymptotically sufficient in general: for any K ≥ 2, there exists V 0 such that for all V ≥ V 0 with the property that R = V −1 [2] . Moreover, explicit infinite families of such BIBDs are known, including affine geometries, projective geometries, unitals and Denniston designs [25] , and each thus gives rise to a corresponding infinite family of (positive) Steiner ETFs.
That said, not every positive ETF is a Steiner ETF. In particular, for any prime power Q, there is a phased BIBD ETF [22] whose Naimark complements are ETF(D, N ) where
namely an ETF of type (Q, 1, Q). These parameters match those of a Steiner ETF arising from a projective plane of order Q − 1. However, such an ETF can exist even when no such projective plane exists. For example, such an ETF exists when Q = 7 despite the fact that no projective plane of order Q − 1 = 6 exists. Other ETFs of type (K, 1, S) have K > S, and are thus not Steiner ETFs since the underlying BIBD would necessarily violate Fisher's inequality. To elaborate, when K is a prime power, the requirement that K divides S(S − 1) where S and S − 1 are relatively prime implies that either K divides S or S − 1, and in either case K ≤ S. However, when K is not a prime power, we can sometimes choose it to be a divisor of S(S − 1) that is larger than S. . We refer to such (D, N ) as being of real maximal type since real-valued examples of such ETFs meet the real-variable version of the Gerzon bound, and are known to exist when S = 3, 5. Remarkably, it is known that a real ETF of this type does not exist when S = 7 [23] . We also caution that there is a single pair (D, N ) with N = D+1 2 that is neither positive or negative despite the fact that an ETF (D, N ) exists, namely (D, N ) = (3, 6) .
We summarize these facts as follows: Because so much is already known regarding the existence of positive ETFs, we could not find any examples where Theorem 3.2 makes a verifiable contribution. As we now discuss, much less is known about negative ETFs, and this gives Theorem 3.2 an opportunity to be useful.
Negative equiangular tight frames
By Definition 1.1 and Theorem 3.1, an ETF(D, N ) with 1 < D < N is negative if and only if there exists integers K ≥ 1 and S ≥ 2 such that 2 ) and such ETFs exist for any S ≥ 3, being the Naimark complements of ETFs of type (2, 1, S − 1).
In the K = 3 case, (31) becomes
, N = (S − 1)(2S − 1).
For D to be an integer, we necessarily have S ≡ 0, 2 mod 3. Moreover, for any S ≥ 2 with S ≡ 0, 2 mod 3, an ETF of type (3, −1, S) exists. Indeed, the recent paper [19] gives a way to modify the Steiner ETF arising from a BIBD(V, 3, 1) to yield a Tremain ETF(D, N ) with
for any V ≥ 3 with V ≡ 1, 3 mod 6. Such an ETF is type (3, −1, S) with S = 1 2 (V + 3). We also note that for every J ≥ 1, there is a harmonic ETF(D, N ) arising from a Spence difference set [47] with (D, N ) = ( In the K = 4 case, for any positive integer J, Davis and Jedwab [17] give a difference set whose harmonic ETF has parameters (3) and so is a type (4, −1, S) ETF where S = 1 3 (2 2J+1 +1). Beyond these examples, a few other infinite families of negative ETFs are known to exist. In particular, in order for the expression for D given in (31) to be an integer, K necessarily divides S(S + 1), and so it is natural to consider the special cases where S = K and S = K − 1.
When S = K − 1, (31) gives that ETFs of type (K, −1, K − 1) have
Remarkably, these are the same (D, N ) parameters as those of an ETF of type (K − 2, 1, K − 1). In particular, every Steiner ETF arising from an affine plane of order Q is both of ( 
is an integer. When R is even, R − 1 and R + 1 are relatively prime, and this can only occur when R − 1 divides K. Here, since Fisher's inequality gives K ≤ R, this happens precisely when either R = K = 2 or R = K + 1, namely when the underlying BIBD is a BIBD(3, 2, 1) or is an affine plane of odd order K, respectively. Meanwhile, when R is odd, R − 1 and R + 1 have exactly one prime factor in common, namely 2, and (32) is an integer precisely when 1 2 (R − 1) divides K. Since K ≤ R, this happens precisely when either R = K = 3, R = K + 1 or R = 2K + 1, namely when the underlying BIBD is the projective plane of order 2, an affine plane of even order, or is a BIBD(V, K, 1) where V = (2K + 1)(K − 1) + 1 = K(2K − 1) for some K ≥ 2, respectively. With regard to the latter, it seems to be an open question whether a BIBD(K(2K − 1), K, 1) exists for every K ≥ 2, though a Denniston design provides one whenever K = 2 J for some J ≥ 1, and they are also known to exist when K = 3, 5, 6, 7 [39] . For such ETFs, (32) becomes K + 1, meaning they are type (K ′ , −1, 2K ′ − 1) where
Meanwhile, when S = K, (31) gives that ETFs of type (K, −1, K) have
The recently-discovered hyperoval ETFs of [24] are instances of such ETFs whenever K = 2 J + 1 for some J ≥ 1. In the K = 4 case, (33) becomes (D, N ) = (11, 33) , and this seems to be the smallest set of positive or negative parameters for which the existence of a corresponding ETF remains an open problem.
Apart from these examples, it seems that only a finite number of other negative ETFs are known to exist. For example, since K necessarily divides S(S + 1), it is natural to also consider the cases where K = S(S+1) and K = where D = S 2 − 2, meaning every positive (D, N ) of real maximal type is also negative. The only other example of a negative ETF that we found in the literature was an ETF (22, 176) , which has type (10, −1, 5), and arises from a particular SRG. When searching tables of known ETFs such as [23] , it is helpful to note that most positive and negative ETFs have redundancy N D > 2, with the only exceptions being 1-positive ETFs (regular simplices), 2-negative ETFs (Naimark complements of 2-positive ETFs), ETF(2, 3) when regarded as type (3, −1, 2), and ETF(5, 10), which are type (3, −1, 3) . Indeed, when K ≥ 2, any K-positive ETF has
Since K necessarily divides S(S + 1) where S ≥ 2, such an ETF can only exist when K = 3 and S = 2, 3. We summarize these previously-known constructions of negative ETFs as follows: (i) (K, S) = (4, 7), (6, 11), (7, 13) , (8, 15) , (10, 5) (various other ETFs [23] ).
From this list, we see that for any K ≥ 5, the existing literature provides at most a finite number of K-negative ETFs. Theorem 3.2(a) implies that many more negative ETFs exist: if an ETF of type (K, −1, S) exists, then an ETF of type (K, −1,
exists for all sufficiently large U that satisfy (19) and (20) . Combining this fact with Theorem 4.2 immediately gives: In particular, we now know that there are an infinite number of values of K for which an infinite number of K-negative ETFs exist, with K = 14 being the smallest open case. With these asymptotic existence results in hand, we now focus on applying Theorem 3.2 with explicit GDDs.
For example, the "Mercedes-Benz" regular simplex ETF(2, 3) is type (K, L, S) = (3, −1, 2) and so has M = S(K − 1) + L = 3. Since S + L = 1 divides K − 2 = 1, Theorem 3.2 can be applied with any 3-GDD of type 3 U so as to produce an ETF of type (K, L,
, and moreover that the necessary conditions (7) on the existence of such a GDD reduce to (19) , namely to having U ≥ 3,
In fact, such GDDs are known to exist whenever these necessary conditions are satisfied [27] , namely when U ≥ 3 is odd. (This also follows from the fact that such GDDs are equivalent to the incidence structures obtained by removing a parallel class from a resolvable Steiner triple system.) That is, writing U = 2J + 1 for some J ≥ 1, we can apply Theorem 3.2 with an ETF(2, 3) and a known 3-GDD of type 3 2J+1 to produce an ETF of type (3, −1, 1 2 (3U + 1)) = (3, −1, 3J + 2). In summary, applying Theorem 3.2 to an ETF of type (3, −1, 2) produces ETFs of type (3, −1, S) for any S ≡ 2 mod 3, and so recovers the parameters of "half" of all possible 3-negative ETFs, cf. Theorem 4.2 and [19] , including the parameters of all harmonic ETFs arising from Spence difference sets. To instead recover some of the ETFs of type (3, −1, S) with S ≡ 0 mod 3, one may, for example, apply Theorem 3.2 to the well-known ETF (5, 10) , which is type (3, −1, 3) .
In order to obtain ETFs with verifiably new parameters, we turn our attention to applying Theorem 3.2 to known K-negative ETFs with K ≥ 4. Here, the limiting factor seems to be a lack of knowledge regarding uniform K-GDDs: while the literature has much to say when K = 3, 4, 5 [27] , we are relegated to well-known simple constructions involving Lemmas 2.1 and 2.2 whenever K > 5. As such, we consider the K = 4, 5 cases separately from those with K > 5:
Proof of Theorem 1.2. The ETF(6, 16) is type (4, −1, 3), and so we can apply Theorem 3.2 whenever there exists a 4-GDD of type 8 U where U satisfies (20) . By Theorem 3.2, the known necessary conditions (7) on the existence of such GDDs reduce to (19) :
namely to having U ≥ 4 and U ≡ 1 mod 3. These necessary conditions on the existence of 4-GDDs of type 8 U are known to be sufficient [27] . Moreover, for any such U , we have (20) is automatically satisfied since
Altogether, for any U ≥ 4 with U ≡ 1 mod 3, we can apply Theorem 3.2 to the ETF of type (4, −1, 3) with a 4-GDD of type 8 U , and doing so produces an ETF of type (4, −1, 
Moreover, these necessary conditions are known to be sufficient [27] , meaning Theorem 3.2 can be applied whenever U also satisfies (20) , namely
6(3) ∈ Z. Thus, for any U ≡ 1 mod 9, Theorem 3.2 yields an ETF of type (4, −1, 1 S from either family so as to not emphasize one family over the other, and possibly make it easier for future researchers to identify potential patterns.
In a similar manner, as summarized in Theorem 4.2, the existing literature provides ETFs of type (5, −1, S) for exactly three values of S, namely ETF (12, 45) , ETF (19, 76) and ETF(63, 280) which have S = 4, 5, 9 and so M = 15, 19, 35, respectively. For these particular values of M , the corresponding necessary conditions (7) on the existence of 5-GDDs of type M U are known to be sufficient [27] , meaning we only need U to satisfy (19) and (20) for the corresponding value of S, namely to satisfy U ≥ 5, 1 4 (U − 1) ∈ Z and that
3(4) ∈ Z, when S = 4,
4(4) ∈ Z, when S = 5,
An ETF of type (5, −1, S) thus exists when S = Here, we recall from the proof of Theorem 1.2 that such GDDs exist whenever U ≡ 1 mod 32, namely whenever H ≡ 1 mod 35. Altogether, since Similarly, a real ETF (7, 28) exists [23] , is type (6, −1, 3), and there exists a real Hadamard matrix of size S + L = 2. Letting M = 14, Theorem 3.2 thus yields a real ETF of type (6, −1, (7U − 2) . Here, the necessary conditions (19) and (20) on the existence of such a GDD reduce to having U ≡ 1, 6 mod 15, namely to having H ≡ 1, 8 mod 21. Since K = 6, these necessary conditions are not known to be sufficient. Nevertheless, they are asymptotically sufficient: there exists U 0 such that for all U ≥ U 0 with U ≡ 1, 6 mod 15, there exists a 6-GDD of type 14 U where U satisfies (20 Applying these same techniques to real ETF (22, 176) and ETF(23, 276) yields the infinite families stated in (c) and (d) of the result.
We have now seen that the construction of Theorem 3.2 recovers all Steiner ETFs as a degenerate case, recovers the parameters of "half" of all Tremain ETFs including those of all harmonic ETFs arising from Spence difference sets, and also recovers the parameters (3) of harmonic ETFs arising from the Davis-Jedwab difference sets. This is analogous to how the approach of [17] unifies McFarland, Spence and Davis-Jedwab difference sets with those with parameters (3). From this perspective, the value of the generalization of [17] given in Theorem 3.2 is that it permits weaker conclusions to be drawn from weaker assumptions: while [17] forms new difference sets (i.e., new harmonic ETFs) by combining given difference sets with building sets formed from a collection of hyperplanes, Theorem 3.2 forms new ETFs by combining given ETFs with GDDs.
In fact, a careful read of [17] indicates that the building sets used there to produce difference sets with parameters (3) are related to 4-GDDs of type 8 4 J −1 obtained by recursively using TD(4, 2 2j+1 ) to fill the holes of TD(4, 2 2j+3 ) for every j = 1, . . . , J − 1 via Lemma 2.2. Alternatively, such GDDs can be constructed by using Lemma 2.1 to combine a TD(4, 8) with a BIBD(4 J−1 , 4, 1) arising from an affine geometry. We now generalize these approaches, using Lemmas 2.1 and 2.2 to produce the GDDs needed to apply Theorem 3.2 to several known K-negative ETFs with K > 5: 
K−1 = S, such an ETF also exists when U = 1, namely the given initial ETF.) For instance, the given TD(K, M ) is a K-GDD of type M K , and so such an ETF exists when U = K.
Other examples of such GDDs can be constructed by combining the given TD(K, M ) with any BIBD(U, K, 1)-a K-GDD of type 1 U -via Lemma 2.1. In particular, when K is a prime power, we can construct these BIBDs from affine geometries of order K to produce examples of such GDDs with U = K J for any J ≥ 2. GDDs with these parameters also sometimes exist even when K is not a prime power: if a TD(K, M K j ) exists for all j = 1, . . . , J − 1, then recursively using TD(K, M K j−1 ) to fill the holes of TD(K, M K j ) for all j = 1, . . . , J − 1 via Lemma 2.1 gives a K-GDD of type M K J .
We now apply these ideas to some known K-negative ETFs with K > 5, organized according to the families of Theorem 4.2. In particular, ETFs of type (Q + 2, −1, Q + 1) exist whenever Q is a prime power, and S − 1 = Q divides K − 2 = Q. For such ETFs, M = Q(Q + 2) and a TD(Q + 2, Q(Q + 2)) equates to Q MOLS of size Q(Q + 2), which is known to occur when Q = 2, 3, 4, 5, 8 [1] . (When Q and Q + 2 are both prime powers, the standard method [40] only produces Q − 1 MOLS of size Q(Q + 2).) Taking Q = 2, 3 recovers a subset of the ETFs produced in Theorem 1.2, and so we focus on Q = 4, 5, 8. In particular, for these values of Q, the above methods yield an ETF of type (Q + 2, −1,
) when either U = 1, U = Q + 2, or a BIBD(U, Q + 2, 1) exists. Moreover, even when Q + 2 is not a prime power, such an ETF with U = (Q+2) J exists, provided a TD(Q+2, Q(Q+2) j+1 ) exists for all j = 1, . . . , J −1. When Q = 4, 8, this occurs for any J ≥ 2, since for any j ≥ 1, the number of MOLS of size (4)6 j+1 = 2 j+3 3 j+1 is at least min{2 j+3 , 3 j+1 } − 1 ≥ 7, while the number of MOLS of size (8)10 j+1 = 2 j+4 5 j+1 is at least min{2 j+4 , 5 j+1 } − 1 ≥ 23.
Other new explicit infinite families of negative ETFs arise from SIC-POVMs, which by Theorem 4.2 are ETFs of type (K, −1, S) where K = S(S + 1). Such ETFs always have the property that S − 1 divides K − 2 = (S − 1)(S + 2), meaning we can apply the above ideas whenever there exists a TD(K, M ) where M = (S − 1)(S + 1) 2 . Such TDs exist when S = 2, 3, being TD (6, 9) and TD (12, 32) , respectively. When S = 2 in particular, the above methods yield an ETF of type (6, −1, 1 5 (9U + 1)) when either U = 1, U = 6, a BIBD(U, 6, 1) exists, or U = 6 J for some J ≥ 2. This final family arises from the fact that a TD(6, (9)6 j ) exists for all j ≥ 1: there are at least 5 MOLS of size 54 = (9)6, at least 8 MOLS of size 324 = 9(6 2 ) (since there are 8 MOLS of size 9, and at least 8 MOLS of size 36) [1] , while for any j ≥ 3, the number of MOLS of size (9)6 j = 2 j 3 j+2 is at least 2 j − 1 ≥ 7. Similarly, taking S = 3 yields an ETF of type (12, −1, 1 11 (32U + 1)) when either U = 1, U = 12, a BIBD(U, 12, 1) exists, or U = 12 J for some J ≥ 2: the number of MOLS of size 32(12) = 384 and 32(12) 2 = 4608 is at least 15 [1] , while for j ≥ 3, the number of MOLS of size 32(12) j = 2 2j+5 3 j is at least min{2 2j+5 , 3 j } − 1 ≥ 26.
To be clear, we view the ETFs produced in Theorem 4.4 as a "proof of concept," and believe that GDD experts will be able to find many more examples of new ETFs using Theorems 3.2 and 4.2. For this reason, we have omitted technical cases where an ETF of type (K, −1, S) and a TD(K, M ) exist where M = S(K − 1) − 1, but S − 1 does not divide K − 2, such as when S = K = 9, and when S = 2K − 1 where K = 6, 7, 8, 9, 17, 65537. In such cases, one can still combine the TD with a BIBD(U, K, 1) via Lemma 2.1 to produce a K-GDD of type M U , but (20) is not automatically satisfied.
We also point out that though Theorem 3.2 is a generalization of [17] , the new ETFs we have found here are disjoint from those produced by another known generalization of this same work. In particular, the parameters (3) of Davis-Jedwab difference sets can be regarded as the Q = 2 case of the more general family:
where J ≥ 1 and Q ≥ 2 are integers. In particular, in [14] , Chen generalizes the theory of [17] in a way that produces difference sets with parameters (34) for any J ≥ 1 and any Q that is either a power of 3 or any even power of an odd prime. For this reason, difference sets with parameters of the form (34) are said to be Davis-Jedwab-Chen difference sets [35] . + 1) ), corresponding to the special cases of (34) where J = 1, Q = 3 and Q = 2, respectively. That is, the only overlap between the K-negative ETFs constructed in Theorems 1.2 and 4.4 and the ETFs constructed in [14] are those with parameters (34).
Conclusions
Theorems 1.2 and 4.4 make some incremental progress towards resolving the ETF existence problem. By comparing the existing ETF literature, as summarized in [23] for example, against Theorems 4.1 and 4.2, we find that every known ETF is either an orthonormal basis, or has the property that either it or its Naimark complement is a regular simplex, has N = 2D or N = 2D±1, is a SIC-POVM, arises from a difference set, or is either positive or negative. In particular, every known ETF(D, N ) with N > 2D > 2 is either a SIC-POVM (N = D 2 ), or is a harmonic ETF, or has N = 2D + 1 where D is odd, or is either positive or negative. This fact, along with the known nonexistence of the ETF (3, 8) [51] , and the available numerical evidence [53] , leads us to make the following conjecture: It would also be good to know whether an ETF (11, 33) exists, since such an ETF would be type (4, −1, 4): as detailed in the previous section, an ETF of type (K, L, S) can only exist when K divides S(S − L), and moreover this necessary condition for existence is known to be sufficient when L = 1 and K = 1, 2, 3, 4, 5, as well as when L = −1 and K = 2, 3.
The evidence also supports an analogous conjecture in the real case. In fact, comparing the relevant literature [12, 23] against Theorems 4.1 and 4.2, we find that every known real ETF(D, N ) with N > 2D > 2 is either positive or negative. Moreover, when 1 < D < N − 1, N = 2D and a real ETF(D, N ) exists, then it and its Naimark complements' Welch bounds are necessarily the reciprocals of odd integers [50] . In particular, any such ETF automatically satisfies one of the two integrality conditions given in Theorem 3.1 that characterize positive and negative ETFs. Conversely, since S(K − 1) + KL is odd whenever S is odd, Theorem 3.1 implies that any ETF of type (K, L, S) satisfies the necessary conditions of [50] when S is odd. That said, real ETF (19, 76) , ETF (20, 96) and ETF(47, 1128) do not exist [3, 4, 23] , despite the fact that (19, 76 ) is type (5, −1, 5), (20, 96 ) is both type (4, 1, 5) and type (6, −1, 5), and (47, 1128) is both type (21, 1, 7) and type (28 , −1, 7) . These facts suggest the following analog of Conjecture 5.1: 
