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Abstract
Random forests remain among the most popular off-the-shelf supervised learning
algorithms. Despite their well-documented empirical success, however, until recently,
few theoretical results were available to describe their performance and behavior. In
this work we push beyond recent work on consistency and asymptotic normality by
establishing rates of convergence for random forests and other supervised learning
ensembles. We develop the notion of generalized U-statistics and show that within
this framework, random forest predictions remain asymptotically normal for larger
subsample sizes than previously established. We also provide Berry-Esseen bounds
in order to quantify the rate at which this convergence occurs, making explicit the
roles of the subsample size and the number of trees in determining the distribution
of random forest predictions.
1 Introduction
The random forest algorithm is a supervised learning tool introduced by Breiman (2001)
that constructs many independently randomized decision trees and aggregates their pre-
dictions by averaging in the case of regression or taking a majority vote for classification.
Random forests have been shown to successfully handle high-dimensional and correlated
data while exhibiting appealing properties such as fast and accurate off-the-shelf fitting
∗This work was partially supported by NSF DMS-1712041
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without the overfitting issues often plaguing related methods. They have been success-
fully applied in a variety of scientific fields including remote sensing (Belgiu and Dra˘gut¸,
2016), computational biology (Qi, 2012), stock price forecasting (Khaidem et al., 2016),
and forecasting bird migration (Coleman et al., 2017). In a recent large-scale empirical
study comparing 179 classifiers across the 121 datasets comprising the entire UCI machine
learning repository, Ferna´ndez-Delgado et al. (2014) found that random forests performed
extremely well with 3 of the top 5 algorithms being some variant of the standard procedure.
Despite their wide-ranging applicability and well-documented history of empirical suc-
cess, establishing formal mathematical and statistical properties for random forests has
proved quite difficult, due in large part to the complex, data-dependent nature of the
CART-splitting criterion put forth in Breiman et al. (1984) that is typically used to con-
struct individual trees. Breiman (2001) provided the first such result, demonstrating that
the expected misclassification rate is dictated by some function of the accuracy of the
individual classifiers and the correlation between them. The bound on the misclassifica-
tion rate postulated in the work is loose but suggestive in the sense that interplay be-
tween these two sets the foundation for understanding the workings of random forests.
Banerjee and McKeague (2007) established a limit law for the split location in a regression
tree context with independent Gaussian noise. Further analysis of the behavior of CART-
style splitting was conducted by Ishwaran (2015), who demonstrated an end-cut preference,
whereby splits along non-informative variables are more likely to occur near the edges of
the feature space.
A variety of other work has focused on analyzing other properties of random forest
ensembles or extending the methodology to related problem types. Lin and Jeon (2006)
developed the idea of potential nearest neighbors and demonstrated their relationship to
tree-based ensembles. More recently Lopes (2013) analyzed the tradeoff between the size of
the ensemble and the classification accuracy. Biau et al. (2008), Biau and Devroye (2010),
and Biau (2012) study various idealized versions of random forests and investigate con-
sistency while Denil et al. (2013), prove consistency for a particular type of online for-
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est. Ishwaran et al. (2008) develop the idea of random survival forests and the consis-
tency of such models is investigated in Ishwaran and Kogalur (2010) and Cui et al. (2019).
Meinshausen (2006) extend random forest estimates to the context of quantile regression
and Zhu et al. (2015) experiment with reinforcement learning trees. For a more detailed
accounting of random-forest-related research, we refer readers to an excellent recent review
by Biau and Scornet (2016).
In recent years, many promising developments have come by considering individual trees
built with subsamples rather than the more traditional bootstrap samples. Wager et al.
(2014) extend the infinitesimal jackknife estimates of variance introduced by Efron (2014)
to produce confidence intervals for subsampled random forest predictions. Scornet et al.
(2015) provided the first consistency result for Breiman’s original forests, establishing L2
consistency whenever the underlying regression function is additive. Mentch and Hooker
(2016) made the connection to infinite order U-statistics and provided the asymptotic dis-
tributions of random forest predictions, covering all possible growth rates on the number of
trees in the ensemble. Wager and Athey (2018) showed that for large ensembles, subsam-
pled random forests are both asymptotically unbiased and Gaussian whenever individual
trees are built according to honesty and regularity conditions.
In this paper, we continue this trend of establishing mathematical properties of subsam-
pled ensemble learners. Building on the U-statistic connection made explicit in Mentch and Hooker
(2016), we consider a more general form of random forests whereby the ensemble consists
of subsampled, randomized base-learners and establish a central limit theorem allowing for
larger subsample sizes than previously obtained. When these base-learners are appropri-
ately grown trees, our ensembles reduce to that of the traditional random forest estimator.
We also take a step forward in the theoretical analysis of random forests by providing Berry-
Esseen Theorems governing the rate at which this convergence takes place by bounding the
maximal error of approximation between the Gaussian distribution and that of the random
forest predictions.
The remainder of this paper is organized as follows. In Section 2, we provide background
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on the random forest algorithm and introduce the notion of generalized U-statistics. In
Section 3 we provide a theorem that describes the asymptotic distribution of these statistics
when the rank of the kernel is allowed to grown with n. These distributional results rely on
the behavior of a variance ratio and we conclude Section 3 by investigating its behavior for
a variety of base learners. In Section 4, we provide Berry-Esseen bounds for both complete
and incomplete generalized U-statistics.
2 Background
Suppose that we have data of the form Z1, Z2, . . . , Zn as i.i.d. from some distribution FZ and
let θ be some parameter of interest. Suppose further that there exists an unbiased estimator
h of θ that is a function of s ≤ n arguments and without loss of generality, assume that h
is permutation symmetric in those arguments. The minimum variance unbiased estimator
for θ given by
Un,s =
(
n
s
)−1∑
(n,s)
h(Zi1, . . . , Zis) (1)
is a U-statistic as introduced by Halmos (1946) and Hoeffding (1948), where the sum
is taken over all
(
n
s
)
subsamples of size s (we use the (n, s) shorthand for this quantity
throughout the remainder of this paper). Standard elementary examples of U-statistics
include the sample mean, sample variance and covariance, and Kendall’s τ -statistic. When
both the kernel h and rank s are held fixed, Hoeffding (1948) showed that Un,s − θ tends
toward a normal distribution with mean 0 and variance s
2
n
ζ1 where, for any 1 ≤ c ≤ s,
ζc = Cov
(
h(Z1, . . . , Zc, Zc+1, . . . , Zs), h(Z1, . . . , Zc, Z
′
c+1, . . . , Z
′
s)
)
where Z ′c+1, . . . , Z
′
n are i.i.d. from FZ and independent of Z1, . . . , Zn.
Throughout the remainder of this paper, we consider a regression framework where
each Zi = (Xi, Yi) with covariates Xi = (X1,i, .., Xp,i) ∈ X and square-integrable response
Yi ∈ R. Unless otherwise stated, we assume X = Rp for analytical convenience. We
also consider a generic regression model of the form Y = m(X) + ǫ with the stated goal
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of utilizing the sample Dn = {Zi}ni=1 = {(Xi, Yi)}ni=1 to construct an estimate mˆ of the
function m. Given some s ≤ n, let Zi1, ..., Zis denote a subsample of size s and consider
a particular location x ∈ Rp where we are interested in making a prediction. Such a
prediction can be written as
hx(Zi1, ..., Zis)
where the function hx takes the subsampled covariates and responses as inputs, forms a
regression estimate, and outputs the predicted value at x. Throughout the remainder of
this paper, we drop the subscript x for notational convenience. Repeating this process on
N subsamples and averaging across predictions gives
Un,s,N(x) =
1
N
N∑
i=1
h(Zi1, ..., Zis) (2)
so that our prediction now takes the form of a U-statistic with kernel h. When all sub-
samples are used so that N =
(
n
s
)
, the form is that of a complete U-statistic; whenever a
smaller number of subsamples are utilized, it is incomplete. When the size of the subsamples
s grows with n, these estimators are considered infinite-order U-statistics as introduced by
Frees (1989) and utilized by Mentch and Hooker (2016) to establish asymptotic normality
of subsampled versions of bagging and random forests.
In a general supervised learning framework, these kernels can be thought of as base
learners in an ensemble. Decision trees are among the most popular choices of base learners
and are typically built according to the CART criterion. Here, splits in each cell A are
chosen to maximize
L(j, z) =
1
|A|
n∑
i=1
(Yi − Y¯A)21Xi∈A
− 1|A|
n∑
i=1
(Yi − Y¯AL1Xj,i<z − Y¯AR1Xj,i≥z)21Xi∈A
across all covariates Xj , 1 ≤ j ≤ p, where z ∈ R, AL = {X ∈ A : Xj < z}, AR = {X ∈
A : Xj ≥ z}, and for any set S, Y¯S denotes the average response value for observations
X ∈ S. When trees are built with bootstrap samples, the resulting ensembles produce
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bagged estimates as discussed in Breiman (1996). The popular random forest extension
of bagging introduced by Breiman (2001) inserts additional independent randomness into
each tree, typically to determine the subset of features eligible for splitting at each node.
The subsampled version of this procedure thus produces estimates at x of the form
U˜n,s,N,ω(x) =
1
N
N∑
i=1
h(Zi1, ..., Zis;ω). (3)
Note that for each decision tree we consider an i.i.d. sample of randomness ωi but for
notational convenience, we refer to this as simply ω for all trees. Furthermore, in a similar
fashion as above, define ζc,ω for c = 1, . . . , s− 1 and ζs as
ζc,ω = Cov
(
h(. . . , Zc, Zc+1, . . . , Zs;ω), h(. . . , Zc, Z
′
c+1, . . . , Z
′
s;ω
′)
)
ζs = Cov (h(. . . , Zc, Zc+1, . . . , Zs;ω), h(. . . , Zc, Zc+1, . . . , Zs;ω)) .
(4)
Note that ζs is just the variance of the kernel with randomization parameter ω.
Mentch and Hooker (2016) provide asymptotic distributional results for U˜n,s,N,ω with
respect to their individual means that cover all possible growth rates of N with respect to
n. Though valid, this result is difficult to apply in practice for a few reasons. First, the
authors require that ζ1,ω not approach 0, but for most practical base learners, the correlation
between estimators with only one observation in common should vanish as the subsample
size grows. Indeed, Lemma 3 in Appendix A gives that ζ1,ω ≤ 1sζs,ω ≤ 1sζs so that when
ζs is bounded, ζ1,ω → 0 as s→ ∞. Moreover, the subsample size is limited to s = o(n1/2)
which can be quite restrictive in practice. As eluded to by Wager and Athey (2018), when
s is small, it is possible that the squared bias decays slower than the variance, thereby
producing confidence intervals which, when built according to the stated Gaussian limit
distribution, may not cover the true value. Wager and Athey (2018) provide an alternative
central limit theorem for tree-based ensembles where the CART-criterion is replaced by
honesty and regularity conditions. When base learners conform to such conditions and N
is very large, the authors show that the subsampling rate can be improved to s = o(nβ) for
0.5 < β < 1 while retaining consistent estimates.
Motivated by the form of (3) we now formalize the notion of generalized U-statistics.
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Definition 1. Suppose Z1, Z2, . . . , Zn are i.i.d. samples from FZ . Let h denote a real-
valued function with s arguments that is permutation symmetric in those arguments. A
generalized U-statistic with kernel h of order (rank) s refers to any estimator of the form
Un,s,N,ω =
1
N
∑
(n,s)
ρh(Zi1, Zi2, . . . , Zis;ω) (5)
where ω denotes i.i.d. randomness, independent of the original data. The ρ denote i.i.d.
Bernoulli random variables indicating whether a certain subsample is selected and P(ρ =
1) = N/
(
n
s
)
.
In keeping with the classical language, when N =
(
n
s
)
, we refer to the estimator in
Eq. (5) as a generalized complete U-statistic and denote it as Un,s,ω. When N <
(
n
s
)
, we
call such estimators generalized incomplete U-statistics.
Let Nˆ denote the actual number of subsamples selected. Though it is not practical
to simulate
(
n
s
)
Bernoulli random variables, fortunately, it is equivalent to first simulate
Nˆ ∼ Binomial((n
s
)
, N/
(
n
s
)
) and then randomly generate Nˆ subsamples without replace-
ment. While the number of subsamples Nˆ in Eq. (5) is random, it concentrates around
N and in addition to other benefits convenient for theoretical analysis, Eq. (5) also has a
slightly smaller variance than the fixed counterpart in Eq. (3).
2.1 Projection Methods
Distributional results for U-statistics are typically established via projection methods whereby
some projection Uˆ is shown to be asymptotically normal with |U − Uˆ | → 0 in probability.
The two most popular projections are the Ha´jek projection and the H-decomposition. We
illustrate those techniques in the setting of Eq. (1) for simplicity and then extend them to
Eq. (5).
Given independent random vectors Z1, . . . , Zn, let S denote the set of all variables of
the form
∑n
i=1 gi(Zi) for arbitrary measurable functions gi : R
d → R with Eg2i (Zi) <∞ for
i = 1, . . . , n. The projection of an arbitrary random variable T = T (Z1, . . . , Zn) with finite
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second moment onto S is given by
Tˆ =
n∑
i=1
E[T |Zi]− (n− 1)E[T ]
and is referred to as the Ha´jek projection of T on S. Note that E[(T − Tˆ )S] = 0 for all
S ∈ S. For U-statistics, the Ha´jek projection of Un,s − θ onto S is given by
Uˆn,s =
n∑
i=1
E[Un,s − θ|Zi].
Some conditions in previously established central limit theorems for infinite-order U-
statistics are the result of relying on the Ha´jek projection. Indeed, there is good reason
to suspect that a subsampling rate of s = o(n1/2) is the largest possible without a more
precise comparison of Un,s and Uˆn,s. Appendix A provides a more thorough discussion.
Alternatively, the H-decomposition provides a representation of U-statistics in terms of
sums of other uncorrelated U-statistics of rank 1, . . . , s. The form of this decomposition
presented here is derived by Hoeffding (1961) but has analogues in many parts of statistics,
most notably in the analysis of variance in balanced experimental designs; for a more
general result, see Efron and Stein (1981). Let
hc(z1, . . . , zc) = E[h(z1, . . . , zc, Zc+1, . . . , Zs)]− θ
be the expectation of the kernel conditioned on the first c arguments. We now introduce
kernels h(1), h(2), . . . , h(s) of degree 1, . . . , s which are defined recursively as
h(1) = h1(z1)
h(2) = h2(z1, z2)− h1(z1)− h1(z2)
... (6)
h(s) = hs(z1, . . . , zs)−
s−1∑
j=1
∑
(s,j)
h(j)(zi1, . . . , zij).
These kernel functions have many important and desirable properties, a sample of which
are enumerated in the following proposition.
8
Proposition 1 ((Lee, 1990)). For h(j), j = 1, . . . , s defined as above, we have
(a) For c = 1, . . . , j − 1,
h(j)c (z1, . . . , zc) = E[h
(j)(z1, . . . , zc, Zc+1, . . . , Zj)] = 0.
(b) E[h(j)(Z1, . . . , Zj)] = 0.
(c) Let j < j′ and S1 and S2 be a j-subset of {Z1, Z2, . . . , Zn} and a j′-subset of {Z1, Z2, . . . , Zn}
respectively. Then
Cov
(
h(j)(S1), h
(j′)(S2)
)
= 0.
(d) Let S1 6= S2 be two distinct j-subsets of {Z1, Z2, . . . , Zn}. Then
Cov
(
h(j)(S1), h
(j′)(S2)
)
= 0.
Note that h(Z1, . . . , Zs) can be written in terms of h
(1), h(2), . . . , h(s) as
h(Z1, . . . , Zs)− θ =
s∑
j=1
∑
(s,j)
h(j)(Zi1, . . . , Zij) (7)
and the expression of Un,s now follows easily as
Un,s − θ =
(
n
s
)−1∑
(n,s)
hs(Zi1, . . . , Zis)
=
(
n
s
)−1∑
(n,s)

 s∑
j=1
∑
(s,j)
h(j)(Zi1, . . . , Zij)


=
s∑
j=1
(
n
s
)−1∑
(n,s)
∑
(s,j)
h(j)(Zi1, . . . , Zij)
=
s∑
j=1
(
n
s
)−1(
n− j
s− j
)∑
(n,j)
h(j)(Zi1, . . . , Zij)
=
s∑
j=1
(
s
j
)
H(j)n .
(8)
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Furthermore, notice that
H(j)n =
(
n
j
)−1∑
(n,j)
h(j)(Zij, . . . , Zij)
is itself a U-statistic, the usefulness of which lies in the fact that the terms H
(j)
n are uncor-
related. Now, because we will be interested in the variance of the U-statistic and kernel,
based on the properties above, we have
Var(h) = Var

 s∑
j=1
∑
(s,j)
h(j)(Zi1, . . . , Zij)

 = s∑
j=1
(
s
j
)
Vj (9)
where Vj = Var(h
(j)(Zi1, . . . , Zij)). Similarly, the variance of the U-statistic can be written
as
Var(Un,s) = Var
(
s∑
j=1
(
s
j
)
H(j)n
)
=
s∑
j=1
(
s
j
)2(
n
j
)−1
Vj. (10)
Note that the first-order term sH
(1)
n is exactly the same as in the Ha´jek projection Uˆn,s,
but the H-decomposition provides a convenient alternative representation of U-statistics as
well as their variance. In the following section, we exploit this fact to derive a tighter and
more general central limit theorem for generalized U-statistics.
3 Asymptotic Normality
In order to establish asymptotic normality for generalized U-statistics, we begin by extend-
ing the idea of the H-decomposition to the generalized setting. Given a square integrable,
permutation symmetric base learner h(z1, . . . , zs, ω), let
hi(z1, . . . , zi) = E[h(z1, . . . , zi, Zi+1, . . . , Zs;ω)]
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and define
h(1) = h1(z1)
h(2) = h2(z1, z2)− h1(z1)− h1(z2)
...
h(s) = h(z1, . . . , zs, ω)−
s−1∑
j=1
∑
(s,j)
h(j)(zi1, . . . , zij).
(11)
These new kernels still retain the desirable properties in Proposition 1. Moreover, the
generalized complete U-statistic and the base learner can still be written in terms of these
new kernel functions h(1), . . . , h(s). Let Vi,ω = Var(h
(i)) for i = 1, . . . , s− 1, Vs = Var(h(s))
and define
Vs,ω = Var

hs(Z1, . . . , Zs)− s−1∑
j=1
∑
(s,j)
h(j)(Zi1, . . . , Zij)

 .
Then similar to Eq. (9), Eq. (10), we have the following expressions for the variance of the
base learner and generalized U-statistics:
Var(h) = ζs =
s−1∑
j=1
(
s
j
)
Vj,ω + Vs,
Var(Uˆn,s,ω) =
s2
n
V1,ω =
s2
n
ζ1,ω, (12)
Var(Un,s,ω) =
s−1∑
j=1
(
s
j
)2(
n
j
)−1
Vj,ω +
(
n
s
)−1
Vs.
The extra randomness does not introduce much additional technical difficulty. Since for
each subsample, the ω are independent and identically distributed, the H-decomposition
still provides an alternative representation of U-statistics consisting of uncorrelated kernel
functions. On the other hand, including the extra randomness allows us to provide results
for a more general class of base learners. It also allows us to analyze properties of ensem-
ble estimators without relying on the infinite forest setup often considered in other work,
wherein it is assumed that all instances of ω are utilized and thus N is very large. The fol-
lowing theorem first establishes asymptotic normality for complete generalized U-statistics.
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Theorem 1. Let Z1, Z2, . . . Zn be i.i.d. from FZ and Un,s,ω be a generalized complete U-
statistic with kernel h = h(Z1, Z2, . . . , Zs;ω). Let θ = E[h] such that E[h
2] < ∞. Then as
long as s
n
ζs
sζ1,ω
→ 0, we have
√
n (Un,s,ω − θ)√
s2ζ1,ω
 N(0, 1). (13)
Proof. The sequence
√
n
s2ζ1,ω
Uˆn,s,ω converges weakly to N(0, 1) by the central limit theorem
since Uˆn,s,ω =
s
n
∑n
i=1 h1(Zi) is a sum of i.i.d. random variables. From Eq. (12), we have
Var(Un,s,ω)
Var(Uˆn,s,ω)
=
(
s2
n
V1,ω
)−1( s−1∑
j=1
(
s
j
)2(
n
j
)−1
Vj,ω +
(
n
s
)−1
Vs
)
≤ 1 +
(
s2
n
V1,ω
)−1
s2
n2
(
s−1∑
j=2
(
s
j
)
Vj,ω + Vs
)
≤ 1 + s
n
ζs
sζ1,ω
→ 1.
(14)
Thus by Theorem 11.2 in Vaart (1998), we obtain
√
n(Un,s,ω−θ)√
s2ζ1,ω
 N(0, 1).
Remark. The condition in Theorem 1 that s
n
ζs
sζ1,ω
→ 0 can be replaced by the slightly weaker
condition that s
n
[
ζs
sζ1
− 1
]
→ 0. In practice, this condition can be satisfied by choosing s to
grow slow relative to the growth rate of the variance ratio ζs
sζ1,ω
. In particular, whenever the
ratio is bounded, choosing s = o(n) is sufficient. Thus, in establishing asymptotic normality,
this weaker condition is of little consequence. However, in quantifying the finite sample
deviations from normality via the Berry-Esseen Theorems in Section 4, this alternative
condition plays an important role in establishing the bounds provided.
Armed with the results for the complete case in Theorem 1, we now establish an anal-
ogous result for the incomplete case.
Theorem 2. Let Z1, Z2, . . . Zn be i.i.d. from FZ and Un,s,N,ω be a generalized incomplete
U-statistic with kernel h = h(Z1, Z2, . . . , Zs, ω). Let θ = E[h] such that E[h
2] < ∞. Then
as long as s
n
ζs
sζ1,ω
→ 0 and N →∞, we have
(Un,s,N,ω − θ)√
s2ζ1,ω
n
+ ζs
N
 N(0, 1). (15)
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The proof of Theorem 2 is provided in Appendix B. Taken together, Theorems 1 and
2 provide the asymptotic distribution of generalized U-statistics without restrictions on
the growth rate of the number of subsamples N relative to n. In Section 4 we go further,
providing Berry-Esseen bounds that provide finite sample guarantees for the accuracy of
a normal approximation which can then be used as guidelines to determine appropriate
numbers and sizes of subsamples.
Besides a few mild regularity conditions on the base learner (kernel), h, Theorems 1
and 2 require only that s
n
ζs
ζ1,ω
→ 0. This condition, though not overly strong, may appear
somewhat arbitrary. Thus, we now investigate the behavior of this term for a variety of
base learners.
3.1 Variance Ratio Behavior
For a given kernel h, let hˆ be the projection of h on the linear space S. From the previous
section, we have that hˆ =
∑s
i=1 h1(Xi) and thus
Var(h)
Var(hˆ)
=
Var(h)
sVar(E[h|Z1]) =
ζs
sζ1,ω
. (16)
Since ζs is the overall variance and ζ1,ω can be written as the variance of the expectation of
the kernel conditional on one argument, we can view the ratio in Eq. (16) as some measure
of the potential influence of one single observation on the output of the kernel. When
ζs/sζ1,ω → 1, h itself is asymptotically linear. More generally though, Theorems 1 and 2
require only that s
n
ζs
ζ1,ω
→ 0 in order for the generalized U-statistic to be asymptotically
normal. Thus, if the behavior of ζs
sζ1,ω
is understood, the subsample size s can be adjusted
to ensure the entire term shrinks to 0. We now examine the behavior of this variance ratio
for a variety of base learners, h.
Example 1 (Sample Mean). Suppose X1, X2, . . . , Xs are i.i.d. random variables with mean
µ and let h = X¯, then
ζs
sζ1
=
Var
(
1
s
∑s
i=1Xi
)
sVar
(
X1
s
+ (s−1)
s
µ
) = 1. (17)
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Eq. (17) holds for any estimators that can be written as a sum of i.i.d. random variables.
In such cases, since hˆ = h, nothing is lost after projecting.
Example 2 (Sample Variance). Suppose X1, X2, . . . , Xs are i.i.d. random variables with
variance σ2 and fourth central moment µ4 and consider the sample variance h =
(
s
2
)−1∑
i<j(Xi−
Xj)
2. We have
ζs
sζ1
= 1 +
2
(s− 1) ·
σ4
µ4 − σ4 → 1
as s→∞. Note that h =∑si=1 (Xi−X¯)2s−1 ≈∑si=1 (X2i −µ2)s−1 . Since X¯ is much more stable than
Xi, h is close to a sum of i.i.d random variables.
Example 3 (OLS Estimator). Let Z1, Z2, . . . , Zs denote i.i.d. pairs of random variables
(Xi, Yi) and suppose Yi = Xiβ+ǫi with ǫi ∼ (0, σ2). Let h = (XTX)−1XTY be the ordinary
least squares (OLS) estimator of β. Then as s→∞,
(sζ1)
−1ζs → I.
Details of this calculation are provided in Appendix C. Here again, note that h =
∑s
i=1(X
TX)−1XiYi
which is still close to a sum of i.i.d. random variables. These three examples suggest that
perhaps for many common base learners, ζs is of order s
−1 and ζ1 of order s−2; essentially,
each individual random variable explains roughly s−1 times the variance of the base learner.
We now move on to more complex and interesting base learners.
3.2 k-Nearest Neighbors
The k-nearest neighbors algorithm (kNN) is a popular non-parametric regression method
whereby the predicted value at a target point is taken as the average of the values of
the k closest observations in the training data, typically measured via standard Euclidean
distance. The connection between kNN and decision trees was highlighted previously by
Lin and Jeon (2006). In Breiman’s original random forest, each tree is typically constructed
without pruning. The tree continues building until each terminal node contains no more
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than k samples for a prespecified k. Given data {(Xi, Yi)}si=1 and a target point x, a tree
estimator can be written as
T ((X1, Y1), . . . , (Xs, Ys)) =
1
k∗
s∑
i=1
1Xi∈A(x)Yi
where A(x) is the terminal node that contains the target point x and k∗ = |A(x)| ≤ k. The
kNN estimator can be written similarly as
ϕ((X1, Y1), . . . , (Xs, Ys)) =
1
k
s∑
i=1
1Xi∈kNN(x)Yi
where kNN(x) is the set containing the k-nearest neighbors of the target point x in the
feature space. Both estimators can be viewed as a weighted average of all responses in
training dataset. Crucially, however, the weights of the decision tree constructed using the
CART criterion depend on Yi, whereas the kNN weights do not. The following example
considers a specific case of kNN.
Example 4. Let Z1, Z2, . . . , Zs denote i.i.d. pairs of random variables (Xi, Yi) and suppose
Yi = 1 − Xi + ǫi, where Xi ∼ U [0, 1] and independently ǫi ∼ (0, σ2). Consider the 1NN
estimator ϕ(Z1, . . . , Zs) at x = 0.
To begin, let X∗ = min{X1, . . . , Xs}. Then
Var(ϕ) = Var(f(X∗)) + σ2
= σ2 +
∫ 1
0
(1− x)2s(1− x)s−1 dx−
(∫ 1
0
(1− x)s(1− x)s−1 dx
)2
= σ2 +
s
s+ 2
−
(
s
s + 1
)2
= σ2 +
s
(s+ 2)(s+ 1)2
.
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Next, let X∗ = min{X2, . . . , Xs}. Then
E[ϕ|Z1] = E[1X∗≤X1(f(X∗) + ǫ∗) + 1X∗>X1(f(X1) + ǫ1)|X1, Y1]
=
∫ X1
0
(1− x)(s− 1)(1− x)s−2 dx+ (1−X1 + ǫ1)(1−X1)s−1
=
s− 1
s
(1− (1−X1)s) + (1−X1)s + ǫ1(1−X1)s−1
=
s− 1
s
+
1
s
(1−X1)s + ǫ1(1−X1)s−1.
Thus, we have
Var(E[ϕ|Z1]) = 1
s2
Var((1−X1)s) + σ2E((1−X1)s−1)2
=
1
s2
Var(Xs1) + σ
2
E(X2s−21 )
=
1
s2
[∫ 1
0
x2sx dx−
(∫ 1
0
xsx dx
)2]
+ σ2
∫ 1
0
x2s−2x dx
=
1
s2
[
1
2s+ 1
−
(
1
s+ 1
)2]
+
σ2
2s− 1
=
1
(2s+ 1)(s+ 1)2
+
σ2
2s− 1
where the second term involving σ2 dominates, and thus
ζs
sζ1
=
Var(ϕ)
sVar(E[ϕ|Z1]) → 2.
Somewhat remarkably, the values of ζs, ζ1 hold for all target points x ∈ [0, 1]. The following
theorem provides a more general result for kNN estimators.
Theorem 3. Let Z1, Z2, . . . , Zs denote i.i.d. pairs of random variables (Xi, Yi) and suppose
Yi = f(Xi) + ǫi where f is continuous, ǫi ∼ (0, σ2), and Xi and ǫi are independent. Let ϕ
denote the kNN estimator. Then
lim
s→∞
ζs
sζ1
≤ c(k)
where
c(k) = lim
s→∞
2k/
k−1∑
i=0
k−1∑
j=0
[(
s−1
i
)(
s−1
j
)
(
2s−2
i+j
)
]
so that c(k) is decreasing in k and 1 ≤ c(k) ≤ 2.
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Figure 1: The function c(k).
A sketch of c(k) for k = 1, . . . , 50 is provided in Figure 1; the proof of Theorem 3 is
provided in Appendix C. Note that kNN is a nonadaptive linear smoother, the variance
ratio of which is bounded by a constant. The following result gives an upper bound for the
more general class of linear smoothers.
Theorem 4. Let Z1, Z2, . . . , Zs denote i.i.d. pairs of random variables (Xi, Yi) and suppose
Yi = f(Xi) + ǫi where f is bounded and ǫi is independent of Xi for all i = 1, . . . , s. Let
ϕ =
s∑
i=1
w(i, x,X)Yi
such that
∑s
i=1w(i, x,X) = 1. Then
ζs
sζ1
= O(s).
Proof. First let ϕ˜ =
∑s
i=1w(i, x,X)f(Xi) and note that
Var(ϕ) = sE[w(1, x,X)2] · σ2 +Var (ϕ˜)
≤ σ2 + 1
4
||f ||∞.
(18)
Next,
E[ϕ|X1, ǫ1] = E
[
s∑
i=1
(f(Xi) + ǫi)w(i, x,X)|X1, Y1
]
= E [ϕ˜|X1] + E [w(1, x,X)ǫ1|X1, Y1] +
s∑
i=2
E [ǫiw(i, x,X)|X1]
= E [ϕ˜|X1] + ǫ1E [w(1, x,X)|X1]
17
and thus
Var(E[ϕ|X1, ǫ1]) = Var (E [ϕ˜|X1]) + σ2E
[
E
2 [w(1, x,X)|X1]
]
≥ σ2E [E2(w(1, x,X)|X1)]
≥ σ2E2[w(1, x,X)]
= s−2σ2.
(19)
Therefore,
ζs
sζ1
=
sσ2E[w(1, x,X))2] + Var(ϕ˜)
s (σ2E[E2[w(1, x,X))|X1]] + Var(E[ϕ˜|X1])) (20)
≤ σ
2 + 1
4
||f ||2∞
s−1σ2
= O(s).
We emphasize that the inequalities in Eq. (18) and Eq. (19) are generally quite loose in
order to cover the worst case scenario. As seen in Theorem 3, the order of ζ1 can indeed
be s−1 rather than s−2. Nonetheless, Theorem 4 indicates that s = o(n1/2) is sufficient to
ensure that s
n
ζs
sζ1
→ 0.
From Eq. (20), we see that both ζs and ζ1 can be written as the sum of the contribution
of the regression function and that of the noise. Note also that Theorem 3 for kNN holds
without imposing any conditions on the regression function f and the distribution of X .
This is simply because k here is fixed and thus the contribution of the noise is dominated
when s goes to infinity. When k grows with s, more care must be taken in assessing the
contribution of the regression function. Biau and Devroye (2015) (Theorem 15.3) discuss
the convergence rate of the variance of kNN estimators. This result could potentially enable
results to be established for more general nearest neighbor estimators where the number of
neighbors k is permitted to grow with s, though we do not explore this further here.
The following example illustrates when a bound on the variance ratio on the order of s
can be achieved.
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Example 5. Let Z1, Z2, . . . , Zs denote i.i.d. pairs of random variables (Xi, Yi). For any
target point x, let ϕ(x) denote the estimator that forms a prediction by simply selecting k
sample points uniformly at random (without replacement) and averages the selected response
values, so that we can write ϕ(x) = 1
k
∑s
i=1 ZiYi, where
Zi =


1, ith sample is selected
0, ith sample is not selected.
Then ζs =
1
k
Var(Y1) and ζ1 =
1
s2
(Var(Y1)), so that
ζs
sζ1
= s/k.
Note in the above example that when k is fixed, s = o(n1/2) is sufficient to ensure
that s
n
ζs
sζ1
→ 0. However, when k is assumed to grow with n, the subsample size s can
grow more quickly. In the adaptive case, where w(i, x,X) may depend on {Yi}si=1, tree
estimators with small terminal node sizes look less like a linear statistic and in turn may
have a larger variance ratio. However, as presented above, for non-adaptive estimators like
kNN, the ratio is bounded by a constant. In this way, well-behaved tree predictors can be
seen as similar to kNN and are still more easily controlled than random potential tree (RP
tree) estimators introduced in the following section.
3.3 RP tree estimator
Lin and Jeon (2006) introduced the concept of potential nearest neighbors (PNNs) and
showed that random forests can be viewed as an adaptively weighted k-PNN method.
Definition 2 ((Lin and Jeon, 2006)). A sample point Zi = (Xi, Yi) is called a k-potential
nearest neighbor (k-PNN) of a target point x if and only if there are fewer than k sample
points other than Xi in the hyperrectangle defined by x and Xi.
Typically, the number of k-PNNs is much larger than k. Existing nearest-neighbor
methods – both adaptive and nonadaptive – predict by selecting and averaging over k
points from the set of all k-PNNs. The classical kNN procedure non-adaptively chooses the
19
k sample points in k-PNNs under some metric whereas commonly used tree-based methods
may have a terminal size bounded by k and adaptively select points from k-PNNs based
on empirical relationships in the data. In the following discussion, we define the random
potential (RP) tree estimator as that which selects k points uniformly at random (without
replacement) from the k-PNNs and predicts by taking the average.
In general, computing the variance ratio for adaptive base learners is quite challenging.
In the case of RP trees however, the base learners are still simply taking the average of
some proportion of all the sample points. Recall from Example 5, that when we randomly
choose k observations from all sample points, we have
ζs
sζ1
=
1/k
s · 1/s2 =
s
k
.
Intuitively, this may naturally lead to the conjecture that for any base learner that predicts
by randomly selecting and averaging over points in some set A,
ζs
sζ1
=
1/k
s · 1/|A|2 .
The difficulty with RP trees is that the size of the k-PNNs is random. From Lin and Jeon
(2006), we know that the expected number of k-PNNs is O(k logd−1(s)) and so extending
our conjecture, we might expect
ζs
sζ1
=
1/k
s · 1/(E|A|)2 (21)
so that ζs/sζ1 = O((log s)
2d−2). The calculation provided in Appendix C shows that this
is indeed the case. In this case, asymptotic normality can be ensured by insisting on the
same subsample sizes put forth in Wager and Athey (2018), namely that s = o(nβ) for
some 0.5 < β < 1.
As eluded to above, calculating the variance ratio for adaptive base learners without
imposing more specific conditions on the base learners and/or data is challenging. The
previous calculations, however, are quite encouraging. Given the k-PNN of some target
point x and considering estimators that predict by averaging over some subset of these, we
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showed that for non-adaptive estimators like kNN, the variance ratio is bounded. On the
other hand, when the samples are selected uniformly at random, the variance ratio is on the
order of (log s)2d−2. Tree-based estimators, by definition, predict by averaging over subsets
of potential nearest neighbors, though the particular fashion in which those neighbors are
chosen is highly data-dependent.
Consider, for example, a case where we regress Yi on covariates Xi but where there is no
signal and Yi is completely independent of the remaining data. In this case, most tree-based
estimates should eventually resemble the RP tree example: there should be no reason why
the trees are selecting certain nearby samples to average over in a non-uniform fashion.
If, on the other hand, there is strong, diverse signal in the data, tree-based estimates may
focus much more heavily on a particular subset of nearest neighbors. In such cases, even
stronger bounds on the variance ratio may be available. This seems particularly likely if,
relative to the particular data, the tree can be seen as identifying some subset of potential
nearest neighbors from which samples are selected in a near uniformly at random fashion.
We leave determining the conditions necessary on the data to ensure good behavior of the
variance ratio for particular tree learners to future work.
4 Berry-Esseen Bounds
Let Z1, Z2, . . . , Zn be a sequence of independent and identically distributed random vari-
ables with mean µ and variance σ2. The Berry-Esseen theorem (Berry, 1941; Esseen, 1942)
provides a classical result describing the rate of convergence of Sn =
∑n
i=1(Zi−µ)/σ
√
n to
the normal distribution. It states that provided the third moment v3 = E|Z − µ|3 is finite,
sup
z
|Fn(z)− Φ(z)| ≤ Cv3
σ3
√
n
where Fn is the distribution function of Sn, Φ is the distribution function of the standard
normal, and C is a constant independent of n and the distribution of the Z. Several authors
(e.g. Callaert et al. (1978); Chan and Wierman (1977); Grams et al. (1973); Chen et al.
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(2010)) have since contributed various iterations of Berry-Esseen theorems for U-statistics.
In the following sections, we derive bounds for generalized U-statistics involving n, s,N ,
and the moments of the base learner to lend some intuition regarding how these param-
eters might be chosen in practice. In some cases, the H-decomposition along with novel
representations of U-statistics allows us to achieve bounds that reduce to ones sharper than
previously established in the literature.
4.1 Random Concentration Inequalities
In many cases of interest, a statistic T can be written as a linear statistic plus a manage-
able term. Chen et al. (2010) used the K-function approach derived from Stein’s method
(Stein et al., 1972) to build a random concentration inequality for linear statistics. This
inequality is an extension of the usual concentration inequalities but the bounds can be
random. The authors then provide a Berry-Esseen bound for T by applying the random
concentration inequality. For completeness, we begin with a brief discussion of this inequal-
ity and its derivatives.
Let Z1, Z2, . . . , Zn be independent random variables and T be a statistic of the form
T := T (Z1, Z2, . . . , Zn) = W +∆
where
W =
n∑
i=1
gn,i(Zi), and ∆ := ∆(Z1, Z2, . . . , Zn)
for some functions gn,i and ∆. Here W is a linear statistic. Let ξi = gn,i(Zi) and assume
that
E[ξi] = 0 ∀i = 1, 2, . . . , n and
n∑
i=1
Var(ξi) = 1. (22)
By developing randomized versions of the concentration inequalities, we can establish
uniform Berry-Esseen bounds for T with optimal asymptotic rates.
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Lemma 1 ((Chen et al., 2010)). Let δ > 0 satisfy
n∑
i=1
E [|ξi|min(δ, |ξi|)] ≥ 1/2. (23)
Then for any real-valued random variables ∆1 and ∆2,
P(∆1 ≤W ≤ ∆2) ≤ 4δ + E|W (∆2 −∆1)|
+
n∑
i=1
[E|ξi(∆1 −∆1,i)|+ E|ξi(∆2 −∆2,i)|]
(24)
whenever ξi is independent of (W − ξi,∆1,i,∆2,i).
Proof details are provided in Appendix D.1. Now, for any estimator of the form T =W+∆,
we can write
−P(z − |∆| ≤W ≤ z) ≤ P(T ≤ z)− P(W ≤ z) ≤ P(z ≤W ≤ z + |∆|).
Applying Eq. (24) to these bounds, we arrive at the following corollary.
Corollary 1 ((Chen et al., 2010)). Let ξ1, . . . , ξn be independent random variables satisfy-
ing Eq. (22), W =
∑n
i=1 ξi and T =W +∆. Let ∆i be a random variable such that ξi and
(W − ξi,∆i) are independent. Then for any δ satisfying Eq. (23), we have
sup
z∈R
|P(T ≤ z)− P(W ≤ z)| ≤ 4δ + E|W∆|+
n∑
i=1
E|ξi(∆−∆i)|.
In particular,
sup
z∈R
|P(T ≤ z)− P(W ≤ z)| ≤ 2(β2 + β3) + E|W∆|+
n∑
i=1
E|ξi(∆−∆i)| (25)
and
sup
z∈R
|P(T ≤ z)− Φ(z)| ≤ 6.1(β2 + β3) + E|W∆|+
n∑
i=1
E|ξi(∆−∆i)| (26)
where
β2 =
n∑
i=1
E[|ξ2i |1|ξi|>1] and β3 =
n∑
i=1
E[|ξ3i |1|ξi|≤1].
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Note that since
∑n
i=1 Eξ
2
i = 1, if δ > 0 satisfies
n∑
i=1
Eξ2i 1|ξi|≥δ <
1
2
then Eq. (23) holds. In particular, when the ξi are standardized i.i.d. random variables,
then δ must be on the order of 1/
√
n. Furthermore, note that when β2 + β3 ≤ 1 and
4δ ≤ 2(β2 + β3), then Eq. (23) is automatically satisfied and thus Eq. (25) is immediate.
Eq. (26) is obtained by combining Eq. (25) and the sharp Berry-Esseen bound of the sum
of independent random variables in Chen et al. (2004).
4.2 Bounds for Generalized Complete U-statistics
Let Z1, Z2, . . . , Zn be a sequence of i.i.d. random variables and for some s with 2 ≤ s ≤ n/2,
let h(Z1, Z2, . . . , Zs) be a symmetric, real-valued function. Recall that in Eq. (1), we defined
the complete, infinite-order U-statistic as
Un,s =
(
n
s
)−1∑
(n,s)
h(Zi1, . . . , Zis).
The Hoeffding decomposition allows us to write Un,s as a linear statistic plus an error term,
which allows us to apply Corollary 1 and yields the following result, the proof of which is
provided in Appendix D.2.
Theorem 5. Let Z1, Z2, . . . , Zn be i.i.d. random variables and Un,s be as defined in Eq. (1)
such that E[h(Z1, . . . , Zs)] = 0, ζs = E[h
2(Z1, . . . , Zs)] <∞ and ζ1 = E[g2(Z1)] > 0, where
g(z) = E[h(z, Z2, . . . Zs)]. Then
sup
z∈R
∣∣∣∣∣P
(√
n
s2ζ1
Un,s ≤ z
)
− P
(
1√
nζ1
n∑
i=1
g(Zi) ≤ z
)∣∣∣∣∣ ≤ 4c0√n + (1+
√
2)
[
s
n
(
ζs
sζ1
− 1
)]1/2
where c0 is any constant such that Eg
2(X1)1|g(X1)|≥c0
√
ζ1 ≤ ζ1/2. If in addition E|g|3 <∞,
then
sup
z∈R
∣∣∣∣P
(√
n
s2ζ1
Un,s ≤ z
)
− Φ(z)
∣∣∣∣ ≤ 6.1E|g|3
n1/2ζ
3/2
1
+ (1 +
√
2)
[
s
n
(
ζs
sζ1
− 1
)]1/2
.
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A few important points are worth noting. First, when s is fixed, the bound has a
rate on the order of n−1/2 as should be expected since this is the standard rate associated
with classic (finite-order), complete U-statistics. Furthermore, note that when ζs/sζ1 and
E|g|3/ζ3/21 are bounded, then as noted for the previously discussed central limit theorems,
s = o(n) is sufficient to make the bound converge to zero. Finally, we note that with the
assistance of the H-decomposition, we obtain a sharper bound than that established in
Chen et al. (2010) Theorem 10.3 where s
n
( ζs
sζ1
− 1) is replaced by (s−1)2ζs
s(n−s+1)ζ1 .
The extension of this result to generalized complete U-statistics is straightforward by
applying Corollary 1 and the H-decomposition for generalized U-statistics.
Corollary 2. Let Z1, Z2, . . . , Zn be i.i.d. from FZ and let Un,s,ω be a generalized complete
U-statistic with kernel h, and let θ = Eh(Z1, Z2, . . . , Zs;ω) such that Var(h) < ∞. Let
g(z) = E[h(z, Z2, . . . , Zs;ω)]− θ. Then we have
sup
z∈R
∣∣∣∣P
(√
n
s2ζ1,ω
(Un,s,ω − θ) ≤ z
)
− Φ(z)
∣∣∣∣ ≤ 6.1E|g|3
n1/2ζ
3/2
1,ω
+ (1 +
√
2)
[
s
n
(
ζs
sζ1,ω
− 1
)]1/2
.
4.3 Bounds for Generalized Incomplete U-statistics
We turn now to the incomplete case. As eluded to earlier, we can write an incomplete
U-statistic as
Un,s,N =
1
N
∑
(n,s)
ρh(Zi1, . . . , Zis) (27)
where ρ ∼ Bernoulli(p) with p = N/(n
s
)
. Eq. (27) can be viewed as a generalized complete
U-statistic times a scaler so that
Un,s,N =
1
p

(n
s
)−1∑
(n,s)
ρh(Zi1, . . . , Zis)

 = 1
p
U∗n,s.
We first consider U∗n,s and then easily extend the results to Un,s,N . First, the variance
terms ζ∗c for c = 1, . . . , s of U
∗
n,s are different from those of Un,s in Eq. (1). Note that for
c = 1, . . . , s− 1,
ζ∗c = Cov(ρh(Z1, . . . , Zc, Zc+1, . . . , Zs), ρ
′h(Z1, . . . , Zc, Z ′c+1, . . . , Z
′
n)) = p
2ζc
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and
ζ∗s = Cov(ρh(Z1, . . . , Zs), ρh(Z1, . . . , Zs)) = pζs.
The H-decomposition will also be different. We have
h(1)∗ = E[ρh|Z1] = ph(1)
h(2)∗ = E[ρh|Z1, Z2]− E[ρh|Z1]− E[ρh|Z2] = ph(2)
...
h(s)∗ = ρh− p∑s−1j=1∑(s,j) h(j)(Zi1, . . . , Zij).
where ρh is used instead of h and these kernels still retain the desirable properties in
Proposition 1. Furthermore, we have
V ∗j = p
2Vj, j = 1, . . . , s− 1
and
V ∗s = p
s∑
j=1
(
s
j
)
Vj − p2
s−1∑
j=1
(
s
j
)
Vj = p
2Vs + p(1− p)ζs.
Thus,
U∗n,s =
s−1∑
j=1
(
s
j
)
H(j)∗n +H
(s))∗
n
=
s−1∑
j=1
(
s
j
)
pH(j)n +
(
n
s
)−1∑
(n,s)
h(s)∗(Zi1, . . . , Zis)
= psH(1)n + p
s−1∑
j=2
(
s
j
)
H(j)n +
(
n
s
)−1∑
(n,s)
h(s)∗(Zi1, . . . , Zis)
and then the decomposition of Un,s,N is given by
Un,s,N = sH
(1)
n +
s−1∑
j=2
(
s
j
)
H(j)n +
1
N
∑
(n,s)
h(s)∗(Zi1, . . . , Zis) = H(1)n +∆.
Now, by applying Corollary 1, we achieve the following result.
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Theorem 6. Let Z1, Z2, . . . , Zn be i.i.d. from Fz and Un,s,N be as Eq. (27) such that
E[h(Z1, . . . , Zs)] = 0, ζs = E[h
2(Z1, . . . , Zs)] < ∞ and ζ1 = E[g2(Z1)] > 0, where g(x) =
E[h(x, Z2, . . . , Zs)]. Then
sup
z∈R
∣∣∣∣P
(√
n
s2ζ1
Un,s,N ≤ z
)
− Φ(z)
∣∣∣∣
≤ 6.1E|g|
3
n1/2ζ
3/2
1
+ (1 +
√
2)
[
s
n
(
ζs
sζ1
− 1
)]1/2
+
(
1 +
√
1
s
)[
n
N
(1− p) ζs
sζ1
]1/2
.
The proof of Theorem 6 is provided in Appendix D.3. An analogous result for general-
ized incomplete U-statistics Un,s,N,ω can be established as follows by applying Corollary 1
and the new version of the H-decomposition.
Corollary 3. Let Z1, Z2, . . . , Zn be i.i.d. from Fz and Un,s,N,ω be a generalized incomplete
U-statistic with kernel h, and let θ = Eh(Z1, Z2, . . . , Zs;ω) such that Var(h) < ∞. Let
g(z) = E[h(Z1, Z2, . . . , Zs;ω)]− θ. Then
sup
z∈R
∣∣∣∣P
(√
n
s2ζ1,ω
(Un,s,N,ω − θ) ≤ z
)
− Φ(z)
∣∣∣∣
≤ 6.1E|g|
3
n1/2ζ31,ω
+ (1 +
√
2)
[
s
n
(
ζs
sζ1,ω
− 1
)]1/2
+
(
1 +
√
1
s
)[
n
N
(1− p) ζs
sζ1,ω
]1/2
.
Corollary 3 indicates that as long as n = o(N), Un,s,ω,N can still be written as a linear
statistic plus a manageable term and the distribution of a generalized incomplete U-statistic
is the same as the complete version. However, when N is small relative to n (as is often the
case in practice due to computational limitations) this bound is useless. In the following
section, we provide a Berry-Esseen bound for generalized incomplete U-statistics built with
a smaller number of base learners.
4.4 An Alternative Perspective on Generalized Incomplete U-
statistics
In the previous section, we wrote generalized incomplete U-statistics as a linear statistic plus
some manageable term. Now, in considering cases with smaller numbers of base learners,
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we instead view these as complete U-statistics plus a remainder. Proofs of the following
results are provided in Appendix D and follow a similar strategy of Xiaohui and Kengo
(2017) who recently derived non-asymptotic Gaussian approximation error bounds for high-
dimensional randomized incomplete U-statistics for kernels with fixed order. The following
theorem gives a bound for incomplete, infinite-order U-statistics.
Theorem 7. Let Z1, Z2, . . . , Zn be i.i.d. from Fz and Un,s,N be as Eq. (27) such that
E[h(Z1, . . . , Zs)] = 0, ζs = E[h
2(Z1, . . . , Zs)] < ∞ and ζ1 = E[g2(Z1)] > 0, where g(x) =
E[h(x, Z2, . . . , Zs)]. Define
Kur1 =
E|h|4
(E|h|2)2 and Kur2 =
E|h|6
(E|h|3)2 . (28)
So long as Kur1 and Kur2 are bounded, we have
sup
z∈R
∣∣∣∣∣∣P

 Un,s,N√
s2
n
ζ1 +
ζs
N
≤ z

− Φ(z)
∣∣∣∣∣∣
≤ C
(
E|g|3
n1/2(E|g|2)3/2 +
E|h|3
N1/2(E|h|2)3/2 +
[
s
n
(
ζs
sζ1
− 1
)]1/2
+
( s
n
)1/3)
,
for some constant, C.
The proof Theorem 7 is provided in Appendix D.4. In summary, we are showing that
the convolution of the two independent sequences approaches normal. When s is fixed, the
Berry-Esseen bound is on the order of n−1/3. When s grows with n, the bound converges
to zero as long as s = o(n) and N → ∞ with some mild conditions on h. Note that
the bound here is obtained by aggregating the errors from both the complete U-statistic
and the remainder; it is possible that other alternative representations of an incomplete
U-statistic could lead to a sharper bound. Adding extra randomness ω to Eq. (27), we
obtain a generalized incomplete U-statistic. The Berry-Esseen bound for such statistics
can be derived similarly and is stated below.
Corollary 4. Let Z1, Z2, . . . , Zn be i.i.d. from FZ and Un,s,ω,N be as Eq. (5) such that
E[h(Z1, . . . , Zs;ω)] = θ, ζs = Var(h) < ∞ and ζ1 = E[g2(Z1)] > 0, where g(z) =
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E[h(z, Z2, . . . , Zs;ω)] − θ. Define Kur1 = E|h−θ|
4
(E|h−θ|2)2 , Kur2 =
E|h−θ|6
(E|h−θ|3)2 , then as long as
Kur1, Kur2 are bounded, we have
sup
z∈R
∣∣∣∣∣∣P

 Un,s,N,ω − θ√
s2
n
ζ1,ω +
ζs
N
≤ z

− Φ(z)
∣∣∣∣∣∣
≤ C
(
E|g|3
n1/2(E|g|2)3/2 +
E|h− θ|3
N1/2(E|h− θ|2)3/2 +
[
s
n
(
ζs
sζ1,ω
− 1
)]1/2
+
( s
n
)1/3)
,
for some constant C.
The proof of this corollary follows in exactly the same fashion as that of Theorem 7.
4.5 A Tighter Bound
In Theorem 7,
(
s
n
)1/3
is not necessarily optimal because we apply Chybeshev’s inequality
to obtain a concentration inequality of U-statistics without any assumptions on the tail
probability of the base learner. We can improve
(
s
n
)1/3
to be
(
s
n
)1/2
with some additional
assumptions on h. Let m = ⌊n/s⌋ and define
V (Z1, . . . , Zn) =
1
m
[h(Z1, . . . , Zs) + · · ·+ h(Zsm−s+1, . . . , Zsm)] .
The general form of a complete U-statistic in Eq. (1) can be rewritten as
Un,s =
1
n!
∑
β∈Sn
V (Zβ1,...,βn)
where Sn is all permutations of (1, ..., n). The following lemma allows us to bound the tail
probability of Un,s in terms of V .
Lemma 2. Let T be a random variable of the form
T =
N∑
i=1
piTi,
N∑
i=1
pi = 1, pi ≥ 0.
Then,
P(T > t) ≤ e−st
N∑
i=1
piE[e
sTi ] ≤ max
i
E[esTi ]. (29)
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Now, If we assume (h− θ)/σ is sub-Gaussian, where σ2 = Var(h), then
E [exp(λ(h− θ))] ≤ exp
(
λ2σ2v2
2
)
for some constant v2. Applying Chernoff’s Method, we have
P (|V − θ| ≥ t) ≤ 2 exp
(
− mt
2
2σ2v2
)
and thus Lemma 2 gives
P (|Un,s − θ| ≥ t) ≤ 2 exp
(
− mt
2
2σ2v2
)
. (30)
In particular, let t = mησ. Then with probability at least 1−2 exp (− 1
2v2
m1−2η
)
, |Un,s−θ| ≤
mησ. If |h − θ|2 and |h − θ|3 are sub-Gaussian after being standardized, we can obtain
a sharper concentration inequality of U2 and U3 in the proof of Theorem 7 by applying
Eq. (30). Then Corollary 4 can be improved as given in the following result.
Theorem 8. Let Z1, Z2, . . . , Zn be i.i.d. from FZ and Un,s,ω,N be as in Eq. (5) such
that E[h(Z1, . . . , Zs;ω)] = θ, ζs = Var(h) < ∞ and ζ1 = E[g2(Z1)] > 0, where g(z) =
E[h(z, Z2, . . . , Zs;ω)] − θ. Assuming |h − θ|2, |h − θ|3 are sub-Gaussian after being stan-
dardized, then we have
sup
z∈R
∣∣∣∣∣∣P

 Un,s,N,ω − θ√
s2
n
ζ1,ω +
ζs
N
≤ z

− Φ(z)
∣∣∣∣∣∣
≤ C
(
E|g|3
n1/2(E|g|2)3/2 +
E|h− θ|3
N1/2(E|h− θ|2)3/2 +
[
s
n
(
ζs
sζ1,ω
− 1
)]1/2
+
( s
n
)η)
,
where C is some constant and 0 < η < 1/2.
Since there is a trade-off between probability and concentration bound, the larger η is,
the larger n needs to be in order to make the above inequality hold.
5 Discussion
The previous sections developed the notion of generalized U-statistics in order to establish
asymptotic results for supervised ensemble learners like random forests. We showed that
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under mild regularity conditions, such estimators tend to a normal distribution so long as
s
n
ζs
sζ1,ω
→ 0 and further demonstrated that the variance ratio ζs/sζ1,ω is well-behaved for a
variety of base learners. In later sections, we provide Berry-Esseen bounds to quantify its
proximity to the normal distribution.
U-Statistics stabilize the base learners and are approximately normal regardless of the
distribution of the base learner. This idea should be pervasive even in high dimensional
settings. In addition, it is worth noting that in this work, asymptotic results for incomplete
U-statistics are often based on the asymptotic result for the complete version. Indeed, this
is how the condition that s
n
ζs
sζ1
→ 0, discussed at length in Section 3, arises. However, an
incomplete U-statistic can still be asymptotically normal even if the complete counterpart
is not. Indeed, rewriting the incomplete U-statistic as
Un,s,N,ω = Un,s,ω + (Un,s,N,ω − Un,s,ω)
we have
Var(Un,s,N,ω) = Var(Un,s,ω) + Var(Un,s,N,ω − Un,s,ω)
= Var(Un,s,ω) +
[(
n
s
)−1
(ζs − ζs,ω) +
(
1
N
−
(
n
s
)−1)
ζs
]
.
Var (Un,s,N,ω − Un,s,ω) decays at a rate of N−1. When Var(Un,s,ω) is negligible, Un,s,N,ω is
dominated by (Un,s,N,ω − Un,s,ω) which is always asymptotically normal.
Finally, besides considering U-statistics with a single kernel function, there has also
been much interesting work related to U-processes indexed by a family of kernel functions.
Numerous papers (Nolan et al., 1987, 1988; Sherman et al., 1994; Arcones and Gine, 1993)
have investigated the limiting behavior of U-process where the rank of the kernel functions
is fixed. We leave as possible future work the extension of the results developed here to
such contexts.
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A Analysis of Subsampling Rates
Here we provide a fuller discussion of the previously established central limit theorems
for randomized, incomplete, infinite-order U-statistics, paying particular attention to the
relationship between the projection method utilized and the resulting subsampling rate nec-
essary in order to retain asymptotic normality. As noted in Section 2, Mentch and Hooker
(2016) provided one such theorem, but with somewhat strict conditions. First, note that
the authors require that for all δ > 0,
1
ζ1,ω
∫
|h1(z)|≥δ
√
nζ1,ω
h21(z) dP → 0
as n→ 0, where h1(z) = Eh(z, Z2, . . . , Zs, ω)−θ. Note however that so long as E[h2(Z1, ..., Zs, ω)] <
∞,
1
ζ1,ω
∫
|h1|≥δ
√
nζ1,ω
h21(Z) dP =
∫
∣
∣
∣
∣
h1√
ζ1,ω
∣
∣
∣
∣
≥δ√n
(
h1√
ζ1,ω
)2
dP
which goes to 0 as n → ∞ and thus this condition is redundant for kernels assumed to
have finite second moment.
We turn now to the use of the Ha´jek projection. As in the main text, let S denote the set
of all variables of the form
∑n
i=1 gi(Zi) for arbitrary measurable functions gi : R
d → R with
Eg2i (Zi) < ∞ for i = 1, . . . , n. Recall that the projection of an arbitrary random variable
T = T (Z1, . . . , Zn) with finite second moment onto S is called the Ha´jek projection and is
given by
Tˆ =
n∑
i=1
E[T |Zi]− (n− 1)E[T ].
For U-statistics, the Ha´jek projection of Un,s − θ onto S is given by
Uˆn,s =
n∑
i=1
E(Un,s − θ|Zi) = s
n
n∑
i=1
h1(Zi).
Now, by the Central Limit Theorem (CLT),
√
nUˆn,s√
s2ζ1
 N(0, 1)
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and thus by Theorem 11.2 in Vaart (1998), to obtain the asymptotic normality of U-
Statistics, it is sufficient to demonstrate that Var(Un,s)
Var(Uˆn,s)
→ 1. This is straightforward when
the rank of the kernel is fixed but requires more careful attention whenever s is allowed to
grow with n. The variance of the U-statistic is given by
Var(Un,s) =
(
n
s
)−1∑
β
∑
β′
Cov(h(Zβ1, . . . , Zβs), h(Zβ′1, . . . , Zβ′s))
=
(
n
s
)−1 s∑
c=1
(
s
c
)(
n− s
s− c
)
ζc
=
s∑
c=1
s!2
c!(s− c)!2
(n− s) · · · (n− 2s+ c + 1)
n(n− 1) · · · (n− s+ 1) ζc
where β indexes subsamples of size s, and the variance of Uˆn,s is given by
Var(Uˆn,s) =
s2
n
Eh21(Z1) =
s2
n
ζ1.
The variance ratio is then given by
Var(Un,s)
Var(Uˆn,s)
=
1
s2
n
ζ1
[
s2
n
(n− s) · · · (n− 2s+ 2)
(n− 1) · · · (n− s+ 1) ζ1 +
(
n
s
)−1 s∑
j=2
(
s
j
)(
n− s
s− j
)
ζj
]
:=
an + bn
cn
where
an =
s2
n
(n− s) · · · (n− 2s+ 2)
(n− 1) · · · (n− s+ 1) ζ1
bn =
(
n
s
)−1 s∑
j=2
(
s
j
)(
n− s
s− j
)
ζj
cn =
s2
n
ζ1.
Thus, in order for the variance ration to converge to 1, it suffices to show an
cn
→ 1 and
bn
cn
→ 0. To transform these two conditions with respect to s and n, we introduce the
following lemmas.
Lemma 3 ((Lee, 1990)). For 0 < c ≤ d ≤ s, 1
c
ζc ≤ 1dζd.
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Lemma 4. Let q(n, s) =
[
(n−s)···(n−2s+2)
(n−1)···(n−s+1)
]
for some positive integer 1 ≤ s ≤ n. Then
s = o
(
n1/2
)
if and only if q(n, s)→ 1 as n→∞.
Proof. When s = o(n1/2), we have
q(n, s) ≥
[
n− 2s+ 2
n− 1
]s−1
= exp
[
(s− 1) log
(
1− 2s− 3
n− 1
)]
≈ exp
[
−2s
2
n
]
→ 1.
If there exists a subsequence {s′} such that s′ ≥ cn1/2, where c is some constant, then
q(n, s′) ≤
[
n− 3
2
s′ + 1
n− s′
2
]s′−1
= exp
[
(s′ − 1) log
(
1− s
′ − 1
n− 1
2
s′
)]
≈ exp
[
−s
′2
n
]
< 1.
Now we can transform the conditions on an, bn, and cn into conditions on n and s.
Notice that
bn
cn
=
(
s2
n
ζ1
)−1 [(
n
s
)−1 s∑
j=2
(
s
j
)(
n− s
s− j
)
ζj
]
=
(
n− 1
s− 1
)−1 [ s−1∑
j=1
1
j + 1
(
s− 1
j
)(
(n− 1)− (s− 1)
(s− 1)− j
)
ζj+1
ζ1
]
=
(
n− 1
s− 1
)−1 [ s−1∑
j=1
(
s− 1
j
)(
(n− 1)− (s− 1)
(s− 1)− j
)
ζj+1
(j + 1)ζ1
]
≥ 1−
[
(n− s) · · · (n− 2s+ 2)
(n− 1) · · · (n− s+ 1)
]
,
and thus s = o(n1/2) is the necessary condition for bn
cn
→ 0 and an
cn
→ 1. Thus, if we utilize
the Ha´jek projection and follow the above approach in establishing that the variance ratio
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converges to 1, there is no way to relax the condition that s = o(n1/2). On the other
hand, the H-decomposition provides a finer approach and a better method for comparing
the variance of Un,s and Uˆn,s.
B Asymptotic Normality Proofs
Here we provide the proof of Theorem 2 from Section 3 which establishes asymptotic
normality for generalized incomplete U-statistics. More formally, Theorem 2 gives that
under mild regularity conditions on the base learner, as long as s
n
ζs
sζ1,ω
→ 0 and N → ∞,
we have
(Un,s,N,ω − θ)√
s2ζ1,ω
n
+ ζs
N
 N(0, 1). (31)
Proof. Without loss of generality, let θ = 0. We have
Var(Un,s,N,ω) = Var(Un,s,ω) + Var(Un,s,N,ω − Un,s,ω)
= Var(Un,s,ω) +
[(
n
s
)−1
(ζs − ζs,ω) +
(
1
N
−
(
n
s
)−1)
ζs
]
.
In the case that ζs
N
= o(
s2ζ1,ω
n
), we have
(
s2ζ1,ω
n
)−1
Var(Un,s,ω,N) =
(
s2ζ1,ω
n
)−1
Var(Un,s,ω) +O
(
n
sN
(1− p) ζs
sζ1,ω
)
=
(
s2ζ1,ω
n
)−1
Var(Un,s,ω) + o(1)
where p = N/
(
n
s
)
. Then
(
s2ζ1,ω
n
)−1/2
Un,s,ω,N has the same limiting distribution as
(
s2ζ1,ω
n
)−1/2
Un,s,ω,
which is N(0, 1). Furthermore, we can replace
(
s2ζ1,ω
n
)−1/2
by
(
s2ζ1,ω
n
+ ζs
N
)−1/2
since ζs
N
is
negligible compared to
s2ζ1,ω
n
.
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In the case that ζs
N
6= o( s2ζ1,ω
n
), we have
Un,s,N,ω =
1
N
∑
(n,s)
h(Zi1, . . . , Zis;ω)
=
1
N
∑
(n,s)
(ρ− p)h(Zi1, . . . , Zis;ω) +
(
n
s
)−1∑
(n,s)
h(Zi1, . . . , Zis;ω)
=
1
N
∑
(n,s)
(ρ− p)h(Zi1, . . . , Zis;ω) + Un,s,ω.
Let Bn = N
−1∑
(n,s)(ρ− p)h(Zi1, . . . , Zis;ω) so that we can write
E
[
exp
(
it
(
ζs
N
)−1/2
Un,s,N,ω
)]
= E
[
E
[
exp
(
it
(
ζs
N
)−1
Bn +
(
ζs
N
)−1/2
Un,s,ω)
) ∣∣∣Z1, . . . , Zn;ω
]]
= E
[
exp
(
it
(
ζs
N
)−1/2
Un,s,ω
)
· E
[
exp
(
it
(
ζs
N
)−1/2
Bn
) ∣∣∣Z1, . . . , Zn;ω
]]
.
Then
lim
n→∞
E
[
exp
(
it
(
ζs
N
)−1/2
Un,s,N,ω
)]
exp
[
−1
2
t2
(
Ns2
n
ζ1,ω
ζs
+ 1
)]
= lim
n→∞
E
[
exp
(
it
(
ζs
N
)−1/2
Un,s,ω − Ns
2
2n
ζ1,ω
ζs
t2
)
× E
[
exp
(
it
(
ζs
N
)−1/2
Bn − 1
2
t2
) ∣∣∣Z1, . . . , Zn;ω
]]
.
Since the ρ are independent, by the central limit theorem, we have
lim
n→∞
E
[
exp
(
it
(
ζs
N
)−1/2
Bn − 1
2
t2
) ∣∣∣Z1, . . . , Zn;ω
]
= lim
n→∞
exp

1
2
t2

(1− N(n
s
)
)
· ζ−1s
(
n
s
)−1∑
(n,s)
h2(Zi1, . . . , Zis;ω)
2 − 1




= 1 a.s.
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Hence by Theorem 1, we have
lim
n→∞
E
[
exp
(
it
(
ζs
N
)−1/2
Un,s,N,ω
)
· exp
[
−
(
Ns2
2n
ζ1,ω
ζs
+
1
2
)
t2
]]
= lim
n→∞
E
[
exp
(
it
(
ζs
N
)−1/2
Un,s,ω − 1
2
s2/nζ1,ω
ζs/N
t2
)]
= 1.
C Variance Ratio Results
Here we provide the details for the calculations of the variance ratio and related proofs
from Section 3.
We begin with the calculation of the variance ratio for the linear regression setting from
Example 3 in Section 3.1. Suppose Yi = Xiβ + ǫi, ǫi ∼ (0, σ2), Let βˆ = (XTX)−1XTY be
the OLS estimator. Denote G = (XTX)−1, then
Var(βˆ) = Var
(
E[βˆ|X ]
)
+ E[Var
(
βˆ|X
)
]
= Var
(
GXXTβ
)
+ E[G]σ2
= E[G]σ2.
As for the conditional expectation, let
W = E[βˆ|X1, Y1]
= E
[
G
(∑
i 6=1
XiYi +X1Y1
)
|X1, Y1
]
= E′[G]X1Y1 + E′[G
∑
i 6=1
XiYi]
= E′[G]X1Y1 + E′
[
G
∑
i 6=1
XiX
T
i β
]
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where E′ takes the expectation conditioned on X1. Then by law of total variance, we have
Var
(
E[βˆ|X1, Y1]
)
= Var (E[W |X1]) + E[Var(W |X1)]
= Var
(
E
′[G]X1XT1 β + E
′
[
G
∑
i 6=1
XiX
T
i β
])
+ E[Var(W |X1)]
= Var(E′[G(XTX)]β) + E[Var(W |X1)]
= Var(β) + E
[
E
′[G]X1XT1 E
′[G]
]
σ2
= E
[
E
′[G]X1XT1 E
′[G]
]
σ2.
By the law of large numbers and the dominated convergence theorem,
1
s
s∑
i=1
XiX
T
i
a.s.−−→ E[XiXTi ] = Σ
and for Σ−1 = Ω,
s · E[(XTX)−1] = E


(
1
s
s∑
i=1
XiX
T
i
)−1→ Ω.
Note in particular that ζs is of order s
−1. On the other hand, ζ1 = E
[
E
′[G]X1XT1 E
′[G]
]
σ2
and we have
sG | X1 =
(
1
s
[
X1X
T
1 +
∑
i 6=1
XiX
T
i
])−1 ∣∣∣∣∣X1 a.s.−−→ Ω
and
s2 · ζ1/σ2 = E
[
E
′[G]X1XT1 E
′[G]
]
= E
[
E
′[sG] ·X1XT1 · E′[sG]
]
→ Ω · Σ · Ω
= Ω.
Thus, ζ1 is of order s
−2 and (sζ1)−1ζs → I. 
We turn now to the proof of Theorem 3, which gives that for k-nearest neighbor base-
learners
lim
s→∞
ζs
sζ1
≤ c(k)
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where
c(k) = lim
s→∞
2k/
k−1∑
i=0
k−1∑
j=0
[(
s−1
i
)(
s−1
j
)
(
2s−2
i+j
)
]
so that c(k) is decreasing in k and 1 ≤ c(k) ≤ 2.
Denote the kNN estimator at x as ϕ(x). Let Ai denote the event that X1 is the ith
closest point to the target point x and B = ∪ki=1Ai. First observe that
Var(ϕ(x))→ σ
2
k
as s→∞. Let X∗1 , . . . , X∗k be the k-NNs of x. Then
E[ϕ(x)|X1, Y1] = 1
k
E
[
1B
[
Y1 +
k∑
i=2
Y ∗i
]
+ 1Bc
[
k∑
i=1
Y ∗i
]
|X1, Y1
]
=
ǫ1
k
E[1B |X1] + 1
k
[
k∑
i=1
f(X∗i )|X1
]
and thus
Var(E[ϕ(x)|X1]) ≥ σ
2
k2
E[P2(B|X1)].
Next,
E[P2(B|X1)] = E

( k∑
i=1
P(Ai|X1)
)2
=
k∑
i=1
k∑
j=1
E [P(Ai|X1)P(Aj |X1)]
=
1
2s− 1
k∑
i=1
k∑
j=1
(
s−1
i−1
)(
s−1
j−1
)
(
2s−2
i+j−2
)
=
V (k, s)
2s− 1 (32)
where V (k, s) =
∑k−1
i=0
∑k−1
j=0
[
(s−1i )(
s−1
j )
(2s−2i+j )
]
. Thus,
lim
s→∞
ζs
sζ1
= lim
s→∞
Var(ϕ(x))
sVar(E[ϕ(x)])
≤ c(k).
44
We turn now to the proving the conjecture in Eq. (21), namely that for base learners that
are RP trees,
ζs
sζ1
= O((log s)2d−2).
Denote the RP tree by T and the set of k-PNNs by Ξ. We have
Var(T ) = Var(T˜ ) +
σ2
k
≤ 1
k
(
σ2 + ||f ||2∞
)
where T˜ is the RP tree prediction of noiseless case. Let |Ξ| denote the number of k-PNNs
of x and let X∗1 , . . . , X
∗
|Ξ| be the potential nearest neighbors themselves. Then
E[T |Z1] = ǫ1E
[
1
|Ξ|1X1∈Ξ|X1
]
+ E
[
T˜ |X1
]
and since Ξ is independent of ǫ, we have
Var(E[T |Z1]) ≥ σ2E
[
E
2[S1|X1]
]
where S1 =
1
|Ξ|1X1∈Ξ. Note that
E[S1] =
1
s
E
[
s∑
i=1
Si
]
=
1
s
thus, we have Var(E[T |Z1]) ≥ σ2/s2. Furthermore, denote the rectangle defined by x and
X1 as R, then
E[S1|Z1] = P1(X1 ∈ Ξ)E1
[
1
|Ξ| |X1 ∈ Ξ
]
=
k−1∑
i=0
(
s− 1
i
)
ui(1− u)s−1−i · E1
[
1
|Ξ| |X1 ∈ Ξ
]
:= I · II
(33)
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where P1(·) = P(·|X1),E1 = E(·|X1), and u = P1(X1 ∈ Ξ|X1). Conditional on X1 ∈ Ξ,
define the conditional probability function of (X2, . . . , Xs) - P1(·|X1 ∈ Ξ) as P˜1. For I,
I2 =
[
k−1∑
i=0
(
s− 1
i
)
ui(1− u)s−1−i
]2
=
k−1∑
i=0
k−1∑
j=0
(
s− 1
i
)(
s− 1
j
)
ui+j(1− u)2s−2−i−j,
thus
E[I2] =
k−1∑
i=0
k−1∑
j=0
(
s− 1
i
)(
s− 1
j
)
E
[
ui+j(1− u)2s−2−i−j]
=
k−1∑
i=0
k−1∑
j=0
(
n−1
i
)(
s−1
j
)
(
2s−2
i+j
) E [(2s− 2
i+ j
)
ui+j(1− u)2s−2−i−j
]
=
1
2s− 1 ·
k−1∑
i=0
k−1∑
j=0
(
s−1
i
)(
s−1
j
)
(
2s−2
i+j
) G(i, j) (34)
where u = P1(X1 ∈ Ξ) ∈ (0, 1). If u ∼ Uniform(0, 1), then G(i, j) = 1 and also (34) reduces
to (32). Assuming G(i, j) ≥ c1 for some constant c1, then
E[I2] ≥ c1
2s− 1V (k, s) (35)
where V (k, s) =
∑k−1
i=0
∑k−1
j=0
[
(s−1i )(
s−1
j )
(2s−2i+j )
]
.
For II, by Jensen’s Inequality, we have
II = E˜1
[
1
|Ξ|
]
≥ 1
E˜1|Ξ|
.
Moreover, by Ho¨lder’s Inequality,
E[E2[S1|X1]] ≥ E
[
I2 · 1
E˜21|Ξ|
]
≥ E[I
2]
E
[
E˜
2
1|Ξ|
] . (36)
Let R be the number of sample points inside the rectangle defined by x and X1. E˜1|Ξ|
represents the expected number of k-PNNs conditional on X1 ∈ Ξ. In other words, given
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there are less than k − 1 sample points in R, we are interested in the expected number of
potential nearest neighbors. Lin and Jeon (2006) showed that this expected number is on
the of order k(log s)d−1 and thus it may be reasonable to assume that for some constant
c2, we have
E˜1[|Ξ|] ≤ c2 · E[|Ξ|]. (37)
Note that V (k, s) ≥ k. Combining Eq. (35), Eq. (36) and Eq. (37), we have
ζs
sζ1
≤
1
k
(σ2 + ||f ||2∞)
s
(
c1
V (k,s)
2s−1 · c−12 (Λ2k(log s)d−1)−2 · σ2
) = O((log s)2d−2) (38)
thus achieving what was conjectured in Eq. (21). 
D Berry-Esseen Proofs
This appendix provides detailed proofs for the Berry-Esseen results given in Section 4. For
convenience, we include only one proof per subsection.
D.1 Proof of Lemma 24
For completeness, we replicate the proof of Eq. (24) originally given in Chen et al. (2010).
The spirit of the proof is to replace bounding the probability by bounding the expectation
of some functions.
Proof. Let
fa,b(w) =


−1
2
(b− a)− δ, w < a− δ
w − 1
2
(a+ b), a− δ ≤ w ≤ b+ δ
1
2
(b− a) + δ, w > b+ δ
and let
Kˆi(t) = ξi{1−ξi≤t≤0 − 10<t≤−ξi}, Kˆ(t) =
n∑
i=1
Kˆi(t).
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Since ξi and f∆1,i,∆2,i(W − ξi) are independent for 1 ≤ i ≤ n , we have
E [Wf∆1,∆2(W )] =
n∑
i=1
E [ξi(f∆1,∆2(W )− f∆1,∆2(W − ξi))]
+
n∑
i=1
E
[
ξi(f∆1,∆2(W − ξi)− f∆1,i,∆2,i(W − ξi))
]
= H1 +H2
where
H1 =
n∑
i=1
E
[
ξi
∫ 0
−ξi
f ′∆1,∆2(W + t) dt
]
=
n∑
i=1
E
[∫ ∞
−∞
f ′∆1,∆2(W + t)Kˆi(t) dt
]
≥ E
[∫
|t|≤δ
f ′∆1,∆2(W + t)Kˆ(t) dt
]
≥ E
[
1∆1≤W≤∆2
∫
|t|≤δ
Kˆ(t) dt
]
= E
[
1∆1≤W≤∆2
n∑
i=1
|ξi|min(δ, ξi)
]
≥ H1,1 −H1,2
and where
H1,1 = P(∆1 ≤W ≤ ∆2)
n∑
i=1
E|ξi|min(δ, ξi) ≥ 1/2P(∆1 ≤W ≤ ∆2)
and
H1,2 = E
∣∣∣∣∣
n∑
i=1
[|ξi|min(δ, ξi)− E|ξi|min(δ, ξi)]
∣∣∣∣∣ ≤ Var
(
n∑
i=1
|ξi|min(δ, ξi)
)1/2
≤ δ.
For H2, we have
|f∆1,∆2(w)− f∆1,i,∆2,i(w)| ≤
1
2
|∆1 −∆1,i|+ 1
2
|∆2 −∆2,i|
which then yields
|H2| ≤ 1
2
(E|ξi(∆1 −∆1,i)|+ E|ξi(∆2 −∆2,i)|) .
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It follows from the definition of fa,b that
|f∆1,∆2(w)| ≤
1
2
(∆2 −∆1) + δ.
Hence,
P(∆1 ≤W ≤ ∆2) ≤ 2EWf∆1,∆2(W ) + 2δ +
n∑
i=1
E|ξi(∆1 −∆1,i)|+ E|ξi(∆2 −∆2,i)|
≤ E|W (∆2 −∆1)|+ 2δE|W |
+ 2δ +
1
2
E|ξi(∆1 −∆1,i)|+ E|ξi(∆2 −∆2,i)|
≤ E|W (∆2 −∆1)|+ 4δ +
n∑
i=1
E|ξi(∆1 −∆1,i)|+ E|ξi(∆2 −∆2,i)|.
D.2 Proof of Theorem 5
Observe that
Un,s =
s∑
j=1
(
s
j
)
H(j)n =
s
n
n∑
i=1
g(Xi) +
s∑
j=2
(
s
j
)
H(j)n
where H
(j)
n =
(
n
j
)−1∑
(n,j) h
(j)(Zi1, . . . , Zij). Let
∆ =
√
n
s2ζ1
s∑
j=2
(
s
j
)
H(j)n
and for l ∈ {1, . . . , n},
∆l = ∆−
√
n
s2ζ1
(
n
j
)−1∑
S
(l)
j
h(j)(Zi1, . . . , Zij) (39)
where S
(l)
j denotes the collection of all subsets of variables of size j that include the l
th
observation. The choice of ∆l plays key role in deciding Berry-Esseen bound. The closer
∆l is to ∆, the tighter the bound in Eq. (26). We have√
n
s2ζ1
Un,s = W +∆ (40)
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where W =
∑n
i=1 ξi with ξi = (nζ1)
−1/2 g(Zi). For each i ∈ {1, . . . , n}, the random variable
W − ξi and ∆i are functions of Zj, j 6= i. Therefore ξi is independent of (W − ξi,∆i).
Letting δ = c0√
n
, we have
n∑
i=1
E
[∣∣∣∣g(Zi)√nζ1
∣∣∣∣ 1|g(Zi)|≥δ√nζ1
]
=
1
ζ1
E[g2(Z1)1|g(Zi)|≥c0
√
ζ1 ] ≤ 1/2
and thus
n∑
i=1
E|ξi|min(|ξi|, δ) ≥ 1/2.
Note that by the Cauchy-Schwarz Inequality, we have
E[|W∆|] ≤
√
E|W |2 ·
√
E|∆|2 =
√
E|∆|2
and
n∑
i=1
E[|ξi(∆−∆i)|] ≤
n∑
i=1
√
E[ξ2i ] ·
√
E|∆−∆i|2 ≤
√
nmax(
√
E|∆−∆i|2).
Looking at the terms on the right, we have
s2ζ1
n
E|∆|2 = Var
(
s∑
j=2
(
s
j
)
H(j)n
)
=
s∑
j=2
(
s
j
)2
Var

(n
j
)−1 ∑
1≤i1<···<ij≤n
h(j)(Zi1, . . . , Zij)


=
s∑
j=2
(
s
j
)2(
n
j
)−1
Vj
≤ s
2
n2
(ζs − sζ1).
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Similarly, as s < n/2,
s2ζ1
n
E|∆−∆i|2 = Var

 s∑
j=2
(
s
j
)(
n
j
)−1∑
Sij
h(j)(Zi1, . . . , Zij)


=
s∑
j=2
(
s
j
)2(
n
j
)−2(
n− 1
j − 1
)
Vj
=
s∑
j=2
(
s
j
)2(
n
j
)−1
j
n
Vj
≤ 2s
2
n3
s∑
j=2
(
s
j
)
Vj
≤ 2s
2
n3
(ζs − sζ1).
Putting all of this together, we have
sup
z∈R
∣∣∣∣∣P
(√
n
s2ζ1
Un,s ≤ z
)
− P
(
1√
nζ1
n∑
i=1
g(Zi) ≤ z
)∣∣∣∣∣ ≤ 4c0√n+(1+
√
2)
[
s
n
(
ζs
sζ1
− 1
)]1/2
.
Note that
β2 + β3 =
n∑
i=1
E
[∣∣∣∣g(Zi)√nζ1
∣∣∣∣
2
1|g(Zi)|≥
√
nζ1
]
+
n∑
i=1
E
[∣∣∣∣g(Zi)√nζ1
∣∣∣∣
3
1|g(Zi)|≤
√
nζ1
]
≤ nE
[∣∣∣∣g(Zi)√nζ1
∣∣∣∣
3
1|g(Zi)|≥
√
nζ1
]
+ nE
[∣∣∣∣g(Zi)√nζ1
∣∣∣∣
3
1|g(Zi)|≤
√
nζ1
]
=
1
n1/2
E|g|3
ζ
3/2
1
Finally, applying Corollary 1, we obtain
sup
z∈R
∣∣∣∣P
(√
n
s2ζ1
Un,s ≤ z
)
− Φ(z)
∣∣∣∣ ≤ 6.1E|g|3
n1/2ζ
3/2
1
+ (1 +
√
2)
[
s
n
(
ζs
sζ1
− 1
)]1/2
.

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D.3 Proof of Theorem 6
Let
∆−∆i =
s−1∑
j=2
(
s
j
)(
n
j
)−1∑
S
(i)
j
h(j)(Zi1, ..., Zij) +
1
N
∑
S
(i)
s
h(s)∗(Zi1, ..., Zis)
where S
(i)
j denotes the collection of all subsets of size j that include the i
th observation.
Then
E∆2 =
s−1∑
j=2
(
s
j
)2(
n
j
)−1
Vj +
1
N2
(
n
s
)−1
V ∗s
=
s∑
j=2
(
s
j
)2(
n
j
)−1
Vj +
1
N
(1− p)ζs
and
E|∆−∆i|2 =
s∑
j=2
(
s
j
)2(
n
j
)−1
j
n
Vj +
1
N2
(
n− 1
s− 1
)
V ∗s
=
s∑
j=2
(
s
j
)2(
n
j
)−1
j
n
Vj +
s
n
1
N
(1− p)ζs
and thus
n
s2ζ1
E|∆2| ≤ s
n
[
ζs
sζ1
− 1
]
+
n
Ns
(1− p) ζs
sζ1
so that
n∑
i=1
n
s2ζ1
E|∆2i | ≤
2s
n
[
ζs
sζ1
− 1
]
+
n
N
(1− p) ζs
sζ1
.
The result follows by applying Corollary 1. 
D.4 Proof of Theorem 7
Let In,s be the index of all subsamples with {ρl}|In,s|l=1 i.i.d. and ρl ∼ Bernoulli(N/
(
n
s
)
). Now
rewrite Eq. (27) as
Un,s,N =
1
N
∑
l
ρlh(Zl) (41)
where Zl = (Zl1, Zl2 , . . . , Zls) denotes a subsample with index l and the sum is taken over
all subsamples. We can rewrite Un,s,N in Eq. (41) as a complete U-statistic Un,s plus some
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manageable term. Since we already have good control on Un,s, it remains to control the
extra term. We have
Un,s,N =
1
N
∑
l
ρlh(Zl) =
1
N
∑
l
(ρl − p+ p)h(Xl)
=
(
n
s
)−1∑
l
h(Zl) +
1
N
∑
l
(ρl − p)h(Zl)
= Un,s +
(√
1− p
) 1
N
∑
l
ρl − p√
1− ph(Zl)
= An +
(√
1− p
)
Bn
=: Wn.
(42)
Then
P
(√
nWn ≤ z
)
= P
(√
NBn ≤ 1√
αn(1− p)
z −
√
N
1− pAn
)
where αn = n/N . Conditioning on {Zi}ni=1, An can be treated as a constant. We have
√
NBn = (N(1− p))−1/2
∑
l
(ρl − p)h(Zl)
=
(
n
s
)− 1
2 ∑
l
(p(1− p))−1/2(ρl − p)h(Zl).
(43)
Now,
√
NBn is a sum of independent random variables with variance Γn, where
Γn =
(
n
s
)−1∑
l
h2(Zl). (44)
Let
ξl =
(p(1− p))−1/2(Zl − p)h(Zl)√∑
l h
2(Zl)
, al =
h(Zl)√∑
l h
2(Zl)
then ∑
l
a2l = 1 and ξl = al
[
(Zl − p)
(p(1− p))1/2
]
.
Applying the Berry-Esseen bound in (Chen et al., 2004) for independent random variables,
we have
sup
z∈R
∣∣∣P(√NBn ≤ z)− Φ(z/√Γn)∣∣∣ ≤ 4.1(β2 + β3), (45)
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where β2 =
∑
l E|ξl|21|ξl|≥1 and β3 =
∑
l E|ξl|31|ξl|≤1.
It remains to show that (β2+β3) has a universal small bound with high probability and in
the rare case when (β2+β3) is large, trivially, we have
∣∣∣P(√NBn ≤ z|)− Φ (z/√Γn)∣∣∣ ≤ 2.
Assuming h has finite third moment, we have
β2 + β3 ≤
∑
l
E|ξl|3
=


(
n
s
)−1∑
l |h(Xl)|3((
n
s
)−1∑
l |h(Xl)|2
)3/2

 · (n
s
)− 1
2
[
2p2 − 2p+ 1(
p(1− p))1/2
]
=
U3
U
3/2
2
(
n
s
)−1 [
2p2 − 2p+ 1
(p(1− p))1/2
]
,
(46)
where U3 =
(
n
s
)−1∑
l |h(Xl)|3 and U2 =
(
n
s
)−1∑
l |h(Xl)|2. The terms U2 and U3 are both
complete U-statistics and as such, should be concentrated around their expectations. For
a general U-statistic, its standard deviation is
(
n
s
)−1/2
times smaller than that of its kernel.
Let W2 = |h(Xl)|2, W3 = |h(Xl)|3, and define
Kur1 =
E|h|4
(E|h|2)2 Kur2 =
E|h|6
(E|h|3)2 .
Recall that we assume Kur1,Kur2 ≤ B are bounded. For tree estimators in particular, this
is not unreasonable: If the terminal node size is relatively large, the estimators become
close to normal and if the size is small, the estimator is close to f(x) plus some error. In
both cases, standard deviations of W2 and W3 and their means are on same scale.
Let E|h|2 = ν2, δ2 = ( sn)ην2, where η > 0. Then by Chebyshev’s Inequality, we have
P (|U2 − ν2| ≥ δ2) ≤
s
n
Var (|h|2)
δ22
=
( s
n
)1−2η
(Kur1 − 1).
A similar inequality holds for |U3 − ν3| and therefore with probability of at least 1 − π1,
where π1 = (
s
n
)1−2η (Kur1 +Kur2 − 2), we have
∣∣∣∣U3U2
∣∣∣∣ =
∣∣∣∣∣∣∣
U3
ν3
U
3/2
2
ν
3/2
1
· ν3
ν
3/2
2
∣∣∣∣∣∣∣ =

 ν3+δ3ν3
(ν2−δ2)3/2
ν
3/2
2

 ν3
ν
3/2
2
≤ c1 ν3
ν
3/2
2
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where c1 =
[
1+( s
n
)η
(1−( s
n
)η)3/2
]
. Hence, combining this with Eq. (46), with probability of at least
1− π1, we have
β2 + β3 ≤ c1 ν3
ν
3/2
2
(
n
s
)− 1
2
[
2p2 − 2p+ 1
(p(1− p))1/2
]
≤ c1 ν3
ν
3/2
2
N−
1
2
[
2p2 − 2p+ 1
(1− p)1/2
]
≤ c1c2 ν3
ν
3/2
2
N−
1
2
where c2 =
2p2−2p+1
(1−p)1/2 . The next step is to substitute Γn by ζs by applying Lemma 5 and
Lemma 6, stated below.
Lemma 5. Let Φ be the cumulative function of standard normal. For any 0 < an < bn ≤M
such that bn − an = o(1), we have
Φ(z/an)− Φ(z/bn) = 1√
2π
exp
(
− z
2
2a2n
)
z2
a3n
(bn − an) + o(|bn − an|)
≤ e
−1
√
2π
a−3n (bn − an) · 2a2n + o(|bn − an|)
≤ c3a−1n |bn − an|
for some constant c3.
Lemma 6. Suppose Xn ∼ N(0, an) and Yn ∼ N(0, bn). Then
sup
z∈R
|P(Xn ≤ z)− P(Yn ≤ z)| = sup
z
∣∣∣∣P
(
1
an
Xn ≤ z
an
)
− P
(
1
an
Yn ≤ z
an
)∣∣∣∣
= sup
z∈R
|P(N(0, 1) ≤ z)− P(N(0, an/bn) ≤ z)| .
By Lemma 5 and Lemma 6, an/bn → 1 is sufficient and necessary for supz∈R |Φ(z/an) −
Φ(bn/z)| → 0 and thus the upper bound in Lemma 5 is sharp. By Lemma 5, we obtain
sup
z∈R
∣∣∣Φ(z/√Γn)− Φ(z/√ζs)∣∣∣ ≤ c3|ζs ∧ Γn|−1/2|Γ1/2n − ζ1/2s |
≤ c3|ζs ∧ Γn|−1|Γn − ζs|.
Since Γn = U2, we derived that with probability of at least 1−π1 , |Γn− ζs| ≤ δ2, and thus
sup
z∈R
∣∣∣Φ(z/√Γn)− Φ(z/√ζs)∣∣∣ ≤ c3 δ2
ζs − δ2 = c3
(
s
n
)η
ν2
ν2 −
(
s
n
)η
ν2
≤ c3
(
s
n
)η
1− ( s
n
)η .
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Next, since An is a complete U-statistic, by Theorem 5, we have
sup
z∈R
∣∣P (√nAn ≤ z) − P (YA ≤ z)∣∣ ≤ ǫ2 (47)
where ǫ2 =
6.1E|g|3
n1/2ζ
3/2
1
+ (1 +
√
2)
[
s
n
(
ζs
sζ1
)]1/2
where YA ∼ N(0, s2ζ1). Lastly,
P
(√
nWn ≤ z
)
= E
[
P
(√
NBn ≤ 1√
αn(1− p)
z −
√
N
1− pAn
)
|Zn1
]
≤ P
(
YB ≤ 1√
αn(1− p)
z −
√
N
1− pAn
)
+ ǫ1
= P
(√
nAn ≤ z −
√
αn(1− p)YB
)
+ ǫ1
where YB ∼ N(0, ζs) is independent of Zn1 and ǫ1 = π1 + 4.1
(
c1c2
ν3
ν
3/2
2
N−1/2 + c3
( sn)
η
1−( sn)
η
)
.
Now, conditioned on YB, we have
P
(√
nAn ≤ z −
√
αn(1− p)YB|YB
)
≤ P
(
YA ≤ z −
√
αn(1− p)YB
)
+ ǫ2.
Combining Eq. (45) and Eq. (47), we conclude that
P
(√
nWn ≤ z
) ≤ P(YA ≤ z −√αn(1− p)YB)+ ǫ1 + ǫ2
= P
(
YA +
√
αn(1− p)YB ≤ z
)
+ ǫ1 + ǫ2
≤ P (YA + α1/2n YB ≤ z) + ǫ3 + ǫ1 + ǫ2.
By Lemma 5, we have
ǫ3 ≤ c3
[
s2ζ1 + αn(1− p)ζs
]−1
αnpζs
≤ c3
[
s2ζ1 + αn(1− p)ζs
]−1(n
s
)−1
nζs
≤ c3
(
p(1− p)−1 ∧ n/s(n
s
) ζs
sζ1
)
.
Thus, in summary,
sup
z∈R
∣∣∣P(√N(Un,s,N) ≤ z) − P (YW ≤ z)∣∣∣ ≤ ǫ1 + ǫ2 + ǫ3
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where
ǫ1 = π1 + 4.1
(
c1c2
ν3
ν
3/2
2
N−1/2 + c3
(
s
n
)η
1− ( s
n
)η
)
ǫ2 =
6.1E|g|3
n1/2ζ
3/2
1
+ (1 +
√
2)
[
s
n
(
ζs
sζ1
− 1
)]1/2
ǫ3 = c3 ·
(
p(1− p)−1 ∧ n/s(n
s
) ζs
sζ1
)
and YW ∼ N(0, s2n ζ1 + 1N ζs). Note that ǫ1 and ǫ2 dominate because of the
(
n
s
)
in the
denominator of ǫ3 and thus the above bound can be simplified as
ǫ1 + ǫ2 + ǫ3 ≤ C
(
E|g|3
n1/2(E|g|2)3/2 +
E|h|3
N1/2(E|h|2)3/2 +
[
s
n
(
ζs
sζ1
− 1
)]1/2
+
( s
n
)1/3)
.
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