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Abstract
A primitive-variable formulation for simulation of time-dependent incompressible
flows in cylindrical coordinates is developed. Spectral elements are used to discretise
the meridional semi-plane, coupled with Fourier expansions in azimuth. Unlike pre-
vious formulations where special distributions of nodal points have been used in the
radial direction, the current work adopts standard Gauss–Lobatto–Legendre nodal-
based expansions in both the radial and axial directions. Using a Galerkin projection
of the symmetrised cylindrical Navier–Stokes equations all geometric singularities
are removed as a consequence of either the Fourier-mode dependence of axial bound-
ary conditions or the shape of the weight function applied in the Galerkin projection.
This observation implies that in a numerical implementation, geometrically singular
terms can be naively treated by explicitly zeroing their contributions on the axis
in integral expressions without recourse to special treatments such as l’Hopital’s
rule. Exponential convergence of the method both in the meridional semi-plane and
in azimuth is demonstrated through application to a three-dimensional analytical
solution of the Navier–Stokes equations in which flow crosses the axis.
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1 Introduction
Spectral element–Fourier discretisations [1,2,12] are well-suited to direct nu-
merical simulation of flows where the geometry exhibits arbitrary complexity
in a sectional plane but is infinite or periodic in an orthogonal direction. A
number of inter-related simulation technologies have been developed for the
spectral element component of these discretisations [6,14]. An obvious exten-
sion is to cylindrical coordinate systems, where Fourier expansions can be
used in the azimuthal coordinate, while arbitrary complexity can again be
accommodated in the meridional semi-plane through use of spectral elements.
Spectral element-based formulations have been proposed for the axisymmet-
ric Stokes problem [7] and the three-dimensional Navier–Stokes system [8,23].
A common feature of these formulations is the use, on elements that touch
the cylindrical axis, of Jacobi-polynomial-based expansions in the radial direc-
tion. The specialisation of elements that touch the coordinate axis leads (in
conforming-element implementations) to undesirable topological constraints
on the mesh layout [7]. Besides the obvious specialisation required by the use
of a non-standard expansion basis in some elements, these Jacobi polynomials
require that some indeterminate axial terms in elliptic equations be evaluated
through l’Hopital’s rule [7,23], further complicating treatment on the axis.
In the semi-discrete system, the use of Fourier expansions in the azimuthal
coordinate brings about a number of requirements on axial boundary condi-
tions [4,17,23]. By exploiting these in the weak (Galerkin) form of the elliptic
equations in the velocity-correction scheme employed in this paper [13], it
can be demonstrated that the use of specialised elements and l’Hopital’s rule
can both be avoided, and that the resulting method, with Gauss–Lobatto–
Legendre nodal expansions in all elements, preserves exponential convergence
in the meridional semi-plane. The method is not specific to the spectral nodal
element–Fourier discretisation, or the time-stepping scheme, but is also appli-
cable to other treatments (e.g. finite element–Fourier, p-type element–Fourier)
that employ Galerkin discretizations in the meridional semi-plane in conjunc-
tion with expansion functions that have a natural boundary–interior decom-
position. Thus, unlike methods developed in previous work, this formulation
demonstrates that the same spectral element or p-type finite element treat-
ments commonly used in Cartesian coordinates can be employed in cylindrical
coordinates without recourse to basis modification.
Many previous discussions and assessments of cylindrical-coordinate formula-
tions for the incompressible Navier–Stokes system have lacked application to a
convenient non-axisymmetric test problem with an analytical solution. Here,
we have used the planar Kovasznay flow [15] described in terms of cylindrical
coordinates. In this case the problem becomes a three-dimensional, three-com-
2
ponent flow, and by appropriate misalignment of the problem and coordinate
axes, it can be ensured that all the axial terms in the Navier–Stokes equations
are exercised.
In this paper, we give a complete exposition of the formulation, its application
within a velocity-correction time-integration scheme, and demonstrate that
the method preserves the underlying (here, exponential) convergence proper-
ties of the spatial discretization. Further, we demonstrate that the geometri-
cally singular terms arising in the cylindrical description of the Navier–Stokes
equations do not contribute to the integral terms of the Galerkin formulation
and so can be effectively ignored (or zeroed) in a numerical implementation.
While some of the parts of the development can be found elsewhere in the lit-
erature, they are not available in a single presentation. To our knowledge, this
is the first exposition of a three-dimensional spectral element–Fourier scheme
for the Navier–Stokes equations that uniformly employs standard expansion
functions in all elements, and for which exponential three-dimensional spatial
convergence is demonstrated.
The paper is organised as follows. We start our formulation in § 2 by defining
the continuum equations and boundary conditions in cylindrical coordinates.
In this section we also introduce the common practice of diagonalising and
symmetrising the equations. In § 3 we discuss the numerical discretisation of
the Navier–Stokes equations. First we detail the Galerkin formulation and
spectral/hp element discretisation adopted in the current work and illustrate
how these components of the formulation remove the effect of the geomet-
ric singularities in the problem. We then introduce a temporal discretisation
using a velocity-correction scheme which gives rise to a pressure Poisson equa-
tion, and show how a naive treatment of the forcing function can compromise
convergence. In § 4 we apply the discrete formulation to a non-axisymmetric
solution of the Kovasznay problem expressed in terms of cylindrical coordi-
nates and in § 5 we summarise the important steps of the formulation.
2 Continuum equations and axial boundary conditions
Starting with the incompressible unsteady Navier–Stokes equations
∂tu + N(u) = −
1
ρ
∇p + ν∇2u, (1)
∇ · u = 0, (2)
and taking the coordinates z, r, θ to indicate respectively the axial, radial
and azimuthal directions in a cylindrical system, we use u = u(z, r, θ, t) =
(u, v, w)(t) to represent the velocity components and N(u) to represent non-
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linear advection terms. In addition we have the pressure p, density ρ and
kinematic viscosity ν. We will take N(u) either in their cylindrical-coordinate
non-conservative (material-derivative) form
u · ∇u =
(
u∂zu + v∂ru +
1
r
[w∂θu], (3)
u∂zv + v∂rv +
1
r
[w∂θv − ww], (4)
u∂zw + v∂rw +
1
r
[w∂θw + vw]
)
, (5)
or skew-symmetric form
(u · ∇u + ∇ · uu)/2 =
(
u∂zu + v∂ru + ∂z(uu) + ∂r(vu)
+
1
r
[w∂θu + ∂θ(wu) + vu], (6)
u∂zv + v∂rv + ∂z(uv) + ∂r(vv)
+
1
r
[w∂θv + ∂θ(wv) + vv − 2ww], (7)
u∂zw + v∂rw + ∂z(uw) + ∂r(vw)
+
1
r
[w∂θw + ∂θ(ww) + 3vw]
)
/2. (8)
(To consider the above as a Stokes problem, we set N(u) = 0.)
The velocity must be 2pi-periodic in θ, hence the velocity field can be projected
exactly onto a set of two-dimensional complex Fourier modes
uˆk(z, r, t) =
1
2pi
∫ 2pi
0
u(z, r, θ, t) exp(−ikθ) dθ (9)
where k is an integer wavenumber. The velocity field can be recovered from
these complex modes through Fourier series reconstruction
u(z, r, θ, t) =
∞∑
k=−∞
uˆk(z, r, t) exp(ikθ). (10)
In practice, only a finite number of modes are retained in the calculation, and
the conjugate-symmetric property of the Fourier transforms of real variables [5]
is exploited, so that the negative-k modes are not required.
The cylindrical-coordinate forms for the gradient and Laplacian of a complex
scalar mode are
∇k =
(
∂z( ), ∂r( ),
ik
r
( )
)
, ∇2k = ∂
2
z ( ) +
1
r
∂rr∂r
( )
−
k2
r2
( ), (11)
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while for the divergence of a complex vector mode,
∇ · ( )k = ∂z( ) +
1
r
∂rr( ) +
ik
r
( ). (12)
The components of the Fourier transformed momentum equations (1) can now
be written
∂tuˆk +
[
N(u)z
]
k̂
=
−
1
ρ
∂zpˆk + ν
(
∂2z +
1
r
∂rr∂r −
k2
r2
)
uˆk, (13)
∂tvˆk +
[
N(u)r
]
k̂
=
−
1
ρ
∂rpˆk + ν
(
∂2z +
1
r
∂rr∂r −
k2 + 1
r2
)
vˆk − ν
2ik
r2
wˆk, (14)
∂twˆk +
[
N(u)θ
]
k̂
=
−
ik
ρr
pˆk + ν
(
∂2z +
1
r
∂rr∂r −
k2 + 1
r2
)
wˆk + ν
2ik
r2
vˆk, (15)
where [N(u)z]k̂ etc. represent mode-k components of the transformed nonlin-
ear terms.
2.1 Diagonalization
Note the coupling of vˆk and wˆk in the viscous terms of equations (14) and
(15), which arises through taking the divergence of the viscous stress tensor
in cylindrical coordinates. The change of variables
v˜k = vˆk + iwˆk, w˜k = vˆk − iwˆk (16)
can be introduced to diagonalise these linear terms [19], giving
∂tuˆk +
[
N(u)z
]
k̂
=
−
1
ρ
∂z pˆk + ν
(
∂2z +
1
r
∂rr∂r −
k2
r2
)
uˆk, (17)
∂tv˜k +
[
N(u)r
]∼
k
=
−
1
ρ
(
∂r −
k
r
)
pˆk + ν
(
∂2z +
1
r
∂rr∂r −
[k + 1]2
r2
)
v˜k, (18)
∂tw˜k +
[
N(u)θ
]∼
k
=
−
1
ρ
(
∂r +
k
r
)
pˆk + ν
(
∂2z +
1
r
∂rr∂r −
[k − 1]2
r2
)
w˜k, (19)
∂zuˆk +
1
r
∂rrvˆk +
ik
r
wˆk = 0, (20)
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where also [N(u)r]
∼
k = [N(u)r]k̂ + i[N(u)θ]k̂ and [N(u)θ]
∼
k = [N(u)r]k̂ −
i[N(u)θ]k̂. While the equation set contains geometric singularities at r = 0,
we expect on physical grounds that all terms remain finite, since the same
equations, expressed in Cartesian coordinates, contain none. Nevertheless, we
are concerned with the numerical implications and treatment of these geomet-
ric singular terms which can still lead to numerical complications.
2.2 Symmetrisation
Following standard practice, the whole set of equations can be symmetrised
by premultiplication of equations (17-20) by r, leading to
∂truˆk + r
[
N(u)z
]
k̂
=
−
1
ρ
r∂zpˆk + ν
(
∂zr∂z + ∂rr∂r −
k2
r
)
uˆk, (21)
∂trv˜k + r
[
N(u)r
]∼
k
=
−
1
ρ
(
r∂r − k
)
pˆk + ν
(
∂zr∂z + ∂rr∂r −
[k + 1]2
r
)
v˜k, (22)
∂trw˜k + r
[
N(u)θ
]∼
k
=
−
1
ρ
(
r∂r + k
)
pˆk + ν
(
∂zr∂z + ∂rr∂r −
[k − 1]2
r
)
w˜k, (23)
∂zruˆk + ∂rrvˆk + ikwˆk = 0, (24)
where the fact that ∂zr = 0 has been used. Note that as a result of this oper-
ation all geometric singularities on the left-hand-sides of this set of equations
are removed, while on the right-hand-sides they are, at worst, of type 1/r.
2.3 Axis boundary conditions
Appropriate conditions to be applied at the axis are derived from solvability
requirements and kinematic constraints on scalar and velocity fields at the ori-
gin [3,21,23]. In principle, regularity conditions at the axis impose constraints
on successively higher radial derivatives of the Fourier transformed variables
with increasing mode number [24]. However, in practice we only apply the
essential boundary conditions to solve the variational equations of the Fourier
transformed pressures and velocities, augmented by a minimal subset of radial
parity requirements [17]. The required smoothness of the solution is therefore
achieved asymptotically as spatial resolution is increased. These considerations
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lead to the following modal dependence of boundary conditions at r = 0:
k = 0 : ∂ruˆ0 = v˜
†
0 = w˜0 = ∂rpˆ0 = 0;
k = 1 : uˆ†1 = v˜
†
1 = ∂rw˜1 = pˆ
†
1 = 0;
k > 1 : uˆ†k = v˜
†
k = w˜
†
k = pˆ
†
k = 0.
(25)
Here, the essential boundary conditions are marked by the superscript † and
the remaining terms derive from parity requirements. Note are that it is the
non-zero values of w˜1 permitted by its boundary condition that allows flow to
cross the axis.
2.4 Structure of the Fourier-transformed nonlinear terms at the axis
The axial velocity boundary conditions given by equation (25) allow us to
determine the radial structure of the Fourier-transformed nonlinear terms at
the axis. We note from the boundary conditions given in equation (25) that
all velocity components which have a zero value at the axis must at least have
a linear radial decay as they approach the axis. Similarly the two Neumann
velocity boundary conditions, ∂ruˆ0 = ∂rw˜1 = 0, imply these Fourier velocity
variables may have a finite value at the axis. Therefore we note that the only
possible non-zero velocity modes at the axis are uˆ0, vˆ1 = w˜1/2 and wˆ1 = iw˜1/2
where we have applied the inverse of relationship (16) to get the last two
conditions.
Considering the velocity components which may be finite at the axis, we pro-
ceed by noting that through the Fourier convolution theorem (see e.g. [5]),
cˆk = âbk =
∑
p+q=k
aˆpbˆq, k, p, q ∈ I
only modes k = 0, k = 1 and k = 2 (and negative-k conjugates) of any
quadratic nonlinear terms, equations (3–5) and (6–8), can have non-zero values
at r = 0. Explicitly we note that for k = 0 we have (p, q) = (0, 0), (−1, 1) and
(1,−1); for k = 1: (p, q) = (0, 1) and (1, 0); and for k = 2: (p, q) = (1, 1).
In determining the radial behaviour of the nonlinear terms at the axis we
shall first consider the geometrically singular terms arising in equations (3–
5) and (6–8) as a consequence of the 1/r factors. We will then discuss the
contributions of the remaining terms. The first observation we can make is
that all the bracketed nonlinear terms premultiplied by 1/r in equations (3–5)
evaluate to zero at r = 0. This is to be expected, since we know that even when
multiplied by 1/r, they must remain finite. The point can be demonstrated
by noting that either the terms are individually zero as a direct consequence
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of the boundary conditions (25), or a summation of terms exactly cancel. For
example when r = 0 a contribution to the k = 2 Fourier-transformed square-
bracketed term in equation (4) will arise from wˆ1∂θvˆ1 − wˆ1wˆ1, which could
potentially have a finite axial contribution. However upon insertion of the
relationship that vˆ1 = w˜1/2 and wˆ1 = iw˜1/2 and using Fourier differentiation
with respect to θ it will be found that wˆ1∂θvˆ1 − wˆ1wˆ1 sums to zero.
Even though the square-bracketed terms in equations (3–5) evaluate or sum
to zero, we still need to know the radial decay of these terms as they approach
the axis, since when multiplied by the 1/r factor the product may still have
a finite limit. We therefore examine how these Fourier-transformed (brack-
eted) terms approach zero as as function of r. The three possibilities after
application of boundary conditions (25) and using the convolution and differ-
entiation theorems are: (i) linear decay, as the product of zero and a finite
term; (ii) quadratic decay, either directly as the product of two zero terms or
the difference of (asymptotically) equal linear terms; (iii) quartic decay, as the
difference of equal quadratic terms. Of these, only the linear terms will, when
premultiplied by 1/r, have a finite analytical limit at the axis which could be
determined (if required) using l’Hopital’s rule. The outcome of the analysis
for the square-bracketed terms is as follows:
k = 0 k = 1 k = 2 k > 2[
N(u)z
]
k̂
∣∣∣
r=0
: quadratic linear linear quadratic,[
N(u)r
]
k̂
∣∣∣
r=0
: quadratic quadratic quartic quadratic,[
N(u)θ
]
k̂
∣∣∣
r=0
: quadratic linear quartic quadratic.
(26)
Note that for k = 0, none of the terms in question is (when premultiplied by
1/r) non-zero at r = 0.
Finally we consider the axial form of the remaining terms of the Fourier-
transformed nonlinear terms. We will only consider the non-conservative forms
(3–5), but the conclusions for the radial structure of the skew-symmetric forms
are the same. By considering which Fourier modes contribute to the Fourier-
transformed nonlinear terms and using the fact that only uˆ0 and w˜1 can be non-
zero at the axis we obtain that the limit of the Fourier-transformed nonlinear
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terms are:
k = 0 k = 1 k = 2 k > 2[
N(u)z
]
k̂
∣∣∣
r=0
: 0 w˜1∂ruˆ0 0 0,[
N(u)r
]
k̂
∣∣∣
r=0
: Re(w˜1∂rw˜1)/2 uˆ0∂zw˜1/2 w˜1∂rw˜1/4 0,[
N(u)θ
]
k̂
∣∣∣
r=0
: 0 iuˆ0∂zw˜1/2 iw˜1∂rw˜1/4 0.
(27)
For what follows, the most important feature in the above result is that for
k = 0, the radial component of the nonlinear terms can be non-zero at r = 0
as a consequence of the non-linear contribution from the coupled-velocity-
component variable w˜1 associated with cross-axial flow.
3 Discretisation
3.1 Galerkin treatment of elliptic operators
After the symmetrisation, all elliptic scalar operators in the (Navier–)Stokes
problem are of type
∂zr∂z cˆk + ∂rr∂rcˆk −
σ2
r
cˆk = rfˆk, (28)
where cˆk, fˆk, are complex scalar variables and σ
2 is a Fourier-mode constant,
e.g. σ2 = (k+1)2 in equation (22). These equations are converted to their weak
form in conjunction with a projection [11,22]; they are multiplied by a weight
function φ (defined to be zero on all Dirichlet boundaries), and integrated by
parts over the solution domain Ω, boundary Γ = ΓD + ΓN:∫
Ω
r∂zφ∂z cˆk + r∂rφ∂rcˆk +
σ2
r
φcˆk dΩ = −
∫
Ω
rφfˆk dΩ +
∫
ΓN
rφh dΓ, (29)
where h represent non-essential (e.g. Neumann, ∂ncˆk) boundary conditions on
boundary partition ΓN.
We impose all Dirichlet boundary conditions using a strong enforcement and
maintaining the symmetry of the problem. Mathematically this requires that
the Dirichlet boundary conditions are ‘lifted’ into the interior of the domain by
some known function. This known lifted solution then modifies the right-hand-
side of the original problem leaving a problem with homogeneous boundary
conditions to be solved. In practice the numerical solution is decomposed into a
known, Dirichlet-boundary-condition-satisfying contribution and an unknown
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Fig. 1. Shape of expansion bases for a 4th order polynomial expansion using nodal
spectral elements (left) and p-type hierarchical expansion (right). Note that in both
cases the basis functions can be decomposed into boundary contributions which
have support on the boundary and interior contributions which are identically zero
on the boundary.
contribution with homogeneous Dirichlet boundary conditions. This is always
possible since the elliptic operator is linear [11,14]. The argument that fol-
lows is not necessarily true for weak enforcement of the Dirichlet boundary
conditions, e.g. through a penalty method.
We note that for cases where zero-Neumann conditions are imposed at the
axis, the Fourier constants σ2 = 0 and thus the potentially singular terms in
operators of the form (29) do not need further consideration.
Clearly, in order to reduce the σ2/r singularities when σ2 6= 0 at least one of
cˆk, φ in the third term of equation (29) must be zero at r = 0, while the other
may be either zero or remain finite. If the numerator of the term σ2φcˆk/r con-
tains one factor of r then the finite limit of this expression can be evaluated
using l’Hopital’s rule. If both cˆk and φ are zero at r = 0, then evaluation
using l’Hopital’s rule is not required, since the numerator of σ2φcˆk/r will (at
worst) contain a r2 factor and so the quotient will necessarily be zero at r = 0.
By inspection of equations (21–23) and (25) it can be seen that for all cases
when the Fourier constant σ2 6= 0, we impose the Dirichlet boundary condition
cˆk = 0 at the axis. Further, due to the strong enforcement of Dirichlet bound-
ary conditions in the Galerkin formulation, φ(r = 0) = 0 also. This simple
observation is the key to the present formulation. The practical implication
of this observation is that even if we independently construct geometrically
singular terms of the form cˆk/r, we do not need to evaluate the indeterminate
limit (for example using l’Hopital’s rule) since in the Galerkin formulation
they are only required as a product of the form σ2φcˆk/r. Therefore we are
free to naively set the indeterminate limit of cˆk/r to zero (or any non-infinite
value) without loss of generality in the Galerkin approximation.
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3.2 Expansion bases
We now need to discuss the form of the expansion bases for cˆk, φ. Ideally,
expansion bases are required which are zero at the axis for some variables
and modes, but which also have support along the axis whenever σ2 = 0.
If global (e.g. Chebychev, Legendre) expansions are employed, then special
combinations of the underlying expansions can be made in order to ensure
the functions satisfy these conditions, mode-by-mode and variable-by-variable
[24]. On the other hand, sets of expansion bases that allow a boundary–interior
decomposition— sets which have interior basis functions with zero support on
the boundary and boundary basis functions that have support on the boundary
of the region (see Fig. 1)—automatically satisfy this requirement. For these
expansion sets, basis functions that are non-zero at the axis can be partitioned
out of the problem as required, and the remaining functions will satisfy the
homogeneous essential boundary conditions.
Typical bases designed for C0 continuity meet the requirements; suitable candi-
dates are provided by h- and p-type finite elements [18], nodal- and hierarchical
spectral element expansions [6,14] and B-splines [16]. The present implemen-
tation has employed standard, Gauss–Lobatto–Legendre-nodal-based spectral
elements, but any of the above alternatives could have been chosen. The par-
titioning of basis functions in order to strongly satisfy essential boundary
conditions is standard practice in finite element and spectral element method-
ology.
3.3 Temporal discretisation
The Galerkin formulation using the boundary-interior decomposed basis has
been sufficient to remove the geometric singularities in the symmetrised form
of the governing equations. In principle, any Navier–Stokes time discretisa-
tion scheme based on this primitive formulation will therefore correctly deal
with the geometric singularities arising as a consequence of the cylindrical
coordinate system. Nevertheless many commonly used discretisations, includ-
ing the one adopted in this paper, employ a pressure Poisson equation. Since
this equation is constructed by taking the divergence of the momentum equa-
tion (1), it is possible for geometrically singular terms to contribute to the
domain-integral forcing term in the Galerkin projection of this equation. Be-
fore elaborating on this point in § 3.4, we first outline the temporal discretisa-
tion adopted in this paper.
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3.3.1 Velocity-correction time integration scheme
The temporal discretisation used is a projection scheme, based on backwards
differencing in time. As originally described [13], this was characterised as an
operator-splitting scheme, but more recently [10] it has been shown that the
method is one of a class of velocity-correction projection schemes, which is how
it will be referred to here. For completeness, and as a guide to the cylindrical-
coordinate treatment to follow, the scheme will be briefly presented in its
semi-discrete form.
The projection scheme requires the solution of a pressure Poisson equation
to (approximately) maintain solenoidality of the velocity, a point that was
not directly addressed in § 2. The treatment of this elliptic operator at r = 0
carries with it the same considerations as outlined in § 3.1 (the Fourier mode
constant and the axial boundary conditions for pˆk are the same as for uˆk),
however it will transpire in §§ 3.3.2, 3.4 that careful examination is required of
the domain- and boundary-integral forcing terms in this equation.
Backwards time differencing is used to approximate a derivative at the new
time level (n + 1) through
∂t( )
(n+1) =
1
∆t
J∑
q=0
αq( )
(n−q+1) + O(∆t)J+1, (30)
and in addition, a method is needed to explicitly extrapolate previous terms
to the new time level, which is achieved through polynomial approximation
( )(n+1) =
J−1∑
q=0
βq( )
(n−q) + O(∆t)J . (31)
The discrete weights αq, βq, for schemes of order up to J = 3 appear e.g. in
[13,14].
The time-step for the velocity-correction scheme commences with solution of
a pressure Poisson equation, followed by a pressure-gradient update
ru∗ = −
J∑
q=1
αqru
(n−q) −∆t
J−1∑
q=0
βqrN(u
(n−q)), (32)
r∇2p(n+1) =
ρ
∆t
r∇ · u∗, with (33)
r∂np
(n+1) = −rρn ·
J−1∑
q=0
βq
(
N(u(n−q)) + ν∇ × ∇ × u(n−q) + ∂tu
(n−q)
)
,
(34)
ru∗∗ = ru∗ −
∆t
ρ
r∇p(n+1), (35)
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where n is the domain unit outward normal, and equation (34) is used to
estimate a Neumann pressure boundary condition on (e.g. far-field, solid)
boundaries where no other condition is explicitly set. The enforcement of the
solenoidality of ∇2u(n−q) = ∇∇ · u(n−q) −∇ × ∇ × u(n−q) in forming equa-
tion (34) is essential to the time-accuracy of the scheme [13]. The step is
completed by applying a viscous correction through solution of a Helmholtz
(elliptic) equation for u(n+1)
r∇2u(n+1) −
rα0
ν∆t
u(n+1) = −
ru∗∗
ν∆t
(36)
(actually, a set of scalar Helmholtz equations) together with appropriate ve-
locity boundary conditions at time (n + 1)∆t.
When it comes to applying this scheme to equations (21–24), the first substep,
equations (32–35), may conveniently be applied to the primitive variables (uˆk,
vˆk, wˆk, pˆk), while the second substep, equation (36), may be applied to the
diagonalising variables (uˆk, v˜k, w˜k, pˆk).
The use of higher derivatives in computing the rotational forms used in the
pressure boundary conditions implies the use of a high-order spatial discretisa-
tion in the algorithm of [13], but other forms of the velocity-correction schemes
do not carry this restriction, as pointed out in [10]. We will not pursue this
issue further here, and will employ a high-order spatial discretisation, but note
that this does not imply a limitation on our central conclusions.
3.3.2 Solution algorithm
We now write the full solution algorithm for a single timestep, and defer further
discussion of axial singularities to § 3.4.
The component form for the pressure Poisson equation (33), exploiting the
fact that ∂zr = 0, is
(
∂zr∂z + ∂rr∂r −
k2
r
)
pˆ(n+1) =
ρ
∆t
(
∂zruˆ
∗
k + ∂rrvˆ
∗
k + ikwˆ
∗
k
)
(37)
where each component appearing in the right-hand-side divergence is
ruˆ∗k = −
J∑
q=1
αqruˆ
(n−q) −∆t
J−1∑
q=0
βqr
[
N(u(n−q))z
]
k̂
, (38)
rvˆ∗k = −
J∑
q=1
αqrvˆ
(n−q) −∆t
J−1∑
q=0
βqr
[
N(u(n−q))r
]
k̂
, (39)
wˆ∗k = −
J∑
q=1
αqwˆ
(n−q) −∆t
J−1∑
q=0
βq
[
N(u(n−q))θ
]
k̂
. (40)
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Note that since ∂rrvˆ
∗
k = r∂rvˆ
∗
k + vˆ
∗
k, there are components in the second and
third terms of the right-hand-side of equation (37) that do not directly contain
a factor of r. Equation (37) is augmented with the boundary conditions
r∂npˆ
(n+1) = −rρ
J−1∑
q=0
nz
[
βq
(
N(u(n−q)) + ν∇ × ∇ × u(n−q) + ∂tu
(n−q)
)
z
]
k̂
,
+nr
[
βq
(
N(u(n−q)) + ν∇ × ∇ × u(n−q) + ∂tu
(n−q)
)
r
]
k̂
, (41)
on the non-axial segment of ΓN for pˆk, and solved using the Galerkin for-
mulation outlined in § 3.1. For pˆ0 we have ∂rpˆ0 = 0 on the axial segment of
ΓN, while the axis is a location of pˆk = 0 essential boundary conditions for all
other modes. Note that terms multiplying nθ are not required as the domain is
axisymmetric. The real and imaginary contributions to the mode-k rotational
boundary terms are, with ζˆk = ∂zvˆk − ∂ruˆk,
Re
(
r
[
(∇ × ∇ × u)z
]
k̂
)
= (1 + r∂r) Re(ζˆk)− k∂z Im(wˆk) +
k2
r
Re(uˆk), (42)
Im
(
r
[
(∇ × ∇ × u)z
]
k̂
)
= (1 + r∂r) Im(ζˆk) + k∂z Re(wˆk) +
k2
r
Im(uˆk), (43)
Re
(
r
[
(∇ × ∇ × u)r
]
k̂
)
= −r∂z Re(ζˆk)−
(k
r
+ k∂r
)
Im(wˆk) +
k2
r
Re(vˆk),
(44)
Im
(
r
[
(∇ × ∇ × u)r
]
k̂
)
= −r∂z Im(ζˆk) +
(k
r
+ k∂r
)
Re(wˆk) +
k2
r
Im(vˆk).
(45)
To complete the projection step we initially determine ru∗∗ as
ruˆ∗∗k = ruˆ
∗
k −∆t r∂zpˆ
(n+1)
k , (46)
rvˆ∗∗k = rvˆ
∗
k −∆t r∂rpˆ
(n+1)
k , (47)
rwˆ∗∗k = rwˆ
∗
k −∆t ikpˆ
(n+1)
k , (48)
where we note the factor of r now applied to wˆ∗k in (48). The correction step
is constructed by applying the change of variables required to diagonalise the
viscous terms, i.e.
rv˜∗∗k = rvˆ
∗∗
k + irwˆ
∗∗
k , rw˜
∗∗
k = rvˆ
∗∗
k − irwˆ
∗∗
k , (49)
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and the Helmholtz equation for each velocity component then becomes
(
∂zr∂z + ∂rr∂r −
k2
r
−
rα0
ν∆t
)
uˆ
(n+1)
k = −
r
ν∆t
uˆ∗∗k , (50)(
∂zr∂z + ∂rr∂r −
(k + 1)2
r
−
rα0
ν∆t
)
v˜
(n+1)
k = −
r
ν∆t
v˜∗∗k , (51)(
∂zr∂z + ∂rr∂r −
(k − 1)2
r
−
rα0
ν∆t
)
w˜
(n+1)
k = −
r
ν∆t
w˜∗∗k , (52)
which are solved by Galerkin projection. Finally, the Fourier-transformed ra-
dial and azimuthal velocities
vˆ
(n+1)
k =
(
v˜
(n+1)
k + w˜
(n+1)
k
)
/2, wˆ
(n+1)
k = i
(
w˜
(n+1)
k − v˜
(n+1)
k
)
/2, (53)
are recomputed to complete the time step.
In the Helmholtz equations (50–52), we now have an extra term on the left-
hand-side, compared to the canonical form (28), but the treatment of the
axial terms on the left-hand-sides of the equations is not altered and all the
previous conclusions regarding geometrically singular terms still hold. The
Galerkin projections of (50–52) are of the form
∫
Ω
r∂zφ∂z cˆk+r∂rφ∂r cˆk+
σ2
r
φcˆk+rγ
2φcˆk dΩ = −
∫
Ω
rφfˆk dΩ+
∫
ΓN
rφh dΓ, (54)
where γ2 = α0/νt is a Helmholtz constant multiplying the new term.
3.4 Geometrically singular terms in the pressure Poisson equation
To recap, we recall that all geometrically singular terms arising in the Helm-
holtz equations (50–52) do not contribute to the integrals in the weak Galerkin
projection of the discrete problems. The right-hand-sides of these equations
are all multiplied by a factor of r, which zeros any contribution made by the
indeterminate, but finite, parts of the geometrically singular non-linear terms
(§ 2.4) implicit in the definition of u˜∗∗k . The left-hand-side terms do not con-
tribute through a combination of factors: firstly, for certain terms where there
are Neumann boundary conditions on the axis, the Fourier-mode constant,
σ2, is zero. Secondly, the strong imposition of Dirichlet boundary conditions
(given in 25) means that both the variable and the weight function are zero at
the axis, which in turn implies that the numerators of the singular expressions
approach zero faster than the denominators.
Now if we consider the pressure Poisson equation (37), a similar argument
holds for the left-hand-side geometrically singular terms as we above applied
to the Helmholtz equations. However the right-hand side of equation (37) is
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of a slightly different form to those for the Helmholtz equations, owing to the
divergence operator involved in evaluating this term (see equation (33)). To
appreciate this point we can rewrite the right-hand side of equation (37) as
ρ
∆t
(
∂zruˆ
∗
k + ∂rrvˆ
∗
k + ikwˆ
∗
k
)
=
ρ
∆t
(
∂zruˆ
∗
k + r∂rvˆ
∗
k + vˆ
∗
k + ikwˆ
∗
k
)
. (55)
The intermediate velocity field uˆ∗k is constructed as sum of factors of the
(past) velocities and nonlinear terms, as shown in equations (32) and (38–40).
We know from the analysis of § 2.4 that there are indeterminate, but finite,
nonlinear terms at the axis for k = 1, 2. However, for these pressure modes,
our strong enforcement of the zero-Dirichlet axial boundary condition means
that φ(r = 0) = 0, hence those indeterminate forms do not require evaluation
in the Galerkin projection. For k = 0, all the axial contributions to vˆ∗0 are
determinate and explicitly computable. We shall discuss other (incorrect) ways
of dealing with these pressure forcing terms in § 5.
Having dealt with the area-integral forcing terms on the right of equation (37),
we finally consider the geometrically singular terms of ∇×∇×u in equations
(42–45). Obviously, these only need attention for k > 0, and they can only
make a contribution where a non-axial segment of ΓN touches the axis, since
along the axis itself, the pressure boundary conditions are supplied. Again, all
the terms are indeterminate and finite, rather than singular: uˆk = 0 at the axis,
k > 0, which accounts for the geometrically singular terms in (42, 43), vˆk = 0,
wˆk = 0 at the axis, k > 1, while at k = 1 the geometrically singular terms in
(44, 45) evaluate to the real and imaginary parts of v˜1, which are both zero
at the axis. Thus for k > 0, all the 1/r-premultiplied terms are indeterminate
but finite, however, again the pressure test function φ(r = 0) = 0 in these
cases, meaning their evaluation is never required.
In summary, all the geometrically singular terms in the elliptic equations either
evaluate to zero, or are finite but never require evaluation as a consequence
of the Galerkin projection formulation and the modal structure of the axis
boundary conditions.
4 Test case
The test case we have considered is the Kovasznay flow [15], an analytical two-
dimensional steady solution to the incompressible Navier–Stokes equations. In
Cartesian (x, y) coordinates, this is defined as
u = 1− exp(λx) cos(2piy),
v = (2pi)−1λ exp(λx) sin(2piy),
p = (1− exp λx)/2,
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Fig. 2. Streamlines of the Kovasznay flow for Re = 40, illustrated in Cartesian
coordinates.
where λ = Re/2 − (Re2/4 + 4pi2)1/2, Re ≡ 1/ν. While this is a steady flow,
we seek only to examine the spatial convergence properties of the numerical
scheme, as temporal convergence is already established [13]. Streamlines of
the flow, for Re = 40, are shown in Fig. 2.
In cylindrical coordinates (with z now labelling the axial direction, r the radial
direction and θ the azimuthal), and allowing an arbitrary rotation Θ of the
solution coordinates about the Cartesian x axis and an arbitrary displacement
−∆ of the Cartesian x-axis from the cylindrical z-axis, this becomes
u = 1− exp(λz) cos
(
2pi[r cos(θ + Θ) + ∆]
)
,
v = (2pi)−1λ exp(λz) sin
(
2pi[r cos(θ + Θ) + ∆]
)
cos(θ + Θ),
w = −(2pi)−1λ exp(λz) sin
(
2pi[r cos(θ + Θ) + ∆]
)
sin(θ + Θ),
p = (1− exp λz)/2.
As shown in Fig. 3, the displacement ∆ ensures that flow crosses the cylindrical-
coordinate axis, which with Θ a non-rational multiple of pi, ensures that all
the axial terms in the Navier–Stokes equations are exercised, for real and
imaginary parts of all modes.
Two spectral element meshes for the meridional semi-plane are used in con-
vergence testing of the formulation and are shown in Fig. 4; the internal mesh
nodes are illustrated for tensor-product interpolants which with polynomial
order Np = 11 in each direction. The element geometries for the mesh in
Fig. 4 (b) were chosen to ensure that some elements are non-orthogonal, and
in particular, are not orthogonal to the axis, a factor that was shown to be an
issue for a different formulation [7].
When computing the convergence tests, a constant number of Fourier modes,
Nk = 24, was maintained in the azimuthal direction: as we show below, this
number was chosen to ensure that the errors were dominated by the spectral
17
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Fig. 3. With offset ∆ 6= 0, Kovasznay flow crosses the cylindrical coordinate axis,
while an angular tilt Θ can be used to ensure that both the real and imaginary parts
of all modes in the cylindrical formulation are exercised. The effect of these trans-
formations is illustrated in this examination of streamlines and the Cartesian (y,
z)-projection of velocity vectors at x = zcyl = −0.25, when ∆ = 0.1 and Θ = 0.75.
(a)
(b)
Fig. 4. Spectral element meshes used in the meridional semi-plane for convergence
testing (shown at Np = 11).
element discretisation in the meridional semi-plane. The Reynolds number
Re = 40 for all tests. At each interpolation order, Np, the exact velocity field
was supplied as initial condition, and also as Dirichlet boundary condition
on all exterior (non-axial) domain nodes. This initial value problem was then
integrated forwards in time to steady state, after which the pointwise maxi-
mum deviation from the exact solution was found for each velocity component
(i.e. ||u − uexact||∞, on a component-by-component basis). As the tests here
were designed to examine the spatial convergence of a steady solution, first-
order (backwards-Euler, J = 1) time-integration was employed. At the small
timestep, ∆t = 0.0025, employed during testing (chosen for the CFL-stability
limit on the finest mesh), the results were almost independent of timestep.
The outcomes of the tests, for the two meshes in Fig. 4, are illustrated for
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(a) (b)
Fig. 5. Results of convergence testing on the meshes shown in Fig. 4, with Θ = 0.75
and ∆ = 0.1, number of azimuthal Fourier modes Nk = 24. Np is the order of
spectral element Lagrange polynomial interpolants. Non-conservative formulation
of nonlinear terms, •; skew-symmetric form, ◦.
the u (axial) velocity component in Fig. 5—results for the other two veloc-
ity components are very similar. It is clear that in both cases, a very good
approximation to exponential convergence is achieved, until the limit of ac-
curacy in double-precision calculations is approached [log(u− uexact) ∼ −13].
An interesting point is that the non-conservative formulation of the nonlinear
terms provides a faster convergence rate than the skew-symmetric form, in
agreement with Cartesian-coordinate computations for this flow [20].
To demonstrate that azimuthal convergence is also exponential (as should be
the case for Fourier expansions), we show in Fig. 6 the maximum error in u
as the number of Fourier modes Nk is increased, for fixed Np = 11. Exponen-
tial convergence sets in at Nk ≈ 8, and saturates (in these double precision
calculations) at Nk ≈ 18. All test results presented here were computed with
de-aliasing implemented in the azimuth direction, using the 3/2 rule, however,
as expected, the asymptotic convergence rate was not signficantly affected if
de-aliasing was not employed.
5 Discussion and conclusions
In summary, the key formulation steps that we have adopted in our solution
strategy for the Fourier-transformed Navier–Stokes equations in cylindrical
coordinates are
(1) diagonalisation, to decouple the linear viscous terms using the transfor-
mation suggested by Orzsag & Patera [19] (see § 2.1);
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Fig. 6. Results of azimuthal (Fourier) convergence testing on the mesh of Fig. 4 (a),
with Θ = 0.75 and ∆ = 0.1, Np = 11. Nk is the number of azimuthal Fourier modes.
These computations employed the non-conservative formulation of the non-linear
terms.
(2) symmetrisation, by multiplying the governing equation set by r (see § 2.2);
(3) applying a Galerkin projection onto a discrete basis with a boundary–
interior decomposition, such as finite element, spectral element and p-
type element discretisations (see § 3.1).
These formulation steps can be applied regardless of the time discretisation
employed. Further, for the primitive equations and the pressure Poisson equa-
tion all the geometric singularities at the axis of the cylindrical coordinate
system do not contribute to the integral formulation. This last observation
is a direct consequence of the integrands of the inner products that involve
singular terms having numerators that go to zero faster than the denomina-
tors. From an implementation point of view this conveniently implies that all
singular terms at the axis can be zeroed without loss of generality.
A variation on the approach we have described here would be to discretely
multiply all quadrature weights by appropriate values of r. As demonstrated
in App. A this manipulation is analogous to using a Gauss–Radau–Jacobi (0,1)
quadrature rule. From an implementation standpoint this treatment is super-
ficially attractive since no further evaluation of the radial term is required
when evaluating integrals. All geometrically singular terms in the primitive
equations (and all quadratures on the left-hand-sides of the Galerkin projec-
tions for either the Poisson or Helmholtz operators) are not affected by this
manipulation. However, problems can arise if a velocity (or pressure) correc-
tion scheme is employed in which a pressure Poisson equation must be solved.
Following the discussion in § 3.4, if the symmetrisation factor r is absorbed
into the quadrature weights when forming the right-hand-side of the pressure
Poisson equation, then the integrand for the k = 0 Fourier mode will now
be singular at the axis. On the left-hand-side there would be no problem in
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this particular case because the mode-constant σ2 = k2 = 0. If the singular
integrand on the right-hand-side is arbitrarily set to zero at r = 0, then we
have incomplete quadrature of a singular integral, which, as shown in App.A,
reduces the convergence rate from exponential to algebraic. The variation just
outlined was adopted in the numerical method used in the non-axisymmetric
simulations of [4] (and the reduced convergence rate was noted therein), al-
though for that problem the reduced convergence was not an issue, as flow at
the axis retained axisymmetry. It is interesting that the reduced convergence
arises through nonlinear interactions, with the k = 1 cross-axial flow con-
taminating the pressure solution for the axisymmetric mode. Thus, it would
not compromise the accuracy of either a Stokes solution, an axisymmetric
Navier-Stokes solution, or a linear stability analysis.
To properly evaluate the cylindrical coordinate implementation it is therefore
necessary to have a fully three-dimensional, axis-crossing validation problem
to exercise all terms in the Navier–Stokes equations. As we have shown in
§ 4, such a problem can be constructed by considering the offset Kovasznay
problem. To our knowledge no other paper has demonstrated the spectral
convergence of a three-dimensional non-axisymmetric test case.
A popular alternative to velocity (or pressure) correction schemes is to di-
rectly invert the Stokes operator which is a mixed-type problem and typically
requires a PN–PN−2 discretisation for velocity and pressure, respectively [6,7].
In these methods, the decoupling of the pressure and velocity is done at the
discrete level and so no pressure boundary conditions are required. In the case
of the cylindrical coordinate system which has been symmetrised by a factor
of r there can be a degeneracy in the pressure of the global system, as dis-
cussed by Gerritsma & Phillips [7], if Gauss–Lobatto–Legendre quadrature is
employed in elements that touch the axis. In the work of [7] the issue was
addressed by using a spectral element discretisation and quadrature rule with
nodal points in the radial direction based on the zeros of the (0,1) Jacobi poly-
nomials and absorbing the factor of r into the quadrature weights (see App. A
for definition of (0,1) quadrature rules).
The use of different quadrature rules can also be considered in the context
of the velocity correction schemes employed in this paper. Indeed in [7,8,23],
within elements that were adjacent to the axis, radial Lagrange nodal inter-
polants with nodes based in Gauss–Lobatto–Jacobi quadrature were employed.
More specifically, the internal nodes of the special bases were related to zeros
of (0,1) Jacobi polynomials. An advantage of the Gauss–Lobatto–Jacobi (0,1)
quadrature is that a scaled radial weight function is directly absorbed into the
quadrature weights while maintaining the accuracy of the integration: this
should provide a slightly higher asymptotic convergence rate, since the poly-
nomial order of the integrand is lowered. This is in contrast to discretely multi-
plying the Gauss–Lobatto–Legendre weights by the radius, where the accuracy
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of the integration is reduced by one order. In the Gauss–Lobatto–Jacobi (0,1)
approach, all the indeterminate forms on the left-hand-sides of equations (37)
and (50–52) can be evaluated through l’Hopital’s rule and at the same time
the symmetry of the system of equations is retained. As we have demonstrated
however, it is not necessary to explicitly evaluate these terms if one uses the
standard Gauss–Lobatto–Legendre nodal expansions. We also note that in
hierarchical spectral/hp-type element methods [14], the quadrature order is
typically defined independently of the expansion polynomial order, and so the
integrand can be evaluated consistently, without potential loss of accuracy.
A subtle feature of choosing a Gauss–Lobatto–Jacobi (0,1) quadrature rule
emerges if solution of a pressure Poisson equation is required. All the terms
on the left-hand-side of the equation can be correctly evaluated, but again,
in order to avoid a singular integral on the right-hand-side terms, the radius
must not be incorporated into the quadrature weights, but directly distributed
into the right-hand-side divergence operator. The implication in the spectral
element setting is that the quadratures on the right-hand-side of the pressure
Poisson equation should always be performed using Gauss–Lobatto–Legendre
quadrature, after the integrands have been projected (if necessary) onto the
Gauss–Lobatto–Legendre mesh points, rather than through Gauss–Lobatto–
Jacobi (0,1) quadrature.
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A Incomplete quadrature evaluation of the integral
∫
R
0
[g(r)/r] r dr
when limr→0 g(r) 6= 0.
In our discussion of the treatment of geometric singularities that arise in the
cylindrical coordinates description of the pressure Poisson equation we are
interested in treating integrals of the form
I =
∫ R
0
(
g(r)
r
)
r dr =
∫ 1
−1
(
g(ξ)
1 + ξ
)
R
2
(1 + ξ) dξ (A.1)
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where r(ξ) = (1+ξ)R/2 and limr→0 g(r) 6= 0. This can occur in the ∂rrvˆ
∗
0 term
on the right-hand-side of (37), if r is subsumed into the quadrature weights,
which then generates an integral which has the one-dimensional equivalent of
type ∫ R
0
(
vˆ∗0
r
)
r dr,
where vˆ∗0|r=0 6= 0, in general (see § 3.4). From inspection of equation (A.1)
the most straightforward way of handling this integral is through analytically
cancelling the factors of r and directly integrating g(r). However in a numerical
implementation, the construction of terms such as g(r)/r may be performed
independently of the integration with respect to r over the interval [−1, 1]. To
understand the consequence of separating the integrand into g(r)/r multiplied
by r we first need to review some details of Gaussian quadrature.
Consider the function g(ξ) approximated by a Lagrange polynomial, hq(ξ)
defined through a set of points ξq for 0 ≤ q ≤ Q, i.e.
g1(ξ) =
Q∑
q=0
g(ξq)hq(ξ) + h(ξ), (A.2)
where h(ξ) is the approximation error. We can derive a general quadrature
rule by integrating equation (A.2) over the interval ξ ∈ [−1, 1] with respect to
the weighting function (1− ξ)α(1 + ξ)β to obtain
∫ 1
−1
(1− ξ)α(1 + ξ)βg(ξ) dξ =
Q∑
q=0
g1(ξ
α,β
q )w
α,β
q + I , (A.3)
where
wα,βq =
∫ 1
−1
(1− ξ)α(1 + ξ)βhq(ξ) dξ, I =
∫ 1
−1
h(ξ) dξ.
The Gauss–Lobatto–Legendre quadrature rule
∫ 1
−1
g(ξ) dξ =
Q∑
q=0
g1(ξ
0,0
q )w
0,0
q + I (A.4)
is defined by the choice of the Legendre weights, α = 0, β = 0 and defining
the zeros, ξ0,0q , to be Q+1 roots of the polynomial (1−ξ)(1+ξ)P
1,1
Q−1(ξ) where
P 1,1Q−1(ξ) is the (1,1) Jacobi polynomial of degree Q−1. The choice of the zeros
is pertinent since this makes the integration exact for integrands which are in
the polynomial space P2Q−1 [9,14].
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The Gauss–Radau–Jacobi(0,1) quadrature rule
∫ 1
−1
(1 + ξ)g(ξ) dξ =
Q∑
q=1
g1(ξ
0,1
q )w
0,1
q + I (A.5)
(note that the summation starts from q = 1) is defined by choosing the weights
α = 0, β = 1 and defining the zeros, ξ0,1q to be the roots of the polynomial
(1 + ξ)P 1,1Q−1(ξ). This rule contains a zero only at end point ξ = 1 and is exact
for integrands which are in the polynomial space P2Q−2.
From the definition above the zeros of the two rules are the same for 1 ≤ q ≤ Q,
i.e.
ξ0,0q = ξ
0,1
q for q = 1, . . . , Q. (A.6)
To determine the connection between the weights w0,0q and w
0,1
q we first note
that for 1 ≤ q ≤ Q they are defined in terms of the Lagrange polynomials as
w0,0q =
∫ 1
−1
h0,0q (ξ) dξ, w
0,1
q =
∫ 1
−1
(1 + ξ)h0,1q (ξ) dξ (A.7)
where the superscript Lagrange polynomials can be defined as
h0,0q (ξ) =
(1− ξ)(1 + ξ)P 1,1Q (ξ)
[(1− ξ)(1 + ξ)P 1,1Q (ξ)]
′
x=xq(ξ − ξq)
,
h0,1q (ξ) =
(1− ξ)P 1,1Q (ξ)
[(1− ξ)P 1,1Q (ξ)]
′
x=xq(ξ − ξq)
.
(A.8)
Insertion of (A.8) into the definitions (A.7) and comparison leads us to the
fact that w0,0q = w
0,1
q /(1 + ξq).
Returning to the issue of evaluating integral (A.1) by splitting the evaluation
of the integrand into g(r)/r multiplied by r. In this case if g(r)/r is evalu-
ated at r = 0 (owing to the presence of a quadrature point at this location)
then we have to determine an appropriate value for our implementation. Had
limr→0 g(r) → 0, then setting g(r)/r = 0 would not have caused a error in
the integral (A.1), as this assumption would have been consistent with the
multiplication by r in the numerator of the integrand. This situation arises
for most of the geometric singular terms in the cylindrical coordinate system.
Nevertheless even in the case where limr→0 g(r) 6= 0 it is possible to demon-
strate that setting g(r)/r|r=0 = 0 still leads to a consistent approximation
of the integral I, although such an implementation destroys the exponential
convergence rate of approximation.
To demonstrate this, we start with the Gauss–Lobatto–Legendre representa-
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Fig. A.1. Error in numerical approximation to the integral
∫ 1
−1(1+ξ) cos(ξ)/(1+ξ) dξ
using Gauss–Lobatto–Legendre quadrature, IL and Gauss–Radau–Jacobi(0,1), IR
quadrature on semi-log and log-log axis.
tion of integral (A.1), which is
IL =
Q∑
q=0
(1 + ξ0,0q )
(
g(ξ0,0q )
1 + ξ0,0q
)
R
2
w0,0q . (A.9)
If g(ξ0,00 )/(1 + ξ
0,0
0 ) = 0, we can write expression (A.9) using equations (A.6)
and (A.7) as
IR =
Q∑
q=1
(
g(ξ0,1q )
1 + ξ0,1q
)
R
2
w0,1q . (A.10)
So although enforcing the condition that g(ξ0,00 )/(1 + ξ
0,0
0 ) = 0 would initially
appear to make equation (A.9) an inconsistent approximation to the integral
(A.1) we observe from equation (A.10) that zeroing this term is equivalent to
approximating the integral (A.1) with a consistent Gauss–Radau–Jacobi(0,1)
quadrature rule. Nevertheless the continuous integrand of the Gauss–Radau–
Jacobi(0,1) rule is the function g(ξ)/(1 + ξ) which is singular at ξ = −1
and so the numerical approximation of this integral will not demonstrate
exponential convergence as a function of quadrature order Q. This point is
illustrated in Fig.A.1 where we show the error in evaluating the integral∫ 1
−1(1+ξ)[cos(ξ)/(1+ξ)] dξ [i.e. g(ξ) = cos(ξ)] using Gauss–Lobatto–Legendre
quadrature as in equation (A.9) and Gauss–Radau–Jacobi(0,1) quadrature as
in equation (A.10). For this case we see that the convergence rate using IL
is exponential in quadrature order Q whereas when evaluating IR the conver-
gence rate is only algebraic and is of O(Q2).
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