Abstract. We study the Schrödinger operator on L 2 (R 3 ) with periodic variable metric, and periodic electric and magnetic fields. It is assumed that the operator is reflection symmetric and the (appropriately defined) flux of the magnetic field is rational. Under these assumptions it is shown that the spectrum of the operator is absolutely continuous. Previously known results on absolute continuity for periodic operators were obtained for the zero magnetic flux.
Introduction and results
In the last two decades a good deal of attention was focused on the absolute continuity of self-adjoint periodic differential elliptic operators of second order in dimension d 2, i.e. of the operators of the form
with a periodic symmetric positive-definite matrix {g jl } = G, and coefficients A = {A l }, V which we interpret as magnetic and electric potentials respectively. If all the coefficients in (1.1) are periodic and satisfy suitable integrability and/or smoothness conditions, then the operator H is known to be absolutely continuous for d = 2. If G(x) = g(x)I with a positive function g then this conclusion extends to arbitrary d 2. We do not provide a thorough bibliographical account and refer e.g. to [3] , [10] and [13] for more detailed references. The case of general variable G in dimensions d 3 remains unassailable, but there are some partial results. First, if the matrix G is not smooth then the spectrum of H may not be absolutely continuous, see [4] . Second, in L. Friedlander's paper [7] the absolute continuity was obtained for smooth variable matrix G and smooth A, V for all dimensions d 2 under the condition that the operator H is reflection symmetric. Later the smoothness assumptions were relaxed by N. Filonov, M. Tikhomirov in [6] .
In this note we address another open question of the theory: when is the spectrum absolutely continuous if instead of the magnetic potential A we assume that the magnetic field B = curl A is periodic? The traditional methods used to study the spectra of periodic operators are not directly applicable. However, under the additional condition of the reflection symmetry one can still use the ideas of [7] and [6] . We concentrate on the physically relevant case d = 3. Note that the case d = 2 is also of interest but the requirement of the reflection symmetry automatically implies that the constant component of the magnetic field is zero, i.e. the magnetic potential itself becomes periodic. Thus for d = 2 the Friedlander's method would give no new information. At this point we should note that in general (i.e. without reflection symmetry), the twodimensional case is dramatically different from the three-dimensional one. It suffices to observe that in the absence of electric field for d = 3 a constant magnetic field induces absolutely continuous spectrum, whereas for d = 2 the spectrum consists of equidistant eigenvalues of infinite multiplicity, called Landau levels, see [11] . Thus for d = 2 mechanisms responsible for the possible formation of the absolute continuous spectrum (e.g. with non-trivial periodic V ) are very different.
Let us proceed to the precise formulations. The operator H is defined via the quadratic form
with the domain
, is a symmetric matrix-valued function with real-valued entries g jl (x) which satisfies the conditions
Here and everywhere below by C and c with or without indices we denote various positive constants whose precise value is unimportant. The vector-field A and the function V satisfy the conditions
with p = 3. Under the assumptions (1.3), (1.5) with p = 3, and that V is periodic, the form (1.2) is semibounded from below and closable (see e.g. [12, §2] ). We denote by H the selfadjoint operator in L 2 (R 3 ) which corresponds to the closure of the form h. We write it formally as
Since we assume that the magnetic field B(x) = curl A(x) is periodic, the magnetic potential can be represented in the form A(x) = a 0 (x) + a(x), where a 0 is a linear magnetic potential associated with the constant component B 0 = curl a 0 (x) of the magnetic fields, and a is a periodic vector-potential. We align B 0 with the positive direction of the x 3 -axis, and choose for a 0 (x) the gauge (−bx 2 , 0, 0), b = |B 0 | 0, so that B 0 = (0, 0, b) and
We assume that with this choice of coordinates the matrix-valued function G, the potentials V and a are (2πZ) 3 -periodic:
Furthermore, to ensure that the operator (1.6) is partially diagonalizable via the Floquet-BlochGelfand decomposition, we assume that the flux of the constant component B 0 is integer, i.e.
(1.9) 1 2π
To describe the symmetry of the operator H introduce the reflection map R :
and the associated operation on u ∈ L 2 (R 3 ):
It is straightforward to check that H commutes with J if G, a and V satisfy the conditions
Obviously the symmetry condition for A is equivalent to that for a. The next theorem constitutes the main result of the paper. Theorem 1.1. Assume that the matrix G, the potentials A, V satisfy the conditions (1.3), (1.4) and (1.5) with p > 3. Assume also that (1.7), (1.8), (1.9) and (1.11) are satisfied. Then the spectrum of the operator (1.6) is absolutely continuous.
Throughout the paper we always assume the periodicity (1.8). As a special case this allows a constant magnetic field i.e. a = 0. With regard to the regularity, we normally need only (1.3) and (1.5) with p = 3. The assumptions (1.4) and p > 3 are required only once when employing the unique continuation argument, see Lemma 4.4. Recall that if (1.4) is not satisfied, the spectrum may not be absolutely continuous, see [4] .
Note that the condition (1.9) can be replaced by 2πb ∈ Q. This case reduces to that of an integer flux by taking an appropriate sublattice of Z 3 and rescaling. If the flux is irrational we cannot say anything about the nature of the spectrum.
As mentioned earlier, one can state a theorem similar to Theorem 1.1 in the two-dimensional case as well. However, in this case the reflection symmetry would imply that b = 0, see (1.7) , and hence such a theorem would not say anything new compared to the known results. Theorem 1.1 can be conceivably generalized to arbitrary dimensions d 3 with the standard changes to the conditions (1.5). We have chosen not to clutter the presentation with these details but to focus on the lowest dimension where the reflection symmetry leads to a nontrivial effect.
As mentioned earlier, L. Friedlander (see [7] ) was the first to notice how the reflection symmetry can be used to establish the absolute continuity of H. We follow the paper [6] where Friedlander's scheme was implemented with relaxed regularity assumptions. On the other hand our proof is simpler and somewhat shorter than that of [6] , and we consider it worthy of dissemination.
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Floquet-Bloch-Gelfand transformation
Denote by Ω the interior of the standard fundamental domain of the lattice Γ = Z 3 : Ω = (−π, π)
3 . We also need separate notation for the top and bottom faces of this cube:
The interior of the fundamental domain of the dual lattice is denoted Ω † = (0, 1) 3 . The Floquet-Bloch-Gelfand transform is defined as the operator
. Moreover, the function v( · ) = Uf ( · ; k) is periodic in x 1 (due to the condition (1.9)), and in x 3 :
A direct calculation shows that the transform U can be extended to L 2 (R 3 ) as a unitary operator
For each z ∈ C 3 introduce the quadratic form
Under the conditions (1.3), (1.5) with p = 3 the potentials A and V induce on C ∞ (Ω) a perturbation which is infinitesimally bounded by the standard Dirichlet form, and hence
, with some positive constants C = C(z) and C 0 = C 0 (z) > 1 uniformly in z on a compact subset of C 3 . Thus (2.4) naturally extends to all v ∈ H 1 (Ω) as a closed form. In order to relate this form to the form (1.2) we consider (2.4) on a smaller domain. It is convenient to introduce a special notation for the function spaces with the conditions (2.1) and (2.3):
Now we consider the form (2.4) on the domain
with some positive constant C = C(z) uniformly in z on a compact subset of C 3 . Hence it defines a sectorial operator (m-sectorial in T. Kato's terminology, see [8] ) which we denote by H(z). As the form h(z) is compact in H 1 (Ω) the resolvent of H(z) is compact whenever it exists. For the values k ∈ R 3 the operator H(k) is self-adjoint: H(k) = H(k) * . In view of (2.7) the following unitary equivalence (2.8)
holds. Although this formula requires only the values k ∈ Ω † it is important for us to have the operator H(z) defined for z ∈ C 3 . Sometimes we use the notation z = (ẑ, z 3 ), withẑ = (z 1 , z 2 ). In order to prove Theorem 1.1 it is sufficient to show that H has no eigenvalues, see [5] . The proof of this fact reduces to the analysis of the following boundary value problem for a function u ∈ W 1 with the form h 0 = h(0) and a number ζ ∈ C:
Theorem 1.1 is derived from the next theorem:
Theorem 2.1. Suppose that G, A and V satisfy the conditions of Theorem 1.1. Let X ⊂ C be the subset of the complex plane consisting of the points ζ such that (1) Im ζ = 0, |ζ| = 1, (2) there exists at least one function u ∈ W 1 , u ≡ 0 satisfying (2.9) and (2.10).
Then X is at most finite.
Derivation of Theorem 1.1 from Theorem 2.1. Use Theorem 2.1 with the potentials A − (k, 0) and V − λ, wherek ∈ (0, 1) 2 and λ ∈ R. Clearly these new potentials satisfy the conditions of Theorem 1.1 as well. Let u be a non-trivial solution of the problem (2.9) (2.10) with some ζ ∈ X, so that
Let k ∈ C be such that ζ = e i2πk . Re-denoting
we reduce (2.11) and the boundary conditions (2.9) to the following equation for the function
This means that λ is an eigenvalue of H(k, k) for all k such that exp(i2πk) ∈ X. Since H(z) has compact resolvent, by the analytic Fredholm alternative (see [8] , Theorems VII.1.10, VII.1.9), the finiteness of the set X implies that the measure of the set {k ∈ (0, 1) : λ ∈ σ(H(k, k))} equals zero for anyk ∈ (0, 1) 2 . Consequently the measure of the set
is also zero. Thus the point λ is not an eigenvalue of the operator (2.8). Since λ ∈ R is arbitrary this implies that the operator H has no eigenvalues. According to [5] this ensures that the spectrum of H is absolutely continuous, as required.
Associated boundary-value problem
We begin the analysis of the system (2.9), (2.10) with introducing the subspaces
with the standard H 1 -inner product. Now define the subspaces
The subspace Z consists of weak solutions u ∈ W 
is solvable for the function φ ∈ W 1 + . The solution is unique under the condition φ ⊥ N. Moreover, dim N < ∞.
Proof. The system is studied in the standard way. Namely, the function
Referring to (2.5) introduce on W 1,0 the inner product
choosing γ 0 in such a way that the induced norm f 1 is equivalent to the standard H 1 -norm. The L 2 -inner product is an example of a symmetric compact form in H 1 , and hence there is a compact self-adjoint operator T :
,0 . As a result, the left-hand side of (3.2) rewrites as ((I − γT )ψ, w) 1 . The right-hand side of (3.2) is a continuous linear functional of w ∈ W 1,0 so there is a function q ∈ W 1,0 such that
Now it follows from the classical Fredholm Theory that (3.3) has a solution ψ ∈ W 1,0 if and only if (q, v) 1 = 0 for all v ∈ ker(I − γT ). Under this condition there is a unique solution ψ 0 satisfying the property (ψ 0 , v) 1 = 0 for all v ∈ ker(I − γT ), and this solution satisfies the bound ψ 0 1 C q 1 . Note that N = ker(I − γT ), so by definition of q the equality (q, v) 1 = 0, ∀v ∈ ker(I − γT ) follows from the condition u ∈ M. Thus (3.2) is solvable and hence so is (3.1). As T is compact, it immediately follows that dim N < ∞.
Any other solution of (3.1) has the form φ = φ 0 + w with a suitable w ∈ N. If one demands that φ ⊥ N then w = −Pφ 0 where P is the projection in L 2 (Ω) on the finite-dimensional subspace N. Therefore such a solution φ ∈ W 1 + is uniquely defined, as required.
The following elementary lemma is crucial for us. Lemma 3.2. Let the conditions (1.3), (1.5) with p = 3 be satisfied. Let the subspaces M, Z be as defined above. Then the subspace Z is non-trivial, and
In other words, any function u ∈ M is uniquely represented as the sum φ + w with some φ ∈ Z and w ∈ W 1,0 .
Proof. By Lemma 3.1 for any function u ∈ M there is a solution φ of (3.1) orthogonal to N. Furthermore, φ is uniquely defined and
4. The Dirichlet-Neumann forms 4.1. General facts. On the subspace Z considered as a Hilbert space with the H 1 -inner product introduce the forms
where J is defined in (1.10). We call t 0 and t 1 the Dirichlet-Neumann forms. We list their properties in the following lemma. 
(2) The form t 0 is Hermitian. If the condition (1.11) is satisfied then t 1 is also Hermitian.
Proof. The bound (4.1) immediately follows from (2.5). The form t 0 is clearly Hermitian. If (1.11) is satisfied, then
i.e. t 1 is Hermitian.
Consider the form h 0 on H 1 (Ω), and recall that by (2.5) with z = 0 it is closed and semibounded from below. Moreover, H 1 (Ω) embeds into L 2 (Ω) compactly, and hence the associated self-adjoint operator has discrete spectrum accumulating at +∞. The number of eigenvalues n(λ) which are less than or equal to an arbitrary number λ ∈ R can be found in terms of the form h 0 in the standard way. Precisely, let
see [1] , Ch. 10, Theorem 2.3. The form t 0 is the restriction of h 0 to the subspace Z, and hence (4.2) is a direct consequence of the above bound with λ = 0.
Instead of the solution space Z we could have considered the spaces of traces on the faces Λ − , Λ + . Then the forms t 0 and t 1 would correspond to two Dirichlet-Neumann operators T 0 and T 1 which map the trace φ| Λ − , φ ∈ Z, into the normal derivative of φ on the faces Λ − and Λ + respectively. This approach was adopted in the paper [7] . We do not make explicit use of the Dirichlet-Neumann operators but it seems appropriate to use this terminology for the forms t 0 , t 1 .
4.2.
Reflection symmetry. From now we assume that G, A, V satisfy the symmetry condition (1.11). Thus using the operator J defined in (1.10) we get
Another consequence of the symmetry is that JN = N. The next property is crucial for our argument. 
If (1.11) is satisfied then ker t 1 = {0}.
For the proof of this fact we need two lemmas.
Lemma 4.3. Let H be a Hilbert space, and ℓ, ℓ 1 , . . . , ℓ n , n < ∞, be bounded linear functionals on H. If
then the functional ℓ is a linear combination of the others: ℓ = n k=1 α k ℓ k with some coefficients α k , k = 1, 2, . . . , n.
Although this fact is elementary we provide a proof for the sake of completeness.
Proof. Let z, z 1 , . . . , z n ∈ H be the uniquely defined vectors such that
The condition (4.4) is equivalent to the following implication: if x ⊥ L = span{z 1 , . . . , z n }, then x ⊥ z. This means that z ∈ L, i.e. z = n k=1 α k z k with suitable coefficients α k , k = 1, 2, . . . , n. Lemma 4.4. Let G, A and V satisfy (1.3), (1.4) and (1.5) with p > 3. Let a function w ∈ H 1 (Ω) be such that w| Λ + = 0 and
Proof. We extend the function w by zero into the parallelepiped Ξ = Λ − × (−π, 4):
Clearly,w ∈ H 1 (Ξ), and
Thereforew is a weak solution of the equation Hw = 0 in Ξ. Now, the unique continuation principle for elliptic equations, see [9] , Theorem 1, implies thatw ≡ 0 in Ξ.
Remark 4.5. We need the conditions G ∈ Lip and A ∈ L p,loc , p > 3, instead of the "sharp" condition A ∈ L 3,loc for the unique continuation principle only.
Proof of Theorem 4.2. By definition (4.3), for u ∈ ker t 1 we have
By Lemma 3.1 the subspace N is finite-dimensional. Let {u k }, k = 1, 2, . . . , n, be a basis in N.
Consider on the Hilbert space
On the other hand, if ψ ∈ M then by Lemma 3.2 ψ = φ + w with φ ∈ Z, w ∈ W 1,0 , so
where we have used (4.5) and the fact that u ∈ Z. Thus M ⊂ ker ℓ. By virtue of Lemma 4.3 there exists a function u 0 ∈ N such that 
Proof of the main result
Recall that the operator H(k) depends on the quasi-momentum k quadratically, i.e. it is a quadratic operator pencil. The decisive observation due to L. Friedlander [7] is that the reflection symmetry allows one to reduce the analysis of H(k) to a linear operator pencil.
5.
1. An abstract lemma. We will need the following abstract result. Let H be a Hilbert space, and let t be a bounded sesquilinear form defined on H. Similarly to (4.3) we introduce the notation ker t = {φ ∈ H : t[φ, ψ] = 0, ∀ψ ∈ H}.
The set ker t is a (closed) subspace.
Lemma 5.1. Let H be a Hilbert space, and let t 0 , t 1 be two bounded Hermitian sesquilinear forms on H. Let L ⊂ H be a linear set such that t 0 [φ] 0 for any φ ∈ L. Suppose that
Assume that ker t 1 = {0}. Then # {z ∈ C \ R : ker(t 0 + zt 1 ) = {0}} 2m.
Clearly this Lemma can be generalised to unbounded forms with appropriate restrictions on t 0 , t 1 but it is unnecessary for our purposes.
be a finite set of distinct points in the complex plane such that
Let us show that the subspaces G j are linearly independent. We proceed by induction. If n = 1 then there is nothing to proof. Let 1 p n − 1. Suppose that any p-tuple of non-zero vectors φ k ∈ G k , k = 1, 2, . . . , p are linearly-independent. Suppose also that φ p+1 ∈ G p+1 is a vector such that
and at least one coefficient α k is non-zero. By definition of H k ,
for all w ∈ H, where we have used (5.2). Subtracting one equation from the other we get
Recalling again that ker t 1 = {0}, we conclude that
which means that the set {φ 1 , φ 2 , . . . , φ p } is linearly dependent. This gives a contradiction, and hence the (p + 1)-tuple containing also φ p+1 are linearly independent as well. By induction all kernels G j , j = 1, 2, . . . , n are linearly-independent, and as a consequence, #F dim G where
where we have used that t 0 , t 1 are Hermitian. Since Im z j , Im z k > 0, we conclude that
In particular, t 0 [φ] = 0, so that dim G m, and hence, #F m, i.e.
# {z ∈ C, Im z > 0 : ker(t 0 + zt 1 ) = {0}} m.
In the same way one proves that the number of such points in the lower half-plane is also bounded by m. This completes the proof.
Note in passing that if any of the forms t 0 or t 1 is positive-definite then the set
is trivially empty. Indeed, assume for example that t 1 is positive-definite. Let T 0 , T 1 be the operators associated with the forms t 0 , t 1 respectively. Thus ker(t 0 + zt 1 ) = {0} iff the number z belongs to the spectrum of the self-adjoint operator −T
1 . Thus z ∈ R, which implies that the set (5.3) is empty, as claimed. Proof of Theorem 2.1. Let ζ ∈ X, and let u ∈ W 1 be a non-trivial solution of the system (2.9), (2.10). By virtue of Lemma 5.2, u = φ + ζJφ + ω, with some φ ∈ Z and ω ∈ N.
First, consider the case φ = 0. Then u = ω ∈ N. Let us use (2.10) with the function w = ζf + Jf where f ∈ W In view of the conditions Im ζ = 0, |ζ| = 1 we have Im z = 0. The forms t 0 , t 1 satisfy all the conditions of Lemma 5.1. Indeed, both forms are bounded on Z, ker t 1 = {0} by Theorem 4.2, and the condition (5.1) is satisfied by virtue of (4.2). Therefore Lemma 5.1 yields that #X 2m < ∞. This completes the proof.
As explained earlier, Theorem 2.1 implies Theorem 1.1 stating the absolute continuity of the operator H.
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