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Abstract
We propose a new algorithm to preprocess a set of n disjoint unit disks in O(n log n) expected
time, allowing to compute the Delaunay triangulation of a set of n points, one from each disk,
in O(n) expected time. This work reaches the same asymptotical theoretical complexities as
previous results on this problem, but our algorithm is much simpler and efficient in practice.
1 Introduction
Löffler and Snoeyink [8] proposed an algorithm that preprocesses a set of disjoint unit disks in the
plane in O(n log n) time and computes the Delaunay triangulation of an instance in O(n) time.
This algorithm has a reasonably simple description but uses as a building block the linear time
construction of the constrained Delaunay triangulation of a simple polygon [4], which makes the
result mainly theoretical. Buchin et al. [2] proposed a simpler solution, which uses the split of a
Delaunay triangulation in linear time [3]. This solution remains a bit heavy in practice; indeed, in
the preprocessing phase, they compute a Delaunay triangulation of 8n points (at the center and
on the boundary of the disks), then the points of the instance are added in linear time to get a
triangulation of 9n points, and finally this triangulation is split in the triangulation of the instance
and the 8n points triangulation again. In the same paper, a different algorithm based on quadtrees
is proposed allowing overlapping disks of different radii.
Contribution. In this paper we preprocess in O(n log n) randomized expected time a set of n
disjoint unit disks, allowing the computation of the Delaunay triangulation of an instance taken in
these disks in randomized expected O(n) time. Compared to previous algorithms [8, 2] theoretical
asymptotic complexity is not improved, but the proposed algorithm is much simpler, so simple that
its description fits in a dozen of lines.
Moreover, the algorithm is quite efficient in practice and uses only the classical predicates for
Delaunay triangulation. Our benchmarks conclude that we can process an instance much faster
than with the Delaunay hierarchy [6, 10] and faster than the incremental algorithm inserting the
points in spatial sorting order [5, 1].
The algorithm works for any set of circles (overlapping, different radii) and generalize to balls
in higher dimensions, but to yield to a good complexity the analysis requires that the imprecise








Figure 1: Definitions of D(p) (big disk on the left) and W (q) (darker disks on the right).
points are unit disks in the plane, possibly overlapping a constant number of times (at most k disks
have a common intersection). This analysis can be extended to unit balls in higher dimensions
under some suitable hypotheses. For disks of different radii overlapping at most twice, we provide
a pathological example where our algorithm reaches a quadratic behavior. For disjoint disks of
different radii the analysis remains open.
2 Algorithm
Notations.
• Given a point set P in the plane, let DTP denote its Delaunay triangulation, NNP its nearest
neighbor graph, and NNP (v) the nearest neighbor of v ∈ P in P \ {v}.
• For a graph G, and a vertex v of G, d◦G(v) is the degree of v in G.
• If p denotes an imprecise point, ṗ denotes the center of p and p̂ an instance of p. Let Sk =
{p1, p2 . . . pk}, Ṡk = {ṗ1 . . . ṗk} and Ŝk = {p̂1 . . . p̂k}; S = Sn, Ṡ = Ṡn and Ŝ = Ŝn.
• In the case where S is a set of disjoint unit disks, given p ∈ S, we define D(p) to be the disk with
center ṗ and radius |ṗNNṠ(ṗ)|+ 1, that is, D(p) is the interior of the circle centered at ṗ tangent
to the nearest disk in S and containing it (see Figure 1-left).
• Given an instance Ŝ, we also define W (q) = {p ∈ S \ {q}; q̂ ∈ D(p)} (see Figure 1-right).
• |W | denotes the size of a set W .
Preprocessing. First we assume that the indices in S = {p1, p2, . . . pn} enumerate the disks in a
random order (otherwise reorder the disks according to a random permutation).
We compute DTṠ incrementally, inserting the points in the order of their indices. Furthermore
after inserting ṗk, we compute the index h(k) such that NNṠk(ṗk) = ṗh(k). Index h(k) is called
the hint for pk. Using incremental randomized construction, it can be done in O(n log n) expected
time [6] (including the computation of h(k) for every k).
Instance processing. Now given an instance Ŝ, we compute DTŜ incrementally, inserting the
points in the order of their indices. The location of p̂k in DTŜk−1 is done by a straight walk starting
at p̂h(k).
Complexity: The expected cost of constructing DTŜ is linear.
Sketch of proof. (complete proof in [7]) By usual backward analysis, it is enough to prove that the
insertion of the last point p̂ is done in expected constant time.
Let x̂ be the starting point of the straight walk in DTŜ\{p̂} to insert p̂. As seen in the algorithm
description, we have ẋ = NNṠ(ṗ).
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The cost of locating and inserting p̂ is split in three parts:
- the cost c1 of visiting the triangles incident to x̂ in DTŜ\{p̂} (to find the first one crossed by line
segment x̂p̂),
- the cost c2 of visiting the triangles crossed by line segment x̂p̂, and
- the cost c3 of modifying the triangulation to update DTŜ\{p̂} into DTŜ .
The cost c3 is d
◦
DTŜ
(p̂), since P̂ is a random point in Ŝ the expected value of c3 is less than 6.
The cost c1 is is d
◦
DTŜ\{p̂}
(x̂) ≤ d◦DTŜ (x̂)+d
◦
DTŜ
(p̂). x̂ is not a random point, but it can be shown
to be random enough to have an expected degree less than 36, thus the expected value of c3 is less
than 42.
The cost c2 is related to the average size of |W (q)| for q ∈ S and one can prove that the expected
value of c2 is less than 132. 
3 Experiments
Algorithms proposed in previous works [8, 2] are not implemented and are rather complicated, thus
we have no doubt that our solution is better in practice. The aim of this section is to compare our
algorithm and a direct computation of the Delaunay triangulation of the instance by a state-of-the-
art algorithm without prepocessing.
For comparison, we use Sewchuk’s code: Triangle [9] and the best implementations available in
CGAL [10] where the points are ordered along a space filling curve and then inserted in the spatial
sort order [5], the point location is done by a straight walk from the previous point (point location
should be fast since it starts at a point nearby).
Point sets. We experiment on random disjoint unit disks. Each set contains n disjoint imprecise




n square. Each center of an imprecise point is generated at random in the
square, then the point is kept if its distance to previously kept points is greater than 1. Points
are generated until a set of n points is obtained. A point instance is generated at random in each
imprecise point. Point sets with size ranging between 103 and 108 points have been generated.
Platform. Experiments have been done on the following platform:
— CGAL 3.8 (gcc 4.3.2 release mode), — Linux-FC10,
— timings obtained with the CGAL::Timer, — 3.00 GHz processor 32 GByte RAM.
Results. In the following table, we report the average time for a point insertion and the average
number of triangles visited during the straight walks used in point locations.
2D random running time (µs) per point
imprecise points ] visited triangles per point ] cache miss ? per point
n 103 104 105 106 107 108
Shewchuk 0.98 1.12 1.05 1.67 2.34
(divide & conquer) 5.3 2.3 2.8 20 39
spatial sort 1.2 0.92 0.90 0.98 1.12 1.36
+ insert in order 3.74 14 3.63 3.6 3.71 3.1 3.67 5.3 3.55 7.7 3.71
locate from hint 0.9 0.81 1.25 3.1 4.1 6.1
in random order 2.83 14 2.80 3.5 2.77 9.7 2.75 27 2.75 32 2.74
locate from hint 0.9 0.78 0.64 0.66 0.67 0.79
in spatial sort order 2.82 14 2.80 3.5 2.77 3.3 2.76 3.8 2.75 3.8 2.75












Figure 2: At most two disks overlapping with complexity Ω(n2).
We first observe that the average numbers of triangles visited during the walk to locate a point
from its hint (our method) or its predecessor in spatial sort (CGAL method) are both a small
constant independent of the size of the point set. The number of visited triangles is around 2.8 for
the hint and about 3.7 for spatial sort. Thus our theoretical linear complexity is confirmed by the
experiments.
Unfortunately, a similar behavior is not observed for the running time. Our interpretation is
that the random insertion order is demanding more and more to the cache memory management
when the input size increases. Since the spatial sort order insert the new point near the previous
one, relevant triangles are already loaded in the cache memory and it reaches a better running
time, even if the length of the walk is longer than for our method. We combine the advantages of
both methods by using the spatial sort order to preprocess the imprecise points and to process the
instance with our method. The results are satisfactory and our method is clearly faster than the
direct computation.
4 Beyond disjoint unit disks in the plane
The algorithm does not need the disks to be disjoint nor have unit radius, these hypotheses are
only useful for proof of complexity. In fact if we allows unit disks overlapping at most k times the
Delaunay triangulation of an instance is computed in O(kn) time.
If the unit radius hypothesis is removed, the proof of complexity falls. Indeed, it is possible to
design an example of n disks overlapping at most twice such that the algorithm takes quadratic
time (see Figure 2). In that example the hint for xi is yi with probability
1
2 (and vice versa) while
Ŝ can be arranged close to the y axis so that there is i points in between xi and yi.
The analysis extends to higher dimensions under additional hypotheses on the data, that are
usual for random incremental construction. We get: if S is such that for a random sample R of
size r the expected sizes of DTṘ and DTR̂ are both O(r), then S can be preprocessed in O(n log n)
time such that the Delaunay triangulation of an instance is computed O(n) time. Our experiments
in 3D, show a running time a bit smaller than spatial sort. The smallness of the gain is mainly
due to the fact that in 3D the relative weight of point location compared to the modification of the
data structure is smaller than in 2D.
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