Maximizing a supermodular pseudoboolean function: A polynomial algorithm for supermodular cubic functions  by Billionnet, A. & Minoux, M.
Discrete Applied Mathematics 12 (1985) 1-11 
North-Holland 
MAXIMIZING A SUPERMODULAR PSEUDOBOOLEAN 
FUNCTION:  A POLYNOMIAL  ALGORITHM FOR 
SUPERMODULAR CUBIC  FUNCTIONS 
A. B ILL IONNET 
IIE/CNAM and Ddparternent de Mathdmatiques AppliquOes du CNET, Paris, France 
M. MINOUX 
Ddpartement de Mathdmatiques Appliqu6es du CNET, Paris, France 
Received 19 January 1984 
Revised 20 November 1984 
The problem of maximizing a pseudoboolean function (or equivalently a set function) which 
is supermodular, has many interesting applications e.g. in combinatorial optimization, Opera- 
tions Research etc. Up to now, a number of special cases of pseudoboolean functions have been 
known, the maximization ofwhich can be converted into the search for a maximum flow in an 
associated network. These were essentially the so-called negative-positive pseudoboolean func- 
tions (which, as will be noted here, turn out to be supermodular). First it is shown here how these 
results on negative-positive functions can be more easily derived by using the concept of conflict 
graph. The conflict graph approach isthen generalized to extend the class of problems amenable 
to maximum network flow problems to the whole set of cubic supermodular pseudoboolean 
functions. 
I. Introduction 
Many problems in graph theory or combinatorial  optimization can be formulated 
as the search for the maximum or the min imum of a pseudoboolean function, i.e. 
a real funct ion of n binary variables xl,  x2 . . . . .  xn, which, without loss of generali- 
ty, may be written as: 
P 
f (x l ,  x2 . . . . .  xn)= ~ bk 1-I xj +K 
k=l  j~N k 
where, for any k ( l<k<p) ,b  k is a real number,  N k is the index subset of the 
variables in the kth monomial ,  and K is a constant. 
We note that funct ion f may be equivalently considered as a set funct ion 
~(E)~ on E={1,2  . . . . .  n} by considering any n-vector xe{0,1}"  as the 
characteristic vector of the subset Sx= {i l ieE; xi= 1}. 
Optimizing an arbitrary pseudoboolean function (or equivalently an arbitrary set 
function) belongs to the class of the so-called NP-complete problems [10] for which 
no polynomial  algorithms are known (and probably do not exist). There is, 
however, a number  of interesting special cases for which polynomial  algorithms 
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could be found, in particular the so-called negative-posit ive pseudoboolean func- 
tions (where the coefficients of the linear terms have any sign, and higher degree 
terms have positive coefficients) the maximization of which can be converted into 
a maximum network flow computation i  an associated graph [18]. 
A situation which generalizes the above special case is when function f to  be max- 
imized enjoys the so-called supermodularity property. In terms of set functions, a 
function f :  ~(E) ~ ~ is said to be supermodular if and only if, for any ACE,  BCA,  
i~A:  
f (A  1.3 {i }) - f (A )  >_f(B k3 {i }) - f (B ) .  
Other equivalent definitions of supermodularity will be found in [8] for instance. 
Our purpose here is to show that the class of problems amenable to maximum 
network flow computations can be extended to the whole set of cubic supermodular 
pseudoboolean functions (which is not limited to cubic negative-positive 
pseudoboolean functions). This result may be considered as a step towards the 
search for polynomial algorithms, more efficient in practice than Khachian's 
algorithm for maximizing an arbitrary supermodular pseudoboolean function (cf. 
Gr6tschel, Lov~isz & Schrijver [12]). 
2. A special case of supermodular functions: negative-positive pseudoboolean 
functions 
Let f(xa . . . . .  Xn) be a pseudoboolean function of n binary variables xi 
(i= 1, 2 .. . . .  n). For any i eE ,  jeE ,  i~ j  define the pseudoboolean functions q~ij and 
~u(/by: 
f (xl . . . . .  Xn) = XiXj(Oij (Xl . . . . .  Xi- l, Xi + l . . . . .  Xj- l, Xj + l .... ,Xn) 
-I- I]/i j(Xl, . . .  ,Xn)  
where the monomials of ~;j do not contain the product xixj. Function ~0ij will be 
called the second derivative of f with respect o the variables xi and xj. 
It can be shown (see [8] for instance) that f is supermodular if and only if, for 
any pair of variables xi, xj ( i~ j )  the second derivative ~oij is nonnegative whatever 
the values assigned to the other variables. 
In the quadratic ase, this necessary and sufficient condition shows that f i s  super- 
modular if and only if all the coefficients of the quadratic terms are nonnegative. 
Observe that, if the coefficient of a linear term is nonnegative, then the correspon- 
ding variable may be definitely fixed to 1 in the search for a maximum 1.Thus it is 
not restrictive to consider only quadratic supermodular functions in which all coeffi- 
cients of the linear terms are strictly negative. 
1 Another interesting consequence of this property is that the maximum of any supermodular 
pseudoboolean fu ction without linear terms is obtained by fixing all variables to 1. 
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Quadratic supermodular pseudoboolean functions thus belong to the class of 
pseudoboolean functions with linear terms of any sign and higher degree terms with 
nonnegative coefficients. These functions, termed negative-positive by some 
authors (after fixing to 1 the variables corresponding to positive linear terms) are 
obviously supermodular in view of the necessary and sufficient condition for super- 
modularity recalled earlier. It has been shown [18] that maximizing such functions 
can be performed polynomially via maximum network flow computations and the 
Ford-Fulkerson algorithm. 
We provide here a new derivation of this (old) result by reducing the 
pseudoboolean maximization problem to the search for a maximum weight stable 
set on a bipartite graph (conflict graph). 
Suppose we are interested in maximizing a negative-positive pseudoboolean func- 
tion of the form 
j (X l  . . . . .  x,)= c, x,+ b, rI 
j= l  i=1 jeN~ 
where cj > 0 (Vj = 1 .... , n) and b i > 0 ( Vi = 1 . . . . .  m). Replacing xj by Xj = 1 - xj in all 
the linear terms, to get rid of the negative coefficients, we get: 
f=-- ~ gj+ ~ CjXj+ ~ bi H x j (1)  
j= l  j= l  i=1 j~N, 
which is recognized as a posiform see [16]. 
Now, it is well-known that the maximization of such a posiform can be refor- 
mulated as the search for a maximum weight stable set in an associated graph G(f )  
called the conflict graph (see Hammer [14]). Here the conflict graph G(f )  associated 
with (1) has node set X( f )= VU W where V= { 1, 2 .. . . .  n } is the set of nodes cor- 
responding to linear terms, and W= { 1, 2 . . . . .  m } the set of nodes corresponding to
nonlinear terms, and there exists an edge linking two nodes if and only if one of 
the associated terms contains a variable, and the other the same variable com- 
plemented. Thus, G(f )  is a bipartite graph since it contains only edges joining nodes 
in Vto nodes in W. The maximization of f thus reduces to determining a maximum 
weight stable set in the bipartite graph G(f ) ,  where the nodes of V are assigned 
weights cj>O ( j= 1 . . . . .  n) and nodes of W are assigned weights b i (i= 1, . . . ,m). 
It is easily realized that the latter problem can be solved polynomially by com- 
puting a maximum flow between s and t in the transportation network deduced from 
G(f )  by: 
- adding a node s (called source) and n arcs (s, j)  with upper capacity bound c 1 
( j  = 1 . . . . .  n ) ;  
- adding a note t (called sink) and m arcs (i, t) with upper capacity bound b i 
(i = 1 . . . . .  m); 
- assigning to the arcs (j, i) of G(f )  an upper capacity bound + oo. 
Let [A, X( f )  - A] where s e A, t e A = X(f)  - A be the minimum cut obtained. The 
maximum weight stable set which we are looking for is then defined by: 
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S=(An V)U(,~ n w)  
from which the values of the individual variables at the maximum of f are easily 
deduced. 
Example. Consider the function 
f= - 2xl - 3x2 - 2x3 - 3x4+ 2xl x2+ 3x~x3 + 6x3 x4. 
The associated transportation network and the corresponding maximum flow are in- 
dicated on Fig. 1 below. The nodes associated with the terms 3~ 2, 3xl x3 and 6x3 x4 
form a maximum weight stable set in the bipartite graph. Its weight being 12, the 
maximum value o f f  is 12 -  (2 + 3 + 2 + 3) = 2 and is obtained for the set of values 
of the variables atisfying: 
X2 = 1, Xl X 3 = 1, x3 x 4 = 1, 
i.e. for Xl =x3=x4= 1 and xz=O. 
3. Maximizing a cubic supermodular pseudoboolean function 
Using the concept of conflict graph, we now present a new reduction to the max- 
imum flow problem for the whole class of cubic supermodular pseudoboolean func- 
tions. We begin by stating a preliminary result characterizing cubic supermodular 
pseudoboolean functions. 
Lemma 1. A cubic pseudoboolean function f (x  I . . . . .  xn) is supermodular, i f  and 
only i f  it can be written 
f (x  I . . . . .  Xn)=-  ~ CjXj+ ~ CjXj+ ~ CijXiX j
jEJ-  j~J+ i,jEIJ 
3 ~ 34 
Fig. 1. 
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where the following conditions hold: 
cj>_O (V js J - ) ;  ci>_0 
Cijk>_O (V(i,j, k)~IJK+); 
and 
V( i , j )e{ l ,2  ..... n} 2, i<j: 
(VjEJ+); cij>O (V(i, j)eIJ); 
cijk>_O (V(i, j ,k) e l JK - )  
Cq ~ 2 Cuk 
k / ( i , j ,  k)  E I JK  
Proof.  (i) The condition is sufficient. 
For any (i,j)~ {1, 2 . . . . .  n} 2, i<j,  the second derivative is 
oij = cij + E cijk xk - E xk 
k/( i ,  j ,  k )  e I JK  ~ k/ ( i ,  j ,  k)  • I lK  - 
which is nonnegative whatever the values of the variables if the conditions of the 
lemma hold. 
(ii) The condition is necessary. 
A cubic pseudoboolean function may always be put in the form: 
f (x  1 ..... xn)= ~ cjxj-  ~ cjxj+ ~ cijxix j 
j E J  + j• J~ ( i , j )• I J  
with 
+ ~ CokXiXjXk -- ~ ciikxixjxk 
( i , j ,  k )  E I JK  + ( i , j ,  k )  e I JK  - 
Cj>_O (VjeJ - ) ;  cj>O (VjeJ+); 
cijk>O (V(i, j ,k)6IJK+); cijk>_O (V( i , j ,k)~I JK-) .  
For all ( i , j )e{1 ,2  . . . . .  n} 2 the second derivative is: 
~o~j = c~j + ~ c~j, xk -  ~ _ cij~xk. 
k / ( i , j ,  k )  e I JK  + k / ( i , j ,  k )  e I JK  
In order that ~oij be nonnegative whatever the values taken by the variables, it is 
necessary that all co>__0 (otherwise setting xk=0, Vk=l  ..... n, (Pij would be 
negative). 
Now suppose that there exists ( i , j)e {1, 2 . . . . .  n} 2 such that 
cij < ~ Cijk 
k / ( i , j ,  k )  e [ JK -  
By setting xk=O for all k such that (i,j, k )e l JK  + and xk= 1 for all k such that 
(i, j, k) ~ I JK- ,  ~ij would take a negative value. Thus all the conditions stated in the 
lemma are necessary. [] 
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In the following, we shall consider only cubic supermodular functions including 
all the possible linear terms with a negative coefficient (since in case of nonnegative 
linear terms, the corresponding variables can be fixed to 1, see remark in Section 
2 above). 
Now let us transform the cubic terms with negative coefficients in f by com- 
plementing all the variables. For a monomial - xixjxk this provides: 
-- Xi Xj  Xk = -- 1 -- Xi Xj  -- Xi Xk -- Xj  Xk q- Xi -l- Xj q- Xk "~l- .~i Xj .~k . 
Hence f may be rewritten as 
f(x, . . . . .  x.)= ~ cjxj+ ~ cjxd+ ~, cDxix j 
j E J  + dE J -  ( i , j )~ l J  
+ ~, Cijkxixjxk+ ~ CijkXiXjXk+K'. (3) 
( i , j ,k )E I JK  + ( i , j ,k)  e l JK  
The nonnegativity of all coefficients of the nonlinear terms is obvious, except for 
t ¢ cij. Computing c~j we get: 
eD=c,j- 2 cok 
k/(i , j ,  k) e I JK-  
which is indeed nonnegative by virtue of Lemma 1. 
We are now in a position to state: 
Theorem 1. The problem of  maximizing a cubic supermodular pseudoboolean func- 
tion can be reduced to a maximum weight stable set problem in a bipartite graph, 
hence can be solved polynomially by a maximum flow algorithm. 
Proof.  We first observe that the number of terms in the transformed expression (3) 
of  f is not greater than the number of terms in the initial expression (2). On the other 
hand, the conflict graph resulting from (3) is bipartite since, in each term, the 
variables appear either all in their direct form, either all in their complemented 
form. Thus, maximizingfis equivalent to a maximum weight stable set problem on 
a bipartite graph. [] 
Example. Consider the following cubic supermodular pseudoboolean function 
f=  - 6xl - 3x2- x3-4x4 
+ 5xi x2 + 3xlx3 + 2x2 x3 + 3xlx4+4x2x4+x2x3x4 
-- 2XI  X2X3- -  3XI X2X4.  
Let us convert his function into an homogeneous posiform. 
We obtain: 
f=  -6x~-  3x2-x3-4x4 
+ SXlXE+ 3XlX3+ 2x2x3+ 3xlx4+4x2x4 
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+ x2 x3 x4 
+2( -1  - Xl X2 - Xl X3 - x2 x3 + xl  + x2 + x3 + xl  x2 x3) 
+3( -  1 -x lx2 -x lx4 -x2x4+x I + X2 + X4 + )(1 .,~2.,~4) 
= --Xl+2X2+X3--X 4 
+ X1X3 + X2 X 4 
+ X2 X3 X4 
+ 22~ -~2.~3 +3.~ .~2 X4 
--5 
=-'~1 + 2X2 + X3 +-'~4 
+ Xl X3 + Xz X 4 
+ X2X3X4 
+ 221 X2 X3 + 3Xl X2 X4 
--7 
=f ' - -  7. 
The maximum of f '  is equal to the weight of the maximum weight stable set in the 
following conflict graph H (see Fig. 2) which is bipartite. 
A maximum weight stable set of H can be found by computing a maximum flow 
between s and t in the transportation network of Fig. 3 (see Section 2). 
A maximum flow is indicated on Fig. 3 above and gives a maximum weight stable 
set of the bipartite graph H; it is composed of the nodes associated with the terms 
xl, 221x2xa, 3~'~2X4 and x4. Its weight being 7 the maximum of f is 7 -7=0 and 
is obtained from the set of values of the variables atisfying: 




2 ~ ~2~,3~x i  
a h ~ ~  ~x 4
i 4 ~ ~'~ x2x3x4 
Fig. 2. The conflict graph H. 
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minimum cut 
o r=] 
y .  
Fig. 3. The maximum flow on the transportation network associated with H. 
4. Concluding remarks 
We end up with a few remarks concerning the links between some important 
subclasses of pseudoboolean functions related to the results stated above: 
(1) the subclass (S) of supermodular functions; 
(2) the subclass (C) of pseudoboolean functions f which can be transformed into 
a negative-positive one by a change in variables (i.e. changing xj to 
1-y j ,  yj~ {0,1} in all terms o f f  for some subset of variables); 
(3) the subclass (C') of pseudoboolean functions which can be converted by com- 
plementation of some variables into a homogeneous posiform, i.e. a posiform where 
each term contains either variables in their direct form only, or in their com- 
plemented form only (an homogeneous posiform has a conflict graph which is 
bipartite). 
(i) I f  a function f is in (C), then there is a function f '  obtained from f by 
a change in variables uch that f '  is in (C'). 
Indeed, since, once a function f in  (C) has been converted into a negative-positive 
one, one clearly obtains an homogeneous posiform by complementing the variable 
in each linear term with negative coefficient (as indicated in Section 2). 
(ii) There exist functions in (C) which are not supermodular. 
To see this, we choose a negative-positive function where all quadratic terms are 
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present, and we perform a change in variables yj = 1 -x j  for some (arbitrarily 
chosen) variables. In this transformation we obtain a function with negative 
quadratic terms, which obviously cannot be supermodular. Let us note that the 
quadratic functions in (C) have been considered by Hammer et al. [15] who call 
them unimodular. 
(iii) (C') C (S). 
Let f be a function in (C') and consider a homogeneous posiform 
f :  ~, c(U) H xi+ ~ c(T) H xi 
U i~U T iaT  
where c(S) and c(T)>O. 
Each conjunction Hi~u xi or Hi~r xi is supermodular (just consider the second 
derivatives). Since f is a sum of supermodular functions it is supermodular, too. 
(iv) There exist supermodular functions which are not in (C') and thus not 
in (C) either. 
The following function 
fl  = 100xl x2 + 100x2x3 + 100x3 x4 + 100Xl x4 + 100xl x3 
+ lOOx2x4-xlx2x3x4 
is clearly supermodular since all quadratic terms are present with a sufficiently large 
coefficient. However, the degree four term cannot be made positive by complemen- 
ting all variables. Thus fl cannot be converted into a homogeneous posiform. 
(v) (S) and (C') coincide for cubic functions. 
This property follows immediately from (iii) and the results of Section 3. 
From a practical and algorithmic point of view, the class (C') of pseudoboolean 
functions which can be converted into a homogeneous posiform is of much interest, 
since, the conflict graph of such functions being bipartite, they can be maximized 
via network flow techniques. Though it includes the subclass of negative-positive 
functions (modulo a change in variables), a proper characterization f  membership 
in (C') remains to be found, except for the cubic case for which it has been shown 
here that supermodularity is a necessary and sufficient condition for a function to 
be in (C'). 
Note on related work 
Upon completing this work, P. Hansen turned to our attention that our result had 
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been independently obtained by L.A. Wolsey who kindly sent us his (unpublished) 
handwritten otes. 
Unl ike the approach presented here, his way of deriving the result doesn't  make 
use of the conflict graph concept, but instead is based on an extension of the 
Bal insk i -Rhys property, which reads: 
The problem 
Maximize ~ ¢ixi + Irl-~2 i~r J 2#r 1-j~rl-[ (1-xj) 
can be solved as a maximum network f low problem if  br>_ 0 and fir<__ O. 
It is then sufficient o observe that the transformat ion 
XiXjXk = 1 + XiXj+ XiXk + XjXk--Xj--Xi--Xk--(1 --Xi) (1 --Xj) (1 --Xk) 
applied to all cubic terms with negative coefficients in a supermodular cubic func- 
t ion leads to exactly the form above. 
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