These problems result from the increasing complexity of most technological processes, the availability of sophisticated sensors in both technological and natural worlds, and the existence of sophisticated information processing systems, which are widely used. Solutions to such problems are of crucial interest for safety, ecological, and economical reasons. And because of the availability of the above-mentioned information processing systems, complex monitoring algorithms can be considered and implemented. The common feature of the above problems is the fact that the problem of interest is the detection of one or several abrupt changes in some characteristic properties of the considered object. The key difficulty is to detect intrinsic changes that are not necessarily directly observed and that are measured together with other types of perturbations. For example, it is of interest to know how and when the modal characteristics of a vibrating structure change, whereas the available measurements (e.g., accelerometers) contain a mix of information related to both the changes in the structure and the perturbations due to the environment.
Many monitoring problems can be stated as the problem of detecting a change in the parameters of a static or dynamic stochastic system. The main goal of this book is to describe a unified framework for the design and the performance analysis of the algorithms for solving these change detection problems. We call abrupt change any change in the parameters of the system that occurs either instantaneously or at least very fast with respect to the sampling period of the measurements. Abrupt changes by no means refer to changes with large magnitude; on the contrary, in most applications the main problem is to detect small changes. Moreover, in some applications, the early warning of small -and not necessarily fast -changes is of crucial interest in order to avoid the economic or even catastrophic consequences that can result from an accumulation of such small changes. For example, small faults arising in the sensors of a navigation system can result, through the underlying integration, in serious errors in the estimated position of the plane. Another example is the early warning of small deviations from the normal operating conditions of an industrial process. The early detection of slight changes in the state of the process allows to plan in a more adequate manner the periods during which the process should be inspected and possibly repaired, and thus to reduce the exploitation costs.
Our intended readers include engineers and researchers in the following fields :
signal processing and pattern recognition; automatic control and supervision; time series analysis; applied statistics; quality control;
condition-based maintenance and monitoring of plants.
We first introduce the reader to the basic ideas using a nonformal presentation in the simplest case. Then we have tried to include the key mathematical background necessary for the design and performance evaluation of change detection algorithms. This material is usually spread out in different types of books and journals.
The main goal of chapters 3 and 4 is to collect this information in a single place. These two chapters should be considered not as a small textbook, but rather as short notes that can be useful for reading the subsequent developments.
At the end of each chapter, we have added a Notes and References section and a summary of the main results. We apologize for possible missing references.
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Basic Notation
Notation Meaning
fxg
Indicator function of event x.
r
Vector of size r made of 1. fx : : : : g
Set of x such that.
R
Set of real numbers.
a; b
Open interval.
Closed interval.
max k ; min k
Extrema with respect to an integer value.
sup x ; inf x
Extrema with respect to a real value.
X Y
Same order of magnitude.
Approximately equal.
kvk 2 A = v T Av Quadratic form with respect to matrix A. 
Notation for Probability

Notation Meaning
Sample (abstract) space.
B
Event space, sigma algebra of subsets of .
Probability measure.
PB
Probability of the event B 2 B .
E
Expectation.
Y
Random variable, scalar, or vector.
y Argument of the distribution functions.
Fy
Cumulative distribution function, cdf.
Vector of parameters with dimension`.
i 1i`C oordinates of the vector parameter .
Parameter.
Change direction. P = fP g 2 Parametric family of probability distributions.
py; f y
Probability density, pdf. 
'y
Gaussian density, with = 0 ; = 1 . 
T , ;h
Exit time from the interval , ; h.
P , jz Abbreviation for P S T , ;h , jS 0 = z. E , jz
Abbreviation for E T , ;h jS 0 = z.
w.p.1.
Abbreviation for "with probability 1."
Notation for Statistics
Notation Meaning H Hypothesis. Error probability. Power.
K
Class of tests with level 1 , .
Quantile of the normal distribution corresponding to level 1 , .
I
Fisher information.
K
Kullback information.
J
Kullback divergence (symmeterized information). T Stopping time.
Nz
ASN function, as a function of the initial value z of the cumulative sum.
Shifted log-likelihood ratio. Vector made of successive y . , "Gain" matrix for x . "Gain" matrix for y .
Signature of additive change on the innovation.
Signature of additive change on the parity vector.
K x
Transfer function for the contribution of x to .
K y
Transfer function for the contribution of y to .
H x
H y
Introduction
In this chapter, we describe the purpose and contents of the book. In section 1.1 we give the theoretical and applied motivations for change detection. The last part of this section consists of three possible statistical problem statements for change detection, together with the intuitive definition of the corresponding criteria to be used for the design and performance analysis of change detection techniques. The formal definition of these criteria is given at the end of chapter 4, after the introduction of the key mathematical tools to be used throughout the book. In section 1.2, we introduce five typical application examples, which we will use to introduce the main techniques. In section 1.3, we describe the organization of the book, based on a classification of change detection problems according to the types of characteristics that change. We give a short description of each chapter and a general flowchart of the chapters. Finally, in section 1.4, we comment further on several critical issues concerning the design of change detection algorithms and the investigation of their properties.
Introducing Change Detection
In this section, we introduce abrupt changes for segmentation, fault detection, and monitoring. We describe the main motivations for the investigation of change detection problems. Illustrating examples are described in the next section. Then we classify the topics of change detection methodology into three main classes of problems encountered in signal processing, time series analysis, automatic control, and industrial quality control. Next, we give three statistical problem statements and the intuitive definition of the corresponding criteria. Finally, we describe the purpose of the book.
Motivations
An intensively investigated topic is time series analysis and identification. The main assumptions underlying these investigations are that the properties or parameters describing the data are either constant or slowly time-varying. On the other hand, many practical problems arising in quality control, recognition-oriented signal processing, and fault detection and monitoring in industrial plants, can be modeled with the aid of parametric models in which the parameters are subject to abrupt changes at unknown time instants. By abrupt changes, we mean changes in characteristics that occur very fast with respect to the sampling period of the measurements, if not instantaneously. Because a large part of the information contained in the measurements lies in their nonstationarities, and because most of adaptive estimation algorithms basically can follow only slow changes, the detection of abrupt changes is a problem of interest in many applications, as we show in the five examples of section 1.2. The detection of abrupt changes refers to tools that help us decide whether such a change occurred in the characteristics of the considered object.
The first meaning of abrupt change thus refers to a time instant at which properties suddenly change, but before and after which properties are constant in some sense, e.g., stationary. This notion serves as a basis to the corresponding formal mathematical problem statement, and to the formal derivation of algorithms for change detection.
It should now be clear that abrupt changes by no means imply changes with large magnitude. Many change detection problems are concerned with the detection of small changes, as we discuss now.
Fault Detection in Controlled Dynamic Systems
The problem of fault detection for monitoring an industrial process involves two types of questions. First, of course, the detection of failures or catastrophic events should be achieved. But second, and often of crucial practical interest, the detection of smaller faults -namely of sudden or gradual (incipient) modifications, which affect the process without causing it to stop -is also required to prevent the subsequent occurrence of more catastrophic events. As we explain in examples 1.2.2 and 1.2.5, both faults and failures can be approached in the abrupt change detection framework, with all the aspects of detection, estimation, and diagnosis usually implied in most failure detection and isolation (FDI) systems. Such a detection tool helps to increase the reliability and availability of the industrial process by reducing the number of shutdowns that are necessary for systematic maintenance. Usually, one has to distinguish between instruments and process faults. The detection of these two types of faults do not involve the same degree of difficulty. Instruments faults can often be modeled by an additive change in a state-space model, whereas process faults are more often nonadditive changes in the state of such models (see section 1. 3).
In this situation, fast detection is often of crucial importance, for the reconfiguration of the control law, for example. Two uses of the change detection methodology in this framework are of interest. The first is related to the automatic processing of individual signals, as we discuss in the next paragraph. The second is more involved, from the point of view of the modeling information that is required. If the detection of the process faults is desired, and not only that of the instrument faults, or if isolation information is desired, then a partial knowledge of the physical model of the process is required to achieve the diagnosis of the fault in terms of its location in the process and physical cause. Both geometrical tools from system theory and statistical tools for change detection are used in these situations. We refer to example 1.2.5 for further discussion of these issues.
Segmentation of Signals
Now we discuss another important practical motivation for change detection. In recognition-oriented signal processing, the segmentation of signals refers to the automatic decomposition of a given signal into stationary, or weakly nonstationary, segments, the length of which is adapted to the local properties of the signal. As we show in examples 1.2.3 and 1.2.4, the change detection methodology provides preferential tools for such an automatic segmentation, which can be achieved either on-line or off-line. In this situation, the problems of interest are the detection of the changes in the local characteristics, and the estimation of the places, in time or space, where the changes occur. False alarms are relatively less crucial than in the previous case of fault detection, because they can be dealt with at the next stage of the recognition system. For example, in continuous speech processing, these algorithms can be used for detecting true abrupt changes. However, in practice these algorithms also give relevant results in less simple situations, for more slow transitions between pieces of signal where the properties of the signal are in fact slowly time-varying before and after the abrupt change [André-Obrecht, 1988]. The same is true in biomedical and seismic signal processing, where several segmentation algorithms have been derived and used for detecting onsets of spikes in EEG signals or P-waves in ECG signals or S-waves and P-waves in seismic data. We refer to examples 1.2.3 and 1.2.4 for additional comments on this point. Finally, let us emphasize that this context of signal segmentation is also valid in the framework of monitoring of industrial processes, where the analysis of individual sensors or actuators signals, without using any information about the model of the whole system, can bring key information for monitoring and fault detection.
Gain Updating in Adaptive Algorithms
Adaptive identification algorithms basically can track only slow fluctuations of characteristic parameters. For improving their tracking performances when quick fluctuations of the parameters occur, a possible solution consists of detecting abrupt changes in the characteristics of the analyzed system. The estimation of the change time and magnitude basically allows a more accurate updating of the gains of the identification algorithm. Such 
Summary
The motivations leading to the change detection framework and methodology can be summarized as follows :
From the theoretical point of view, it allows us to process abrupt changes and thus it is a natural counterpart to the adaptive framework and state of the art which basically can deal only with slow changes; and it is one way to approach the analysis of nonstationary phenomena.
From the practical point of view, statistical decision tools for detecting and estimating changes are of great potential interest in three types of problems :
1. quality control and fault detection in measurement systems and industrial processes in view of improved performances and condition-based maintenance; 2. automatic segmentation of signals as a first step in recognition-oriented signal processing; 3. gain updating in adaptive identification algorithms for improving their tracking ability.
The implementation of change detection techniques in these three types of situations is generally achieved with the aid of different philosophy and constraints (e.g., by choosing different models and criteria and by tuning of the parameters of the detectors), but basically the same methodology and tools apply in all situations.
Problem Statements and Criteria
We now discuss change detection problems from the point of view of mathematical statistics. We describe several problem statements and give the intuitive definitions of the corresponding criteria. Statistical change detection problems can be classified into three main classes for several reasons. The first lies in the theoretical definition of criteria used for deriving the algorithms; the second motivation comes from practical experience with different types of problems; and the last reason is historical, as sketched below. Recalling that the formal definition of criteria is given at the end of chapter 4, we now describe these three classes of problems.
On-line Detection of a Change
A preliminary statement for this question can be formulated as follows. Let y k 1kn be a sequence of observed random variables with conditional density p y k jy k,1 ; : : : ; y 1 . Before the unknown change time t 0 , the conditional density parameter is constant and equal to 0 . After the change, the parameter is equal to 1 . The on-line problem is to detect the occurrence of the change as soon as possible, with a fixed rate of false alarms before t 0 . The estimation of the change time t 0 is not required. The estimation of the parameters 0 and 1 is not required, but sometimes can be partly used in the detection algorithm. We implicitly assume that, in case of multiple change times, each change is detected quickly enough, one after the other, such that at each time instant only one change has to be considered. In the on-line framework, the detection is performed by a stopping rule, which usually has the form t a = i n f fn : g n y 1 ; : : : ; y n g
where is a threshold, and g n n1 is a family of functions of n coordinates. Simple stopping rules are presented in chapter 2. The alarm time t a is the time at which the change is detected. Note that if t a = n, it is sufficient to observe the sample up to time n, which explains the name of "sequential" or on-line point of view.
In the on-line framework, the criteria are the delay for detection, which is related to the ability of the algorithm to set an alarm when a change actually occurs, and the mean time between false alarms (see section 4.4). Usually the overall criterion consists in minimizing the delay for detection for a fixed mean time between false alarms. We explain in section 4.4 that, from the mathematical point of view, two different definitions of the delay can be stated, which give rise to different results and proofs of optimality for various change detection algorithms.
Off-line Hypotheses Testing
We now consider the hypotheses "without change" and "with change In this problem statement, the estimation of the change time t 0 is not required.
As we explain in section 4.1, the usual criterion used in hypothesis testing is a tradeoff between the ability to detect actual changes when they occur, which requires a great sensitivity to high-frequency effects, and the ability not to detect anything when no change occurs, which requires a low sensitivity to noise effects. These are obviously two contradictory requirements. The standard criterion is usually to maximize the probability of deciding H 1 when H 1 is actually true (i.e., the power), subject to the constraint of a fixed probability of deciding H 1 when H 0 is actually true (i.e., the size or probability of false alarms). In section 4.4, we explain why this criterion is especially difficult to use in the statistical change detection framework.
Off-line Estimation of the Change Time
In this problem statement, we consider the same hypotheses as before, and we assume that a change does take place in the sample of observations. Let y k 1kN be this sequence of random observations with conditional density p y k jy k,1 ; : : : ; y 1 . Before the unknown change time t 0 , which is assumed to be such that 1 t 0 N, the parameter of the conditional density is constant and equal to 0 . After the change, the parameter is equal to 1 . The unknown change time has to be estimated from the observations y 1 ; : : : ; y N (1 N 1) with maximum accuracy. The estimation of t 0 can possibly use information about 0 and 1 , the availability of which depends upon situations. In such an estimation problem, we intentionally leave out the search for multiple change times between 1 and N.
The problem is to estimate t 0 . This problem is a typical estimation problem for a discrete parameter.
Obviously, this estimate has to be as accurate as possible. Usually, this accuracy is estimated by the probability that the estimate belongs to a given confidence interval, or by the first two moments of the probability distribution of the estimation error (bias and standard deviation).
Other types of criteria for deriving change estimation algorithms are discussed in [Bojdecki and Hosza, 1984, Pelkowitz, 1987].
Summary
In some practical applications all three types of problems may have to be solved together. We also emphasize here that an off-line point of view may be useful to design a decision and/or estimation function that is finally implemented on-line. We discuss this in section 1.4 .
The five intuitive performance indexes for designing and evaluating change detection algorithms are the following :
mean time between false alarms;
probability of false detection;
mean delay for detection;
probability of nondetection;
accuracy of the change time and magnitude estimates.
We use these five indexes throughout the book. Another useful index consists of the Kullback information between the distributions before and after change. This distance does have a strong influence on the abovementioned performance indexes, and we use it as a weak performance index when discussing detectability issues.
Another property of change detection algorithms is of great practical importance, and that is the robustness. Algorithms that are robust with respect to noise conditions and to modeling errors, and that are easy to tune on a new signal, are obviously preferred in practice. These robustness features cannot easily be formally stated, but should definitely be kept in mind when designing and experiencing change detection algorithms. This issue is discussed in several places in this book.
Purpose of the Book
This book is basically devoted to the design and investigation of on-line change detection algorithms. The off-line problem statement is discussed much more briefly, and mainly with a view to the discussion of some applications.
When designing change detection and estimation algorithms, it may be useful to distinguish two types of tasks :
1.
Generation of "residuals" : These artificial measurements are designed to reflect possible changes of interest in the analyzed signal or system. They are, for example, ideally close to zero when no change occurs and significantly different from zero after the change. This is the case of the so-called parity checks, designed with the aid of the analytical redundancy approach. In other cases, the mean value or the spectral properties of these residuals may change when the analyzed system is changing. From the mathematical statistics point of view, a convenient way for generating these artificial measurements consists of deriving sufficient statistics.
Design of decision rules based upon these residuals :
This task consists of designing the convenient decision rule which solves the change detection problem as reflected by the residuals.
In this book, we mainly focus on parametric statistical tools for detecting abrupt changes in properties of discrete time signals and dynamic systems. We intend to present didactically generalizations of points of view for designing algorithms together with new results, both theoretical and experimental, about their performances. The starting point is elementary well-known detectors used in industrial applications. We then generalize this approach in two tasks to more complex situations in which spectral properties of signals or dynamic properties of systems change. This book is intended to be a bridge between mathematical statistics tools and applied problems. Therefore, we do not derive all mathematical statistics theories, and readers who want complete mathematical results and proofs must consult other books or papers, indicated in references. Even though great emphasis is placed on task 2, we also address the problem of deriving solutions for task 1. Deterministic solutions, such as in the analytical redundancy approach, are often based on geometrical properties of dynamic systems, as discussed further in section 1.4 and later in chapter 7. Mathematical statistics solutions, such as sufficient statistics or the so-called local approach, are further described in the following chapters, especially chapter 8.
Application Examples
In this section, we describe five typical application examples of change detection techniques. For each example, we give a short description of the particular problem and its context, including the main references. For some of these models, the detailed information about the possibly complex underlying physical models is given in chapter 11. This selection of examples is not exclusive; it is intended to give only sufficient initial insights into the variety of problems that can be solved within this framework, and to serve as much as possible as a common basis for all the algorithmic equipment presented in the subsequent chapters. In chapter 11, we come back to application problems, showing results of processing real signals with the aid of change detection algorithms, and discussing several potential application domains.
In the present chapter, the five examples are ranged according to the increasing complexity of the underlying change detection problems. We start with quality control and condition monitoring of inertial navigation systems (examples 1.2.1 and 1.2.2). Then we describe seismic signal processing and segmentation of signals (examples 1.2.3 and 1.2.4). Finally, we discuss failure detection in mechanical systems subject to vibrations (example 1.2.5).
Quality Control
One of the earliest applications of change detection is the problem of quality control, or continuous production monitoring. On-line quality control procedures are used when decisions are to be reached sequentially, as when measurements are taken. Consider a production process that can be in control and out of control. Situations where this process leaves the in control condition and enters the out of control state are called disorders. For many reasons, it is necessary to detect the disorder and estimate its time of occurrence. It may be a question of safety of the technological process, quality of the production, or classification of output items of production. For all these problems, the best solution is quickest detection of the disorder with as few false alarms as possible. This criterion is used because the delay for detection is a period of time during which the technological process is out of control without action of the monitoring system. From both safety and quality points of view, this situation is obviously highly nondesirable. On the other hand, frequent false alarms are inconvenient because of the cost of stopping the production and searching for the origin of the defect; nor is this situation desirable from psychological point of view, because the operator will very quickly stop using the monitoring system. Nevertheless, the optimal solution, according to the above-mentioned criterion, is basically a tradeoff between quick detection and few false alarms, using a comparison between the losses implied by the two events.
We stress here that we solve this problem using a statistical approach. From this point of view, the samples of measurements are a realization of a random process. Because of this random behavior, large fluctuations can occur in the measurements even when the process is in control, and these fluctuations result in false alarms. On the other hand, a given decision rule cannot detect the change instantaneously, again because of the random fluctuations in the measurements. When the technological process is in control, the measurements have a specific probability distribution. When the process is out of control, this distribution changes. If a parametric approach is used, we speak about changes in the parameters of this probability distribution. For example, let us consider a chemical plant where the quality of the output material is characterized by the concentration of some chemical component. We assume that this concentration is normally distributed. Under normal operating conditions, the mean value and standard deviation of this normal distribution are 0 and 0 , respectively. We also assume that under faulty conditions, two basic types of changes can occur in these parameters :
deviation from the reference mean value 0 towards 1 , with constant standard deviation, as depicted in figure 1.1; in other words, this type of change is a systematic error. This example serves as a common basis for depicting the typical behavior of all the algorithms presented in chapter 2.
increase in the standard deviation from 0 to 1 , with constant mean, as depicted in figure 1.2. This type of change is a random error.
Composite changes can also occur. The problem is to design a statistical decision function and a decision rule that can detect these disorders. The typical behavior of such a decision function is depicted in figure 1. 1. In the simplest case, all the parameters of each of the two above-mentioned situations are assumed to be known. The tuning of a statistical decision rule is then reduced to the choice of a threshold achieving the requested tradeoff between the false alarm rate and the mean delay for detection. Several types of decision rules are used in industry as standards and are called control charts. They are described in detail in section 2. 1 .
The main references for quality control are [Aroian and Levene, 1950 , Goldsmith and Whitfield, 1961 , Van Dobben De Bruyn, 1968 , Bissell, 1969 , Phillips, 1969 , Gibra, 1975 , Wetherill and Brown, 1991 . Other references can be found in chapter 11.
Navigation System Monitoring
Navigation systems are typical equipments for planes, boats, rockets, and other moving objects. Important examples of such systems are inertial navigation systems, radionavigation systems, and global satellite navigation sets for planes. An inertial navigation system has two types of sensors : gyros and accelerometers. Using this sensor information and the motion equations, the estimation of the coordinates and the velocities of the moving object can be achieved. In view of safety and accuracy requirements, redundant fault-tolerant measurement systems are used. The first task of such a type of system is detection and isolation of faulty sensors. This problem can be stated as a particular change detection problem in some convenient modeling framework, as discussed in detail in chapter 11. The criterion to be used is again quick detection and few false alarms. Fast detection is necessary because, between the fault onset time and the detection time, we use abnormal measurements in the navigation equations, which is highly undesirable. On the other hand, false alarms result in lower accuracy of the estimate because some correct information is not used. The optimal solution is again a tradeoff between these two contradictory requirements. For radionavigation systems, integrity monitoring using redundant measurements is an important problem and is generally solved with the aid of the same criteria. [Sturza, 1988] . Other references can be found in chapter 11.
Seismic Data Processing
Let us now discuss some typical problems of seismic data processing. In many situations, it is necessary to estimate in situ the geographical coordinates and other parameters of earthquakes. Typical three-dimensional signals are shown in figure 1.3 , and comprise E-W, Z, and N-S measurements. The two main events to be detected are the P-wave and the S-wave; note that the P-wave can be very "small." From the physical background in seismology, which we explain in chapter 11, it results that the processing of these threedimensional measurements can be split into three tasks :
on-line detection and identification of the seismic waves;
2. off-line estimation of the onset times of these waves; 3. off-line estimation of the azimuth using correlation between components of P-wave segments.
From now on, we consider only the first two questions. Detection of the P-wave has to be achieved very quickly with a fixed false alarms rate. The main reason for this is to allow S-wave detection in this online processing. P-wave detection is a difficult problem, because the data contain many nuisance signals coming from the environment of the seismic station, and discriminating between these events and a true P-wave is not easy. The same situation holds for the S-wave, where the difficulty is greater, because of low signal-to-noise ratio and numerous nuisance signals between P-wave and S-wave.
After P-wave and S-wave detection, off-line accurate estimation of onset times is requested for both types of waves. As we explain in chapter 11, a possible solution consists of using some fixed size samples of the three-dimensional signals, centered at a rough estimate of the onset time provided by the detection algorithm. This off-line change time estimation is described in section 8.7.
The main references for seismic data processing are [Tjostheim, 1975 , Kitagawa and Gersch, 1985 , Nikiforov and Tikhonov, 1986 , Pisarenko et al., 1987 . Other references can be found in chapter 11.
Segmentation of Signals
A possible approach to recognition-oriented signal processing consists of using an automatic segmentation of the signal as the first processing step. A segmentation algorithm splits the signal into homogeneous segments, the lengths of which are adapted to the local characteristics of the analyzed signal. The homogeneity of a segment can be in terms of the mean level or in terms of the spectral characteristics. This is discussed further when we introduce the additive and nonadditive change detection problems. The segmentation approach has proved useful for the automatic analysis of various biomedical signals, for example, electroencephalograms [R. Jones et al., 1970 The main desired properties of a segmentation algorithm are few false alarms and missed detections, and low detection delay, as in the previous examples. However, keep in mind the fact that the segmentation of a signal is often nothing more than the first step of a recognition procedure. From this point of view, it is obvious that the properties of a given segmentation algorithm also depend upon the processing of the segments which is performed at the next stage. For example, it is often the case that, for segmentation algorithms, false alarms (sometimes called oversegmentation) are less critical than for onset detection algorithms. A false alarm for the detection of an imminent tsunami obviously has severe and costly practical consequences. On the other hand, in a recognition system, false alarms at the segmentation stage can often be easily recognized and corrected at the next stage. A segmentation algorithm exhibiting the above-mentioned properties is potentially a powerful tool for a recognition system.
It should be clear that a segmentation algorithm allows us to detect several types of events. Examples of events obtained through a spectral segmentation algorithm and concerning recognition-oriented speech processing are discussed in [André-Obrecht, 1988, André-Obrecht and Su, 1988, André-Obrecht, 1990].
Vibration Monitoring of Mechanical Systems
Let us now describe the vibration monitoring problem and its connection with change detection. For both complex mechanical structures, such as offshore platforms, bridges, buildings, and dams, and rotating machines, such as turbo-alternators and gearing systems, it is of crucial interest to monitor the vibrating characteristics without using artificial excitation or stop-down, but in the usual functioning mode under natural or usual excitation (swell, road traffic, wind, water pressure, earthquakes, big works in the neighborhood, steam). The vibrating characteristics of a mechanical structure or machine basically reflects its state of health, and any deviation in these characteristics brings information of importance to its functioning mode. The main difficulty in this problem is that the measured signals (accelerometers, gauges) reflect both the nonstationarities due to the surrounding excitation, which is always highly time-varying, and the nonstationarities due to changes in the eigen characteristics of the mechanical object itself. We show in chapter 11 that this vibration monitoring problem can be stated as the problem of detecting changes in the AR part of a multivariable ARMA model having nonstationary MA coefficients. Typical changes to be detected have a magnitude of about 1% of the eigenfrequencies. The second difficult problem is to diagnose or isolate the detected changes, either in terms of the vibrating characteristics (eigenvalues and eigenvectors), or in terms of the mechanical characteristics (masses, stiffness coefficients, together with an approximate localization in the mechanical object). These questions are investigated in detail in section 9.3. The criteria that are to be used in such a problem are few false alarms and ability to detect small changes in possibly long samples of data. Small mechanical systems, such as a small number of masses connected by springs, often serve as laboratory experimental setups for simulating more complex vibrating structures. Thus, they can be used for testing fault detection and diagnostic tools. Examples can be found in [Kumamaru et al., , Basseville et al., 1987a . The models of these simulation examples are described in the appendix to chapter 11. The main references concerning signal processing methods for vibration monitoring can be found in [Braun, 1986].
Content of the Book
In this section, we describe in detail the content of the book. First, let us give some comments referring to the three problem statements described in section 1.1. Even though several chapters address the second and third problems, the main emphasis of this book is on the first problem, namely on-line change detection using a parametric statistical approach. We now describe the general organization of the book, then the content of each chapter; finally, we present and discuss the flowchart of the book.
General Organization
The organization of the chapters follows a simple distinction between changes in the scalar parameter of an independent sequence of observations, and changes in the multidimensional parameter of a dependent sequence. Thus, we divide the book into two main parts corresponding to these two sets. A third part is devoted to the tuning and application issues. The organization of the second part about multidimensional changes is based on a classification of change detection problems into two categories : additive changes and nonadditive (or spectral) changes. Basically, we mean that changes can be viewed as either additive or multiplicative on the transfer function of the considered signal or system. Equivalently, changes can be viewed as either changes in the mean value of the law of the observed signals, or changes in the correlations. A more thorough discussion about this classification can be found at the beginning of Part II.
Description of Each Chapter
Before proceeding, let us mention that, at the end of each chapter, the reader can find notes and bibliographical references concerning the problems discussed and a summary of the key results.
Part I is devoted to changes in the scalar parameter of an independent sequence. In chapter 2, we introduce the reader to the theory of on-line change detection algorithms in the framework of an independent random sequence parameterized by a scalar parameter. We first consider the case of known parameters before and after change. In section 2.1, we begin with the description of elementary algorithms of common use in industrial applications (quality control, for example) : these are Shewhart control charts, finite or infinite moving average control charts, and filtered derivative algorithms. In section 2.2, we introduce a key detection tool, the CUSUM algorithm, which we derive using both on-line and off-line points of view.
In section 2.3, we describe Bayes-type algorithms. In the case of an unknown parameter after change, we discuss two possible solutions in section 2.4 : the weighted CUSUM and the generalized likelihood ratio (GLR). In section 2.5, we discuss how algorithms used for detecting changes can improve the tracking ability of an adaptive identification scheme. Finally, in section 2.6, we discuss the two off-line problem statements introduced in subsection 1.1.2 : off-line hypotheses testing and estimation of the change time.
Chapters 3 and 4 are an excursion outside the part devoted to changes in a scalar parameter, and are aimed at the presentation of all the theoretical backgrounds to be used throughout the book. Chapter 3 is composed of two sections. The first is devoted to the presentation of the main results from probability theory, including conditional probability and expectation, Brownian motion and diffusion processes, martingales, and stopping times. In section 3.2, we summarize some results from the control literature, namely observers, Kalman filter, and connections between state-space and ARMA models. Chapter 4 is composed of four sections. Section 4.1 is concerned with some basic results about estimation and information from a mathematical statistics point of view. Section 4.2 is devoted to statistical hypotheses testing, including expansion of likelihood ratios, and section 4.3 to sequential analysis. Finally, in section 4.4, we formally define the criteria for designing and evaluating change detection algorithms in both the on-line and off-line frameworks.
In chapter 5, we come back to changes in the scalar parameter of an independent random sequence, and present the main analytical and numerical results concerning the algorithms presented in chapter 2. We investigate the properties of the elementary algorithms in section 5. 1 Part II is concerned with the extension of these algorithms to more complex situations of changes, namely changes in the vector parameter of an independent sequence, additive changes in a possibly dependent sequence, and nonadditive changes in a dependent sequence too. The key ideas of Part II are described in chapter 6.
Chapter 7 is devoted to the extension of the key algorithms developed in the independent case considered in chapter 2, to additive changes in more complex models, namely regression, ARMA, and state-space models. In section 7.1, we introduce general additive changes, and explain transformations from observations to innovations and redundancy relations. Section 7.2 deals with the statistical tools for detecting additive changes. We begin by discussing in subsection 7.2.1 what we call the basic problem of detecting a change in the mean vector parameter of an independent Gaussian sequence. Then we discuss the extension of the CUSUM-type and GLR detectors to the more general situations of regression, ARMA, and statespace models in subsections 7.2.2, 7.2.3, and 7.2.4, respectively. Still from a statistical point of view, we then discuss the diagnosis or isolation problem and the detectability issue in subsections 7.2.5 and 7.2.6. The properties of these algorithms are discussed in section 7.3. Section 7.4 is devoted to the presentation of geometrical tools for change detection and diagnosis, known as analytical redundancy techniques. We begin the discussion about redundancy by describing in subsection 7.4.1 the direct redundancy often used in the case of regression models. We extend this notion to the temporal redundancy in subsection 7.4.2. In subsection 7.4.3, we describe another technique for generating analytical redundancy relationships. We conclude this section with a discussion of the detectability issue in subsection 7.4.4, again from a geometrical point of view. This chapter about additive changes concludes with section 7.5, which contains a discussion about some basic links between statistical and geometrical tools. Actually, links exist for the design of detection algorithms as well as for the solutions to the diagnosis problem and the detectability definitions.
Chapter 8 addresses the problem of detecting changes in the spectral properties of a scalar signal by using parametric approaches. We mainly focus on on-line algorithms. In section 8.1, we first introduce spectral changes and explain their specificities and difficulties with respect to additive changes. We show why the transformation from observations to innovations used for additive changes is not sufficient here, and we introduce to the use of the local approach for change detection. In section 8.2, we investigate the general case of conditional probability distributions, and we describe the main ideas for designing on-line algorithms, namely CUSUM and GLR approaches, and possible simplifications, including the local approach, and leading to either linear or quadratic decision functions. All these algorithms are then described in the cases of AR and ARMA models in section 8. 3 . In section 8.4, we describe the design of non-likelihoodbased algorithms, also using the local approach. This extended design allows a systematic derivation of change detection and diagnosis algorithms associated with any recursive parametric identification method. In section 8.5, we discuss the detectability issue. In section 8.6, we discuss the implementation issues related to the fact that, in practice, the model parameters before and after change are not known. In section 8.7, we consider off-line algorithms, using the likelihood approach, and discuss the connection with on-line algorithms.
Chapter 9 is concerned with spectral changes in the multidimensional case, including the diagnosis problem, and the properties of the detection algorithms in both the scalar and the multidimensional cases. In section 9.1, we introduce the key detection tools, namely the likelihood ratio, the local approach, and the non-likelihood-based algorithms, emphasizing the new multidimensional issues. Then in section 9.2, we extend the likelihood-based algorithms of chapter 8 to multidimensional AR and ARMA models. Section 9.3 is concerned with the application of the non-likelihood-based design of algorithms to the problem of the detection and diagnosis of changes in spectral characteristics of multidimensional signals, or equivalently in the eigenstructure of nonstationary multivariable systems. We describe both on-line and off-line detection algorithms. Then we investigate the diagnosis problem from several points of view. The detectability issue is discussed in section 9.4, from a statistical point of view, as in chapters 7 and 8. The theoretical properties of the various algorithms introduced in this and the previous chapters, are investigated in section 9.5. This concludes the Part II.
We begin the Part III with chapter 10, which is devoted to the problems of implementing and tuning change detection algorithms. This chapter is divided into four sections. In section 10.1, we describe a general methodology for implementing and tuning the algorithms. With respect to the design of the algorithms, this methodology is more philosophical than technical, but it relies on the available theoretical results concerning the properties of the algorithms. Section 10.2 is concerned with the tuning of all the techniques introduced in chapter 2 and investigated in chapter 5, namely the algorithms for detecting changes in the scalar parameter of an independent sequence. In section 10.3, we investigate the case of a vector parameter and a linear decision function, and in section 10.4, the case of a quadratic decision function.
In chapter 11, we come back to the applications. The main goals of this chapter are to show examples of the use of change detection algorithms and examples of potential application of the change detection methodology. Of course, the list of application domains that we investigate there is not exhaustive. The examples of the first type are fault detection in inertial navigation systems, onset detection in seismic signal processing, continuous speech signals segmentation, and vibration monitoring. The examples of the second type are statistical quality control, biomedical signal processing, and fault detection in chemical processes.
Flowchart of the Book
In figure 1 .5, we show the general organization of the book and suggestions for using it. Two paths can be used for reading this book. The reader interested mainly in the algorithms themselves can start at beginning with the design of the algorithms, proceed through the properties, and finally reach tuning and applications. The reader interested mainly in the practical design and application of the algorithms can start with the applications at the end in order to select his path through the other chapters. 
Some Further Critical Issues
In this section, we comment further on some of the issues involved when designing change detection algorithms and investigating their properties. Because we deal mainly with parametric techniques in this book, the key issues of choice of models, use of prior information, redundancy, and nuisance parameters have to be addressed. This is done in the first subsection. We then discuss the properties of the algorithms and detectability.
Designing the Algorithms
We now consider questions related to choice of models and use of prior information, generation of residuals, and nuisance parameters.
Choice of Models and Use of Prior Information
When dealing with modeling, and more specifically with parametric techniques, the choice of models is a critical issue. The reader is referred to [Ljung, 1987] for investigation, discussions, and references about linear time-invariant models, or time-varying or nonlinear models. What we would like to stress here is that, in the framework of change detection, the situation is significantly different from the identification point of view. Basically, models useful for detection and monitoring are usually smaller than physical models and models for identification and recognition (see the discussion of speech segmentation and recognition in section 11.1).
For example, consider the problem of detecting and diagnosing changes or faults in large structures or industrial processes. Useful results can be obtained with the aid of parametric models of relatively small size with respect to the dimension of the physical model of the process (which is based on partial differential equations, for example) . Even though it is often believed that parametric techniques are useful for diagnosis purposes only when there is a bijection between the parametric model and the physical one (see the survey [Isermann, 1984] , for example), diagnosis in terms of the physical model can be inferred from a small black-box parametric model. This has been obtained in the vibration monitoring application introduced in section 1.2, and is discussed in detail in chapter 9. As another example, a relevant segmentation can be obtained with the aid of AR models of order 2, whereas the classification of the resulting segments may very well require AR models of significantly higher orders. This is discussed in section 11.1 for the case of continuous speech signals.
Another important issue when designing change detection algorithms is the use of prior information about the changes. When model structure and parameterization have been chosen, it is useful, if not necessary, to examine what is known about the possible values of the parameters before and after change, and how this prior information should be used.
Referring to the preliminary problem statement, which we formulate in section 1. 
3.
Nothing is known about 1 . This situation is obviously the most interesting from a practical point of view, but also the most difficult from the point of view of the design and the investigation of the properties of the algorithms. Two main approaches exist for solving this problem, and are described in sections 2.4, 7.2 and 8.2. Because the corresponding algorithms are complex, we also investigate possible simplifications.
Redundancy Relationships
We now discuss the use of analytical redundancy relationships for change detection. As we stated at the end of section 1.1, one possible general approach for change detection consists of splitting the task into (1) generation of residuals, which are, for example, ideally close to zero when no change occurs, and significantly different from zero after a change, and (2) design of decision rules based on these (possibly non-statistically optimal) residuals. One way of obtaining such residuals is to use analytical redundancy relations. For example, in chemical processes, static balance equations are helpful for detecting failures in pipes, sensors, and actuators for fluid flows.
For other systems, a complete model may be available and can be used in the formal statistical change detection approach. In this case, the generation of residuals is basically included in the derivation of the algorithm itself and does not have to be considered as a separate task. For example, we use this point of view for discussing fault detection in an inertial navigation system.
There exists a bridge between these two types of solutions, and in chapter 7 we show in which cases they are equivalent.
Nuisance Parameters
Assume that a parametric model is characterized by a parameter vector which is divided into two subsets : one subset is useful for detecting changes in the properties of the underlying object; the other subset contains information about the object or its environment, but the changes in this subset are not of interest. It turns out that very often these nuisance parameters are highly involved with the useful parameters, and thus have an influence on the decision function. The use of change detection algorithms that do not take into account this fact leads to additional false alarms and missed detections. A specific design of the change detection algorithm must be used in this case. The so-called min-max approach is introduced in chapter 4 for this purpose. A problem that is very close to the question of nuisance parameters is the problem of isolation or diagnosis. We show in section 7.2 how to use this specific approach to design change detection algorithms to solve the isolation problem. Another example is investigated in section 9.3, where we show that it is possible to design decision functions that decouple as much as possible these two parameter subsets, for example, AR and MA parameters in ARMA models.
Investigating the Algorithms
The investigation of the properties of algorithms is useful for two purposes : First, it helps us understand what can be gained in practice when using such algorithms; and second, it gives answers to the optimality issues. We now discuss these points, distinguishing between the properties that result from a formal definition of criteria and those that result from a weaker but useful performance index.
Properties of the Algorithms
The mean delay for detection and the mean time between false alarms are the two key criteria for on-line change detection algorithms. As we discuss in chapter 5, in some cases there exist optimal algorithms that minimize the mean delay for a given mean time between false alarms. From a practical point of view, knowledge of the values of these performance indexes for sets of parameters is useful. A key tool for investigating the properties of on-line change detection algorithms is the so-called average run length function, which concentrates the information about both these performances indexes. The computation of this function is difficult for most of the practically relevant change detection problems. For this reason, we introduce numerical algorithms for the evaluation of this function. We also introduce a weaker performance index, which we call detectability, that is strongly connected with the two previous criteria and can be computed in more complex cases.
Detectability
For defining the detectability of a given change, two levels can be considered. The first investigates which changes are detectable and which are not. In the same way that observability and controllability depend on the observation and control matrices of the system, the detectability depends on the statistical tool that is used for detection. Therefore, the detectability of a change should be defined in terms of the effect or signature that it produces on the "sufficient" statistic that is used in the decision rule. For example, if the statistic reflects possible changes in the system by changes in its own mean value, any change that does not modify the mean value of the statistic is not detectable.
A second level defines the detectability as a performance index of the decision rule. We discuss this detectability issue using both statistical and geometrical points of view, and unify the different definitions into the framework of information. More precisely, in the statistical point of view, we define the detectability of a change with the aid of an intrinsic feature of the system, namely the mutual information between the two models before and after change. We show that, surprisingly, the two points of view -"the detectability depends upon the detection tool which is used" and "the detectability is an intrinsic feature of the analyzed system" -basically lead to only one definition of detectability. We discuss these detectability issues in subsections 7.2.6, 7.4.4, and 7.5.4, and again in sections 8.5 and 9.4.
Notes and References
In this section, we give some historical notes and then references for seminars, survey papers, and books related to change detection. We believe it of interest to put the on-line change detection framework, motivations, and methodology in a historical perspective. Because this subject basically grew up at the confluence of several disciplines, a complete historical picture is difficult to draw. Our partial knowledge can be summarized as follows.
Seminars, Surveys, and Books
Two national seminars on change detection were organized in 1984 independently in Paris, France, and in Palanga, USSR, emphasizing great interest and activity in this field in both countries. The contents of these seminars are presented in [Basseville and Benveniste, 1986, Telksnys, 1987] . Two subsequent seminars took place in Moscow, USSR, and in Voronej, USSR, in 1988 and 1990, respectively. Many international conferences and workshops in the area of automatic control have had sessions on fault detection and isolation over the last fifteen years.
Many survey papers about this problem have been published over the past twenty years, for example, four survey papers in Automatica [Willsky, 1976 , Isermann, 1984 , Basseville, 1988 , Frank, 1990 and two in
