The article discussed the importance of rigour in credit risk assessment.
Introduction
Literature (Berger et al. 2003; Bikker & Haaf 2002; Jokipii & Monnin 2013) suggests that the economy of both developed and developing countries is highly dependent on its banking industry. In general, the banking industry is highly competitive and therefore, in order to survive, many banks and financial institutions tend to view business lending as core to their business operations (Berlin & Mester 1998) . The reality, however, is that such lending operations are fraught with a number of risks which, if unmanaged, may increase the likelihood that a customer will default on a loan agreement. For this reason, banks generally focus their decision-making processes on optimising trade-offs in terms of risk-return.
In order to optimise such trade-offs in terms of risk-return, banks tend to depend on judgement tools and decision support systems. These tools and systems which are designed around credit scoring models focus on assessing the risk of potential credit customers defaulting on loan agreements. In recognition of the importance of managing credit risk, policy statements have been put forward by banking authorities and regulatory bodies such as the Federal Reserve System Task Force on Internal Credit Risk Models (Federal Reserve Bank 1998) , and the Basel Committee on Banking Supervision (1999:49) .
In Taiwan, following the enactment of the 1991 Commercial Bank Establishment Promotion Decree, the Taiwanese government deregulated the banking industry as a means to facilitate its expansion (Chiu, Chen & Bai 2011) . Although the potential benefit of banking deregulation in Taiwan is generally accepted (Chung 2006; Kao & Liu 2004; Liu & Hung 2006) , one negative consequence of the expansion of banking services is that financial institutions in the country have increasingly taken on more risk in their quest to gain customers, resulting in an increase in the reported rate of bad loans (Chen & Shih 2006; Li 2005; Wang et al. 2008) . One approach financial institutions have employed to manage risk associated with bad loans is the credit risk assessment of potential borrowers using credit scoring models (De Andrade & Thomas 2007; Maggi & Guida 2011; Thomas, Oliver & Hand 2005) .
Sound credit scoring facilitates the minimisation, on one hand, of any likelihood that credit facilities are made available to customers with a high default probability whilst, on the other hand, it optimises the probability that credit facilities will be offered to customers with a higher chance of repayment. In the case of the minimisation of customers with a high chance of defaulting on loans, credit scoring is expected to encompass differentiation. This implies being able to analyse fully the borrower's risk. This enables financial institutions to reject credit applications from potential defaulting clients. In other words, an effective credit-scoring model will ensure that the number of non-repaying customers is significantly reduced.
The second crucial function of the credit-scoring system is to optimise the selection of potentially 'good', in other words, repaying, customers. This implies that the selection of customers being eligible to receive credit facilities depends on the extent of the loss individual financial institutions can tolerate. To facilitate this, a proficient model is required that can discriminate effectively between good and bad so that the error rates can be minimised (Eisenbeis 1978) . The general idea should be that clients with high scores should present a low probability of default risk, whereas borrowers with low scores may possess a significantly higher probability (or vice versa, if the interpretation of the numbers follows the opposite reasoning).
In this paper, our specific objective is to examine the predictive performance of such credit scoring systems. Our overriding hypothesis is that the effective modelling of credit scoring will have to incorporate a combination of variables. Our contribution to scholarship is that we utilise a broad selection of macroeconomic variables (annual interest rate, real gross domestic profit [GDP] and the stock index) that have been identified from extant literature.
In order to achieve the objective of this study, the remainder of the manuscript is organised as follows. In the next section, we provide a literature overview of credit scoring and the rationale for adopting logistic regression during modelling. The next section presents a description of our data sample and the research methodology, as well as three models for predicting defaults, and thereafter we undertake empirical analysis of the results. The paper concludes with a discussion of our findings and an articulation of limitations of the current study and recommendations for possible future studies.
Review of literature

Credit scoring
Corporate lending remains a major business line for financial institutions. However, in view of the increases in credit default, the importance of a rigorous credit-risk assessment by financial institutions cannot be overestimated.
To undertake credit-risk assessment, banks usually employ credit scoring, which involves the use of historical data to isolate the characteristics or risk of potential customers to default (Finlay 2010 ).
Credit scoring is therefore a statistical approach employed by financial institutions to appraise the financial credibility of potential borrowers (Dinh & Kleimeier 2007; Finlay 2010) . Credit scoring works on the principle that financial history can be used to predict solvency probabilities (Avery, Brevoort & Canner 2009 ). This capability enables credit default predictions, thus, according to Frame, Srinivasan and Woosley (2001) and Retzer, Soofi and Soyer (2009) , reducing information cost to lenders. Scholars such as Yap, Ong and Husain (2011) point out that the history of credit scoring as a risk-management approach can be traced back to the 1940s, however its main application in financial services was in the 1960s following the emergence of bank and credit cards. By the 1980s, credit scoring was being utilised extensively to aid in decisions regarding loan applications.
Once a customer applies for credit, the support system will generate a 'score' from historical data that the bank then utilises to rank the customers in terms of default risk. This data may include, for example, the customer's outstanding debt and financial assets and information on previous defaults. It can therefore be inferred that credit scoring is primarily a way of segmenting potential creditors (Abdou & Pointon 2011) , based on a probability risk of default (PD).
Modelling
There are a range of predictive models that have been used during credit scoring. Studies (Hand & Henley 1997) have shown that, historically, credit scoring has mainly been undertaken utilising discriminant analysis and linear regressions. In addition to these approaches, other techniques that have proved popular over the years have included Probit analysis, non-parametric smoothing methods and logistic regression. Other credit scoring models include the multiple discriminate analysis technique (MDA). This technique was utilised by Altman (1968) to develop the Z-score model for credit default prediction. Using the Z-score model, Altman (1968) demonstrated that firms with a Z-score higher than 2.675 were significantly more likely to default on a loan (the accuracy rate of this model was 95% based on given historic data). Subsequently, the Z-model was improved (Altman, Haldeman & Narayanan 1977) , with the addition of three more variables representing stability of earning, liquidity and firm size. A further development of the Z-score model was undertaken by Dambolena and Khoury (1980) , with the incorporation of core financial ratios. Other approaches to credit scoring involve the use of either the Probit or Logistic models.
The decision to adopt Logistic models as against Probit models was made based on earlier studies. Notwithstanding the fact that Tam and Kiang (1992) indicate that both models contribute similarly in terms of distinguishing default and non-default events, Westgaard and Wijst (2001:345) and Altman and Sabato (2007) posited that the suitability of the Logistic model is that it can produce real probabilities. Furthermore, Logistic models are less restrictive in distribution assumptions as compared with Probit models (Charitou, Neophytou & Charalambous 2004) . Other studies (Greene 1993; Hahn & Soyer 2005) have shown that Probit models follow normal distributions, which makes them less flexible than Logistic models.
Description of sample data
Corporate firms
The data sample for our study is taken from publicly-quoted firms in Taiwan. The data period covers 1992 and 2010. The data covers credit-defaulted and non-defaulted firms. The collected information will take into account the Taiwan Corporate Credit Risk Index (TCRI), public ratings of firms and some specific micro-and macroeconomic factors. All the defaulted firms were selected at the first defaulted time in the period of 1992 to 2010 and every firm will be regarded as an individual observation. Figure 1 presents the total number of defaulted firms at the end of every year.
Credit ratings and scorings
The credit rating provided by the Taiwanese Economic Journal (TEJ 1 ), is assigned to public companies with a rank of 1 (for very good companies) to a rank of 10 (for the doubtful ones). The criteria for assigning these ranks are divided into three categories including, (1) financial statements, which include balance sheet information, profit tables and cash flow statements, (2) previous rating, which is adjusted with the corporate scales and the individual financial thresholds and (3) the final rating, which is affected further by the subjective estimations of the experts.
Companies with rank '1' have lower credit risk than those which have a rank of '10'. The credit ratings were estimated biannually from 1992 until 2010. Table 1 shows the number of defaulted and non-defaulted firms and their credit rating for the period of 1992 to 2010. According to the TEJ, companies with a credit rating of '1' to '4' have the lowest probability of default, whilst those with ratings of '5' and '6' have a credit history which makes it difficult to establish their true financial situation. Firms with a rating of greater than or equal to '7' (≥ 7) are deemed to represent a great credit risk and are seen to have a high probability of defaulting. Within the sample period (1992 and 2010), we observe that all the defaulted firms had a credit rating ranging from '5' to '10' (see Table 1 which is drawn from the TEJ). There were 23 defaulted companies with a credit rating of '5' and '6' and 216 firms with a rating of either '7' or above.
As shown in the table, firms with a credit ratings of between '1' to '4' did not default. These firms were considered to present no credit risk and were therefore eliminated from the study 2 . Figure 2 illustrates the proportion of firms which defaulted per rating level. We observe that only 0.29% of the total firms which had a rating of '5' defaulted, although the default rate approaches 41.5% for firms with a credit rating of '10'. The average default history tells us that 2.31% of the firms that had a credit rating of between '5'and '10' defaulted. This is also the principal prediction.
2. According to Altman (1968) , a sample which includes the cases which have a very rare probability of default is unwise. Please note that based on this exclusion, the TCRI rating will be accepted as being the base for the future credit-risk assessment of the models. The accounting data and the macroeconomic variables for the current firms were selected with a time lag. We now explain the term 'time lag'. If an observation was made at year (t), the accounting data was available in the annual report at the end of year (t -1). All missing values were replaced with the average of the accounting data from the years (t -2) and (t). If the data from year (t -2) or year (t) was seen to be missing, then the observation was eliminated.
In order to assess the macroeconomic effects on the firms, we observe that if the non-defaulting firms (hereinafter referred to as 'normal' firms) are only formulated for a specific year, the macroeconomic factors will be of limited value. To overcome this restriction, normal firms are regarded as being single observations for different years. The implication is that the total number of observations we made for the study sample was 10 349, of which 10 110 were normal firms and 239 were defaulting firms. The sample was separated into two groups with labels ex_ante and ex_post. For brevity, we chose a training period ranging from 1992 to 2005. During this period, the number of normal firms was 5834, whilst the number of defaulting firms was 178. The firms after the period of 2006 are treated as the hold-out (test) sample; there were 4276 normal firms and 61 defaulted firms. All the information is summarised in Table 2 (below). The observations from the first period are meant to be utilised so as to build the model, whereas the hold-out set will be used for model testing. Simply put, the model built with the values from 1992-2005 should be able to capture the defaults that took place in the following 5 years.
Choosing microeconomic and macroeconomic variables for modelling
Based on a review of literature on microeconomic factors affecting credit risk (Altman & Sabato 2007; Minetti & Zhu 2011; Tsai & Huang 2010) , seven financial key variables are seen as having a significant influence on whether firms default on credit arrangements (Table 3) . These variables will be incorporated into our model.
In terms of macroeconomic factors, based on a review of literature (Bellotti & Crook 2007; Bonfim 2009; Carling et al. 2007; Duffie, Saita & Wang 2007; Figlewski, Frydman & Liang 2012; Hamerle, Liebig & Rosch 2003; Pesaran et al. 2006) , six macroeconomic variables have been selected in this research as impacting credit risk. Again, these variables have a time lag with the year of the observations, since the latter are collected at year (t), whilst the macroeconomic variables at from the end of year (t -1). These factors are presented in Table 4 .
Research method and design Logit models I, II and III
To predict the performance of Taiwanese credit scoring systems, three models were developed; the first model only taking into account TCRI, the second model taking into account TCRI and microeconomic variables and the 
Variable Representation Details
Credit rating TCRI Used as reference for assessing the financial viability of potential borrowers.
Leverage Liability asset/ total assets A corporation with low leverage has a healthy capital structure and adequate sources for raising capital.
Profitability EBIT/ total assets Used to understand the ability of a corporation to invest. More commonly, firms with high profitability have lower risk of default.
Coverage Retained earnings/ total assets
This ratio presents the internal growth of the corporation.
Activity EBIT/ Interest
This ratio represents the protection that a corporation has against its creditors. If the expense of interest occupies a small proportion of the corporate profit, the credit risk of this firm is low.
Growth EBIT(t) -EBIT (t -1)]/ initial assets (t)
Measured by subtracting the EBIT of year (t) and year (t -1) divided by the initial assets of year (t). This growth rate gives an insight for the corporation's expansion activities.
Scale Log (Total assets) Assumes that the size (scale) of the firm is an indicator of stability in regards to the cash flow. 
Variable Details
Unemployment rate High unemployment rate follows a lower frequency of default.
Annual rate of capital Represents the cost of raising capital.
Growth rate of real GDP If the growth rate of real GDP is weak or turning to be negative, corporate earnings will be reduced and the number of defaults will be increased.
Growth rate of product index As the value of this index is being reduced, the more the economy deteriorates and the number of the defaulted firms is expected to rise.
Stock index/mean stock index Cautiously, it can be speculated that a higher stock index is correlated with higher default risk.
Source: Authors' own construction GDP, Gross Domestic Product.
third model taking into consideration TCRI, microeconomic and macroeconomic variables. For modelling, selected observations were divided into normal and defaulting firms, which will be replaced by binary variables ('0' and '1'). The probability of default is a cumulative probability function based on the logistic distribution. The probability of default for firm 'i' is π. The Logistic regression function is shown as Equation 1:
Where
.., N, this is a linear regression with independent variables X ij and (b 0 , b i ) are the estimated coefficients. e is the base number of the natural logarithm. The π will be bounded between '0' and '1' and that is the probability of default. However, the function is nonlinear so that it is difficult to compare the probability. Thus, the function will be adjusted in order to represent the odds ratio, as shown in Equation 2, by using a logit transformation.
Since, the Odds ratio is [Eqn 2]
The odds ratio is a ratio interpreting the probability of an event occurring divided by the probability of that event not occurring. In other words, the odds ratio explains the influence that a change of one unit of a particular variable has on the dependent variable, whilst the other variables are held constant. Taking the natural logarithm for both sides results in Equation 3:
with the predicted probabilities being retained after the transformation. The Logit model I is now represented as
where TCRI is the credit rating.
We represent Logit model II as
where Lta is liability/Total asset, Netta is retained earnings/ Total asset, IT is EBIT/Interest expenses, AG is asset growth rate, Ebitta is EBIT (earnings before interest and taxes)/Total asset and LogA is log(size). where Runemp is unemployment rate, Yrate is the annual interest rate of Taiwan Bank, RGDP is the growth rate of real GDP, Rpro is the growth rate of the product index, Mstock is the stock index/mean of stock index and MGDP is the real GDP/mean of real GDP.
Log-Likelihood and Wald Ratio
To determine the explanatory power of the given variables and judge model fitness for the Logistic regression, the Likelihood ratio and Wald ratio are employed.
The Log-Likelihood (Llog) indicator represents the amount of unexplained information in the classification mode based on summation of the probability of predicted observations and actual observations (Bewick, Cheek & Ball 2005; Field & Miles 2010; Mood 2010) , with larger log-likelihood statistics showing poorly-fitted models.
Llog is represented as equation 7 [Eqn 7]
where y i is the ith firm, y can be either '1' (default) or '0' (normal) and P(y i ), the predicted value, which will be between '0' and '1'.
The fit of the model will also be determined by considering the Chi-square which shows whether the model has significant explanatory power and goodness-of-fit. In addition, to evaluate the contribution of individual variables, the Wald statistic (Equation 8), is employed as, similarly to the t-test in linear regression, the Wald statistic expresses whether the b coefficient of a predictor is significantly different from '0' (Field & Miles 2010:237) .
[Eqn 8]
To boot, the forward approach will be used in order to determine the way in which the variables are going to be inserted into the model by setting a cut-off limit of 0.05 in both entering and removing predictors. This method compares the explanatory power of including variables at every stage by judging the likelihood so as to produce the final variables (Bewick et al. 2005; Mood 2010 ).
The predictive power of models
By employing logit regression, the probability of default was estimated for all observations, where P(y i ) ϵ (0, 1), and is determined by the estimated parameters (coefficients) b j . A cut-off value, P, was assigned to serve as the criterion for classifying the case into a specific group (Equation 9). The observations were measured by grading models and assigned into 'Default' and 'Normal' groups, given a suitable cut-off value. When observations showed similar values with the predictive models, segments could be classed as either True or Alarm respectively (see Table 5 ). On the contrary, if the predicted statement of y i appeared to differ from the observed statement, an error was assumed. In other words, the prediction of 'Default' occurs when the observation has not defaulted (False, Type II error) or the prediction of 'Normal' occurs when the observation has defaulted (Miss, Type I error). The schematic in Table 5 summarises the concepts of the prediction outcomes.
Receiver Operator Characteristics curve and Area under curve
A more appropriate way to evaluate the overall predictive power of the model and not just for a specific cut-off point may be the Receiver Operator Characteristics (ROC) curve.
The ROC curve provides an explanation for the trade-off between sensitivity and 1-specificity for all cut-off values.
In the ROC curve, sensitivity refers to the ratio of predicting normal firms as normal and 1-specificity refers to the ratio of predicting defaulted firms as normal. This is a functional measurement in appraising the grading system of a binary classification and it pictures the accuracy of the classifier. Table 6 shows the possible classifications. In comparison with the type I and type II approach, the ROC curve illustrates the accuracy of the model in general, not only for a specific cut-off point (e.g. when sensitivity is 80%, 1-specificity will be 60%). It furthermore shows, for example, for what proportions of sensitivity the specificity can remain intact and vice versa.
Where
Here, 'TN' refers to the true normal, 'FD' refers to the false default, 'TD' is the true default and 'FP' is the false positive.
Empirical analysis of results
The data sample is drawn from 10 349 observations between 1992 and 2010. Table 7 reports the summary statistics for all variables.
Data analysis
The samples were examined for equality of means against different categories (normal and default) using the t-test. Since the sample size was above 30, the distribution was assumed to be normal, according to the central limited theory. In Table 9 we report the result of the t-test of every variable. Variances are examined to establish equality across groups using Levene's test (Field & Miles 2010:273) .
The hypothesis is that the variance of the Normal firm is equal to the variance of the Default firm, as is shown in Equation 10:
If this is so, we assume that the means of the default case and the normal case are the same as shown in Equation 11: 
Variables checking
In the logit regression, the defaulted firms were labelled '1' and the normal firms were labelled '0'. The sample before 2005 is designated as being the training sample used to create the model, whereas cases after 2006 are employed for model testing. The observations from the sample (Table 10) , are assumed to be normal firms, which is also the principal prediction.
The variables were selected using SPSS Version 19.0.1 in a logistic regression format and the results are presented in Table 11 . In line with earlier recommendations (Dong, Lai The reason for SPSS selecting only five variables in the last iteration can be explained by Bewick et al. (2005:117) , who suggested that different variables in a forward regression may be in the same best statistical fit. However, selecting variables should be an unbiased procedure in order to avoid subjectivity and thus to be applicable in different case scenarios. Due to the desired stability and objectivity of the model, all the selected variables will be significant at p < 0.05. To avoid the detrimental influence of collinearity within predictors, the adopted variables will be examined using Pearson's correlation test (Field 2009 ). Table 12 demonstrates the correlation between the variables, which are all found to be below 0.37, apart from Yrate and MGDP which appear to have a strong relationship, assuming a 95% confidence level (value = 1). Nevertheless, as shown in Table 13 , if the single variance inflation factor (VIF) values are above 10 and each Tolerance value is below 0.2, collinearity is probably not an issue since the last criteria are met. Whilst -2LL represents the amount of unexplained information within the model, the chi-square statistic shows how much each model has actually explained based on the initial -2LL. Model I has a chi-square statistic of 428.514, model II has 432.523 and model III has 465.004. All the models reject the hypothesis with a 99% confidence level. However, model I has the lowest chi-square value. In other words, the model with TCRI and microeconomic variables only and the model with all factors (TCRI, microeconomic and macroeconomic variables), assess more of the information that they have at their disposal and explain more of the variation that lies within the model. It can thus safely be inferred from inspection that their results are more robust and more trustworthy than the first model. It is, however, difficult to explain the coefficients in the logit model because the relationship between predictor variables and their probability is non-linear. Subsequently, the odds ratios have to be calculated. It should be recalled that the odds ratio represents the influence that an increase of 1 unit in the predictor's terms has on the dependant. The odds ratio can overcome this barrier since it shows the probability of an event's happening (increase of a predictor by 1 unit), divided by the probability of its not happening (all predictors are 0) (Westgaard & Wijst 2001) . Hence, in model II, the odds ratios based on the estimated coefficients can be calculated as:
The Logistic model
At the starting point, odds = e -11.234 = 0.0000132171
The odds ratio for the TCRI is estimated by increasing the latter by one unit, whilst all other variables are fixed at zero ('0'): odds = e -11.234+1.055TCRI = 0.0000379591 Therefore,
[Eqn 13]
The odds ratio for AG is estimated by increasing the latter by one unit, whilst all other variable are fixed at zero ('0'), odds = e 11.234-0.004AG = 0.0000131643
The percentage of change of the odds ratios is represented as Exp(B) in Table 14 . For model III, the odds ratios for the variables can be computed based on the following formula: Table 15 ), which seems more reasonable.
Goodness of fit
A better presentation of model performance can be achieved by examining the error rates because they show the risk of a financial institution incorrectly assessing a case. In this section, we examined the models built (Models I, II and III) with the training sample (ex_ante). The models were tested with the hold-out sample in order to demonstrate the accuracy and goodness of fit. Two different approaches were used.
The first approach employed was based on setting the same cut-off value of 0.2 3 for all three models. In Table 16 , we show the sensitivity, specificity and classification accuracy for all three models in the training and test sets. Models I and II have similar classification accuracy in discriminating normal and defaulted firms, with 96.3% for the ex_ante set and 98.8% and 98.7% respectively for the ex_post set. Model III at ex_ante presents less classification accuracy than model I and II with 95.4% and the performance at ex_ post is 85.5%. It should be highlighted that the classification accuracy is not the important measure in this study. This is due to the fact that the proportion of defaults is 2.3% of the total. The important measure is the number of defaults that are predicted as being normal. Hence the percentage of predicting the defaulted firms improves significantly in the training and test set for model III (50% and 90.2% respectively), whilst the other two models are bounded between 37% and 45% respectively.
The setting of the same cut-off value may not be the optimal way to determine which model is the best in predicting the 3. Altman and Sabato (2007) set the same cut-off value of 0.3 for different models so as to compare the accuracy ratios.
11.691 odds 3.001 3.895 ∆ = = (Table 17) is not critical because of the large number of normal firms.
In order to examine the overall discriminatory power of the models, regardless of the cut-off value, the ROC curve of each training and test set is examined because in practice, financial institutions are more concerned with the cases classified as normal firms who are in reality likely to default on credit arrangements (Banasik, Crook & Thomas 1999) . In general, the most efficient model in terms of the ROC curve is the one that loses a small amount of sensitivity when attempting to increase the specificity. The percentages of sensitivity and 1-specificity are plotted to create the ROC curve. Figure 3 shows the training test ROC curves of model I, model II and model III, whilst Figure 4 presents the ROC curves of the supplied test.
In the ex_ante and the ex_post set, the ROC curve of model III is slightly wider than the curve for model II and model I. This can be interpreted as indicating that the (classification) accuracy of model III may be higher on average for different cut-off intervals.
To further examine the discriminatory power of the models, the area under ROC (AUC) is aggregated. The AUCs of models I, II and III in the ex_ante set are 0.866, 0.863 and 0.876 respectively, with a confidence level of 95% as shown in Table 18 , which indicates that model III possesses greater predictive power than models I and II.
A comparison of the models (Table 19) shows that model III is more robust as the logistic regression indicates that the systematic risk has a significant relationship with the default probability. 
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Conclusion
In this paper, our specific objective was to examine the predictive performance of credit scoring systems. A test of Goodness of fit demonstrated that credit-scoring models that incorporate the Taiwan Corporate Credit Risk Index (TCRI), micro-economic and macro-economic variables possessed greater predictive power, thus suggesting that macroeconomic variables do have explanatory power for default credit risk. Specifically, we found that in addition to the robustness of predictive power provided by holistic credit-scoring models that incorporate TCRI, as well as micro-and macro-factors, the most predictive inputs are the TCRI and the asset growth rate for the micro-factors and one year interest rate, stock index and real GDP for the macro-factors. Only asset growth contributes a negative influence to the probability of default, whilst the rest of the variables present positive relationships.
To an extent, the findings from this study should not be surprising as they confirm the need to incorporate macroeconomic factors during credit assessment. As indicated earlier, studies do suggest a continued interest by banking managers with regard to understanding the ever-increasing interdependencies in the global economy and how these impact on banking operations. For example, in the case of interest rates (a well-known macro-economic factor), rises in interest rate can increase default risk because of their impact on the cost of borrowing.
Limitations of the study
Notwithstanding the findings, this study was not without limitations. One limitation relates to the selection of predictive variables which would have been enhanced by an inductive determination of impact prior to selection. In our study, however, the selection of predictive variables was deductive. Although these limitations do exist, we feel that the value of the study is in its contribution as it provides a validated methodology as to what the fundamental issues are that financial institutions in Taiwan need to take into account when building internal predictive default credit-risk models. We therefore suggest that future studies may need to focus first on assessing the inductive determination of the impact of such macro-variables in order to better capture systematic or country risk and further explore their explanatorydiscriminatory power on credit-risk scoring models. 
