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AN INVITATION TO GABOR ANALYSIS
KASSO A. OKOUDJOU
Abstract. Gabor analysis which can be traced back to Dennis Gabor’s influential 1946 paper
Theory of communication, is concerned with both the theory and the applications of the approx-
imation properties of sets of time and frequency shifts of a given window function. It re-emerged
with the advent of wavelets at the end of the last century and is now at the intersection of many
fields of mathematics, applied mathematics, engineering, and science. The goal of this paper is to
give a brief introduction to Gabor analysis by elaborating on three open problems.
1. Introduction
Using the ubiquitous theory of Fourier series, one can decompose and reconstruct any 1-periodic
and square integrable function in terms of complex exponential functions with frequencies at the
integers. More specifically, for any such function f we have
f(x) =
∞∑
n=−∞
cne
2piint
where the coefficients {cn}n∈Z are square summable and the series converges in mean square, that
is
lim
N→∞
∫ 1
0
∣∣∣∣f(t)− N∑
n=−N
cne
2piint
∣∣∣∣2dt = 0.
The significance of this simple fact is that f is completely determined by the coefficients {cn}, and,
conversely, each square summable sequence gives rise to a unique 1-periodic and square integrable
function. This fact is equivalent to saying that the set {en(t) := e2piint}∞n=−∞ forms an orthonormal
basis (ONB) for L2([0, 1)). We shall consider these functions as the building blocks of Fourier
analysis of the space of 1-periodic square integrable functions.
In his celebrated work [32], Dennis Gabor sought to decompose any square integrable function
on the real line in a similar manner. To this end, he proposed to “localize” the Fourier series
decomposition of such a function, by first using translates of an appropriate window function to
restrict the function to time intervals that cover the real line. The next step in the process is to
write the Fourier series of each of the “localized functions”, and finally, one superimposes all these
local Fourier series. Putting this into practice, Gabor chose the Gaussian as a window and claimed
that every square integrable function f on R has the following (non orthogonal) expansion
(1) f(x) =
∑
n∈Z
∑
k∈Z
cnk e
−pi(x−nα)
2
2α2 e2piikx/α
where α > 0. Furthermore, he argued on how to find the coefficients (cnk)n,k∈Z ∈ C using successive
local approximations by Fourier series. In fact, in 1932, John von Neumann already made a related
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2 K. A. OKOUDJOU
claim, when he stipulated that the system of functions
(2) G(ϕ, 1, 1) = {ϕnk(·) := e2piik·ϕ(· − n) : n, k ∈ Z}
where ϕ(x) = e−pix
2
spans a dense subspace of L2(R) [70].
Both claims were positively established in 1971 independently by V. Bargmann, P. Butera,
L. Girardelo, and J. R. Klauder [5] and A. M. Perelomov [62]. It then follows that both state-
ments hint at the fact that any square integrable function f is completely determined in the time-
frequency plane by the coefficients {cnk}k,n∈Z. In contrast to the theory of Fourier series, the
building blocks in this process are the time and frequency shifts of a function such as the Gaussian:
{ϕnk(x) = e2piik·ϕ(·−n) : n, k ∈ Z}. But as we shall see later, we could consider time-frequency shifts
of other square integrable functions along a lattice αZ×βZ leading to {e2piiβk·g(· −αn) : k, n ∈ Z}.
The main point here is that the building blocks can dependent on three parameters: α > 0 cor-
responding to shifts in time/space, β > 0 representing shifts in frequency, and a square integrable
window function g.
In some sense, both Gabor and von Neumann statements can also be thought of as the foundations
of what is known today as Gabor analysis, an active research field at the intersection of (quantum)
physics, signal processing, mathematics, and engineering. In broad terms, Gabor analysis seeks to
develop (discrete) joint time/space-frequency representations of functions (distributions, or signals)
initially defined only in time or frequency, and it re-emerged with the advent of wavelets [21, 19, 20,
45]. For a more complete introduction to the theory and applications of Gabor analysis we refer to
[13, 27, 28, 33, 42, 46].
The goal of this paper is to give an overview of some interesting open problems in Gabor analysis
that are in need of solutions. But first, in Section 2 we review some fundamental results in Gabor
analysis. In Section 3, we consider the problem of characterizing the set of all “good” parameters
α, β for a fixed window function g. In Section 4 we consider the problem of constructing orthonormal
bases for L2(R) by taking appropriate (finitely many) linear combinations of time-frequency shifts
of g along a lattice αZ× βZ. Finally, in Section 5 we elaborate on a conjecture that asks whether
any finite set of time-frequency shifts of a square integrable function is linearly independent.
2. Gabor frame theory
We start with a motivating example based on the L2 theory of Fourier series. In particular, we
would like to exhibit a set of building blocks {gnk}k,n∈Z that can be used to decompose every square
integrable function. To this end, let g(x) = χ[0,1)(x), where χI denotes the indicator function of
the measurable set I. Any f ∈ L2(R) can be localized to the interval [n, n + 1) by considering its
restriction, f(·) g(· − n) to this interval. By superimposing all these restrictions over all integers
n ∈ Z, we recover the function f . That is, we can write
(3) f(x) =
∞∑
n=−∞
f(x)g(x− n)
with convergence L2. But since the restriction of f to [n, n + 1) is square integrable, it can be
expanded into its L2 convergent Fourier series leading to
(4) f(x) g(x− n) =
∑
k∈Z
cnke
2piixk
where for each k ∈ Z,
cnk = 〈f(·)g(· − n), e2piik·〉L2([n,n+1)) =
∫ ∞
−∞
f(x) g(x− n) e−2piikx dx = 〈f, gnk〉
with gnk(x) = g(x − n) e2piikx. Here and in the sequel, 〈·, ·〉 denotes the inner product on either
L2(R), the space Lebesgue measurable square integrable functions on R, or `2(Z2) the space of
square summable sequences on Z2. In addition, we use the notation ‖ · ‖ := ‖ · ‖2 to denote the
corresponding norm. The context will make it clear which of the two spaces we are dealing with.
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Substituting this in (4) and (3) leads to
(5) f(x) =
∞∑
n=−∞
f(x)g(x− n) =
∞∑
n=−∞
∞∑
k=−∞
cnke
2piikxg(x− n) =
∞∑
k,n=−∞
〈f, gnk〉gnk(x)
This expansion of f is similar to Gabor’s claim (1), with the the following key differences:
• The coefficients in (5) are explicitly given and are linear in f .
• (1) is based on the Gaussian while (5) is based on the indicator function of [0, 1).
• Finally, the expansion given in (5) is is an orthonormal decomposition while the one given by (1)
is not.
One of the goals of this section is to elucidate the difference in behavior between the two building
blocks appearing in (1) and (5). In addition, we shall elaborate on the existence of orthonormal
bases of the form {e2piiβk·g(· − αn) : k, n ∈ Z}.
The two systems of functions in (1) and (2) are examples of Gabor (or Weyl-Heisenberg) systems.
More specifically, for a, b ∈ R and a function g defined on R, let Mbf(x) = e2piibxf(x) and Taf(x) =
f(x− a) be respectively the modulation operator, and the translation operator. The Gabor system
generated by a function g ∈ L2(R), and parameters α, β > 0, is the set of functions [33]
G(g, α, β) = {MkβTnαg(·) = e2piikβ·g(· − nα) : k, n ∈ Z}.
Given g ∈ L2(R), and α, β > 0, the Gabor system G(g, α, β) is called a frame for L2(R) is there
exist constants 0 < A ≤ B <∞ such that
(6) A‖f‖2 ≤
∑
k,n∈Z
|〈f,MkβTnαg〉|2 ≤ B‖f‖2 ∀f ∈ L2(R).
The constant A is called a lower frame bound, while B is called an upper frame bound. When
A = B we say that the Gabor frame is tight. In this case, the frame bound A is referred to as the
redundancy of the frame. Loosely speaking, the redundancy A measures by how much the Gabor
tight frame is overcomplete. A tight Gabor frame for which A = B = 1 is called a Parseval frame.
Clearly, if G(g, α, β) is an ONB then it is a Parseval frame, and conversely, if G(g, α, β) is a Parseval
frame and ‖g‖ = 1, then it is a Gabor ONB.
More generally, a Gabor frame is a “basis-like” system that can be used to decompose and/or
reconstruct any square integrable function. As such, it will not come as a surprise that general-
izations of certain tools from linear algebra might be useful in analyzing Gabor frames. We refer
to [13, 20, 33, 46, 42] for more background on Gabor frames, and summarize below some results
needed in the sequel.
Suppose we would like to analyze f using the Gabor system G(g, α, β). We are then led to consider
the correspondence that takes any square integrable function f into the sequence {〈f,MkβTnαg〉}k,n∈Z.
This correspondence is sometimes called the analysis or decomposition operator and denoted by
Cg : f → {〈f,MkβTnαg〉}k,n∈Z.
Its (formal) adjoint C∗g called the synthesis or reconstruction operator maps sequences c = {ckn}k,n∈Z
to
C∗g c =
∑
k,n∈Z
cknMkβTnαg.
The composition of these two operators is called the (Gabor) frame operator associated to the Gabor
system G(g, α, β) is defined by
(7) Sf := Sg,α,βf = C
∗
gCg(f) =
∑
n,k∈Z
〈f,MkβTnαg〉MkβTnαg
It follows that, given f ∈ L2(R), we can (formally) write that
〈Sf, f〉 = 〈C∗gCgf, f〉 = 〈Cgf, Cgf〉 =
∑
k,n∈Z
|〈f,MkβTnαg〉|2.
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Therefore, G(g, α, β) is a frame for L2 if and only if there exist constants 0 < A ≤ B <∞ such that
A‖f‖22 ≤ 〈Sf, f〉 ≤ B‖f‖22 ∀ f ∈ L2(R).
In particular, G(g, α, β) is a frame for L2 if and only if the self-adjoint frame operator S is bounded
and positive definite. Furthermore, the optimal upper frame bound B is the largest eigenvalue of S
while the optimal lower bound A is its smallest eigenvalue. In addition, G(g, α, β) is a tight frame
for L2 if and only if S is a multiple of the identity.
Viewing a Gabor frame as an overcomplete “basis-like” object suggests that any square inte-
grable function can be written in a non-unique way as a linear combination of the Gabor atoms
{MkβTnαg}k,n∈Z. Akin to the role of the pseudo-inverse in linear algebra, we single out one
expansion that results in a somehow canonical representation of f as a linear combination of
{MkβTnαg}k,n∈Z. To obtain this decomposition we need a few basic facts about the frame op-
erator.
Suppose that G(g, α, β) is a Gabor frame for L2, and let f ∈ L2. For all (`,m) ∈ Z2 the frame
operator S and M`βTmα commute. That is
S(M`βTmαf) = M`βTmα(S(f)) for all (`,m) ∈ Z2.
It follows that S−1 andM`βTmα also commute for all (`,m) ∈ Z2. As a consequence, given f ∈ L2(R)
we have
f = S(S−1f) =
∑
k,n∈Z
〈S−1f,MkβTnαg〉MkβTnαg
=
∑
k,n∈Z
〈f, S−1MkβTnαg〉MkβTnαg =
∑
k,n∈Z
〈f,MkβTnαg˜〉MkβTnαg
where g˜ = S−1g ∈ L2(R) is called the canonical dual of g. Similarly, by writing f = S−1(Sf) we
get that
f =
∑
k,n∈Z
〈f,MkβTnαg〉MkβTnαg˜.
The coefficients {〈f,MkβTnαg˜〉}k,n∈Z give the least square approximation of f . Indeed, for f ∈ L2,
let c˜ = (〈f,MkβTnαg˜〉)k,n∈Z ∈ `2(Z2). Given any (other) sequence (ck,n)k,n∈Z ∈ `2(Z2) such that
f =
∑
k,n∈Z
c˜k,nMnβTkαg =
∑
k,n∈Z
ck,nMkβTnαg,
we have
‖c˜‖22 =
∑
k,n∈Z
|〈f,MkβTnαg˜〉|2 = 〈S−1f, f〉 =
∑
k,n∈Z
ck,n〈S−1MkβTnαg, f〉 =
∑
k,n∈Z
ck,nc˜k,n = 〈c, c˜〉.
Consequently, 〈c− c˜, c˜〉 = 0, leading to
‖c‖22 = ‖c− c˜‖22 + ‖c˜‖22 ≥ ‖c˜‖22
with equality if and only if c = c˜. In other words, for a Gabor frame G(g, α, β), and given f ∈ L2,
among all expansions f =
∑
k,n∈Z ck,nMkβTnαg, with c = (ck,n)k,n∈Z ∈ `2(Z2), the coefficient
c˜ = (〈f,MkβTnαg˜〉)k,n∈Z ∈ `2(Z2) has the least norm.
Because the frame operator S is positive definite, S1/2 is well defined and positive definite as
well. Thus, we can write
f = S−1/2SS−1/2f =
∑
k,n
〈f, S−1/2MkβTnαg〉S−1/2MkβTnαg =
∑
k,n
〈f,MkβTnαg†〉MkβTnαg†
where g† = S−1/2g ∈ L2. In other words, G(g†, α, β) is a Parseval frame.
Finally, assume that A,B are the optimal frame bounds for G(g, α, β). Then, for all f ∈ L2, we
have
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∑
k,n∈Z
|〈f,MkβTnαg˜〉|2 = 〈S−1f, f〉 = 〈S−1f, S(S−1f)〉 ≤ B‖S−1f‖2 ≤ B˜‖f‖2
and similarly, we have the lower bound
〈S−1f, f〉 = 〈S−1f, S(S−1f)〉 ≥ A‖S−1f‖2 ≥ A˜‖f‖2
Therefore, if G(g, α, β) is Gabor frame for L2(R), then so is G(g˜, α, β) where g˜ = S−1g ∈ L2(R). We
summarize all these facts in the following result.
Proposition 1 (Reconstruction formulas for Gabor frame). Let g ∈ L2(R) and α, β > 0. Suppose
that G(g, α, β) is a frame for L2(R) with frame bounds A,B. Then the following statements hold.
(a) The Gabor system G(g˜, α, β) with g˜ = S−1g ∈ L2, is also a frame for L2 with frame bounds
1/B, 1/A. Furthermore, for each f ∈ L2 we have the following reconstruction formulas:
f =
∑
k,n∈Z
〈f,MkβTnαg˜〉MkβTnαg =
∑
k,n∈Z
〈f,MkβTnαg〉MkβTnαg˜.
In addition, among all sequences c = (ck,n)k,n∈Z ∈ `2(Z2) such that f =
∑
k,n∈Z ck,nMkβTnαg,
the sequence c˜ = (〈f,MkβTnαg˜〉)k,n∈Z ∈ `2(Z2) satisfies
‖c˜‖22 =
∑
k,n∈Z
|〈f,MkβTnαg˜〉|2 ≥
∑
k,n∈Z
|ck,n|2 = ‖c‖22
with equality if and only if c = c˜.
(b) The Gabor system G(g†, α, β) where g† = S−1/2g ∈ L2, is a Parseval frame. In particular,
each f ∈ L2 has the following expansion
f =
∑
k,n
〈f,MkβTnαg†〉MkβTnαg†.
It is worth pointing out that the coefficients (〈f,MkβTnαg〉)k,n appearing in (6) or in (7) are
samples of the Short-Time Fourier Transform (STFT) of f with respect to g. This is the function
Vg defined on R2 by
Vgf(x, ξ) = 〈f,MξTxg〉 =
∫
R
f(t)g(t− x)e−2piitξ dt.
When g ∈ L2(R) is chosen such that ‖g‖ = 1, then Vg is an isometry from L2(R) onto a closed
subspace of L2(R2) and for all f ∈ L2(R)
(8)
∫
R
|f(t)|2 dt =
∫∫
R2
|Vgf(x, ξ)|2 dx dξ
Furthermore, for any h ∈ L2 such that 〈g, h〉 6= 0
(9) f(t) = 1〈g,h〉
∫∫
R2
Vgf(x, ξ)MξTxh(t) dx dξ
where the integral is interpreted in the weak sense. We refer to [30, Chapter 1] and [33, Chapter 3]
for more on the STFT and related phase-space or time-frequency transformations.
The reconstruction formulas in Proposition 1 can be viewed as discretizations of the inversion
formula for the STFT (9). In particular, sampling the STFT on the lattice αZ× βZ and using the
weights c˜ = (〈f,MkβTnαg˜〉)k,n∈Z = (Vg˜f(αk, βn))k,n∈Z ∈ `2(Z2) perfectly reconstructs f . As such
one can expect that in addition to the quality of the window g (and hence g˜), the density of the
lattice must play a role in establishing these formulas. Thus, it must not come as a surprise that
the following results hold.
Proposition 2 (Density theorems for Gabor frames). Let g ∈ L2(R) and α, β > 0.
(a) If G(g, α, β) is a Gabor frame for L2(R) then 0 < αβ ≤ 1
(b) If αβ > 1, then G(g, α, β) is incomplete in L2(R).
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(c) G(g, α, β) is an orthonormal basis for L2(R) if and only G(g, α, β) is a tight frame for L2(R),
‖g‖ = 1, and αβ = 1.
These results were proved using various techniques ranging from operator theory to signal analysis
illustrating the multi-origin of Gabor frame theory. For more on these density results we refer to
[3, 19, 23, 31, 63], and for a complete historical perspective see [42].
At this point some questions arise naturally. For example, can one classify g ∈ L2(R) and the
parameters α, β > 0, such that G(g, α, β) generates a frame, or an ONB for L2(R)? Despite some
spectacular results both in the theory and the applications of Gabor frames [27, 28], these problems
have not been completely resolved. Section 3 will be devoted to addressing the frame set problem for
Gabor frames. That is given g ∈ L2(R) characterize the set of all (α, β) ∈ R2+ such that G(g, α, β)
is a frame. On the other hand, and as seen from part (c) of Proposition 2, Gabor ONB can only
occur when αβ = 1. In addition to this restriction, there does not exist a Gabor ONB with g ∈ L2
such that ∫ ∞
−∞
|x|2 |g(x)|2 dx
∫ ∞
−∞
|ξ|2 |gˆ(ξ)|2 dξ <∞
where
gˆ(ξ) =
∫ ∞
−∞
g(t)e−2piitξdt
is the Fourier transform of g. This uncertainty principle-type result known as the Balian-Low
Theorem (BLT) precludes the existence of Gabor ONBs with well-localized windows [4, 6, 19, 59].
We use the term well-localized window to describe functions g that behave well in both time/space
and frequency. For example, functions in certain Sobolev spaces, and more generally in the so-
called modulation spaces can be thought of as well-localized [33, Chapter 11]. With this in mind,
the following result holds.
Proposition 3 (The Balian-Low Theorem). Let g ∈ L2(R) and α > 0. If G(g, α, 1/α) is an
orthonormal basis for L2(R) then∫ ∞
−∞
|x|2 |g(x)|2 dx
∫ ∞
−∞
|ξ|2 |gˆ(ξ)|2 dξ =∞.
We refer to [8] for a survey on the BLT. In Section 4 we will introduce a modification of Gabor
frames that will result in an ONB called Wilson basis with well-localized (or regular) window
functions g. These ONBs were introduced by K. G. Wilson [71] under the name of Generalized
Warnnier functions. The fact that these are indeed ONBs was later established by Daubechies,
Jaffard and Journe´ [22] who developed a systematic construction method for these kinds of systems.
The method starts with constructing a tight Gabor frame of redundancy A = 2 and a well-localized
window g. By then taking appropriate linear combinations of at most two Gabor atoms from this
tight Gabor frame, the author removed the original redundancy and obtained an ONB. While it
is clear that tight Gabor frame with well-localized generators and arbitrary redundancy can be
constructed, it remains an open question how or if one can get ONBs from these systems. We
survey this question in Section 4, and mention that an interesting application involving the Wilson
bases is the recent detection of the gravitational waves [52, 53]. We refer to the short survey [12],
and to [26] for some historical perspectives. For more on the Wilson bases we refer to [10, 55, 72, 73].
3. The frame set problem for Gabor frames
As mentioned in the Introduction, a Gabor system is determined by three parameters: the shift
parameters α, β, and the window function g. Ideally, one would like to classify the set of all these
three parameters for which the resulting system is a frame. However, and in general, this is a
difficult question and we shall only consider the special case in which the window function g is fixed
and one seeks the set of all parameters α, β > 0 for which the resulting system is a frame.
In this setting, the frame set of a function g ∈ L2(R) is defined as
F(g) = {(α, β) ∈ R2+ : G(g, α, β) is a frame} .
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In general, determining F(g) for a given function g is also an open problem. One of the most known
general result proved by Feichtinger and Kaiblinger [29] states that F(g) is an open subset of R2+ if
g ∈ L2(R) belongs to the modulation space M1(R) ([33]), i.e.,∫∫
R2
|Vgg(x, ξ)| dxdξ <∞.
Examples of functions in this space include g(x) = e−pi|x|
2
or g(x) = 1cosh x . In fact, for these specific
functions more is know. Indeed,
F(g) = {(α, β) ∈ R2+ : αβ < 1}
if g ∈ {e−pix2 , 1cosh x , e−xχ[0,+∞](x), e−|x|}, [47, 49, 51, 60, 68, 69]. On the other hand when g(x) =
χ[0,c](x), c > 0, F(g) is a rather complicated set that has only been fully described in recent years
by Dai and Sun [18], see also [40, 50] for earlier work on this example.
Let g(x) = e−|x| and observe that gˆ(ξ) = 21+4pi2ξ2 , which makes g(x) = e
−|x| an example of a
totally positive function of type 2. More generally, g ∈ L2(R) is a totally positive function of type M ,
where M is a natural number, if its Fourier transform has the form gˆ(ξ) =
∏M
k=1(1+2piiδkξ)
−1 where
δk 6= δ` ∈ R for k 6= `. It was proved that for all such functions g, F(g) =
{
(α, β) ∈ R2+ : αβ < 1
}
[39, 34]. A similar result holds for the class of totally positive functions of Gaussian type, [38],
which are functions whose Fourier transforms have the form gˆ(ξ) =
∏M
k=1(1+2piiδkξ)
−1e−cξ
2
where
δ1 6= δ2 6= . . . 6= δM ∈ R and c > 0. We refer to [34] for a survey of the structure of F(g) not only
for the rectangular lattices we consider here, but more general Gabor frame on discrete (countable)
sets Λ ⊂ R2.
However, there are other “simple” functions g for which determining F(g) remains largely a
mystery. In the rest of this section we consider the frame set for the B splines gN given by{
g1(x) = χ[−1/2,1/2], and
gN (x) = g1 ∗ gN−1(x) for N ≥ 2.
Christensen lists the characterization of F(gN ) for N ≥ 2 as one of the six main problems in frame
theory [14]. Due to the fact that gN ∈M1(R) for N ≥ 2, we know that F(gN ) is an open subset of
R2+. The current description of points in this set can be found in [2, 15, 16, 36, 54, 56].
For example, consider the case N = 2 where
g2(x) = χ[−1/2,1/2] ∗ χ[−1/2,1/2](x) = max (1− |x|, 0) =
{
1 + x if x ∈ [−1, 0]
1− x if x ∈ [0, 1]
The known results on F(g2) can be summarized as follows.
Proposition 4 (Frame set of the 2−spline, g2). The following statements hold.
(a) If (α, β) ∈ F(g2), then αβ < 1 and α < 2 [21]. This is illustrated by the green region in
Figure 1.
(b) Assume that 1 ≤ α < 2 and 0 < β < 1α . Then, (α, β) ∈ F(g2) [15]. This is illustrated by
part of the Yellow region in Figure 1.
(c) Assume that 0 < α < 2, and 0 < β ≤ 22+α . Then, (α, β) ∈ F(g2), and there is a unique
dual h ∈ L2(R) ∩ L∞(R) such that supph ⊆ [−α2 , α2 ] [16]. This is illustrated by the blue
region in Figure 1.
(d) Assume that 0 < α < 2, and 22+α < β ≤ 42+3α . Then, (α, β) ∈ F(g2), and there is a
unique dual h ∈ L2(R) ∩ L∞(R) such that supph ⊆ [− 3α2 , 3α2 ] [56]. This is illustrated by
the magenta region in Figure 1.
(e) Assume that 0 < α < 1/2, and 42+3α < β ≤ 21+α . Then, (α, β) ∈ F(g2), and there is a
unique dual h ∈ L2(R) ∩L∞(R) such that supph ⊆ [− 5α2 , 5α2 ] [1]. This is illustrated by the
cyan region in Figure 1.
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(f) Assume that 12 ≤ α ≤ 45 , and 42+3α < β ≤ 62+5α , with β > 1. Then, (α, β) ∈ F(g2),
and there is a unique dual h ∈ L2(R) ∩ L∞(R) such that supph ⊆ [− 5α2 , 5α2 ] [1]. This is
illustrated by the cyan region in Figure 1.
(g) Assume that 23 ≤ α ≤ 1, and 42+3α < β < 1. Then, (α, β) ∈ F(g2), and there is a unique
compactly supported dual h ∈ L2(R) ∩ L∞(R) [2]. This is illustrated by the cyan region in
Figure 1.
(h) If 0 < α < 2, β = 2, 3, . . ., and αβ < 1, then, (α, β) 6∈ F(g2) [37]. This is illustrated by the
red horizontal lines in Figure 1.
These results are illustrated in Figure 1, where except for the red regions, all other regions are
contained in F(g2). For the proofs we refer to [2, 1, 16, 15, 13, 37, 56, 54]. But we point out that
the main idea in establishing parts (c–g) is based on the following result due to Janssen [48]. Before
stating it we recall that for α, β > 0 and g ∈ L2(R), the Gabor system G(g, α, β) is called a Bessel
sequence if only the upper bound in (6) is satisfied for some B > 0.
Proposition 5 (Sufficient and necessary condition for dual Gabor frames). [48] Let α, β > 0 and
g, h ∈ L2(R). The Bessel sequences G(g, α, β) and G(h, α, β) are dual Gabor frames if and only if∑
k∈Z
g(x− n/β − kα)h(x− kα) = βδn,0 a.e.x ∈ [0, α].
Using this result with g = gN and imposing that h is also compactly supported, leads one to seek
an appropriate (finite) square matrix from the (infinite) linear system∑
k∈Z
gN (x− `β + kα)h(x+ kα) = βδ` for almost everyx ∈ [−α2 , α2 ].
In particular, [2] shows that the region {(α, β) ∈ R2+ : 0 < αβ < 1} can be partitioned in subregions
Rm, m ≥ 1, such that a (2m − 1) × (2m − 1) matrix Gm can be extracted from the above system
leading to
Gm(x)

h(x+ (1−m)α)
...
h(x)
...
h(x+ (m− 1)α)
 =

0
...
β
...
0
 for almost every x ∈ [−α/2, α/2].
Choosing N = 2 results in parts (c–g) of Proposition 4, for the cases m = 1, 2, and 3. For these
cases, one proves that the matrix Gm(x) is invertible for for almost everyx ∈ [−α/2, α/2]. However,
only a subregion for the case m = 3 has been settled in [1]. It is also known that the remaining
part of this subregion contains some obstruction points, for example the line β = 2 in Figure 1.
Nonetheless, it seems that one should be able to prove that the region
{(α, β) : 12 ≤ α < 1, 62+5α ≤ β < 21+α , β > 1}
is also contained in F(g2). But this is still open.
We end this section by observing that the frame set problem is a special case of the more general
question of characterizing the full frame set Ffull(g) of a function g, where
Ffull(g) = {Λ ⊂ R2 : G(g,Λ) is a frame}
where Λ is the lattice Λ = AZ2 ⊂ R2 with detA 6= 0. The only general result known in this case is
for g(x) = e−a|x|
2
with a > 0 in which case [60, 68]
Ffull(g) = {Λ ⊂ R2 : VolΛ < 1},
where the volume of Λ is defined by Vol(Λ) = |detA|.
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Figure 1. A sketch of F(g2). The red region contains points (α, β) for which
G (g2, α, β) is not a frame. All other colors indicate the frame property. The green
region is the classical: “painless expansions” [21], and the yellow region is the result
from [15]. The blue and the magenta regions are respectively from [56] and [16].
The cyan region is from [2, 1].
4. Wilson Bases
By the BLT (Proposition 3) and Proposition 2(iii), we know that G(g, α, 1/α) cannot be an ONB
if g is well-localized in the time-frequency plane. To overcome the BLT, K. G. Wilson introduced
an ONB {ψn,`, n ∈ N0, ` ∈ Z}, where ψ0,`(x) = ψ`(x) and for n ≥ 1, ψn,`(x) = ψ`(x− n), and such
that ψˆn,` is localized around ±n, that is, ψn,` is a bimodal function. Wilson presented numerical
evidences that this system of functions is an ONB for L2(R). In 1992, Daubechies, Jaffard, and
Journe´ formalized Wilson’s ideas and constructed examples of bimodal Wilson bases generated by
smooth functions. To be specific, the Wilson system associated with a given function g ∈ L2, is
W(g) = {ψj,m : j ∈ Z,m ∈ N0} where
ψj,m(x) =
g(x− j) if j ∈ Z1√2T j
2
(Mm + (−1)j+mM−m)g(x) if (j,m) ∈ Z× N,(10)
which can simply be rewritten as
ψj,m(x) =
{√
2 cos 2pimx g(x− j2 ), if j +m is even√
2 sin 2pimx g(x− j2 ), if j +m is odd.
It is not hard to see {ψj,m} is an ONB for L2(R) if and only if{
‖ψj,m‖ = 1 for all (j,m) ∈ N0 × Z
〈f, h〉 = ∑j,m〈f, ψj,m〉〈h, ψj,m〉 for all f, h ∈ L2.
Assuming that g and gˆ are smooth enough, gˆ real-valued, one can show that this is equivalent to
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∑
m∈Z
gˆ(ξ −m)gˆ(ξ −m+ 2j) = δj,0 for almost every ξ, and for each j ∈ Z.
It follows that one can construct compactly supported gˆ that will solve this system of equations. On
the other hand, one can convert these equations into a single one by using another time-frequency
analysis tool, the Zak transform which we now define. For f ∈ L2(R) we let Zf : [0, 1)× [0, 1)→ C
be given by
Zf(x, ξ) =
√
2
∑
j∈Z
f(2(x− j))e2piijξ
Z is a unitary map from L2(R) onto L2([0, 1)2) and enjoys some periodicity-like properties [33,
Chapter 8]. Using the Zak transform, and under suitable regularity assumptions on g and gˆ, one
can show that {ψj,m} is an ONB if and only if
|Zgˆ(x, ξ)|2 + |Zgˆ(x, ξ + 12 )|2 = 2 for almost every (x, ξ) ∈ [0, 1]2.
Real-valued functions g solving this equation, can be constructed with the additional requirement
that both g and gˆ have exponential decay.
To connect this Wilson system to Gabor frame, we use once again the Zak transform, and observe
that the frame operator of the Gabor system G(g, 1, 1/2) is a multiplication operator in the Zak
transform domain, that is
ZSgf(x, ξ) = M(x, ξ)Zf(x, ξ)
where M(x, ξ) = |Zg(x, ξ)|2 + |Zg(x, ξ− 12 )|2. Consequently, G(g, 1, 1/2) is a tight frame if and only
if
M(x, ξ) = |Zg(x, ξ)|2 + |Zg(x, ξ − 12 )|2 = A for almost every (x, ξ) ∈ [0, 1]2,
where A is a constant. These ideas were used in [22] resulting in the following.
Proposition 6 ([22]). There exist unit-norm real-valued functions g ∈ L2(R) with the property that
both g and gˆ have exponential decay and such that the Gabor system G(g, 1, 1/2) is a tight frame for
L2(R) if and only if the associated Wilson system W(g) is an orthonormal basis for L2(R).
Proposition 6 also provides an alternate view of the Wilson ONB. Indeed, each function in (10)
is a linear combination of at most two Gabor functions from a tight Gabor frame G(g, 1, 1/2) of
redundancy 2. Furthermore, such Gabor systems can be constructed so as the generators are well-
localized in the time-frequency plane. Suppose now that we are given a tight Gabor system G(g, α, β)
where (αβ)−1 = N ∈ N where N > 2. Hence, the redundancy of this tight frame is N . Can a
Wilson-type ONB (generated by well-localized window) be constructed from this system by taking
appropriate linear combinations? This problem was posed by Gro¨chenig for the case α = 1 and
β = 1/3 [33, Section 8.5], and to the best of our knowledge it is still open. If one is willing to give up
on the orthogonality, Wojdy l lo [72] proved the existence of Parseval Wilson-type frames for L2(R)
from Gabor tight frames of redundancy 3. More recently, explicit examples have been constructed
starting from Gabor tight frames of redundancy 1β ∈ N where N ≥ 3.
Proposition 7. [9] For any β ∈ [1/4, 1/2) there exists a real-valued function g ∈ S(R) such that
the following equivalent statements hold.
(i) G(g, 1, β) is a tight Gabor frame of redundancy β−1.
(ii) The associated Wilson system given by
(11) W(g, β) = {ψj,m : j ∈ Z,m ∈ N0}
where
ψj,m(x) =
{√
2βg2j,0(x) =
√
2βg(x− 2βj) if j ∈ Z,m = 0,√
β
[
e−2piiβjmgj,m(x) + (−1)j+me2piiβjmgj,−m(x)
]
if (j,m) ∈ Z× N(12)
is a Parseval frame for L2(R).
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If in addition β = 12n where n is any odd natural number, then we can choose g to be real-valued
such that both g and gˆ have exponential decay.
To turn these Parseval (Wilson) systems in ONBs, one needs to ensure that ‖ψj,m‖2 = 1 for
all j,m. This requires in particular that ‖g‖ = 1√
2β
, which seems to be incompatible with all the
other conditions imposed g. It has then been suggested in [9] that to obtain a Wilson ONB with
redundancy different from 2, one must modify in a fundamental way (12). For example, if we want
to have a Wilson ONB with α = 1, β = 1/3, it seems that one should take linear combinations
of three Gabor atoms instead of the two in Proposition 7. While we have no proof of this claim,
it seems to be supported by a recent construction of multivariate Wilson ONBs which is not a
tensor products on 1-Wilson ONBs. This new approach was introduced in [10], where a relationship
between these bases and the theory of Generalized Shift Invariant Spaces (GSIS) [64, 65, 66] was
used to construct (non-separable) well-localized Wilson ONB for L2(Rd) starting from tight Gabor
frames of redundancy 2k where k = 0, 1, 2, . . . d−1. In particular, the functions in the corresponding
Wilson systems are linear combinations of 2k elements from the tight Gabor frame.
5. HRT
Any application involving Gabor frames, a truncation is needed, and one considers only a finite
number of Gabor atoms. As such, and from a numerical point of view determining the condition
number of the projection matrix
PN,K =
N∑
n=−N
K∑
k=−K
〈·,MkβTnαg〉MkβTnαg
for N,K ≥ 1 is useful. In fact, and beyond any numerical considerations, one could ask if this oper-
ator is invertible, which will be the case if {MkβTnαg, |n| ≤ N, |k| ≤ K} was linearly independent.
Clearly this is the case if the starting Gabor frame was an ONB. However, and in general this is not
known. In fact, this is a special case of a broader problem that we consider in this last section. This
fascinating (due in part to the simplicity of its statement) open problem that was posed in 1990 by
C. Heil, J. Ramanathan, and P. Topiwala, and is now referred to as the HRT conjecture [41, 43].
Conjecture 1 (The HRT Conjecture). Given any 0 6= g ∈ L2(R) and Λ = {(ak, bk)}Nk=1 ⊂ R2,
G(g,Λ) is a linearly independent set in L2(R), where
G(g,Λ) = {e2piibk·g(· − ak), k = 1, 2, . . . , N}.
To be more explicit, the conjecture claims the following: Given c1, c2, . . . , cN ∈ C such that
(13)
N∑
k=1
ckMbkTakg(x) =
N∑
k=1
cke
2piibkxg(x−ak) = 0 for almost everyx ∈ R =⇒ c1 = c2 = . . . = cN = 0.
The conjecture is still generally open even if one assumes that g ∈ S(R), the space of C∞ functions
that decay faster than any polynomial.
Observe that for a given Λ = {(ak, bk)}Nk=1 ⊂ R2, and g ∈ L2(R), we can always assume that
(a1, b1) = (0, 0), if not, applying M−b1T−a1 to G(g,Λ) results in G(M−b1T−a1g,Λ′) where Λ′ will
include the origin. In addition, by rotating and scaling if necessary, we may also assume that Λ
contains (0, 1). This will result in unitarily changing g. Finally, by applying a shear matrix, we may
assume that Λ contains (a, 0) for some a 6= 0. Consequently, given Λ = {(ak, bk)}Nk=1 ⊂ R2 with
N ≥ 3, we shall assume that {(0, 0), (0, 1), (a, 0)} ⊆ Λ, for some a 6= 0.
To illustrate some of the difficulties arising in investigating this problem, we would like to give
some ideas of the proof of the conjecture when N ≤ 3 and 0 6= g ∈ L2(R). Let us first consider the
case N = 2, and from the above observations we can assume that Λ = {(0, 0), (0, 1)}. Suppose that
c1, c2 ∈ C such that c1g + c2M1g = 0. This is equivalent to
(c1 + c2e
2piix)g(x) = 0
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Since g 6= 0 and c1 + c2e2piix is a trigonometric polynomial, we see that c1 = c2 = 0.
Now consider the case N = 3, and assume that Λ = {(0, 0), (0, 1), (a, 0)} where a > 0 is such that
G(g,Λ) is linearly dependent. Thus there are non-zero complex numbers c1, c2 such that
g(x− a) = (c1 + c2e2piix)g(x) = P (x)g(x) ∀x ∈ S
where S ⊂ supp(g) ∩ (0, 1) has positive Lebesgue measure. Note that P (x) is a 1-periodic trigono-
metric polynomial, that is nonzero almost everywhere. We can now iterate (5) along ±na for n > 0
to obtain
{
g(x− na) = g(x)∏n−1j=0 P (x− ja) = g(x)Pn(x)
g(x+ na) = g(x− a)∏nj=0 P (x+ ja)−1 = g(x)Qn(x)
Consequently, g(x+ na) = g(x)Qn(x) = g(x)Pn(x+ na)
−1 implying that
(14) Qn(x) = Pn(x+ na)
−1 x ∈ S
In addition, using the fact that g ∈ L2(R) one can conclude that
(15) lim
n→∞Pn(x) = limn→∞Qn(x) = 0 a.e. x ∈ S
However, one can show that (14) and (15) cannot hold simultaneously by distinguishing the case
a ∈ Q and the case a is irrational. Hence, the HRT conjecture holds when #Λ = 3. We refer to [43]
for details.
In addition to the fact that the HRT conjecture is true for any set of 3 distinct points, the known
results generally fall into the following categories.
Proposition 8 (HRT for arbitrary set Λ ⊂ R2). Suppose that Λ ⊂ R2 is a finite subset of distinct
points. Then the HRT conjecture holds in each of the following cases.
(a) g is compactly supported, or just supported within a half-interval (−∞, a], or [a,∞) [43].
(b) g(x) = p(x)e−pix
2
where p is a polynomial [43].
(c) g is such that limx→∞ |g(x)|ecx2 = 0 for all c > 0 [11].
(d) g is such that limx→∞ |g(x)|ecx log x = 0 for all c > 0 [11].
Proposition 9 (HRT for arbitrary g ∈ L2(R)). Suppose that 0 6= g ∈ L2(R) is arbitrary. Then the
HRT conjecture holds in each of the following cases.
(a) Λ is a finite set with Λ ⊂ A(Z2) + z where A is a full rank 2× 2 matrix and z ∈ R2 [57]. In
particular, Conjecture 1 holds when #Λ ≤ 3 [43].
(b) #Λ = 4 where two of the four points in Λ lie on a line and the remaining two points lie on
a second parallel line [24, 25]. Such set Λ is called a (2, 2) configuration, see Figure 2 for
an illustrative example.
(c) Λ consists of collinear points [43].
(d) Λ consists of N − 1 collinear and equi-spaced points, with the last point located off this line
[43].
We observe that when Λ consists of collinear points, the HRT conjecture reduces to the question
of linear independence of (finite) translates of L2 functions that was investigated by Rosenblatt [67].
Recently, Currey and Oussa showed that the HRT conjecture is equivalent to the question of linear
independence of finite translates of square integrable functions on the Heisenberg group [17].
To date and to the best of our knowledge Proposition 8 and Proposition 9 are the most general
known results on the HRT conjecture. Nonetheless, we give a partial list of known results when one
makes restrictions on both the function g and the set Λ. For an extensive survey on the state of
the HRT conjecture we refer to [41, 44], and to [35] for some perspectives from a numerical point of
view.
Proposition 10 (HRT in special cases). The HRT conjecture holds in each of the following cases.
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Figure 2. Example of a (2, 2) configuration.
(a) g ∈ S(R), and #Λ = 4 where three of the four points in Λ lie on a line and the fourth point
is off this line [24]. Such set Λ is called a (1, 3) configuration, see Figure 3 for an illustrative
example.
(b) g ∈ L2(R) is ultimately positive, and Λ = {(ak, bk)}Nk=1 ⊂ R2 is such that {bk}Nk=1 are
independent over the rationals Q [7].
(c) #Λ = 4, when g ∈ L2(R) is ultimately positive, g(x) and g(−x) are ultimately decreasing
[7].
(d) g ∈ L2(R) is real-valued, and #Λ = 4 is a (1, 3) configuration [61].
(e) g ∈ S(R) is real-valued functions in S(R) and #Λ = 4 [61].
Figure 3. Example of a (1, 3) configuration.
Recently, some of the techniques used to establish the HRT for (2, 2) configurations were extended
to deal with some special (3, 2) configurations [61]. From these results, and when restricting to real-
valued functions, it was concluded that the HRT holds for certain sets of four points. We briefly
describe this method here.
Let Λ = {(0, 0), (0, 1), (a0, 0), (a, b)}, and assume that Λ is neither a (1, 3), nor a (2, 2) configu-
ration. Let 0 6= g ∈ L2(R) be a real-valued function. Suppose that G(g,Λ) is linearly dependent.
Then there exist 0 6= ck ∈ C, k = 1, 2, 3 such that
Ta0g = c1g + c2M1g + c3MbTag
Taking the complex conjugate of this equation leads to
Ta0g = c1g + c2M−1g + c3M−bTag
Taking the difference of these two equations gives
(c1 − c1)g + c2M1g − c2g + c3MbTag − c3M−bTag = 0.
Since c2, c3 6= 0 we conclude that G(g,Λ′) where Λ′ = {(0, 0), (0, 1), (0,−1), (a, b), (a,−b)} is a
(symmetric) (3, 2) configuration, is linearly dependent. Consequently, we have proved the following
result.
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Proposition 11. Let 0 6= g ∈ L2(R) be a real-valued function. Suppose that (a, b) ∈ R2 is such
that G(g,Λ0) is linearly independent where Λ0 = {(0, 0), (0, 1), (0,−1), (a, b), (a,−b)}. Then for all
0 6= c ∈ R, G(g,Λ) is linearly independent where Λ = {(0, 0), (0, 1), (c, 0), (a, b)}.
In [61, Theorem 6, Theorem 7] it was proved that the hypothesis of Proposition 11 is satisfied
when g ∈ L2(R) (not necessarily real-valued) for certain values of a, and b. These results were viewed
as a restriction principle for the HRT, whereby proving the conjecture for special sets of N+1 points
one can establish it for certain related sets of N points. In addition, a related extension principle,
which can be viewed as an induction-like technique was introduced. The premise of this principle
is based on the following question. Suppose that the HRT conjecture holds for all g ∈ L2(R) and a
set Λ = {(ak, bk)}Nk=1 ⊂ R2. For which points (a, b) ∈ R2 \Λ will the conjecture remain true for the
same function g and the new set Λ′ = Λ ∪ {(a, b)}?
We elaborate on this method for #Λ = 3. Let g ∈ L2(R) with ‖g‖2 = 1 and suppose that
Λ = {(0, 0), (0, 1), (a0, 0)}. We denote Λ′ = Λ ∪ {(a, b)} = {(0, 0), (0, 1), (a0, 0), (a, b)}. Since,
G(g,Λ) is linearly independent, the Gramian of this set of function is a positive definite matrix. We
recall that the Gramian of a set of N vectors {fk}Nk=1 ⊂ L2(R) is the (positive semi-definite N ×N
matrix (〈fk, f`〉)Nk,`=1. In the case at hand, the 4× 4 Gramian matrix G := Gg(a, b) of G(g,Λ′) can
be written in the following block structure:
(16) G =
[
A u(a, b)
u(a, b)∗ 1
]
where A is the 3× 3 Gramian of G(g,Λ) and
u(a, b) =
 Vgg(a, b)Vgg(a, b− 1)
e−2piia0bVgg(a− a0, b)

and u(a, b)∗ is the adjoint of u(a, b). By construction G is positive semi-definite for all (a, b) ∈ R2
and we seek the set of points (a, b) ∈ R2 \ Λ such that G is positive definite. We can encode this
information into the determinant of this matrix, or into a related function F : R2 → [0,∞) given by
(17) F (a, b) = 〈A−1u(a, b), u(a, b)〉.
The following was proved in [61].
Proposition 12 (The HRT Extension function). Given the above notations the function F satisfies
the following properties.
(i) 0 ≤ F (a, b) ≤ 1 for all (a, b) ∈ R2, and moreover, F (a, b) = 1 if (a, b) ∈ Λ.
(ii) F is uniformly continuous and lim|(a,b)|→∞ F (a, b) = 0.
(iii)
∫∫
R2 F (a, b)dadb = 3.
(iv) detGg(a, b) = (1− F (a, b)) detA.
Consequently, there exists R > 0 such that the HRT conjecture holds for g and Λ′ = Λ∪{(a, b)} =
{(0, 0), (0, 1), (a0, 0), (a, b)} whenever |(a, b)| > R.
We conclude the paper by elaborating on the case Λ = 4. Let Λ ⊂ R2 contain 4 distinct points,
and assume without loss of generality that Λ = {(0, 0), (0, 1), (a0, 0), (a, b)}.
When b = 0 and a = −a0 or a = 2a0, then Λ is a (1, 3) configuration with the additional fact that
its three collinear points are equi-spaced. This case is handled by Fourier methods as was done in
[43]; see Proposition 9 (d). But, for general (1, 3) configurations, the Fourier methods are ineffective.
Nonetheless, this case was considered by Demeter [24], who proved that the HRT conjecture holds
for all (1, 3) configurations when g ∈ S(R), and for a family of (1, 3) configurations when g ∈ L2(R).
It was latter proved by Liu that in fact, the HRT holds for all functions g ∈ L2(R) and for almost
all (in the sense of Lebesgue measure) (1, 3) configurations [58]. In fact, more is true, in the sense
that for g ∈ L2(R), there exists at most one (equivalence class of) (1, 3) configuration Λ0 such that
G(g,Λ0) is linearly dependent [61]. Here, we say that two sets Λ1 and Λ2 are equivalent if there
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exists a symplectic matrix A ∈ SL(2,R) (the determinant of A is 1) such that Λ2 = AΛ1. However,
it still not known if the HRT holds for all (1, 3) configurations when g ∈ L2.
Next if b = 1 with a 6∈ {0, a0}, or if a = a0 with b 6= 0 then Λ is a (2, 2) configuration. Demeter
and Zaharescu [25] established the HRT for all g ∈ L2 and all such configurations.
Consequently, to establish the HRT conjecture for all sets of four distinct points and all L2 func-
tion, one needs to focus on
• showing that there is no equivalence class of (1, 3) configurations for which the HRT fails; and
• proving the HRT for sets of four points that are neither (1, 3) configurations nor (2, 2) configura-
tions.
For illustrative purposes we pose the following question.
Question 1. Let 0 6= g ∈ L2(R). Prove that G(G,Λ) is linearly independent in each of the following
cases
(a) Λ = {(0, 0), (0, 1), (1, 0), (√2,√2)}, see [41, Conjecture 9.2].
(b) Λ = {(0, 0), (0, 1), (1, 0), (√2,√3)}.
To be more explicit, the question is to prove that each of the following two sets are linearly
independent
{g(x), g(x− 1), e2piixg(x), e2pii
√
2xg(x−
√
2)}
and
{g(x), g(x− 1), e2piixg(x), e2pii
√
3xg(x−
√
2)}
When g is real-valued, then part (a) was proved in [61], but nothing can be said for part (b). On
the other hand, [61, Theorem 7] establishes part (b) when g ∈ S(R).
Acknowledgment
The author acknowledges G. Atindehou and F. Ndjakou Njeunje’s help in generating the graph
included in the paper.
References
1. A. G. D. Atindehou, Y. B. Kouagou, and K. A. Okoudjou, Frame sets for the 2-spline, ArXiv, preprint
arXiv:1806.05614 (2018).
2. , Frame sets for a class of compactly supported continuous functions, Asian-Eur. J. Math. (2019), to
appear.
3. L. Baggett, Processing a radar signal and representations of the discrete Heisenberg group, Colloq. Math. 60/61
(1990), 195–203.
4. R. Balian, Un principe d’incertitude fort en the´orie du signal ou en me´canique quantique, C. R. Acad. Sci. Paris
292 (1981), no. 20, 1357–1362.
5. V. Bargmann, P. Butera, L. Girardelo, and J. R. Klauder, On the completeness of the coherent states, Rep.
Mathematical Phys. 2 (1971), no. 4, 221–228.
6. G. Battle, Heisenberg proof of the Balian-Low theorem, Lett. Math. Phys. 15 (1988), 175–177.
7. J. J. Benedetto and A. Bourouihiya, Linear independence of finite Gabor systems determined by behavior at
infinity, J. Geom. Anal. 25 (2015), no. 1, 226–254.
8. J. J. Benedetto, C. Heil, and D. F. Walnut, Differentiation and the Balian-Low theorem, J. Fourier Anal. Appl.
1 (1995), no. 4, 355–402.
9. D. Bhimani and K. A. Okoudjou, Bimodal Wilson systems in L2(R), Preprint, arXiv:1812.08020 (2018).
10. M. Bownik, M. S. Jakobsen, J. Lemvig, and K. A. Okoudjou, On Wilson bases in L2(Rd), SIAM J. Math. Anal.
(2017), no. 49, 3999–4023.
11. M. Bownik and D. Speegle, Linear independence of time-frequency translates of functions with faster than expo-
nential decay, Bull. Lond. Math. Soc. 45 (2013), no. 3, 554–566.
12. E. Chassande-Mottin, S. Jaffard, and Y. Meyer, Des ondelettes pour de´tecter les ondes gravitationnelle, Gaz.
Math. (2016), no. 148.
13. O. Christensen, An introduction to frames and Riesz bases, Applied and Numerical Harmonic Analysis,
Birkha¨user Boston, Inc., Boston, MA, 2003.
16 K. A. OKOUDJOU
14. , Six (seven) problems in frame theory, New Perspectives on Approximation and Sampling Theory (I. Za-
yed and G. Schmeisser, eds.), Applied and Numerical Harmonic Analysis, Springer, 2014, pp. 337–358.
15. O. Christensen, H. O. Kim, and R. Y. Kim, On Gabor frames generated by sign-changing windows and B−splines,
Appl. Comput. Harmon. Anal. 39 (2015), no. 3, 534–544.
16. , On Gabor frame set for compactly supported continuous functions, J. Inequal. and Appl. (2016), no. 94.
17. B. Currey and V. Oussa, HRT conjecture and linear independence of translates on the Heisenberg group, ArXiv,
preprint arXiv:1811.10463 (2018).
18. X. Dai and Q. Sun, The abc-problem for Gabor systems, Mem. Amer. Math. Soc. 244 (2016), no. 1152.
19. I. Daubechies, The wavelet transform, time-frequency localization and signal analysis, IEEE Trans. Inform.
Theory 39 (1990), 961–1005.
20. , Ten lectures on wavelets, Soc. Ind. Appl. Math., Philadelphia, PA, 1992.
21. I. Daubechies, A. Grossmann, and Y. Meyer, Painless nonorthogonal expansions, J. Math. Phys. 27 (1986),
1271–1283.
22. I. Daubechies, S. Jaffard, and J.-L. Journe´, A simple Wilson orthonormal basis with exponential decay, SIAM J.
Math. Anal. 22 (1991), no. 2, 554–573.
23. I. Daubechies, H. Landau, and Z. Landau, Gabor time-frequency lattices and the Wexler-Raz identity, J. Fourier
Anal. Appl. 1 (1995), no. 4, 437–478.
24. C. Demeter, Linear independence of time frequency translates for special configurations, Math. Res. Lett. 17
(2010), no. 4, 761–779.
25. C. Demeter and A. Zaharescu, Proof of the HRT conjecture for (2,2) configurations, J. Math. Anal. Appl. 388
(2012), no. 1, 151–159.
26. B. I. Dundas and C. Skau, Interview with Abel Laureate Yves Meyer, Notices of the AMS 65 (2018), no. 5,
520–529.
27. H. G. Feichtinger and T. Strohmer (eds.), Gabor analysis: theory and application, Birkhau¨ser Boston, Boston,
MA, 1998.
28. H. G. Feichtinger and T. Strohmer (eds.), Advances in Gabor analysis, Birkhau¨ser Boston, Boston, MA, 2003.
29. H. Feitchinger and N. Kaiblinger, Varying the time-frequency lattice of Gabor frames, Trans. Amer. Math. Soc.
356 (2004), no. 5, 2001–2023.
30. G. B. Folland, Harmonic analysis in phase space, Annals of Mathematics Studies, vol. 122, Princeton University
Press, Princeton, NJ, 1989.
31. , The abstruse meets the applicable: Some aspects of time-frequency analysis, Proc. Indian Acad. Sci.
Math. Sci. 116 (2006), 121–136.
32. D. Gabor, Theory of communication, J.IEE London 93 (1946), 429–457.
33. K. Gro¨chenig, Foundations of Time-Frequency Analysis, Applied and Numerical Harmonic Analysis, Springer-
Birkha¨user, New York, 2001.
34. K. Gro¨chenig, The mystery of Gabor frames, J. Fourier Anal. Appl. 20 (2014), 865–895.
35. K. Gro¨chenig, Linear independence of time-frequency shifts?, Monatsh. Math. 177 (2015), no. 1, 67–77.
36. K. Gro¨chenig, Partitions of unity and new obstructions for Gabor frames, arXiv:1507-08432v1 (2015).
37. K. Gro¨chenig, A.J.E.M. Janssen, N. Kaiblinger, and G. Pfander, Note on B−splines, wavelet scaling functions,
and gabor frames, IEEE Trans. Inform. Theory 49 (2003), 3318–3320.
38. K. Gro¨chenig, J-L. Romero, and J. Sto¨ckler, Sampling theorems for shift-invariant spaces, Gabor frames, and
totally positive functions, Invent. Math. 211 (2018), no. 3, 1119–1148.
39. K. Gro¨chenig and J. Sto¨ckler, Gabor frames and totally positive functions, Duke Math. J. 162 (2013), 1003–1031.
40. Q. Gu and D. Han, When a characteristic function generates a Gabor frame?, Appl. Comput. Harmonic Anal.
24 (2008), 290–309.
41. C. Heil, Linear independence of finite Gabor systems, Harmonic Analysis and Applications (Christopher Heil,
ed.), Applied and Numerical Harmonic Analysis, Birkha¨user, Boston, MA, 2006, Chapter 9.
42. C. Heil, History and evolution of the density theorem for Gabor frames, J. Fourier Anal. Appl. 13 (2007), no. 2,
113–166.
43. C. Heil, J. Ramanathan, and P. Topiwala, Linear independence of time-frequency translates, Proc. Amer. Math.
Soc. 124 (1996), no. 9, 2787–2795.
44. C. Heil and D. Speegle, The HRT conjecture and the Zero Divisor Conjecture for the Heisenberg group, Excursions
in harmonic analysis (R. Balan, M. J. Begue´, J. J. Benedetto, C. Czaja, and K. A. Okoudjou, eds.), Applied and
Numerical Harmonic Analysis, vol. 3, Birkha¨user, Cham, 2015, Chapter 7.
45. C. E. Heil and D. F. Walnut, Continuous and discrete wavelet transforms, SIAM Rev. 31 (1989), no. 4, 628–666.
46. E. Herna´ndez and G. Weiss, A first course on wavelets, CRC press, 1996.
47. A. J. E. M. Janssen, Some Weyl-Heisenberg frame bound calculations, Indag. Math. (N.S.) 7 (1996), 165–183.
48. , The duality condition for Weyl-Heisenberg frames, Gabor analysis: theory and application (H. G. Fe-
ichtinger and T. Strohmer, eds.), Birkhau¨ser Boston, Boston, MA, 1998, pp. 33–84.
49. , On generating tight Gabor frames at critical density, J. Fourier Anal. Appl. 9 (2003), no. 2, 175–214.
50. , Zak transforms with few zeros and the tie, Advances in Gabor Analysis (H. G. Feichtinger and
T. Strohmer, eds.), Birkhau¨ser, Boston, Boston, MA, 2003, pp. 31–70.
AN INVITATION TO GABOR ANALYSIS 17
51. A. J. E. M. Janssen and T. Strohmer, Hyperbolic secants yield Gabor frames, Appl. Comput. Harmon. Anal. 12
(2002), no. 2, 259–267.
52. S. Klimenko, G. Mitselmakher, and V. Necula, Method for detection and reconstruction of gravitational wave
transients with networks of advanced detectors, Journal of Physics: Conference Series 363 (2012), no. 012032.
53. S. Klimenko, G. Vedovato, M. Drago, F. Salemi, V. Tiwari, G. A. Prodi, C. Lazzaro, K. Ackley, S. Tiwari,
C. F. Da Silva, and G. Mitselmakher, Method for detection and reconstruction of gravitational wave transients
with networks of advanced detectors, Phys. Rev. D 93 (2016), no. 042004.
54. T. Kloos and J. Sto¨ckler, Zak transforms and Gabor frames of totally positive functions and exponential
B−splines, J. Approx. Theory 184 (2014), 209–237.
55. G. Kutyniok and T. Strohmer, Wislon bases for general time-frequency lattices, SIAM J. Math. Anal. (2005),
no. 37, 685–711.
56. J. Lemvig and K. Haahr Nielsen, Counterexamples to the B−spline conjecture for Gabor frames, J. Fourier Anal.
Appl. 22 (2016), no. 6, 1440–1451.
57. P. A. Linnell, von Neumann algebras and linear independence of translates, Proc. Amer. Math. Soc. 127 (1999),
no. 11, 3269–3277.
58. W. Liu, Short proof of the HRT conjecture for almost every (1, 3) configuration, J. Fourier Anal. Appl. (2018),
to appear.
59. F. Low, Complete sets of wave packets, A passion for Physics–Essays in Honor of Geoffrey Chew (C. DeTar et al.,
ed.), World Scientific, Singapore, 1985, pp. 17–22.
60. Y. Lyubarskii, Frames in the Bargmann space of entire functions, Entire and subharmonic functions, Adv. Sov.
Math., vol. 11, Amer. Math. Soc., Providence, RI, 1992, pp. 167–180.
61. K. A. Okoudjou, Extension and restriction principles for the HRT conjecture, J. Fourier Anal. Appl. (2018), to
appear.
62. A. M. Perelomov, Remark on the completeness of the coherent state system, Teoret. Mat. Fiz. 6 (1971), no. 2,
213–224.
63. J. Ramanathan and T. Steger, Incompleteness of sparse coherent states, Appl. Comput. Harmon. Anal. 2 (1995),
148–153.
64. A. Ron and Z.Shen, Frames and stable bases for shift-invariant subspaces of L2(Rd), Canad. J. Math. 47 (1995),
1051–1094.
65. , Weyl-Heisenberg frames and Riesz bases in L2(Rd), Duke Math. J. 89 (1997), 237–282.
66. , Generalized shift-invariant systems, Constr. Approx. 22 (2005), 1–45.
67. J. Rosenblatt, Linear independence of translations, Int. J. Pure Appl. Math. 45 (2008), 463–473.
68. K. Seip, Density theorems for sampling and interpolation in the Bargmann-Fock space, I, J. Reine Angew. Math.
429 (1992), 91–106.
69. K. Seip and R. Wallste´n, Density theorems for sampling and interpolation in the Bargmann-Fock space, II, J.
Reine Angew. Math. 429 (1992), 107–113.
70. J. von Neumann, Mathematical foundations of quantum mechanics, Translated from the German and with a
preface by Robert T. Beyer. Edited and with a preface by Nicholas A. Wheeler, Princeton University Press,
Princeton, NJ, 2018.
71. K. G. Wilson, Generalized Wannier functions, unpublished manuscript (1987).
72. P. Wojdy l lo, Modified Wilson orthonormal bases, Sampl. Theory Signal Image Process. 6 (2007), no. 2, 223–235.
73. , Wilson system for triple redundancy, Int. J. Wavelets Multiresolut. Inf. Process. 9 (2011), no. 1, 151–167.
Kasso A. Okoudjou, Department of Mathematics, Massachusetts Institute of Technology, Cambridge,
MA 02139 USA
E-mail address: kasso@mit.edu
