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1. INTRODUCTION 
This paper continues the investigation, begun in [I, 21, of the Ritz approx- 
imate (R.a.) solutions of the eigenvalue problem 
a,u + a,v - a,a,v’ = Aa,u 
[a*(a,u + a,v - a,a*v’)]’ + a,u + a$ - ap,v’ = Aap 
(1) 
for u, v defined on [0, 11, with boundary conditions 
v(0) = v( 1) = 0. (2) 
Motivation for this study is given in [2], where results are proved concerning 
the R.a. solutions of (l-2) obtained with certain special choices of the coor- 
dinate functions used in the Ritz method. This paper establishes conditions 
under which certain of these results are true when arbitrary coordinate 
functions are used. 
Throughout this paper the ai are taken to be real non-zero constants with 
a, , a5 , a, and aras + usa, all positive. In this case [l] exactly one eigen- 
function {u, v} has v = 0. This has corresponding eigenvalue X = al/a5 . 
The remaining eigenfunctions form two infinite sequences {ukf , v,J with 
corresponding eigenvalues {hk+} (with &+r)+ > A,,) satisfying 
V k+ = Ok- , (3) 
fal - hk+a5) uk+ = tal - hk-a5) uk- P (4) 
h,, > 2 > xk-, 
and 
(6) 
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This paper examines R.a. solutions of (l-2) obtained from the variational 
formulation 
,: (ul 1dy) + 2 V(Y) - W’(y) I2 + (us - 5) 1 v(Y)$ dr 
(7) 
= h I :(% I u(y)l” + a, I +)I”) dr, 
using the trial functions 
i=l j=l 
where ([i}, (Q} are arbitrary given sequences of linearly independent suf- 
ficiently smooth functions with ~(0) = ~(1) = 0. These conditions ensure 
that the Q’ are also linearly independent. 
In [2] it was shown that eigenvalues and the second components (v) of the 
vector-valued eigenfunctions of (l-2) may also be found by extremising 
f(A)/h given by 
X s: Iv’(y)l* d  =fN J‘: I v(y)l’ dy, 
u,u,%,f(h) = u,u, - U?2 - (a,u, + u,u,) x + u,u,X2. 
However, in the physically important analogue of (1) in which the ui are no 
longer constant [2, 31, (7) retains the same form whereas the trivial problem 
(9) is replaced by one which is too complicated to be of practical value. 
When n > m in (8), at least n - m linearly independent R.a. solutions 
obtained from (7) have v = 0 ([I], Th eorem 3). In [2] it was shown that in 
the special case 
&(Y) = Yi-1, Q(Y) = rq1 - Y) (10) 
with n 3 m + 2, the remaining R.a. solutions occur in pairs atisfying (3) 
(4) and (6) and that in this case (7) and (9) yield the same R.a. solutions for X 
and v. Conditions on arbitrary coordinate functions for (7) and (9) to yield 
the same R.a. h and v are given in Theorem 4. Other special cases studied 
in [2] were (10) with n = 2, m = 1, and certain piecewise linear coordinate 
functions. In these cases it was shown that R.a. solutions with ZJ # 0 occur 
in pairs satisfying (3), (4) (5) and 
A&& > u1u,5;6 u22 . (11) 
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Theorem 3 shows that, for all choices of coordinate functions, this is typical 
of pairs of R.a. solutions satisfying (3) but not (6). However when n = m = 2, 
it is easily shown that (10) yields no pair of R.a. eigenfunctions satisfying (3). 
Conditions under which arbitrary coordinate functions yield such pairs are 
given in Theorem 2. 
Notation. The inner product notation (wi , w2) = ft wr(~) ~~(1) dr is 
used here although (1) is most naturally formulated in a Hilbert space of 
vector-valued functions [2]. The (complex conjugate) transpose of a matrix X 
is written X*. The space spanned by y1 ,..., ~7~ is written sp{yi ,..., yn). 
2. RESULTS WITH ARBITRARY COORDINATE FUNCTIONS 
Since ~j(o) = 7j(l) = 0, d irect calculation shows that R.a. solutions 
obtained from (7) with trial functions (8) are given by the matrix equation 
where P, is n x n, P3 and P4 are m x m, P2 is n x m, 
Xl 
*- 
- (Cl ,*.., cd, x'2* = (c,,+z ,**-, c,,+,n), 
pr, = (Pd Plij = (5i Y Si), PZij = (4i t 5j), P3ij = (Ti 9 Tj), 
P4ij = ala42(7i’~ Tj’), lj = U27j - a,a,qj’. 
Remark. R.a. solutions obtained from (9). with the same form assumed 
for V, are given by 
XP,x, = a,a,2f(h) P3’r2 . (13) 
Clearly these solutions occur in pairs satisfying (3) and (6), and a proof 
exactly analogous to that given here for Theorem 3(ii) shows that they also 
satisfy (5). If the R.a. eigenvalues given by (13) are labelled /l,* where 
... < A,- < a&B < (11, < A$+ < ..., then a simple calculation using 
Lemma A(i) of [2] shows that 
A,, + A,- 3 hk,, + A,- . (14) 
With (9), convergence of both R.a. eigenvalues and R.a. eigenfunctions, 
subject o the usual completeness requirements on {TV}, can be deduced from 
Lemmas A and C of [2]. 
DEFINITION. The trial functions (8) are said to have Property 1 if and 
only if, for all functions I$, not identifically zero, in sp(ci ,..., &J, there is an i, 
1 < i < n, such that (4, ti) + 0. 
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The following theorem is a partial converse of the fact, noted in [2], that 
of the R.a. solutions of (l-2) obtained from (7) and (8), those with w = 0 
have A = a,/a, . 
THEOREM 1. In order that all R.a. solutions of (l-2) obtained from (7) 
and (8) which have h = a,/a, should also have v = 0, it is sufient that either 
(a) the trial functions (8) have Property 1, or 
a,as + 7r2a,aa2a, > a,a, . (15) 
Proof. (a) By (12), Pex2 = 0. Hence it follows from the definitions of 
P2 and Property 1 that x2 = 0. The result follows. 
(b) Since ~(0) = ~(1) = 0 and the Q are linearly independent, it is 
easily shown that (15) implies that (aSa - alas) P3 + a6P4 (= P5 , say) 
is positive definite. When X = al/a5 , (12) implies Pg2 = 0 and 
a,Pz*xl + P5x2 = 0, (16) 
so that a,x,*P&‘P,*x, = - x1*Psx2 = 0. Since Ps is positive definite 
it follows that Pz*xl = 0 and by (16) x2 = 0. The result follows. 
THEOREM 2. Of the R.a. solutions of (l-2) obtainedfrom (7) and (8), those 
with X # a,/a, have the following properties. 
(i)’ At most two linearly independent R.a. e&nfimctions have the same 
second component, 0. 
(ii) If two distinct R.a. eigenfunctions have the same v then the correspond- 
ing x2 satisfies both P2*p;‘P2x2 = ptP,x, and Pax2 = pz3x2 for some numbers 
CL19 P2- 
(iii) If there are p linearly independent functions v, each of which occurs in 
two distinct R.a. eigenfun&ms, then there is a nonsingular matrix X such that 
the only nonzero elements in the jrst p rows and columns of (PzX)* P;‘P&, 
X*P,X and X*P,X are diagonal elements. When p = m, such an X exists if 
and only if 
(iv) If there is such an X and the trialfunctions hawe Property I, then there 
are p linearly independent functions v each of which occurs in two distinct R.a. 
eigenfunctions. 
The proof uses the following lemma. 
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LEMMA 1. Let A, , A, , A, be m x m hermitian matrices with -4, positiwe 
definite and ci constants. 
(i) To each eigenvector, y, of 
g(v) y = (v2A, + v(A2 + c,A,) + A, + c2A, + c,A,) y = 0 (17) 
there correspond atmost two eigenvalues, Y. 
(ii) Any eigenvector f (17) which has two corresponding eigenvalues (not 
necessarily distinct) isalso an eigenvector f A,y = vlAly and A,y = v2A1y. 
(iii) If A, y = vlAl y and A, y = v2Al y hase p( < m) linearly independent 
common eigenvectors, there is a nonsingular matrix X such that the only nonzero 
elements in the Jirst p rows and columns of X*A,X, X*A,X and X*A,X are 
diagonal elements. 
(iv) If there is such an X, there arep linearly independent eigenvectors f (17) 
each of which corresponds totwo esgenvalues. 
Proof. (i) Any eigenvector y of (17) must satisfy the scalar equation 
y*g(v) y = 0 which allows only two values of v. 
(ii) If two equal eigenvalues v correspond to y, then 
2~40 + (i4, + W%)Y = 0. 
Combining with (17) gives the result. Otherwise let the eigenvalues be 
Vl # vi?. 
Considering g(vl) - g(v,) shows that 
(~1 + v.2) A, y + (-42 + W%)Y = 0. 
Combining with (17) with v = vr gives the result. 
(iii) The hypotheses ensure that there is a unitary matrix T whose first p 
columns are eigenvectors of both BA,B (= A4) and BA,B (= A,), where 
B2 = A;l and B* = B. It is readily checked that X = BT has all the required 
properties. 
(iv) For k = 1, 2, 3, let the (ij)th element of X*A,X be at$ij whenever 
min(i,j) < p, and let ej be the m-vector whose ith element is Sij , the 
Kronecker delta. For j < p, X*g(v) Xej = 0 for two values of v given by 
V2alj + v(ati + clati) + aSj + C&j + caalj = 0, since aIj > 0. Since X is 
nonsingular, these two values of v are eigenvalues of (17) corresponding to 
the eigenvector Xe, , and the vectors Xe, ,..., Xe, are linearly independent. 
Proof of Theorem 2. Premultiplication of (12) by 
( 
P;’ 0 
- P,*P,-’ (a, -nhm5)I, > ’ 
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which is nonsingular when a, - ha, # 0, yields 
(al - ha,) x1 + P;‘Pfl, = 0 (184 
((a1 - ha,) [(US - lkz,) P, + PJ - Pz*P,-lP2) x2 = 0. (18’3) 
The solutions of (18) are those of (12) plus some extra solutions with 
a, - Xu, = 0, which by (18a) also have P2x2 = 0. Since the Gram matrix 
of a linearly independent set of functions is positive definite, Pl , P3 and P4 
are positive definite and P2*P;1P2 is positive semidefinite. When h # al/a, , 
(18a) shows that two R.a. eigenfunctions with the same T.J are linearly inde- 
pendent if and only if they correspond to distinct eigenvalues. Comparison 
of (18b) and (17) shows that (i), ( ii and (iii) follow from Lemma l(i), (ii) )
and (iii), and the fact ([4], p. 56) that a unitary matrix which simultaneously 
diagonalises the hermitian matrices A, and A, exists if and only if 
AJ, = As/I4 . To prove (iv) note that every h, x, satisfying (18b) also 
satisfy (18a) for some x1 , and that when the trial functions have Property 1, 
x, # 0 implies Pzxz # 0, so that every solution of (18) with x2 # 0 is also a 
solution of (12) with h f al/as . Also (12) has r.z + m linearly independent 
eigenvectors since the square matrix in (12) is hermitian and the coefficient 
of X is positive definite. Hence (iv) follows from Lemma 1 (iv). 
THEOREM 3. If {U, , V}, {U, , V} (where U, # U, and V # 0) are R.a. 
eigenfunctions f (l-2) obtained with (7) and (8) and the corresponding R.a. 
eigenvalues are A, > A, , then 
(9 (al - Ala51 UI = @I - fl2a5) u2 - 
(ii) fl, 2 al/as > d, . 
(iii) With the same form assumedfor v, (9) also yields the R.a. etlptfunction 
V with two corresponding R.a. tigenvahes whose sum is again A, + A, . 
(iv) AlA2 2 (ala3 - a2a)l~5~3 . 
Proof. (i) This follows from (18a). 
(ii) Let X, be the value of x, corresponding to v = V. Since P,X, # 0, 
Theorem 2(ii) and (18b) show that A, and A, are the two roots of the quadratic 
equation in /\, 
Hence A1A2 - (A, + AS) a&, + ar2/u52 = - ~I/a5a, ( 0 (as u,u, > 0 and 
P3 is positive definite and P,*P;1P2 is positive semidefinite). The result 
follows. 
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(iii) The first part follows from (13) and Theorem 2(ii). Substitution f
xs = X, in (13) and (18b), premultiplication of each by X,* and evaluation 
of the sum of the roots of each of the resulting quadratic equations for I\ 
proves the second part. 
(iv) It follows from Eq. (1.2) of [5] that the (ij)th element of the matrix 
P,*P;lP, is (Pl, , [,-) where P is the orthogonal projection operator onto 
sP{Sr ,..., 4 ). Let P, be the m x m matrix with (ij)th element (5,) cj). Since 
(y - Py, y) > 0 for all y, PG - P,*P;lP, (= Pi , say) is positive semi- 
definite. Now (18b) may be written 
Hence 
AJ, = 
ala3 - a22 
+ 
x2*p,x2 a& - $2 
a5a6 a5u6X2 *P3X2 
> 
a&i 
(20) 
THEOREM 4. The following conditions are equivalent. 
(a) There are m linearly independent functions v each of which occurs in two 
distinct R.a. eigenfunctions of (l-2) obtained from (7) and (8). In each cuse the 
R.a. eigenvalues corresponding to these two R.a. eigenfunctions satisfy (6). 
(b) The nonzero R.a. solutions for v and the corresponding R.a. eigenvalues 
h obtainedfrom (7) and (8) are the same as those obtained from (9) with the same 
form assumed for v. 
Cc) SPK, t.s.9 STIJ C sp{E, Y..*Y 5,). 
Proof. (a) 3 (b) By (20), P, is the null matrix in this case. Comparison 
of (19) and (13) gives the result. (This result could also be deduced from 
Theorem 3(iii).) 
(b) * (c) Since, by (19) and (13), P, is null, (y - Py, y) = 0 for all y
in sp{& ,..., 4 ). Hence Py = y for all y in sp{& ,..., [ }. The result follows 
from the definition fP. 
(c) * (a) Pci = &, i = l,..., m. Hence P7 is null. Since P,x, = &‘,x, 
has m linearly independent eigenvectors (as P3 and P4 are hermitian positive 
definite) andf(h) = u,u,~P,~ gives two values of h for each value of ps , the 
result follows from (19) and (20). 
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