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1. SUMMARY 
In this paper the author tries to give general conditions for the existence of 
Bayes estimates and for the consistency of sequences of Bayes estimates. 
In Section 3 we prove existence theorems for Bayes estimates, which contain 
those of DeGroot and Rao [3], as a special case. The proof is based on a theorem 
of Landers [5]. 
Section 4 gives a characterization of Bayes estimates with convex loss and 
linear decision space. This theorem is also a generalization of a similar theorem 
of DeGroot and Rao [3]. 
In Section 5 we generalize the theory of minimum contrast estimates (the 
foundations of which were laid by Huber [4], cf. Pfanzagl[6]) in such a way that 
we can apply it to the theory of Bayes estimates. 
Section 6 tries to give a general theory of consistency for Bayes estimates using 
the martingale argument of Doob [l] and the theory of minimum contrast 
estimates. Confer in this connection the results of Schwartz [8]. 
Section 7 contains some auxiliary results. 
2. IN-I-R~DuCTION 
Let (X, &) be a measurable space and ‘@ a nonempty set of probability 
measures (p-measures) on (X, d). Let further V be a u-algebra on v such that 
the functions P I-+ P(A), P E ‘$, A E &, are %-measurable. Let X be a p-measure 
on (Q, %?) called an a priori distribution. 
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DEFINITION 2.1. Let R be that p-measure on (X x !@, JZ! @ U) which is 
defined on the measurable rectangles A x 2, A E a?, Z E V, by 
R(A x Z) = 1, P(A) h(dP). (2.2) 
Each version of the conditional probability 
(z: 4 I-+ R(z I J@‘>(X), ‘ZEV, XEX, (2.3) 
is called an a posteriori distribution. 
We will always suppose that there exists a regular version of the a posteriori 
distribution. 
Let (T, Y) be a topological space of decisions. 
DEFINITION 2.4. A function L from T x $3 into the nonnegative real 
numbers is called loss function if the following conditions are satisfied: 
(1) P t+ L(t, P) is %-measurable for every t E T. 
(2) t H L(t, P) is continuous for every P E $I 
DEFINITION 2.5. A loss function L is called locally h-dominated if there 
exists for each t E T an open neighbourhood U(t) such that 
P I+- sup{L(s, P) 1 s E U(t)> (2.6) 
is V-measurable and &integrable. 
If (T, 9) is separable then Lemma 7.1 implies that (2.6) is %-measurable. 
Suppose L to be locally X-dominated. Then each function (2.6) is R( * 1 d)(x)- 
integrable for R-almost all x E X. If Y has a countable base then the exceptional 
set of measure zero just mentioned can be chosen independent of the neighbour- 
hood U(t), t E T. In this case we suppose the a posteriori distribution to be 
regular in the following sense: For each t E T there exists an open neighbour- 
hood U(t) such that (2.6) is h- and R(* 1 &)(x)-integrable for all x E X. 
Let o(Y) be the Borel-o-algebra of (T, F). 
DEFINITION 2.7. Let H be the set of all (&, o(Y))-measurable mappings 
h: X-+ T such that 
($9 J-7 +-+ W(x), PI, XEX, PEP, (2.8) 
ON BAYES ESTIMATES 295 
is R-integrable. A mapping h, f H is called Bayes estimate (with respect to 
L and X) if 
1 L(h,(x), P) R(dx, dP) = $1 L(h(x), P) R(dx, dP). (2.9) 
THEOREM 2.10. Suppose that .7 has a countable base and L is locally X- 
dominated. Then each Bayes estimate satisJies 
-V&,(x>> -) I -4(x) = 2. EW a> I J32)(4 R-a.e. (2.11) 
Proof. Let D be a countable dense subset of T. Then Lemma 7.2 implies 
for all x E X 
$qL(t, *) I -q(x) = k,f E(L(“, *) I @J(x). (2.12) 
Suppose that there is a point t E D and a set A, E &’ satisfying R(A,) > 0 such 
that x E A, implies 
Who(x), -1 I ~44 > E&W, a) Id>(x), 
then the mapping 
4 : x - i &x, 
if XEA~, 
if x$A,, 
satisfies 
j-W,(x), P) R(dx, dp) < 1 L(h&), P) R(dx, dp), 
which contradicts (2.9). Thus, for all t E D we have 
W(ho(x>, -1 I-QW~ GEW a> I W(x) R-a.e. 
Because D is countable one can choose the exceptional set of measure zero 
independent oft E D. Together with (2.12) we obtain (2.11). 
The converse of this theorem is obvious: Each estimate h, E H which satisfies 
(2.11) is a Bayes estimate. 
3. EXISTENCE OF BAYES ESTIMATES 
In this paragraph we give some sufficient conditions for the existence of 
Bayes estimates. 
6831313-4 
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THEOREM 3.1. Let (T, 7) be a compact metric space. Let further L be locally 
h-dominated. Then there exists a Bayes estimate. 
Proof. Define 
f (t, 4 = E(L(t, .) I 4(x), x E x, tcs T. 
An application of Theorem 7.11 proves the assertion. 
In order to generalize this theorem to locally compact spaces we need an 
additional assumption about L. 
DEFINITION 3.2. We say that the loss function L: T x !j3 -+ iR+ tends to 
infinity on T x Ip (with respect to 9’) if there exist an increasing sequence 
(Z,,)noN C V with UnsN Zn = ‘@ and f or each JZ’+, , n E N, and p > 0 a (Y-)com- 
pact subset C(& , p) _C T such that 
inf{L(t, P) I P E & , t 4 C(G , PII > P. 
EXAMPLE 3.3. Definition 3.2 arises from the estimation of location. Let 
T = IF, K E N. Suppose that there is a measurable mapping 7: ‘$ -+ [we, called 
parameter. Let L(t, P) = /I t - ill, t E !V, PE ‘!$ where jl . 11 denotes a norm 
ofIW”.Wedefine~,={PE13/[[T(P)I(dn)andC(~~,p)={tETI(ItI(~n+p~ 
71 E N, p > 0. Then t $ C(& , p) implies 1) t II > n + p; and, therefore, 
WW, P> I P E Z , t # CG , P>> > P 
for all 11 E IV, p > 0. 
THEOREM 3.4. Let (T, F) be a locally compact space with countable base. 
Suppose that the loss function L is locally A-dominated and tends to injkity on 
T x !@. Then there exists a Bayes estimate. 
Proof. We define again 
f (t, x) = E(L(t, *) I -oz)(x)> XEX, te T. 
(JneN Z,, = ‘$4 implies that to each fixed x E X there exists a n E N such that 
I?(& I d)(x) > 0. Next let a! = I?(.& ( d)(x) and p > 0 arbitrary. Then with 
the notation of Definition 3.2 t $ C(.& , p/a) implies 
f (t, x) = 1 L(t, P) R(dP I @Y(x) 
2 s W, P) RW’ I 4(x) > P. ‘% 
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Theorem 7.11 is applicable if one defines C,,, := C(Z;, , p/a), x E X, p > 0. 
Suppose that r: ‘$ -+ Iw is a measurable mapping called parameter. If T = IF8 
and L(t, P) = w(t - T(P)) w ere h w is a nonconstant, nonnegative convex 
function with lim,,*, w(s) = co, then L tends to infinity on T x ‘p. Under 
these assumptions Theorem 3.4 has been proved already by DeGroot and Rao [3]. 
A loss function L is called convex if t F-+ L(t, P), t E T, is convex for all P E ‘!$I. 
THEOREM 3.5. Let (T, &,) be a rejlexive separable normed space. We denote 
by FS the weak topology of T. Suppose that the loss function L is locally X-dominated, 
convex and tends to infinity on T x q with respect to FS . Then there exists an 
(~2, a(Fb))-measurable Bayes estimate. 
Proof. We will show that 
f(4 x) = JqL(t, .) I -q(x), t E T, XEX 
satisfies the conditions of Theorem 7.12. Condition (1) of Theorem 7.12 is 
fulfilled according to Lemma 7.2. Condition 7.12 (2) is obvious and Condition (3) 
of Theorem 7.12 is proved in a similar manner to Theorem 3.4. Thus, the 
assertion follows from Theorems 7.12 and 7.13. 
4. CHARACTERIZATION OF BAYES ESTIMATES 
Let (T, F) be a locally convex decision space and L a convex loss function. 
DEFINITION 4.1. Let C: T -+ [w be a continuous convex function. The right 
directional derivative of C from t E T in the direction s E T is defined by 
1 
l$l,(C(t + E’S) - C(t)) =: C+‘(t)(s), rER!. (4.2) 
Similarly, 
1 
l$xJ~(c(t + E’S) - C(t)) =: C’(t)(s), E E R, (4.3) 
is called left directional derivative of C from t E T in the direction s E T. 
The limits in (4.2) and (4.3) are well defined because for each pair s, t E T 
the mappings 
1 c+ ; (C(t + E * s> - C(t)), E E R, 
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are monotone functions on DB. The equalities 
C+‘(t, -s) = -CL’(4 s), s, t E T, (4.4) 
are obvious. 
THEOREM 4.5. Let (T, 9) 6 e a locally convex space with countable base. 
Suppose the loss function L to be locally A-dominated and convex. Each of the follow- 
ing two conditions is equivalent to the.fact that h E His a Bayes estimate: 
(1) R fb- ix 6 X I E(L+‘(h(x)> -X4 I 464 2 01 = 1, 
(2) R nssr (x E X I E(L’(h(x), *)(s) I ~464 ,< 01 = 1. 
Proof. Let f(t, x) = E(L(t, .) j z&‘)(x), t E T, x E X. It is easy to see that 
f+‘(t, 4 = W,‘(t, .)(4 I @‘ol)W> s, te T, XEX. 
Therefore, 
(-Jb E X I W+‘(W), *>(4 I -4(x> 3 01 
= t; ix E X I f Cc 4 3 f W4,4> 
= t; ix E X I f (6 4 2 f W9, xl>, 
where D denotes a countable, dense subset of T. This implies both 
t?, lx E X I -W+‘@(x), -)N I -01)(x> 2 ‘3 E d, 
and the equivalence of (1) with 
f (h(x), x) = j$f (t, 4 R-a.e. 
The equivalence of (1) and (2) is a consequence of (4.4). 
Remark 4.6. Suppose that the assumptions of (4.5) hold. We treat the special 
case T = R. 
It is easy to see that for s > 0 
L+‘(t, P)(s) = s .L+‘(t, P)(l), PEP, 
and similarly for s < 0 
L+‘(t, P)(s) = s . L-‘(6 P)(l), PEP. 
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Therefore, condition (1) of Theorem 4.5 is equivalent to 
I L+‘(W, P)(l) WP I @x4 2 0 
R-a.e., 
and 
s L’(&), P)(l) R(dP I =4(x) < 0 
R-a.e. 
Suppose that there is a measurable function T: q -+ 178, called parameter. If the 
loss function is defined by 
L(t, P) = w(t - T(P)), t E 03, PEP, 
where s I+- w(s), s E 08, is differentiable in s # 0, symmetric and of such a nature 
that L satisfies the conditions of Theorem 4.5, then condition (1) is equivalent to 
s w+‘@(x) - T(P)) R(dP I =Qw b 0 R-a.e. 
and 
s 
w-‘(h(x) - T(P)) R(dP I d>(x) d 0 R-a.e. 
If we write w’(0) := w+‘(O) = -w-‘(O) th e inequalities above are equivalent to 
the following inequalities holding R-a.e. : 
s T(Pkh(d w’(W - > RW’ I 4(4 
< 
s 
W’(T(P) 
s(Pbh(d 
- h(x)) R(dP ] d)(x). 
This characterization of Bayes estimates has been given by DeGroot and Rao [3]. 
5. MINIMUM CONTRASTESTIMATES 
Let (X”, &“) be the countable infinite product of copies of the sample space 
(X, A+‘). We write P for the countable infinite product of P E ‘p. Let tin denote 
the sub-u-algebra of dN generated by the sets A, x A, x *** x A, x p, 
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Ai E -c4, 1 Q i < it. Let E(- 1 ,Ca”) be the conditional expectation given JS?~ with 
respect to the p-measure RN on (XN x ‘$J, J@ @ %‘) which is defined on the 
measurable rectangles A x Z, A E .sl”, Z~E V, by 
R&4 x Z) = s, P”(A) h(dP). 
The definitions and theorems of the preceding paragraphs hold if one replaces 
(X, ,Oa) by (XN, &‘) or (X”, J@), 71 E IV. In particular, there exist regular 
versions of the a posteriori distributions in the sense of 2. 
DEFINITION 5.1. Let (T, 9) be a topological decision space. A (%‘, u(Y))- 
measurable mapping 7: ‘?@ -+ T is called parameter. 
DEFINITION 5.2. Let h,: X” + T, n E IV, be a sequence of (&“, o(V))- 
measurable mappings. Let T be a parameter. The sequence (hn}neN is called a 
consistent sequence of estimates for r in P if for all neighborhoods U of T(P) 
liiPN{h,E U} = 1. 
The sequence is called strongly consistent in P E $3 if 
P”{;$ h, = T(P)} = 1. 
Next we describe an important method of constructing consistent sequences of 
estimates. For the application of this method to the theory of maximum likelihood 
estimates see Pfanzagl [6]. 
DEFINITION 5.3. For every t E T and 11 E N let Qt) be an &-measurable 
function from XN into R. This family of functions is said to be a family of 
contrast functions for the parameter r in P E q if 
liy::p i$fn(t) < liE,“f ,i&Jn(t) PN-a.e. (5.4) 
for each neighbourhood U of r(P). The contrast is called strong if the exceptional 
set of measure zero occurring in (5.4) can be chosen independent of U. 
If there exists a countable base of the filter of neighbourhoods of T(P), P E ‘$3, 
then contrast in P is always strong. 
DEFINITION 5.5. A sequence of (.B@, o(Y))-measurable mappings h,: p-t T 
is called sequence of minimum contrast estimates (with respect to a family 
W)LN.~~~) if 
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The following fundamental theorem of Pfanzagl-WaId on the consistency of 
minimum contrast estimates holds. 
THEOREM 5.7. Let {fn(t))neN,teT be a family of minimum contrast furutions for 
the parameter r in PG ‘$3. Then every sequence (h,),,N of minimum contrast estimates 
is consistent for T in P. If the contrast is strong then the consistency too is strong. 
Proqf. Let U be a neighbourhood of T(P). We define 
MU = fi u {x E XN 1 h,(x) $ U}. 
N=l n>N 
Let x,, E Mu and N, = {n E N 1 h,(x,) $ U}. Then using (5.6) we obtain 
Hence Definition (5.3) implies p(Mc) = 0, i.e., 
=jiiPN n {h,d}= 1. 
n>-RI 
Suppose the contrast is strong. Then MI shall denote a set of F-measure zero 
which is independent of U and on the complement of which (5.4) is true. The 
foregoing considerations imply 
where the union is taken over all neighborhoods of T(P). Hence, 
M,’ C {x E XN 1 ii h,(x) = T(P)}. 
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6. CONSISTENCY OF BAYES ESTIMATES 
To begin with we investigate the relation between loss function and parameters. 
DEFINITION 6.1. Let (T, Y) be a decision space. We say the loss function 
L contrasts the parameter 7 (with respect to the topology F) if 
(1) W(P), P) = i&&, P), P E Tt 
and 
(2) W(P), P> < inftEr\u L(t, P) for each neighbourhood U of r(P), P E ‘$. 
Parameters which are contrasted by a loss function play an important role in 
the consistency theory of Bayes estimates. Therefore, it is interesting to inquire 
into the existence of such parameters. 
THEOREM 6.2. Let (T, Y) be a compact metric space. Suppose that the loss 
function L attains inftETL(t, P) f OY each P E p in at most one point t E T. Then 
there exists a parameter r such that the loss function L contrasts r. 
Proof, Theorem 7.11 implies the existence of a parameter r with 
L(dP), P) = $fL(t, 9, PE(p. 
Condition (2) of Definition 6.1 holds for each open neighbourhood U of T(P), 
because the continuous function t H L(t, P), P E ‘@, attains its infimum on the 
compact set T\U. Each neighbourhood contains an open neighbourhood, and, 
therefore, Condition (2) is true for all neighbourhoods U of 7(P). 
THEOREM 6.3. Let (T, Y) be a locally compact space with countable base. 
Suppose the loss function L to satisfy the following conditions: 
(1) For each P E ‘?JJ and p > 0 there exists a compact set C(P, p) _C T such 
that inf{L(t, P) 1 t $4 C(P, p)} > p. 
(2) For each P E p the loss function L attains inf{L(t, P) 1 t E T} in at most 
one point of T. 
Then there exists a parameter r which is contrasted by the loss function L. 
Proof. The existence of a mapping r: ‘Q -+ T satisfying conditions (1) and (2) 
of Definition 6.1 is shown in a similar manner as in the proof of Theorem 6.2. 
The measurability is implied by Theorem 7.11. 
It is obvious that all loss functions, which tend to infinity on T x ‘$, satisfy 
Condition (1) of Theorem 6.3. 
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Let (Z’, &.) be a reflexive normed space and r a parameter. Further let 
L(t, P) = 11 t - ~(P)lj, t E T, P E 9. This loss function L contrasts the para- 
meter T with respect to the strong topology. The sets {t E T ) L(t, P) < a} are 
weakly compact for all 01> 0 and P E ‘$3, and, therefore, they form a neighbour- 
hood of T(P) for each fixed P E ‘@. This example motivates condition (2) of 
Theorem 6.4. 
THEOREM 6.4. Let (T, &) b e a reflexive separable normed space. Suppose 
that the loss function L is convex and satis$es the following conditions: 
(1) For each P E p and p > 0 there exists a weakly compact set C(P, p) C T 
such that inf{IJt, P) 1 t 4 C(P, p)} > p. 
(2) For each P E Cp and su..ciently small E > 0 the set 
(t E T 1 L(t, P) < in$L(s, P) $ l ) 
is arbitrarily small (in the uniformity of &). 
Then there exists a parameter 7: ‘j3 -+ T which is contrasted by L with respect to the 
strong topology 5$ . 
Proof. The existence of a (59, a(&,))-measurable mapping T: ‘$ + T 
satisfying condition (1) of Theorem 6. I is implied by Theorems 7.12 and 7.13. 
Let U E Yrr be a neighbourhood of zero. According to condition (2) of Theorem 
6.1 for each P E ‘p there exists an E > 0 such that 
(t E T I L(t, P) < J+(P), P) + 4 
is small of the order U and therefore a subset of 7(P) + U. This implies 
inf@(t, P) I t E T\W) + U)> 3 L@(p), p) + E. 
Each Yh-neighbourhood of P E ‘$I contains a set of the type r(P) + U and this 
proves the assertion. 
It is obvious that condition (1) of Theorem 6.4 holds if L tends to infinity on 
T x ‘$ with respect to Ys . 
Another notion which is important for consistency theory is that of X-almost 
exact estimation. 
DEFINITION 6.5. A (X”, %)-measurable mapping f :  X” + ‘p is called 
h-almost exact estimate if 
Pyf = P} = 1 &a.e. 
The existence of h-almost exact estimates has been investigated by Schmerkotte 
[7]. Confer also Doob Cl]. 
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The following theorem gives a connection between Bayes estimates and 
minimum contrast estimates. 
THEOREM 6.6. Suppose (T, 5) to be a separable metric space. Let L be locally 
X-dominated and contrast the parameter 7. Assume .further that there exists a 
X-almost exact estimate f : X” --j. ‘$3. Then the family of functions 
f?&(t) = W(t, .I I @Y, 12 fE N, te T, 
strongly contrasts the parameter r in /\-almost all points P E p. 
Proof. Let { UkjbelPI be a countable base of Y. Further, let be D a countable 
dense subset of T. Then Lemma 7.14 implies 
Ml = n n i(% P) E X” x clr I wt, -1 I a”)(x) = W(t,f) I J@%)) 
tET neN 
Thus, we obtain R,(M,) = 1. Now we define further subsets of x x ‘@: 
Martingale theorems imply RN(Ms) = &(A&) = 1; thus, we obtain 
R,(M,nM2nM,nM,)=l. 
Let (x, P) E MI n M, n M3 n M4. Then for all k E N with T(P) E uk the 
following relations hold: 
lirn+yp in.nE(L(t, *) 1 dm)(x) 
= lim;Jlp $I; E(L(t, -) 1 S&q(x) 
< in: li:+yp E(L(t, a) j J&)(X) = $ Iii: E(L(t, f) ( L@)(X) 
= ir#t,f (x)> = L(T(P), P) < $fu, L(t, P) 
= &$b WY f(4) = ?+i q&Wf) I J@w4 
< l?+if ii& E(L(t, f) 1 J+)(X) = liz”f i$fi, E(L(t, *) 1 z@)(x). 
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and, therefore, 
PN n 
(kEm:T(PJEuk] 
{(x, P)E XN x P I liyrp inn L(t)(x) < iiE”f,$r f&)(x)} = 1 
x 
holds for A-almost all P E ‘$I. 
In Section 2 we gave sufficient conditions for the existence of Bayes estimates 
h, E H such that 
Under the same assumptions (with obvious modifications) there exist for each 
n E N (JP, u(F))- measurable estimates h, such that 
which, therefore, form a sequence of minimum contrast estimates with respect 
to the family 
These considerations lead to the following theorems. 
THEOREM 6.7. Let (T, F) be a compact metric space. Suppose that the loss 
fun&ion L is locally X-dominated and attains inf,,, L(t, P) for each P E q in at 
most one point t E T. Assume further that there exists a X-almost exact estimate 
f : p + !& Then the sequence {hn}nEN of Bayes estimates is strongly consistent in 
X-almost all points P E !$I for the parameter r which is dejned by 
L(T(P), P) = igL(t, P), 
Proof. Use Theorems 3.1, 6.2, 5.7, and 6.6. 
THEOREM 6.8. Let (T, F) be a locally compact space with countable base. 
Suppose that the loss function L is locally X-dominated, tends to injhity on T x ‘@ 
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and attains inf,,, L(t, P) for each P E Ip in at most one point t E T. Suppose further 
that there exists a /\-almost exact estimate f. Then the sequence (hn}nsN of Bayes 
estimates is strongly consistent in h-almost all points P E !$I with respect to the 
parameter dejned by 
L(T(P), P) = f:,fL(t, P). 
Proof. Use Theorems 3.4, 6.3, 5.7, and 6.6. 
THEOREM 6.9. Let (T, rb) be a reflexive separable normed space. The loss 
function L is supposed to be locally h-dominated, convex and to tend to in&ity on 
T x ‘p with respect to the weak topology 3r8 . Further we assume that for all P E p 
and suji&ntly small E > 0 the sets 
{t E T I L(t, P) d i$L(s, P) + 4 
are arbitrarily small (with respect to the uniformity of YJ. Suppose that there 
exists a h-almost exact estimate f .  Then the sequence {h,JnsN of Bayes estimates is 
strongly consistent in /\-almost all points P E !$3 for the parameter 7 de$ned by 
L(r(P), P) = f:,fL(t, P). 
Proof. Use Theorems 3.5, 6.4, 5.7, and 6.6. 
7. AUXILIARY RESULTS 
We use the notations of Section 2. In particular, the regularity condition 
mentioned below Definition 2.5 is supposed to be fulfilled. 
LEMMA 7.1. Let (T, Y) be separable and L a loss function. Then for all open 
sets A C T thefinztion 
P I-+ sup(L(t, P) / t E A), PEP, 
is V-measurable. 
Proof. Obvious. 
LEMMA 7.2. If (T, 9) has a countable base and L is locally h-dominated then 
there exists a version of the a posteriori distribution such that 
t I-+ E(L(t, -> I JO(X) (7.3) 
is continuous for all x E X. 
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Proof. Suppose that there exists a version of the a posteriori distribution 
which is regular in the following sense: For every t E T there is an open neigh- 
bourhood U(t) such that 
p t-+ SuPcqs, P) I s E qq, PEP, (7.4) 
is R(. ( &)(x)-integrable for all x E X. 
Such a version always exists under the assumptions we have made 
(cf. Section 2). 
Let t, E T and {tn}nEN be a sequence in T with lim,,, t, = t, . Let U(t,) be an 
open neighbourhood of t,, such that (7.4) is R(. ( &)(x)-integrable for all s E X, 
Since there exists a natural number N such that n > N implies t, E U(t,) we 
obtain from Lebesgue’s theorem on dominated convergence 
for every x E X. 
LEMMA 7.5. Let (X, &) be a measurable space and (T, 7) a separable metric 
space. Let further f:  T x X -+ 88 be a function satisfying the conditions: 
(1) t k-+ f  (t, x) is continuous for all x E X, 
(2) x t-+ f  (t, x) is &-measurable for all t E T. 
Then for every subset A C T the function 
(7.6) 
is ~-measurable. 
Proof. Each subset A of T is a separable metric space. Let D be a countable 
dense subset of A. Then 
y(t, x) = FJf (t, x) (7.7) 
holds for all x E X since for each x E X and t, E A there exists a sequence 
(tnjneN C D with limit t, , and so 
f(t, > x) = ;if(tW, x) 3 $Jf(t, x). 
Condition (2) of Lemma 7.5 and (7.7) imply the d-measurability of (7.6). 
The following result is due to Landers [5]. 
THEOREM 7.8. Let (X, ~2) be a measurable space and (T, Y) a Hausdorflspace 
with Borel-a-algebra u(Y). For each x E X let @p(x) C T be a nonempty set satisfying 
the following properties: 
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(1) Q(x) is closed for all x E X, 
(2) there exists a countable, n-stable system ‘Z,, of compact sets in T such that 
o(~,,)~~and(x~X(@(x)nC= @)E&forallCEVO. Thenthereexists 
a (d, a(Y))-measurable mapping h: X -+ T with 
44 E *(x> (7.9) 
for all x E X. 
Proof, See Landers [5, (1.2)]. 
THEOREM 7.10. Let (X, &‘) be a measurable space and (T, 9) a Hausdorff 
space. Suppose that there exists a countable, n-stable system S+?o of compact sets in T 
with a(%‘J Z? Y. Let f  be a nonnegative function on T x X satisfying the following 
properties: 
(1) x k+ inf,,, f  (t, x) is &-measurable for all C E WO . 
(2) t k+ f  (t, x) is lower semicontinuous (1.s.c.) for all x E X. 
Let E: X -+ R+ be a &-measurable function such that (t E T ) f  (t, x) < e(x)) # 0 
for all x E X. Then there exists a (JY, o(Y))-measurable mapping h: X -+ T such 
that 
f  (44 4 G ‘(4 
for all x E X. 
Proof. Set G(x) = {t E T 1 f(t, x) < ( )} , c x , x E X, and use Theorem 7.8. 
THEOREM 7.11. Let (X, &) be a measurable space and (T, Y) a locally compact 
space with countable base. Let f be a nonnegative function on T x X sati$ying the 
fo&t&tg properties: 
(1) t t+ f (t, x) is continuous for all x E X. 
(2) x ++ f (t, x) is &-measurable for all t E T. 
(3) For all x E X and all p > 0 there exists a compact set C,,, C T such that 
Wf(t, x) I t$ Cd > P. 
Then there exists a (-01, u(F))-measurable mapping h: X -+ T such that 
f@(x), x) = $;f(s, x) 
for all x E X. 
Proof. Define 
e(x) = in;f(t,x), XEX, 
and use Theorem 7.10 together with Lemma 7.5. 
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THEOREM 7.12. Let (X, AI) be a measurable space and (T, 9J a rejexive 
separable normed space. The weak topology of (T, YJ is denoted by fS . Let f  be a 
nonnegative function on T x X satisfying the following properties: 
(1) t wf(t, x)is& con t inuous and convex for all x E X. 
(2) x +-+ f(t, x) is d-measurable for all t E T. 
(3) For all x E X and all p > 0 there exists a weakly compact set C,,, C T 
such that inf( f  (t, x) ) t $ C,,,} > p. 
Then there exists a (&, a(S?J)-measurable mapping h: X + T such that 
for all x E X. 
f  (h(x), x) = i$f(s, x) 
Proof. We show that for (T, Y) the assumptions of Theorem 7.10 are 
satisfied if one defines 
for every x E X. 
Let ‘Z be a countable system of closed balls in T such that u(V) S Y0 , which 
implies u(V) 2 r8 . Let go be the system of all finite intersections of sets in %‘. 
According to Lemma 7.5, condition (l), of Theorem 7.10 is satisfied. (1) implies 
the same for condition (2) of Theorem 7.10. The function E defined above is 
d-measurable and (3) implies 
for all x E X. 
{t E T I f(t, 4 < 4x)) Z .a 
For the sake of completeness we mention the following well known result. 
LEMMA 7.13. Let (T, &) be a separable normed space. The weak topology is 
denoted by .9YS . Then u(.Q = o(3’J. 
LEMMA 7.14, Suppose that (T, 9) has a countable base. Let L be locally 
X-dominated and suppose that there exists a X-almost exact estimate f: p --f ‘$. 
Then for each n E N a version of the a posteriori distribution exists such that the 
functions 
t I-+ WV, f) I daen)(x) 
and 
t ++ wqt, -1 I J+)(x), 
t E T, are continuous for all x E X”. 
Proof. See the proof of Lemma 7.2. 
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