By the use of Lagrange multipliers the problem of minimizing or maximizing a function of n variables with m equality constraints is converted into the problem of solving n + m nonlinear equations. A quasi-Newton method is proposed to solve these equations. It is assumed that the gradient of the function and the Jacobian of the constraints are explicitly available. Compact and efficient updating formulas are given. The numerical results are compared to those for a method recently described by Powell [ 1] for the same problem.
Introduction
In recent years several techniques have been developed for the unconstrained minimization of a function ~(x) with respect to the vectorvalued variable x = c o l ( X l , x 2 . . . . , x n). If the gradient grad[a(x)] is explicitly available for each value of x, the most effective techniques known are the conjugate gradient method of Fletcher and Reeves (for a description see Pierre [2] ) and Davidon's method, as extended by Fletcher and Powell (see also Pierre [2] ). If equality constraints of the form g(x) = 0 are present, where g(x) is an m-dimensional vector function (m < n), a well-known approach is to convert the constrained minimization prob-lem into a sequence of unconstrained problems by the use of penalty functions. The SUMT method of Fiacco and McCormick [3] is a good example of this technique. A modification of this method has recently been proposed by Powell [ 1] . He suggests to minimize the modified objective function The function 4~k(x) is minimized for a sequence of values of O k and I~ k, where each time the minimizing value of x is the starting point for the next minimization. As it turns out, moderate values of the parameters 0 and I~ suffice to obtain the solution. Powell gives simple rules to determine the successive parameter values.
In the present paper an entirely different approach is taken. By the introduction of Lagrange multipliers the problem of minimizing ~(x) subject to the constraint g(x) = 0 is converted to the'problem of solving n + rn simultaneous nonlinear equations. For the solution of these equations a method is developed of the quasi-Newton type. The method has the property that if a(x) is quadratic and g(x) linear, a solution is reached in n + 1 steps or less. For the application of the method it is assumed that both the gradient of ~(x) and the Jacobian of g(x) are available for each value of x.
The remainder of the paper is organized as follows: In section 2 a quasi-Newton method for the solution of a set of nonlinear equations is reviewed. Compact and efficient formulas for updating the inverse of the Jacobian are given. Next in section 3 the problem of minimizing a(x) subject to g(x)= 0 is converted into the problem of solving a set of simultaneous nonlinear equations, and it is shown how the method of section 2 may be applied to this problem. A systematic enumeration of the successive steps in the iterative method concludes this section. In section 4 a comparison is made between the present method and that of Powell described above by applying the two methods to a number of examples. Section 5 presents the conclusions of the paper.
A quasi-Newton method for solving simultaneous equations
In this section the quasi-Newton method of solving nonlinear simultaneous equations is reviewed. The presentation is similar to that of Rosen [4] . Let the set of nonlinear equations be given in the form
where f is an n-dimensional vector function. Let x i be the approximate solution that has been found at the end of i iterations. Then the (i + 1)-th iteration proceeds as follows:
Here H i is an approximation to j-1 (Xi) ' where J(x) is the Jacobian of f(x). Furthermore, f/stands for f(xi).
(2) Calculate the (i + 1)-th approximation xi+ 1 from
Here the step length factor t i is so chosen that fT (x) 
Rosen [4] reviews various possible choices for the n-dimensional column vector z i. A quite reasonable choice has been suggested by Barnes [5] . He selects z i orthogonal to the previous n -1 search directions. It may be shown that if the simultaneous equations (1) are linear the approximated inverse Jacobian H i is exact after n iterations with this choice of zi, and hence convergence to the exact solution is obtained at the end of the (i + 1)-th iteration.
Barnes recommends the Gram-Schmidt method to make z i orthogonal to the previous n -1 search directions. In the following a different method is suggested that leads to compact and efficient formulas. These formulas are very similar to those given by Murtagh and Sargent [6] . Here the approximated inverse Jacobian is obtained as follows: First a matrix F i is updated: 
With the aid of Fi+ 1 the updated inverse Jacobian may be obtained as
In the Appendix it is shown how the formulas (7) and (10) may be derived. There it is also proved that updating the inverse Jacobian according to (7) and (10) is equivalent to using (4), and making z i orthogonal to the previous n -1 directions searched.
To complete the description of the updating process, starting values H 0 and F 0 must be prescribed. These may be selected independently. A computationally convenient but rather arbitrary choice is
where I is the unit matrix. Better results may be achieved by choosing for H o some approximation to the inverse Jacobian, possibly obtained by finite differencing. In this case the choice of F 0 is still arbitrary. The arbitrariness of F 0 reflects the fact that during the first n -1 iterations the prescription of choosing z i orthogonal to the previous n -1 search directions does not completely determine z i, since the n -1 previous search directions are not yet available.
Extremization with equality constraints
In this section the problem is considered of minimizing the function a(x) subject to the constraint g(x) = 0, where x is an n-dimensional column vector and g an m-dimensional vector function, with m < n2 To find necessary conditions for a stationary point, form the function
where X = col(~kl, ~k 2 ..... ~k m ) is a vector of Lagrange multipliers. Differentiation of this expression with respect to x yields the following necessary condition for a stationary point x ° :
Here Jg(x) denotes the Jacobian of the vector function g. The n equations (13), together with the m equations
form a set of n + m equations for x ° and the multiplier vector )t °. Together x ° and )to represent n + m unknowns. Thus, the constrained minimization problem is replaced with the problem of solving the simultaneous nonlinear equations (13) and (14) for x ° and )to. Define the vector function
and consider the problem of solving the equations
for x and )t. A quasi-Newton method will be developed for this problem. It will be assumed that the function values h and g may be explicitly evaluated for any given values of x and )t. For the evaluation of h this means that the gradient grad [~(x)] and the Jacobian Jg(x) of g(x) are explicitly available for each value of x and )t.
The Jacobian J of the combined equations (16) with respect to x and )t may be partitioned as
Here G(x, )t) is the Jacobian of h(x, )t) with respect to x, i.e., G(x, )t) is an n × n matrix, the (i, j)-th element of which is given by 3hi(x, )t)
When the Jacobian J(x, X) is precisely known, Newton's method prescribes the following step to reach an approximate solution of (16) from a tentative solution x:
Using the formula for the inverse of a partitioned matrix (see e.g. Noble [7] , p. 25) this may be rewritten as
where the arguments x and X have been omitted. The advantage of this expression is that the inversion of the (n + m) X (n + m) matrix J is reduced to the inversion of the rn X m matrix JgG-1J]. Since the matrix Jg and the functions h and g are supposed to be explicitly available at each stage of the iteration, the only quantity that requires additional computation is the matrix G, which only occurs in (20) in the form of its inverse G -1 . A method will be given to estimate G -1 by an updating technique similar to that described in section 2 of this paper. From (15) it follows that
where second-order terms have been neglected, Apparently the matrix G -1 obeys the (approximate) equality where
Equation (21) 
X,+l/ Xi
where the step length factor t i is so chosen that gTg + k" hTh is reduced.
It has been found favourable to keep the constant k equal to 0 as long as a good reduction of gTg is achieved. Next k is set equal to 1. Retain Jg,i+l, gi+l and hi+ 1 . If no improvement is found, retain these quan-tities for the last step length that has been attempted. If the extremum has been found stop, otherwise proceed. 4. Update K i and L i, using (23) and (24). If no improvement was obtained in step 3, use the quantities corresponding to the last step length attempted for updating. 5. Increase i by 1 and return to step 2.
The following comments are appropriate: (a) If the process converges to a solution, this solution is a stationary point, and not necessarily a constrained extremum. In specific problems it may be possible to build into step 3 a mechanism that steers theprocess towards a constrained minimum or maximum. (b) If the function ~(x) is quadratic in x, and the constraint functions g(x) are linear in x, the matrix G is constant. This means that at the end of n iterations L n is precisely G -1, and hence, that at the end of the (n + 1)-th iteration the exact solution is reached. (c) The Jacobian J (eq. (17)) may be invertible while G is not. In that case eq. (20) is not correct. This slightly reduces the range of applicability of the method.
Numerical results and comparison with Powell's method
In this section numerical experiences with the constrained extremization technique proposed in section 3 are reported, and a comparison is made with the method of Powell that is described in the introduction. To achieve a fair comparison, the unconstrained minimization problem that must be solved at each stage of Powell's method is attacked with a quasi-Newton technique as described in section 2. To give Powell's method every advantage, the computer program that has been written to implement this method includes the feature of carrying over the estimate of H to the next unconstrained minimization, as suggested by Powell.
The following problems have been considered:
a. Rosenbrock's problem
The function to be minimized is given by Or(X) = (X 2 --X12) 2 + 0.01(1 -xl) 2 . The constraint is a parabola
In table I 
b. lowell's problem
The second example is taken from the paper of Powell in which he describes his method. The function to be minimized is o~(x) = exp(x lx2x 3 x 4 x 5 ) .
There are three equality constraints: 
c. Pendulum problem
The constrained extremization technique proposed may be applied to solve certain control problems. The last example will illustrate this. The motion of the mathematical pendulum depicted in fig. 1 where ~(t) is the angle with the vertical, k 1 and k 2 are constants depending on the length of the pendulum and the gravitational acceleration, and u(t) is the horizontal acceleration of the pivot. The problem is to bring the pendulum from its stable to its unstable equilibrium position in a given length of time T while minimizing the total acceleration required. Furthermore it is required that the pivot returns to its initial position with velocity equal to zero at time t = T.
When time is discretized and the horizontal acceleration is supposed to be piecewise constant, i.e.,
u(t) = x i = constant for (i -1)T/N -<-t < iT~N,
with N a suitable integer, the optimal control problem mathematically can be stated as follows:
Minimize
subject to the constraints
The linear constraints g3 = 0 and g4 = 0 may be used to eliminate two variables. The values of gl (x) and g2(x), are computed from analytical expressions for the solution of the differential equations involving elliptic functions. In fig. 2 
Conclusions
In this paper it is proposed to attack extremization problems with equality constraints by conversion to the problem of solving a set of nonlinear equations. An algorithm is described to solve these equations by a quasi-Newton method for which compact and efficient updating formulas are given. The algorithm has successfully been applied to several examples. It appears out that this method may sometimes achieve faster results than conversion of the constrained extremization problem into a sequence of unconstrained problems.
Appendix
In this appendix the origin of the updating formulas (7) and (10) (A. 10)
To derive the iterative formula for Fi+ 1 (Chidambara [8] has given a similar result) it is first noted that is easily obtained, using the fact that i~i6fi_ n = e. If the function f(x) is linear, its Jacobian, and also hence its inverse Jacobian, is constant. In this case it is clear that if for H 0 the correct value is chosen, H i will remain correct. If H 0 is not correctly chosen, This proves that z I is orthogonal to the previous n -1 directions searched.
