Abstract. We study the hyperbolic system of equations of the so-called linear transport model in a true moving bed chromatography device with four ports. By using methods based on a suitable energy functional we show that all solutions approach exponentially a unique steady-state solution. Then, with the use of asymptotic analysis techniques we calculate the limit profiles of these steadystate solutions when the mass transfer coefficient between the liquid and solid phases tends to infinity. Along this singular limit sharp boundary layers appear near some ports. We are able to obtain explicit and simple formulas for these limit profiles.
Introduction and statement of the problem.
The chromatographic separation of chemicals is based on a different adsorption behavior of the solutes of a mixture with respect to a certain solid. The mixture is injected in a column filled with a porous solid. The mixture runs through the column, driven by a constant flow of solvent. The less adsorbable solute will be less retained by the solid, so it will be dragged through the column faster than the more adsorbable solute. At the end of the column, the different solutes exit at different times and can be collected separately.
Traditional separation by chromatography is a technique of discontinuous separation. In order to obtain a process of continuous or pseudocontinuous separation, different combinations of chromatographic columns which are operated synchronously are used. The basic practical configuration of these systems is the so-called simulated moving bed (SMB), a technique that has been successfully used since the 1970s in the petrochemical industry [4] and in sugar processing [6] . Since the 1990s, chemical engineers have actively studied its application in the pharmaceutical industry [13, 12] , for the separation of proteins [2, 22] , in the production of biofuels [9] , and for improving environmental impacts [23] .
The design of an SMB device is a very complex task due to the large number of parameters and variables involved. Also, optimization of operating parameters is difficult and is currently an important research issue in chemical engineering. The true moving bed (TMB) is a theoretical model widely used for this kind of study [21, 15, 16, 3, 17] .
A TMB is a continuously operated countercurrent chromatographic unit. It consists of four zones which are separated by two inlet ports (feed and dessorbent) and two outlet ports (raffinate and extract) ( Figure 1 ). The separation of the mixture is achieved by a continuous countercurrent movement of a liquid phase and a solid phase through the system. The flows of those two phases must be tuned in such a way that the more retained substance moves in the direction of the solid-phase movement, while the less retained one moves in the liquid-phase direction.
Let us name A the less adsorbable component, while B denotes the more adsorbable one. The binary mixture A + B is fed into the TMB unit at the feed port (F). A second inlet (D) is used to feed desorbent into the system. At the outlet ports (R) and (E) the single components A and B (or enriched streams), respectively, are withdrawn. The separation of the mixture takes place in zones II and III. The component B is enriched in zone II, while component A is enriched in zone III. In zone I, the most retained substance (B) is washed away from the solid phase, and in zone IV the solvent is purified of the faster substance (A).
The origin of the work goes back to the question of quantifying, if possible with formulas, the eventual unavoidable impurities, after a long time, in a chromatography device. That lead us to show that, independently of the initial conditions, the system approaches a single steady state. The profiles of the steady states are not difficult to obtain, at least by numerical methods, as in [20] , but do not admit a simple analytical formula. We achieved these simple formulas only in the case when the mass transfer coefficient between the two phases tends to infinity. The presentation of these two results is the goal of the present paper. The present work is the output of a collaboration of researchers coming from two different traditions and with different backgrounds, something that has been worth while and very rewarding to both sides.
There are several mathematical models to express the mass balance in a separation column, and these approaches depend on the hypotheses that are assumed [14, 18] . In the present paper we study the transport model with a linear isotherm (see (1.1) below). The four zones are indicated by i = I, II, III, IV and represented by the intervals I i of a variable x that are I I = (−2L, −L), I II = (−L, 0), I III = (0, L), and I IV = (L, 2L), for a given length L > 0, and four ports joining them cyclically, namely,
, and x i = ±2L that corresponds to the junction (IV − I). See [20] , for example, for a more detailed description. , and we will do so in section 3 of the present paper. In a TMB device the solid bed is also moving, but in the negative direction, and with a velocity u sol that we will take as a positive parameter.
Our unknowns are the concentrations c(x, t) and q(x, t) of a given single substance in the liquid and the solid parts. The mass balance equations (1.1) below represent the advection of these concentrations with the respective velocities and the transport of mass between the two phases: if Hc > q at a certain point, then the substance moves from the liquid to the solid phase in that place, and the contrary if Hc < q. The number H, as it is traditionally called in the chemical engineering literature, is a nondimensional parameter representing the equilibrium balance between c and q. In our equations its role is played by the new nondimensional parameter P = √ F H, where F = (1 − )/ is the ratio of the cross sections. One can see more precise descriptions of the hypotheses in [14] or [18] .
In suitable nondimensional variables, to be detailed next, the complete problem becomes
with the boundary conditions
and suitable initial conditions
Here we have used new nondimensional variables x = x/L, t = tu sol /L and the new nondimensional unknowns c = H/F (c/c f eed ) and q = q/c f eed , and we have written all of them without the primes. The concentration c f eed comes from the port The boundary conditions (1.2) and (1.3) represent continuity conditions. For the solid phase, they hold at every port, while for the liquid phase they hold at the extraction ports, because extraction changes the flux but not the concentration. The first condition in (1.4), where Q = H/F Q f eed /(A u sol ), represents the mass balance at the injection port x i = 0, and the second condition means that the injection at x i = ±2 is of pure dissolvent. Note that the initial conditions (1.5) 
which reduces the number of parameters to five. We will do so in section 3 below. The parameter Q is enough to be studied in the cases Q = 1 and Q = 0. All the solutions are proportional to Q, so the case Q = 1 is representative of all the cases with Q = 0. As will be shown in section 2, the case Q = 0 will have only the zero steady-state solution, so it will not be very relevant from this point of view. But the difference of two solutions, either stationary or timedependent, with the same value of Q will be a solution of the same problem with Q = 0, and that will be important in section 2.
Observe that (1.1)-(1.4) is a linear problem and that the first condition in (1.4) is the only nonhomogeneous condition. There are important nonlinear versions of these equations, mainly substituting the right-hand-side P c − q by a suitable nonlinear function, that can be more realistic in some cases. For instance, one can use the Langmuir isotherm, which is nonlinear and is related to the saturation of the solid phase with the solute. These nonlinear equations have been more studied in the mathematical literature, perhaps also due to the appearance of phenomena like shock waves. See [8] for a review under this point of view. Mathematical studies on nonlinear models can describe other phenomena, like the sorption effect, where the fluid velocity is an unknown function in the framework of gas-solid chromatography. We kept to the simpler linear model because we believe that in liquid-solid chromatography there are still many things to do with linear models and piecewise-constant velocities.
In the present paper we also keep in the case of a single chemical species. It is clear that the process always operates with at least two of these components, which have been named A and B above. But in this work we are dealing only with the mathematical properties of the solutions, and in the present model these are not affected by the interactions among different species. A more realistic model would involve mass balances between the solid and the liquid parts depending on joint concentrations of all the present species. That would be a more realistic but more difficult problem. At the first step, we believe that it is already interesting to study the case with only one species, in the understanding that it also holds for several species if they behave independently. In a forthcoming paper, more in the spirit of chemical engineering, the authors are going to show the practical consequences of the present calculations in the design of real processes, and in that case it will be completely necessary to take into account the different components to adjust and optimize the parameters of the device.
It is natural to ask oneself about the relations of system (1.1) to similar equations like hyperbolic equations with discontinuous coefficients [7] or classical theory of systems of hyperbolic equations [19] , or if the system can be reduced, in each zone, to a single second-order equation similar to the well-known hyperbolic heat equation [10] . These connections to our problem could perhaps be fruitful in subsequent studies, but for the moment we say that our main issues come from the special matching boundary conditions and the discontinuities in the velocities v i rather than from the equations themselves.
The present paper is organized as follows. Section 2 is devoted to proving the exponential convergence to a steady state of all the solutions of (1.1)-(1.5). As a consequence, uniqueness of this steady state will also be obtained. We state this as our Theorem 2.1.
Then, looking at these steady-state profiles it became clear that when the mass transfer coefficient k is large, or when our new nondimensional parameter R becomes large, boundary layers develop near some ports and very simple profiles appear clearly inside the zones. The calculation of these simple profiles has been the second goal of our work, and section 3 is devoted to this task. This has to be seen more as a calculation than a formal theorem. This calculation is done with the use of asymptotic analysis techniques.
There is also a short final section (section 4) devoted to conclusions and future work.
Convergence to steady state.
This section states and proves Theorem 2.1. Before stating the result we want to make in a precise statement about the functionalanalytic setting of our problem. The structure is that equations (1.1)-(1.4) with Q = 0 define a strongly continuous semigroup e At on the Hilbert space
. . IV} that satisfy the boundary conditions (1.3)-(1.4). Note that the boundary conditions do have a sense for the functions in D(A), but not for those in H.
. We will not prove here that A defines indeed a strongly continuous semigroup. This is a straightforward application of the Lumer-Philips theorem (see [11] , for example), and proves at the same time existence, uniqueness, and continuity with respect to the initial state of the initial value problem (1.1)-(1.5). The calculations that lead to the inequality
proved below in the proof of Theorem 2.1, are one of the key points to using Lumer-Philips theorem here. For Q = 0 the situation is the same after an affine translation.
As in all C 0 semigroups, solutions are of two kinds: strict solutions, whose initial values are in D(A), and kept there for all time, and mild solutions, with initial and subsequent values only in H. According to the general theory, these mild solutions satisfy the equations and the boundary conditions only in a generalized sense: their integral averages along arbitrary intervals of time belong to D(A). Our proof of the decay inequality (2.1) will be proved, in fact, only for classical solutions that are of class C 1 in the variables x and t. Neither the mild solutions nor the strict solutions are classical solutions, but the energy decay (2.1) holds for both of them, due to a classical density argument that we outline next. The operator A also defines a C t) ) of the time-dependent problem satisfy that
for some M > 0 and δ > 0, independent of (c(x, 0), q(x, 0)). For the initial value problem (1.1)-(1.5) one can show that when Q ≥ 0, c 0 (x) ≥ 0, and q 0 (x) ≥ 0, then the solution profiles c(x, t) and q(x, t) remain nonnegative for all time. This also implies that the steady-state profiles c R (x), q R (x) are also nonnegative. This can be proved by a suitable comparison principle. But this result will not be used in the paper, and its proof will not be presented here.
If we write system (1.1)-(1.4) for the steady-state solutions, that is, for solutions that do not depend on time, we obtain a system of eight first-order ordinary differential equations, which are linear and with constant coefficients, and a set of eight boundary conditions, which tell us how the solutions in the different intervals match with each other.
A natural thing to do would be to write the general solution of this system, which would depend on eight independent parameters, and to calculate their values after the eight boundary conditions. This turns out to be a linear algebraic system of eight linear equations with eight unknowns. That approach was taken in the paper [20] , and it is clear that this eight-times-eight system is readily solvable, at least with numerical methods.
We point out first that with a direct proof we have not been able to prove that the determinant of this system matrix is different from zero and also that any attempt to write the solution of this system in readable formulas has been unsuccessful. We believe that at this point the contribution of the present paper becomes more clear: we show first existence and uniqueness of steady-state solutions, showing by indirect methods that the mentioned determinant is different from zero. Also, we prove exponential convergence of all the solutions of the initial value problem to this steady-state solution. And second, we obtain that at least for a certain limit situation, namely, when R → ∞, these steady-state solutions tend to some profiles that are expressed by simple algebraic formulas.
Proof. We start our reasoning by simply saying that in a linear nonhomogeneous algebraic system of eight equations and eight unknowns, uniqueness of solution of the associated homogeneous system is equivalent to both existence and uniqueness of solution of the nonhomogeneous system and also equivalent to the nonvanishing of the determinant of the system. So, we focus on the uniqueness of the zero solution as a steady-state solution of system (1.1) with the boundary conditions (1.2)-(1.4) but with Q = 0.
Defining now our energy functional as
when (c(x, t), q(x, t)) is a solution with Q = 0, let us calculate its time derivative and use (1.1). We write
It is clear that the last term is negative or zero and that the second term is zero, because of the continuity of q(x, t) at all the junctions. Let us analyze the first term. Let us start with the junction of I I with I II . In that junction, the value of c(x, t) is continuous and we have
The situation is the same at the junction of I III with I IV , so
For the junction of I II with I III , because of (1.4) and since Q = 0 one has c(0
And finally, the same is true for the junction of I IV with I I :
In summary, we have seen that
can be zero for some values of t. This is only a first step in the direction of proving that E(t) tends to zero exponentially. This is not an unusual situation, for example, in dissipative mechanics, where the mechanical energy is often shown to be nonincreasing, but more work remains to be done in order to show that it eventually tends to zero and that it tends exponentially. See [1] , for example, as a recent reference for the situation we are describing.
But we have not been able to use the so-called multiplier technique and to modify the energy with the addition of new terms of the form of crossed products, as in [1] . We use here a different argument, no longer local in time, but based on considering the variation of the energy along intervals of time of sufficiently long length T . The general strategy consists in proving that E(nT ) − E((n + 1)T ) ≥ C E((n + 1)T ) for some sufficiently large T > 0 and C > 0, and from this we easily deduce the exponential decay of E(t). We will make a strong use of an inequality based on the hyperbolic nature of the equation. This inequality will be proved in a separate lemma below. In the proof of Lemma 2.2 it will be seen that T has to be sufficiently large in comparison with the time needed by the characteristic lines of the equations to go from one boundary to the other. The need to use this waiting time is also typical of the problems of control from the boundary of hyperbolic equations. See [24] , for example, for an explanation of that and also the uses of the multiplier technique. In the same reference it can be seen that our Lemma 2.2 is an observability inequality, in the terminology of control theory.
Let T > 0 be a period of time, to be chosen precisely with T ≥ max{1/v i |i = I . . . IV }, as will be justified later on, and observe that because of the definition of E(t) and the previous calculation one can show that
, 1} whose main property we have to remember is that C 1 > 0. Lemma 2.2 below tells us that
for some C 2 > 0, and using the obvious inequality
we conclude that
for some C 3 > 0, and finally that
, where in the last step we have used that E(t) is nonincreasing. This last inequality can also be written as
from it we deduce that for all n ≥ 0 one has that E(nT
Let us define now δ = log(1 + C 4 T )/T and observe that δ > 0 and if 0 ≤ σ ≤ 1
E((n + σ)T ) ≤ E(nT ) ≤ e −δnT E(0) = e −δ(n+σ)T e δσT E(0) ≤ M e −δ(n+σ)T E(0)
for all t ≥ 0 and E(t) → 0 exponentially. To finish the proof of Theorem 2.1, except for the proof of Lemma 2.2, we now take two solutions (c 1 (x, t), q 1 (x, t)) and (c 2 (x, t), q 2 (x, t)) of system (1.1)-(1.4) and consider its difference (c(x, t), q(x, t)). This difference is a solution of (1.1)-(1.4) but now with Q = 0, so the previous reasoning on the exponential decay of its energy can be applied. If these two solutions were two different steady states we would conclude that they should be the same. So, we have uniqueness of steady states. For the argument in the beginning of the section this uniqueness implies also existence. Finally, taking the difference between an arbitrary solution and this steady state, the energy inequality (2.2) proves (2.1) and finishes the proof. 
Lemma 2.2. Suppose c(x, t) is a solution of
Remark. We do not claim that this solution c(x, t) exists. We suppose that it does so, and then we prove the inequality. As will be clear in the proof, since T ≥ 1/v, then some compatibility conditions among g 0 (t), g 1 (t) and f (x, t) are necessary for existence.
Proof. The characteristic lines of the equation Let us start by proving inequality (2.3) but with the double integrals only on Ω 1 . We change (x, t) to the characteristic coordinates (x 1 , t 1 ) = (x, t + (α + 1 − x)/v), and the characteristic lines are now t 1 =constant (see Figure 2) . Observe that the Jacobian determinant of the change of variables is constantly equal to 1. In the new variables the subdomain Ω 1 can be written as
By using Schwarz's inequality for the integral, the fact that 0 ≤ α + 1 − x 1 ≤ 1, and the elementary inequality (a + b)
We integrate now the previous inequality with respect to t 1 between t 1 = β + (α + 1 − x 1 )/v and β + 1/v and obtain
Finally since the Jacobian determinant is constantly equal to 1,
Now a similar calculation can be done on Ω 2 , but with the new variables (x 2 , t 2 ) = (x, t − (x − α)/v) (see Figure 2) . The characteristic lines are t 2 =constant, the Jacobian determinant is also equal to 1, and the domain Ω 2 is described as
Writing now c 2 (x 2 , t 2 ) = c(x, t) and f 2 (x 2 , t 2 ) = f (x, t) one can proceed as before and obtain
and the inequality (2.3) holds with C 5 = max(2, 2/v 2 ), and this concludes the proof of the lemma.
Limit profiles.
In this section we proceed to calculate the limits as R → ∞ of the steady-state profiles whose existence and global exponential stability have been proved in Theorem 2.1.
When R is large, that is, when the mass transfer from one phase to another is almost instantaneous, a usual mathematical model is the so-called equilibrium or ideal model (see [14] ) that can be seen as a formal limit of (1.1). This model assumes that there is a permanent equilibrium between the concentrations in the two phases, which is the limit case when the mass transfer resistance tends to zero (i.e., R → ∞). By multiplying the second equation by P and adding it to the first equation our equations become
q(x, t) = P c(x, t).
The first equation gives a simple wave of concentration moving with a constant speed in each interval I i . This fact is the basis of the so-named standing wave analysis of SMB devices [15] , a very useful technique for the regulation of such equipment.
But the steady-state problem derived from (3.1) needs an additional analysis of what occurs near the ports. Our results in this section show that for R < ∞ boundary layers appear, and the limits of these boundary layers when R → ∞ will give us enough additional information to get a unique profile. The approach we take is to solve the steady-state problem of (1.1)-(1.4) and after that to take the limit of the solution when R → ∞.
Let us restrict ourselves to the case v
We have to distinguish five cases, according to the value of P 2 belonging to each of the following five sets: (0, v ), {v }, (v , v h ), {v h }, and (v h , +∞). Cases 2 and 4 are somehow singular, and the limit profile (c ∞ (x), q ∞ (x)) turns out to be piecewise linear and continuous even at x = 0 and x = ±2. The profiles in the other cases consist of two constants and two or four boundary layers between them. The result of our calculations is summarized in Figure 3 , with sketches of the graphs of c ∞ (x) and q ∞ (x) for the five cases. In the limit R = ∞ the boundary layers no longer exist, and the graphs should be a constant line appended by an isolated point instead of a smooth layer. But in the figure we have consciously drawn the full boundary layer because this is what one has to expect in a realistic case with R large and also to indicate the side in which the boundary layer appears. In the figure we have plotted the graph of q(x) with q growing downward, to distinguish better between it and the graph of c(x).
The five explicit expressions are presented respectively in the formulas (3.4), (3.10), (3.5), (3.11) , and (3.6) below, together with calculations. They are the main result of this section, and they are very simple, a perhaps amazing fact. To explain the notation, when we write Δc(x ± i ) we mean that there is an (infinitesimal, say) boundary layer at the right/left of x i and the value of c ∞ (x) changes very steeply from the constant value c ∞ (x ± ε) for ε > 0 to the value c ∞ (
). In the limit R = ∞ this is a discontinuity of jump Δc(x ± i ). At the same point and from the same side, the function q ∞ (x) has a boundary layer too.
Let us start by writing the system of the steady states of (1.1), which in matrix form is
together with the boundary conditions (1.2)-(1.4), and our goal is to calculate the limit of their solutions as R → ∞. Along this limit process, most solutions will develop boundary layers near some ports, so it is suitable to use the ideas of asymptotic analysis (see [5, Chapter 9] , for example), though in our case the structure of the solutions is simple enough, as will be seen, to make unnecessary for the calculations to make a distinction between the inner and outer behavior, and it is possible to proceed with the two limits at the same time.
The eigenvalues and eigenvectors of the matrix in (3.2) are λ 1 = 0, u 1 = (1, P )
T except for the singular case v i = P 2 , where the zero eigenvalue is double and will be treated apart.
So, the general solution in an interval
We see from this expression that in the intervals I i where v i > P 2 , it would be better to have x ≤ 0 in order to take limits easily as R → ∞, and it would be better to have x ≥ 0 when v i < P 2 . So, we define a new internal variable y instead of x on each interval
In this way, we will have
In terms of this internal variable y and the values of c R (0) and q R (0) the solution becomes
and it is clear from this expression that if we expect c R (0) and q R (0) to have limits when R → ∞, the limit of the whole solution in the interval I i will consist of a constant solution (inner layer) of value
and a boundary layer solution near y = 0 that will add to the previous constant layer the value C
+ , depending on the case.
These considerations are enough to calculate the profiles in cases 1, 3, and 5. Let us do case 1 in detail. Since v
in all the intervals we choose −1 ≤ y ≤ 0. Then the continuity conditions in the junction I − II tell us that
which implies that C The balances in the junction II − III are
and in the junction IV − I
where we can also exchange the unknown C . So, these last four equations can be written as the system
whose unique solution is
In conclusion, we have obtained the following explicit expression, whose profile was sketched in the first picture of Figure 3 . For brevity, we write here and in the following c
Case 3 is defined by the relations v
In this case we define the internal variables y in such a way that −1 ≤ y ≤ 0 in the intervals I I and I III but 0 ≤ y ≤ 1 in the intervals I II and I IV .
From the balance at the junction IV − I one obtains C 
Finally, the balances at the junctions I − II and III − IV give a system of equations whose solution is
and the profiles are sketched in the third picture in Figure 3 . The explicit expression is as follows:
Case 5 is defined by
In this case the internal variable is defined as 0 ≤ y ≤ 1 in all the intervals. The solutions are
and the sketch of the graphs is in the last picture in Figure 3 . The explicit expression is as follows:
The two remaining cases are 2 and 4. Both are critical cases, in the sense that in some interval v i = P 2 and the expression (3.3) for the general solution is no longer valid. These are very particular cases, but in fact there are reasons in chemical engineering for adjusting the liquid phase velocities precisely to match these values, and it is important to study them with some care too.
In case 2, P 2 = v < v h , so the critical intervals are I II and I IV . In these intervals, instead of (3.3) the expression for the general solution is
We can use as before an internal variable y, with 0 ≤ y ≤ 1, instead of x, and in terms of c R (0) and q R (0) one has
This is a delicate point. Expression (3.8) does not have a finite limit as R → ∞ unless (q
We proceed in the following way: we accept the asymptotic expansion q
, where we keep the free parameter a 1 to be adjusted according to our needs. With this assumption, (3.8) when R → ∞ becomes
In the intervals I I and I III the expression for the general solution will still be (3.3). Observe that since v
we take the internal variables as −1 ≤ y ≤ 0 and the possible boundary layer could only happen at y = 0.
Let us start with the junction (II -III). The conditions are, when R → ∞,
and we deduce that C 
and since we already know that C 
Since we know that C 
This concludes the calculation of case 2. Observe also that in this case 2 both c ∞ (x) and q ∞ (x) are continuous and that there are no boundary layers. The graphs are also sketched in Figure 3 , and the explicit expression is as follows: The limits as R → ∞ of this section have been done by analytical methods. These limits can also be seen numerically, but for particular values of the parameters. An example of this can be seen in Figure 4 , where two profiles corresponding to cases 3 and 4 are shown.
Conclusions and future work.
In the present paper the mass transport model with a linear isotherm for the concentrations of a TMB system has been studied. We have shown that the system tends to a single steady state, whatever the initial condition was. The mathematical problem for these steady-state solutions turns out to be a system of eight linear ODEs with eight matching boundary conditions. The existence and uniqueness of these steady states has been proved and a set of simple analytical formulas has been obtained for the limit case when the mass transfer tends to be instantaneous. This steady state for the ideal case when R tends to infinity can be easily calculated based on the operating conditions (velocities and feed flux).
As practical applications, observe, for example, that these analytical formulas could afford a good guess to start an optimization process (like the processes in [17] ) and also give valuable qualitative information of the performance of the system. For instance, this performance can be analyzed out of Figure 4 , which is a numerical plot of steady concentration profiles for two cases with several values of R. If these profiles represent the slow species to be swept away from a mixture, the profile at the left (a case 4 profile, in the terms of the previous section) seems to be more suitable than the case at the right (a case 3 profile). The slow species is expected to be extracted at the extract port (x = −1), as much as possible. Case 4 will give impurities in the raffinate port (x = 1) only insofar as the mass transfer coefficient is low. Case 3 has unavoidable impurities on both outlet ports; therefore, it would be useless to improve the mass transfer in order to reduce the impurities.
The natural application of TMB systems is the separation of several species. The results of this paper show, in fact, a method to study those systems when a lineal isotherm is acceptable. In a practical case, considering two species, and releasing the equality assumed for the velocities in zones I − III and II − IV, would give much more than the five cases considered here, but we claim that the same method could be applied.
Finally, a series of interesting questions (both mathematical and technological) arise: the study of the convergence properties of the profiles (numerically shown in Figure 4 ), the study of the rate of the exponential decay of the energy functional, the study of purities and productivity of the desorbent consumptions, etc.
