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Sommaire
La lumière comprimée est un état du champ électromagnétique pour lequel le
bruit, mesuré selon une certaine quadrature est inférieur au bruit du vide. Dans cet
ouvrage, nous étudions la possibilité de générer de la lumière micro-onde à partir
d’un transistor à effet de champ commercial. D’une part, nous observons le bruit
de grenaille du canal drain-source à basse fréquence, ce qui suggère que le canal est
cohérent. Ensuite, nous exploitons cette cohérence et procédons à une expérience
standard de compression par le bruit de grenaille. D’autre part, nous prédisons, à
l’aide d’un modèle simple, la possibilité de comprimer le bruit par modulation de la
résistance du canal drain-source pour des mesures de bruit à hautes fréquences. Nous
concluons en proposant une mise en œuvre de cette méthode.
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Introduction
L’un des résultats remarquables de la mécanique quantique est la découverte de
l’existence de fluctuations aléatoires inhérentes à tout système physique. L’exemple
courant est celui de l’oscillateur harmonique quantique, décrit par le hamiltonien
suivant :
?^? =
?^?2
2𝑚
+
1
2
𝑚𝜔2𝑃 2 (1)
En solutionnant l’équation aux valeurs propres ?^? |𝜓𝑛⟩ = 𝐸𝑛 |𝜓𝑛⟩, on trouve que l’état
fondamental a une énergie non nulle :
𝐸0 =
ℏ𝜔0
2
(2)
Cette énergie résiduelle est une conséquence du principe d’incertitude d’Heisenberg :
Δ𝑋Δ𝑃 ≥
⃒⃒⃒⃒
[𝑋,𝑃 ]
2
⃒⃒⃒⃒
=
ℏ
2
(3)
Elle origine des fluctuations quantiques du vide. Dans l’espace des phases, (figure 1
de gauche) cet état fondamental est décrit par une distribution de quasi-probabilité
(fonction de Wigner) gaussienne.
Un état comprimé (figure 1 de droite) est un état qui "comprime" les fluctuations
d’une quadrature au dépend de l’autre en respectant le principe d’incertitude d’Hei-
senberg. Les états comprimés ont des applications technologiques intéressantes en
information quantique[1, 2] et en métrologie[3, 4, 5] (mesures ultra-précises). Pour les
générer on a besoin qu’un système ait une réponse non-linéaire à la modulation d’un
de ces paramètres. Un bon exemple est l’amplificateur paramétrique Josephson : un
1
2Vide Vide comprimé
Figure 1 – Représentation dans l’espace des phases de l’état fondamental et sa
compression.
résonateur micro-onde (circuit 𝐿𝐶) composé d’une jonction Josephson agissant à titre
d’inductance variable[6]. Dans cet exemple, la réponse non-linéaire est inhérente aux
équations différentielles du circuit 𝐿𝐶 avec une jonction Josephson.
Il est aussi possible de générer des états comprimés avec un conducteur cohérent,
telle la jonction tunnel[7]. La non-linéarité dans ce système (possédant une caractéris-
tique I-V linéaire) est inhérente à la présence du bruit de grenaille. Plus précisément,
elle découle de la relation entre la phase de la fonction d’onde électronique et la tension
aux bornes du conducteur. Pour un conducteur incohérent, il est impossible d’utiliser
ce principe, car la phase est perdue en raison de la décohérence de la fonction d’onde
(le bruit de grenaille est inexistant).
Dans cet ouvrage, nous explorons la possibilité de générer des états comprimés à
l’aide d’un transistor commercial. Nous proposons deux mécanismes possibles :
1. La compression par le bruit de grenaille sur le canal drain-source.
2. La compression par modulation de la résistance drain-source.
La première proposition repose entièrement sur la nature du canal drain-source du
transistor. Dans cette dernière, la grille ne joue aucun rôle à la compression. Elle
peut toutefois être employée à l’adaptation de la résistance du transistor au reste du
circuit. La seconde proposition exploite la nature non-linéaire du transistor. Un peu
comme l’amplificateur paramétrique, la résistance variable peut comprimer le champ
électromagnétique, à la différence notable qu’elle est un objet dissipatif.
3D’une part, nous démontrons par une mesure à basse fréquence la présence du
bruit de grenaille dans le canal drain-source du transistor. Par la suite, nous générons
des états comprimés du champ électromagnétique micro-onde avec un montage haute
fréquence en utilisant le bruit de grenaille.
D’autre part, nous proposons une approche alternative, similaire à l’oscillateur
paramétrique, qui consiste à moduler la résistance drain-source du transistor via
la tension de grille. En raison d’une fuite de courant de la grille vers le drain, la
modulation de la résistance génère du bruit de grenaille. La compression est alors un
effet combiné de la modulation de la résistance et de la photo-excitation du canal
drain-source. Nous terminons en proposant une mise en œuvre permettant de découpler
ces effets s’affranchissant du bruit de grenaille généré par les fuites de tension de la
grille.
Chapitre 1
Théorie
1.1 Introduction à l’étude des fluctuations.
Dans cette section nous introduirons les concepts de moment et cumulant utiles à
la caractérisation d’une distribution de probabilité d’une variable stochastique 𝑋.
1.1.1 Moments
Définition
Les moments sont des quantités qui caractérisent une distribution statistique. Ils
sont calculés à partir de la fonction génératrice des moments, qui peut être vue comme
étant la transformée de Fourier de la distribution de probabilité 𝑓(𝑥) d’un processus
stochastique dénotée 𝑋 :
Φ𝑋(𝑡) ≡ 𝐹 [𝑓(𝑥)] =
∫︁
𝑓(𝑥)𝑒𝑖𝑡𝑥𝑑𝑥 (1.1)
= ⟨𝑒𝑖𝑡𝑥⟩ (1.2)
=
∞∑︁
𝑛=0
𝑚𝑛
(𝑖𝑡)𝑛
𝑛!
(1.3)
4
5où 𝑚𝑛 ≡ ⟨𝑥𝑛⟩ est le moment d’ordre 𝑛. Ici le symbole ⟨ · ⟩ indique la valeur moyenne.
On voit à partir de cette définition, qu’en principe, une connaissance de tous les
moments 𝑚𝑛 donne accès à la distribution de probabilité et vice-versa. Cependant, il
est à noter que ce ne sont pas toutes les distributions qui ont des moments de valeur
finie. Dans ces cas, la transformation n’est pas bijective.
L’obtention des moments à partir de la fonction génératrice se fait par dérivation.
𝑚𝑛 ≡ ⟨𝑋𝑛⟩ =
(︂
1
𝑖𝑛
)︂
𝜕𝑛Φ𝑋(𝑡)
𝜕𝑡𝑛
⃒⃒⃒⃒
𝑡=0
(1.4)
Ici, 𝑡 est un paramètre propre à la fonction génératrice et ne représente rien de
physique.
Propriété dans le contexte de plusieurs variables aléatoires.
Soit un processus stochastique 𝑍 = 𝑋 + 𝑌 où 𝑋 et 𝑌 représentent des processus
aléatoires indépendants. Par la loi du binôme, le moment d’ordre 𝑛 s’écrit :
⟨𝑍𝑛⟩ =
𝑛∑︁
𝑘=0
(︂
𝑛
𝑘
)︂
⟨𝑋𝑛−𝑘𝑌 𝑘⟩ (1.5)
où
(︀
𝑛
𝑘
)︀
= 𝑛!
𝑘!(𝑛−𝑘)! . On remarque de cette expression, pour les moments d’ordre supérieur
à 2, qu’il n’est pas simple d’isoler les contributions associées à 𝑋 et 𝑌 en raison de la
présence de termes croisés. Par exemple :
⟨𝑍3⟩ = ⟨𝑋3⟩+ ⟨𝑌 3⟩+ 3⟨𝑋2⟩⟨𝑌 ⟩+ 3⟨𝑋⟩⟨𝑌 2⟩ (1.6)
Heureusement, il existe une transformation qui permet de s’affranchir de ces termes
croisés. Les quantités obtenues par le fruit de cette transformation sont appelés
cumulants.
1.1.2 Cumulants
6Définition
La fonction génératrice des cumulants pour un processus stochastique 𝑋 est définie
par la transformation suivante :
𝐶𝑋(𝑡) ≡ ln (Φ𝑋(𝑡)) =
∞∑︁
𝑛=1
𝜅𝑛
(𝑖𝑡)𝑛
𝑛!
(1.7)
où Φ𝑋(𝑡) est la fonction génératrice des moments. Les cumulants sont obtenus par
dérivation :
𝜅𝑛 ≡ ⟨⟨𝑋𝑛⟩⟩ =
(︂
1
𝑖𝑛
)︂
𝜕𝑛𝐶𝑋(𝑡)
𝜕𝑡𝑛
⃒⃒⃒⃒
𝑡=0
(1.8)
où 𝑡 est un paramètre non physique et ⟨⟨ · ⟩⟩ symbolise le cumulant.
Propriété d’additivité dans le contexte de plusieurs variables aléatoires.
Soit un processus stochastique 𝑍 = 𝑋 + 𝑌 où 𝑋 et 𝑌 représentent des processus
aléatoires indépendants. Alors, la fonction génératrice de 𝑍 a la propriété d’être la
somme des fonctions génératrices de 𝑋 et 𝑌 .
Démonstration.
𝐶𝑍(𝑡) = ln
(︀⟨𝑒𝑖𝑡(𝑋+𝑌 )⟩)︀ (1.9)
= ln
(︀⟨𝑒𝑖𝑡𝑋⟩⟨𝑒𝑖𝑡𝑌 ⟩)︀ (1.10)
= ln
(︀⟨𝑒𝑖𝑡𝑋⟩)︀+ ln (︀⟨𝑒𝑖𝑡𝑌 ⟩)︀ (1.11)
𝐶𝑍(𝑡) = 𝐶𝑋(𝑡) + 𝐶𝑌 (𝑡) (1.12)
Par linéarité de la dérivée, il en découle que les cumulants d’une somme de
processus indépendants sont additifs.
71.1.3 Lien entre cumulants et moments centrés.
Les moments/cumulants centrés sont définis tels que 𝑚1 = 𝜅1 = 0. À des fins de
simplicité, dans cet ouvrage, on ne parlera que de moments/cumulants centrés. Voici
l’expression des quelques premiers cumulants en fonction des moments.
𝜅1 = 𝑚1 = 0
𝜅2 = 𝑚2
𝜅3 = 𝑚3
𝜅4 = 𝑚4 − 3𝑚22
𝜅5 = 𝑚5 − 10𝑚3𝑚2
Il se trouve que les trois premiers moments sont équivalents aux trois premiers
cumulants. Dans cet ouvrage, il sera question exclusivement du moments d’ordre deux,
la variance, qu’on appelle généralement "bruit".
1.1.4 Rapport signal sur bruit
Pour toute mesure expérimentale, il est utile d’avoir une compréhension du lien
entre le nombre de mesures moyennées et la qualité du signal. Le but de cette section
est d’élucider ce lien dans le contexte des mesures du premier et du second moments.
Définissons les fluctuations totales d’un système à l’instant 𝑖, par 𝑋𝑖 =
∑︀𝑛
𝑘=1 𝑥𝑘
où les 𝑥𝑘 représentent des fluctuations en provenance des sources indépendantes. On
définit une mesure à l’instant 𝑖 de 𝑋𝑖 comme une opération 𝑌𝑖 = 𝑓(𝑋𝑖). La statistique
de 𝑌𝑖 est obtenue par moyennage des mesures successives.
𝑌 =
1
𝑁
𝑁∑︁
𝑖=1
𝑓(𝑋𝑖) (1.13)
8Dans le cas où le signal d’intérêt est la mesure de la moyenne, nous avons :
⟨𝑌 ⟩ = 1
𝑁
𝑁∑︁
𝑖=1
⟨𝑋𝑖⟩ (1.14)
= ⟨𝑋⟩ (identité des 𝑋𝑖) (1.15)
=
𝑛∑︁
𝑘=1
⟨𝑥𝑘⟩ (1.16)
La variance centrée est donnée par :
⟨Δ𝑌 2⟩ = ⟨𝑌 2⟩ − ⟨𝑌 ⟩2 (1.17)
=
1
𝑁2
𝑁∑︁
𝑖=1
𝑁∑︁
𝑗=1
⟨𝑋𝑖𝑋𝑗⟩ − ⟨𝑋⟩2 (1.18)
=
1
𝑁2
(︃∑︁
𝑖=𝑗
⟨𝑋2𝑖 ⟩+
∑︁
𝑖 ̸=𝑗
⟨𝑋𝑖⟩⟨𝑋𝑗⟩
)︃
− ⟨𝑋⟩2 (1.19)
=
1
𝑁
⟨𝑋2⟩+
(︂
1− 1
𝑁
)︂
⟨𝑋⟩2 − ⟨𝑋⟩2 (1.20)
=
⟨𝑋2⟩ − ⟨𝑋⟩2
𝑁
(1.21)
=
1
𝑁
(︃
𝑛∑︁
𝑘=1
𝑛∑︁
𝑙=1
⟨𝑥𝑘𝑥𝑙⟩ −
∑︁
𝑘,𝑙
⟨𝑥𝑘⟩⟨𝑥𝑙⟩
)︃
(1.22)
=
1
𝑁
(︃∑︁
𝑘=𝑙
⟨𝑥2𝑘⟩+
∑︁
𝑘 ̸=𝑙
⟨𝑥𝑘⟩⟨𝑥𝑙⟩ −
∑︁
𝑘,𝑙
⟨𝑥𝑘⟩⟨𝑥𝑙⟩
)︃
(1.23)
=
1
𝑁
(︃
𝑛∑︁
𝑘=1
⟨𝑥2𝑘⟩ − ⟨𝑥𝑘⟩2
)︃
(1.24)
=
1
𝑁
𝑛∑︁
𝑘=1
⟨Δ𝑥2𝑘⟩ (1.25)
⟨Δ𝑌 2⟩ = ⟨Δ𝑋
2⟩
𝑁
=
1
𝑁
∑︁
𝑘
⟨Δ𝑥2𝑘⟩ (1.26)
9Le rapport signal sur bruit (SN) est définit par le ratio homogène :
SN =
⟨𝑌 ⟩√︀⟨Δ𝑌 2⟩ (1.27)
Dans le cas présent, il prend la forme :
SN =
√
𝑁
⟨𝑋⟩√︀⟨Δ𝑋2⟩ = √𝑁
∑︀
𝑘⟨𝑥𝑘⟩√︀∑︀
𝑘⟨Δ𝑥2𝑘⟩
(1.28)
De cette équation, on remarque que SN croit avec la racine du nombre de mesures.
Le nombre de mesures est proportionnel au temps d’acquisition. Pour améliorer le
ratio SN d’un facteur 10, il faut augmenter le temps d’acquisition d’un facteur 100.
On peut voir ainsi pourquoi il est avantageux d’éliminer au maximum les sources de
bruit d’un système.
Étudions la mesure du deuxième moment (𝑓(𝑋) = 𝑋2). À des fins de simplification,
on choisit un signal moyen nul (⟨𝑋⟩ = 0→ ⟨𝑥𝑘⟩ = 0). Cette simplification est accomplie
expérimentalement par l’insertion d’un filtre passe-haut avant l’appareillage de mesure.
On trouve que la moyenne vaut :
⟨𝑌 ⟩ = 1
𝑁
𝑁∑︁
𝑖
⟨𝑋2𝑖 ⟩ (1.29)
= ⟨𝑋2⟩ (identité des 𝑋𝑖) (1.30)
=
𝑛∑︁
𝑘=1
𝑛∑︁
𝑙=1
⟨𝑥𝑘𝑥𝑙⟩ (1.31)
=
∑︁
𝑘
⟨𝑥2𝑘⟩ (1.32)
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La variance est donnée par :
⟨Δ𝑌 2⟩ = ⟨𝑌 2⟩ − ⟨𝑌 ⟩2 = 1
𝑁2
𝑁∑︁
𝑖
𝑁∑︁
𝑗
⟨𝑋2𝑖𝑋2𝑗 ⟩ − ⟨𝑋2⟩2 (1.33)
=
1
𝑁2
(︃∑︁
𝑖=𝑗
⟨𝑋4𝑖 ⟩+
∑︁
𝑖 ̸=𝑗
⟨𝑋2𝑖 ⟩⟨𝑋2𝑗 ⟩
)︃
− ⟨𝑋2⟩2 (1.34)
=
1
𝑁
⟨𝑋4⟩+
(︂
1− 1
𝑁
)︂
⟨𝑋2⟩2 − ⟨𝑋2⟩2 (1.35)
=
⟨𝑋4⟩ − ⟨𝑋2⟩2
𝑁
(1.36)
=
1
𝑁
∑︁
𝑖,𝑗,𝑘,𝑙
⟨𝑥𝑖𝑥𝑗𝑥𝑘𝑥𝑙⟩ −
(︃∑︁
𝑘,𝑙
⟨𝑥𝑘𝑥𝑙⟩
)︃2
(1.37)
=
1
𝑁
∑︁
𝑖=𝑗=𝑘=𝑙
⟨𝑥4𝑘⟩+
∑︁
𝑖=𝑗 ̸=𝑘=𝑙
⟨𝑥2𝑖 ⟩⟨𝑥2𝑘⟩ −
∑︁
𝑖,𝑘
⟨𝑥2𝑖 ⟩⟨𝑥2𝑘⟩ (1.38)
=
1
𝑁
∑︁
𝑘
⟨𝑥4𝑘⟩ − ⟨𝑥2𝑘⟩2 (1.39)
Le rapport SN s’exprime alors :
SN =
√
𝑁
⟨𝑋2⟩√︀⟨𝑋4⟩ − ⟨𝑋2⟩2 = √𝑁
∑︀
𝑘⟨𝑥2𝑘⟩√︀∑︀
𝑘⟨𝑥4𝑘⟩ − ⟨𝑥2𝑘⟩2
(1.40)
De façon équivalente au résultat précédent, le rapport SN est proportionnel à
√
𝑁 .
En fait, il est possible de montrer qu’en raison de la définition de 𝑌 , le rapport SN
pour n’importe quel moment sera proportionnel à
√
𝑁 .
En présence de fluctuations gaussiennes ⟨𝑥4⟩ = 3⟨𝑥2⟩2 (voir annexe A.1.2) , on
montre que
SN =
√
𝑁√
2
∑︀
𝑘⟨𝑥2𝑘⟩√︀∑︀
𝑘⟨𝑥2𝑘⟩2
(1.41)
Supposons, que 𝑋 = 𝑥𝑒 + 𝑥𝐴 où 𝑥𝑒 et 𝑥𝐴 représente respectivement les fluctuations
d’un échantillon et d’un amplificateur en série avec ce dernier. On cherche à mesurer
⟨𝑥2𝑒⟩. Pour distinguer ⟨𝑥2𝑒⟩ du signal total, la résolution doit être supérieure à (⟨𝑥2𝑒⟩+
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⟨𝑥2𝐴⟩)/⟨𝑥2𝑒⟩. On obtient ainsi une contrainte sur le ratio SN :
SN =
√
𝑁√
2
⟨𝑥2𝑒⟩+ ⟨𝑥2𝐴⟩√︀⟨𝑥2𝑒⟩2 + ⟨𝑥2𝐴⟩2 > ⟨𝑥
2
𝑒⟩+ ⟨𝑥2𝐴⟩
⟨𝑥2𝑒⟩
(1.42)
𝑁 > 2
⟨𝑥2𝑒⟩2 + ⟨𝑥2𝐴⟩2
⟨𝑥2𝑒⟩2
(1.43)
Dans la limite d’un faible signal de l’échantillon, ⟨𝑥2𝑒⟩ ≪ ⟨𝑥2𝐴⟩ :
𝑁 > 2
(︂⟨𝑥2𝐴⟩
⟨𝑥2𝑒⟩
)︂2
(1.44)
Par exemple, pour ⟨𝑥2𝐴⟩ = 10⟨𝑥2𝑒⟩, il faut au delà de 200 points indépendants pour
résoudre le signal dû à l’échantillon.
1.2 Densité spectrale de bruit
Dans cette section, nous introduisons la fonction d’autocorrélation en temps et la
densité spectrale de bruit.
On peut penser à une trace 𝑉 (𝑡) sur une fenêtre de temps 𝑇 comme une réalisation
d’un processus stochastique représentant une observable physique quelconque telle le
courant ou la tension pour ne donner que quelques exemples. Cette trace peut être
Figure 1.1 – Trace des fluctuations de tension sur une fenêtre temporelle 𝑇 .
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caractérisée par un outil qu’on nomme fonction d’autocorrélation :
𝐺(𝑡, 𝜏) = ⟨𝑉 (𝑡)𝑉 (𝑡+ 𝜏)⟩ (1.45)
Cette quantité mesure la corrélation entre des signaux au temps 𝑡 et 𝑡+ 𝜏 . Le symbole
⟨ · ⟩ exprime la moyenne sur plusieurs traces. Lorsque le système est à l’équilibre
(processus stationnaire), la fonction d’autocorrélation ne dépend que du temps relatif
𝜏 . 1
𝐺(𝑡, 𝜏) = 𝐺(𝜏) (1.47)
On suppose aussi qu’au delà d’un temps 𝜏𝑐 la fonction d’autocorrélation décroît
Figure 1.2 – Fonction d’autocorrélation d’un processus stationnaire.
suffisamment rapidement vers zéro et que le temps d’échantillonnage 𝑇 est plus grand
que le temps caractéristique (𝑇 ≫ 𝜏𝑐).
Sous ces conditions, le théorème de Wiener-Khintchine [8, 9, 10] stipule que la
1. En présence d’une modulation paramétrique de la résistance on parle plutôt d’un régime à
l’équilibre cyclo-stationnaire de période 𝑇0. La fonction d’autocorrélation est décrite par une série de
Fourier dont les coefficients dépendent de la différence de temps 𝜏 et d’un entier 𝑛 de la fréquence
𝜔0 = 2𝜋/𝑇0.
𝐺(𝑡, 𝜏) =
∞∑︁
𝑛=−∞
𝐺𝑛(𝜏)𝑒
𝑖𝜔0𝑡 (1.46)
Pour ce qui suivra, nous nous contenterons d’analyser le cas d’un processus stationnaire 𝐺(𝑡, 𝜏) =
𝐺0(𝜏). Nous supposerons, au chapitre 5, qu’en présence de modulation paramétrique de la résistance
on peut modéliser le bruit comme une partie qui varie avec la résistance et une partie qui représente
un processus stochastique stationnaire.
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densité spectrale équivaut à la transformée de Fourier de la fonction d’autocorrélation.
𝑆𝑉 (𝜔) ≡ ⟨|𝑉 (𝜔)|2⟩ = 1√
2𝜋
∫︁
⟨𝑉 (𝑡)𝑉 (𝑡+ 𝜏)⟩⏟  ⏞  
𝐺(𝜏)
𝑒𝑖𝜏𝜔𝑑𝜏 (1.48)
À partir de cette définition on peut se demander que valent les autocorrélateurs
dans le domaine fréquentiel. On calcule ainsi :
⟨𝑉 (𝜔)𝑉 (𝜔′)⟩ = 1
2𝜋
∫︁ ∫︁
⟨𝑉 (𝑡)𝑉 (𝑡+ 𝜏)⟩𝑒𝑖(𝜔+𝜔′)𝑡𝑒𝑖𝜔𝜏𝑑𝑡𝑑𝜏 (1.49)
=
(︂
1
2𝜋
∫︁
𝑒𝑖(𝜔+𝜔
′)𝑡𝑑𝑡
)︂(︂∫︁
⟨𝑉 (𝑡)𝑉 (𝑡+ 𝜏)⟩𝑒𝑖𝜔𝜏𝑑𝜏
)︂
(1.50)
=
√
2𝜋⟨|𝑉 (𝜔)|2⟩𝛿(𝜔 + 𝜔′). (1.51)
De plus, comme 𝑉 (𝑡) est une quantité réelle, 𝑉 *(𝜔) = 𝑉 (−𝜔), ce qui se traduit par la
relation suivante :
⟨𝑉 (𝜔)𝑉 *(𝜔′)⟩ =
√
2𝜋⟨|𝑉 (𝜔)|2⟩𝛿(𝜔 − 𝜔′). (1.52)
Les autocorrélateurs en tension ⟨|𝑉 (𝜔)|2⟩ et en courant ⟨|𝐼(𝜔)|2⟩ sont proportion-
nels à la puissance du signal à la fréquence 𝜔. En pratique, la fonction d’autocorrélation
est obtenue par une mesure de puissance.
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1.3 Le bruit sous toutes ses formes
1.3.1 Formalisme de la matrice de diffusion
Le formalisme de la matrice de diffusion, aussi connu sous le nom de ses deux
auteurs Landauer et Büttiker [11, 12], est basé sur la représentation de la figure 1.3. Un
objet d’étude, le diffuseur, est connecté à deux réservoirs par des contacts présentant
plusieurs canaux transversaux de conduction. Les électrons incidents à l’interface
réservoir/contact sont transmis en totalité. La physique du diffuseur est complètement
R
sample
L
Figure 1.3 – Schéma d’un diffuseur connecté à deux réservoirs de températures et
potentiels chimiques 𝑇𝐿,𝑅 et 𝜇𝐿,𝑅. Les contacts sont idéaux de sorte qu’aucune réflexion
n’est présente à l’interface des réservoirs.
décrite par sa matrice de diffusion 𝑠. Cette dernière relie les excitations électroniques
incidentes (?^?𝐿,𝑅) aux excitations sortantes (?^?𝐿,𝑅) du diffuseur .(︃
?^?𝐿
?^?𝑅
)︃
=
(︃
𝑟 𝑡′
𝑡 𝑟′
)︃
⏟  ⏞  
𝑠
(︃
?^?𝐿
?^?𝑅
)︃
(1.53)
Les réservoirs sont l’analogue du corps noir pour des excitations fermioniques. Ils
absorbent les électrons incidents, puis les émettent vers le diffuseur suivant une
distribution de Fermi-Dirac :
𝑓𝛼(𝐸) =
1
𝑒(𝐸−𝜇𝛼)/𝑘𝑇𝛼 + 1
, 𝛼 = 𝐿,𝑅 (1.54)
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Cette statistique est inhérente à la nature fermionique des opérateurs ?^?𝛼 (𝛼 = 𝐿,𝑅) :
⟨?^?†𝛼(𝐸)?^?𝛽(𝐸 + ℏ𝜔)⟩ = 𝑓𝛼(𝐸)𝛿𝛼,𝛽𝛿(ℏ𝜔) (1.55)
L’opérateur courant 𝐼(𝜔) est exprimé en lien avec la matrice de diffusion et des
différentes statistiques du courant peuvent alors être calculées dans le contexte d’un
diffuseur à multi-ports [11].
Densité spectrale de bruit
La densité spectrale de bruit en courant pour un conducteur à deux ports avec
des transmissions indépendantes de l’énergie est [13] :
𝑆(𝜔) = ⟨𝛿𝐼2(𝜔)⟩ = 2𝑘𝑇
𝑅
[︃
𝐹
𝑔
(︀
𝑉 − ?¯?)︀+ 𝑔 (︀𝑉 + ?¯?)︀
2
+ (1− 𝐹 )𝑔 (?¯?)
]︃
(1.56)
où on définit les fluctuations de courant 𝛿𝐼(𝜔) = 𝐼(𝜔) − ⟨𝐼(𝜔)⟩, les variables sans
unité ?¯? = ℏ𝜔/2𝑘𝑇 et 𝑉 = 𝑒𝑉/2𝑘𝑇 et la fonction 𝑔(𝑥) = 𝑥 coth(𝑥).
La variable 𝑅 est la résistance (l’inverse de la conductance 𝐺) :
𝐺 =
1
𝑅
=
𝑒2
ℎ
∑︁
𝑛
𝜏𝑛 (1.57)
où 𝑒 est la charge électronique et ℎ la constante de Planck. 𝜏𝑛 = |𝑡𝑛|2 représente la
probabilité de transmission du canal 𝑛 alors que 𝑡𝑛 est la transmission du 𝑛ième canal.
La variable 𝐹 est le facteur de Fano :
𝐹 =
∑︀
𝑛 𝜏𝑛(1− 𝜏𝑛)∑︀
𝑛 𝜏𝑛
. (1.58)
Il est à noter ici que l’expression 1.56 n’est valide que si les coefficients de transmission
𝜏𝑛 ne dépendent que faiblement de l’énergie. Une approximation qui est justifiée à
basses tensions et températures, car la densité d’état, qui contribue au courant, est
concentrée au niveau de Fermi.
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Facteur de Fano
Le conducteur cohérent le plus simple auquel on peut penser est la jonction tunnel.
Le transport à travers la jonction se fait par effet tunnel et le taux de transmission 𝜏𝑛
de chacun des canaux est très petit, donc 𝐹 → 1. Dans la limite classique (𝑘𝑇 ≫ ℎ𝑓),
le passage d’un électron à travers la jonction peut-être associé à un processus de
Poisson. La distribution temporelle du passage des électrons est purement aléatoire.
Lorsque le facteur de Fano n’est pas l’unité, la distribution du passage des électrons
n’est plus complètement indépendante [14, 15].
1.3.2 Bruit à l’équilibre : bruit thermique et bruit du vide
Le bruit à l’équilibre (2𝑘𝑇 ≫ 𝑒|𝑉 | ⇒ 𝑉 → 0 ) est donné par :
𝑆(𝜔) =
ℏ𝜔
𝑅
coth
(︂
ℏ𝜔
2𝑘𝑇
)︂
(1.59)
Il est représenté par la courbe bleue lorsque (𝑉 = 0) à la figure 1.4b. Ce résultat,
obtenu à partir du formalisme de la matrice de diffusion pour un conducteur cohérent,
est analogue au résultat obtenu à partir du théorème de fluctuation-dissipation [16].
Dans la limite quantique ℏ𝜔 ≫ 2𝑘𝑇, 𝑒|𝑉 |, le bruit est causé par les fluctuations du
vide. Il vaut :
𝑆(𝜔) =
ℏ𝜔
𝑅
(1.60)
Ceci correspond aux traits pointillés de la figure 1.4b et à la région |𝑉 | ≤ ℏ𝜔/𝑒 de la
figure 1.4a. Les fluctuations du vide découlent du principe d’incertitude d’Heisenberg
entre le temps et l’énergie (Δ𝑡Δ𝐸 ≥ ℏ/2). Comme le bruit du vide origine d’un
principe fondamental de la mécanique quantique, il est omniprésent.
Dans le régime classique (2𝑘𝑇 ≫ ℏ𝜔), on retrouve l’expression du bruit thermique
classique :
𝑆(𝜔) =
2𝑘𝑇
𝑅
(1.61)
représenté par les courbes rouges des figures 1.4a et 1.4b. On l’appelle bruit thermique
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car il origine des fluctuations thermodynamiques à l’équilibre. Ces fluctuations sont
caractérisées par une température finie de la distribution à l’équilibre des électrons.
Le bruit thermique classique est plat en fréquence et par analogie avec la lumière il est
aussi appelé bruit blanc 2. Il croit linéairement avec la température et l’inverse de la
résistance (la conductance) et est utilisé à des fins de thermométrie [17, 18, 19, 20].
Dans un régime intermédiaire, le bruit à l’équilibre est une contribution non
triviale de fluctuation du vide et des fluctuations thermodynamiques.
1.3.3 Bruit de grenaille
Le bruit de grenaille est la contribution au bruit par la granularité de la charge.
Il s’agit d’un bruit blanc. 3 On l’observe dans la limite où, à la fois, l’énergie du
vide et l’énergie thermique sont inférieures à l’énergie de tension 𝑒𝑉 ≫ ℏ𝜔, 2𝑘𝑇 ,
correspondant à la droite pointillée de la figure 1.4a rejointe par les courbes bleue et
verte. Dans cette limite, l’expression 1.56 s’écrit :
𝑆(𝜔) = lim
𝑉−>∞
2𝑘𝑇
𝑅
[︀
(1− 𝐹 )𝑔 (?¯?) + 𝐹𝑔 (︀𝑉 )︀]︀ (1.62)
= 𝐹𝑒|𝐼| (1.63)
où |𝐼| est la valeur absolue du courant. Le bruit de grenaille, étant proportionnel à
la charge, a permis de mesurer la charge 2𝑒 des paires de Cooper dans une jonction
métal-isolant [21, 22]. Il a aussi permis l’observation de la charge 𝑒/3 dans l’effet Hall
fractionnaire [23, 24].
2. du fait que nos yeux lorsque présenté à un spectre plat nous font voir blanc
3. Il est à noter que, pour un conducteur d’un facteur de Fano non unitaire, lorsque ℏ𝜔 ≃ 𝑒|𝑉 |,
le bruit hors équilibre n’est pas blanc car il est une contribution à la fois d’effets de la granularité de
la charge (𝑒|𝐼|) et de fluctuations quantiques du vide (ℏ𝜔/𝑅) (voir courbe jaune de la figure 1.4b
à 𝜔 ≤ 𝑒|𝑉 |/ℏ). Cependant, le bruit engendré par la granularité de la charge est blanc. On peut le
remarquer lorsque 𝐹 = 1 (courbe verte) à la figure 1.4b pour 𝜔 ≤ 𝑒|𝑉 |/ℏ.
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1.3.4 Bruit photo-assisté
Le bruit photo-assisté existe en présence d’une modulation alternative
𝑉 (𝑡) = 𝑉 + 𝑉ac cos(𝜔0𝑡) (1.64)
Si la période de l’excitation est beaucoup plus grande que le temps de relaxation
des réservoirs, l’effet d’une excitation alternative est de modifier adiabatiquement
la distribution de Fermi des réservoirs. Cet effet se répercute sur les opérateurs
fermioniques [13] :
𝑎(𝐸)→ ̃︀𝑎(𝐸) = ∞∑︁
𝑛=−∞
𝐽𝑛(𝑧)𝑎(𝐸 − 𝑛ℏ𝜔) (1.65)
où 𝑧 = 𝑒𝑉ac/ℏ𝜔0 et 𝐽𝑛 est la fonction de Bessel de première espèce d’ordre 𝑛. Le bruit
prend alors la forme suivante 4
̃︀𝑆(𝜔) = 2𝑘𝑇
𝑅
(︃
𝐹
∞∑︁
𝑛=−∞
𝐽2𝑛(𝑧)
[︂
𝑔(𝑉 − ?¯? − 𝑛?¯?0) + 𝑔(𝑉 + ?¯? + 𝑛?¯?0)
2
]︂
+ (1− 𝐹 ) 𝑔(?¯?)
)︃
(1.66)
Le bruit photo-assisté est intégralement dû à la présence de bruit de grenaille. Il est
constitué, sur l’axe de la tension, de multiples répliques du bruit de grenaille pondérées
par le carré de fonctions de Bessel. Ces répliques sont séparées par des incréments de
?¯?0 = ℏ𝜔0/2𝑘𝑇 . Le bruit à l’équilibre (1−𝐹 )𝑔(?¯?) ne dépendant pas de la tension n’est
pas affecté par la photo-excitation.
L’équation 1.66 n’est qu’une généralisation de l’équation 1.56. Notons qu’en
l’absence de photo-excitation 𝑧 = 0 seul 𝑛 = 0 prévaut et on retrouve bien le bruit
sans photo-excitation.
4. Le terme 𝑔(𝑉 − ?¯? − 𝑛?¯?0) est généralement écrit sous la forme 𝑔(𝑉 − ?¯? + 𝑛?¯?0). Les fonctions
de Bessel de première espèce ont la propriété :
𝐽−𝑛(𝑧) = (−1)𝑛𝐽𝑛(𝑧)
Le carré 𝐽2𝑛(𝑧) est donc invariant selon la transformation 𝑛→ −𝑛.
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1.3.5 Susceptibilité du bruit
La susceptibilité du bruit est définie comme le corrélateur :
𝜒
(𝑝)
+ (𝜔, 𝜔0) = ⟨𝐼(𝜔)𝐼(𝑝𝜔0 − 𝜔)⟩ − ⟨𝐼(𝜔)⟩⟨𝐼(𝑝𝜔0 − 𝜔)⟩ (1.67)
où 𝜔0 est la fréquence d’excitation du système. Elle mesure comment les fluctuations
mesurées à la fréquence 𝜔 oscillent à la fréquence 𝑝𝜔0 [13]. Elle est une quantité
complexe sauf à 𝑝 = 0 où elle est réelle et correspond au bruit photo-assité. Elle
est mesurée dans un montage composé de détecteurs linéaires. Il en résulte que la
susceptibilité doit être symétrisée :
𝜒(𝑝)(𝜔, 𝜔0) =
𝜒
(𝑝)
+ (𝜔, 𝜔0) + 𝜒
(−𝑝)
+ (−𝜔, 𝜔0)
2
(1.68)
=
⟨𝛿𝐼(𝜔)𝛿𝐼(𝑝𝜔0 − 𝜔)⟩+ ⟨𝛿𝐼(−𝜔)𝛿𝐼(−𝑝𝜔0 + 𝜔)⟩
2
(1.69)
où 𝛿𝐼(𝜔) = 𝐼(𝜔)− ⟨𝐼(𝜔)⟩. En présence de photo-excitation pour des transmissions
indépendantes de l’énergie on obtient [13] :
𝜒(𝑝) =
2𝑘𝑇
𝑅
𝐹
∞∑︁
𝑛=−∞
𝐽𝑛(𝑧)𝐽𝑛+𝑝(𝑧)
[︂
𝑔(𝑉 + ?¯? + 𝑛?¯?0) + (−1)𝑝𝑔(𝑉 − ?¯? − 𝑛?¯?0)
2
]︂
(1.70)
1.3.6 Bruit en 1/𝑓
Le bruit en 1/𝑓 est aussi appelé bruit rose, en contraste au bruit blanc, pour son
spectre non constant. On l’écrit de façon générale :
𝑆(𝑓) ∝ 1
𝑓𝛼
, 𝛼 > 0 (1.71)
Sa contribution est particulièrement importante à basses fréquences (lorsque 𝑓𝛼
est petit) , alors qu’à hautes fréquences (lorsque 𝑓𝛼 est grand) il est totalement
négligeable. La valeur de l’exposant dépend des aspects microscopiques du système
mesuré rendant sa modélisation ardue. Expérimentalement, nous travaillerons à des
fréquences suffisamment élevées pour qu’il soit négligeable.
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1.4 Quadratures du champ électromagnétique micro-
onde.
La détection des quadratures du champ électromagnétique se fait par l’injection
d’un signal de modulation de fréquence 𝜔0 sur le circuit étudié. La modulation du
système offre une référence de phase pour la mesure des quadratures. Ces dernières
correspondent aux parties en phase et hors phase du champ électromagnétique :
𝐸(𝜔) = 𝑋 cos(𝜔𝑡) + 𝑃 sin(𝜔𝑡). (1.72)
Dans le domaine micro-onde, on ne mesure pas directement le champ électromagnétique.
On mesure généralement les courants et des tension aux bornes d’un circuit. Le lien
entre ces quantités est le suivant : les quadratures du champ électromagnétique micro-
onde sont les combinaisons réelle et imaginaire des opérateurs courant [25, 7, 26] :
𝑋(𝜔) =
𝐼(𝜔) + 𝐼(−𝜔)√
2
(1.73)
𝑃 (𝜔) =
𝐼(𝜔)− 𝐼(−𝜔)
𝑖
√
2
. (1.74)
Le champ électromagnétique à la fréquence 𝜔 est comprimé lorsque les variances des
quadratures sont différentes.
Δ𝑋2(𝜔) ̸= Δ𝑃 2(𝜔) (1.75)
où les variances sont définies :
Δ𝑋2(𝜔) = ⟨𝑋2(𝜔)⟩ − ⟨𝑋(𝜔)⟩2 (1.76)
Δ𝑃 2(𝜔) = ⟨𝑃 2(𝜔)⟩ − ⟨𝑃 (𝜔)⟩2. (1.77)
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En développant les équations 1.73 et 1.74, on trouve :
Δ𝑋2(𝜔) =
⟨𝛿𝐼(𝜔)𝛿𝐼(−𝜔)⟩+ ⟨𝛿𝐼(−𝜔)𝛿𝐼(𝜔)⟩
2
+
⟨𝛿𝐼2(𝜔)⟩+ ⟨𝛿𝐼2(−𝜔)⟩
2
(1.78)
Δ𝑃 2(𝜔) =
⟨𝛿𝐼(𝜔)𝛿𝐼(−𝜔)⟩+ ⟨𝛿𝐼(−𝜔)𝛿𝐼(𝜔)⟩
2
− ⟨𝛿𝐼
2(𝜔)⟩+ ⟨𝛿𝐼2(−𝜔)⟩
2
. (1.79)
où 𝛿𝐼(𝜔) = 𝐼(𝜔)− ⟨𝐼(𝜔)⟩ représente les fluctuations du courant. 5 Le premier terme
de l’expression est le bruit symétrisé (photo-assisté pour être plus général) :
̃︀𝑆(𝜔) = ⟨𝛿𝐼(𝜔)𝛿𝐼(−𝜔)⟩+ ⟨𝛿𝐼(−𝜔)𝛿𝐼(𝜔)⟩
2
= ⟨|𝛿𝐼(𝜔)|2⟩ (1.80)
Le second terme correspond à la susceptibilité du bruit (définie en 1.70) pour 𝑝 = 2𝜔/𝜔0
𝜒(𝑝)(𝜔)|𝑝=2𝜔/𝜔0 =
⟨𝛿𝐼2(𝜔)⟩+ ⟨𝛿𝐼2(−𝜔)⟩
2
= ⟨𝛿𝐼2(𝜔)⟩ (1.81)
Gardant en tête la condition 𝑝 = 2𝜔/𝜔0, on réécrit :
Δ𝑋2(𝜔) = ̃︀𝑆(𝜔) + 𝜒(𝑝)(𝜔) (1.82)
Δ𝑃 2(𝜔) = ̃︀𝑆(𝜔)− 𝜒(𝑝)(𝜔) (1.83)
On remarque en comparant les équations 1.82 et 1.83 que l’égalité prévaut si la
susceptibilité du bruit est nulle 𝜒(𝑝)(𝜔) = 0. Il en découle le critère suivant :
⟨𝐼2(𝜔)⟩ = ⟨𝐼2(−𝜔)⟩ = 0 (1.84)
De l’équation 1.84 le critère pour l’asymétrie du champ électromagnétique est :
⟨𝐼2(±𝜔)⟩ ≠ 0 (1.85)
La compression du champ électromagnétique est un cas spécifique où l’asymétrie est
telle que les fluctuations de l’une des deux quadratures descend en deçà des fluctuations
du vide. Le respect du critère 1.85 uniquement n’est pas suffisant pour garantir la
compression. Il faut être dans un régime où ̃︀𝑆(𝜔) n’est pas largement au-dessus du
bruit du vide.
5. Pour plus de détail sur la forme de 𝐼(𝜔), consultez la référence [26].
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1.5 Compression du champ électromagnétique micro-
onde.
La compression est définie comme étant le bruit normalisé par les fluctuations du
vide. La définition pour chaque quadrature est :
𝛼𝑋 =
𝑅
ℏ𝜔
(︁ ̃︀𝑆(𝜔) + 𝜒(𝑝)(𝜔))︁ (1.86)
𝛼𝑃 =
𝑅
ℏ𝜔
(︁ ̃︀𝑆(𝜔)− 𝜒(𝑝)(𝜔))︁ (1.87)
On montre à l’annexe A.2 que la compression prend la forme :
𝛼𝑋 =
2𝑘𝑇
ℏ𝜔
(︃
(1− 𝐹 )𝑔(?¯?) + 𝐹
2
∞∑︁
𝑛=−∞
[𝐽𝑛(𝑧) + 𝐽𝑛+𝑝(𝑧)]
2 𝑔(𝑉 + ?¯?(2𝑛/𝑝+ 1))
)︃
(1.88)
𝛼𝑃 =
2𝑘𝑇
ℏ𝜔
(︃
(1− 𝐹 )𝑔(?¯?) + 𝐹
2
∞∑︁
𝑛=−∞
[𝐽𝑛(𝑧)− 𝐽𝑛+𝑝(𝑧)]2 𝑔(𝑉 + ?¯?(2𝑛/𝑝+ 1))
)︃
(1.89)
Lorsque cette dernière est inférieure à l’unité, le niveau de bruit est inférieur au
bruit du vide. Il a été démontré par des calculs numériques[27] que la compression
optimale pour une jonction tunnel (𝐹 = 1) à lieu à 𝑝 = 1 et qu’elle offre une valeur
à température nulle de 𝛼𝑋,𝑃 = 0.618 à 𝑧 = 0.73 et à 𝑒𝑉/ℏ𝜔 = ∓1 respectivement
pour 𝛼𝑋 et 𝛼𝑃 . En présence d’un facteur de Fano non unitaire, on s’attend à voir une
diminution de la compression, car le terme 𝑔(?¯?) est au moins égal au bruit du vide.
Pour une analyse plus détaillée du cas 𝐹 = 1, se reporter à la référence [27].
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Figure 1.4 – Régimes du bruit évalué à des températures respectives de 10 K (rouge),
40 mK (bleu) et 1 mK (vert et jaune). a) Densité spectrale de bruit en fonction de
la tension de polarisation. Les traits pointillés épais représentent la pente de 𝑒𝐹/𝑅
associé au bruit de grenaille. b) Densité spectrale de bruit en fonction de la fréquence
angulaire 𝜔. Le facteur de Fano est fixé à l’unité pour isoler la contribution au bruit de
la granularité de la charge à 𝜔 ≤ 𝑒|𝑉 |/ℏ (courbe verte). En présence d’un facteur de
Fano non unitaire (courbe jaune ; F=0.5), le bruit dans ce régime est une contribution
à la fois de bruit de grenaille et de bruit du vide.
Chapitre 2
Méthodes expérimentales
Dans cette section, nous élaborerons les diverses méthodes employés à la réalisation
de ce projet. D’une part, à la sous section 2.1, nous présenterons l’échantillon employé à
titre de résistance variable : le transistor à effet de champ à haute mobilité électronique
(pHEMT ). Ensuite nous couvrirons, aux sous sections 2.2 et 2.3, les différents montages
et composants employés : un montage basses fréquences employé afin d’étudier la
nature du bruit hors équilibre dans le canal drain source du transistor et un montage
hautes fréquences utilisé pour réaliser la compression du bruit par la granularité de la
charge.
2.1 Résistance variable
2.1.1 pHEMT
G
D
S
D
S
Figure 2.1 – Symbole employé pour le transistor à effet de champ. Le canal entre le
drain et la source agit à titre de résistance variable via la tension de grille.
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Le candidat retenu pour agir à titre de résistance variable est un transistor à effet
de champ : le ATF-35143 de Avago Technologies. Il s’agit d’un pHEMT pseudomorphic
High Electron Mobility Transistor. Le canal de conduction (entre le drain et la source)
est un gaz bidimensionnel d’électrons et la grille, permettant de moduler la densité
électronique du gaz 2D, est une diode Schottky polarisée en inverse. Le temps de réponse
de ces dispositifs est court en comparaison à un transistor conventionnel. De plus,
ces transistors sont reconnus pour fonctionner à des températures cryogéniques [28].
Cela en font de très bons candidats pour explorer le régime quantique des fluctuations
(ℎ𝑓 ≫ 𝑘𝑇 ).
2.1.2 Principe d’utilisation.
Nous utilisons le transistor dans la plage linéaire de sa caractéristique I-V (figures
2.2a et 2.2b). Dans ce régime, le canal drain-source peut être approximé par la
résistance différentielle 𝑅ds = 𝜕𝑉𝜕𝐼 . Cette dernière est modifiée par la tension de grille
𝑉gs comme le montre la caractéristique 𝑅ds-𝑉gs (encadré à la figure 2.2b).
2.2 Observation du bruit de grenaille à basses fré-
quences
L’étude du bruit hors équilibre à basses fréquences est l’une des premières étapes à
la caractérisation du transistor (après la caractéristique courent tension). Cette mesure
à pour but de vérifier si le canal drain source se comporte comme une résistance
classique/macroscopique et émet du bruit à l’équilibre.
2.2.1 Introduction aux composants
Les éléments principaux présentés dans ce qui suit ont trait à la mesure de la
caractéristique courent tension (mixeur, détecteur synchrone) et à la détection du
bruit (détecteur de puissance, analyseur de spectre).
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Figure 2.2 – a) Régimes d’opération de la caractéristique courant tension d’un
pHEMT. b) Caractéristique courant tension mesurée d’un pHEMT. (encart) 𝑅ds avec
la tension de grille.
Mixeur
Le mixeur est un composant essentiel dans le domaine de l’électronique. Il s’agit
d’un objet à 3 ports (deux entrées et une sortie) qui retourne un signal égal au produit
des tensions d’entrée 𝐴 et 𝐵. L’intérêt du mixeur repose principalement sur la relation
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trigonométrique suivante :
cos(𝜔1𝑡) cos(𝜔2𝑡) =
cos([𝜔1 − 𝜔2]𝑡) + cos([𝜔1 + 𝜔2]𝑡)
2
(2.1)
La multiplication d’ondes sinusoïdales de fréquences 𝜔1 et 𝜔2 génère un signal dont
le spectre contient des composants à la différence 𝜔1 − 𝜔2 et à la somme 𝜔1 + 𝜔2 des
fréquences.
Détecteur synchrone
Le détecteur synchrone permet d’extraire les harmoniques d’un signal 𝑠(𝑡). Il
est composé principalement d’un mixeur et un filtre passe-bas. Le signal d’entrée
𝑠(𝑡) = 𝐴 cos(𝜔𝑡) +𝐵 sin(𝜔𝑡) est multiplié à un signal de référence cos(𝜔𝑡). Le signal
résultant comporte une composante à fréquence nulle et des composantes à 2𝜔.
𝑠(𝑡) cos(𝜔𝑡) =
𝐴
2
(1 + cos(2𝜔𝑡)) +
𝐵
2
sin(2𝜔𝑡) (2.2)
Un filtre passe-bas isole la partie du signal à fréquence nulle proportionnel à l’amplitude
recherchée 𝐴. Il en est de même pour la mesure de 𝐵 par un signal de référence sin(𝜔𝑡).
Il est possible d’utiliser un détecteur synchrone et une source de courant pour
mesurer la résistance différentielle d’un échantillon. Le signal source monochromatique
𝛿𝐼(𝑡) = 𝛿𝐼 cos(𝜔𝑡) est envoyé à un circuit caractérisé par la caractéristique 𝑉 (𝐼+𝛿𝐼(𝑡)).
Il existe deux limites pour lesquelles le signal mesuré a une signification intuitive.
La première est pour un circuit linéaire pour lequel :
𝑉 (𝜔) = 𝑍(𝜔)𝐼(𝜔) (2.3)
où 𝑍(𝜔) est l’impédance du circuit.
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Pour une excitation monochromatique 𝐼(𝑡) = 𝐴 cos(𝜔𝑡), on obtient que :
𝑉 (𝜔) = Re
[︀
𝑍(𝜔)𝐴𝑒𝑖(𝜔𝑡)
]︀
(2.4)
= Re [𝑍(𝜔)]𝐴 cos(𝜔𝑡)− Im [𝑍(𝜔)]𝐴 sin(𝜔𝑡) (2.5)
Les quadratures du signal d’excitation sont liées aux parties réelle et imaginaire de
l’impédance 𝑍(𝜔) du circuit évaluée à la fréquence 𝜔.
Le second cas intuitif (dérivé à l’annexe A.3.3) se présente lorsque la période de
modulation est grande devant le temps de réponse du circuit. Dans ce régime, seul les
éléments résistifs du circuit jouent un rôle dans la caractéristique 𝑉 (𝐼) du circuit. La
caractéristique 𝑉 (𝐼) modulée par 𝛿𝐼(𝑡) = 𝐴 cos(𝜔𝑡) peut s’écrire sous la forme :
𝑉 (𝐼 + 𝛿𝐼(𝑡)) =
𝛼
2
+
∞∑︁
𝑚=1
𝛼𝑚 cos(𝑚𝜔𝑡) (2.6)
où les harmoniques valent
𝛼𝑚 =
∞∑︁
𝑛=𝑚
𝑉 (𝑛)(𝐼)𝐴𝑛𝛾𝑛,𝑚
𝑛!
(2.7)
Les 𝛾𝑛,𝑚 sont les coefficients d’une harmonique 𝑚 engendrée par une puissance 𝑛 de
la fonction trigonométrique cos(𝜔𝑡) (voir section A.3.1).
Dans le régime linéaire (𝐴 ≪ 1), les harmoniques sont proportionnelles aux
multiples dérivées de la fonction de transfert.
lim
𝐴→0
𝛼𝑚 ≃ 𝑉
(𝑚)(𝐼)𝐴𝑚𝛾𝑚,𝑚
𝑚!
(2.8)
Détecteur de puissance
Un détecteur de puissance est un objet qui mesure la puissance d’un circuit. Un
élément non linéaire telle une diode est souvent employé à cette fin. Dans un régime
de faible signal, la tension aux bornes de la diode est proportionnel à la puissance.
29
Analyseur de spectre
L’analyseur de spectre est un instrument à port unique qui mesure le spectre
de puissance de bruit d’un circuit. Un tel appareil est composé d’un mixeur et d’un
convertisseur analogue-digital. Un signal de référence est mixé au signal pour convertir
la bande de fréquences à mesurer vers la bande de fréquences de fonctionnement
du convertisseur. Le signal est ensuite digitalisé par le convertisseur, puis traité
numériquement. Le signal de référence est ensuite balayé pour couvrir le spectre de
fréquences désiré.
2.2.2 Mesure du bruit à fréquence nulle
Figure 2.3 – Circuit équivalent d’une mesure de bruit à basses fréquences (𝑉𝑠)
d’une résistance 𝑅. Lorsque l’impédance 𝑅𝐴 de l’amplificateur n’est pas adaptée à
l’impédance du câble, le câble est modélisé par sa capacité 𝐶.
La figure 2.3 présente un montage simple pour mesurer le bruit d’une résistance
𝑅 à basses fréquences. La proportion de la puissance de bruit émis par 𝑅 mesurée à
l’entrée de l’amplificateur est donnée par le filtre passe-bas suivant :
|𝐻(𝜔)|2 = 1
1 +
(︁
𝜔𝑅𝐶
1+𝑅/𝑅𝐴
)︁2 (2.9)
dont la fréquence de coupure est
𝑓𝑐 =
1
2𝜋𝑅𝐶
(︂
1 +
𝑅
𝑅𝐴
)︂
≃ 1
2𝜋𝑅𝐶
(𝑅𝐴 ≫ 𝑅) (2.10)
La problématique avec ce genre de circuit est que la résonance se trouve à fréquence
nulle. En augmentant la valeur de résistance, la bande passante diminue. La détection
du bruit à très basse fréquence est ardue en raison de limitations instrumentales, de
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la présence de bruit en 1/𝑓 émis par le transistor et de la présence de sources externes
de bruit dues aux appareils de mesure. La solution envisagée est de créer un circuit
résonant par l’ajout d’une inductance en parallèle.
2.2.3 Mesure du bruit basse fréquence avec un circuit 𝑅𝐿𝐶.
Figure 2.4 – Montage expérimental pour la caractérisation des inductances à tem-
pérature ambiante et à 4K. 𝑅p et 𝐶p sont les parties dissipatives et capacitives de
l’impédance de polarisation. 𝐶 est une capacité variable. L’encadré noir représente la
capacité variable qui consiste en un câble coaxial flottant de longueur variable ou bien
une capacité commerciale à la masse. L’encadré bleu représente la sonde cryogénique.
La résistance de fil de l’inductance 𝐿 est modélisée par la résistance 𝑟. Les impédances
des ports d’excitation et de mesure du détecteur synchrone sont respectivement 50 Ω
et 1 MΩ.
Pour compenser l’effet de la capacité 𝐶 on ajoute une inductance 𝐿 en parallèle.
Ceci a pour effet de déplacer la résonance du circuit à une fréquence finie déterminée
par la relation (𝑓0 = 1/
√
𝐿𝐶). Un choix judicieux de 𝐿 permet de déplacer la bande de
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mesure sur une plage plus "propre" du spectre de mesure. Le montage de la figure 2.4
a été employé pour étudier le circuit 𝑅𝐿𝐶 parallèle avec différentes inductances (non
idéales). Une impédance de polarisation 𝑍p = 𝑅p + 𝑖Ω𝐶p injecte un courant dans le
circuit 𝑅𝐿𝐶 et la tension résultante est mesurée. La mesure est faite à l’aide d’un
détecteur synchrone (UHF) sur une plage de fréquences couvrant la résonance du
circuit. Les ports d’entrée et de sortie du détecteur synchrone sont d’impédance de 50
Ω et 1 MΩ respectivement.
La prise de donnée est faite pour différentes valeurs de 𝐶. Pour se faire, une série
de 6 câbles coaxiaux de différentes longueurs est employée. Trois éléments capacitifs
(470 pF, 1 nF, 10 nF) sont employés à la fois pour étendre la plage de mesure et pour
évaluer l’importance de la dissipation dans les câbles. Un spectre de la fonction de
transfert autour de la résonance est mesuré à chaque valeur de 𝐶 et ce pour différentes
inductances test.
2.2.4 Détection du bruit de grenaille
Passe-bas
Figure 2.5 – Montage de détection du bruit de grenaille à basses fréquences.
La détection du bruit à basses fréquences est effectée à l’aide du montage de la
figure 2.5. La grille est polarisée via un port de tension directe filtré par un filtre
passe-bas afin d’empêcher la propagation du bruit de la source vers l’échantillon. Le
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drain est connecté à une ligne de polarisation et de détection. La ligne de polarisation
permet l’injection d’un courant via la résistance cryogénique de 1 MΩ. Un circuit
d’adaptation d’impédance bi-résonant est employé pour permettre la polarisation en
courant continue puis la détection du bruit à fréquence finie (∼ 388 kHz). La fonction
de transfert du circuit est présentée à la figure 2.6 L’amplification du signal est
faite à l’aide d’un amplificateur à bas niveau de bruit, SA-421F5, situé sur l’étage à
température pièce. La détection de la densité spectrale de bruit est faite à l’aide d’un
analyseur de spectre (PXA-N9010A).
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Figure 2.6 – Fonction de transfert du circuit d’adaptation d’impédance bi-résonant.
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2.3 Compression du bruit à hautes fréquences
Suite à la caractérisation basses fréquences du canal drain source du transistor,
nous avons observé que ce dernier ne se comportait pas comme une résistance macro-
scopique 1. La présence de bruit de grenaille, suggère la possibilité de compresser le
bruit par photo-excitation du canal drain source. C’est ce résultat qui nous a mené à
réaliser le montage décrit dans cette section.
2.3.1 Introduction aux composants
Les éléments importants (non triviaux) à la détection hétérodyne micro-onde sont
le circulateur et le mixeur IQ.
Circulateur
Un circulateur est un objet à trois ports à l’intérieur duquel un milieu magnétique
contraint le courant à circuler de manière unidirectionnelle. On s’en sert pour isoler
un circuit sensible (port 1) du bruit de la ligne de détection (port 2). Le signal renvoyé
vers l’échantillon est dissipé dans une résistance via le port 3. Les fluctuations se
rendant à l’échantillon sont celles d’une résistance à l’équilibre (ce qui est généralement
beaucoup plus faible que les fluctuations de la chaîne d’amplification).
Mixeur IQ
1. qui génère un bruit à l’équilibre lorsqu’elle n’est pas chauffée par le courant de polarisation
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Un mixeur IQ est un objet à 4 ports permettant d’extraire les quadratures d’un
signal selon une fréquence de référence 𝑓LO. À l’interne, le signal (port RF) est séparé
sur deux branches au bout desquels le signal est mixé à la référence sur la première
branche (I) et à sa quatrature sur la seconde branche (Q). Les signaux à fréquence
nulle sortant des ports I et Q sont proportionnels aux quadratures du signal.
2.3.2 Montage
Figure 2.7 – Montage employé lors de la détection d’asymétries dans le bruit à hautes
fréquences.
La détection de l’asymétrie (compression) dans le bruit est effectuée à l’aide
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du montage de la figure 2.7. La grille est polarisée par l’intermédiaire d’un port
d’excitation basses fréquences. Au niveau du drain, un filtre triplexeur (K&L 11SM10-
00018) découple une ligne de détection entre 4 et 8 GHz, deux lignes d’excitation
hautes et basses fréquences respectivement au delà de 8 GHz et en deçà de 4 GHz.
À des fins de thermalisation de l’échantillon (isolation de l’environnement à 300K),
un filtre passe-bas est inséré sur les lignes basses fréquences au niveau du plateau le
plus froid et des atténuateurs sont placés à différents niveaux de refroidissement sur
les lignes d’excitation radio-fréquence. Pour la ligne de détection, deux circulateurs
(Quinstar CTA0408KC) empêchent le bruit de la chaîne d’amplification d’atteindre
l’échantillon. Le signal est amplifié une première fois à l’étage à 4K (LNF-LNC4_8A),
puis ré-amplifié (AFS4-00101200-18-10P-4, LCA0408) et filtré (VBF-7200+) à l’étage
à 300 K. Une légère atténuation est placée entre ces amplificateurs pour éviter toute
résonance. La détection en phase et en quadrature est faite à la sortie d’un mixeur
IQ (IRM0408LC2Q). Le signal d’entrée du port LO (Local Oscillator) du mixeur
est synchronisé avec le signal d’excitation envoyé au niveau du drain. À chacune des
sorties du mixeur IQ, le signal sur une bande de fréquence autour de la fréquence 𝑓LO
est devenu un signal basses fréquences. Ce signal est filtré, puis amplifié de nouveau
(ZFL-500+) pour être détecté par un détecteur de puissance (DZM265AB).
À tension de polarisation de grille fixe (𝑅ds ≃ 50 Ω), on envoie une excitation à
14.4 GHz au niveau du drain pour différents courants de polarisation drain-source.
Finalement, le bruit en phase et en quadrature à cette excitation est mesuré suite à
une amplification et un filtrage par un filtre passe-bande de 200 MHz autour de 7.2
GHz.
Chapitre 3
Observation du bruit de grenaille à
basses fréquences
Cette section couvre les résultats liés à l’étude du bruit hors équilibre à basses
fréquences. Ce dernier a été étudié à l’aide d’un circuit bi-résonant (figure 2.5) pour
lequel nous avons supposé une inductance idéale. Dans la pratique cette hypothèse
n’est pas valide et l’effet engendré est un plafonnement de la résistance équivalente du
circuit. La section qui suit présente les résultats d’une étude sommaire de l’imperfection
de ces inductances. Ensuite, les résultats associés à la détection du bruit hors équilibre
sont présentés.
3.1 Caractérisation des inductances
La partie réelle de l’impédance à la résonance d’un circuit 𝐿𝐶 pour différentes
inductances, mesurée à l’aide du montage 2.4, est présentée à la figure 3.1. Les induc-
tances employées sont détaillées au tableau 3.1. Il s’agit d’inductances en provenance
de la compagnie Coilcraft. Deux séries employées, la série 1812LS caractérisée par
un centre magnétique en ferrite et la série 1812CS caractérisée par un centre non
magnétique (céramique). L’inductance 1812LS-NbTi a été faite à la main. Elle est
composée d’un centre magnétique récupéré de la série 1812LS autour duquel a été
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enroulé un fil de cuivre plaqué de Niobium Titane (NbTi) un supraconducteur aux
températures cryogéniques.
Code Inductance nominale (à 300K) Centre
1812LS-105X 1 mH magnétique
2 × 1812LS-274X 540 𝜇H magnétique
1812LS-274X 270 𝜇H magnétique
1812LS-683X 68 𝜇H magnétique
2 × 1812CS-333X 33 𝜇H non magnétique
1812LS-NbTi Fil supraconducteur (NbTi) autour d’un centre magnétique
1812LS-333X 33 𝜇H magnétique
1812CS-333X 33 𝜇H non magnétique
Tableau 3.1 – Descriptif des inductances employées. Le symbole 2× indique que deux
inductances sont connectées en série. Les inductances proviennent de la compagnie
Coilcraft à l’exception de 1812LS-NbTi qui est un enroulement de fil supraconducteur
autour d’un centre magnétique en férritre de dimensions 1812LS .
En présence d’un circuit 𝐿𝐶 idéal, la partie réelle de l’impédance devrait être
limitée par la résistance équivalente entre les résistances d’entrée et de polarisation du
montage de la figure 2.4. De plus, cette quantité ne devrait pas dépendre de la fréquence
de résonance du circuit. Le comportement observé indique que les inductances utilisées
ne sont pas idéales : leur impédance n’est pas purement imaginaire.
À première vue, on remarque une résistance équivalente plus élevée à des induc-
tances élevées. Ce comportement est cohérent avec une modélisation de la dissipation
de l’inductance par une résistance en série à une inductance idéale comme illustré
à la figure 2.4. En effet, la résistance de fil varie peu en comparaison à l’inductance.
Ce qui compte est le ratio 𝑟/𝐿 où 𝑟 est la partie dissipative. On remarque aussi
que les inductances sont moins dissipatives à basses températures, ce qui est cohé-
rent avec la ratio 𝑟/𝐿 qui diminue. À température de l’hélium liquide, l’inductance
peut généralement varier d’un facteur 2, alors que 𝑟 diminue d’un ou deux ordres de
grandeur. Ce modèle n’est pas suffisant pour expliquer quantitativement les données.
Une première indication est la piètre amélioration de l’inductance supraconductrice
1812LS-NbTi par rapport à une inductance normale similaire 1812LS-683X. Il est
possible qu’à fréquences finies le supraconducteur soit toujours résistif et que le ratio
𝑟/𝐿 soit similaire à la 1812LS-683X. Il est aussi possible que la physique des contacts
métal-supraconducteur ait une influence sur la caractéristique de l’inductance.
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Figure 3.1 – Partie réelle de l’impédance du circuit 𝑅𝐿𝐶 pour différentes inductances,
températures et capacités. Les valeurs listées des inductances sont indiqués dans la
légende selon le code suivant d1d2d3X→ d1.d2 × 10d3 Les points étoilés indiquent que
des capacités compactes ont été employées au lieu de bouts de câbles coaxiaux.
D’autre part, une partie de la dissipation peut provenir du centre magnétique
employé. Afin de tester cette hypothèse nous avons mesuré une inductance enroulée
autour d’un centre non magnétique (1812CS-333X). En comparant avec son équivalent
(1812LS-333X) on remarque une nette amélioration à basses températures. Ce qui
semble indiquer que la dissipation dans le milieu magnétique est importante à basses
températures. À température ambiante, la dissipation est dominée par la résistance
de fil et on ne voit pas de grande distinction entre une inductance possédant un
centre magnétique ou non (1812LS-333X et 1812CS-333X ). Quand on abaisse la
température à celle de l’hélium liquide, la résistance de fil est grandement diminuée et
la dissipation par le centre magnétique devient importante. On peut voir son effet par le
fait que l’impédance à la résonance d’une inductance enroulée autour d’une céramique
(1812CS-333X) est plus grande que son équivalent magnétique (1812LS-333X).
Au final, le candidat de choix serait une inductance la plus grande possible avec un
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milieu non magnétique et une résistance de fil la plus faible possible. Les inductances
étudiées étant les meilleures à notre disposition, nous avons choisi celle de valeur la
plus élevée sachant que l’amplitude de la résistance équivalente du circuit 𝑅𝐿𝐶 sera
limitée par la résistance effective de cette inductance à 𝑅 grand.
3.2 Observation du bruit de grenaille
Le bruit en tension obtenu à la sortie de l’amplificateur (voir montage 2.5) est
donné par ;
⟨|𝛿𝑉 (𝜔)|2⟩ = 𝐺(𝜔) [︀|𝑍(𝜔)//𝑅𝐴(𝜔)|2 (︀⟨|𝛿𝐼𝑒(𝜔)|2⟩+ ⟨|𝛿𝐼𝐴(𝜔)|2⟩)︀+ ⟨|𝛿𝑉𝐴(𝜔)|2⟩]︀ (3.1)
où 𝐺(𝜔) est le gain de l’amplificateur, 𝑍(𝜔)//𝑅𝐴(𝜔) est l’impédance équivalente
composée de l’impédance, 𝑍(𝜔), du circuit 𝑅𝐿𝐶 en parallèle avec l’impédance d’entrée
de l’amplificateur 𝑅𝐴(𝜔). La quantité ⟨|𝛿𝐼𝑒(𝜔)|2⟩ représente le bruit en courant de
l’échantillon, la quantité ⟨|𝛿𝐼𝐴(𝜔)|2⟩ désigne le bruit en courant de l’amplificateur et
son bruit en tension est représenté par ⟨|𝛿𝑉𝐴(𝜔)|2⟩. Les bruit de tension et courant
de l’amplificateur ne dépendent pas de la tension ni du courant appliqué au circuit.
Cependant, le bruit en courant de ce dernier dépend légèrement de la fréquence. Le
comportement en fréquence est aussi légèrement altéré par la valeur de résistance du
canal drain-source (voir annexe A.7).
La résistance équivalente peut être mise sous la forme 𝑍(𝜔)//𝑅𝐴(𝜔) = 𝑅2|𝐻(𝜔)|2
où 𝐻(𝜔) est la fonction de transfert d’un circuit 𝑅𝐿𝐶 (annexe A.4.2) dont la capacité
inclut celle de l’amplificateur et 𝑅 = 𝑅𝑒//𝑅𝐴 la résistance équivalente à l’échantillon
𝑅𝑒 et l’amplificateur 𝑅𝐴 en parallèle.
La fonction de transfert est décrite par une lorentzienne centrée en 𝜔0 et de largeur
à mi-hauteur de Γ (voir annexe A.4). Un exemple de ⟨|𝛿𝑉 (𝜔)|2⟩/𝐺 est présenté à la
figure 3.2. La fonction d’extrapolation employée est la suivante :
⟨|𝛿𝑉 (𝜔)|2⟩
𝐺
= 𝐴
(Γ/2)2
(𝜔 − 𝜔0)2 + (Γ/2)2
+𝐵 (3.2)
où 𝐵 = ⟨|𝛿𝑉𝐴(𝜔)|2⟩, 𝐴 = 𝑅2 (⟨|𝛿𝐼𝑒(𝜔)|2⟩+ ⟨|𝛿𝐼𝐴(𝜔)|2⟩) et Γ = 1/𝑅𝐶.
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Une mesure de la résistance par détection synchrone permet d’établir la valeur
de la capacité par la relation Γ = 1/𝑅𝐶. On trouve une valeur de 2.26±0.09 nF. La
capacité du circuit ne dépend pas des courants et tensions appliquées dans le circuit.
Une connaissance de cette dernière nous permet de mesurer la résistance par le spectre
de bruit. Nous voulons mesurer la résistance et le bruit par la même mesure pour ne
pas altérer le circuit. En effet, l’ajout d’un détecteur synchrone modifie la fréquence de
résonance et par le fait même l’impédance équivalente du circuit. Nous profitons aussi
d’une économie de temps considérable étant donnée le vaste espace des paramètres de
cette expérience.
L’expression du bruit en courant de l’échantillon et de l’amplificateur à la résonance
est donnée par :
𝑆𝑒,𝐴(𝜔0) =
(︀⟨|𝛿𝐼𝑒(𝜔0)|2⟩+ ⟨|𝛿𝐼𝐴(𝜔0)|2⟩)︀ = 𝐴(Γ𝐶)2 (3.3)
La contribution au bruit de l’amplificateur ⟨|𝛿𝐼𝐴(𝜔0)|2⟩ ne dépend pas du courant
appliqué aux bornes du circuit. Toute dépendance du bruit avec la courant est attribuée
au transistor.
En récapitulatif, à partir d’une extrapolation (relation 3.2) du spectre de bruit
⟨|𝛿𝑉 (𝜔)|2⟩/𝐺 en fonction du courant de polarisation 𝐼ds et de la tension de grille
𝑉gs, on extrait les paramètres Γ(𝐼ds, 𝑉gs), 𝐴(𝐼ds, 𝑉gs) et 𝐵(𝐼ds, 𝑉gs). Ces paramètres
donnent accès à la résistance équivalente 𝑅(𝐼ds, 𝑉gs) par la relation Γ = 1/𝑅𝐶, au
bruit en courant du circuit 𝑆𝑒,𝐴(𝐼ds, 𝑉gs) par la relation 3.3 et au bruit en tension de
l’amplificateur.
La figure 3.3a présente deux mesures de résistance équivalente obtenues à l’aide de
la largeur à mi-hauteur du spectre de bruit. Les acquisitions sont séparées de quelques
dizaines d’heures. Nous observons une dépendance de la résistances avec la tension de
grille et le courant drain-source. Les données sont reproductibles sur l’ensemble des
points à courant fini. À courant nul, nous observons une augmentation abrupte du
signal qui est non reproductible. Ce comportement a aussi été observé dans la mesure
de résistance par détection synchrone.
Par observation du paramètre 𝐴 à la figure 3.4a, on remarque une surélévation des
ailes en fonction du courant par rapport aux mesures de résistance. La montée abrupte
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Figure 3.2 – Spectre de bruit brut du circuit résonant 𝑅𝐿𝐶 et extrapolation lorent-
zienne (3.2).
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Figure 3.3 – Résistance équivalente obtenue par le spectre de bruit. Les figures a) et
b) ont été acquises à quelques dizaines d’heures d’intervalle.
à courant nul est aussi présente. Ceci témoigne de la relation entre la résistance et le
facteur 𝐴. Pour extraire le bruit en courant, on applique la relation 3.3. La figure 3.5
présente le bruit en courant exprimé en unités de courant par la transformation
suivante 𝑆𝑒,𝐴/(2𝑒). On observe que le bruit est faiblement dépendant de la résistance
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Figure 3.4 – Valeur du paramètre 𝐴 pour différents courants de polarisation et
différentes résistances drain-source. La figure a) couvre une plage de [-0.5, 0.5] 𝜇A
alors que la figure b) couvre une plage de [-1,1] 𝜇A.
et qu’il croit avec le courant de polarisation 𝐼ds. Dans ces unités, le facteur de Fano
peut être évalué directement par la pente du bruit avec le courant. À courant nul,
nous observons une tranchée, qui semble être associée à cette montée abrupte de la
résistance. Il est remarquable, qu’après cette renormalisation par la résistance, que le
bruit à courant nul soit très près de la continuité des ailes à plus haut courant. Une
erreur sur l’extrapolation lorentzienne pourrait en être la cause. En effet, le spectre
de bruit de la figure 3.2 est légèrement asymétrique (voir annexe A.7, ce qui pourrait
engendrer une erreur sur l’estimation de la largeur à mi-hauteur. De plus, lorsque le
spectre est piqué, l’erreur relative sur la largeur à mi-hauteur augmente et ce pourrait
être la cause de cette tranchée à courant nul.
La projection du bruit en fonction du courant de polarisation est présenté à la
figure 3.7. À l’exception de quelques points à courant nul, causés par l’augmentation
abrupte du signal à même courant dans les mesures de résistance de la figure 3.3, nous
observons une relation linéaire entre le bruit et le courant. Nous suggérons que, dans
ce régime, il s’agit du bruit de grenaille et estimons un facteur de Fano de 0.314±0.005.
Sur la plage plus restreinte de courant (figure 3.5) ce facteur est constant avec la
résistance drain-source. En explorant le bruit sur une plage de courant plus importante
(figure 3.6), nous observons une dépendance non triviale du bruit avec ce courant. Ces
effets sont observés mais ne sont pas compris.
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Figure 3.5 – Bruit en courant hors équilibre en fonction de la résistance drain-source
mesuré sur une plage de courant allant de [-0.6, 0.6] 𝜇𝐴. a) et b) représente deux vues
différentes des mêmes données.
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Figure 3.6 – Bruit en courant hors équilibre en fonction de la résistance drain-source
mesuré sur une plage de courant allant de [-1, 1] 𝜇𝐴. a) et b) représente deux vues
différentes des mêmes données.
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Figure 3.7 – Bruit en courant hors équilibre pour différentes tensions grille source du
transistor
3.2.1 Conclusion
Sommairement, nous avons démontré la dépendance avec le courant du bruit du
canal drain-source d’un transistor commercial de type pHEMT pour des valeurs de
la résistance canal drain-source autour de 10 kΩ. Nous suggérons que pour de bas
courants, il s’agit du bruit de grenaille et que, dans cette limite, le conducteur est
cohérent. Nous avons démontré que le facteur de Fano ne dépend pas de la valeur de
résistance du canal drain-source sur la plage étudiée. Nous avons trouvé une valeur de
0.314± 0.005. Un canal à transmission parfaite engendre un facteur de Fano nul, alors
qu’un canal à très faible transmission engendre un facteur de Fano unitaire (comme la
jonction tunnel). On en déduit que les transmission du canal drain source ne sont pas
unitaire ni très faibles. La valeur du facteur de Fano obtenu se rapproche de la valeur
prédite de 1/3 pour un fil diffusif. Ce résultat suggère que le canal drain source est
désordonné.
Chapitre 4
Compression du bruit à hautes
fréquences
L’observation de bruit de grenaille à la section 3 suggêre que le canal drain
source est cohérent. Pour un conducteur cohérent, Gasse et al.[7] ont démontré qu’il
était possible de comprimer le bruit par la granularité de la charge. Les mesures de
compression présentées dans ce chapitre sont fortement inspirées des manipulations
de Gasse et al.. À notre connaissance, il s’agit des premières mesures de compression
faites à partir d’un conducteur dont le facteur de Fano n’est pas unitaire. La section
débute par une caractérisation de la résistance drain source pour différentes valeurs de
la tension de grille et du courant drain source. Ensuite, la question de la calibration
de la détection du bruit est abordée et, finalement, les résultats de la compression par
la granularité de la charge sont présentés.
4.1 Caractérisation de la résistance drain-source
On montre à la figure 4.1 le comportement de la résistance drain-source 𝑅ds pour
différentes valeurs de tension de grille 𝑉gs à différentes températures. Les données ont
été acquises à partir du montage de la figure 2.7 par un détecteur synchrone SR830.
La détection s’est faite à la fréquence de 77 Hz.
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On remarque, pour toute tension de grille, la tendance générale que la résistance
𝑅ds diminue avec le courant 𝐼ds. À plus grande impédance, la courbe à bas courant se
déforme de manière asymétrique. Plus la résistance est grande et plus l’asymétrie est
importante. De plus, la température a pour effet de lisser la caractéristique.
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Figure 4.1 – Résistance dynamique du canal drain-source du transistor à basse
fréquence et basse température à différentes températures et tensions de grille en
fonction de la tension drain-source. Les tensions de grille appliquées varient linéairement
entre -0.19V et -0.25V par intervalles de 0.01 V selon l’ordre croissant des valeur de
résistance.
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4.2 Calibration par le bruit à l’équilibre
La calibration du montage est faite par la mesure du bruit à l’équilibre. Le bruit
est mesuré indépendamment pour chacune des branches de détection dénommées 𝐼 et
𝑄. La puissance de bruit mesurée et ramemée à une bande passante de 1 Hz s’exprime :
𝑃 (𝑓, 𝑇,𝐺,𝑅) = 𝐺
(︂
ℎ𝑓 coth
(︂
ℎ𝑓
2𝑘𝑇
)︂
+ 𝐸𝐴
)︂
(4.1)
où ℎ est la constante de Planck, 𝑓 la fréquences de mesure (7.2 GHz), 𝑇 la température
électronique, 𝐺 le gain de la chaîne d’amplification et 𝐸𝐴 la puissance de bruit en
tension de l’amplificateur cryogénique pour une bande passante de 1 Hz. Les données
sont présentées à la figure 4.2 en unités de température suivant la transformation
suivante :
𝑆𝐾 =
1
2𝑘
(︂
𝑃
𝐺
− 𝐸𝐴
)︂
(4.2)
On observe deux régimes de bruit délimités par 𝑇0 = ℎ𝑓/2𝑘 ≃ 0.173𝐾 : le régime de
bruit thermique, linéaire avec la température du cryostat et le régime de bruit du vide
convergeant vers 𝑇0. Le gain trouvé est (3.206± 0.008)× 1018 et (3.531± 0.008)× 1018
pour chacune des branches. La précision sur ce gain est surestimée. Elle est bornée par
la dérive temporelle du bruit de l’amplificateur. On trouve pour le bruit en tension des
amplificateurs une valeur de (1.533± 0.004)× 10−22 𝑉 2 et (1.537± 0.004)× 10−22 𝑉 2.
4.3 Compression par la granularité de la charge
Les mesures de compression du bruit sont présentées en fonction de la tension
drain-source normalisée en unités de ℎ𝑓/𝑒 à la figure 4.3. Les données de bruit
sont normalisées en unités de ℎ𝑓 . Sur chacun des ports, une mesure sans photo-
excitation (courbes noires) et une mesure avec photo-excitation ont été prises (courbes
bleue et rouge). Pour les données prises sur chacun des ports, le bruit en tension de
l’amplificateur a été corrigé afin de fixer le plateau de bruit du vide à l’unité. Cette
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Figure 4.2 – Calibration par le bruit thermique pour les chaînes d’amplification de
chacune des quadratures du bruit.
manipulation est faite sous l’hypothèse que la dérive du bruit en tension est dominante
par rapport à l’erreur sur le gain.
L’encart présente la valeur de résistance drain-source du transistor avec la tension
drain-source pour une polarisation de la grille de -0.2 V. La résistance montre une
variation d’environ 12% marquée par un minimum à tension nulle et des maximas à
±3ℎ𝑓/𝑒. La région en rouge correspond à la plage de tension explorée pour l’étude du
bruit.
Les données de bruit ont été simulées à l’aide des équations 1.56, 1.66, 1.82 et 1.83.
Une régression du bruit sans photo-excitation (courbes noires) permet l’obtention des
paramètres de température des électron (𝑇 ) et du facteur de Fano (𝐹 ). Les courbes
bleue et rouge sont extrapolées simultanément avec un seul paramètre variable : la
tension de photo-excitation 𝑉ac. La résistance 𝑅 = 50 Ω, la fréquence de détection
𝑓 = 7.2 GHz et de photo-excitation 𝑓0 = 14.4 GHz sont des paramètres fixes de la
régression. Les valeurs des paramètres variables sont présentés dans la légende de la
figure 4.3.
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Figure 4.3 – Compression du bruit sous le niveau de bruit du vide à 𝑅ds = 50 Ω
pour une détection du bruit à 7.2 GHz. La courbe noire représente le bruit mesuré en
l’absence de photo-excitation. Le symboles○ et □ désignent les lignes de détection du
signal en phase et hors phase. Les courbes bleu et rouge représentent les quadratures
du bruit photo-excité par -8 dBm à 14.4 GHz. Les courbes pointillées sont des
régressions théoriques dont les paramètres sont présentés dans la légende. La région
grise correspond à un niveau de bruit inférieur aux fluctuations du vide. L’encart
présente la valeur de résistance drain-source en fonction de la tension drain-source
pour une tension de grille de -0.2V. La région rouge représente l’intervalle exploré
dans l’étude du bruit.
Les courbes sans photo-excitation (courbes noires) montrent un plateau d’une
largeur de 2ℎ𝑓/𝑒. La présence de ce plateau est attribué aux fluctuations du vide. Le
régime de bruit du vide laisse place au régime du bruit de grenaille à |𝑉 | = ℎ𝑓/𝑒.
Dans ce régime et ce choix d’unités, la pente est égale au facteur de Fano. On trouve
un facteur de Fano de (0.2095± 0.0003). Cette valeur est plus faible en comparaison
au résultat de (0.314± 0.005) obtenu au chapitre 3. Il est possible que cette différence
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soit due au changement important de la résistance du canal drain-source entre les
deux expériences (∼10 kΩ à 50Ω). De plus, on déduit une température électronique
de 31± 1 mK.
La courbe verte est la moyenne des courbes expérimentales ̃︀𝑆 = Δ𝑋2 + Δ𝑃 2.
Elle correspond au bruit photo-assisté tel que mesuré par une mesure de puissance.
La valeur minimale de ce bruit est supérieure au plateau de bruit du vide et le
principe d’incertitude d’Heisenberg est respecté malgré le fait que Δ𝑋2 et Δ𝑃 2
peuvent descendre consécutivement sous le plateau de bruit du vide.
Les courbes bleue et rouge représentent respectivement le bruit en phase Δ𝑋2 et
en quadrature Δ𝑃 2 avec la fréquence de photo-excitation 𝜔0. Chacune d’elles descend
en deçà du bruit du vide à 𝑉 = ±ℎ𝑓/𝑒. La compression obtenue est de -0.152 dB. Pour
un conducteur cohérent avec transmissions indépendantes de l’énergie, la compression
théorique vaut :
𝛼 =
2𝑘𝑇
ℏ𝜔
(︃
(1− 𝐹 )𝑔(?¯?) + 𝐹
2
∞∑︁
𝑛=−∞
[𝐽𝑛(𝑧)− 𝐽𝑛+𝑝(𝑧)]2 𝑔(𝑉 + ?¯?(2𝑛/𝑝+ 1))
)︃
(4.3)
On attribue la modeste compression de notre dispositif à un faible facteur de Fano.
Une contribution non négligeable du bruit est attribué au terme de bruit à l’équilibre
(1−𝐹 )𝑔(𝜔) venant ainsi amoindrir la compression. On observe qu’à un seul paramètre
ajustable, 𝑉ac = (13.9 ± 0.2) 𝜇V, les courbes théoriques prédisent une compression
supérieure à ce qui est observé. Il se peut que des corrections aux formules employées
soient nécessaires pour tenir compte de la dépendance des canaux de transmission
avec la tension 𝑉ds (encart 4.3). L’imprécision sur la calibration par le bruit thermique
peut aussi mener à un écart avec les prédictions théoriques. Les imprécisions sur le
gain et le bruit en tension de la chaîne d’amplification sont généralement de l’ordre de
10%.
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4.4 Conclusion
En résumé, nous avons observé la compression du champ électromagnétique
micro-onde à 7.2 GHz par le bruit de grenaille du canal drain-source d’un transistor
commercial polarisé autour de 𝑅ds = 50 Ω. Nous obtenons une compression de -0.152
dB. Les simulations théoriques, supposant une transmission indépendante de l’énergie,
ne reproduisent pas tout à fait les données. Nous avons observé que 𝑅ds varie de 10%
dans la plage de 𝑉ds explorée, ce qui laisse supposer que la transmission dépend de
l’énergie. Il faudrait une théorie plus complète pour tenir compte de ce phénomène.
Chapitre 5
Compression du bruit par modulation
de résistance
Cette section présente une étude théorique des fluctuations d’une résistance
variable dans le temps. Elle démontre, à l’aide d’un modèle simplifié du bruit, la
possibilité de générer des états comprimés du champ électromagnétique.
5.1 Mise en place des variables
Soit le montage micro-onde décrit à la figure 5.1 composé des impédances 𝑅𝑒(𝑡)
et 𝑅0 purement réelles. Les fluctuations de tension mesurées à l’entrée de la chaîne
d’amplification sont données par :
𝜉(𝑡) = Γ𝜉0(𝑡) + (1− Γ)𝜉𝑒(𝑡) (5.1)
où 𝜉0(𝑡) et 𝜉𝑒(𝑡) sont des variables stochastiques indépendantes représentant les
fluctuations de tension engendrées respectivement par les impédances 𝑅0 et 𝑅𝑒(𝑡) et
le coefficient de réflexion est défini (voir annexe A.5) :
Γ(𝑡) =
𝑅𝑒(𝑡)−𝑅0
𝑅𝑒(𝑡) +𝑅0
. (5.2)
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Figure 5.1 – Montage micro-onde étudié pour la génération d’états comprimés par
modulation de résistance. Une résistance variable 𝑅𝑒(𝑡) est modulé dans le temps.
Les fluctuations de tension de cette dernière 𝜉𝑒(𝑡) sont mesurées à partir d’un circuit
micro-onde d’impédance 𝑅0. L’interface entre ces deux milieux est caractérisée par
le coefficient de réflexion Γ(𝑡). Un circulateur est employé afin de thermaliser les
fluctuations de tension de la chaîne d’amplification 𝜉0(𝑡).
On remarque de l’expression 5.1 que les fluctuations de tension mesurées à l’am-
plificateur sont la somme des fluctuations de tension de l’échantillon transmissent à
l’interface avec le fluctuations de tension de la ligne de détection réfléchies à l’interface.
Aux sections suivantes, on se basse sur le résultat de l’équation 5.1 pour calculer
l’autocorrélateur, la densité spectrale ainsi que le corrélateur dans le domaine des
fréquences des fluctuations de tensions du circuit.
5.2 Calcul de l’autocorrélation ⟨|𝜉(𝑡)|2⟩
L’autocorrélateur ⟨|𝜉(𝑡)|2⟩ est obtenu suite à une mesure de puissance de bruit
qu’on écrit :
⟨|𝜉(𝑡)|2⟩
𝑅0
= Γ(𝑡)2
⟨|𝜉0(𝑡)|2⟩
𝑅0
+ (1− Γ(𝑡))2 ⟨|𝜉𝑒(𝑡)|
2⟩
𝑅0
. (5.3)
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On peut changer la forme de l’équation à partir du développement suivant :
(1− Γ(𝑡))2
𝑅0
=
1
𝑅𝑒(𝑡)
1 + Γ(𝑡)
1− Γ(𝑡)(1− Γ(𝑡))
2 (5.4)
=
1− Γ(𝑡)2
𝑅𝑒(𝑡)
(5.5)
Ce qui permet de faire ressortir l’expression de la puissance de bruit de l’échantillon
(⟨|𝜉𝑒(𝑡)|2⟩/𝑅𝑒(𝑡)) dans l’expression qui suit :
⟨|𝜉(𝑡)|2⟩
𝑅0
= Γ(𝑡)2
⟨|𝜉0(𝑡)|2⟩
𝑅0
+ (1− Γ(𝑡)2)⟨|𝜉𝑒(𝑡)|
2⟩
𝑅𝑒(𝑡)
. (5.6)
À des fins de simplification définissons 𝜁𝑖(𝑡) = 𝜉𝑖(𝑡)/
√
𝑅𝑖.
⟨|𝜁(𝑡)|2⟩ = Γ(𝑡)2⟨|𝜁0(𝑡)|2⟩+ (1− Γ(𝑡)2)⟨|𝜁𝑒(𝑡)|2⟩ (5.7)
Ici, ⟨|𝜁(𝑡)|2⟩ définit la puissance mesurée à l’entrée de l’amplificateur. On remarque
qu’elle est une combinaison linéaire de la puissance ⟨|𝜁𝑒(𝑡)|2⟩ émise par l’échantillon et
transmisse à l’interface avec la puissance ⟨|𝜁0(𝑡)|2⟩ émise par la ligne d’amplification
et réfléchie à l’interface. De l’équation 5.7 on obtient l’autocorrélateur ⟨|𝜉(𝑡)|2⟩ en
multipliant ⟨|𝜁(𝑡)|2⟩ par 𝑅0.
5.3 Calcul de la densité spectrale ⟨|𝜉(𝜔)|2⟩
À la section précédente, nous avons calculé l’autocorrélation des fluctuations de
tension. Pour un processus stationnaire, la densité spectrale est liée à l’autocorrélateur
par une transformée de Fourier. Dans le cas présent, par la modulation paramétrique
de la résistance, les fluctuations sont dans un régime cyclo-stationnaire. Le lien entre
la densité spectrale et l’autocorrélateur n’est plus simple. On procède alors à partir de
l’équation 5.7 de la forme :
𝜁(𝑡) = 𝛼(𝑡)𝜁0(𝑡) + 𝛽(𝑡)𝜁𝑒(𝑡). (5.8)
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où 𝜁𝑖(𝑡) = 𝜉𝑖(𝑡)/
√
𝑅𝑖. En voici la démarche détaillée :
𝜉(𝑡)√
𝑅0
= Γ(𝑡)
𝜉0(𝑡)√
𝑅0
+ (1− Γ(𝑡)) 𝜉𝑒(𝑡)√
𝑅0
= Γ(𝑡)⏟ ⏞ 
𝛼(𝑡)
𝜉0(𝑡)√
𝑅0
+
⎛⎝(1− Γ(𝑡))√︃𝑅𝑒(𝑡)
𝑅0
⎞⎠
⏟  ⏞  
𝛽(𝑡)
𝜉𝑒(𝑡)√︀
𝑅𝑒(𝑡)
(5.9)
Dans l’espace de Fourier l’équation 5.8 s’exprime par la convolution suivante :
𝜁(𝜔) =
∫︁
𝑑Ω (𝛼(𝜔 − Ω)𝜁0(Ω) + 𝛽(𝜔 − Ω)𝜁𝑒(Ω)) (5.10)
La puissance de bruit prend alors la forme :
⟨|𝜁(𝜔)|2⟩ =
∫︁
𝑑Ω
(︀|𝛼(𝜔 − Ω)|2⟨|𝜁0(Ω)|2⟩+ |𝛽(𝜔 − Ω)|2⟨|𝜁𝑒(Ω)|2⟩)︀ (5.11)
où nous avons utilisé la relation 1.51.
La résistance est modulée de façon monochromatique (𝜔0), de sorte que les
coefficients 𝛼 et 𝛽 sont les coefficients d’une série de Fourier :∫︁
𝑑Ω→ 2𝜋
∑︁
𝑛
. (5.12)
Les composantes non-nulles sont celles qui coïncident à des multiples entiers 𝑛 de la
pulsation fondamentale 𝜔0 :
𝜔 − Ω = 𝑛𝜔0. (5.13)
Par substitution on trouve :
⟨|𝜁(𝜔)|2⟩ =
∞∑︁
𝑛=−∞
(︀|𝛼𝑛|2⟨|𝜁0(𝜔 − 𝑛𝜔0)|2⟩+ |𝛽𝑛|2⟨|𝜁𝑒(𝜔 − 𝑛𝜔0)|2⟩)︀ (5.14)
L’expression 5.14 pour la puissance de bruit montre la présence de corrélations
du bruit à la pulsation 𝜔 avec le bruit aux pulsations 𝜔 + 𝑛𝜔0. Ces corrélations sont
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pondérées par la norme carrée des coefficients de Fourier 𝛼𝑛 et 𝛽𝑛.
5.4 Calcul du corrélateur ⟨𝜉(𝜔)2⟩
Par un traitement similaire à celui fait à la section 5.3, on trouve :
⟨𝜁(𝜔)2⟩ =
∫︁
𝑑Ω
(︀
𝛼(𝜔 − Ω)𝛼(𝜔 + Ω)⟨|𝜁0(Ω)|2⟩
+ 𝛽(𝜔 − Ω)𝛽(𝜔 + Ω)⟨|𝜁𝑒(Ω)|2⟩
)︀ (5.15)
où nous avons utilisé l’équation 1.52. Et en présence d’une excitation monochromatique
𝜔0, et en exprimant 𝜔 = 𝑚𝜔0 (où 𝑚 ∈ R)
𝜔 + Ω = (2𝑚− 𝑛)𝜔0 (5.16)
on obtient :
⟨𝜁(𝜔)2⟩ =
∞∑︁
𝑛=−∞
(︀
𝛼𝑛𝛼
*
𝑛−2𝑚⟨|𝜁0(𝜔 − 𝑛𝜔0)|2⟩+ 𝛽𝑛𝛽*𝑛−2𝑚⟨|𝜁𝑒(𝜔 − 𝑛𝜔0)|2⟩
)︀
(5.17)
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5.5 Règle de somme
Les équations 5.14 et 5.17 sont tout à fait générales à tout problème partant d’une
expression de la forme 5.8. Connaissant la forme de 𝛼(𝑡) et 𝛽(𝑡) (équation 5.9), on
remarque la propriété suivante :
|𝛼(𝑡)|2 + |𝛽(𝑡)|2 = 1 (5.18)
En exprimant l’égalité 5.18 dans l’espace de Fourier, on trouve :∑︁
𝑛,𝑚
(𝛼𝑛𝛼
*
𝑚 + 𝛽𝑛𝛽
*
𝑚) 𝑒
−𝑖(𝑛−𝑚)𝜔0𝑡 = 1 (5.19)
En appliquant une relation de fermeture, on a :
1
2𝜋
∫︁ ∑︁
𝑛,𝑚
(𝛼𝑛𝛼
*
𝑚 + 𝛽𝑛𝛽
*
𝑚) 𝑒
−𝑖(𝑛−𝑚)𝜔0𝑡𝑒𝑖𝑞𝜔0𝑡𝑑𝑡 =
1
2𝜋
∫︁
𝑒𝑖𝑞𝜔0𝑡𝑑𝑡 (5.20)
∑︁
𝑛,𝑚
(𝛼𝑛𝛼
*
𝑚 + 𝛽𝑛𝛽
*
𝑚) 𝛿𝑛−𝑚,𝑞 = 𝛿𝑞,0 (5.21)
On obtient ainsi la règle de somme suivante :
∑︁
𝑛,𝑚
(𝛼𝑛𝛼
*
𝑚 + 𝛽𝑛𝛽
*
𝑚) = 𝛿𝑛,𝑚 (5.22)
Ce résultat nous indique que si ⟨|𝜁𝑖(𝜔1)|2⟩ = ⟨|𝜁𝑗(𝜔2)|2⟩ pour 𝑖, 𝑗 = 𝑒, 0 et 𝜔1, 𝜔2 ∈ R,
il est impossible de générer de l’asymétrie dans le bruit. Cette condition est respectée
seulement dans le régime de bruit thermique classique (bruit blanc) lorsque les
température sont égales 𝑇𝑒 = 𝑇0.
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5.6 Interprétation
5.6.1 Absence de modulation
L’équation 5.14 est l’expression finale que nous avons pour la puissance de bruit
en présence de modulation. On note qu’en l’absence de modulation la somme ne se
limite qu’à un seul terme (𝑛 = 0). On trouve alors le résultat :
⟨|𝜁(𝜔)|2⟩ = Γ2⟨|𝜁0(𝜔)|2⟩+ (1− Γ2)⟨|𝜁𝑒(𝜔)|2⟩ (5.23)
Dans le régime de bruit thermique ⟨|𝜁𝑖(𝜔)|⟩ = 4𝑘𝑇𝑖, on obtient :
⟨|𝜁(𝜔)|2⟩ = 4𝑘𝑇𝑒
(︂
1 + Γ2
[︂
𝑇𝑒
𝑇0
− 1
]︂)︂
(5.24)
On remarque en particulier que pour des températures uniformes 𝑇𝑒 = 𝑇0, le bruit
thermique mesuré est celui d’une impédance 𝑅0 à la température 𝑇0.
⟨|𝜉(𝜔)|2⟩ = 4𝑘𝑇0𝑅0 (5.25)
5.6.2 Présence de modulation et régime de bruit blanc
En présence d’une modulation, dans le régime de bruit blanc, la densité spectrale
vaut :
⟨|𝜉(𝜔)|2⟩ = 4𝑘𝑇0𝑅0
∞∑︁
𝑛=−∞
(︂
|𝛼𝑛|2 + |𝛽𝑛|2𝑇𝑒
𝑇0
)︂
(5.26)
Le corrélateur vaut :
⟨𝜉(𝜔)2⟩ = 4𝑘𝑇𝑅0
∞∑︁
𝑞=−∞
(︂
𝛼𝑚−𝑞𝛼*𝑚+𝑞 + 𝛽𝑚−𝑞𝛽
*
𝑚+𝑞
𝑇𝑒
𝑇0
)︂
(5.27)
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Lorsque 𝑇0 = 𝑇𝑒, par la règle de somme 5.22, on obtient :
⟨|𝜉(𝜔)|2⟩ = 4𝑘𝑇0𝑅0 (5.28)
⟨𝜉(𝜔)2⟩ = 0 (5.29)
D’une part, ce résultat indique que dans un régime de bruit blanc, et pour une
température uniforme dans le circuit, la densité spectrale mesurée sera toujours
celle d’une résistance 𝑅0 à température 𝑇0. Ce résultat est une conséquence de la
directionnalité du circulateur. Le signal émis par la résistance est une superposition
d’ondes d’amplitude 𝜉0(𝑡)/2 se propageant respectivement vers la droite et vers la
gauche. Le circulateur empêche la propagation vers le droite de sorte qu’à l’entrée de
l’amplificateur, une portion 𝜉0(𝑡)/2 du signal est manquante (voir annexe A.6).
D’autre part, l’équation 5.29 indique que les quadratures du bruit sont symétriques
l’une par rapport à l’autre. Cependant, pour 𝑇𝑒 ̸= 𝑇0 ou en approchant le régime de
bruit du vide dans l’expression 5.17 l’asymétrie du bruit devient possible.
5.7 Développement des coefficients 𝛼𝑛 et 𝛽𝑛
Pour une modulation la résistance de la forme 𝑅𝑒(𝑡) = 𝑅𝑒(1 + 𝐴 cos(𝜔𝑡)), les
coefficients 𝛼𝑛 et 𝛽𝑛 définis par les séries de Fourier :
𝛼(𝑡) =
∞∑︁
𝑛=−∞
𝛼𝑛𝑒
𝑖𝑛𝜔𝑡 (5.30)
𝛽(𝑡) =
∞∑︁
𝑛=−∞
𝛽𝑛𝑒
𝑖𝑛𝜔𝑡 (5.31)
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valent (voir calcul en annexe A.8) :
𝛼0 = Γ + (Γ− 1)
∑︁
𝑛=1
[︃(︂
𝑇
4
)︂2𝑛(︂
2𝑛
𝑛
)︂]︃
𝐴2𝑛
𝛼2𝑙 = (Γ− 1)
∑︁
𝑛=𝑙
[︃(︂
𝑇
4
)︂2𝑛(︂
2𝑛
𝑛− 𝑙
)︂]︃
𝐴2𝑛
𝛼2𝑙+1 = (1− Γ)
∑︁
𝑛=𝑙
[︃(︂
𝑇
4
)︂2𝑛+1(︂
2𝑛+ 1
𝑛− 𝑙
)︂]︃
𝐴2𝑛+1
(5.32)
𝛽2𝑙 =
√
1− Γ2
∑︁
𝑚=0
⎡⎣2(𝑙+𝑚)∑︁
𝑛=0
(−1)𝑛
22𝑚
(︂
𝑇
2
)︂𝑛(︂
1/2
2(𝑙 +𝑚)− 𝑛
)︂(︂
2𝑚
𝑚− 𝑙
)︂⎤⎦𝐴2𝑚
𝛽2𝑙+1 =
√
1− Γ2
∑︁
𝑚=0
⎡⎣2(𝑙+𝑚)+2∑︁
𝑛=0
(−1)𝑛
22𝑚+1
(︂
𝑇
2
)︂𝑛(︂
1/2
2(𝑙 +𝑚+ 1)− 𝑛
)︂(︂
2𝑚+ 1
𝑚− 𝑙
)︂⎤⎦𝐴2𝑚+1
(5.33)
On remarque de ces expressions que pour Γ = ±1, le bruit n’est pas comprimé,
car seul 𝛼0 et 𝛽0 persistent ce qui rend le corrélateur de l’équation 5.17 nul. La
valeur optimale de Γ de situe donc entre -1 et 1. À la prochaine sous-section, on
applique un développement limité au premier ordre afin de déterminer l’amplitude de
la compression et la valeur optimale de Γ.
5.7.1 Développement au premier ordre
Au premier ordre en 𝐴, pour une température homogène, le spectre de puissance
vaut :
⟨|𝜁(𝜔)|2⟩ = (︀|𝛼0|2 + |𝛽0|2)︀ ⟨|𝜁𝑒(𝜔)|2⟩
= ⟨|𝜁𝑒(𝜔)|2⟩.
(5.34)
Le corrélateur prend la forme :
⟨𝜁(𝜔)2⟩ = 2 (𝛼0𝛼1 + 𝛽0𝛽1) ⟨|𝜁𝑒(𝜔)|2⟩. (5.35)
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Les quadratures s’expriment alors :
Δ𝑋2 = ⟨|𝜁(𝜔)|2⟩+ ⟨𝜁(𝜔)2⟩ = (1 + 𝛾) ⟨|𝜁𝑒(𝜔)|2⟩
Δ𝑃 2 = ⟨|𝜁(𝜔)|2⟩ − ⟨𝜁(𝜔)2⟩ = (1− 𝛾) ⟨|𝜁𝑒(𝜔)|2⟩
(5.36)
où
𝛾 ≡ 2 (𝛼0𝛼1 + 𝛽0𝛽1) (5.37)
exprime la compression. Au premier ordre en A, les coefficients des séries de Fourier
valent :
𝛼0 = Γ
𝛼1 = − (Γ− 1)
(︂
𝑇
4
)︂
𝐴 =
1− Γ2
4
𝐴
𝛽0 =
√
1− Γ2
𝛽1 = −
√
1− Γ2
2
[︃
1
8
+
(︂
𝑇
4
)︂
−
(︂
𝑇
2
)︂2]︃
𝐴
=
√
1− Γ2
4
[︂
Γ
(︂
1 + Γ
2
)︂
− 1
4
]︂
𝐴.
(5.38)
Leur produit s’exprime :
𝛼0𝛼1 = Γ
1− Γ2
4
𝐴
𝛽0𝛽1 =
1− Γ2
4
[︂
Γ
(︂
1 + Γ
2
)︂
− 1
4
]︂
𝐴.
(5.39)
À partir de la définition 5.37 la compression vaut :
𝛾 =
1− Γ2
2
[︂
Γ
(︂
3 + Γ
2
)︂
− 1
4
]︂
𝐴. (5.40)
La compression est représentée à la figure 5.2 en fonction de la valeur de Γ. L’axe des
ordonnées est normalisé par l’amplitude de modulation 𝐴. On remarque qu’il existe
des maxima de la compression de part et d’autre de Γ = 0. Le premier maximum a
lieu à Γ = −0.47 et permet la compression de la quadrature 𝑋 de 32.9𝐴%. Le second
maximum se situe à Γ = 0.65 et permet la compression de la quadrature 𝑃 de 27.0𝐴%.
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On remarque que la compression par la modulation de résistance au premier ordre
est modeste. Pour une modulation de 𝐴 = 0.1, l’effet de la compression sur le bruit est
de l’ordre de 3%. Ceci requiert une mesure extrêmement précise sur le bruit. L’atteinte
de ce genre de précision est en soi un défi important entre autres pour des raisons de
calibration.
1.0 0.5 0.0 0.5 1.0
Γ
0.4
0.3
0.2
0.1
0.0
0.1
0.2
0.3
γ
/A
Figure 5.2 – Compression au premier ordre en 𝐴 de la modulation paramétrique de
résistance normalisée par l’amplitude de modulation 𝐴 en fonction du coefficient de
réflexion Γ.
En résumé, notre modèle prédit la compression du bruit par la modulation de
résistance. Cependant, l’effet est faible et représente environ 3% du bruit non modulé.
En présence d’un conducteur cohérent, la compression par le bruit de grenaille peut
être en compétition avec cet effet.
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Figure 5.3 – Modélisation d’un montage de détection de bruit à basses fréquences
par un amplificateur de tension.
5.8 Effet de la modulation à basses fréquences
Lorsque les dimensions d’un circuit sont petites devant la longueur d’onde du
champ électromagnétique, on peut négliger les déphasages associés à la propagation.
La mesure du bruit par un amplificateur est modélisée à la figure 5.3 où les fluctuations
de courant 𝐼(𝑡) de la résistance 𝑅(𝑡) appliquées au circuit équivalent 𝑅(𝑡)//𝑅𝐴 sont
mesurées à l’aide d’un amplificateur de tension. À des fins de simplification, on
posera 𝑅𝐴 ≫ ‖𝑅(𝑡)‖ de sorte que la résistance équivalente est simplement 𝑅(𝑡).
Nous ne tiendrons pas compte du bruit émis par l’amplificateur, mais l’analyse
peut être facilement généralisée sous l’hypothèse que les bruits de l’échantillon et de
l’amplificateur sont indépendants. La tension à l’entrée de l’amplificateur est donnée
par :
𝑉 (𝑡) = 𝑅(𝑡)𝐼(𝑡) =
√︀
𝑅(𝑡)𝜉(𝑡) (5.41)
où 𝜉(𝑡) = 𝛿𝐼(𝑡)/
√︀
𝑅(𝑡) et 𝑅(𝑡) = 𝑅(1 + 𝐴 cos(𝜔0𝑡)). Le signal en fréquence est donné
par la convolution suivante :
𝑉 (𝜔) =
∫︁
𝑑Ω 𝛼(Ω)𝜉(𝜔 − Ω) (5.42)
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Pour calculer cette expression, on doit obtenir la série de Fourier de
√︀
𝑅(𝑡). Pour se
faire, on pose 𝛼(𝑡) =
√︀
𝑅(𝑡) et on fait un développement en série,
𝛼(𝑡) =
√
𝑅
∑︁
𝑛=0
(︂
1/2
𝑛
)︂
(𝐴 cos(𝜔0𝑡))
𝑛 (5.43)
=
√
𝑅
∑︁
𝑛=0
𝑛∑︁
𝑙=0
(︂
1/2
𝑛
)︂
𝛾𝑛,𝑙𝐴
𝑛 cos(𝑙𝜔0𝑡) (5.44)
=
√
𝑅
∑︁
𝑙=0
(︃∑︁
𝑛=𝑙
(︂
1/2
𝑛
)︂
𝛾𝑛,𝑙𝐴
𝑛
)︃
cos(𝑙𝜔0𝑡) (5.45)
=
√
𝑅
(︃∑︁
𝑛=0
𝛾𝑛,0𝐴
𝑛
)︃
+
√
𝑅
∑︁
𝑙=1
(︃∑︁
𝑛=𝑙
(︂
1/2
𝑛
)︂
𝛾𝑛,𝑙𝐴
𝑛
)︃
𝑒𝑖𝑙𝜔0𝑡 + 𝑒−𝑖𝑙𝜔0𝑡
2
(5.46)
L’équation 5.46 nous donne les coefficients 𝛼𝑛 de la série de Fourier de 𝛼(𝑡) :
𝛼2𝑙 =
√
𝑅
∑︁
𝑛=𝑙
(︂
1/2
2𝑛
)︂
1
22𝑛
(︂
2𝑛
𝑛− 𝑙
)︂
𝐴2𝑛 (5.47)
𝛼2𝑙+1 =
√
𝑅
∑︁
𝑛=𝑙
(︂
1/2
2𝑛+ 1
)︂
1
22𝑛+1
(︂
2𝑛+ 1
𝑛− 𝑙
)︂
𝐴2𝑛+1 (5.48)
À partir de ces expressions, on exprime la transformée de Fourier 𝛼(𝜔) au premier
ordre en 𝐴 :
𝛼(Ω) =
√
𝑅
[︂
𝛿(Ω)− 𝐴
4
[𝛿(Ω− 𝜔0) + 𝛿(Ω + 𝜔0)]
]︂
(5.49)
On calcule ensuite la convolution 5.42 :
𝑉 (𝜔) =
√
𝑅
[︂
𝜉(𝜔)− 𝐴
4
[𝜉(𝜔 − 𝜔0) + 𝜉(𝜔 + 𝜔0)]
]︂
(5.50)
Pour une mesure de bruit à très basses fréquences (𝜔0 ≫ 𝜔), la densité spectrale de
bruit s’exprime :
⟨|𝑉 (𝜔)|2⟩ = 𝑅
(︂
⟨|𝜉(𝜔)|2⟩ − 𝐴
2
8
⟨|𝜉(𝜔0)|2⟩
)︂
. (5.51)
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L’effet perturbatif de la modulation de résistance sur le bruit à basses fréquences est
de diminuer ce dernier relativement au bruit évalué à la fréquence de modulation 𝜔0.
En principe, en choisissant de moduler à très hautes fréquences, le bruit ⟨|𝜉(𝜔0)|2⟩
devient linéaire en 𝜔0 (régime de bruit du vide) et le bruit total ⟨|𝑉 (𝜔)|2⟩ diminue avec
𝜔0. Cependant, comme le terme perturbatif va comme 𝐴2, la fréquence de modulation
pour compenser ce terme doit être très grande. Par exemple, si on veut diminuer d’un
facteur 𝛼 le bruit, on obtient que :
𝛼 =
𝐴2
8
ℏ𝜔0
2𝑘𝑇
(5.52)
car ⟨|𝜉(𝜔)|2⟩ = 2𝑘𝑇 et ⟨|𝜉(𝜔0)|2⟩ = ℏ𝜔0. On trouve alors, pour une température de 10
mK, une modulation de 10% et une fréquence de modulation du transistor optimiste
de 100 GHz une diminution du bruit d’environ 0.048%.
En résumé, l’effet de la modulation sur le bruit à basses fréquences prédit par ce
modèle est très petite et jusqu’à présent bien en deçà de la limite de résolution des
mesures de pointe des fluctuations micro-ondes.
5.9 Mise en œuvre
5.9.1 Considération
La méthode décrite à la section précédente est en compétition avec le bruit de
grenaille à la génération d’états comprimés du champ électromagnétique. La raison
est qu’une proportion importante de la modulation sur la grille fuit à travers la grille
et polarise le canal drain-source. La fréquence élevée de cette polarisation la rend
difficile à supprimer. Afin de prouver la compression par la modulation de résistance,
il serait utile de pouvoir s’affranchir du bruit de grenaille. Il serait toutefois important
de garder les propriétés de réponse rapide et de fonctionnement à basses température
du transistor. Peut-être existe-t-il un composant présentant toutes ces propriétés à
la fois ? Notre intuition est qu’il existe un lien entre la rapidité d’un composant et la
cohérence de ce dernier et qu’il faut faire preuve d’ingéniosité pour dissocier l’un de
l’autre.
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Figure 5.4 – Schéma conceptuel d’un montage de transistors en série. À des fins de
simplicité, le circuit n’est pas dessiné de façon cohérente avec la théorie des circuits.
Voici les propriétés que le montage réel devrait avoir : 1) un courant 𝐼 circulant dans
le canal drain-source, 2) une tension 𝑉𝑔𝑠 = 𝑉CC + 𝑉CA(𝑡) appliquée entre la grille et la
source de chaque transistor, 3) une tension 𝑉 est mesurée au borne de la chaîne de
transistor.
5.9.2 Description l’approche
Dans cette section, on propose une approche permettant, en principe, de s’affranchir
du bruit de grenaille. L’idée est de mettre 𝑁 transistors de résistance 𝑅/𝑁 en série
(voir figure 5.4). La tension aux bornes du 𝑛e transistor est :
𝑣𝑛 =
𝑅
𝑁
𝐼 (5.53)
Le bruit total sera la contribution de 𝑁 sources indépendantes :
⟨|𝑉 |2⟩ =
∑︁
𝑛
⟨|𝑣𝑛|2⟩ (5.54)
= 𝑁⟨|𝑣𝑛|2⟩ (5.55)
Dans le régime de bruit thermique, ⟨|𝑣𝑛|2⟩ = 4𝑘𝑇𝑅/𝑁 , de sorte qu’on retrouve le bruit
d’une résistance unique de résistance R.
⟨|𝑉 |2⟩ = 4𝑘𝑇𝑅 (5.56)
Pour ce qui est du bruit de grenaille,
⟨|𝑣𝑛|2⟩ = 𝑅
2
𝑁2
⟨|𝐼|2⟩ (5.57)
=
𝑅2
𝑁2
𝐹2𝑒|𝐼| (5.58)
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on trouve qu’il est atténué d’un facteur 1/𝑁 .
⟨|𝑉 |2⟩
𝑅2
= ⟨|𝐼|2⟩ = 2𝑒𝐹 |𝐼|
𝑁
(5.59)
où |𝐼| représente la moyenne du courant en valeur absolue. Il est donc possible, en
principe, de supprimer le bruit de grenaille par cette astuce. Il faut choisir une valeur
de 𝑁 assez grande (quelques ordres de grandeur).
5.9.3 Technicité
En théorie, cette astuce semble assez simple, cependant d’un point de vue technique,
elle présente plusieurs défis :
1. Application de la tension de grille : Les transistors étant en série, il faudrait
contrôler les chutes de potentiel entre chaque grille de sorte à ce que les tensions
grille-source soient identiques et ceci peu importe la valeur de 𝑅ds.
2. Déphasage entre les éléments : Étant donné la dimension relativement grande
des transistors actuels (quelques millimètres), un tel dispositif peut prendre des
proportion grandes devant la longueur d’onde de modulation de la grille. Pour
contrevenir à cet effet, l’espacement entre les transistors devrait être choisi
de façon à correspondre à un entier de la longueur d’onde d’excitation. Une
alternative serait de mettre en œuvre un procédé de fabrication pour intégrer
chaque élément sur une gaufre de silicium à correspondre à un entier de la
longueur d’onde d’excitation.
3. Découplage des signaux direct et alternatif : Les exigences du point 1 com-
plexifient le circuit nécessaire à découpler les signaux directes et alternatifs.
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5.10 Conclusion
Dans ce chapitre, nous avons montré qu’il est possible de générer de l’asymétrie
dans le bruit à l’aide d’une résistance variable. Nous avons montré pour une mesure
haute fréquence l’existence d’une règle de somme qui contrevient à l’asymétrie. Dans
des conditions d’inhomogénéité thermique ou en présence de bruit coloré cette règle
de somme n’est plus respectée. Nous avons aussi montré par un développement au
premier ordre avec l’amplitude de modulation que la compression peut être atteinte.
Elle intervient à Γ = −0.47 et Γ = 0.65 respectivement pour les quadratures 𝑋 et
𝑃 et pour une amplitude de modulation de 10% son effet de l’ordre de 3%. Nous
avons aussi calculé, au deuxième ordre, l’effet de la modulation de résistance pour un
montage basses fréquences. Son effet est cependant très faible dans des conditions
expérimentales réalistes et sa détection présenterait un défit important. En présence
d’un conducteur cohérent, la compression par le bruit de grenaille est en compétition
avec la méthode décrite dans cette section. Nous proposons donc une implémentation
d’un montage à hautes fréquences d’une chaîne de transistors permettant de s’affranchir
du bruit de grenaille du canal drain-source du transistor. Sa réalisation comporte
cependant plusieurs défis dont il faudra s’affranchir.
Chapitre 6
Conclusion
Dans cet ouvrage, nous avons démontré, par des mesures de bruit basses fréquences,
la présence de bruit de grenaille dans le canal drain-source d’un transistor à effet de
champ commercial pincé à des résistances de l’ordre de la dizaine de kΩ. À basses
polarisation drain-source, nous mesurons un facteur de Fano de 0.314±0.004. Ce
résultat s’apparente à celui d’un conducteur désordonné (𝐹 = 1/3) [29].
Ensuite, par des mesures de bruit hautes fréquences, nous utilisons le bruit de
grenaille du canal drain-source, pincé à une résistance autour de 50 Ω, pour générer
un état comprimé du champ électromagnétique micro-onde. Nous avons obtenu une
modeste compression de -0.152 dB. Ce résultat peut être dû au faible facteur de Fano du
canal drain-source (0.2095± 0.0003). Nous avons testé la théorie d’un conducteur dont
les canaux de transmission sont indépendants de l’énergie. Nous sommes en mesure
de reproduire qualitativement les données. Nous avons observé une dépendance de la
résistance du canal drain-source du transistor avec la tension drain-source appliquée
pour différentes tensions de grille. Ceci laisse penser que les transmissions dépendent
de l’énergie.
D’autre part, nous avons proposé une nouvelle approche à la génération d’états
comprimés par modulation de résistance au sein d’un montage à hautes fréquences.
Nous avons montré, qu’en présence d’un gradient de température dans le montage
expérimental ou en présence de bruit coloré, qu’il est possible d’asymétriser le bruit.
Un développement au premier ordre avec l’amplitude de modulation montre qu’on
peut atteindre la compression du bruit de 3.3% et 2.7% sur les quadratures 𝑋 et
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𝑃 respectivement à des valeurs de Γ = −0.47 et Γ = 0.65 pour une amplitude de
modulation de 10%. Dans un montage basses fréquences la compression par modulation
paramétrique de la résistance a été calculée au deuxième ordre avec l’amplitude de la
modulation. On trouve que pour des condidtions expérimentales réalistes son effet est
au delà de la limite de précision des équipements de mesure actuels.
Finalement, nous avons proposé une mise en œuvre pour mesurer à base d’une série
de transistors permettant de s’affranchir du bruit de grenaille qui est en compétition
avec la modulation paramétrique de la résistance.
Dans le futur, le bruit mesuré pour différentes valeurs de Γ pourrait être exploré
afin de mesurer l’effet de la compression sur le bruit par la modulation paramétrique de
la résistance présenté à la figure 5.2. De plus, ce travail met en évidence la compétition
entre la compression par modulation paramétrique de la résistance et la compression
par le bruit de grenaille du canal drain source pour un transistor à effet de champ
commercial. Cette compétition soulève la question suivante : y a-t-il un lien entre le
temps de réponse d’un dispositif et sa cohérence (la présence de bruit de grenaille) ?
Annexe A
Matériel Supplémentaire
A.1 La distribution gaussienne
Cette section a pour but d’introduire la distribution de probabilité gaussienne.
Dans un premier temps, un calcul explicite de sa normalisation est démontré. À partir
de ce résultat, l’expression des moments pairs est calculée. Finalement, une expression
normalisée exprimée en fonction de l’écart-type est présentée.
A.1.1 Normalisation
La constante de normalisation de la distribution de probabilité est donné par le
critère suivant :
𝑁 =
(︂∫︁ ∞
−∞
𝑒−𝑎𝑥
2
𝑑𝑥
)︂−1
. (A.1)
L’astuce pour calculer l’intégrale dans l’expression précédente est d’en prendre le
carré : (︂∫︁ ∞
−∞
𝑒−𝑎𝑥
2
𝑑𝑥
)︂2
=
∫︁∫︁ ∞
−∞
𝑒−𝑎(𝑥
2+𝑦2) 𝑑𝑥 𝑑𝑦. (A.2)
ensuite, on passe aux coordonnées polaires par le changement de variable suivant
𝑥 = 𝑟 cos𝜙 et 𝑦 = 𝑟 sin𝜙 :(︂∫︁ ∞
−∞
𝑒−𝑎𝑥
2
𝑑𝑥
)︂2
=
∫︁ 2𝜋
0
∫︁ ∞
0
𝑒−𝑎𝑟
2
𝑟 𝑑𝑟 𝑑𝜙. (A.3)
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on pose 𝑢 = −𝑎𝑟2 et 𝑑𝑢 = −2𝑎𝑟𝑑𝑟 et on intègre sur l’angle 𝜙 :(︂∫︁ ∞
−∞
𝑒−𝑎𝑥
2
𝑑𝑥
)︂2
= −𝜋
𝑎
∫︁ −∞
0
𝑒𝑢 𝑑𝑢 (A.4)
=
𝜋
𝑎
. (A.5)
On applique la racine de part et d’autre pour trouver le résultat recherché :∫︁ ∞
−∞
𝑒−𝑎𝑥
2
𝑑𝑥 =
√︂
𝜋
𝑎
. (A.6)
La normalisation est :
𝑁 =
√︂
𝑎
𝜋
. (A.7)
A.1.2 Moments et écart-type
Par un argument de symétrie, les moments impairs de la distribution gaussienne
sont tous nuls. Les moments pairs sont calculés de la façon suivante :
⟨𝑥2𝑛⟩ =
√︂
𝑎
𝜋
∫︁ ∞
−∞
𝑥2𝑛𝑒−𝑎𝑥
2
𝑑𝑥 (A.8)
=
√︂
𝑎
𝜋
(−1)𝑛 𝑑
𝑛
𝑑𝑎𝑛
∫︁ ∞
−∞
𝑒−𝑎𝑥
2
𝑑𝑥 (A.9)
=
√︂
𝑎
𝜋
(−1)𝑛 𝑑
𝑛
𝑑𝑎𝑛
√︂
𝜋
𝑎
(A.10)
=
√︂
𝑎
𝜋
(−1)𝑛
(︂−1
2
)︂(︂−3
2
)︂(︂−5
2
)︂
. . .
(︂
−2𝑛− 1
2
)︂√︂
𝜋
𝑎
1
𝑎𝑛
. (A.11)
où 𝑛 ∈ Z. Cette expression prend la forme suivante :
⟨𝑥2𝑛⟩ = (2𝑛− 1)!!
(2𝑎)𝑛
(A.12)
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où (2𝑛− 1)!! = (1)(3)(5) . . . (2𝑛− 3)(2𝑛− 1) est la double factorielle. À partir de ce
résultat, la variance s’exprime :
⟨𝑥2⟩ = 1
2𝑎
(A.13)
L’écart-type est défini comme étant :
𝜎 ≡
√︀
⟨𝑥2⟩ (A.14)
Ce qui fixe le paramètre 𝑎 à :
𝑎 =
1
2𝜎2
(A.15)
Finalement, la distribution de probabilité gaussienne centrée en 𝑥0, d’écart-type 𝜎
s’exprime :
𝐺(𝑥) =
1√
2𝜋𝜎2
𝑒−
(𝑥−𝑥0)2
2𝜎2 . (A.16)
Les moments de cette distribution ont la forme suivante :
⟨𝑥𝑛⟩ =
{︃
0 si 𝑛 est impair
(𝑛− 1)!! 𝜎𝑛 si 𝑛 est pair (A.17)
A.2 Susceptibilité du bruit
On rappelle quelques expressions utiles. Les quadrature du bruit Δ𝑋2 et Δ𝑃 2 :
Δ𝑋2(𝜔) = ⟨𝑋2(𝜔)⟩ − ⟨𝑋(𝜔)⟩2 (A.18)
Δ𝑃 2(𝜔) = ⟨𝑃 2(𝜔)⟩ − ⟨𝑃 (𝜔)⟩2 (A.19)
Le bruit photo-assisté :
̃︀𝑆(𝜔) = 2𝑘𝑇
𝑅
(︃
𝐹
∞∑︁
𝑛=−∞
𝐽2𝑛(𝑧)
[︂
𝑔(𝑉 − ?¯? − 𝑛?¯?0) + 𝑔(𝑉 + ?¯? + 𝑛?¯?0)
2
]︂
+ (1− 𝐹 ) 𝑔(?¯?)
)︃
(A.20)
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La susceptibilité du bruit :
𝜒(𝑝) =
2𝑘𝑇
𝑅
𝐹
∞∑︁
𝑛=−∞
𝐽𝑛(𝑧)𝐽𝑛+𝑝(𝑧)
[︂
𝑔(𝑉 + ?¯? + 𝑛?¯?0) + (−1)𝑝𝑔(𝑉 − ?¯? − 𝑛?¯?0)
2
]︂
(A.21)
La compression du bruit pour la quadrature 𝑃 est donnée par :
𝛼𝑃 =
𝑅
ℏ𝜔
(︁̃︀𝑆(𝜔)− 𝜒(𝑝)(𝜔))︁ (A.22)
=
2𝑘𝑇
ℏ𝜔
(︃
𝐹
2
∞∑︁
𝑛=−∞
[︀
𝐽2𝑛(𝑧)− 𝐽𝑛(𝑧)𝐽𝑛+𝑝(𝑧)
]︀
𝑔(𝑉 + ?¯?(2𝑛/𝑝+ 1)) (A.23)
+
[︀
𝐽2𝑛(𝑧)− (−1)𝑝𝐽𝑛(𝑧)𝐽𝑛+𝑝(𝑧)
]︀
𝑔(𝑉 − ?¯?(2𝑛/𝑝+ 1)) (A.24)
+ (1− 𝐹 )𝑔(𝜔)
)︃
(A.25)
Étant donné l’étendue infinie de la somme, il est permis de poser le changement de
variable 𝑛→ −𝑛− 𝑝 pour le second terme :
𝛼𝑃 =
2𝑘𝑇
ℏ𝜔
(︃
𝐹
2
∞∑︁
𝑛=−∞
[︀
𝐽2𝑛(𝑧)− 𝐽𝑛(𝑧)𝐽𝑛+𝑝(𝑧)
]︀
𝑔(𝑉 + ?¯?(2𝑛/𝑝+ 1)) (A.26)
+
[︀
𝐽2−𝑛−𝑝(𝑧)− (−1)𝑝𝐽−𝑛−𝑝(𝑧)𝐽−𝑛(𝑧)
]︀
𝑔(𝑉 + ?¯?(2𝑛/𝑝+ 1)) (A.27)
+ (1− 𝐹 )𝑔(𝜔)
)︃
(A.28)
En exploitant la propriété des fonctions de Bessel :
𝐽−𝑛(𝑧) = (−1)𝑛𝐽𝑛(𝑧) (A.29)
on trouve :[︀
𝐽2−𝑛−𝑝(𝑧)− (−1)𝑝𝐽−𝑛−𝑝(𝑧)𝐽−𝑛(𝑧)
]︀
=
[︀
𝐽2𝑛+𝑝(𝑧)− 𝐽𝑛+𝑝(𝑧)𝐽𝑛(𝑧)
]︀
(A.30)
En substituant cette dernière expression, on trouve l’expression finale de la compression
pour la quadrature 𝑃 :
𝛼𝑃 =
2𝑘𝑇
ℏ𝜔
(︃
(1− 𝐹 )𝑔(?¯?) + 𝐹
2
∞∑︁
𝑛=−∞
[𝐽𝑛(𝑧)− 𝐽𝑛+𝑝(𝑧)]2 𝑔(𝑉 + ?¯?(2𝑛/𝑝+ 1))
)︃
(A.31)
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Pareillement pour la compression de la quadrature 𝑋 on trouve :
𝛼𝑋 =
2𝑘𝑇
ℏ𝜔
(︃
(1− 𝐹 )𝑔(?¯?) + 𝐹
2
∞∑︁
𝑛=−∞
[𝐽𝑛(𝑧) + 𝐽𝑛+𝑝(𝑧)]
2 𝑔(𝑉 + ?¯?(2𝑛/𝑝+ 1))
)︃
(A.32)
A.3 L’amplificateur synchrone et la caractéristique
I-V
A.3.1 Calcul des harmoniques de cos𝑛(𝑥)
Dans cette section, nous démontrons le résultat suivant :
cos𝑛(𝜔𝑡) =
𝑛∑︁
𝑙=0
𝛾𝑛,𝑙 cos(𝑙𝜔𝑡) (A.33)
𝛾𝑛,𝑙 =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
0 si 𝑃 (𝑛) ̸= 𝑃 (𝑙) ou 𝑙 > 𝑛
1
22𝑘
(︀
2𝑘
𝑘
)︀
si 𝑙 = 0 et 𝑛 = 2𝑘
1
22𝑘−1
(︀
2𝑘
𝑘−𝑚
)︀
si 𝑙 = 2𝑚 ̸= 0 et 𝑛 = 2𝑘
1
4𝑘
(︀
2𝑘+1
𝑘−𝑚
)︀
si 𝑙 = 2𝑚+ 1 et 𝑛 = 2𝑘 + 1
(A.34)
où 𝑃 (𝑥) est l’opérateur de parité de la variable 𝑥 ∈ Z.
Pour la preuve, nous utilisons la représentation d’Euler et l’analyse combinatoire.
Dans le cas d’une puissance paire, nous avons :
cos2𝑛(𝑥) =
[︂
𝑒𝑖𝑥 + 𝑒−𝑖𝑥
2
]︂2𝑛
(A.35)
=
1
22𝑛
2𝑛∑︁
𝑘=0
(︂
2𝑛
𝑘
)︂
𝑒𝑖𝑘𝑥𝑒−𝑖(2𝑛−𝑘)𝑥 (A.36)
=
1
22𝑛
2𝑛∑︁
𝑘=0
(︂
2𝑛
𝑘
)︂
𝑒𝑖2(𝑘−𝑛)𝑥 (A.37)
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À partir de ce développement, on peut calculer la série de Fourier en posant 𝑚 = 𝑘−𝑛 :
cos2𝑛(𝑥) =
1
22𝑛
𝑛∑︁
𝑚=−𝑛
(︂
2𝑛
𝑛−𝑚
)︂
𝑒𝑖2𝑚𝑥 (A.38)
=
1
22𝑛
(︂
2𝑛
𝑛
)︂
+
1
22𝑛−1
𝑛∑︁
𝑚=1
(︂
2𝑛
𝑛−𝑚
)︂
cos(2𝑚𝑥) (A.39)
où nous avons utilisé la relation
(︀
2𝑛
𝑛+𝑚
)︀
=
(︀
2𝑛
𝑛−𝑚
)︀
.
Similairement pour une puissance impaire :
cos2𝑛+1(𝑥) =
[︂
𝑒𝑖𝑥 + 𝑒−𝑖𝑥
2
]︂2𝑛+1
(A.40)
=
1
22𝑛+1
2𝑛+1∑︁
𝑘=0
(︂
2𝑛+ 1
𝑘
)︂
𝑒𝑖𝑘𝑥𝑒−𝑖(2𝑛+1−𝑘)𝑥 (A.41)
=
1
22𝑛+1
2𝑛+1∑︁
𝑘=0
(︂
2𝑛+ 1
𝑘
)︂
𝑒𝑖(2(𝑘−𝑛)−1)𝑥 (A.42)
On pose 𝑚 = 𝑘 − 𝑛− 1 :
cos2𝑛+1(𝑥) =
1
22𝑛+1
𝑛∑︁
𝑚=−𝑛−1
(︂
2𝑛+ 1
𝑛−𝑚
)︂
𝑒𝑖(2𝑚+1)𝑥 (A.43)
=
1
22𝑛
𝑛∑︁
𝑚=0
(︂
2𝑛+ 1
𝑛−𝑚
)︂
cos([2𝑚+ 1]𝑥) (A.44)
A.3.2 Représentations de la série de Fourier
Dans cette section, on explicite la relation entre les deux représentations de la
série de Fourier :
𝑓(𝑡) =
𝛼0
2
+
∞∑︁
𝑚=1
𝛼𝑚 cos(𝑚𝜔𝑡) + 𝛽𝑚 sin(𝑚𝜔𝑡) =
∑︁
𝑚=−∞
𝑐𝑚𝑒
𝑖𝜔𝑡 (A.45)
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Pour se faire, on utilise la représentation d’Euler des fonction trigonométriques :
𝑓(𝑡) =
𝛼0
2
+
∞∑︁
𝑚=1
𝛼𝑚
(︂
𝑒𝑖𝑚𝜔𝑡 + 𝑒−𝑖𝑚𝜔𝑡
2
)︂
− 𝑖𝛽𝑚
(︂
𝑒𝑖𝑚𝜔𝑡 − 𝑒−𝑖𝑚𝜔𝑡
2
)︂
(A.46)
=
𝛼0
2
+
∞∑︁
𝑚=1
(︂
𝛼𝑚 − 𝑖𝛽𝑚
2
)︂
𝑒𝑖𝑚𝜔𝑡 +
(︂
𝛼𝑚 + 𝑖𝛽𝑚
2
)︂
𝑒−𝑖𝑚𝜔𝑡 (A.47)
Puis on développe la seconde définition :
𝑓(𝑡) = 𝑐0 +
∞∑︁
𝑚=1
𝑐𝑚𝑒
𝑖𝜔𝑡 +
−∞∑︁
𝑚=−1
𝑐𝑚𝑒
𝑖𝜔𝑡 (A.48)
= 𝑐0 +
∞∑︁
𝑚=1
𝑐𝑚𝑒
𝑖𝜔𝑡 + 𝑐−𝑚𝑒−𝑖𝜔𝑡 (A.49)
Par comparaison de A.47 et A.49 on obtient :
𝑐𝑚 =
⎧⎪⎨⎪⎩
𝛼𝑚+𝑖𝛽𝑚
2
(𝑚 < 0)
𝛼0
2
(𝑚 = 0)
𝛼𝑚−𝑖𝛽𝑚
2
(𝑚 > 0)
(A.50)
A.3.3 Dérivation du lien entre l’amplificateur synchrone et la
caractéristique I-V
Dans cette section, nous dérivons l’expression des harmoniques mesurées par
un amplificateur synchrone et établissons le lien avec les multiples dérivées de la
caractéristique I-V. Soit une fonction de transfert 𝑉 (𝐼 + 𝛿𝐼(𝑡)) purement réelle, qu’on
module par un signal 𝛿𝐼(𝑡) = 𝐴 cos(𝜔𝑡).
𝑉 (𝐼 + 𝐴 cos(𝜔𝑡− 𝜑)) =
∞∑︁
𝑛=0
𝑉 (𝑛)(𝐼)
𝐴𝑛 cos𝑛(𝜔𝑡− 𝜑)
𝑛!
(A.51)
=
∞∑︁
𝑛=0
𝑛∑︁
𝑚=0
𝑉 (𝑛)(𝐼)
𝐴𝑛𝛾𝑛,𝑚 cos(𝑚[𝜔𝑡− 𝜑])
𝑛!
(A.52)
=
∞∑︁
𝑚=0
(︃ ∞∑︁
𝑛=𝑚
𝑉 (𝑛)(𝐼)𝐴𝑛𝛾𝑛,𝑚
𝑛!
)︃
cos(𝑚[𝜔𝑡− 𝜑]) (A.53)
=
𝛼0
2
+
∞∑︁
𝑚=1
𝛼𝑚 cos(𝑚𝜔𝑡) + 𝛽𝑚 sin(𝑚𝜔𝑡) (A.54)
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où 𝛾𝑛,𝑖 (voir annexe A.3.1) est le coefficient de l’harmonique 𝑖 engendrée par le terme
à la puissance 𝑛.
Les coefficients sont données par :
𝛼𝑚 =
∞∑︁
𝑛=𝑚
𝑉 (𝑛)(𝐼)𝐴𝑛𝛾𝑛,𝑚
𝑛!
cos(𝑚𝜑) (A.55)
𝛽𝑚 =
∞∑︁
𝑛=𝑚
𝑉 (𝑛)(𝐼)𝐴𝑛𝛾𝑛,𝑚
𝑛!
sin(𝑚𝜑) (A.56)
𝑐𝑚 =
∞∑︁
𝑛=|𝑚|
𝑉 (𝑛)(𝐼)𝐴𝑛𝛾𝑛,|𝑚|
𝑛!
cos(𝑚𝜑) + 𝑖 sin(𝑚𝜑)
2
(A.57)
A.4 La Lorentzienne
A.4.1 Définition
Calcul de l’intégrale d’une Lorentzienne :∫︁ ∞
−∞
𝑎2
𝑥2 + 𝑎2
𝑑𝑥 (A.58)
On pose le changement de variable suivant :
𝑥 = 𝑎 tan𝜙 (A.59)
𝑑𝑥 =
𝑎
cos2 𝜙
(A.60)
∫︁ ∞
−∞
𝑎2
𝑥2 + 𝑎2
𝑑𝑥 =
∫︁ 𝜋/2
−𝜋/2
𝑎𝑑𝜙 (A.61)
= 𝑎𝜋 (A.62)
La Lorentzienne normalisée au sens d’une distribution de probabilité vaut :
𝐿(𝑥) =
1
𝜋
Γ/2
(𝑥− 𝑥0)2 + (Γ/2)2 (A.63)
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où Γ est la largeur à mi-hauteur et 𝑥0 est la position de la résonance.
A.4.2 Lien avec le circuit 𝑅𝐿𝐶 parallèle
L’impédance équivalente d’un circuit 𝑅𝐿𝐶 parallèle vaut :
𝑍(𝜔) =
1
1
𝑅
+ 𝑖
(︀
𝜔𝐶 − 1
𝜔𝐿
)︀ (A.64)
= 𝑅
1/𝑅𝐶
1
𝑅𝐶
+ 𝑖
(︀
𝜔 − 1
𝜔𝐿𝐶
)︀ (A.65)
= 𝑅
1/𝑅𝐶√︁(︀
1
𝑅𝐶
)︀2
+
(︀
𝜔 − 1
𝜔𝐿𝐶
)︀2 𝑒−𝑖𝜑 (A.66)
où
tan𝜑 = 𝑅𝐶
(︂
𝜔 − 1
𝜔𝐿𝐶
)︂
(A.67)
À la résonance (𝜔0 = 1/
√
𝐿𝐶), l’impédance est purement dissipative (𝑅). La fonction
de transfert vaut ;
𝐻(𝜔) =
1/𝑅𝐶√︁(︀
1
𝑅𝐶
)︀2
+
(︀
𝜔 − 1
𝜔𝐿𝐶
)︀2 𝑒−𝑖𝜑 (A.68)
Cette fonction est normalisée à l’unité à la résonance. La largeur à mi-hauteur (Γ) est
donnée par la solution à l’équation caractéristique suivante :
𝜔2𝑐 ±
1
𝑅𝐶
− 1
𝐿𝐶
= 0 (A.69)
étant
𝜔𝑐 =
∓ 1
𝑅𝐶
±
√︁(︀
1
𝑅𝐶
)︀2
+ 4 1
𝐿𝐶
2
(A.70)
Les solution positives sont :
𝜔𝑐 =
∓ 1
𝑅𝐶
+
√︁(︀
1
𝑅𝐶
)︀2
+ 4 1
𝐿𝐶
2
(A.71)
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à partir de l’équation A.71 on trouve que la largeur à mi-hauteur vaut :
Γ =
1
𝑅𝐶
(A.72)
On réécrit la fonction de transfert à partir de ces quantités plus intuitives que sont la
fréquence de résonance (𝜔0) et la largeur à mi-hauteur (Γ) :
𝐻(𝜔) =
Γ√︂
Γ2 +
(︁
𝜔 − 𝜔20
𝜔
)︁2 𝑒−𝑖𝜑 (A.73)
avec
tan𝜑 =
1
Γ
(︂
𝜔 − 𝜔
2
0
𝜔
)︂
(A.74)
La norme carrée de la fonction de transfert est la quantité qui intervient dans la
mesure de la puissance de bruit du circuit 𝑅𝐿𝐶 parallèle :
|𝐻(𝜔)|2 = Γ
2(︁
𝜔 − 𝜔20
𝜔
)︁2
+ Γ2
(A.75)
Nous démontrons le lien avec la Lorentzienne par un développement perturbatif autour
de la fréquence de résonance (𝜔 = 𝜔0 + 𝛿𝜔).
|𝐻(𝜔0 + 𝛿𝜔)|2 = Γ
2(︁
𝜔0 + 𝛿𝜔 − 𝜔01+𝛿𝜔/𝜔0
)︁2
+ Γ2
(A.76)
Pour 𝛿𝜔 ≪ 𝜔0 :
𝜔0
1 + 𝛿𝜔
𝜔0
≃ 𝜔0
(︂
1− 𝛿𝜔
𝜔0
+ . . .
)︂
(A.77)
|𝐻(𝜔0 + 𝛿𝜔)|2 = Γ
2
(2𝛿𝜔)2 + Γ2
(A.78)
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En substituant 𝜔 = 𝜔0 + 𝛿𝜔, on obtient l’expression d’une Lorentzienne de largeur à
mi-hauteur Γ centrée en 𝜔0 :
|𝐻(𝜔)|2 = (Γ/2)
2
(𝜔 − 𝜔0)2 + (Γ/2)2
(pour 𝜔 ≃ 𝜔0) (A.79)
Dans la limite piquée (Γ≪ 𝜔0) la fonction de transfert est Lorentzienne car ses valeurs
non nulles sont entièrement comprissent à l’intérieur du domaine de validité de la
condition 𝜔 ≃ 𝜔0.
A.5 Réflexion et transmission micro-onde à une in-
terface
Cette section a pour but de faire un rappel sur les coefficients de réflexion et de
transmission opérant à l’interface entre deux milieux d’impédances différentes dans
un circuit électronique. Le traitement présenté est inspiré de la référence [30]
Figure A.1 – Réflexions et transmissions à l’interface entre deux milieux d’impédances
𝑍0 et 𝑍𝑒.
Soit une onde 𝑉𝑖 incidente d’un milieu d’impédance 𝑍0 vers un milieu d’impédance
𝑍𝑒 (voir la figure A.1). À l’interface, une partie de l’onde sera réfléchie et une partie
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sera transmise. Par continuité, la tension et le courant infinitésimalement près de part
et d’autre de l’interface doivent être égaux.
𝑉𝑖 + 𝑉𝑟 = 𝑉𝑡 (A.80)
𝑉𝑖
𝑍0
− 𝑉𝑟
𝑍0
=
𝑉𝑡
𝑍𝑒
(A.81)
On réécrit ces équations sous la forme :
𝑇 = 1 + Γ (A.82)
𝑇 =
𝑍𝑒
𝑍0
(1− Γ) (A.83)
où Γ = 𝑉𝑟/𝑉𝑖 et 𝑇 = 𝑉𝑡/𝑉𝑖 . En solutionnant les équations A.82 et A.83 on trouve que
le coefficient de réflexion vaut :
Γ =
𝑍𝑒 − 𝑍0
𝑍𝑒 + 𝑍0
(A.84)
Il en va de même pour le coefficient de transmission :
𝑇 =
2𝑍𝑒
𝑍𝑒 + 𝑍0
(A.85)
On peut aussi calculer les coefficients de réflexion et de transmission pour une onde
originant du milieu 𝑍𝑒 et se propageant vers le milieu 𝑍0. Voici leurs expressions en
fonction des coefficients définis dans la première situation :
Γ′ = −Γ (A.86)
𝑇 ′ = 1− Γ (A.87)
Les différents coefficients sont imagés à figure A.1.
A.6 Correspondance des approches stationnaire et
propagative du bruit
Un appareil de mesure d’impédance d’entrée 𝑍0 est connecté, via une ligne à
transmission de même impédance, à une impédance 𝑍𝑒. Les fluctuation de tension, 𝜉,
à l’entrée du dispositif seront la somme des fluctuations transmissent en provenance
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du milieu 𝑍𝑒, réfléchies en provenances du milieu 𝑍0 et générée localement à l’entrée
de l’appareil.
𝜉 = Γ
𝜉0
2
+ (1− Γ)𝜉𝑒
2
+
𝜉0
2
(A.88)
= (1 + Γ)
𝜉0
2
+ (1− Γ)𝜉𝑒
2
(A.89)
= (1 + Γ)
√︃
Re
[︂
1− Γ
1 + Γ
𝑍𝑒
]︂
𝜁0
2
+ (1− Γ)
√︃
Re
[︂
1 + Γ
1− Γ𝑍0
]︂
𝜁𝑒
2
(A.90)
La variances des fluctuations est donnée par :
⟨|𝜉|2⟩ = |1 + Γ|2Re
[︂
1− Γ
1 + Γ
𝑍𝑒
]︂⟨|𝜁0|2⟩
4
+ |1− Γ|2Re
[︂
1 + Γ
1− Γ𝑍0
]︂⟨|𝜁𝑒|2⟩
4
(A.91)
=
1− |Γ|2
4
(︀
Re[𝑍𝑒]⟨|𝜁0|2⟩+Re[𝑍0]⟨|𝜁𝑒|2⟩
)︀
(A.92)
En réarrangeant quelques termes on trouve :
⟨|𝜉|2⟩ = 1− |Γ|
2
4
Re
[︂
𝑍𝑒 + 𝑍0
⟨|𝜁𝑒|2⟩
⟨|𝜁0|2⟩
]︂
⟨|𝜁0|2⟩ (A.93)
⟨|𝜉|2⟩ = 1− |Γ|
2
4
Re
[︂(︂
1 + Γ
1− Γ +
⟨|𝜁𝑒|2⟩
⟨|𝜁0|2⟩
)︂
𝑍0
]︂
⟨|𝜁0|2⟩ (A.94)
Pour ⟨|𝜁0|⟩ = ⟨|𝜁𝑒|⟩ = 4𝑘𝑇 , dans le régime thermique, on trouve :
⟨|𝜉|2⟩ = 1− |Γ|
2
4
Re
[︂(︂
1 + Γ
1− Γ + 1
)︂
𝑍0
]︂
⟨|𝜁0|2⟩ (A.95)
= Re
[︂
(1− Γ)(1 + Γ*)
4
2
1− Γ𝑍0
]︂
⟨|𝜁0|2⟩ (A.96)
= Re
[︂
(1 + Γ)
2
𝑍0
]︂
⟨|𝜁0|2⟩ (A.97)
= Re
[︂
𝑍0𝑍𝑒
𝑍0 + 𝑍𝑒
]︂
⟨|𝜁0|2⟩ (A.98)
= Re [𝑍eq] ⟨|𝜁0|2⟩ (A.99)
= 4𝑘𝑇Re [𝑍eq] (A.100)
Ce résultat n’est pas surprenant puisque par linéarité, le circuit peut être modélisé
par l’impédance équivalente 𝑍eq = 𝑍0//𝑍𝑒
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On en présence d’un circulateur tel que présenté à la figure 5.1, une la moitié des
fluctuation de 𝑍0 ne peuvent se propager à l’entrée de la chaîne d’amplification :
𝜉 = Γ
𝜉0
2
+ (1− Γ)𝜉𝑒
2
+
◁
◁
◁𝜉0
2
(A.101)
= Γ
√︀
Re [𝑍0]
𝜁0
2
+ (1− Γ)
√︃
Re
[︂
1 + Γ
1− Γ𝑍0
]︂
𝜁𝑒
2
(A.102)
La variance est :
⟨|𝜉|2⟩ = |Γ|2Re [𝑍0]⟨|𝜁0|
2⟩
4
+ |1− Γ|2Re
[︂
1 + Γ
1− Γ𝑍0
]︂⟨|𝜁𝑒|2⟩
4
(A.103)
=
(︂
|Γ|2 ⟨|𝜁0|
2⟩
4
+
(︀
1− |Γ|2)︀ ⟨|𝜁𝑒|2⟩
4
)︂
Re [𝑍0] (A.104)
En utilisant la même définition qu’à la section 5 (𝜉𝑖/2 → 𝜉𝑖) on trouve le même
résultat.
⟨|𝜁|2⟩ = |Γ|2⟨|𝜁0|2⟩+
(︀
1− |Γ|2)︀ ⟨|𝜁𝑒|2⟩ (A.105)
A.7 Caractérisation des amplificateurs
Cette section a pour but de caractériser le spectre de bruit thermique de différents
amplificateurs basses fréquences en fonction de la résistance d’entrée 𝑅.
La mesure est faite à l’aide du montage de la figure A.2 où une simple résistance
𝑅 est branchée en parallèle à un amplificateur de tension. Les fluctuations sur la
résistance sont amplifiées, puis mesurées par un analyseur de spectre (PXA-N90B).
Figure A.2 – Montage de mesure du bruit thermique d’une résistance 𝑅 à basses
fréquences par un amplificateur d’impédence d’entrée 𝑅𝐴 et d’un analyseur de spectre
(PXAB).
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Les amplificateurs testés sont le LI-75A d’une bande passante de 1 MHz et un
gain en puissance de 80 dB, puis le SA-421F5 d’une bande passante de 30 MHz et un
gain en puissance de 92 dB. Les traits fins de la figure A.3 correspondent aux données
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Figure A.3 – Comparaison des spectres de bruit de différentes résistances mesurées
avec le LI-75A et le SA-421F5. Les courbes minces sont prises avec le LI-75A. Les
courbes épaisses sont prises avec le SA-421F5.
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Figure A.4 – Spectre de bruit de différentes résistances mesuré avec la SA-421F5 sur
toute sa bande passante.
mesurées à l’aide du LI-75A, alors que les traits épais représentent les mesures prises
avec SA-421F5. Trois résistances de 1 kΩ, 1 MΩ et 10 MΩ ont été employées, ainsi que
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deux configurations de court-circuits. La première, GND/PXA, correspond à un court
circuit à l’entrée du PXA-N90B. La seconde configuration, GND/Ampli correspond à
un court circuit à l’entrée de l’amplificateur.
Le résultat qu’on cherche à montrer avec ces courbes est que dans la limite où la
résistance devient de l’ordre ou plus grande que la résistance d’entrée de l’amplificateur
(figure A.3 traces minces), un surplus de bruit est généré à une fréquence correspondant
à une fraction de la bande passante. Voulant s’affranchir de ce signal gênant, nous
avons fait l’acquisition d’un amplificateur plus large bande SA-421F5. On remarque
à la figure A.4 que ce surplus dans le spectre de bruit est à fréquence plus élevée.
L’avantage de ceci est que sur la plage d’intérêt (figure A.3 traces épaisses), ce signal
parasite est négligeable. Nous pouvons donc utiliser un circuit 𝑅𝐿𝐶 pour choisir la
résonance à une fréquence appréciablement loin de cette bosse. Cependant, comme le
montre les spectres de bruit de la section 3 il reste une légère trace de cette bosse ce
qui rend le bruit de l’amplificateur légèrement dépendant de la fréquence.
La conclusion qu’on peut en tirer est que dans la limite où la résistance devient
appréciable par rapport à la résistance d’entrée d’un amplificateur basses fréquences,
le spectre de bruit est pollué par une bosse dont la fréquence centrale augmente avec
la bande passante de l’amplificateur.
A.8 Développement des coefficients 𝛼𝑛 et 𝛽𝑛
La forme explicite des coefficients est donnée par 5.9 :
𝛼(𝑡) = Γ(𝑡) (A.106)
𝛽(𝑡) = (1− Γ(𝑡))
√︃
𝑍𝑒(𝑡)
𝑍0
(A.107)
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On module la résistance 𝑍𝑒(𝑡) = 𝑍𝑒(1 + 𝑑𝑥).
Γ(𝑡) =
𝑍𝑒(𝑡)− 𝑍0
𝑍𝑒(𝑡) + 𝑍0
(A.108)
=
𝑍𝑒 + 𝑍𝑒𝑑𝑥− 𝑍0
𝑍𝑒 + 𝑍𝑒𝑑𝑥+ 𝑍0
(A.109)
=
(︂
𝑍𝑒 − 𝑍0
𝑍𝑒 + 𝑍0
+
𝑍𝑒𝑑𝑥
𝑍𝑒 + 𝑍0
)︂
1
1 + 𝑍𝑒𝑑𝑥
𝑍𝑒+𝑍0
(A.110)
=
(︂
Γ +
𝑇𝑑𝑥
2
)︂
1
1 + 𝑇𝑑𝑥
2
(A.111)
=
(︂
Γ− 1 +
[︂
1 +
𝑇𝑑𝑥
2
]︂)︂
1
1 + 𝑇𝑑𝑥
2
(A.112)
= 1 +
Γ− 1
1 + 𝑇𝑑𝑥
2
(A.113)
= 1 + (Γ− 1)
∑︁
𝑛=0
(︂
−𝑇𝑑𝑥
2
)︂𝑛
(A.114)
𝛼(𝑡) = Γ(𝑡) = 1 + (Γ− 1)
∑︁
𝑛=0
(︂
−𝑇𝑑𝑥
2
)︂𝑛
(A.115)
𝛽(𝑡) = (1− Γ)
∑︁
𝑛=0
(︂
−𝑇𝑑𝑥
2
)︂𝑛√︂
1 + Γ
1− Γ(1 + 𝑑𝑥) (A.116)
=
√
1− Γ2
∑︁
𝑛=0
(︂
−𝑇𝑑𝑥
2
)︂𝑛√
1 + 𝑑𝑥 (A.117)
=
√
1− Γ2
[︃∑︁
𝑛=0
(︂
−𝑇𝑑𝑥
2
)︂𝑛]︃[︃∑︁
𝑘=0
(︂
1/2
𝑘
)︂
𝑑𝑥𝑘
]︃
(A.118)
𝛽(𝑡) =
√
1− Γ2
∑︁
𝑛=0
∑︁
𝑘=0
(︂
−𝑇
2
)︂𝑛(︂
1/2
𝑘
)︂
𝑑𝑥𝑛+𝑘 (A.119)
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On pose 𝑑𝑥 = 𝐴 cos(𝜔𝑡)
𝛼(𝑡) = 1 + (Γ− 1)
∑︁
𝑛=0
(−1)𝑛
(︂
𝑇𝐴
2
)︂𝑛
cos(𝜔𝑡)𝑛 (A.120)
= 1 + (Γ− 1)
∑︁
𝑛=0
𝑛∑︁
𝑙=0
(−1)𝑛
(︂
𝑇𝐴
2
)︂𝑛
𝛾𝑛,𝑙 cos(𝑙𝜔𝑡) (A.121)
= 1 +
∑︁
𝑙=0
[︃
(Γ− 1)
∑︁
𝑛=𝑙
(−1)𝑛
(︂
𝑇𝐴
2
)︂𝑛
𝛾𝑛,𝑙
]︃
cos(𝑙𝜔𝑡) (A.122)
= Γ +
[︃
(Γ− 1)
∑︁
𝑛=1
(−1)𝑛
(︂
𝑇𝐴
2
)︂𝑛
𝛾𝑛,0
]︃
(A.123)
+
∑︁
𝑙=1
[︃(︂
Γ− 1
2
)︂∑︁
𝑛=𝑙
(−1)𝑛
(︂
𝑇𝐴
2
)︂𝑛
𝛾𝑛,𝑙
]︃ (︀
𝑒𝑖𝑙𝜔𝑡 + 𝑒−𝑖𝑙𝜔𝑡
)︀
(A.124)
Les expressions finales pour les coefficients 𝛼𝑛 de la série de Fourier de 𝛼(𝑡) sont :
𝛼0 = Γ + (Γ− 1)
∑︁
𝑛=1
[︃(︂
𝑇
4
)︂2𝑛(︂
2𝑛
𝑛
)︂]︃
𝐴2𝑛 (A.125)
𝛼2𝑙 = (Γ− 1)
∑︁
𝑛=𝑙
[︃(︂
𝑇
4
)︂2𝑛(︂
2𝑛
𝑛− 𝑙
)︂]︃
𝐴2𝑛 (A.126)
𝛼2𝑙+1 = (1− Γ)
∑︁
𝑛=𝑙
[︃(︂
𝑇
4
)︂2𝑛+1(︂
2𝑛+ 1
𝑛− 𝑙
)︂]︃
𝐴2𝑛+1 (A.127)
𝛽(𝑡) =
√
1− Γ2
∑︁
𝑛=0
∑︁
𝑘=0
𝑛+𝑘∑︁
𝑙=0
(︂
−𝑇
2
)︂𝑛(︂
1/2
𝑘
)︂
𝐴𝑛+𝑘𝛾𝑛+𝑘,𝑙 cos(𝑙𝜔𝑡) (A.128)
=
∑︁
𝑙=0
(︃∑︁
𝑚=0
√
1− Γ2
2
[︃
𝑙+𝑚∑︁
𝑛=0
(−1)𝑛
(︂
𝑇
2
)︂𝑛(︂
1/2
𝑙 +𝑚− 𝑛
)︂
𝛾𝑚,𝑙
]︃
𝐴𝑚
)︃(︀
𝑒𝑖𝑙𝜔𝑡 + 𝑒−𝑖𝑙𝜔𝑡
)︀
(A.129)
La triple somme peut être imagée par une matrice tridimensionnelle. On parcours les
rangées (𝑘), les colonnes (𝑛) puis la dimension en hauteur (𝑙). Notons que 0 ≤ 𝑘 ≤ ∞,
0 ≤ 𝑛 ≤ ∞ et 𝑙 ≤ 𝑛+ 𝑘. Pour une valeur fixe de 𝑙, imaginons le plan (𝑘,𝑛) couvrant
toutes valeurs de 𝑘 et 𝑛. La condition 𝑠 = 𝑛+ 𝑘 est l’équation d’une diagonale allant
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de (𝑠,0) à (0,𝑠). La condition 0 ≤ 𝑙 ≤ 𝑛 + 𝑘 implique que seulement les diagonales
pour lesquelles 𝑙 < 𝑠 font partie de la triple somme. On doit donc sommer toutes les
diagonales dont 𝑠 > 𝑙. Pour se faire, on pose 𝑠 = 𝑙 +𝑚 où 0 ≤ 𝑚 ≤ ∞ car 0 ≤ 𝑠 ≤ ∞
et 0 ≤ 𝑙 ≤ ∞. On obtient donc,
∑︁
𝑘=0
∑︁
𝑛=0
𝑛+𝑘∑︁
𝑙=0
=
∑︁
𝑙=0
∑︁
𝑚=0
𝑙+𝑚∑︁
𝑛=0
(A.130)
où par correspondance des deux relations pour 𝑠 on exprime 𝑘 = 𝑙 +𝑚− 𝑛.
𝛽𝑙 = (1 + 𝛿𝑙,0)
√
1− Γ2
2
∑︁
𝑚=0
[︃
𝑙+𝑚∑︁
𝑛=0
(−1)𝑛
(︂
𝑇
2
)︂𝑛(︂
1/2
𝑙 +𝑚− 𝑛
)︂
𝛾𝑚,𝑙
]︃
𝐴𝑚 (A.131)
Les coefficients sont données par :
𝛽2𝑙 =
√
1− Γ2
∑︁
𝑚=0
⎡⎣2(𝑙+𝑚)∑︁
𝑛=0
(−1)𝑛
22𝑚
(︂
𝑇
2
)︂𝑛(︂
1/2
2(𝑙 +𝑚)− 𝑛
)︂(︂
2𝑚
𝑚− 𝑙
)︂⎤⎦𝐴2𝑚 (A.132)
𝛽2𝑙+1 =
√
1− Γ2
∑︁
𝑚=0
⎡⎣2(𝑙+𝑚+1)∑︁
𝑛=0
(−1)𝑛
22𝑚+1
(︂
𝑇
2
)︂𝑛(︂
1/2
2(𝑙 +𝑚+ 1)− 𝑛
)︂(︂
2𝑚+ 1
𝑚− 𝑙
)︂⎤⎦𝐴2𝑚+1
(A.133)
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