We study generic distributions D ⊂ T M of corank 2 on manifolds M of dimension n 5. We describe singular curves of such distributions, also called abnormal curves. For n even the singular directions (tangent to singular curves) are discrete lines in D(x), while for n odd they form a Veronese curve in a projectivized subspace of D(x), at generic x ∈ M. We show that singular curves of a generic distribution determine the distribution on the subset of M where they generate at least two different directions. In particular, this happens on the whole of M if n is odd. The distribution is determined by characteristic vector fields and their Lie brackets of appropriate order. We characterize pairs of vector fields which can appear as characteristic vector fields of a generic corank 2 distribution, when n is even.
Introduction
Let M = M n denote a smooth, paracompact differential manifold of dimension n 5. Consider a smooth distribution D of rank m = n − 2 understood as a subbundle of T M of rank m spanned, locally, by m smooth linearly independent vector fields. Equivalently, we can write locally
where ω 1 , ω 2 are C ∞ differential 1-forms on M, called later cogenerators of D.
Let I = [0, 1] ⊂ R. Recall that horizontal curves of D on I are curves γ : I → M almost everywhere tangent to D. Let Ω(x 0 ) denote the set of absolutely continuous horizontal curves on I , with locally square integrable derivative, satisfying γ (0) = x 0 . This set can be endowed with a structure of a Hilbert manifold. The endpoint map End : Ω(x 0 ) → M defined by End(γ ) = γ (1) is differentiable (cf. [3] , Ch. 1). Its singular points, i.e. curves γ ∈ Ω(x 0 ) such that the tangent map D End(γ ) is not onto T γ (1) M, are called singular curves of D, cf. [4, 1, 11] . Such curves can be rigid as described in [4, 2] . Recent results of Chitour, Jean, and Trélat [5] show that for generic distributions such curves are of minimal order and of corank 1, but they cannot be rigid if the rank of D is larger then 2.
In sub-Riemannian geometry such curves, called there abnormal, attracted special attention after the discovery that they can be locally minimizing [10, 9] . They are minimizing for generic distributions D of rank 2 [9] , but they cannot be minimizing for generic D of rank larger then 2 [5] .
In this paper we are interested in singular curves of corank 2 distributions and in establishing when such curves determine the distribution, cf. [11, 8] . We say that singular curves determine a distribution D on an open subset U ⊂ M if for any otherD with the same singular curves on U we have D| U =D| U .
Given 
Theorem 1. If M = M n , n 5, and M admits a distribution of corank 2 then there exists a subset G ⊂ D m (M m+2 ), which is residual (and therefore dense) in the Whitney C ∞ -topology, such that for any D ∈ G the singular curves determine D in the region R of points x ∈ M where the cone S(x) has at least two different singular directions (if m is odd then R = M). Additionally, given a D ∈ G and a generic point x ∈ M, the set of singular directions consists of at most k points in P (D(x)), if m = 2k, and it is a Veronese curve in the projectivization of a subspace D char (x) ⊂ D(x)
with dim D char (x) = k + 1, if m = 2k + 1. Remark 1. Theorem 1 follows from Theorems 2 and 3. The assumption that M admits a corank 2 distribution can be omitted if D m (M m+2 ) is replaced by the class D m sing (M m+2 ) of singular distributions understood as sub-sheaves of Γ (T M) generated locally by m smooth vector fields, linearly independent almost everywhere. The result also holds if, instead of such singular distributions, we consider singular co-distributions D * ⊂ T * M, locally generated by two 1-forms, linearly independent a.e. We recall that a Veronese curve in a projective space P (V ), dim V = r + 1, is the curve obtained by projectivization of the image of the map R 2 \ {0} (t 1 , t 2 ) → Early results in this direction concerned distributions of corank 1. Namely, the results in [17] implied that in many cases singular curves determine a corank 1 distribution D locally, up to a diffeomorphism. In [7] it was shown that for corank 1 distributions violating the Darboux condition on a nowhere dense subset of M the singular curves "almost always" determine the distribution (up to a diffeom.), if M is compact and distributions are close to each other. For distributions of corank 3 a stronger property was proved by R. Montgomery [11] in the case of rank D odd: the singular curves determine the distribution, if it is generic. In [11] the same property was conjectured in the case of rank D even. This was proved in [8] in the case where rank D is not divisible by 4.
The case of rank D divisible by 4, corank D 3, is not settled yet. This case is degenerated as the class D 4s (M n ) may contain fat distributions [13] where the set of singular curves is empty. Note that the class of corank 1 distributions contains contact distributions (rank D even), where the set of singular curves is also empty. In this class, as well as for quasi-contact distributions (rank D odd), the Darboux theorem says that such distributions are all locally equivalent. This phenomenon can not hold in the case of distributions of corank D larger then 1. Namely, if 2 rank D dim M − 2 and (rank D, dim M) = (2, 4) then there must be infinite dimensional (functional) invariants, see [6] , page 21, or [16] . For general results concerning singularities of corank 2 distributions see [12] .
In the paper we introduce the notions of characteristic and horizontal characteristic vector fields X of D. We prove (Theorems 2 and 3) that the singular curves of D are integral curves of (horizontal) characteristic vector fields X and the (horizontal) characteristic vector fields, together with their Lie brackets, span the distribution in the generic case. This implies that (horizontal) characteristic vector fields contain all geometric information on D. Throughout the paper we assume that M admits a distribution of corank 2.
We express our thanks to Marek Rupniewski and to an anonymous referee for remarks which were helpful in improving the manuscript.
Preliminaries
Consider a smooth distribution D ⊂ T M of arbitrary rank. Let D ⊥ ⊂ T * M denote the annihilator of D,
we denote the annihilator of D with the zero section removed. We shall use Proof. It follows from the invariant form of the Pontriagin Maximum Principle that singular curves 
This means that γ satisfies (AE), thus γ is a singular curve. 2
The converse statement is also true, for generic D of corank 2, around generic points (statement (i) in Theorems 2 and 3). If no genericity assumptions are made, some singular curves may not be integral curves of a vector field X as in Proposition 1 (see Example 1).
Fact 2.
If Ω is a local volume form and ω, ω 1 , . . . , ω r are 1-forms on M n , with n − r − 1 = 2 , then the vector field X given by
satisfies
and
Vice versa, if (2) and (3) hold at x and (
holds at x, up to a nonzero factor.
Proof. Denote η = ω 1 ∧ · · · ∧ ω r ∧ (dω) and assume X(p) = 0 (otherwise (2) and (3) We begin our analysis with distributions D ⊂ T M of odd rank m = 2k + 1. Consider local cogenerators ω 1 , ω 2 of D which are linearly independent 1-forms, sections of D ⊥ . Let ω be arbitrary smooth local section of D ⊥ . We define a characteristic vector field X = X ω of D, corresponding to ω, by the equality
where Ω is a local volume form on M = M 2k+3 and on the right-hand side we have (n − 1)-differential form. Basic properties of X ω are listed in Proposition 2, in particular we have
Note that the horizontal characteristic pair (ω, X ω ) satisfies the assumption of Proposition 1, i.e., X ω dω = 0. Thus the integral curves of X ω are singular curves of D.
We denote by C char (x) (respectively, C hor (x)) the set of characteristic vectors (respectively, horizontal characteristic vectors), which consists of vectors X ω (x), where X ω are characteristic (respectively, horizontal characteristic) vector fields of D.
Define local vector fields
We will later show that
We recall that D m (M n ) denotes the set of smooth distributions of rank m, on a smooth manifold M n , and M n is assumed to admit at least one such distribution. 
Theorem 2. There exists a subset
where S(x) is the cone of singular vectors at x. (b) The sets of generic points in (i) and (ii) are the sets where (G ) holds, while the set of generic points in (iii) is given by both (G ) and (G ).
(c) The subset G ⊂ D 2k+1 (M 2k+3 ) will be defined as the set of distributions whose 2-jet maps are transversal (in the sense of Thom transversality theorem) to the subset of 2-jets not satisfying the genericity conditions (G ) or (G ).
Remark 3. Statement (ii) follows from the relations between vector fields in (CVF) and (VF). Namely, let ω 1 , ω 2 be local cogenerators of D. Consider an arbitrary section 2 and we see that the (n − 1)-form
where Y j were defined in (VF). Therefore the map ω −→ X ω can be treated, at a fixed x ∈ M, as a homogeneous,
After [11] , this map will be called singular exp and denoted
where ω is a local section of D ⊥ such that ω(x) = p. This map defines the projectivized map PSexp
are linearly independent, the image of such a map is called a Veronese curve.
, which follows directly from the definitions.
Statement (i) of Theorem 2 implies that the singular cone S(x) coincides with the cone C char of characteristic vectors X ω (x). This, together with Remark 3, implies
Corollary 1. At points where (G ) is satisfied the singular cone S(x) is an algebraic cone in
From the definitions (CVF) and (VF) it is easy to observe the following 
where ( Property (P6) is a consequence of the formula (CVF ). Namely, from the definition Sexp x (p) = X ω (x), where ω(x) = p, and from the fact that the coefficients a 1 (x), a 2 (x) ∈ R in (CVF') are arbitrary we see that (P6) holds.
Finally, property (P5) can be shown using (P3) and (P6) in the following way. Note that span p∈D 
Then k = 1 and the singular exp is a linear map.
We see that (G ) holds everywhere outside S = {y = z = 0}. Therefore, on the set In particular there is no characteristic horizontal vector field such that γ is its integral curve.
For proving Theorem 2 we need
defined by the conditions (G ) and (G ), is open and dense in the space of all 2-jets.
Proof. It follows from the definition of G 2 (x) that so defined set is open and its complement is a real algebraic subset in the space of 2-jets. If we show that G 2 (x) is nonempty, it will follow that it is dense. We can take M = R 2k+3 and x = 0. Let R 2k+3 be endowed with linear coordinates
p k+1 p i dp i+1 , and the corresponding distribution D(x) = ker ω 1 (x) ∩ ker ω 2 (x). Then
p k+1 dp i ∧ dp i+1 − k−1 1 p i dp i+1 ∧ dp k+1 .
We then compute
(dq i ∧ dp i+1 )
(dp i ∧ dq i ) ∧ dp j +1 ∧ dp j +2 ∧ k i=j +2
(dp i ∧ dq i ) ∧ dp k+1 ∧ dz 1 ∧ dz 2 and the vector fields Y j defined by rank(a 1 β 1 + a 2 β 2 ) = 2k, for all a = (a 1 , a 2 2 Y i = 0, which contradicts (G ).) We conclude that for a singular curve γ , t → x(t), the field of tangent vectors can be written as v(t) =ẋ(t) = X ω (x(t)), where X ω is a characteristic vector field corresponding to a section ω of D ⊥ , which is any extension to a neighborhood of the curve γ of the field of covectors t → p(t) along γ . Therefore, any singular curve in U is an integral curve of a characteristic vector field.
It remains to show that the section ω can be taken horizontal. Take a point x = x(t) on the curve γ . Since rank dω| D(x) = 2k = m − 1, the kernel of dω| D(x) is of dimension one and v =ẋ(t) is in the kernel. This implies that there is a well defined, up to multiplicative factor, nonzero vector w tangent to D ⊥ at p = ω(x). Namely, let v ∈ ker dω| D(x) and let X be any extension of v to a local section of D. It is not hard to verify that the Hamiltonian vector field H X corresponding to the Hamiltonian H X :
and depends only on v = X(x). (If D = span{X 1 , . . . , X m }, take the unique u such that v = i u i X i (x) and then take w = i u i H X i (x, p).) A field of such vectors defines a bi-characteristic vector field H locally on D ⊥ , which is nonvanishing over the region of x where (G ) holds. It is unique up to multiplicative factor (a function of λ ∈ D ⊥ ).
Its trajectories t → (x(t), p(t)) satisfy (AE)
. The singular curves are exactly projections to M of the integral curves of H . We can choose a submanifold S ⊂ D ⊥ which is a single cover of a neighborhood of the singular curve γ and coincides with the field of covectors t → p(t) over the curve γ . For example, we can take a submanifold in S 0 ⊂ D ⊥ of dimension n − 1 which intersects the curve t → λ(t) = (x(t), p(t)) transversally at a single point and projects regularly on M. Then we define S as a submanifold of local integral curves of H passing through S 0 . Sinceẋ(t) = 0 the submanifold S has a nonsingular projection π S : S → M on a neighborhood of γ , and π S is a diffeomorphism onto π S (S). The foliation of trajectories of H projects on a foliation of singular curves of D, onto a neighborhood of γ . The section ω(x) := π −1 S (x) is the desired section and X ω has all trajectories being singular curves of D, including the curve γ . It follows from the second and the third equality in ( ) and from (AE) that X ω dω = 0, i.e., the constructed section ω is horizontal.
We have shown that the sets of smooth singular curves and of integral curves of horizontal vector fields coincide on the set U where (G ) holds. Thus, S(x) = C hor (x). Clearly, C hor (x) ⊂ C char (x). We have shown in the preceding paragraph that any vector v ∈ C char (x) belongs to C hor (x), thus C hor (x) = C char (x). This finishes the proof of statement (i) and of Theorem 2. 2 Remark 4. Notice that we do not need the distribution D to be jet-transversal to the exceptional sets E and E . In order that conditions (i)-(iv) hold it is enough that it meets the sets E and E at a nowhere dense subset of M.
Characteristic vector fields: rank D = 2k
Consider smooth distribution D on M 2k+2 of even rank m = 2k. Locally we can write D = ker ω 1 ∩ ker ω 2 , with smooth cogenerators ω 1 , ω 2 . A section ω of D ⊥ is called characteristic 1-form of D if it satisfies the characteristic equation
Given a local volume form Ω on M, the local vector field X = X ω satisfying
is called characteristic vector field of D, if ω is characteristic 1-form. A characteristic 1-form ω is called horizontal if X ω dω = 0 and the corresponding characteristic vector field X ω is called horizontal characteristic vector field of D. We denote by C char (x) ⊂ T x M (resp. C hor (x) ⊂ T x M) the cone of vectors at x generated by characteristic (resp. horizontal characteristic) vector fields.
Proposition 3. Characteristic vector fields X ω have properties (P1), (P2), (P3) from Proposition 2, i.e.,X ω (x) ∈ D(x), X ω (x) ∈ ker dω| D(x) , and [X ω , Y ](x) ∈ D(x), for any other characteristic vector field Y .
Proof. Definition (CVF) and Fact 2 imply X ω ω = 0 and X ω ∈ ker dω| ker ω . Therefore we obtain (P2) as D ⊆ ker ω.
Therefore, X ω ω = 0. This, together with X ω ω = 0, gives (P1). Property (P3) follows from (P1) and (P2), exactly as in the odd-rank case. 2
Contrary to the case of odd rank, if m = 2k the characteristic 1-forms and characteristic vector fields fill "discrete" subsets in D ⊥ and D. In order to explain this better we represent ω = λ 1 ω 1 + λ 2 ω 2 and re-introduce the characteristic equation of D,
with the unknown λ = (λ 1 , λ 2 ) ∈ R 2 depending on x. If Ω is a local volume form on M, we can write the characteristic equation in the equivalent form
where
are locally defined functions on M. This is a homogeneous equation, thus its nonzero solutions at a given point x can be considered as points in the projective line. Note that the characteristic polynomial P is defined by the distribution D uniquely, up to invertible factor, since the transformation ω 1 → a 11ω1 + a 12ω2 and ω 2 → a 21ω1 + a 22ω2 changes ω 1 ∧ ω 2 into det Aω 1 ∧ω 2 , where A = {a ij }. The solutions of (CE), when understood as elements ω = λ 1 ω 1 + λ 2 ω 2 of the annihilator D ⊥ , depend only on D and not on the choice of ω 1 and ω 2 .
We fix two cogenerators ω 1 , ω 2 of D so that a 0 (x) = 0. This can be done, locally, if P ≡ 0 and it means that (1, 0) is not a root of P = 0. Let Q = Q(a 0 , . . . , a k ) denote the discriminant of the polynomialP (t) := P (t, 1), which is a polynomial of the coefficients a 0 , . . . , a k . Denote Discr(x) = Q (a 0 (x), . . . , a k (x) ). We introduce the genericity condition
equivalent to all roots of (CE ) being single. If a root λ 0 = (t 0 , 1) is single thenP (t 0 ) = 0 andP (t 0 ) = 0, thus the implicit function theorem is applicable. Consequently, the solution (t 0 , 1) has a locally unique continuation which depends smoothly on the coefficients of P . We see that if rank D is even, the characteristic vector fields are locally defined and smooth in the region where Discr = 0 (the condition a 0 (x) = 0 is no more needed). They are unique up to order and multiplication by nonvanishing functions. There are at most k of them and they are given via the formula (CVF) where ω = λ i
is a solution of (CE) or (CE ).

In what follows we shall mostly work in the region R 2 of points in M, where the characteristic equation (CE) has at least 2 single real roots (counted in the projective line).
The region R 2 is an open subset in M, which follows from continuous dependence of (complex) solutions of polynomial equations with respect to the coefficients. The roots λ 1 = (λ 1 1 , λ 1 2 ) and λ 2 = (λ 2 1 , λ 2 2 ) being single, they depend analytically on the coefficients of the equation (treated as elements of the projective line). In particular, we can choose smooth sections λ i (x) = (λ i 1 (x), λ i 2 (x)) so that eachω i = λ i 1 ω 1 + λ i 2 ω 2 is a smooth section of D ⊥ andω 1 ,ω 2 are cogenerators of D. Such cogenerators satisfy the following equations (we omit tildes)
and will be called characteristic cogenerators. In order to state the main result consider two vector fields X 1 , X 2 defined on an open subset U ⊂ M 2k+2 . We define two distributions
where ad X Y = [X, Y ] denotes the Lie bracket of vector fields and we define inductively ad
equivalent to pointwise linear independence of the vector fields defining Γ 1 and Γ 2 . Denote
Suppose (G1) be satisfied at x ∈ M and define a nonvanishing 1-form ω 1 which satisfies
Then ω 1 is defined locally around x uniquely, up to a nonvanishing factor. Another useful genericity conditions is
The matrix in (G3) is antisymmetric, thus its rank is even, equal at most 2k. Interchanging the role of X 1 , X 2 and assuming (G2) we analogously define the vector fields
and a nonvanishing 1-form ω 2 which satisfies
The next genericity condition is
We will also need
and 
(ii) Around generic points x ∈ R 2 there exist two characteristic vector fields X 1 , X 2 of D which satisfy conditions (G1)-(G6). Moreover, at such x we have (c) Any smooth distribution D ⊂ T M can be modified on a contractible neighborhood of a point p so that its germ at p is an a priori given germ (this follows from connectedness of the Grassmannians). Thus, the region R 2 can always be made nonempty, by Lemma 2. Statement (ii) admits the following converse. We introduce the invariance condition
(For brevity, we write Proof. Let ω 1 , ω 2 be given by (F1), (F2). Then ker ω 1 (x) and ker ω 2 (x) are uniquely defined (which follows from (G1), (G2)) and In the proof of Theorem 3 we will need the following Lemma 2. There exist polynomial vector fields X 1 and 
and then their germ at any point where x 1 = x 2 = 0 and p 1 = q 1 = 1 satisfies (I1), (I2) and (G1)-(G6), with k = κ + 1. 
In neighborhood of such points the characteristic equation of D(x)
To be more precise, if κ = 1 then the sum at ∂ p i is empty, similarly as the other sums in the formula for Y 4 , and thus Y 4 = Y 2κ+2 = 0. In this case we stop our calculations here. If κ 2 we continue the recursive procedure and get 
for 2 r κ + 1. Therefore (G3) and the first part of (G6) hold at all points where x 1 = x 2 = 0 and q 1 = 0. By the symmetry between X 1 and X 2 we see that (G4) and the second part of (G6) hold, too, at the points where x 1 = x 2 = 0 and p 1 = 0. Finally, at S = {x 1 = x 2 = 0} the corresponding 1-form ω 2 annihilating Γ 2 is
q i dp i .
We see that at points where p = (p 1 , . . . , p κ ) = 0 or q = (q 1 , . . . , q κ ) = 0 we have kerω 1 (x) = ker ω 2 (x), thus corank Γ 1 (x) ∩ Γ 2 (x) = 2 at such points and dim Γ 1 (x) + Γ 2 (x) = 2κ + 4, i.e., (G5) holds. The set of points where (I1), (I2), and (G1)-(G6) are satisfied is open and dense in R n , n = 2κ + 4. This follows from the fact that X 1 and X 2 have polynomial coefficients. Namely, negations of conditions (G1), (G2) and (G5) mean linear dependence of some Lie brackets of X 1 and X 2 . Since the coefficients of Y −1 = X 1 , Y 0 = X 2 and of the Lie brackets Y j = ad j X 1 X 2 defining Γ 1 (respectively, Γ 2 ) depend polynomially on the coordinates, the negations of (G1), (G2) and (G5) can be expressed as polynomial equations. These equations are nontrivial as we have shown that they are not satisfied at some point in R n . Therefore, the set of their solutions is closed and nowhere dense in R n and the set U ⊂ R n of points where (G1), (G2) and (G5) are satisfied is open and dense in R n . The 1-form ω 1 is defined by the equations ω 1 (Y j ) = 0, j = −1, 0, . . . , 2κ + 1, and can be taken with rational coefficients, the common denominator of which is nonzero on U . The negation of condition (G3) can then be expressed as a nontrivial polynomial equation on U . The same applies to (G4) and (G6). Therefore, negations of conditions (G3), (G4), (G5), and (G6) hold on closed, nowhere dense subsets of U . This means that (G1)-(G6) are satisfied on an open, dense subset V in R n . Finally, it follows from our proof that
To show that all characteristic roots are real note that (1, 0) and (0, 1) are such roots, at points in S, since ω 1 , ω 2 are characteristic cogenerators. We will show that λ = (1, 1) is the remaining root, which is of multiplicity κ − 1 = k − 2. In fact, consider the sub-distribution N ⊂ D given by D ∩ T S. Then codim N = 4 for a generic point in S. Take ω = ω 1 + ω 2 , which corresponds to λ = (1, 1) . We see from the form of
This means that dω is of rank at most codim N = 4 at a generic point in S. Therefore, λ = (1, 1) is a solution of (CE) of multiplicity at least k − 4/2 = k − 2. On the other hand, it can not have higher multiplicity as there are two other real roots. The proof is complete. 2 Lemma 3. There exists a corank 2 distribution germ D at 0 ∈ R 2k+2 , k 2, which satisfies (G0), all k roots of characteristic equation are real, and it has a pair of characteristic vector fields (X 1 , X 2 ) that fulfill conditions (G1)-(G6).
Proof. We shall first perturb the example in Lemma 2 so that condition (G0) is satisfied. (We were unable to find out, by hand calculations, whether the distribution in Lemma 2 satisfies (G0) at some points.) Consider a distribution D and its cogenerators ω 1 , ω 2 . Fix a local volume form Ω. The coefficients a 0 , . . . , a k of the characteristic polynomial (CE ) depend polynomially on the first jet of (ω 1 , ω 2 ). The map j 1 (ω 1 , ω 2 ) → (a 0 , . . . , a k ) is submersive at generic jets. (For polynomial maps it is enough to check submersivity at one point. It is easy to do it on the 1-jet where the coefficients a 0 , . . . , a k are symmetric functions  a r = j 1 ···j r b j 1 · · · b j r of b 1 , . . . , b k .) The equation Discr = 0 defines an algebraic subset of codimension 1 in the space of coefficients a 0 , . . . , a k . Thus there exist arbitrarily small perturbations of a given 1-jet j 1 (ω 1 , ω 2 ) which give Discr = 0.
Consider the distribution germ D = D(ω 1 , ω 2 ) defined in Lemma 2, with cogenerators (ω 1 , ω 2 ) satisfying the genericity conditions (G1)-(G6) for a fixed pair of characteristic vector fields (X 1 , X 2 ). Applying a shift, we may assume that this is a germ at 0 ∈ R 2k+2 . Choose cogeneratorsω 1 andω 2 so that the coefficient a 0 of the characteristic equation (CE ), relative to these cogenerators, is nonzero (this is equivalent to (1, 0) not being solution of (CE )). By the above argument, a slight perturbation of the first jet of (ω 1 ,ω 2 ) will satisfy (G0) at 0 and, by continuity, in its neighborhood. By surjectivity, we can choose the perturbation so that all roots of the characteristic equation will remain real. (The unperturbed polynomial equation has real roots, thus it is a product of linear terms.)
At the same time we can choose the perturbation so small that conditions (G1)-(G6) are still satisfied for the pair (X 1 , X 2 ). This follows from the fact that the roots λ i = (λ i 1 , λ i 2 ) of the characteristic equation (CE ) depend smoothly, as elements of the projective line, on the coefficients a 0 , . . . , a k (the implicit function theorem is applicable here since they are single roots). Similarly, finite jets of λ i (x) depend smoothly on finite jets of a 0 , . . . , a k , thus they depend smoothly on finite jets of (ω 1 ,ω 2 ). The lemma is proved. We first prove statement (ii). In the proof we will use the following condition.
In order to prove statement (i) it is enough to show that if X ω is a characteristic vector field, then there exists a function f on M such that f ω is horizontal. Then the proof will follow from equation (AE) as in the odd-rank case.
Note that if ω is characteristic, then X ω ∈ ker dω| ker ω 
