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Twitter の有効な活用方法についての議論を行なうための課題のひとつとして，ある期間における 
twitter 上の書き込みが他の期間に比べ特徴的（アノーマル）であることを知ることが挙げられる．不特定
多数のユーザがそのときどきの感情や考えを短文で呟くという twitter の性質上，tweets の集合は新聞記
事のような分かりやすいトピック性を持たず，雑多な話題が混ざり合っている．そのため，ある期間が不特
定多数のユーザにとって注目すべき期間であるかどうかを知ることは容易ではない．本研究ではそのよう
な，書込み内容が特徴的で twitter のトピックに影響を与えている期間の検出を目指す． 
本研究では，トピックモデルの考え方のひとつである Latent Dirichlet Allocation (LDA) を用いた文書
の次元圧縮と確率分布間の距離尺度をもって文書間の距離を定義し，それを用いた文書のアノーマルスコア
を定義する．これを用いて実際に 2013 年 11 月 25 日から 2014 年 4 月 15 日までの 142 日間分約 68 
GB の tweets 集合からアノーマリィ検出を行なった．なお，トピックモデルとは文書のトピックやトピック
に関連のある単語を文書集合から教師なし学習するための枠組みである．トピックモデルにおいて文書は単
なる単語の集まり (bag-of-words) として扱われており，LDA を用いた推定により文書はトピック上の確率
分布として表現される．また，従来から知られる文書の特徴比較の手法である tf-idfや，異常検知手法であ
る Local Outlier Factor(LOF)との比較，tweets のトピック上の分布の概形推定なども行なった． 
これらを経て，我々は主に以下のような成果を得た． 
 トピックが雑多にまざりあう tweets においても，トピックモデルに基づく提案手法でアノーマリィが
検出できる． 
 日毎に分割した tweets では，クリスマスやニューイヤーズデイのような国際的なビッグイベントにつ
いてしか強くアノーマリィとして捉えることができないが，時間毎に分割した tweets からはより短い
期間に起こる出来事のアノーマリィも検出できる． 
 Tweets を対象とし LDA を用いたトピックの内容の推定では，各トピックがそれぞれ人間にとって直感
的なトピック（「経済」や「スポーツ」など）とはならない． 
 局所密度に着目したアノーマリィ検出手法である LOF との比較の結果，提案手法と LOF は概ね近似的
な働きをするが，LOF は継続的なアノーマリィを検出し損ねることがあることが分かった． 
 Tweets は概ね単峰に分布しており，これをガウス分布と仮定して最尤推定，サンプリングしたとき，ア
ノーマルスコアが高いノードは出現しにくく，アノーマリィの検出尺度としての妥当性を示した． 
 
更に，twitter という次々に新しい書込みが生まれる文書集合を対象にするため，実用のうえでオンライ
ン学習できることは重要である．そこで，アノーマルスコア算出手法のオンライン化についても行なう．オ
ンライン学習可能な LDAについて触れ，逐次的に計算できるようアノーマルスコアを再定義する．これらオ
ンライン学習可能なモジュールにより再び tweets のアノーマリィ検出を行なった．オンライン LDA の性能
について課題は残ったが，オンラインアノーマルスコアの尺度としての有用性を得た． 
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