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Resonances are often treated under the assumption that they are simple poles of 
the resolvent kernel (Green’s function). There are no physical or mathematical 
reasons which exclude the existence of multiple poles of Green’s functions even in 
the case when the potential is real valued. In this case the poles in the physical 
sheet are simple since the Schrodinger operator is selfadjoint but the poles on the 
unphysical sheet are not necessarily simple. We prove that sufftciently small pertur- 
bations of the potential (or boundary in diffraction problems) do not increase the 
multiplicity of the resonances on any fixed compact domain of the complex plane. 
We also observe that a knowledge of the set of the Green’s function poles does not 
determine the potential uniquely. 
Let G(x, y, k) be the Green’s function (resolvent kernel) of the 
Schrodinger operator with a compactly supported potential. It is proved that 
G is a meromorphic function of k on the whole complex plane. Its poles in 
the half-plane Im k < 0 are called resonances. There are many papers (see 
references in [ 121) on perturbation of the eigenvalues of linear operators. The 
complex poles of the Green’s function is more difficult to study because these 
poles are not the eigenvalues and therefore some analogue of the charac- 
teristic equation for the eigenvalues should be found. In the literature there 
are some papers on perturbation of the embedded eigenvalues [ 13 ] (they are 
also called resonances sometimes), on the absorption of eigenvalues by 
continuous spectrum [ 141 and the S-matrix poles [ 151. Our approach is 
different. We reduce the problem to the study of perturbation of an isolated 
singular point of a meromorphic Fredholm operator function and our 
technique for the study of its perturbation is that of abstract bifurcation 
theory [6]. Our observations are as follows (see also [ 181): 
(1) Under some mild assumptions the multiplicity of a pole does not 
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increase; the pole can have branch points on the complex plane of the 
parameter of perturbation. 
(2) The set of the poles of G does not determine the potential uni- 
quely. 
(3) The multiplicity of the complex poles does not coincide with the 
multiplicity of the zeros of eigenvalues of the corresponding eigenvalue 
problem. 
1. STATEMENT OF THE PROBLEM:MAIN RESULT 
We illustrate the method by considering the Green’s function of the 
Schrodinger operator 
(H - k’)G = (-V’ - k* + V(x)) G(x, y, k) = 6(x - y) in R’ (1) 
with a compactly supported potential. In order to avoid insignificant 
technical arguments we assume that V is continuous. The method allows one 
to treat potentials with local singularities at some points xi of the type 1 I’ < 
c Ix - Xjl -2+c, E > 0, c = const. and also I’ E L:,, . The integral equation 
G = Go - Go VG, G =expW--A) 0 4n]x-p] 
can be transformed into 
[I + Z-(k)]u = uo, u=Gf, uo=Gof. f~C2, T=G,V. (3) 
Let us fix an arbitrary number R > 0 and denote by D, the set (k: j kl < R }. 
It is well known (see, e.g., [l-4]) that the operator [I + T(k)] -’ is a 
meromorphic on the complex plane k operator valued function with the 
Laurent coefftcients which are finite rank operators. Let k, ,..., k,, N = N(R), 
be the poles of this operator and m,,..., mN their multiplicities. Since our 
arguments will be uniformly applicable to any of these poles we consider a 
single pole z with the multiplicity m. 
Suppose that V, = V + sq, where E is a small parameter and q is a 
compactly supported continuous function. The main result is the following: 
THEOREM. If 1 EJ is suficiently small then mj(e) < mj, 1 Q j < N, where 
mj(E) is the multiplicity of any pole kj(E) of the Green’s function of (1) when 
V, is substituted for V, provided that kj(E) - kj is suflciently small. 
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2. PROOFS 
Let us denote by T,(k) the operator G, V, = T + cG,,q. The operators will 
be considered in the abstract setting. Assume that T,(k) and T(k) are 
analytic operator valued functions with the values in the set of compact 
operators on a Banach space X, ]] T,(k) - r(k)]] -+ 0 as E + 0. Let 4, ,..., 4, be 
a basis in Ker(f + T(z)) (Ker.4 is. the set (#:A# = 0)), (a,,..., u,} the 
biorthogonal to (#, ,..., #,,} system of functionals in X* and 
Qh = c (h, uj) uj, 
j=l 
(4) 
where (u, ,..., u”} is the system of elements of X biorthogonal to the Ker {Z + 
[T(z)] *}. We denote by vi, i < j < n, a basis in this subspace. 
LEMMA 1. The operator Z + T(z) + Q is invertible in X. (This means 
that r E (I + T(z) + Q)- ’ is bounded and defined on all of-X). 
Proof of Lemma 1. Indeed, since T(z) + Q is compact it is sufficient to 
verify that Ker (I+ T(z) + Q) is trivial. Suppose that (I + T(z))h = -Qh = 
-Ci”= 1 (h, ~j) Uj. By the Fredholm alternative (Qh, tyi) = 0, i = 1,2 ,..., n. 
This means that (h, uj) = 0, 1 <j< n, because (ni, vi) = sii. Thus 
h E Ker (Z + T(z)), h = Cr=, ~~4~. But (tijj, ui) = Sji. Hence (h, u,~) = 0, 
1 < j < n, implies that cj = 0, 1 < j < n, and h = 0. 
Let us write the equation 
[Z + T,(k)]v = II,,, 
where U, is an arbitrary element of X, as 
[I+T(z)+Q+T,(k)-T(z)-Q]u=q,. 
By Lemma 1 this equation is equivalent to 
z! - a@, &)U = I%‘(&, /I), 
where 
A=k-z, a@, E) = (I + T(z) + Q + T,(k) - T(z)) - ‘Q, 
IV@, A) = (I + T(z) + Q + T,(k) - T(z))-‘u, = I-(& E)c,. 
The following Lemma is formulated for convenience of the reader. 
(5) 
(6) 
(7) 
(8) 
(9) 
LEMMA 2. The operator a(& E) is analytic in E and A in a neighborhood 
D of the point (0,O) in C2 and is a finite rank operator (dim Range 
a(& E) = n). The element w(A, E) is analytic in E and 1 in D. 
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Proof of Lemma 2. Analyticity follows from the following facts: 
(1) r is bounded, 
(2) II T,(k) - T(z)11 is arbitrarily small if 11 I < 6. I E I < 6 and 6 > 0 is 
sufficiently small, and 
(3) T,(k) - 7-c ) z is analytic in E and I= k - z. The rest is obvious. 
Proof of Theorem 
From (7) it follows that 
(I + T,(k))-’ = (I - a@, E))- ’ . r(A. E). (10) 
where r(1, E) is analytic in ,I, E in D, r(O, 0) = r, while a@. E) is analytic in 
1, E in D and has finite rank. Thus the singularity of (I + T,(k)) ’ near k = z 
is the same as the singularity of (I - a(l, E)))‘. Since a@, E) has rank n for 
all A, E E D one can use the matrix representation of the operator a(A, E) and 
write (I - a(A, E)))’ in the form of the ratio 
(I-a@,&))-’ =-$f+. 
3 
(11) 
Here d(L, E) = det(dij - a,(& E)). A = A,ji(L, E) is the algebraic complement 
to Sji - aji(l, E). By the assumption the operator (I- a(& 0)) ’ = 
A(L O)/d(L, 0) has a pole A= 0 of multiplicity m. This means that the above 
ratio can be written as 
(z-a(l,o))-l = 4 +A, + ow A”(Ao + a, + O(A2)) ’ d,#O,A,#O. (1.2) 
We have 
A(~,E)=A(~.0)+&A,(~,0)+O(E2) 
=A,+k4,+0(~2)+EA,(0,0).+EO(~). (13) 
TO the function d(L, E) we apply the Weierstrass preparation theorem 15 1. 
This theorem says that 
[ 
m-1 
4L 6) = ;1” + y A/(&)Aj b(l, E), 
j=O I 
(14) 
where b(L, E) is analytic in D and 6(0,0) # 0, and Aj(0) = 0. Now it is clear 
that the nature of singularities of operator (11) is determined by the function 
(15) 
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The equation 
(16) 
has p < m different roots Izj(e), lj(0) = 0, 1 <j< p. These roots can be 
represented by Puiseux series. There is an algorithm known for calculation of 
the Puiseux series for Ai (the Newton diagram method [6]). Since p < m 
the multiplicity of the pole z can not increase. 
Remark 1. The above argument shows that the perturbed pole z can be 
transformed into a branch point on the complex plane E under small pertur- 
bation of the potential but remains a pole of order <m on the complex plane 
k. (See [ 18 ] for example.) 
Remark 2. In [ 71 the following question was formulated: to what extent 
does the knowledge of the complex poles and the principal parts of the 
Laurent expansion about the poles determine the potential? In the one- 
dimensional case (H = -d*/dx* + V(r), r>, 0, V(r) = 0 for r > R) the 
answer is positive: the Jost function can be determined from the above data 
by the Hadamard formula [S] and then the machinery of the inverse 
scattering can be used for calculation of the potential V(r). This remark 
shows also that a knowledge of the set of the complex poles only does not 
determine the potential because it does not determine the Jost function uni- 
quely. 
Remark 3. We do not treat perturbations of the boundary in the exterior 
boundary value problems separately, because the abstract case discussed 
above includes the boundary perturbations. In [7] one can find a relevant 
example. 
Remark 4. A variational principle for resonances is given in [ 9 1. 
3. THE MULTIPLICITY OF THE COMPLEX POLES 
It was proved in [ 161 (see also [ 17 1) that the set of complex poles 
coincide with the set of complex zeros of the eigenvalues of certain integral 
equations. In the case we are concerned with in this paper one can have in 
mind the eigenvalues of the equation [I + T(k)]uj=lj(k)uj, j= 1,2,... . It 
was an open question whether the orders of the zeros of A,(k) are equal to 
the multiplicities of the corresponding poles. We show by presenting an 
example that this is not so in general. Let us take as I + T(k) a finite- 
dimensional operator with the following matrix 
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,A(k) 1 
A(k)= o 
( 1 A(k) ’ 
We have A,(k) = A(k), 
A-‘(k)= 
If A(z) = 0 and m is the order of the zero, then z is the pole of A -I(k) of 
multiplicity 2m. It is clear from this example that the order of zeros of the 
eigenvalues will coincide with the multiplicity of the corresponding poles iff 
A(k) is diagonalizable, that is, ,4(k) has no root vectors. This example is 
sufftciently general because for a compact T the eigenvalues Lj # -1 have 
finite algebraic multiplicities and the corresponding root spaces reduce 
I + T(k), so that in the root spaces I + T(k) is a matrix operator. 
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