This paper presents a system that can automatically segment objects in large scale 3D point clouds obtained from urban ranging images. The system consists of three steps: The first one involves a ground detection process that can detect relatively complex terrain and separate it from other objects. The second step superpixelizes the remaining objects to speed up the segmentation process. In the final step, a manifold embedded mode seeking method is adopted to segment the point clouds. Even though the segmentation of urban objects is a challenging problem in terms of accuracy and problem scale, our system can efficiently generate very good segmentation results. The proposed manifold learning effectively improves the segmentation performance due to the fact that continuous artificial objects often have manifold-like structures.
INTRODUCTION
3D models with geographical locations and semantical labels are the key for urban modeling that is widely used in a variety of applications, such as urban planning, simulation and visualization. Compared to modeling with traditional tedious and timeconsuming CAD tools to create and visualize 3D digital urban models, many methods have been developed in recent years to obtain * Area chair: Pal Halvorsen Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. 3D information automatically. With these methods, it becomes possible that large scale 3D data can be obtained and processed.
As a common method to obtain 3D information, systems equipped with LIDAR (light detection and ranging) sensors are widely used. The obtained data, also called ranging images, can be represented by 3D point clouds. However, a cloud as a whole reveals only limited structure of the urban scene and is far from being an informative visualization. To further utilize it, a necessary step is to label and categorize the points in the cloud object by object.
Object segmentation plays a crucial role in the point cloud processing routine. By segmentation, the points composing an object is extracted from the scene for recognition and a semantical tag is then attached to it. Despite the abundant previous works, only a few are related to large scale urban scene object localization [5] . Most methods are designed for a much confined scenario, such as focusing on a specific class of objects like roads [6] , vehicles [4, 10] , trees [15, 14, 9] , and buildings [7, 3, 11] . In these cases, either the scenario is relatively simple that contains only a few objects [8] , or the input objects have been segmented from the scene. The theme of these papers is mainly related to recognition and reconstruction of a specific class of objects where object recognition (or classification) techniques play a central role.
The urban object recognition system proposed in [5] uses normalized cuts [13] and min cut [1] to localize and partition point cloud objects. Other graph partitioning methods such as graph cut [2] are also useful tools for partitioning a set of points into subgroups. Our data, however, consist of much more complicated urban scenes, which render these methods fail in our experiments. The major challenge is basically twofold: First, point clouds typically consist of complicated, densely aligned objects with large size variation. Second, the inherent computation consuming nature of segmentation further leads to difficulties in dealing with large scale problems, reducing the practicality of a method. In this paper, we develop a system that can automatically segment objects in a 3D cloud of a large scale urban scene that contains billions of points. An example of the segmentation using our system is illustrated in Fig. 1(b) . It is worth mentioning that Golovinskiy et al. [5] and Lim et al. [8] also developed a system for similar purpose. The differences between our work and theirs include that 1) our system can extract complicated terrain maps, while [5] and [8] assume relatively simple, flat terrains. Without accurate terrain extraction, segmentation of some objects is easy to fail, 2) buildings that later can be used for further mesh reconstruction are included and segmented, 3) our data are highly noisy and heterogeneous due to the data acquisition and preprocessing method 1 , and 4) the objects in our data are highly occluded since the data are generated by going through the streets once. Fig. 2 shows how our method works. The three main steps, ground (terrain) detection, superpixelization, and object segmentation, are described as follows.
THE PROPOSED METHOD

Terrain Detection
The first step of our system is to detect terrain from a point cloud. The terrain of a scene is related to the resolution we consider: 
where z(p) is the function to have the z-coordinate, along with xΔ(p) and yΔ(p) being the functions that retrieve the grid indices along the x-axis and the y-axis respectively when the xy-plane is masked with a Δ × Δ grid. It is not difficult to develop a simple algorithm to generate the terrain map based on the definition if a perfectly captured scene is given. In real cases, however, occlusion and noise are ubiquitous. For example, parts of the ground hidden under cars cannot be detected. We use the following techniques to overcome this problem: 1) a maximum threshold is set to detect an abrupt change of the local minimum of heights for points, 2) paved road detection, and 3) expansion from paved road to obtain a better terrain.
The ground extraction algorithm is a two-pass process consisting of rough ground extraction and further refinement. In the first step, we divide the xy-plane into regular grids of size Δ × Δ. For each grid, we eliminate points higher than the lowest point with a height difference larger than T hre1. Mathematically, we define the roughly extracted ground as a set of extracted points satisfying the following condition:
1 The ranging images are obtained by driving a vehicle loaded with LIDAR censors on the street. Due to the local traffic, the objects in the scene, such as vehicles and working people, are not stationary, causing some objects distorted. Another reason for low quality of the data is that our scene covers a much larger urban area, with the spanning about 10 kilometers. So the density of the data at many locations is low where it is hard to define objects.
The first step can effectively remove the majority of the objects while preserving uneven portions of the ground. Since we set Δ to 1.5 and T hre1 to 1.7 in this paper, our system can tolerate inclination up to approximately 40 degrees. The method can also eliminate vertical structures with abrupt rise. Most of these structures correspond to building facades, walls, overpass pillars and trunks and should be considered as objects. The second step aims at eliminating undesired object residues. Since the detected point clouds show an elongated shape along the road, we perform principal component analysis (PCA) with the cloud points on the xy-plane and select the eigenvector corresponding to the largest eigenvalue to indicate the road direction. We then divide the points into stripes of width Δs along the road direction, using multiple hyperplanes perpendicular to the road. Within each stripe, the points are further divided into grids of size Δg × Δs.
Suppose we use l k to indicate the l k th grid in the k stripe, T k 1
to indicate the point set in the kth stripe, and T
to indicate the point set corresponding to the l k th grid. To locate the expansion starting point, the grid containing the paved road in the kth stripe is detected as:
where the road height z Road is defined as:
and the maximum bin Binmax is defined as the largest bin of the histogram of point heights ranging from min p∈T k
Experiments show that most road points are well detected, with similar heights densely concentrated in the height histogram to form the largest bin. Thus it is reasonable to estimate the road height by calculating the mean of the largest bin.
The detected grid is taken as the starting point. We eliminate points within this grid that are higher than the lowest point with height difference more than T hre3 and mark this grid as "refined". We then propagate the refinement from the starting grid in a spatially continuous manner along the stripe. For each unrefined grid, we refer to the highest point that is identified as the ground in the previously refined grid and denote it as the reference point. Each unidentified point in the unrefined grid is compared with the reference point. Those higher with height differences larger than T hre3 are eliminated and the rest are identified as ground. The highest among these points is selected as the new reference point. If there are no newly identified ground points, the reference point is not changed. The above process is repeated until all grids are refined in the map. We select Δs, Δg, T hre2 and T hre3 respectively as 10, 1, 10 and 1 and set the bin size as 1.
Point Cloud Superpixelization
The residual C − T by removing the detected terrain T from a given cloud C is to be segmented. In order to solve large scale segmentation problem, a necessary step prior to the segmentation of objects is superpixelization. We first use mean shift oversegmentation with a bandwidth 5. The obtained clusters are further refined by recursively performing cluster split using 2-cluster kmeans clustering, until each cluster contains less than 300 points.
Segmentation of Objects
Since the number of objects in a given urban scene is unknown, a clustering algorithm that needs this number known is not suitable for such a task. Mode seeking methods such as mean shift can serve as an appropriate tool. Besides the ability to automatically determine the cluster number and the potential for parallelization, mode seeking can accurately detect many objects (such as trees) even though they are densely aligned. We observe that these objects tend to have high point density at their centers while showing low density at their boundaries, which particularly favors such method. Our method is closely related to mean shift but has many additional features that prove to be essential for obtaining good segmentations: 1) a directional biased kernel bandwidth with z axis suppression, 2) minimum panning tree (MST) embedded mode seeking [16] that can detect compact structures and favor point connectivity with manifold-like point clouds, and 3) a large size prior for buildings with adaptive kernel size.
The observation for introducing the first feature is that points tend to have larger correlation along the vertical direction than horizontal directions. It inspires us to increase the kernel bandwidth along the vertical direction to strengthen point connectivity. This is equivalent to suppressing the z-axis coordinates for all the points and performing subsequent operations including MST construction and mode seeking in the z axis suppressed coordinate space. In this paper, we suppress the z coordinates with a ratio of 0.5.
Suppose the superpixels of a point cloud are represented by a set
where N is the total number of superpixels. The dimensionality d equals 3 in our case and vi is the mean z-suppressed space coordinate of the points belonging to the ith superpixel. For a given set of superpixels, we construct its full connection graph G = (V, E) where E = {ei,j |i, j = 1, ..., N, i = j} and |ei,j | = vi − vj . Using Kruskal algorithm we are able to extract the minimum spanning tree (MST) S = (V, ES), which is a connected graph of G with ES ⊆ E, |ES| = N − 1. For any node pair (i, j), i = j, there exists a unique path Eij such that Eij ⊆ ES, i and j are connected sequentially by elements of Eij and deleting any one of the elements results in the disconnection of i and j. In addition, we define Eij to be ∅, if i = j.
We propose to use a joint representation of the MST distance space ("MST space" for short) and the feature space (the coordinate space) to define the density estimator. Consider the simplest case where the MST space kernel center is located exactly at a tree node vj . Then the density estimator can be written as follows:
where d(vj, vi) is the cumulative length of the path connecting node vi and vj, defined as:
In (6), p k is the single point coordinate of the kth point and Vm represents the set of points belonging to the mth superpixel. We use the above form instead of d(vj, vi) = em,n∈E ij ||vm − vn|| defined in [16] to further reward attraction along manifolds. In (5), v is the feature space kernel center, h1 and h2 are the bandwidth parameters controlling the window size, c0 is a constant determined by the sample size and bandwidth, and k(x) = exp(− 1 2
x) is the profile of a normal kernel.
The inference of mode seeking for the tree-embedded density estimator is well described in [16] . We employ the fast approximation of the mode seeking process by iteratively shifting the MST space kernel and the feature space kernel, which is described in [16] . We also employ an adaptive bandwidth, utilizing a large size prior for buildings. We re-cluster superpixels from clusters containing at least one superpixel higher than the road height for 7.5 in the z axis suppressed space, with the same superpixel set and MST structure as those in the previous step, but the bandwidths for re-clustered superpixels are enlarged to 7.2 and 12, which are six times the original bandwidths. Combining the cluster label for low altitude superpixels together with the re-clustered result, we can obtain the final cluster label for each point in the point clouds.
Finally, we emphasize again that our method can automatically label different objects without object recognition after the terrain detection. One example is given in Fig. 2(d) , and more can be seen in the next session.
EXPERIMENTS
We conduct comprehensive experiments to test the proposed system on a data set containing 176 images obtained by scanning some streets of our city. To better illustrate its performance, the results are compared with results obtained by mean shift, a standard segmentation method widely adopted in the literature for point cloud segmentation [5, 12] . The mean shift algorithm is operated on the same object superpixels obtained through the first and second steps of our method. It also uses adaptive bandwidth in the our experiments, with the same parameter adaptivity settings to our method.
Qualitative Evaluation
We randomly illustrate some ranging images with representative urban scenes and perform ground detection and segmentation. The results indicate our system can generate very good segmentation under a variety of complicated scenes. The scenes illustrated in Figs. 1 and Fig. 2 contain complex terrain which is hard to extract. Our system can accurately extract the majority of the ground. It is also worth mentioning that the embedding manifold structure helps to improve segmentation on spanning objects, particularly overpasses and buildings, as illustrated in Fig. 1, Fig. 4(a) and Fig.  4(d) . Notice that for the data illustrated in Fig. 1 , there is no way for mean shift to segment the whole bridge without erroneously including nearby objects (the pylon on the right). Fig. 4 (e) illustrates our segmentation result on a challenging task where large buildings are densely aligned while the scanned points are sparse on these buildings. The buildings are difficult to separate but our system can generate very accurate segmentation. Fig. 3(f) and Fig. 3(g) contains densely aligned trees difficult to separate. Our method works Figure 3 : A portion of the segmentation results obtained by our system. The test data contains typical urban scenes. well on such kind of data. Tested on the whole data set containing hundreds of scenes similar to the above illustrated ones, the visual examination suggests that our system has similar performance to the illustrated ones. In all our experiments, the bandwidth for mean shift is set to 4 and the two bandwidths h1 and h2 for our method are respectively set to 1.2 and 2. These parameters are empirically selected to optimize the performance of the two methods.
Quantitative Evaluation
We compare each automatic segmentation against the ground truth 2 segmentation by finding (a) how much of the automatic segmentation contains the whole object (precision), and (b) how much of the object is not oversmoothed with other objects (recall). The result is illustrated in Fig. 5 . Results show that our method significantly outperforms mean shift.
DISCUSSION AND CONCLUSION
In this paper, we have developed a system that can automatically segment objects in complicated urban scenes. The system can separate single, relatively small objects while preserving the connectivity of large, spanning ones. It provides good initial interpretations of the urban scenes, based on which 3D object reconstruction, visualization and recognition can be carried out.
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