Abstract. Let Z be the center of a nonnoetherian dimer algebra on a torus. We show that the nilradical nil Z of Z is prime, may be nonzero, and consists precisely of the central elements that vanish under a cyclic contraction. This implies that the nonnoetherian scheme Spec Z is irreducible. We also show that the reduced center Z = Z/ nil Z embeds into the center R of the corresponding homotopy algebra, and that their normalizations are equal. Finally, we characterize the normality of R, and show that ifẐ is normal, then it has the special form k + J where J is an ideal of the cycle algebra.
Introduction
The main objective of this article is to make progress in establishing a geometric description of the centers of nonnoetherian dimer algebras on a torus. A dimer algebra is a type of quiver algebra where the quiver embeds into a compact surface and the paths satisfy homotopy-like relations. Dimer algebras originated in string theory [HK, FHVWK, FHMSVW] , and have found wide application to many areas of mathematics, including noncommutative resolutions [B5, B7, Br, D, IN] , cluster algebras and categories [BKM, GK, K] , mirror symmetry [FHKV, FU] , and number theory [BGH] . Throughout, we will restrict our attention to nondegenerate dimer algebras on a torus.
A dimer algebra is noetherian if and only if its center is noetherian [B4, Theorem 1.1], and in either case the Krull dimension of the center is 3 [B6, Theorem 1.1]. A well known property of noetherian dimer algebras is that their centers are normal integral domains. In this article we consider the question: Is the center of a nonnoetherian dimer algebra necessarily normal, or necessarily a domain? If not, what can be said about its normalization, zero divisors, and nilradical?
Let A be a dimer algebra, and let p, q be distinct paths in A. If there is a path r such that rp = rq = 0 or pr = qr = 0, then p, q is called a non-cancellative pair. The center R of the quotient algebra (1)
A/ p − q | p, q a non-cancellative pair , is called the homotopy center of A. We will find that the homotopy center is closely related to the center of A. Our main theorem is the following.
Theorem 1.1. (Theorems 3.7, 4.1, 6.7, and Corollary 6.8.) Let A be a nondegenerate dimer algebra.
(1) If ψ : A → A is a cyclic contraction, then the nilpotent central elements of A are precisely the central elements in the kernel of ψ, nil Z = Z ∩ ker ψ.
(2) The reduced centerẐ := Z/ nil Z is an integral domain.
(3)Ẑ is a subalgebra of the homotopy center R, and their normalizations are equal. (4) R is normal if and only if R = k + J for some ideal J of S. Consequently, if Z is normal, thenẐ = k + J.
We give examples of dimer algebras exhibiting various properties of the central nilradical. Notably, we show that nil Z may be nonzero (Example 3.1); the containment Z ⊆ R may be proper (Example 4.3); andẐ may not be normal (Proposition 6.5).
Preliminaries
Throughout, k is an algebraically closed field of characteristic zero. Given a quiver Q, we denote by kQ the path algebra of Q, and by Q the paths of length . The vertex idempotent at vertex i ∈ Q 0 is denoted e i , and the head and tail maps are denoted h, t : Q 1 → Q 0 . By monomial, we mean a non-constant monomial.
Definition 2.1.
• A dimer quiver Q is a quiver whose underlying graph Q embeds into a real twotorus T 2 such that each connected component of T 2 \ Q is simply connected and bounded by an oriented cycle of length at least 2, called a unit cycle.
1
The dimer algebra A of Q is the quotient kQ/I, where I is the ideal (2) I := p − q | ∃a ∈ Q 1 s.t. pa and qa are unit cycles ⊂ kQ, and p, q are paths.
• If p is a path in Q, then we refer to p+I as a path in A since each representative of p + I is a path. If p, q are paths in Q (resp. A) that are equal in A, then we write p ≡ q (resp. p = q).
• A and Q are non-cancellative if there are paths p, q, r ∈ A for which p = q, and pr = qr = 0 or rp = rq = 0; in this case, p, q is called a non-cancellative pair. Otherwise, A and Q are cancellative.
2
• A perfect matching D of Q is a set of arrows such that each unit cycle contains precisely one arrow in D.
• A perfect matching D is simple if there is an oriented path between any two vertices in Q \ D. In particular, D is a simple matching if Q \ D supports a simple A-module of dimension 1 Q 0 .
• A dimer algebra is nondegenerate if each arrow is contained in a perfect matching.
Notation 2.2. Let π : R 2 → T 2 be a covering map such that for some i ∈ Q 0 ,
Denote by Q + := π −1 (Q) ⊂ R 2 the covering quiver of Q. For each path p in Q, denote by p + the unique path in Q + with tail in the unit square [0, 1)
denote by R p,q the compact region in R 2 ⊃ Q + bounded by (representatives of) p + and q + , and denote by R
• p,q the interior of R p,q . Notation 2.3. By a cyclic subpath of a path p, we mean a proper subpath of p that is a nontrivial cycle. Consider the following sets of cycles in A:
• Let C be the set of cycles in A (i.e., cycles in Q modulo I).
• For u ∈ Z 2 , let C u be the set of cycles p ∈ C such that
• For i ∈ Q 0 , let C i be the set of cycles in the vertex corner ring e i Ae i .
• LetĈ be the set of cycles p ∈ C such that (p 2 ) + does not have a cyclic subpath; or equivalently, the lift of each cyclic permutation of p does not have a cyclic subpath. We denote the intersectionĈ ∩ C u ∩ C i , for example, byĈ u i . Note that C 0 is the set of cycles whose lifts are cycles in Q + . In particular,Ĉ 0 = ∅. Furthermore, the lift of any cycle p inĈ has no cyclic subpaths, although p itself may have cyclic subpaths.
Let A = kQ/I be a dimer algebra. For each perfect matching D of A, consider the map n D : Q ≥0 → Z ≥0 defined by sending a path p to the number of arrow subpaths of p that are contained in D. n D is additive on concatenated paths, and if p, p ∈ Q ≥0 are paths satisfying
In particular, n D induces a well-defined map on the paths of A. Now consider dimer algebras A = kQ/I and A = kQ /I , and suppose Q is obtained from Q by contracting a set of arrows Q * 1 ⊂ Q 1 to vertices. This contraction defines a k-linear map of path algebras ψ : kQ → kQ .
If ψ(I) ⊆ I , then ψ induces a k-linear map of dimer algebras, called a contraction,
To specify the structure we wish ψ to preserve, consider the polynomial ring generated by the simple matchings S of A ,
To each path p ∈ A , associate the monomial
For each i, j ∈ Q 0 , this association may be extended to a k-linear mapτ : e j A e i → B, which is an algebra homomorphism if i = j. Given p ∈ e j Ae i and q ∈ e A e k , we will write p :=τ ψ (p) :=τ (ψ(p)) and q :=τ (q).
ψ is called a cyclic contraction if A is cancellative and
The algebra S, called the cycle algebra, is independent of the choice of cyclic contraction ψ [B3, Theorem 3.14] . S is also isomorphic to the center of A , and is a depiction of both the reduced center of A and the center of Λ [B6, Theorem 1.1]. Remarkably, every nondegenerate dimer algebra admits a cyclic contraction [B1, Theorem 1.1] . In addition to the cycle algebra S, we will also consider the homotopy center of A,
R is isomorphic to the center of the homotopy algebra, given in (1) [B2, Theorem 1.1].
Lemma 2.4.
(1) If p and q are paths satisfying qp = 0, then qp = qp.
(2) For each i, j ∈ Q 0 , the k-linear mapτ : e j A e i → B is injective. Figure 1 . Examples for Remarks 2.6 and Proposition 6.5. The quivers are drawn on a torus, the contracted arrows are drawn in green, and the 2-cycles have been removed from Q . In each example, the cycle in Q formed from the red arrows is not equal to a product of unit cycles (modulo I). However, in example (i) this cycle is mapped to a unit cycle in Q under ψ. We denote by σ i ∈ A the unique unit cycle at i ∈ Q 0 , and by σ the monomial
The following lemma will be useful.
Lemma 2.5. [B2, Lemma 5.2] Suppose Q admits a cyclic contraction, and let p be a nontrivial cycle.
(
Remark 2.6. Let p + be a cycle in Q + ; then p = σ m for some m ≥ 0 by Lemma 2.5.1. However, p may not necessarily equal a power of the unit cycle σ t(p) (modulo I). Two examples are given by the red cycles in Figures 1.i and 1 .ii.
Furthermore, it is possible for two cycles in Q + , distinct modulo I, and one of which is properly contained in the region bounded by the other, to have equalτ ψ -images. Indeed, consider Figure 1 .i: the red cycle and the unit cycle in its interior both haveτ ψ -image σ. Figure 2 . The nonnoetherian dimer algebra A = kQ/I cyclically contracts to the noetherian dimer algebra A = kQ /I . Both quivers are drawn on a torus, and the contracted arrow is drawn in green. Here, the cycle algebra of y, z] , and the homotopy center of A is R = k + (x 2 , y 2 , xy)S.
The central nilradical from cyclic contractions
Noetherian dimer algebras are prime [B2, Corollary 5.12] , and therefore their centers are reduced. In the following two examples, we show that nonnoetherian dimer algebras may have non-reduced centers, and thus that dimer algebras need not be prime.
Example 3.1. Consider the nonnoetherian dimer algebra A with quiver Q given in Figure 3 . (A cyclic contraction of A is given in Figure 2 .) The paths p, q, a satisfy
In particular, nil Z = 0. A is therefore not prime since
We note that A also contains non-central elements a, b with the property that aAb = 0; for example, (p − q)Ae 1 = 0.
Example 3.2. Let Q be a dimer quiver containing the subquiver given in Figure 4 . Given any cyclic contraction ψ : A → A , the ψ-image of the cycle st is a unit cycle in Q . Set p := cbtba. Then 
where p i , q i are elements in e i Ae i . Then for each i ∈ Q 0 ,
Figure 3. The dimer algebra A given in Figure 2 has a non-vanishing central nilradical, nil Z = 0. A fundamental domain of Q is shown on the left, and a larger region of Q + is shown on the right. The paths p, q, a are drawn in red, blue, and green respectively. The element (p − q)a + a(p − q) is central and squares to zero. Proof. For each i ∈ Q 0 we have
and q ∈ C v are cycles for which p = q, then u = v.
Proof. Suppose to the contrary that u = v. Then p and q intersect at some vertex i since u and v are both nonzero. Let p i and q i be the respective cyclic permutations of p and q with tails at i. By assumption,
Thus p i , q i is a non-cancellative pair [B2, Lemma 5.5] . But then u = v [B2, Lemmas 5.3 and 5.5], contrary to assumption.
Lemma 3.5. Let z ∈ Z and i ∈ Q 0 , and suppose there are cycles p, q ∈ C i \ C 0 such that ze i = p − q and p = q. Then
Proof. In the following, by 'path' or 'cycle' we mean a path or cycle in Q or Q + not modulo I. If a is an arrow and s and t are paths such that at, as are unit cycles, then we call s and t 'complementary arcs'.
Let p, q be cycles such that ze i = p − q + I and p = q. Let u, v ∈ Z 2 be such that p ∈ C u and q ∈ C v . Since p = q, we have u = v by Lemma 3.4. Assume to the contrary that p 2 ≡ qp. Let p, q be representatives of p + I, q + I for which R p,q contains a minimal number of unit cycles. Factor p into arrow subpaths p = a · · · a 2 a 0 . Denote by p j the cyclic permutation of p with tail at t(a j ), and factor p j into paths
Then, since z is central, we have
Thus there is a cycle q j at j such that
since s j q is a path. Furthermore, there is a representative of q j + I whose lift lies in R qp,pq since I is generated by differences of complementary arcs; we take this representative to be q j . We also choose q j so that R p j ,q j contains a minimal number of unit cycles among all representatives of q j + I whose lift lies in R qp,pq . The relations (5) and (6) also imply
where w j is some (possibly zero) k-linear combination of paths satisfying w j s j ≡ 0. If p j ≡ q j , then
where (i) holds by Lemma 3.3, and (ii) holds by (6). But this contradicts our assumption that qp ≡ p 2 . Whence
Since R p j ,q j is minimal and (6) holds, there is a leftmost nontrivial subpath s j of s j , and a rightmost nontrivial subpath q j of q j , such that q j s j is an arc. Thus each q j has a rightmost subpath h j c j , and a leftmost subpath d j , such that
, with the indices j modulo .
By [B2, Lemma 4.3.2] , there is some n j ∈ Z such that
Furthermore,
≡ a j q j s j , where (i) and (ii) hold by (6). Whence, if n j ≥ 0, then
Therefore, since there is a rightmost subpath c j+1 of c j+1 such that c j+1 a j is an arc,
implies
Thus, again with j modulo ,
≥ 0, where (i) holds by (9) and (12), and (ii) holds by (11). Whence n j = 0 for each j. But R p,q is minimal, and so n 0 ≥ 1, a contradiction. Lemma 3.6. Let z ∈ Z and i ∈ Q 0 , and suppose there are cycles p, q ∈ A in C 0 i such that ze i = p − q and p = q. Then
Proof. (i) First suppose p and q factor into paths
such that r 1 and r 2 satisfy (14) r 1 p = r 1 q, r 2 p = r 2 q.
where (i) holds by Lemma 3.3. Therefore (13) holds in this case. (An explicit example is given in Example 3.2, where (ii) So suppose there is no rightmost subpath r 1 of p satisfying (14).
(ii.a) We claim that there is a path r ∈ Ae i for which rz = 0, that is, rp = rq. Fix a representativep of p. Since Q is nondegenerate, the length of any cycle s satisfyingη(s) =η(p) is at most the degree of the monomialη(p). Thus for any vertex k + lying sufficiently far from Rp, there is no cycle s + at k + with the properties that η(s) =η(p) and R s ⊃ Rp. Fix such a vertex k + . Letr + be a path from i + to k + such that no representative of r :=r + I meets the interior of Rp. Assume to the contrary that there is a cycle t for whichrp ≡ tr. Thenη(t) =η(p). Furthermore, since no representative of r meets the interior of Rp, we have R t ⊃ Rp. (An example is given in Figure 5 .a.) But this contradicts our choice of vertex k + . Therefore, since there is no such cycle t, we have rz = 0.
(ii.b) Letr ∈ kQe i be a path of minimal length for which rp = rq. Letq be a representative of q such thatp andq factor into paths p =p 2p1 andq =q 2q1 , wherep 2 ,q 2 is a minimal non-cancellative pair. See Figure 5 .b.
Sincer is not a rightmost subpath ofp + , andp 2 ,q 2 is a minimal non-cancellative pair, we havepq Theorem 3.7. Let A be a nonnoetherian dimer algebra and ψ : A → A a cyclic contraction. Then Z ∩ ker ψ = nil Z.
Proof. (i) We first claim that if z ∈ Z ∩ker ψ, then z 2 = 0, and in particular z ∈ nil Z. Consider a central element z in ker ψ. Since z is central it commutes with the vertex idempotents, and so z is a k-linear combination of cycles. Therefore, since ψ sends paths to paths and I is generated by certain differences of paths, it suffices to suppose z is of the form
where p i , q i are cycles in e i Ae i with equal ψ-images modulo I . Note that there may be vertices i ∈ Q 0 for which p i = q i = 0.
By Lemmas 3.5 and 3.6, we have
(ii) We now claim that if z ∈ nil Z, then z ∈ ker ψ. Suppose z n = 0. Then for each i ∈ Q 0 we havē
where (i) holds sinceτ ψ is an algebra homomorphism on e i Ae i , and (ii) holds since z is central. Butτ ψ (e i Ae i ) is contained in the integral domain B. Whencē
Thus ψ(ze i ) = 0 sinceτ is injective, by Lemma 2.4.2. Therefore ψ(z)
where (i) holds since the vertex idempotents form a complete set, and (ii) holds since ψ is a k-linear map.
The central nilradical is prime
Let A be a nonnoetherian dimer algebra with center Z, and let ψ : A → A be a cyclic contraction. In this section we will show that the reduced centerẐ := Z/ nil Z of A is an integral domain.
Theorem 4.1. There is an exact sequence of Z-modules
whereψ is an algebra homomorphism. ThereforeẐ := Z/ nil Z is isomorphic to a subalgebra of R.
Proof. (i) We first claim that for each i ∈ Q 0 , the map
is a well-defined algebra homomorphism, and is independent of the choice of i. Consider a central element z ∈ Z and vertices j, k ∈ Q 0 . Since Q is a dimer quiver, there is a path p from j to k. For i ∈ Q 0 , set z i := ze i ∈ e i Ae i . By [B2, Lemma 2.1], τ ψ is an algebra homomorphism on each vertex corner ring e i Ae i . Thus
But p =τ (ψ(p)) is nonzero sinceτ is injective by Lemma 2.4.2, and the ψ-image of any path is nonzero. Thus, since B is an integral domain,
Therefore, since j, k ∈ Q 0 were arbitrary,
(ii) Let z ∈ Z, i ∈ Q 0 , and suppose ψ(ze i ) = 0. We claim that ψ(z) = 0. For each j ∈ Q 0 , denote by
the number of vertices in ψ −1 (j). Since ψ maps Q 0 surjectively onto Q 0 , we have
is in the center Z of A by (17) and [B2, (6) and Theorem 5.9.1].
3 Whence for each (iii) We now claim that the homomorphism (16) can be extended to the exact sequence (15). Let z ∈ kerψ. Then for each i ∈ Q 0 , τ (ψ(ze i )) = ze i =ψ(z) = 0.
Whence ψ(ze i ) = 0 sinceτ is injective. Thus ψ(z) = 0 by Claim (ii). Therefore, by Theorem 3.7, z ∈ ker ψ ∩ Z = nil Z. Proof. R and S are domains since they are subalgebras of the domain B. Thereforê Z is a domain since it isomorphic to a subalgebra of R by Theorem 4.1.
For brevity, we will identifyẐ with its isomorphicψ-image in R (Theorem 4.1), and thus writeẐ ⊆ R.
The following example shows that it is possible for the reduced centerẐ to be properly contained in the homotopy center R. However, they determine the same nonnoetherian variety [B6] , and we will show below that that their normalizations are equal (Theorem 5.4).
Example 4.3. Dimer algebras exist for which the containmentẐ → R is proper. Indeed, consider the contraction given in Figure 6 . This contraction is cyclic since the cycle algebra is preserved:
We claim that the reduced centerẐ of A = kQ/I is not isomorphic to R. By the exact sequence (15), it suffices to show that the homomorphismψ : Z → R is not surjective. We claim that the monomial zσ is in R, but is not in the imageψ(Z). It is clear that zσ is in R from theτ ψ labeling of arrows given in Figure 6 .
Assume to the contrary that zσ ∈ψ(Z). Then by (17), for each j ∈ Q 0 there is an element in Ze j whoseτ ψ -image is zσ. Consider the vertex i ∈ Q 0 shown in Figure 7 . The set of cycles in e i Ae i withτ ψ -image zσ are drawn in red. As is shown in the figure, none of these cycles 'commute' with both of the arrows with tail at i. ThereforeẐ ∼ = R. Figure 6 . A cyclic contraction ψ : A → A for which the containment Z → R is proper. Q and Q are drawn on a torus, and the contracted arrows are drawn in green. The arrows drawn in blue form removable 2-cycles under ψ. The arrows in Q are labeled by theirτ ψ -images, and the arrows in Q are labeled by theirτ -images. Figure 7 . There are six cycles p 1 , . . . , p 6 (or five distinct cycles modulo I) at i withτ ψ -image zσ = xyz 2 , drawn in red. There are two arrows with tail at i, labeled a and b. Observe that if the rightmost arrow subpath of p j is a (resp. b), then bp j (resp. ap j ) cannot homotope to a path whose rightmost arrow subpath is b (resp. a). Therefore there is no cycle q j for which bp j ≡ q j b (resp. ap j ≡ q j a). Consequently, zσ is in R \Ẑ. 
Normalization of the reduced center
Let A be a nonnoetherian dimer algebra with center Z, and let ψ : A → A be a cyclic contraction. In this section we will show that the normalizations ofẐ and R are equal, nonnoetherian, and properly contained in the cycle algebra S. We denote byZ andR their respective normalizations.
contains no vertices, then ap = qa. Consequently, p = q.
Proof. Suppose the hypotheses hold. If (ap) + and (qa) + have no cyclic subpaths (modulo I), then ap = qa by [B2, Lemma 4.12.2] .
So suppose (qa) + contains a cyclic subpath. The path q + has no cyclic subpaths since q is inĈ. Thus q factors into paths q = q 2 q 1 , where (q 1 a)
+ is a cycle. In particular, t(p + ) = t((q 1 q 2 ) + ) and h(p + ) = h((q 1 q 2 ) + ).
Whence p and q 1 q 2 bound a compact region R p,q 1 q 2 . Furthermore, its interior R
contains no vertices since R
• ap,qa contains no vertices. The path (q 2 ) + has no cyclic subpaths, again since q is inĈ. Thus (q 1 q 2 ) + also has no cyclic subpaths. Furthermore, p + has no cyclic subpaths since p is inĈ. Therefore p = q 1 q 2 [B2, Lemma 4.12.2].
Since there are no vertices in R
• ap,qa , there are also no vertices in the interior of the region bounded by the cycle (aq 1 ) + . Thus there is some ≥ 1 such that
where (i) holds by Lemma 2.4.3. Finally, ap = qa implies p = q since a = 0, by Lemma 2.4.1.
Lemma 5.2. If g is a monomial in B and gσ is in S, then g is also in S.
Proof. Suppose the hypotheses hold. Then there is a cycle p ∈ A such that p = gσ. Let u ∈ Z 2 be such that p ∈ C u . Since A is cancellative, there is a cycle q ∈Ĉ u [B2, Proposition 4.10]. Furthermore, σ q (in B) [B2, Proposition 4.20 .1]. Thus there is some m ≥ 1 such that
by [B2, Lemma 4.18] . Therefore
where (i) holds since ψ is cyclic.
Proposition 5.3.
(1) If g ∈ R and σ g, then g ∈Ẑ.
(2) If g ∈ S, then there is some N ≥ 0 such that for each n ≥ 1,
Proof. Since R is generated by monomials, it suffices to consider a monomial g ∈ R.
Then for each i ∈ Q 0 , there is a cycle c i ∈ e i Ae i satisfying c i = g.
(1) Suppose σ g. Fix a ∈ Q 1 , and set p := c t(a) and q := c h(a) .
See Figure 8 . We claim that ap = qa. Let u, v ∈ Z 2 be such that
By assumption, σ g = p = q. Thus u and v are both nonzero by Lemma 2.5.1. Whence u = v by Lemma 3.4. Therefore (ap) + and (qa) + bound a compact region R ap,qa in R 2 . We proceed by induction on the number of vertices in the interior R So suppose R
• ap,qa contains at least one vertex i + . Let w ∈ Z 2 be such that c i ∈ C w . Then w = u = v, again by Lemma 3.4. Therefore c i intersects p at least twice or q at least twice. Suppose c i intersects p at vertices j and k. Then p factors into paths p = p 2 e k te j p 1 = p 2 tp 1 .
Let s
+ be the subpath of (c
In particular, s + and t + bound a compact region R s,t . Since we are free to choose the vertex i + in R Furthermore, since R
• ap 2 sp 1 ,qa contains less vertices than R
• ap,qa , it follows by induction that ap 2 sp 1 = qa. Therefore ap = a(p 2 tp 1 ) = a(p 2 sp 1 ) = qa.
Since a ∈ Q 1 was arbitrary, the sum i∈Q 0 c i is central in A.
(2) Fix an arrow a ∈ Q 1 . Set i := t(a) and j := h(a). Let r + be a path in Q + from h ((ac i ) + ) to t ((ac i ) + ). Then by [B2, Lemma 4.3.1] , there is some , m, n ≥ 0 such that σ m i = rc j aσ i and ac i rσ j = σ n j . Thus σ m =τ ψ rc j aσ i = rc j aσ = ac i rσ =τ ψ ac i rσ j = σ n .
Furthermore, σ = 1 sinceτ is injective by Lemma 2.4.1. Whence n = m since B is an integral domain. Therefore where (i) and (ii) hold by Lemma 2.4.3.
For each a ∈ Q 1 there is an n = n(a) such that (19) holds. Set
Then (19) implies that the element i∈Q 0 c i σ N i is central. Now fix n ≥ 2 and an arrow a ∈ Q 1 . Again set i := t(a) and j := h(a). Then is central. But itsτ ψ -image is g n σ N , proving Claim (2). (3) By Claim (1), it suffices to suppose σ | g. Then there is a monomial or scalar h ∈ B such that g = hσ. By Lemma 5.2, h is in S since hσ = g ∈ R ⊂ S. Therefore by Claim (2), there is some N ≥ 1 such that Thus the inclusionẐ ⊆ R implies Figure 8 . Setup for Proposition 5.3.1. The cycles p = p 2 tp 1 , q, c i , are drawn in red, blue, and green respectively. The path a is an arrow.
To showZ ⊇R, consider r ∈ R. Then there is some n ≥ 1 such that r n ∈Ẑ by Proposition 5.3.3. Whence r is a root of the monic polynomial
Thus r is inZ. Therefore
But thenR
⊆R, where (i) holds by (22), and (ii) holds by (21). ThereforeR ∼ =Z.
Proposition 5.5. The normalizationsR ∼ =Z are nonnoetherian and properly contained in the cycle algebra S.
Proof. Since A is non-cancellative, there is some s ∈ S such that σ s and s n ∈ R for each n ≥ 1 [B4, Proposition 3.13] . In particular, σ s n for each n ≥ 1 since σ = D∈S x D . Thus s is not the root of a monic binomial in R[x] by Lemma 6.1. Therefore s ∈R since R is generated by monomials in the polynomial ring B.
Similarly, s m ∈R for each m ≥ 1. It follows thatR is nonnoetherian by [B4, Claims (i) and (iii) in the proof of Theorem 3.15].
Normality of the reduced center
Let A be a nonnoetherian dimer algebra with center Z, and let ψ : A → A be a cyclic contraction. In this section we will present three equivalent conditions for the homotopy center R to be normal. These conditions provide an explicit description of Z if it is normal. We denote byZ andR the respective normalizations ofẐ and R.
Lemma 6.1. Let g ∈ R and h ∈ S be monomials. If g = σ n for all n ≥ 1, then gh ∈ R.
Proof. Suppose the hypotheses hold. Fix i ∈ Q 0 . Since g is a monomial in R and h is a monomial in S, there is some u, v ∈ Z 2 and cycles
and q ∈ C v such that p = g and q = h.
The assumption g = σ n for n ≥ 1 implies u = 0, by Lemma 2.5.1. B2, Lemma 4.18] . Whence q ∈ R since p ∈ R. Thus pq ∈ R. If v = 0, then q = σ m for some m ≥ 1, by Lemma 2.5.1. But then q ∈ R since σ ∈ R. Therefore again pq ∈ R.
So suppose v = u and v = 0. Then the lifts p + and q + are transverse cycles in Q + . Thus there is a vertex j + ∈ Q + 0 where p + and q + intersect. We may therefore write p and q as products of cycles p = p 2 e j p 1 and q = q 2 e j q 1 .
Consider the cycle r = p 2 q 1 q 2 p 1 ∈ e i Ae i .
Therefore, since i ∈ Q 0 was arbitrary, r = gh is in R.
Proposition 6.2. The homotopy center R is normal if and only if σS ⊂ R.
Proof.
(1) First suppose σS ⊂ R. It is well known that cancellative dimer algebras (on a torus) are noncommutative crepant resolutions, and thus that their centers are normal domains (e.g., [Br, D] ). Moreover, A is cancellative, and its center is isomorphic to S [B2, Theorem 1.1.3]. Thus S is a normal domain. Therefore, since R is a subalgebra of S, (23)R ⊆ S. Now let s ∈ S \ R. We claim that s is not inR. Indeed, assume otherwise. Since S is generated by monomials in the polynomial ring B, there are monomials s 1 , . . . , s ∈ S and scalars c 1 , . . . , c ∈ k such that
Since s ∈ R, there is some 1 ≤ k ≤ such that s k ∈ R. Choose s k to have maximal degree among the subset of monomials in {s 1 , . . . , s } which are not in R.
By assumption, σS ⊂ R. Thus σ s k .
Since s ∈R, there is some n ≥ 1 and r 0 , . . . , r n−1 ∈ R such that
The summand s n k of s n is not in R since σ s k [B4, Proposition 3.13]. Thus −s n k is a summand of the left-hand side of (24). In particular, for some 1 ≤ m ≤ n, there are monomial summands r of r m and s = s j 1 · · · s jm of s m , and a nonzero scalar c ∈ k, such that r s = cs n k . Since σ s k , we have σ s n k , and thus σ r . Whence r = σ m for any m ≥ 1. Thus r is a nonzero scalar since r ∈ R and s n k ∈ R, by Lemma 6.1. Furthermore, s is a monomial since r ∈ R and s n k ∈ R. Therefore (25) s j 1 · · · s jm = s = (c/r )s n k . By Lemma 6.1, each monomial factor s j 1 , . . . , s jm is not in R. But m ≤ n and the monomial s k was chosen to have maximal degree, and so (25) is not possible. Therefore
It follows from (23) and (26) that
(2) Now suppose σS ⊂ R. Then there are monomials s ∈ S \R and t ∈ S such that s = tσ. Let n ≥ 2 be sufficiently large so that the product of n unit cycles σ n i ∈ A is equal (modulo I) to a cycle that contains each vertex in Q. Then
In particular, the product s n = t n σ n is in R. Furthermore, Frac S = Frac R by (20), and so s is in Frac R. But then s ∈ Frac R \ R is a root of the monic polynomial
Thus s is inR \ R. Therefore R is not normal.
Corollary 6.3.
(1) If the head or tail of each contracted arrow has indegree 1, then R is normal.
(2) If ψ contracts precisely one arrow, then R is normal.
Proof. In both cases (1) and (2), clearly σS ⊂ R.
Lemma 6.4. There is some n ≥ 1 for which (27) σ n−1 S ⊆ R and σ n S ⊂ R.
Proof. Let s ∈ S. Since S is generated over k by a set of monomials in B, we may assume s is a monomial. In particular, there is a cycle p for which p = s. By Lemma -, there is some m ≥ 1 such that for each i ∈ Q 0 , the unit cycle σ m i is equal (modulo I) to a cycle q i that passes through each vertex of Q. Thus the concatenated cycle q t(p) p passes through each vertex of Q. Whence σ m p = q t(p) p is in R. Therefore σ m S ⊂ R. Now let n ≥ 1 be the minimal such m; then (27) holds since S ⊆ R. Proposition 6.5. For each n ≥ 1, there exist dimer algebras for which (27) holds. Consequently, there are dimer algebras whose homotopy centers are not normal.
Proof. Recall the conifold quiver Q with one nested square given in Figure 1 .i. Clearly σS ⊂ R. More generally, the conifold quiver with n ≥ 1 nested squares satisfies (27). The corresponding homotopy center R is therefore not normal for n ≥ 2 by Proposition 6.2.
Let m 0 ∈ Max R be the maximal ideal generated by all monomials in R. Let m 0 ⊂ m 0 be the ideal of R generated by all monomials in R which are not powers of σ; then (m 0 , σ)R = m 0 . Proposition 6.6.
(1)m 0 =m 0 S, and thusm 0 is an ideal of both R and S.
(2) Let n ≥ 1, and suppose σ n S ⊂ R. Then
Proof. The equalitym 0 =m 0 S follows from Lemma 6.1. Thus,
where (i) holds since R is generated by monomials, and (ii) holds sincem 0 =m 0 S.
Theorem 6.7. The following are equivalent:
(1) R is normal.
(2) σS ⊂ R.
(3) R = k + m 0 S. (4) R = k + J for some ideal J in S.
(1) ⇔ (2) holds by Proposition 6.2.
(2) ⇒ (3): Suppose σS ⊂ R. Then
where (i) holds since R is generated over k by a set of monomials in B, and m 0 ⊂ R is generated over R by all monomials in R. To show (ii), let g ∈ m 0 and h ∈ S; we claim that gh ∈ R. Since m 0 is generated by the monomials in R, we may assume that g is a monomial. Thus, if g = σ m for all m ≥ 1, then gh ∈ R by Lemma 6.1. Otherwise gh ∈ σS. But σS ⊂ R by assumption, and so gh ∈ R, proving our claim. Therefore R = k + m 0 S. (4) ⇒ (2): Suppose R = k + J for some ideal J of S. By Lemma 6.4, there is some n ≥ 1 such that σ n−1 S ⊆ R and σ n S ⊂ R. Fix g ∈ S for which gσ n−1 ∈ R.
Since σ ∈ R = k + J, there is some c ∈ k such that c + σ ∈ J. Then cgσ n−1 = (c + σ)gσ n−1 − gσ n ∈ JS + R = J + R = R.
Whence c = 0, since gσ n−1 ∈ R. Thus σ ∈ J, and therefore σS ⊂ JS = J ⊂ R.
Corollary 6.8. IfẐ is normal, thenẐ = k + m 0 S.
Proof. IfẐ is normal, then
R ⊆R 
