Human detection solution for a retail store environment by Vítor Joel do Nascimento Araújo
FACULDADE DE ENGENHARIA DA UNIVERSIDADE DO PORTO
Human detection solution
for a retail store environment
Vítor Joel do Nascimento Araújo
Mestrado Integrado em Engenharia Eletrotécnica e de Computadores
Supervisor: Jaime Cardoso, PhD (FEUP)
Co-Supervisor: Pedro Carvalho, PhD (INESC Porto)
February 28, 2014




Apesar de se terem vindo a tornar mais comuns, os sistemas de deteção humana ainda estão longe
de ser perfeitos. Uma área particularmente pouco explorada é a deteção em imagens de baixa
qualidade, já que a maior parte da investigação realizada na área da deteção humana do campo
de visão por computador é realizada em sequências com um bom nível de qualidade, geralmente
filmadas em ambientes bem iluminados, de forma a alcançar os melhores resultados possíveis.
No entanto, isto cria uma falha nos atuais sistemas de deteção, já que este tipo de ambientes não
corresponde a uma grande parte das gravações realizadas no dia a dia.
Esta dissertação tenciona apresentar um método de deteção que lide com os problemas de
sistemas de vigilância típicos, particularmente em ambientes de loja de retalho. Nestes locais o
sistema de vigilância não é, geralmente, um investimento prioritário, o que resulta na gravação de
ficheiros de vídeo com baixo nível de detalhes e com elevadas taxas de compressão que geram uma
grande quantidade de artefactos de codificação. Os objetos presentes nestes ambientes também
tendem a causar ocultação parcial de pessoas, tornando o trabalho dos algoritmos de deteção ainda
mais complexo.
A solução final melhora os resultados de algoritmos de estado da arte, sendo configurável e
flexível para ser adaptada para outras sequências de vídeo. O potencial para integração com mais
frameworks de deteção está também presente, fazendo desta solução um bom ponto de partida




Even though human detection systems are becoming more common, their level of accuracy is
still far from being perfect. A particularly under-explored target are low quality images, as most
research done in the human detection area of the computer vision field uses sequences with a
good image quality, usually filmed in well lit environments, in order to achieve the best possible
detection rates. However, this also creates a gap in the current human detection frameworks, as
these environments fail to emulate a large amount of real world video recordings.
This dissertation aims to provide a detection method that deals with the drawbacks of typi-
cal surveillance systems, particularly those in retail store environments. In these locations, the
surveillance system is usually not an investment priority, which results in the stored video files
to present a low amount of details and high compression rates that generate a large amount of
encoding artifacts. The cluttered environments can also tend to easily cause partial occultation in
a large amount of subjects, making the work of the detection algorithms more complex.
The end solution improves the results from state of the art algorithms, while being configurable
and flexible to be adapted for other video sequences. The potential for an integration with more
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“The fact that an opinion has been widely held is no evidence whatever
that it is not utterly absurd; indeed in view of the silliness of the majority of mankind,
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This chapter contextualizes the current importance of automatic human detection systems and
their major advantages and weaknesses. It characterizes the detection environment targeted by the
solution developed during this dissertation, the main objectives and the structure of the rest of the
document.
1.1 Motivation
In recent years, the spread of video surveillance systems to the masses brought with it the desire
to have new uses for the acquired data. One of those uses is human detection and tracking.
By employing detection and tracking software, surveillance systems have the potential to be-
come even more useful: police authorities could use the data from video surveillance cameras to
automatically identify a suspect of a crime, or a missing person; retail store owners could track
potential costumers in order to optimize their shopping experience and help boosting sales; mar-
keters could use it to detect when a person is passing by a screen that displays advertisements,
estimate their age, sex and ethnicity and deliver targeted ads [8]. However, the current state of the
art in human detection is still far from perfect. Image recognition software has been the subject of
many improvements over the years, but still has a long way to go before it achieves the same qual-
ity of detection that a human is capable of. For instance, in the 2013 Boston Marathon bombings
in the United States of America, an unprecedented amount of footage had been recorded. This
footage was then process by the authorities, but the results came up empty, despite the fact that
both suspects that were being looked for were already in the FBI database [9]. The suspects ended
up being detected by a human that was looking through the video. The lack of effectiveness of the
system was attributed to several causes, like the low resolution of the cameras and the long range
of the recordings, some of which were badly focused and caught from angles that fell within the
software weak points. As such, a need for better detection solutions is a constant presence in this
field.
Current detection systems focus on good quality footage, as the main objective during their
development is achieving the best detection rates. This lack of focus on low quality images makes
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most detection frameworks perform poorly on this kind of footage. The algorithms either cannot
point out most of the possible detections, or come up with a large amount of false positive results.
This is the area targeted by this dissertation. The solution presented here will improve the
results achieved by current state of the art algorithms, while being flexible to be adapted and
integrated with more detection frameworks.
Despite the continuous evolution of video recording systems, with high resolutions and good
low light performance, the currently deployed solutions should not be forgotten, as the adoption of
higher quality systems will not happen overnight. The large costs associated with processing and
storing high quality footage make it impossible for most stores to deploy them as their surveillance
system. As such, lower quality systems, with computationally low capabilities and small storage
solutions, will remain prevalent for years to come, making the work developed in this dissertation
the more relevant for human detection in a large portion of retail stores.
1.2 Retail environment
As the solution developed in this dissertation is targeted at human detection on a retail store, the
particular challenges that this kind of environments present to human detection systems should be
noted.
Retail store environments tend to present a wide variation of lighting conditions, from very
dark to very bright. Sometimes, these variations can even be seen within the same store (fig. 1.1a).
This problem is not so common in office environments, where the illumination is usually more
even across the whole area (fig. 1.1b).
The presence of a variety of objects in stores also difficults the detection process, as areas
around the subjects in the scene are usually cluttered, with elements comprising a wide range of
sizes, and sometimes a large number of people are also present in the same area. These problems
are not as relevant in other environments, such as some streets, where there is more open space
available and a lesser change of occultation (fig. 1.1c).
Lastly, as described earlier, the surveillance systems in these locations are usually of very
low quality. To process and storage a large number of recorded hours from multiple cameras
would require a large investment that most retail stores cannot afford. As such, and despite the
continuous improvements in technological solutions, the footage obtained from these systems
tends to present a low level of details, with a large amount of compression artifacts and a low
dynamic range (fig. 1.1a).
1.3 Objectives
The main objective of this dissertation was to develop a human detection solution to be applied on
video sequences of the same nature as the ones described in section 1.2, and it should be able to
provide better detection results than what is possible with current state of the art approaches.
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For this purpose, a combination of preprocessing methods, existing detection algorithms and
solutions, and post-processing approaches was tested and some used. The end solution is also
adaptable to other target sequences, by changing certain configuration parameters, in order to
account for the particular challenges that each video recording environment presents.
1.4 Document structure
This document is structured into chapters, each referring to the themes that follow.
In chapter 2, a state of the art analysis and related work is presented, along with results from
implementations that may serve as a basis for the current work.
Next, chapter 3 reveals the preparatory work that occurred before the solution development
could begin, such as sequence recording and annotation, and metrics selection.
Chapter 4 describes the stage of preprocessing the image sequences before the detection. This
chapter presents the methods tested and employed to improve the results, along with the detection
algorithms that are used in the solution developed.
In chapter 5, the workflow of final solution is described, along with its results.
And finally, in chapter 6, the author ponders on the results achieved, challenges faced and
suggests paths for improving the solution developed.
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(a) Retail store surveillance sample
(b) Office surveillance sample [10]
(c) Street surveillance sample [11]
Figure 1.1: Samples from different surveillance environments
Chapter 2
State of the Art
Presented here is an overview of the current state of the human detection field, some of the avail-
able detection frameworks and image processing methods that are relevant to the work being done
in this dissertation. In the end, the solution developed should take advantage of the work presented
here, while also providing better results than what is possible with the current state of the art.
2.1 Foreground detection
Foreground detection, or background subtraction, is one of the methods that can be used during the
preprocessing stage, before the detection is done. During this process, a binary image (the fore-
ground mask) containing all the elements from the scene that are not part of the fixed background
is generated. This mask can then be applied to the source image, leaving only these elements for
the detection algorithms to process, helping to reduce false positives. However, the masking has
to be done in a precise manner, bearing the risk of removing elements that should be part of the
foreground, and possibly eliminating human subjects from the image. On the other hand if the
masking is too broad, too many background elements could be left in the final image, diminishing
the effectiveness of this process.
One of the methods available is the Mixture of Gaussians (MOG) [12] [1]. This approach
takes a sequence of images, generates a background model and then creates the mask for each
image by subtracting the model from the image. The model is then updated at a defined interval,
to account for changes in the scene (like waves in an ocean, or objects being moved in a store). For
computing the background model, a cluster of pixel values from the images that serve as a source
for the current model is created. Then, the maximum likelihood value is calculated according to
a distribution of probability and used for the background model. This method produces a well
defined foreground mask on images with good quality and illumination (fig. 2.1).
A median filter can also be used for computing the background image from a group of images
[13]. By calculating the median value for each pixel position from those images, the background
image is generated and can then be subtracted from the sequence as in the MOG method.
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Figure 2.1: Background subtraction process [1]
Some configuration parameters can usually be fine tuned when using these methods, if the
implementation allows it, making it possible to obtain better results with the dataset in use. The
values that can typically be changed are the number of images used for the background model
calculation, the number of skipped frames between each sample and the rate at which that model
is updated. For higher frame rate videos or image sequences a lower update rate can be used, as
the variation between each image is not very high. On the other hand, as the subjects will stay in
the same location in more frames than for lower frame rate videos, the number of images to use
for each update should be higher or more spaced, or else parts of the foreground elements could
be considered by the algorithm to be part of the background.
These methods can have a wide variation in their output, depending of the scene conditions
and image quality. If the lighting keeps changing in the scene, the configuration variables should
take that into account, making the background update more frequently. The presence of encoding
artifacts can also affect the background image creation, as individual pixel values can change
drastically between frames, even if there is no movement in that area.
Despite the apparent effectiveness of these methods, their implementation needs to be carefully
planed, and their configuration should be personalized for the type of footage that is being dealt
with.
2.2 Feature extraction
The detection of particular elements in an image starts with the selection and extraction of features
that allow for a correct identification of those elements, while reducing the amount of input data
to be processed later. Within the human detection field, the following descriptors that characterize
the features to be extracted can be used.
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2.2.1 Histogram of Oriented Gradients (HOG)
The concept behind HOG descriptors is that the distribution of edge directions, or intensity gradi-
ents, can define the appearance and shape of local objects [3].
The implementation of this descriptor is done by dividing the image into spatial regions, called
cells, which will contain a local 1D histogram of gradient directions, or edge orientations, over the
cell pixels. The combination of histograms from all cells forms the image descriptor. In order to
minimize the effect of illumination and shadowing variance, the local results should be contrast-
normalize. This can be achieved by measuring the intensity across a larger area, called block, and
using this value to normalize all cells within the block.
The major flaw that has been pointed in this kind of descriptors is their low discriminative
power [14] [15]. Being based on gradient directions makes the histogram computation susceptible
to complex backgrounds, which difficults the feature extraction process. Another drawback of
this method is its low computational efficiency, which can be improved by using a cascade of
detectors [16].
2.2.2 Local Binary Pattern (LBP)
The LBP descriptor works by first dividing the image into cells, and each pixel in a cell is compared
to its 8 neighbors. If the value of the center pixel is higher than that of the neighbor, the neighbor
value is replaced with a 1. Otherwise, it is replaced with a 0. Following a clockwise or counter-
clockwise count, an 8 digit binary number can be generated in each comparison group. Computing
the histogram of all these 8 digit numbers in each cell and concatenating all the histograms results
in the feature vector that characterizes that image [17].
The LBP descriptor performs particularly well in texture detection [18] [19]. Combined
with its capability to filter out noises [20], makes it a good combination with HOG [21], as the
histogram-based descriptor is weaker when the background is filled with noisy edges.
2.2.3 Census Transform Histogram (CENTRIST)
This descriptor first appeared in the paper CENTRIST: A Visual Descriptor for Scene Categoriza-
tion [2] in 2009. As defined in this paper,
"Census Transform (CT) is a non-parametric local transform originally designed for
establishing correspondence between local patches [22]. Census transform compares
the intensity value of a pixel with its eight neighboring pixels (...). If the center pixel
is bigger than (or equal to) one of its neighbors, a bit 1 is set in the corresponding
location. Otherwise a bit 0 is set." [2]
The output is a 3x3 binary matrix, with the central position empty, which can be translated into
a base-10 number in the [0 255] range. This number represents the Census Transform value for
the central pixel. By repeating the process for each pixel in the image, the resulting set of values
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can then be used as input to the classifier. While the binary matrix generation method is similar
to the one employed by the LBP descriptor, by applying the base-10 number to the central pixel,
instead of using it in a local histogram, a relation can be established between neighboring pixels.
The initial processing of the image using the Census Transform method allows the classifier to
do an easier recognition of the scene, as it can ignore distracting elements, like textures and color,
and focus on the more important geometric features and structural properties [2] (fig. 2.2b), which
are also the most relevant characteristics to take into account in human detection [6].
2.2.4 Scale Invariant Feature Transform (SIFT)
The SIFT descriptor extracts relevant points in a training image, which can then be used to find
that image in a scene that can contain many other objects [23]. In order to achieve a reliable
recognition, which should work even if the object to detect suffers noise, scale, orientation or
illumination changes, the features are usually extracted from high contrast regions, such as edges,
either between the object and the background or within the object.
Despite providing good reference points, this descriptor is more useful when the object to de-
tect either matches previously known objects, or is very similar to them, as it retains texture and
small detail information (fig. 2.2c). Therefore, its applications include panorama stitching soft-
ware, satellite image processing [24] and robot localization [25].
(a) Source image (b) CENTRIST (c) SIFT
Figure 2.2: Codebook visualization from CENTRIST and SIFT [2]
2.2.5 Covariance matrix
Covariance descriptors extract feature matrices which can map one of many image characteristics,
such as color, gradients, or intensity [26]. These covariant matrices describe the relation between
the points inside them, and are usually enough to match that extracted region even with geometrical
transformations applied.
The good level of invariance to rotation and distortion is precisely one of the strengths of
this descriptor [27], making it useful in situations where the position of the detection targets is
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unpredictable. This is not the case in this dissertation work, as the subjects to be detected are
expected to be in a standing position.
2.3 Human detection frameworks
The field of computer vision technologies is currently the subject of many academic research
projects, yet improvements still come in small amounts, as most research activity builds up on
one of the previously available frameworks. Therefore, this section covers the frameworks that
are currently regarded as the best in the field, and highlights some of the recent improvements that
have been made.
Histogram based detectors usually implement the HOG descriptor as their main feature extrac-
tor, and can combine with other descriptors and classifiers to improve the detection results. Within
this category, the first and still one of the most used implementations of the HOG descriptor is
presented in the paper Histograms of Oriented Gradients for Human Detection [3]. This particu-
lar implementation combines a histogram-based descriptor with a spatial histogram normalization
method (SIFT [28]).
The results provided in the paper were obtained from tests on two different datasets:
• the MIT pedestrian database, containing only front or back views and a limited range of
poses;
• the Inria database, developed by the paper authors and providing a bigger challenge for the
descriptor, by containing images of people captured while standing or moving in a natu-
ral way, with a height of at least 100 pixels, in a wide range of backgrounds, including
crowds. However, in this dataset, the positive samples were cropped around the subjects to
be detected, to reduce the original resolution, which also has the effect of reducing the false
positive detections.
For the MIT dataset, the descriptor performed near-perfectly, with a miss rate of less than 1%
at 10−4 false positives per window (FPPW). It was due to these results that the Inria dataset was
developed. Its miss rate, for the same FPPW rate, is of 10%. While these results are worse than
for the MIT dataset, they still provide a big improvement over other descriptors. All these results
can be seen in figure 2.3.
The improvements HOG brought into the human detection field and its ease of implementation
have led to other detectors using it as either a starting point, or a step in the chain of image
processing. However, this could bring with it some drawbacks, as the weaknesses of the Histogram
of Oriented Gradients approach will affect other detection solutions if they are not addressed.
Another histogram-based solution is the HOG-LBP [21]. This detector combines the frame-
work described in [3] with a Local Binary Pattern, in a detector that also handles partial occlusion
by taking advantage of the LBP high discriminative power, along with the HOG edge and local
shape information capture.
10 State of the Art
Figure 2.3: Detection performance of the HOG implementation from Dalal and Triggs [3]
After computing the Histogram of Oriented Gradients and the Local Binary Pattern values,
these are combined in an augmented feature vector. It is on this vector that the sliding window acts.
By feeding the sliding window results to a Support Vector Machine (SVM) [29], each block can
be scored. If the SVM scores the block with an ambiguous classification, an image segmentation
algorithm is run, which segments the possible occlusion regions.
The HOG-LBP method achieved a detection rate of 91.3% at 10−6 FPPW and 94.7% at 10−5
FPPW using the Inria dataset. This compares with the HOG rate of 90% at 10−4 FPPW.
Despite increasing the detector complexity, this method proved effective at detecting partially
occluded subjects in the tested datasets. As a negative point, it should be noted that this approach
is much slower than HOG on its own, which is already relatively slow.
There are also attempts to enhance the HOG feature extraction method by complementing it
with better segmentation methods, employing, for instance, soft segmentation using color infor-
mation. In [15], the CHOG approach (Color-HOG) is proposed. This method aims to segment the
pixels in a given region into foreground and background, by taking advantage of RGB data. For all
HOG blocks, it runs a semi-local segmentation method that takes a set of reference pairs of image
points and defines them as background or foreground, as estimated from their neighboring pixels.
The results show a small improvement over the traditional HOG implementation. For the same
10−4 FPPW, the miss rate drops from 10% to 6.5%.
Another feature combination method concatenates the CT with the HOG descriptors [4].
While the combination of two feature extraction methods usually decreases performance, this
approach also takes into account the redundancy in the histograms of adjacent windows [30],
computing only a few histogram bins. This concept is applied to the HOG features, as well as in
the CT computation.
The miss rate obtained with this method is lower than with both HOG and CHOG, at 4.5%
for a 10−4 FPPW rate (fig. 2.4), while processing images faster than the other methods [4]. These
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Figure 2.4: Detection performance of the HOG-CT implementation from Ding et al. [4]
values encourage the use of multiple, complementary feature extraction methods in the same so-
lution, or a combination of their outputs, which could enhance the results obtained.
When the focus of the detection are video sequences, the existing implementations tend to take
advantage of movement information. Such is the case with [5]. This method uses a variant of LBP,
called Non-Redundant Local Binary Pattern. This descriptor is more discriminative and robust to
background, foreground, and illumination changes than the original LBP, in which it is based.
The motion information is used by taking movement shape templates and matching them with
the input images, using a detection window. Then, the difference image between two consecutive
frames is computed, and for each point in the matching template, the corresponding point in the
difference image is found. Afterwards, a set of feature vectors is created, corresponding to the
object movement.
According to the results provided, an improvement over HOG was achieved in both video
detection and on the Inria dataset. At a 10−3 FPPW rate, this method achieved a miss rate of about
1%, while HOG misses 5% of detections (fig. 2.5a). As for video, the advantages that arise from
using motion information can be seen in figure 2.5b.
While this method provides a good approach for video processing, by taking advantage of the
inherent motion information, the quality of this information is also a relevant factor. If the frame
rate of the input video sequences is too low, motion information cannot be used positively, making
the detection a problem that needs to be solved frame by frame.
Contour-based detectors take on the notion that human shapes are usually distinguishable from
the background they are in by determining their contour. By computing all the shapes in an image,
the descriptor makes it easier for the detector to then find the subjects in the scene.
As the CENTRIST descriptor allows for a good evaluation of scene elements, despite not
directly implementing object detection, the features it extracts can be used by a human detection
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(a) Inria dataset (b) ETH video dataset
Figure 2.5: Detection performance of the video oriented implementation from Nguyen et al. [5]
classifier. For this, other implementations were developed, such as theC4 detector, by Wu et al. [6],
which is a CENTRIST-based detector that focuses on contour cues. C4 works by first creating the
Sobel gradients of the image, then computing the Census Transform values and creating a single
integral image. This image is then resized and the brute-force scan is performed.
The major performance advantage comes from only using one integral image, and from the
fact that CENTRIST does not require normalization, unlike HOG.
Figure 2.6: Comparison between C4 and HOG on the INRIA dataset (from [6])
This detector achieves better results than HOG at higher detection rates, while being slightly
worse when very low FPPW values are targeted. It is also more resistant to cluttered backgrounds
than HOG, as the Sobel image smooths the information from high frequency local textures, mak-
ing it a good match for a dual algorithm detection solution. A comparison with HOG can be seen
on image 2.6. When comparing detection speed, C4 can process a 640 by 480 video at 20 frames
per second (FPS) using 1 core of a dual core 2.8GHz CPU. The nearest comparable solution ran
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at 10 FPS, while also using parallel processing on a GPU.
Other detection frameworks implement different ways of processing the images and doing the
detection. For instance, the Viola–Jones object detection framework [31] describes a method of
detecting objects in a scene. Its mostly used implementation focuses on face detection.
This procedure works by classifying images based on simple features, which makes for a much
faster processing, allowing the focus to be put on the quality of the results. By also implementing
a cascade of classifiers, this method can achieve good detection rates (>85%) while providing low
false positive rates (<10−5), as the detection results are improved along the processing pipeline.
A target detection rate of 0.9 (90%) can be obtained using a 10 stage classifier. Each stage needs
to have a detection rate of 0.99, but can also have a relatively large margin of error, as false
positive detections will be sequentially eliminated in the following stages. As a result, with this
implementation, each stage can have a false positive rate of 0.3 FPPW. The end rates would be:
• Detection rate: 0.9910 = 0.904 = 90.4%
• False positive rate: 0.3010 = 5.9×10−6 = 5.9×10−4 FPPW
As for its speed, on a 700 Mhz Pentium III processor, using 384 by 288 images, each one took
0.067 seconds to process, which translates to 15 FPS.
The Viola-Jones framework provides good results at a fast speed, which can be used by a
complete human detection solution, as by detecting the face first it could then more easily detect
the rest of the person. In this dissertation context, it could be useful as either a first step processing
or as a false positive filtering method, if the image quality is good enough to allow for a good face
detection implementation.
This type of approach has also been used in pedestrian detection [32], by taking advantage
of motion information. The results from that implementation show different ranges of improve-
ment. In one test sequence, the difference to a static detector is minimal. However, in a different
sequence, the static detector achieved a detection rate of 56%, while the dynamic detector got a
90% detection rate, both at a 2x10−5 FPPW rate. The test sequences used in these results show
well illuminated areas and present a very low amount of compression artifacts.
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Chapter 3
Experimentation Framework
Before the solution development could start, a series of tasks needed to be accomplished. Those
tasks, which are presented in this chapter, include the video sequence capturing, the generation of
the ground truth for those sequences and the metrics to be used for evaluating the final results.
3.1 Sequences
Although the main objective of this dissertation is human detection, the sequences recorded also
took into account future development projects, such as targeting and the analysis of consumer
behavior models.
As legal reasons prevent the use of recordings without the consent of the people present in
the video, and in order to emulate the most relevant behaviors and represent a wide range of
possible scenarios in the shortest amount of time, a script that took into account the way costumers
behave while shopping in a retail store was used, based on [33] and [34]. This script contained 10
scenes in which the actors would follow certain actions, which would encompass a wide range of
consumer behaviors and characteristics, like walking into certain directions and areas of the store,
touching products, gestures and conversation. The script was adapted in a way that made feasible
its execution, regarding both the time frame available for capturing the sequences, and the number
of participants. A copy of the final script is included in appendix A.
After obtaining the sequences from the video recording equipment, their quality was evaluated.
The video presents a resolution of 640x480, at a frame rate of 1 FPS. From this information, the
frame rate is already revealed to be a barrier for certain applications, such as tracking and the use
of temporal information. The VGA resolution seems to be appropriate, yet the perceived image
quality is much lower that what the resolution implies.
The sequences obtained contain a large amount of encoding artifacts, making regions of the
video that should be static appear to have movement from frame to frame. The details were lost
even further in dark areas, as darker regions were encoded as having only one color, resulting in
a more difficult distinction between background and foreground (fig. 3.1a). Despite the overall
dark environment, all ceiling lamps and outside lights presented in the store affected a large area
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around them when the camera was pointed anywhere in their vicinity (fig. 3.1b). As an effect,
everything in those areas became washed out in the video, again contributing to a significant loss
of detail and contrast of the image. Lastly, the presence of macroblocks can be easily seen in the
whole captured area, difficulting the work of any contour detectors employed (fig. 3.1c).
Seven video sequences were obtained, and the most relevant parts from each were selected,
making sure only the scenes from the script would be part of the final dataset. After the selection
process, each remaining sequence contained between 500 and 800 images.
3.2 Ground truth
In order to evaluate the solution developed in this dissertation, and to allow the dataset to be used
in other projects, the sequences recorded were manually annotated.
For the ground truth generation, a program that generates a Computer Vision Markup Lan-
guage (CVML) [35] formated output, based on the selections made, was used. An example of the
output created and the bounding boxes from that sample can be seen in figure 3.2.
The image quality was a challenge also during the ground truth generation. Due to the dark
environment in the store and the bad video encoding, dark clothes tend to lose their definition
and are encoded as a large semi-uniform region, without enough variation from the background,
thus making it almost impossible to detect their contours. Other times, people farther away from
the camera were encoded with too many artifacts and could not be recognized even by a human,
and so were not marked in the ground truth. These exclusions will, however, slightly increase the
number of false positives, as the people excluded can very sporadically become visible enough for
the detector to register them in a frame.
3.3 Metrics and evaluation
The evaluation of the algorithm’s results is an important step in the process of judging its effec-
tiveness at detecting the subjects in the sequences.
For an accurate assessment of the output results, a set of scripts implementing frame based
metrics, proposed by [36] and which have also been used in papers from other authors [37, 38], was
used. The metrics described in [36] cover such performance elements as detection rate, accuracy,
false positive and false negative rate, and predictive value. However, since the main objective of
this dissertation is the detection phase, when comparing results from different solutions the focus
will be placed on the False Alarm Rate, Detection Rate and Accuracy metrics, and not on the
tracking measurements.
In the metrics used, detections are taken on a frame basis. This means, for example, that a
true positive result occurs if both ground truth and detection results agree that an object exists in a
particular frame, and the bounding box of at least one of those objects coincides between ground
truth and detections. For that match to occur, the center of the bounding box of an object must fall
within the limits of the bounding box of the other object. As for what the metrics refer to, False
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Alarm Rate, or FAR, is the percentage of total detections that are false positives (Eq. 3.1). The
Detection Rate, or DR, represents the percentage of objects correctly detected (Eq. 3.2). Lastly,













During the solution development, using only the metrics to evaluate the results did not provide
enough feedback to make a good assessment of the steps that were being taken. Since the metrics
can only reveal the raw detection rates, a direct comparison between sequences processed with
different parameters was needed. This way, a proper analysis of the impact that each change in
the image processing algorithms was having could be established, and both positive and negative
effects could be observed. This approach does not serve in any way as an overall assessment of
the solution performance, instead being a subjective evaluation of the development progress. As
a good and viable software for comparing two sequences of images side by side was not found, a
solution was developed, as seen on figure 3.3.
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(a) Loss of dark details
(b) Details affected by electrical lights
(c) Detail of the macroblocks, zoom factor 2x
Figure 3.1: Examples of the challenges presented by the quality of the video sequences



















Figure 3.2: Sample of the CVML output and corresponding bounding boxes
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Figure 3.3: Side-by-side image comparison
Chapter 4
Detection Solution
The development of the human detection solution proposed in this dissertation started with a pre-
processing stage, where various image and video processing methods were tested and applied.
All tests were run on the same hardware, on an Intel Core i7-4700MQ [39] at 2.3Ghz with
turbo boost disabled, to minimize speed fluctuations.
4.1 Algorithm selection
In order to assess the performance of the filters and processing methods being considered, detec-
tion algorithms would need to be tested and evaluated, so the best ones could be used in the final
implementation.
Based on the concepts and approaches described in section 2.3, some available algorithms
were collected for testing. In order to be useful for this dissertation, they had to output a file with
some type of coordinates from each detection that could then be processed or even converted to
CVML. Algorithms that implemented HOG, HOG-LBP and C4 were obtained and tested. Since
the low quality of the images revealed to be to harsh even when creating the manual ground truth,
approaches based on facial detection were discarded from the start.
The first tests were conducted with an HOG implementation. A wrapping was performed so
the program would also output the images with a bounding box, marking the location of each
detection.
The results were promising, with many positive detections made, but with an even higher
number of false positives. However, this huge amount of false positive results can only be fully
understood when visualizing the detection output, as shown in figure 4.1. These results are not ac-
curately reflected in the metrics, as those calculations are made taking into account the results each
frame as a whole, and not each individual false positive detection. Since the false positives could
be drastically reduced by the background subtraction filters, and considering the good true positive
detection results, the HOG detection algorithm was still accepted for the final implementation.
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Figure 4.1: HOG detection results
An HOG-LBP implementation [21] was also tested. For this program the source code was not
available, but its output still produced the detection windows over the images and a text file with
their respective coordinates.
This method revealed to be extremely slow, taking about 10 seconds to process each 640x480
frame. Yet, the detections were scarce. From a sequence of 400 frames with at least a person in
nearly every image, only 30 detections were made (fig. 4.2), and only once the algorithm made
two detections in the same frame. The few detections made were generally accurate, but attending
to the low detection rate and the unavailability of the source code, this implementation was not
used in the final solution.
Figure 4.2: Two of the 30 HOG-LBP detections on a 400 frame sequence
Tests were also conducted with theC4 implementation, obtained from [6]. Some changes were
made to the code provided, in order to obtain a proper output visualization.
This algorithm produced balanced results, with less positive detections than HOG, but also far
fewer false positives. This method was also the fastest, with about 6 images processed per second.
Some of its detection results can be seen in figure 4.3.
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Figure 4.3: C4 detection results
After the tests were run, the HOG and C4 algorithms were integrated in the solution being
developed.
4.2 Image processing methods
4.2.1 Super-resolution (SR)
Super-resolution is an image processing technique used mainly to enhance details in low quality
images. It works by taking advantage of small differences between images in order to create a new
image with enhanced details and, usually, higher, upscaled resolution.
The differences between images should derive from sub-pixel displacement, such as small
variations in lighting, capturing angle (small shaking of the hands of the photographer), motion
blur and noise [40]. However, these variations are not very prominent in fixed position cameras
on an interior location, which ended up compromising the expected results negatively.
Another factor that affected the SR results was the movement of the people in the video, as
their change in position between sequential frames is usually too big to give a positive contribution
to this process, and the algorithm either does not enhance the subject in a substantially better way
than a sharpening mask, or creates a ghosting effect. This ghosting effect becomes even more
predominant with the increase of the number of samples used, as the SR methods need the largest
sensible amount of source images in order to provide the best results.
As can be observed in figures 4.4a and 4.4b, the use of the minimum amount of samples
required by the super-resolution algorithm creates a strong ghosting effect on the moving subjects,
located on the left of the frame. Using only two sequential samples to compute the SR image
reduced the ghosting effect, but did not provided enough improvements, as two samples are not
sufficient to obtain relevant results. When the same sample image is used twice, to prevent the
ghosting effect (figure 4.4c), the image details are not enhanced, and a slight blur can even be seen
in the full scale image. The sharpening method, presented in 4.4d and implemented via an unsharp
mask on Adobe Photoshop, revealed to increase some details without creating ghosting effects, but
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(a) SR using 2 samples (b) SR using 3 samples
(c) SR using the same sample twice (d) Unsharp mask, using Adobe Photoshop
Figure 4.4: Comparison between 3 super-resolution images and a sharpening filter
was also not used, as it made the compression artifacts even more noticeable, which would make
the process of distinguishing the background from the foreground subjects more difficult for the
detection algorithms.
The ineffectiveness of the super-resolution algorithms also comes, in part, from the fact that
most of them are tested by downscaling one high resolution image using random warping, blurring,
and noise filters and then re-upscaling and comparing it with the original image [40] [41]. The
problem with this validation method is that it makes this approach only applicable on photos and
not on regular video, where the subjects change position between frames. For it to be useful for
video, the subjects would either have to be almost static, or the recording would otherwise need to
be done at a very high frame rate.
In the end, the super-resolution method was disregarded and not used in any stage of the
solution developed. It could only be applied in situations where the subjects were practically static
between frames and this would not be the case in a retail store. If it were the case where a super-
resolution algorithm could be applied, the resulting improvements would still need to justify the
processing time, which they do not seem to do for this kind of sequences. Due to low quality
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encoding quality, a sharpening mask was also not applied, as it made the encoding artifacts even
more visible, instead of improving the overall image quality.
4.2.2 Dilation
This mathematical operation works by computing the maximum pixel value that results from over-
lapping an image with a matrix, for every image pixel. The value located in the center of that ma-
trix is replace by the maximum computed from the other matrix positions, resulting in an image
with expanded brighter areas, in relation to the source image [42].
The dilation can be configured in different ways. For instance, to change the intensity of the
dilation, as seen on image 4.5, the kernel value that is used as a parameter to the dilation function
should be changed. The dilation can also take different shapes, such as rectangle, cross, or ellipse.
For these sequences, the rectangle dilation was chosen, as it caused the less distortion.
(a) Source image
(b) Dilation with kernel size 1 (c) Dilation with kernel size 2
Figure 4.5: Comparison of different dilation factors
The application of this filter helped improve the detection results, as the images became
slightly lighter, and people in the sequences were more easily distinguishable from the back-
ground. In one of the test sequences, the usage of this filter improved the detection rate, from
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63.7% to 68.2%, and the false alarm rate, which went from 24.9% to 18.5%.
4.3 Temporal information
The fact that the dataset in use was not a group of unrelated still images, but video sequences,
allowed for the possibility of using temporal information to help improve the final detection results.
The analysis of a sequence of images over time can provide information that helps the estima-
tion of where a detection could occur next, based on previous detections and current movement
direction. A separate processing method could also keep track of low probability detections (if the
human detector in use assigns probabilities to each detection) and confirm or discard them if they
made sense on a temporal basis. For instance, if a detection occurs in an area around which no
other detection is present in previous or future frames, that detection has a higher chance of being
a false positive. By that same logic, if a detection does not exist in a frame, but is present in the
previous and next frames, an estimation could be made to correct the false negative. However, the
implementation of this method should take into account that the missed detection could be due to
a subject occlusion, and not to an algorithm flaw.
The first approach considered was Optical flow [43]. This method creates motion vectors
for the sequences, allowing for an estimation of the translation that each detected subject suffers
between frames. As with other state of the art approaches, the results presented in [43] were tested
in well illuminated areas, with good frame rates and virtually no objects that could overlap with
the subjects in the video.
After tests were conducted with a real-time post-processing software that generated the motion
vectors on-the-fly [44], the results can be seen on figure 4.6. For many images the motion vectors
were not even found. When they were determined, there were too few of them, and usually inac-
curate, either pointing in the wrong direction, or with a length that did not match the movement.
While testing on other footage, such as sequences from the 2008 edition of TRECVID [7], with
not only better overall image quality but also a frame rate of 25 FPS, the motion vectors appeared
in much higher quantity and with better accuracy.
As such, due to the previously mentioned low quality of the video sequences targeted by
this dissertation, this method could not the applied in the detection solution. The difference in the
position of each subject in consecutive frames is too big for this approach, as the motion estimation
cannot guess with high accuracy where the blocks of pixels from the previous framed moved to.
When expanding the searching area, more groups can be considered as candidates, but then too
many false positive matches would be found, making the whole process inaccurate.
The other approach was track-before-detect, from the paper Multi-camera track-before-detect
[45]. The principle behind it is that a signal from an image may be too weak to provide a positive
detection with just one sample, hence by tracking and integrating it over time a more accurate
assessment can be made. Unfortunately, the same drawbacks as with Optical flow revealed them-
selves: for an effective use, this method would need a good frame rate and a better image quality.
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Figure 4.6: Motion vectors: Dissertation sequences vs. higher quality video [7]
Both these approaches seem to require the detection on which they would be applied to provide
good baseline results by itself, with a high detection rate and low FPPW rate, so those results could
then be taken a step further. That was also not the case with these sequences, as will be described
in chapter 5.
4.4 Background removal
After some tests with the algorithms selected, HOG and C4, revealed very high FPPW rates, a
decision was made to reduce those values by implementing a background removal algorithm in
the preprocessing stage. The two methods chosen, MOG and median, described in chapter 2, were
tested on the available sequences.
4.4.1 Foreground masking
The first tests were conducted using the MOG implementation from the OpenCV documentation
site [1], and the results were not great, again due to the low quality of the sequences. Some
background elements still made it through to the final image and, more importantly, a big part of
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the foreground elements was cut off, as seen on figure 4.7b. The resulting mask could have been
processed further, but it would be very difficult to accurately fill in the gaps in the mask while
also keeping the mask close to the subjects, to avoid the false positive detections that this method
was supposed to help reduce. Therefore, an implementation of the median method was developed,
allowing for a deeper level of customization that would target this kind of sequences, as they were
of a very different quality than the ones usually used while developing and testing new algorithms.
The median algorithm developed works by processing a sequence of images, selecting a prede-
termined number of them with a certain interval between each selected image. These images were
then processed, using a dilation filter, and the median was computed. This process was accom-
plished by adding the values of the same corresponding position from each image and determining
its median value, using a partial sorting algorithm. Repeating the process for every position in the
images resulted in the median image, containing only the background of the scene. A Gaussian
blur was then applied to the resulting median image, making it less sharp, which gave a little mar-
gin of error to each position. As a result, each pixel value was influenced by its neighbors, as also
occurred in the source images due to the bad compression algorithms which made the value for
each position slightly change between consecutive frames, even with no changes in light, or any
movement around that pixel.
To then obtain the foreground mask for each frame from the sequence, each image went
through another step before being processed by the human detection algorithms. In this process,
a dilation filter with the same parameters as the one used in the median algorithm was applied to
each image, and then the median image was subtracted from the image being processed. When
the result of a subtraction was lower than a determined threshold, it meant those pixels were very
similar, and thus part of the background, being that position marked as black in the masking im-
age, while the remaining pixels were kept white. This resulted in the foreground mask, as seen
on figure 4.7c, the same type of output that was created by the MOG algorithm, but with results
closer to the ones desired.
For an appropriate configuration of this algorithm, the number of samples to take, the interval
between them and the subtraction threshold were obtained by experimenting different parameters
and selecting the ones that provided the best results.
The key difference between the two output masks seen on figure 4.7 is the higher detail of
the foreground elements. In the median mask, the shape of the people presented in the scene is
recognizable even on a black and white image, which will enable a much more accurate bounding
box around the subject, while in the MOG mask there is no way of knowing how the subjects are
oriented in the scene, or if the mask contains the lower or higher part of their body.
In the MOG mask, the inclusion of parts of the background that are the same size, and some-
times even bigger than the foreground elements would also increase the area of the image that
would be processed by the detectors, diminishing the advantages of using a background subtrac-
tion during the preprocessing stage. While in the median filter a higher number of background
elements are present, they are usually of a size much smaller than the foreground elements, mak-
ing it easier to filter them out before the background subtraction is made.
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(a) Source image
(b) MOG mask (c) Median mask
Figure 4.7: Comparison of two foreground detection methods, MOG and median
4.4.2 Background subtraction
For the background subtraction, an approach based on contour curves was used. This way, the
smaller elements from the mask generated by the median algorithm could be discarded. Working
with contour curves also enabled the use of some auxiliary functions that made possible the cal-
culation of the center of mass of each foreground zone, making the process of creating a bounding
box around that zone easier and more accurate.
First, all the contours from the foreground mask were detected, which resulted in a series of
contours of a wide range of sizes. Then, by processing only the ones with an area above a threshold
that could indicate the presence of a person (also determined by experimental results), most of the
previously mentioned background elements that made it through to the mask were ignored. As the
remaining contours were located on the regions where people could be, a bounding box around
each of them would need to be created.
In order to determine an accurate bounding box to create around each contour, a box that
also accounted for the variation of size with perspective, the position of the center of gravity of
each contour was determined. In this step, the moments for each contour were computed, and the
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respective mass center was calculated [46].
(a) Source image
(b) Foreground elements (c) Foreground elements isolated
Figure 4.8: Results from the background subtraction method
As for the horizontal and vertical margins around each mass center, they were based on the
coordinates of that center, so as to include a perspective factor. When the perspective from a
typical surveillance camera is taken into account, subjects near the top of the image are farther
away from said camera, and thus appear smaller. The resulting implication is that centers of mass
with a lower vertical coordinate value should have a smaller bounding box around them, as long
as the coordinate system in use is centered on the top left and oriented positively to the bottom
right, as the one used in the OpenCV Matrix Data Type [47] (fig. 4.8a).
In the end, a bounding box was calculated from each contour, and the corresponding area was
obtained from the source image and copied to a final image (fig. 4.8b). This image contained only
the foreground areas that the human detecting algorithms would work on, helping eliminate false
positives, as was desired. Another set of small images was also created, by separating each area
from this final image into a segment (fig. 4.8c). These segments could also be used by the detection
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algorithms instead of the bigger single image, as they provided only slightly worse results but were
much faster to process, due to their smaller size.
4.4.3 Scene masking
The automated process of background subtraction can also be complemented by a scene mask
(fig. 4.9). This mask should be created manually for each camera, and will be added to the fore-
ground mask generated by the software.
The objective of the scene mask is to permanently eliminate parts of the scene where no person
will ever appear, according to the camera point of view and the architecture of the space being
filmed. In these sequences, for instance, the ceilings were masked in black, as were the higher
part of the walls. It should be noted that mannequins and tables should not be marked as part of
the background even if they are not moved, as detections can still be made when a person passes
in front of them. These mannequins presented in the scene can also affect the detection results, as
their shape resembles that of a human, and can therefore be a source of false positive detections.
(a) Source image from camera 2 (b) Scene mask for camera 2
(c) Source image from camera 7 (d) Scene mask for camera 7




The workflow of the solution developed and the results obtained are presented in this chapter,
along with their analysis.
5.1 Integration and workflow
The developed program combines the preprocessing, the detection algorithms, and post-processing
stages. Its workflow starts by taking the list of frames to be processed. Before the first run, the
background image is calculated by taking 5 samples from the list, starting with the first image
and taking the other 4 with a 3 frame interval between each of them. From this point on, the
background image will be updated each 8 frames. Near the end, if an update is required and there
are not enough samples left, the last image in the sequence will be used, and the other samples are
counted backwards from there. All configuration values were determined by running the solution
multiple times with different parameters and finding a combination of values that maximized the
quality of the detection results.
After the background is computed, the first image can be processed by the segmentation al-
gorithm. As described in section 4.4, the image is masked to remove its background elements,
leaving only the foreground objects surrounded by a bounding box. The image that derives from
this process is then sent to both detections algorithms, HOG and C4. These will run on two sep-
arate threads, so the overall processing time is only the slowest of the two, instead of being the
sum of the time each method needs. These algorithms will process the image and perform the
detections, which are saved independently.
Before the results are saved to a file, the output that each algorithm returns is processed and
combined in a different step. First, any detection whose bounding box is located inside the limits
of another detection is removed, with only the outside result being kept. Then, each detection
from one algorithm is checked against all detections from the other, two results at a time. If all the
limits of their bounding boxes differ only by less than 10%, the result from the HOG algorithm
is discarded, as this has been found to be the least accurate in bounding box placement. An
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illustration of this process can be seen in figure 5.1. The final results are then written to the output
file, using the same CVML formatting style as in the ground truth generation.
Figure 5.1: Results combination
This process continues until all images are processed. A flowchart of this workflow can be
seen in figure 5.3, while the application in work can be seen in figure 5.2, with the respective
output.
5.2 Results
When the development was concluded, each sequence was processed by the defined solution and
by the basic HOG and C4 implementations. The detection results were compared to the ground
truth and the metrics were calculated.
The solution developed improved the results on all metrics. The False Alarm Rate fell dras-
tically, as the chance of the detectors finding false positives was reduced by the removal of most
background elements from the images. This fact, combined with the image processing to im-
prove clarity, allowed for improvements in the Detection Rate. By not filling up the image being
processed with wrong detections, the algorithms could actually make the positive detections that
were expected. Both these improvements reflected on the Accuracy metric, with more frames
being processed correctly than before.
The False Alarm Rate fell to less than half of the one achieved by theC4 algorithm (table 5.1).
The difference to HOG is not as drastic in the metrics, being of almost 15 percent points on
average, which does not reflect the differences noticed in the image sequences, due to the metrics
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Figure 5.2: Detection in progress and output information
used. Therefore, despite the HOG algorithm having much more total false positive detections
than any of the others, these usually occurred grouped in a frame, which would count as one bad
detection in the metrics, while the following frame could have less false positives, skewing the
final results. An example of this occurrence can be seen on figure 5.4, where the results from HOG
show a much larger amount of false positives, while also providing some true positive detections.
C4 only made one detection, and the solution developed made 3 of the 5 detections possible, while
also detecting a mannequin that was not removed by the background subtraction process due to
the presence of a foreground element nearby, in this case the person in a white shirt. As such, the
bounding box from that foreground element must have also included the mannequin, resulting in
the false positive.
Both the accuracy (table 5.3) and detection rates (table 5.2) were also improved by nearly 30
percent points when compared to C4, and almost 10 percent points relative to HOG, which also
had a much larger false positive rate.




Camera 2 Camera 5 Camera 7 Average
HOG 44.48% 25.79% 43.98% 38.08%
C4 68.08% 52.71% 45.16% 55.32%
Solution presented, HOG only 32.34% 25.73% 34.30% 30.79%
Solution presented, C4 only 32.74% 24.53% 19.66% 25.64%
Solution presented 26.28% 25.94% 18.54% 23.59%
Table 5.1: False Alarm Rate of the solution developed, compared to state of the art algorithms
Sample detections from camera 5 are presented in figure 5.5. In them, the effectiveness of the
image processing methods applied can be perceived, as the final solution contains detections that
are not present in eitherC4 or HOG when they work on their own. On figure 5.6, the final solution
discards all false positive detections that HOG would make. On a visual inspection, the bounding
boxes created are also more accurate than on both algorithms.
In order to evaluate the impact of using two detection algorithms, the final solution was run
with only one of the algorithms functioning at a time, with all the other processing methods in use.
It was found that the combination of the HOG and C4 results provided an average improvement
of the final results. The detection rate (table 5.2) raised from 50% and 57%, respectively, to 65%
when using both detection algorithms.
As for the processing speed, the solution developed added a very little amount of overhead.
The speed at which the sequences were processed can be seen on table 5.4. As sequences from
cameras 2 and 7 have 500 frames each, while camera 5 has 768 frames, the results are presented
in frames per second, for an equal comparison.
The solution presented performed better than HOG, despite including it in its detections. This
is due to the background removal process, which made it faster for the HOG algorithm to process
the image with most of its areas masked in black. This type of result also occurred when the
solution was run with only the C4 algorithm, but this cannot be seen on the final program, as the
processing time will always skew to the slowest of the algorithms being used.
When using the foreground segments individually, as shown in figure 4.8c, the results were
slightly worse, but the improvements in processing speed may reveal useful for some applications.
The improvements in speed come from the use of smaller image segments, instead of a full res-
olution image with portions masked. However, as that constrains the movement of the detection
window, a lower number of detections is made.
If the target is to achieve better speeds at the cost of some detections, this alternative method
can be used. The improvements are specially noticeable when there are no foreground elements in
the scene. In these situations, if the whole image is processed, the detection algorithms will still





Camera 2 Camera 5 Camera 7 Average
HOG 51.52% 64.11% 52.90% 56.18%
C4 27.03% 44.31% 45.17% 38.84%
Solution presented, HOG only 43.56% 58.31% 47.88% 49.92%
Solution presented, C4 only 44.51% 69.03% 57.95% 57.16%
Solution presented 59.34% 66.04% 68.24% 64.54%
Table 5.2: Detection Rate of the solution developed, compared to state of the art algorithms
is used, no detection will even be attempted, as there are no foreground elements to process. This
situation can be seen in the speed results from camera 2 (table 5.6), which contains some amount
of time with no movement in the scene.
The detection rate and speed results from this usage method can be seen in tables 5.5 and 5.6.




Camera 2 Camera 5 Camera 7 Average
HOG 56.54% 74.86% 57.43% 62.94%
C4 27.36% 46.68% 47.10% 40.38%
Solution presented, HOG only 48.33% 65.90% 51.13% 55.12%
Solution presented, C4 only 45.59% 70.23% 59.70% 58.51%
Solution presented 65.65% 71.39% 73.05% 70.03%




Camera 2 Camera 5 Camera 7 Average
HOG 1.97 1.96 1.98 1.97
C4 4.14 4.98 4.25 4.46
Solution presented 2.14 2.07 2.14 2.12
Table 5.4: Processing speed of the solution developed, compared to state of the art algorithms
(frames per second)
Detection Rate with segments
XXXXXXXXXXXDetector
Sequence
Camera 2 Camera 5 Camera 7 Average
HOG 51.52% 64.11% 52.90% 56.18%
C4 27.03% 44.31% 45.17% 38.84%
Solution presented 46.04% 65.20% 56.55% 55.93%
Table 5.5: Detection Rate of the solution developed using isolated segments, compared to state of
the art algorithms
Processing speed with segments
XXXXXXXXXXXDetector
Sequence
Camera 2 Camera 5 Camera 7 Average
HOG 1.97 1.96 1.98 1.97
C4 4.14 4.98 4.25 4.46
Solution presented 4.75 3.31 3.90 3.99
Table 5.6: Processing speed of the solution developed using isolated segments, compared to state



































Figure 5.3: Workflow of the developed solution









Figure 5.5: Sample detections from camera 5








Effective and reliable human detection on still images or video is presently one of the most chal-
lenging aspects in the field of computer vision. As such, improvements in this field come in small
amounts, as each detection environment presents its own challenges, and a complete, all around
perfect solution is still many years away. Yet, all the improvements achieved are still a step towards
that goal.
This dissertation presented the interesting challenge of aspiring to improve the results from
current solutions in a type of sequences that is rarely addressed in papers: low quality, badly
compressed video with a low frame rate. This particular nature of the video brought the focus on
its quality, trying to make its processing by the detection algorithms more effective, improving
their results. As the results showed, improvements on the detection results were achieved on all
metrics tested, and were just as noticeable on the video sequences, by visual inspection.
Various methods of image processing and enhancement were tested, but most were deemed
ineffective in this particular case, also revealing the need for better processing tools, as their de-
velopment also failed to take into account low quality video sources. Even the method that was
implemented in the final program had to be written specifically for this application, so the se-
quences in use could be targeted appropriately. Approaches such as super-resolution and optical
flow can provide good results when applied on higher quality video, but they could not be imple-
mented in the recording environments targeted by this dissertation.
A new dataset containing video sequences captured in a retail environment was also created.
Those sequences were annotated and will be able to be used as a ground truth reference for new
developments in this area. The adapted filming script can also be used as a guide for sequence
capturing in other retail stores, in order to emulate the behavior from real retail costumers.
In the end, the solution developed improved on what state of the art implementations could
achieve, while being flexible to be configured to handle other sequences and integrated with other
algorithms. To maximize results with video recordings that present other characteristics, some
configuration parameters can be changed and adapted to handle different video frame rates and
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environment variations. It can also be integrated with more detection algorithms, as long as their
source code is available, and this combination of more and different algorithms can improve the
results even further, making this a good starting point in the development of other human detection
pipelines for low quality images. As the results show, the combination of two different algorithms
has improved the detection, as by working in a different way, HOG and C4 end up complimenting
each other and making different detections.
6.2 Future work
The solution presented in this dissertation can be enhanced in many ways, by taking advantage
of the knowledge of the processing methods that would not work and testing new approaches.
Excluding changes to the source sequences (by using a better recording equipment, for example),
the most relevant paths of improvement are described here.
The development of a new human detection algorithm targeting the kind of video sequences
that were used in this dissertation would probably have the biggest impact of all the possible
developments. As the background is eliminated, there is a very high chance that the remaining
areas contain at least one person. As such, the focus could be placed on the detection of contours
and relevant features in the areas belonging to the foreground, by modifying or creating a feature
extraction method that accounted for the low quality of the images.
Since the encoding process made some of the pixels in static areas of the video sequences
appear to change from one frame to the next, a method that could prevent the value of those pixels
to fluctuate could improve the background removal process, making the foreground extraction
much more accurate. This process would need to take into account the foreground elements, as
they could overlap those pixels at any time. As such, the effects of the smoothing process could
be applied only if the value changes within a very strict range.
The background extraction process could also be enhanced and complemented, either by ap-
plying the subpixel smoothing described earlier, or by taking advantage of the multi-camera in-
formation. Since the scene presents an overlap between the areas filmed by each camera, the
foreground detection masks could be combined between different cameras angles. By using both
subpixel smoothing and multi-camera information, the background extraction could make the fore-
ground masks match the moving elements presented in the scene with much more accuracy, less-
ening the guess work needed in the creation of the bounding boxes around foreground elements.
The current solution requires some level of configuration to provide the best results in each
recording environment. Parameters such as the median update rate and number of samples on each
update depend mostly on the video frame rate, so an improvement could be done to use the frame
rate as an input, and adjust those values accordingly.
Lastly, due to the time it takes to generate the ground truth annotations, other video sequences
were not properly tested. It could be interesting to assess the impact of the solution developed on
sequences that differ from typical retail environments.
Appendix A
Sequences script
The script presented here is an adaptation of a longer script that takes into account the way cos-
tumers behave while shopping in a retail store [33] [34]. It contains 10 scenes in which the actors
follow certain actions, which encompass a wide range of consumer behaviors and characteristics,
like walking into certain directions and areas of the store, touching products, gestures and conver-
sation. This version was adapted in a way that made feasible its execution, regarding both the time
frame available for capturing the sequences, the number of participants, and the store architecture,
while keeping the same behavior patterns as the original script.
Legend:
Si - Scene i
Mi – Male actor i
Wi – Female actor i
im - Estimated duration, i minutes




W2 enters store, calmly looking at every product and picking up some of them. Moves to women
section, speeds up and only looks at the most interesting things. W1 offers help, which is refused.





M3 goes directly to preferred zone (around the middle of the store). Doesn’t find his size, asks
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for help. W1 checks in storage room and tells M3 there isn’t stock. Both go to the register, W1





M2 goes directly to preferred zone (around the middle of the store) and looks for a product in his
size. W3 (wife) enters, looks around and goes to M2. M2 finds product, shows W3 and goes to
dressing room. M2 exits dressing room, shows W3 how product fits, they approve and M2 enters
dressing room again. W3 searches for something for herself. M2 exits dressing room and helps
W3 find a product. After a while, they give up, go to register and buy the product. While M2 pays




W2 and W3 (friends) enter shop in a happy mood, looking around and picking up what looks
interesting. They stay together and ask for opinion most times they try something. They enjoy
trying the products. After a while they leave without buying anything.
S5
M2 M3 W1 W3
8 10m
W3, M2 (husband), M3 (son) enter store. W3 knows what she wants and looks for it, following
store cues. M2 and M3 follow her, side by side, talking and uninterested in the store. W3 finds
product, they all stop, she likes it and they approve. W3 keeps the product and asks M3 to help
her find more things. M2 goes alone to the men section and picks some products. After a while,
M2 goes to W3 and M3. They are accompanied by W1, as W3 asked for help. W3 stays with W1
and gives products to M2. M2 and M3 go to queue to pay. After a while, W3 goes to queue too.
They wait a little, W3 pays and they all leave.
S6
M2 M3 M4 M5 W1
5 7m
All men enter slowly, in pairs, talking face to face. M5 and M2 split slowly, end conversation and
start looking for products individually. M3 and M4 stop near the register to finish the conversation.
M4 starts looking at the store while talking. After a while, the conversation stops and M4 starts to
explore the shop. M3 stays in place. M4 joins M5 and talks about products seen. M2 joins M4
and M5 and asks for opinion on a product he brings. They like it, M2 goes to empty register, pays
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M4 enters shop, looking for something but disoriented. W1 realizes M4 needs help and offers it.
M4 accepts and W1 starts showing products that might interest him. M4 goes to the dressing room
twice and after leaving delivers the product to W1, who stores it in the register. At the end, they




M2 and W3 (couple) enter store. They look to only be comparing prices. They stay together




M3 enters shop. Looks around and picks some products quickly. W1 approaches and tries to
attract him to their promotions. "It depends on the persuasive characteristics of the shop-assistant,




W2 enters shop in a hurry. She asks M1 for assistance and explains what product she wants (type,
destination, price). M1 and W2 visit 3 zones. W2 brings 2 products and goes to the queue, where
M4 is. W2 asks M4 if she could get in front, he allows it. W2 pays and leaves.
S11
M2 M4 W1 W2 + extras for queue
10m
M2 and W2 (couple) enter store with M4 (friend). W2 leads, and goes to female zone. M2 and
M4 go to the men section, look around individually but stay close. W2 calls and M2 goes to her.
W2 shows a product to M2, he doesn’t like it and helps her find another. After several tries, they
agree on a product. W2 goes to the dressing room, while M2 returns to M4, in the men section.
M2 and M4 talk about products M4 picked. W2 arrives very happy and goes to the queue with
M2. M4 tries a last product, likes it and goes directly to where M2 and W2 are in the queue. The
other people are angry at M4. M2 and W2 try to help, until W1 (shop employee) makes M4 go
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to the end of the queue. M2 and W2 pay and wait for M4. They all leave, with M4 a little annoyed.
Figure A.1: Timetable. Est. 45m. Total people: 4 Men 3 Women
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