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RÉSUMÉ
La classification automatique de plusieurs observations en mouvement, utilisant des radars
de surveillance au sol, a fait l’objet de beaucoup d’attention en recherche. Le problème de
la classification automatique sans assistance humaine reste un défi pour les systèmes radar
modernes. En particulier, la distinction entre les petits drones et les oiseaux est un nouveau
défi auquel les systèmes précédents n’avaient pas à faire face. La classification est souvent
effectuée hors ligne, à l’aide de techniques d’apprentissage supervisées, mais la reconnaissance
de classes invisibles reste difficile. En règle générale, les méthodes de classification en ligne
nécessitent un niveau élevé d’informations et prennent beaucoup de temps. Dans ce travail,
nous décrivons et analysons un modèle de classification simple pour une formalisation du
problème, que nous appelons la reconnaissance de cibles de radar avec leurres. De plus, nous
évaluons les performances du modèle proposé à la fois sur des données simulées et sur un jeu
de données radar réel. Les résultats des expériences montrent que le modèle proposé offre
une meilleure performance que les méthodes actuelles.
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ABSTRACT
Automatic classification of multiple moving targets, using ground surveillance radars has re-
ceived a lot of attention in radar technology research. The problem of automatic classification
without human assistance remains a challenge for modern radar systems. In particular, dis-
tinguishing between small drones and birds is a novel challenging problem that older systems
did not have to face. The classification is often performed offline, using supervised learning
techniques, but recognition of unseen classes remains difficult. Typically, online classification
methods requires fine grained information and are very time consuming.
This study aims to develop a new method for recognizing the observations from unknown
classes. In this work, we describe and analyze a new model for a formalization of the problem,
which we call online target recognition with decoys. The proposed model is an extension of
Bayesian quadratic discriminant analysis for classification with additional abilities to recog-
nize objects from unknown classes, called decoys.
We aim to study how effectively the new model can predict the class of the new observations
and predict the noise objects as decoys. Furthermore, we evaluate the performance of the
proposed model on simulated data and on a real radar dataset, and compare it to quadratic
discriminant analysis and support vector machine methods. Experiment results show that
the proposed model improve over these baselines.
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Radar is a radio device system used to observe objects at a distance by sending and receiving
radio waves. It provides information about the object’s speed and location by sending radio
waves and listening to the reflection off the target, called an echo principal (Ghadaki et
Dizaji, 2006), and can be used for both detection and tracking of such objects. Targets are
usually made of metal, such as vehicles and aircraft, but they can also consist of terrain, or
even humans and animals. Radars can function in day and night, and in different weather
conditions such as rain, snow and fog (Griffiths et al., 2014). Most are physically located on
the ground, although small radars are used on airplanes, ships or even as handheld devices
(Skolnik, 1962).
Radars have both military and civilian applications, especially in the aeronautical industry
(Tait, 2006). In the military, where the technology was originally developed, radars are
used to monitor borders between countries, critical infrastructure such as power plants and
controlled airspace. Radars also have many traditional civil applications. In addition to
monitoring airspace, they are used by boats and aircraft to detect dangerous terrain, as well
as by law enforcement to enforce speeding laws on highways. Novel radar applications are
also emerging. They are increasingly used in fire safety, to assess the location of residents of
a building during a fire emergency. Another novel application is in automatic light and door
control, where they can lead to a more efficient usage of both power and human resources.
In all of these applications, radars are seen as both more precise and more reliable than
manual surveillance by humans, which explain the increasing popularity.
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Figure 1.1 A radar transferring signal system.
Historically, radar was developed out of scientific research on the properties of electromagnetic
waves. In the late 19th century, Henrich Hertz demonstrated that such waves could be
reflected from metal objects and in the early 20th century, Christian Hülsmeyer used this
fact to develop a device to prevent collision between ships in fog. This device falls short of
being a radar, however, as it could only approximately infer the range between the ship and
an object (Haykin et al., 1991).
Research into this phenomenon stayed modest until British work in World War II resulted
in the development of the cavity magnetron, allowing for substantially more precise range
detection. The name RADAR itself was coined by the United States Navy in 1940 as an
acronym for RAdio Detection And Ranging. Since then, radar technology has been substan-
tially expanded, which has allowed for its worldwide adoption.
Recently however, the technology has come to face new challenges. The increasing use of
drones and Unmanned Aerial Vehicles (UAVs), which are military aircraft operated without
3
a pilot, has driven a need to improve radar technology to detect such small, flying vehicles.
This led to the use of wider elevation beams, which had in turn the effect of increasing false
detections due to birds, flying insects, debris, clouds and rain (Kouemou, 2010; Molchanov,
2014). This poses a challenge for radars. Rejecting these new types of false alarms without
eliminating real detections is burdensome. Some of the new UAVs can be very small, such
as the DJI Phantom, and have very small footprints since most components are made out of
plastic instead of metal.
1.1.2 Target recognition
Surveillance using radar is composed of several tasks: detection, recognition and tracking.
The main concern of this thesis is the target recognition problem, which consists of deter-
mining the nature of a detected object based on the signature provided by the radar. In
particular, there is substantial effort put into the development of automatic target recogni-
tion, done without human intervention.
Target recognition, especially automatic target recognition without human help, is very chal-
lenging since a radar provides only limited feedback regarding the object. For example, it
does not provide information about color, shape or size, merely the spectral properties of
the returned electromagnetic wave. In addition, most applications require real-time decision
making, leaving little time for further analysis. Finally, targets are often detected with lim-
ited resolution in large areas with multiple objects. This makes the signal particularly noisy
and unreliable, and leads to many potential false alarms (Leung, 1995).
1.1.3 Online target recognition
Traditional target recognition is performed offline: an area is scanned for a given period of
time, radar signatures of different objects are collected and manually classified by human
experts, and a system is designed to reproduce this classification to be used for real-time
decision making. Such systems do not improve their performance after their deployment,
which make them fragile to shifts in the detected objects. In addition, the design phase can
be very computationally expensive.
As a consequence, there has been increased attention given to online target recognition
systems for radar. In online target recognition, targets must be classified at every time step
rather than as a single batch, and the system is told the true labels of the observations after
classification but before the next wave of observations arrives.
Online classification has the same challenges as the offline case, but is usually even harder,
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especially early in the learning process. In the first steps, the learning algorithm faces small
samples and imprecise data. The problem is compounded when classes overlap substantially,
as is often the case.
Another notable challenge of the online problem is that it is difficult to obtain satisfactory
performance under tight time restrictions. Decisions must be taken quickly (often within a
few seconds) after receiving new observations, yet it is also necessary to spend computational
resources updating the model after each new wave of observations. Finally, unlike in the offline
case where dimension reduction methods can be used to limit the memory requirements, in
the online case it is usually necessary to retain the entire dataset until the end of training,
which can be very memory-intensive.
1.1.4 Online target recognition with decoys
Real-time data
Information derived instantly after collection is known as real-time data. Although these
data are being calculated real time, they can be stored for subsequent or offline data analysis.
Using real time data requires a structured decision process with predefined logic, but provides
a more accurate, effective and faster decision in comparison to offline data.
A particular characteristic of radar surveillance systems is that they often detect flocks of
unforeseen and uninteresting "noise" objects (such as garbage bags or clouds). This char-
acteristic needs to be taken into account to develop truly efficient classification systems for
radar. Yet, this source of noise has received little attention in the literature.
In this thesis, we call these small clusters of noise objects decoys, and formalize this special
problem that we call online target recognition with decoys. The most natural way to deal
with such observations would be to provide them with their own class. However, giving
garbage bags and clouds and all other noisy objects their own classes is untenable, since
the number of each observations in each noise class would be limited, the number of classes
would explode and much effort would be spent distinguishing these decoys when it does not
ultimately matter for the end task.
Instead, we treat them as coming from a single, heterogeneous decoy class that is substantially
more variable than the other target classes of interest. This class can be interpreted as
the regroupment of all those small, uninteresting classes of objects for which fine-grained
classification is neither possible nor of interest.
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1.1.5 Motivation and research objectives
In this thesis, we propose a machine learning approach to tackle the online target recognition
with decoys problem. In particular, we are interested in solving this problem to obtain a
low-cost UAV-detecting radar surveillance system using a labeled radar observation dataset
provided by FLIR Systems, our industrial partner.
The specific research objectives where, in order:
• To develop a novel mathematical framework that can formalize the online target recog-
nition problem outlined above;
• To propose a novel machine learning approach to solve this problem;
• To determine if this novel approach led to any significant improvement over the repeated
use of an offline approach;
• And to determine the performance of our proposed method in recognizing the class of
a new observation in online scenario.
1.1.6 Thesis structure
This thesis is structured as follows. In Chapter 2, we present a review of the literature of this
topic. Chapter 3 surveys standard offline classification methods called linear discriminant
analysis and quadratic discriminant analysis in both the frequentist and Bayesian case, which
form the basis of our approach. This is followed by a description of this proposed method.
In Chapter 4, we present the results of our method on simulated data, while in Chapter 5,
we present the results of our method on the FLIR Systems dataset. We conclude this thesis
and propose potential extensions on this topic in Chapter 6.
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CHAPITRE 2 LITERATURE REVIEW
2.1 Previous work
There are several methods for automatic radar target recognition problems in the offline
case. They can be roughly divided into three categories: 1) template matching systems, 2)
model-based methods and 3) machine-learning methods.
2.1.1 Template matching method
The template matching approach classifies targets by matching received information from
radar with a predesigned dictionary. This method uses dynamic time warping techniques to
handle different time frequency distributions (Molchanov et al., 2010). Since the dictionary is
usually huge, the design process restricts its scalability. However, if the dictionary is almost
complete and has all the probable target signatures, it can perform very well. An example of
this approach is to utilize high-resolution radars with pattern-matching techniques to extract
and recognize shapes in the range axis (Koudelka et al., 2007).
2.1.2 Model-based method
Model-based techniques classify radar data by estimating class probabilities using a prede-
fined simulated model. This approach simulates radar data by using input parameters such
as height, length and speed. It then finds parameters with minimal differences by compar-
ing the simulated data and real data. Slow decision making is a major disadvantage of this
method. Moreover, the large number of input parameters required to generate a sensible
prediction makes it susceptible to "the curse of dimensionality", where the computational
complexity increases exponentially with the number of features.
2.1.3 Machine learning method
Finally, machine learning techniques learn statistical patterns to predict the class label of
newly observed data (Friedman et al., 2001). In previous work, traditional supervised learning
methods are used for target classification.
An example of these techniques is the support vector machine (SVM)(Boser et al., 1992), a
typical machine learning model with wide applications in variety of radar target recognition
problems. This technique is based on structural risk minimization criteria and provides good
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classification performance. Variants of SVMs are currently considered state-of-the-art for
offline target recognition. For example, Shi et al. (2015) applied SVM for classification of
humans and vehicles using time frequency spectrum. Also, in Björklund et al. (2016) physical
features are extracted from micro-Doppler data and a SVM is applied for distinguishing
between humans, animals and vehicles.
In addition, Nanzer et Rogers (2009) used three different classification methods, K-nearest
neighbors, Bayes linear classifier and SVM method, to classify observations based on their
different dynamic moves.
A greedy Gaussian mixture model was proposed by Bilik et al. (2006) for automatic target
recognition to classify walking humans, groups of humans, vehicles and animals. This method
uses maximum likelihood decision rules to improve the classification rate.
Rosa et al. (2016) presented different six machine learning techniques for distinguishing birds
from the other targets. Random forests, support vector machines, artificial neural networks,
linear discriminant analysis, quadratic discriminant analysis and decision trees were applied.
All methods performed well, but only random forests could distinguish all classes and reached
more than 80% accuracy for classifying birds in radar data.
Another approach uses Doppler signatures to capture the dynamic nature of targets, i.e.
moving parts such as rotors, wheels and tracked-vehicles. Micro-Doppler analysis looks at
the evolution of Doppler signature in time to distinguish between different types of targets
like horses (4 legged animals) versus humans. This method uses Bayes classifiers, SVMs and
k-nearest neighbor methods for classification (Yang et al., 2006).
Other methods may use behavioral analysis to classify targets. For instance, trajectory,
shape, speed and acceleration are used to infer intent such as whether the target walk is
random or directed walk towards a goal. In this case, observing a target for a long period
is typically required. In Ghadaki et Dizaji (2006), this classification is accomplished using
SVM.
Neural networks is another well-known solution for radar target recognition. Ibrahim (2009)
applied two methods for vehicle categorization and the result proved that neural networks
give more promising results compared to K-nearest neighbor classifiers on their task. A major
disadvantage of neural networks for target classification is their need for large datasets for
training as well as having a very time consuming training process.
A disadvantage of machine learning methods is that they traditionally require a feature
extraction step to deal with high dimensional data (Starnes et al., 2010).
In summary, a variety of methods have been developed for the offline case. These methods
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can be applied in our online target recognition with decoys problem as well, by treating all
the data available at every step as an independent offline problem. However, as will be seen
later in this thesis, this can tend to severely misclassify objects belonging to the noise class.





The methodology used in this thesis for solving the online target recognition problem with
decoys is based on supervised learning, with adaptations to deal with the online and decoy
aspects.
3.1.1 Supervised learning
Supervised learning attempts to classify the new observations from labeled training dataset.
A training data set is consist of input-output pairs D = {(xj, yj) | j = 1, . . . ,m}, where m
is the training set size, the xj’s are p-dimensional training inputs that are called features or
attributes and yj ∈ Y are class labels. The goal is to learn a mapping function f from input
vector x corresponding output answer Y .
After the learning process, the performance of the result should be measured on a test set.
Usually, 20% of the dataset is kept as the test set which the rest is used as the training set
for learning.
Supervised learning problems can be divided into regression and classification. When the
output variables are categorical, such as human or car, or disease or no disease, the task
is known as classification. In contrast, when the output variables are continuous, such as
temperature, the task is known as regression. In both cases the objective is to build a model
which minimizes the error rate of the test set (Murphy, 2012).
3.1.2 Online supervised learning with decoys
Supervised learning is typically used in an offline setting. As described in Chapter 1, the
context in which we want to apply our procedure differs in two key ways: we perform classifi-
cation online, and we deal with additional "decoy" observations. We formalize these additional
complexities as follows.
First, we take a standard setup for an online scenario. We assume that we move along
timesteps, and that at every timestep we receive a group of observations indexed by time,
Xt = {x(t)j | j = 1, ...,m(t)}. We then predict labels for these features, Ŷt = {ŷ
(t)
j | j =
1, ...,m(t)}, basing ourselves on whatever we have observed so far up to the current time. We
are then revealed the true class labels Yt = {y(t)j | j = 1, ...,m(t)}, and incur a misclassification
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loss. The true labels Yt are now available to refine our model, and can be used for future
timesteps.
This setup can be reduced to a standard classification problem as follows. At any timestep t,
we can take D = ∪t−1s=1(Xs, Y s) as a labeled training dataset, and perform predictions on X t.
Thus every time step is treated as a separate classification problem with a slightly different,
progressively larger training set.
Second, to deal with the decoy observations, we simply augment the K classes of interest
with an additional decoy class K + 1. Without any additional assumptions, this additional
class can simply be treated as a class like any other, which simply happens to have high
variability. In this way, standard classification methods can be used. Our method, however,
will go further by modeling this class differently from the first K, as we be explained later.
3.2 Models
We now describe three models to deal with this online supervised learning with decoys prob-
lem. The first two are standard classification models, which form the basis of our approach.
Consequently, we describe them in detail.
The third is our model, which is specifically designed to deal with the decoy class.
3.2.1 Linear discriminant analysis
Linear discriminant analysis (LDA) is a supervised learning method for classification first
proposed by Fisher (1936). LDA is a simple method that finds a hyperplanes in feature
space that separates objects into two or more classes or groups (Friedman, 1989).
Just as in any usual classification setting, we assume we have a p-dimensional data set
D = {(xj, yj) | j = 1, . . . ,m} which contains of m samples where data set is consist of
k = {1, . . . , K + 1} classes. We will treat the decoy class as a class like any other. The
number of training observations in each class k will be denoted mk.
Linear discriminant analysis assumes that each class density has a multivariate Normal dis-
tribution, with a different class-wise mean but same covariance matrix. Formally,









where µk and Σ correspond to mean and covariance matrix in class k. In this work, we
will treat µk as parameters to be estimated but Σ as a hyperparameter. In addition, we
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will assume that the labels have a uniform distribution Y j ∼ U(1, . . . , K + 1) for simplicity,
so that P [Y j = k] = 1K+1 ∀j, k where j = {1, . . . ,m} is number of observations and k =
{1, . . . , K + 1} number of classes.
Frequentist parameter estimation
The main approach for frequentist parameter estimation is maximum likelihood, which finds
the parameters that maximize the likelihood function L(θ,D),
θ̂ = arg max
θ∈Θ
L(θ,D) = arg max
θ∈Θ
logL(θ,D),
where θ indicates the parameters and D is the observed data. In turn, the likelihood can be
written as product of sample distributions because they are independent of each other:


























− 12(xj − µyj )
TΣ−1(xj − µyj )
}
· 1








−12(xj − µyj )
TΣ−1(xj − µyj )−
p
2 log(2π)|Σ| − log(K + 1).






















Therefore, the maximum likelihood estimates are
µ̂1 =
∑m
j=1 xjI[yj = 1]∑m
j=1 I[yj = 1]
, . . . , µ̂K =
∑m
j=1 xjI[yj = K]∑m
j=1 I[yj = K]
, µ̂K+1 =
∑m
j=1 xjI[yj = K + 1]∑m
j=1 I[yj = K + 1]
.
Frequentist prediction
Once the model is fitted, we can classify a new observation X? = x? by
Ĝ(x?) = arg max
k
P [Y ? = k|X? = x?,D]
= arg max
k
P [X? = x?|Y ? = k,D]P [Y ? = k|D]
P [X? = x?|D] .
Since P [X? = x?|D] does not depend on k, it behaves as a constant so this equals
= arg max
k
P [X? = x?|Y ? = k,D]P [Y ? = k|D]. (3.2)




logP [X? = x?|Y ? = k,D] + logP [Y ? = k|D]
and we know that
P [X? = x?|Y ? = k,D] = fN(µ̂k,Σ)(x
?),
P [Y ? = k|D] = fU(1,··· ,K+1)(k).
Therefore,













? − µk)TΣ−1(x? − µk)].
To sum up,







By defining the following functions, that are usually called the "linear discriminant functions",






we see that LDA assigns the observation to the class for which δ is highest, i.e.




In the Bayesian framework, the parameters are treated as random variables, so a prior distri-
bution should be specified to get the posterior distribution. We assume the class-wise means
are prior independent, with identical prior marginals
µk|Σ ∼ N (0, Ω).
To find the posterior distribution over the parameters µk, we can use Bayes’ theorem to get
that
P [θ|D] = P [D|θ]P [θ]
P [D] ,
where P [D|θ] is the likelihood function and P [θ] is the prior. Since P [D] is independent of
θ, it is a constant with respect to θ and therefore
P [θ|D] ∝ P [D|θ]P [θ].
P [θ|D] ∝ P [X1 = x1,Y 1 = y1, . . . ,Xm = xm,Y m = ym|µ1, · · · ,µK+1]P [µ1, · · · ,µK+1].
According to equation (3.1), the likelihood is













− 12(xj − µyj )
TΣ−1(xj − µyj )
}
· 1
K + 1 .
Moreover, the prior can be recognized as






























P [X1 = x1,Y 1 = y1, . . . ,Xm = xm,Y m = ym|µ1, . . . ,µK+1]P [µ1, . . . ,µK+1]















































In order to simplify the equation, all terms of µ need to be gathered, giving








































By using the fact that ∑mj=1 xj = mkX̄k, where
X̄1 =
∑m
j=1 xjI[yj = 1]∑m
j=1 I[yj = 1]
, . . . , X̄K+1 =
∑m
j=1 xjI[yj = K + 1]∑m
j=1 I[yj = K + 1]
,











µTk (mkΣ−1 + Ω−1)µk)
}
.








kΣ−1X̄k + µTk (mkΣ−1 + Ω−1)µk)
}
.





kΣ−1X̄k + µTk (mkΣ−1 + Ω−1)µk)
}
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for k = 1, . . . , K + 1. To simplify the expression, we consider
a = mkΣ−1 + Ω−1
and
b = Σ−1mkX̄k,
so we can write
∝ exp{−12(µ
T
k aµk − µTk b− bTµk)}.
The identity matrix I = aa−1 is added, which does not affect the expression, giving
∝ exp{−12(µ
T
k aµk − µTk aa−1b− bTaa−1µk + bTa−1aa−1b)}.
Assume Σn = a−1 and µn = a−1b. Then, the equation becomes
∝ exp{−12(µ
T
kΣ−1n µk − µTkΣ−1n µn − µTnΣ−1n µk + µTnΣ−1n µn)},
and therefore, the expression can be factorized as
∝ exp{−12(µk − µn)
TΣ−1n (µk − µn)}.
In summary, the posterior distribution is proportional to the probability density function of
a multivariate Normal distribution with mean µn and covariance matrix Σn. But then, the
posterior distribution for µk must be this multivariate Normal distribution,
µk|D ∼ N (µn,Σn), (3.3)
where
µn = a−1b = (mkΣ−1 + Ω−1)−1Σ−1mkX̄k,
Σn = a−1 = (mkΣ−1 + Ω−1)−1.
Bayesian prediction
Just like in the frequentist case, predictions for new examples can be performed through
equation (3.2). Note that Y ? is independent of D, so P [Y ?|D] = P [Y ? = k] = 1
K+1 hence,
we just need to find
∝ arg max
k
P [X? = x?|Y ? = k,D]
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which can be computed as
P [X? = x?|Y ? = k,D] =
∫
P [X? = x?|Y ? = k,µk]P [µk|D]dµk.
Using equation (3.4), the integral can be computed as
P [X? = x?|Y ? = k,D] =
∫













2 exp[−12(µk − µn)
TΣ−1n (µk − µn)]dµk ·
1
K + 1















?TΣ−1µk − 2µTnΣ−1n µk + µTkΣ−1µk + µTkΣ−1n µk]}dµk,
which can be expressed as






















By completing the square in the ? part, we find that
? = µTk [Σ−1 + Σ−1n ]µk − 2µTk [Σ−1x? + Σ−1n µn]
= µTk [Σ−1 + Σ−1n ]︸ ︷︷ ︸
Σ−1new
µk − 2µTk [Σ−1 + Σ−1n ]︸ ︷︷ ︸
Σ−1new
[Σ−1 + Σ−1n ]−1[Σ−1x? + Σ−1n µn]︸ ︷︷ ︸
µnew
+ [Σ−1x? + Σ−1n µn][Σ−1 + Σ−1n ]−1︸ ︷︷ ︸
µnew
[Σ−1 + Σ−1n ]︸ ︷︷ ︸
Σ−1new
[Σ−1 + Σ−1n ]−1[Σ−1x? + Σ−1n µn]︸ ︷︷ ︸
µnew
− [Σ−1x? + Σ−1n µn][Σ−1 + Σ−1n ]−1︸ ︷︷ ︸
µnew
[Σ−1 + Σ−1n ]︸ ︷︷ ︸
Σ−1new




(µ− µnew)TΣ−1new(µ− µnew) = µTΣ−1newµ− 2µTΣ−1newµnew + µnewΣ−1newµnew
and define
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Σ−1new = Σ−1 + Σ−1n ,
µnew = [Σ−1 + Σ−1n ]−1[Σ−1x? + Σ−1n µn].
Therefore, the equation can be expressed as
P [X? = x?|Y ? = k,D]






















TΣ−1new(µ− µnew)}dµ︸ ︷︷ ︸
=1
which can be simplified as













−1x? + Σ−1n µn][Σ−1 + Σ−1n ][Σ−1x? + Σ−1n µn]}.
The Woodbury formula tells us that
Σ−1 −Σ−1[Σ−1 + Σ−1n ]−1Σ−1 = [Σ + Σn]−1,
and we know that the probability is equivalent to
P [X? = x?|Y ? = k,D] ∝ exp{−12[x
?T[Σ + Σn]−1x? − 2x?Σ−1[Σ−1 + Σ−1n ]−1Σ−1n µn︸ ︷︷ ︸
??
]}.
Now, by applying Woodbury, the ?? part can be written as
?? = x? [Σ + Σn]−1︸ ︷︷ ︸
Σ−1??
x? − 2x?T [Σ + Σn]−1︸ ︷︷ ︸
Σ−1??
[Σ + Σn]Σ−1[Σ + Σn]−1Σ−1n µn︸ ︷︷ ︸
µ??
+
µT??Σ−1?? µ?? − µT??Σ−1?? µ??
= (x?T − µ??)T[Σ + Σn]−1(x? − µ??)− µT??Σ−1?? µ??.
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Then by indicating µ?? and Σ?? we can write that
P [X? = x?|Y ? = k,D] ∝ exp{12(x






? − µ??)TΣ−1?? (x? − µ??)}.
But then,





? − µ??)TΣ−1?? (x? − µ??)},
and therefore
X?|Y ? = k,D ∼ N (µ??,Σ??).
Lets try to simplify µ??. We find that
µ?? = [Σ + Σn]Σ−1[Σ−1 + Σ−1n ]−1Σ−1ΣΣ−1n µn
= [Σ + Σn]Σ−1ΣΣ−1n µ(1)n − [Σ + Σn][Σ + Σn](1)ΣΣ−1n µn
= [Σ + Σn]Σ−1n µn −ΣΣ−1n µn = ΣnΣ−1n µn = µn.
In summary, we find that
X|Y = k,D ∼ N (µ??,Σ??),
µ?? = µn = (mkΣ−1 + Ω−1)−1Σ−1mkX̄k,
Σ?? = Σ + Σn = Σ + (mkΣ−1 + Ω−1)−1.
Therefore, using this result in equation (3.4) we conclude that
















































Again this is linear function of x, just as in frequentist case.
An example of LDA plot is demonstrated in figure 3.1, using Iris dataset. This flower dataset
consists of 150 samples with 4 features namely sepal length, sepal width, petal length and
petal width and each sample belongs to one of the setosa, versicolor and virginica flower
varietal. We take the combination of features to illustrate the partition between classes so,
with 4 features 6 combinations of two features can be used at a time. The plot shows how
different classes are defined based on the two features on x-axis and y-axis.





























































































































app. error rate: 0.2




































































































































app. error rate: 0.033


























































































































app. error rate: 0.047






















































































































app. error rate: 0.04
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app. error rate: 0.04
Linear discriminant analysis 
Figure 3.1 An example of linear discriminant analysis decision boundaries on the Iris dataset.
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3.2.2 Quadratic discriminant analysis
Quadratic discriminant analysis (QDA) is identical to LDA except that the covariance matrix
is different for each class k = 1, . . . , K + 1. Namely, X|Y = k ∼ N (µk,Σk), for Σk a class-
specific covariance matrix. Nevertheless, just as before, we will treat Σ as a hyperparameter
in this work, which means that the prediction equations will be quite similar to the linear
case.
Frequentist parameter estimation
The maximum likelihood estimate can be computed as follows.
θ̂ = arg max
θ∈Θ
L(θ,D) = arg max
θ∈Θ
logL(θ,D),

























− 12(xj − µyj )
TΣ−1yj (xj − µyj )
}
· 1








−12(xj − µyj )




2 |Σyj |+ log
1
K + 1 .









Σ−1k (xj − µ̂k) = 0,
yielding the maximum likelihood estimates
µ̂1 =
∑m
j=1 xjI[yj = 1]∑m
j=1 I[yj = 1]
, · · · , µ̂K =
∑m
j=1 xjI[yj = K]∑m
j=1 I[yj = K]
, · · · , µ̂K+1 =
∑m
j=1 xjI[yj = K + 1]∑m




We can predict the class of a new sample X? by
Ĝ(x?) = arg max
k
P (Y ? = k|X? = x?,D)
= arg max
k
P [X? = x?|Y ? = k,D]P [Y ? = k|D]
P [X? = x?|D]
which is equivalent to
arg max
k
logP [X? = x?|Y ? = k,D] + logP [Y ? = k|D].
In the case of QDA, Ĝ(x?) can be expressed as













? − µk)TΣ−1k (x? − µk)].
As a result



















we see that QDA assigns the samples to the class for which δ is highest:




We know the posterior is proportional to the likelihood times the prior. Therefore, by having
the likelihood in equation (3.6) and the prior from equation (3.3), the posterior can be
obtained by finding













− 12(xj − µyj )


































































After some algebra, we find that the posterior distribution has the multivariate Normal
distribution with mean µn and covariance matrix Σn,
µk|D ∼ N (µn,Σn), (3.6)
where
µn = a−1b = (mkΣ−1k + Ω−1)−1Σ−1k mkX̄k,
Σn = a−1 = (mkΣ−1k + Ω−1)−1
Bayesian prediction
Prediction for new samples is achieved by finding Ĝ(x?), where
Ĝ(x?) = arg max
k
P [Y ? = k|X? = x?,D] = arg max
k
P [X? = x?|Y ? = k,D]P [Y ? = k|D]
P [X? = x?|D] .
By having µk|D from the equation (3.7) and some simplifications which the process is as
same as part 3.2.4, we can find that
X|Y = k,D ∼ N (µ??,Σ??),
µ?? = µn = (mkΣ−1k + Ω−1)−1Σ−1k mkX̄k,
Σ?? = Σk + Σn = Σk + (mkΣ−1k + Ω−1)−1.
Therefore, we can conclude that





























?TΣ−1?? x? − 2x?
TΣ−1?? µ?? + µT??Σ−1?? µ??)
]
,
which is quadratic function of x. The name "quadratic" comes from this fact. In other words,
in quadratic discriminant analysis the decision boundaries are quadratic curves instead of
being lines. An example of QDA plot is demonstrated in figure 3.2, using the Iris dataset.
The plot shows how different classes are defined based on the two features on x-axis and
y-axis.





























































































































app. error rate: 0.2
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app. error rate: 0.033
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app. error rate: 0.02
Quadratic discriminant analysis 




Linear discriminant analysis and quadratic discriminant analysis can perform well, even in an
online setting. However, these techniques assume that all classes have a normal distribution
as well as noise class which can restrict their ability of recognizing of observations from noise
class. These methods can be improved to deal with the noisy, variable observations we call
decoys, such as typically found in radar data.
Because of its good performance, we base our model on Bayesian quadratic discriminant
analysis. The only difference is that we model the K+ 1 decoy class differently from the first
K. Namely, we assume, like in QDA, that observations in the first K classes are normally
distributed with class-wise means and covariances,






− 12(xj − µk)
TΣ−1k (xj − µk)
}
for k ∈ {1, . . . , K}, while in the decoy class each observation has its own mean vector











We treat the covariance matrices Σ1, . . . ,ΣK+1 as hyperparameters for simplicity, and so the
parameters are θ = (µ1, . . . ,µK ,µK+1,1, . . . ,µK+1,m). We will assume as in QDA that the
labels have a uniform distribution Y j ∼ U(1, . . . , K + 1), so that P [Y j = k] = 1K+1 ∀j, k.
In some sense, the decoy means µK+1,j are more like latent variables than parameters, since
there is a number proportional to the number of observations. Since we take a Bayesian
approach, this distinction is immaterial.
Like in the Bayesian QDA case, we take a prior that factorizes over the parameters, and take
as prior marginals
µk |Σk ∼ N (0, Ω) for k ∈ {1, . . . , K},
µK+1,j |ΣK+1 ∼ N (0, Ω) for j ∈ {1, . . . ,m}.
3.2.4 Bayesian parameter estimation
To do Bayesian estimation of the parameters θ = (µ1, . . . ,µK ,µK+1,1, . . . ,µK+1,m), that is
find the posterior, we can use Bayes’ law
P [θ|D] = P [D|θ]P [θ]
P [D] , (3.7)
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where the likelihood function can be expressed as













P (Xj = xj|Y j = yj|θ)P (Y j = yj|θ)












− 12(xj − µyj )












− 12(xj − µyj ,j)
TΣ−1K+1(xj − µyj ,j)
}
.
Since we put priors µk ∼ N (0,Ω) and µK+1,j ∼ N (0,Ω), with every parameter independent,
we can express the prior as























− 12(µK+1,j − 0)
TΩ−1(µK+1,j − 0)
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Then, from equation (3.8) we have that,












− 12(xj − µyj )












− 12(xj − µyj ,j)
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By using the fact that ∑Kk=1∑mj=1
yj=k
xj = mkX̄k, where
X̄1 =
∑m
j=1 xjI[yj = 1]∑m
j=1 I[yj = 1]
, . . . , X̄k =
∑m
j=1 xjI[yj = K]∑m







































































































After some algebra, we can see that this is proportional to, hence equal to, a product of Nor-
mal distributions over the parameters. Hence the parameters µ1, . . . ,µK ,µK+1,1, . . . ,µK+1,m
remain independent after conditioning on the data, with marginal posterior distributions
given by
µk|D ∼ N (µn,Σn) (3.8)
where µn = (mkΣ
−1
k + Ω−1)−1Σ−1k mkX̄k
Σn = (mkΣ−1k + Ω−1)
for k = 1, 2, . . . , K,
and




Σn = (Σ−1K+1 + Ω−1)−1
for j ∈ {1, . . . ,m} such that yj = K + 1
µn = 0Σn = Ω for j ∈ {1, . . . ,m} such that yj = {1 . . . , K}
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3.2.5 Bayesian prediction
The probability that a new data point X?, conditioned on the observed data, comes from
class k, k ∈ {1, . . . , K} or comes from class K + 1 is
P [Y ? = k|X? = x?,D] where k = 1, . . . , K + 1
which can be computed using Bayes’ theorem as
P [Y ? = k|X? = x?,D] = P [X
? = x?|Y ? = k,D]P [Y ? = k|D]∑K+1
k=1 P [X? = x?|Y ? = k,D]P [Y ? = k|D]
. (3.10)
Since Y ? is independent of D, then
P [Y ? = k|D] = P [Y ? = k] = 1
K + 1 .
Therefore, for prediction the label of a new observation, posterior distribution need to be
estimated which can be achieved by integrating over all possible values for the parameters





P [X? = x?|Y ? = k,µk]P [µk|D]dµk for k ∈ {1, . . . , K},∫
P [X? = x?|Y ? = K + 1,µK+1,?]P [µK+1,?|D]dµK+1,? for k = K + 1.
(3.12)
Then the probability that the new observation is drawn from one of the K seen classes can
be computed using our expression for µk|D from equation (3.8) and (3.10). This gives that
when k ∈ {1, . . . , K}.
P [X? = x?|Y = k,D] =
∫
















− 12(µk − µn)


















































− 2µk[x?TΣ−1k + µTnΣ−1n ] + µTk [Σ−1k + Σ−1n ]µk
]}
dµk
by simplifying the ? part and completing the square as
? = µTk [Σ−1k + Σ−1n ]µk − 2µTk [x?
TΣ−1k + Σ−1n µn]
= µTk [Σ−1k + Σ−1n ]︸ ︷︷ ︸
Σ−1new
µk − 2µTk [Σ−1k + Σ−1n ]︸ ︷︷ ︸
Σ−1new
] Σ−1k + Σ−1n ]−1[x?
TΣ−1k + Σ−1n µn]︸ ︷︷ ︸
µnew
+ [x?TΣ−1k + Σ−1n µn][Σ−1k + Σ−1n ]−1︸ ︷︷ ︸
µnew
[Σ−1k + Σ−1n ]︸ ︷︷ ︸
Σ−1new
[Σ−1k + Σ−1n ]−1[x?
TΣ−1k + Σ−1n µn]︸ ︷︷ ︸
µnew
− [x?TΣ−1k + Σ−1n µn][Σ−1k + Σ−1n ]−1︸ ︷︷ ︸
µnew
[Σ−1k + Σ−1n ]︸ ︷︷ ︸
Σ−1new
[Σ−1k + Σ−1n ]−1[x?




(µk − µnew)TΣ−1new(µk − µnew) = µTkΣ−1newµk − 2µTkΣ−1newµnew + µnewΣ−1newµnew,
and define
Σ−1new = [Σ−1k + Σ−1n ]
and
µnew = [Σ−1k + Σ−1n ]−1[x?
TΣ−1k + Σ−1n µn].
Then, the equation can be expressed as

















?Σ−1k + Σ−1n µn]T[Σ−1k + Σn][x?














which can be further simplified as





2 (2π)− 12 |Σn|−
1





























Σ−1k −Σ−1k [Σ−1k + Σn]Σ−1k
]
x? − 2x?TΣ−1k [Σ−1k + Σn]Σ−1n µn
]}
.
Now by using the Woodbury formula, which gives us that
Σ−1k −Σ−1k [Σ−1k + Σn]−1Σ−1k = [Σk + Σn]−1,
this can be further written as










But then, by completing the square and introducing µ?? and Σ??, we find that
?? = x?T [Σk + Σn]−1︸ ︷︷ ︸
Σ−1??
x? − 2x?T [Σk + Σn]−1︸ ︷︷ ︸
Σ−1??
Σk + Σn]Σ−1k [Σ−1k + Σn]Σ−1n µn︸ ︷︷ ︸
µ??
+µT??Σ−1?? µ?? − µT??Σ−1?? µ??,
giving us that







? − µ??)TΣ−1?? (x? − µ??)
}
where
µ?? = [Σk + Σn]Σ−1k [Σ−1k + Σn]Σ−1n µn,
Σ?? = [Σk + Σn]−1.
In other words, we obtain that
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X?|Y ? = k,D ∼ N (µ??,Σ??) (3.13)
with
µ?? = µn = (mkΣ−1k + Ω−1)−1Σ−1k mkX̄k for k = 1, 2, . . . , K
Σ?? = [Σk + Σn] = [Σk +mkΣ−1k + Ω−1].
Next, for k = K + 1, notice that P [µK+1,?|D] = P [µK+1,?] = fN (0,Ω)(µK+1,?), so
P [X? = x?|Y = K + 1,D] =
∫






















































− 2x?TΣ−1K+1µK+1,? + µTK+1,?(Σ−1K+1 + Ω−1)µK+1,?
]}
dµK+1,?.
By completing the square and defining
(µK+1,?−µnew)TΣ−1new(µK+1,?−µnew) = µTK+1,?Σ−1newµK+1,?−2µTK+1,?Σ−1newµnew+µnewΣ−1newµnew,
where
Σ−1new = [Σ−1K+1 + Ω−1]
and
µnew = [x?Σ−1K+1],
the equation can be expressed as



































x?TΣ−1K+1x? + [x?Σ−1K+1]T[Σ−1K+1 + Ω−1][xΣ−1K+1]
}
,











x?T[Σ−1K+1 −Σ−1K+1[Σ−1K+1 + Ω−1]−1Σ−1K+1]
}
.








Therefore, we conclude that
X?|Y ? = k,D ∼ N (µ??,Σ??), (3.14)
with
µ?? = µn = 0 for k = K + 1,
Σ?? = ΣK+1 + Ω.
Finally, to find the final probability, we need to compute
K+1∑
l=1




















Therefore, according to equation (3.8), we conclude that the probability of being in one of
the K + 1 classes can be computed as
33
P [Y ? = l|X? = x?,D] = P [X
? = x?|Y ? = l,D]∑K+1





for k = 1, . . . , K
C
B
for k = K + 1
where




x? − (mlΣ−1l + Ω−1)Σ−1mlX̄l
)T
(
Σl +mlΣ−1l + Ω−1
)−1(














x? − (mlΣ−1l + Ω−1)Σ−1mlX̄l
)}












To evaluate the performance of our proposed approach, we performed a series of experiments
on synthetic data to precisely control the experimental setup. This allows us to evaluate
whether the additional model assumptions on the decoy class allows us to improve on regular
Bayesian quadratic discriminant Analysis, which is our baseline. Also, result of the new model
is compared to SVM which is well known in radar target recognition problem to evaluate the
performance of our model.
Data is simulated using simple random sampling method (Sunter, 1977; Meng, 2013) in an
online scenario. The algorithm is described in Algorithm 1.
4.2 Evaluation methodology
4.2.1 Measures
The online scenario provides us with a principled way to evaluate performance: we can
compute, on our simulated data, the test error at every time step, and average them over all
timesteps. This provides an overall measure of performance across time. For completeness,
we also analyze the test errors at every time step.
4.2.2 Visualization
A typical way to visualize multi-label classification performance is through the use of a
confusion matrix (Fawcett, 2006), which represents the proportion of each class that was
classified into other classes. The values on the main diagonal of the matrix estimate the
probability of correct classification for each class, whereas non-diagonal values of the matrix
estimate the probability of incorrect classification.
Also related are the concept of true/false positives/negatives. True positives (TP) and false
positives (FP) are examples which correctly and incorrectly categorized as positive, while
true negatives (TN) and false negatives (FN) are examples which were classified correctly and
incorrectly as negative. These can be computed from the confusion matrix by summing across
rows or columns. In turn, the classification accuracy can be obtained from the true/false
35















for r = 1 to 10 do
for k = 1 to 10 do
µ[k] ∼ N (0,Ω)
for j = 1 to 5 do
train← get 10 new samples xj ∈ R2 ∼ N (µ[j],Σ)
get label yj ← j
for t = 2 to 6 do
for n = 1 to 4 do
test← 5 samples xn ∼ N (µ[n],Σ)
get label yn ← n
test← get 5 new samples xn ∼ N (µ[n+ t],Σ)
yn ← n+ t
if yn > 5 then
yn ← 5
predict ŷ
set a new label y
update train← train ∪ test
goto loop
positive/negatives, through the formula
AC = TP + TN
TP + TN + FP + FN .
4.3 Experiments
In order to compare classification performance against the QDA and SVM baselines, we apply
our method on a simulated dataset, using results from equation (3.14) and (3.15).
We consider three different hyperparameter scenarios. In order to investigate the reliability
of our method compared to QDA and SVMs, in each scenario the class covariance matrices
Σk are increased in magnitude, as larger covariances leads to more overlaps between classes,
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hence increase the classification difficulty. The other hyperparameter Ω remains fixed during
all scenarios.
For every hyperparameter scenario, simulation is based on 10 repetitions with sample size
n = 75 and dimension p = 2, following the online scenario introduced in Chapter 3 with
T = 5 total timesteps. This choice is broadly consistent with the data dimensions found in
the real dataset that will be investigated in Chapter 5, allowing a direct comparison.
In detail, at every timestep t = 1, . . . , 5, one new cluster with 5 new observations from
every class is added to the dataset and then, the new algorithm is used to classify the new
observations. After prediction, the error is recorded and the observations are added to the
training set for the next timestep.
We now describe how the hyperparameters are chosen for the simulation. Recall that the
hyperparameters of our model are the class-wise covariance matrices Σ1, . . . ,Σ5 and the mean
prior covariance Ω.
4.3.1 Scenario 1
In the first scenario, the class covariance matrices Σ1, . . . ,Σ5 are taken to be the identity
matrix I, while Ω = 100I.
4.3.2 Scenario 2
In the second scenario, the class covariance matrices Σ1, . . . ,Σ5 are taken to be the identity
matrix 3I, while we take again Ω = 100I.
4.3.3 Scenario 3
In the third scenario, the class covariance matrices Σ1, . . . ,Σ5 are taken to be the identity
matrix 7I, while we take again Ω = 100I.
4.4 Results




The first scenario’s processes are demonstrated in figure 4.1 to figure 4.5 for each timestep.

















































Figure 4.1 Simulated data in scenario
1 for timestep 1.
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Figure 4.2 Simulated data in scenario
1 for timestep 2.
11 11

































































Figure 4.3 Simulated data in scenario



















































































Figure 4.4 Simulated data in scenario



















































































Figure 4.5 Simulated data in scenario 1 for timestep 5.
In tables 4.1 to 4.3 performance of three classification methods, QDA, SVMs and new method,
are reported. The tables show the 5 steps which in each step new cluster is joined. For more
precise results, the process is repeated 10 times and the average is considered as the final
classification result. Based on the results in figure 4.6, QDA and SVMs are more sensitive
than the new method to the new dataset.
Table 4.1 Accuracy table for simulated data for the first scenario, using QDA.
Scenario 1 Timestep1 2 3 4 5
Iteration
1 1 1 1 1 1
2 0.8 1 0.8 1 1
3 0.8 1 0.8 1 1
4 0.8 1 0.96 0.88 1
5 1 1 1 0.8 0.96
6 0.8 1 0.96 1 1
7 0.8 0.84 0.8 1 1
8 0.8 0.8 1 0.96 0.8
9 0.8 0.8 0.96 0.76 1
10 0.8 1 0.96 1 1
Mean 0.84 0.944 0.924 0.94 0.976
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Table 4.2 Accuracy table for simulated data for the first scenario, using SVMs.
Scenario 1 Timestep1 2 3 4 5
Iteration
1 1 1 0.8 1 1
2 0.8 1 0.8 1 1
3 0.8 0.96 0.8 0.8 1
4 0.8 0.8 0.8 0.8 0.8
5 0.84 1 1 0.8 1
6 1 1 0.92 0.8 0.8
7 0.8 0.8 0.8 1 1
8 0.8 0.8 0.8 1 0.8
9 0.8 0.8 0.8 0.8 1
10 1 1 0.92 1 0.8
Mean 0.864 0.916 0.844 0.9 0.92
Table 4.3 Accuracy table for simulated data for the first scenario, using the proposed method.
Scenario 1 Timestep1 2 3 4 5
Iteration
1 1 0.96 0.96 1 1
2 1 1 1 1 1
3 0.8 1 1 1 1
4 1 1 0.92 0.92 1
5 0.96 1 1 1 1
6 0.96 1 0.96 1 1
7 0.84 0.8 0.8 1 1
8 1 1 1 0.96 0.8
9 0.84 0.96 0.96 0.8 1
10 1 1 1 0.96 1
Mean 0.94 0.972 0.96 0.964 0.98
40






















Figure 4.6 Global accuracy over all timesteps in scenario 1.
4.4.2 Scenario 2


































































Figure 4.7 Simulated data in scenario









































































Figure 4.8 Simulated data in scenario


























































































Figure 4.9 Simulated data in scenario












































































































Figure 4.10 Simulated data in sce-




















































































































Figure 4.11 Simulated data in scenario 2 for timestep 5.
The results of the simulations are reported in tables 4.4, 4.5 and 4.6. Also, comparison of
the three methods is demonstrated in 4.12.
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Table 4.4 Accuracy table for simulated data for the second scenario, using QDA.
Scenario 2 Timestep1 2 3 4 5
Iteration
1 0.76 0.92 0.96 0.88 0.96
2 0.8 0.64 0.8 0.92 0.84
3 0.72 0.72 0.92 1 1
4 0.8 0.8 0.8 0.96 0.88
5 0.76 1 0.88 1 0.92
6 0.76 0.8 1 1 0.96
7 0.76 0.76 0.96 0.96 0.96
8 0.72 0.96 0.92 0.88 0.92
9 0.8 0.8 0.92 1 0.92
10 0.8 1 0.8 0.8 1
mean 0.768 0.84 0.896 0.94 0.936
Table 4.5 Accuracy table for simulated data for the second scenario, using SVMs.
Scenario 2 Timestep1 2 3 4 5
Iteration
1 0.72 0.92 0.88 0.88 0.76
2 0.76 0.76 0.76 0.8 0.8
3 0.68 0.76 0.88 0.96 0.84
4 0.8 0.92 0.68 0.76 0.72
5 0.8 1 0.88 0.8 0.8
6 0.76 0.72 0.84 1 1
7 0.76 0.76 0.76 0.8 0.92
8 0.84 0.96 0.72 0.8 0.92
9 0.8 0.8 0.8 1 0.8
10 0.8 1 0.8 0.8 1
mean 0.772 0.86 0.8 0.86 0.856
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Table 4.6 Accuracy table for simulated data for the second scenario, using the proposed
method.
Scenario 2 Timestep1 2 3 4 5
Iteration
1 0.92 0.84 0.92 0.88 0.96
2 0.8 0.88 0.8 0.96 0.96
3 0.92 0.8 0.92 1 1
4 0.8 0.8 0.88 0.96 0.88
5 0.84 0.92 0.88 1 0.96
6 0.88 0.96 1 1 0.96
7 0.76 0.96 0.96 0.96 0.96
8 0.76 0.96 0.92 0.96 0.92
9 1 0.72 1 1 0.92
10 0.96 0.96 0.8 0.88 1
mean 0.864 0.88 0.908 0.96 0.952






















Figure 4.12 Global accuracy over all timesteps in scenario 2.
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4.4.3 Scenario 3











































































Figure 4.13 Simulated data in sce-

























































































Figure 4.14 Simulated data in sce-










































































































Figure 4.15 Simulated data in sce-

























































































































Figure 4.16 Simulated data in sce-







































































































































Figure 4.17 Simulated data in scenario 3 for timestep 5.
The results of the simulations are reported in tables 4.7, 4.8 and 4.9. Also, the result of using
three methods is illustrated in 4.18.
Table 4.7 Accuracy table for simulated data for the third scenario, using QDA.
Scenario 3 Timestep1 2 3 4 5
Iteration
1 0.72 0.72 0.88 0.88 0.88
2 0.6 0.6 0.84 0.72 0.68
3 0.6 0.56 0.76 0.96 0.88
4 0.76 0.96 0.88 0.76 0.92
5 0.68 0.8 0.76 0.76 0.88
6 0.76 0.68 0.92 0.72 0.92
7 0.8 0.72 0.68 0.96 0.84
8 0.8 0.72 1 0.84 0.96
9 0.84 0.8 0.76 0.8 0.64
10 0.92 0.92 0.92 0.76 0.72
Mean 0.748 0.748 0.84 0.816 0.832
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Table 4.8 Accuracy table for simulated data for the third scenario, using SVMs.
Scenario 3 Timestep1 2 3 4 5
Iteration
1 0.76 0.76 0.76 0.8 0.8
2 0.6 0.68 0.64 0.8 0.64
3 0.6 0.6 0.8 0.84 0.88
4 0.76 0.88 0.88 0.76 0.72
5 0.72 0.76 0.72 0.72 0.88
6 0.8 0.76 0.84 0.8 0.84
7 0.8 0.76 0.72 0.88 0.76
8 0.8 0.76 0.8 0.8 0.8
9 0.84 0.8 0.76 0.8 0.8
10 0.92 0.84 0.84 0.76 0.72
Mean 0.76 0.76 0.776 0.796 0.784
Table 4.9 Accuracy table for simulated data for the third scenario, using our proposed method.
Scenario 3 Timestep1 2 3 4 5
Iteration
1 0.92 0.92 0.88 0.88 0.92
2 0.88 0.76 0.88 0.72 0.68
3 0.68 0.72 0.8 0.96 0.88
4 0.88 0.96 0.88 0.72 0.92
5 0.72 0.8 0.8 0.76 0.92
6 0.76 0.76 0.92 0.72 0.84
7 0.8 0.84 0.68 1 0.84
8 0.84 0.76 1 0.8 1
9 0.84 0.88 0.72 0.8 0.72
10 0.96 0.88 0.88 0.76 0.72
Mean 0.828 0.828 0.844 0.812 0.844
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Figure 4.18 Global accuracy over all timesteps in scenario 3.
4.4.4 Analysis
One immediate conclusion we can draw from our simulations is that QDA and SVMs cannot
recognize the new clusters as well as our proposed method. In all three cases, the accuracies
increase over the 5 steps and both methods eventually reach a similar performance. However,
we see that QDA and SVMs performs noticeably worse in the first few steps, while our method
is better faster. Moreover, as should be expected, larger class covariances lead to decreased
performance for both methods, but ours remain ahead of QDA and SVMs in every case.
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CHAPITRE 5 APPLICATION
We now present an application of our methodology to a real radar dataset.
5.1 Dataset
The data was provided by FLIR Systems, a radar manufactoring military contractor. The
data was recorded in 2017 at a military installation using radars manufactured by FLIR: the
Ranger R20SS, a 20 km range ground surveillance radar, and the R6SS, a portable 10 km
radar.
Figure 5.1 FLIR-R20SS Figure 5.2 FLIR-R6SS
A sequence of consecutive radar observations of the same object is called a track. A total of
60 tracks were recorded, corresponding to a total of 16,577 observations, and were classified
by human experts into five categories: Human, Vehicle, UAV, Animal and Other. This latter
class comprise miscellaneous items such as bags and clouds, and will correspond to the decoy
class in our model. The class-wise counts are given in table 5.1.
Table 5.1 Radar data classes and number of observations in each class.
Human Vehicle UAV Animal Other
139 575 602 206 144
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Moreover, each observation is associated with 67 features, enumerated in table 5.2.
Table 5.2 Radar dataset features provided by FLIR.
Number Feature
1 File ID number
2 Radar type 1 = R20, 2 = R6, -1 or 0: unknown
3 Radar range
4 Range resolution m




9 Abs intensity counts






16 Speed meters / sec
17 Course degrees
18 Scan number
19 Main contact ID 0 = no contact
20 Doppler Speed m/s
21 Doppler Spread m/s (0 = no Doppler information)
22 Class See below (0 = Unknown/unspecified)
23 Length m
24 Width m
25 X pos error m (from Kalman filter)
26 Y pos error m (from Kalman filter)
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Table 5.2 Radar dataset features provided by FLIR.
Number Feature
27 Error correl. [-1,1] (from Kalman filter)
28 X origin m
29 Y origin m
30 Origin timestamp s
31 RCS dBm2
32 V ambiguous m/s
33 Contact range cell number
34 Contact azimuth deg
35 to 50 Doppler signature from segments (16 values)
(Signature characteristics for all data):
51 Number of peaks
52 Total width
53 Main peak level above thld
54 Main peak width
55 Main peak Doppler bin (1:16)
56 Second peak relative level
57 Second peak width
58 Second peak distance from main (-7 to +8]
59 Third peak relative level
. . .
67 Fifth peak distance from main
In this project, we aim to classify entire tracks into their respective categories. To increase
the number of tracks, we split each into sequences of 10 observations. This provided a total
of 1,666 smaller tracks. We then averaged the continuous observation-wise features to yield
track-wise features, while dropping discrete features. This resulted in a table with 1,666 rows




We performed an exploratory analysis of the data with the aim to reduce the features to a
few important ones. For this purpose, we analyzed histograms of the marginal distributions
of the features, which can provide substantial information regarding spread, symmetry and
peaks (Peng et al., 2005; Battiti, 1994).
As an example, figure 5.3 shows the radar cross-section distribution of human and vehicle
tracks. The humans’ distribution has a tendency to be skewed to the right (positive skewness)
while the car distribution has a tendency to be skewed to the left (negative skewness). Also,
it is clear that the car distribution has a larger variation (larger standard deviation). A


























Figure 5.3 Histogram of radar cross-section for Human and Vehicle classes.
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5.2.2 Principal component analysis
Histograms of marginal distributions provide insight into individual features, but do not
yield information about the interactions between these variables. For this purpose, we used
principal components analysis (PCA), which reduces the dimension of our dataset. The first
component is the linear combination of the features which explains the highest variation in
the dataset, followed by the second linear combination, the third and so on. In our case,
we remarked that the first 3 principal components explained 46.04% of the variation in the
dataset, while the following components were significantly less important (see table 5.3).
Table 5.3 Percentage of variability explained by each principal component for the radar
dataset.
Comp.1 Comp.2 Comp.3 Comp.4
21.19 % 17.73 % 7.13 % 0.84 %
Figure 5.4 illustrates the projected data onto the first two principal components on a PCA
decomposition of two features only, Speed and radar cross-section. As can be seen, with
linear combinations of these two features class 2 (Vehicle) and class 3 (UAV) are easier to
classify, while class 1 (Human) and class 4 (Animals) are more mixed, and class 5 (Decoys)












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 5.4 Projected radar dataset onto first two principal components of the PCA decom-
position of RCS and Speed.
5.2.3 Boruta
We also applied the Boruta algorithm, which attempts to find the most important variables
in a dataset using random forest classifier (Liaw et Wiener, 2002; Kursa et Rudnicki, 2010).
Figure 5.5 illustrates the Boruta analysis results for our radar data. Blue boxplots correspond
to minimal, average and maximum Z scores of a shadow attribute. Red, yellow and green
boxplots represent Z scores of rejected, tentative and confirmed attributes, respectively.
The Boruta algorithm performed 99 iterations in roughly a minute on an i5 Intel CPU.
23 attributes were confirmed important (Abs-intensity, Azimuth, Course, Doppler-Speed,
Doppler-Spread and 18 more), two attributes were confirmed unimportant (Reserved and















































































































































































































































































































































































































Figure 5.5 Boruta algorithm result plot, used to find the important variables for the radar
dataset.
5.2.4 Behavioral analysis
Finally, we performed a behavioral analysis of the four main classes. We randomly selected
a track from the dataset and computed the mean and standard deviation of the features.
Table 5.4 summarizes the results for a few features. We can see from this table that there
are sometimes wide discrepancies between the class features values, which would allow in
principle a classifier to disambiguate them.
In table 5.5, a qualitative summary of feature size with respect to the global mean is presented,
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giving a clearer view of the patterns. For example, it is clear that radar cross-section (RCS)
is high in humans and vehicles and low in UAVs and birds, which could be quite helpful in
classification. The high RCS could be caused by the size of the vehicles and humans, which is
higher compared to UAVs and birds. Another feature that appears useful for classification is
speed, which obviously can be useful regarding to the differences between vehicles and birds,
compared with humans and UAVs.
Table 5.4 Example of statistics for some important features for known classes.
Class
Feature Human Vehicle UAV Bird
Speed 1.6 +/- 1.8 25.2 +/- 4.9 2.3 +/- 3.2 8.3 +/- 3.4
RCS -8.2 +/- 6.2 7.5 +/- 7.1 -23.0 +/- 7.9 -28.5 +/- 5.2
Nb peaks 1.0 +/- 0.2 1.7 +/- 0.9 2.6 +/- 1.1 1.3 +/- 0.6
Dist peak 2 4.8 +/- 1.9 5.2 +/- 1.8 5.3 +/- 1.2 4.4 +/- 1.4
Int peak 2 -20.4 +/- 11.6 -20.2 +/- 11.8 -15.9 +/- 12.1 -16.2 +/- 9.8
Span 4.6 +/- 2.1 5.2 +/- 4.2 10.6 +/- 4.2 4.7 +/- 2.6
Width peak 1 4.4 +/- 2.1 2.5 +/- 2.1 3.3 +/- 3.3 3.7 +/- 2.2
Nb/W1 0.4 +/- 0.3 0.9 +/- 0.7 1.4 +/- 1.1 0.5 +/- 0.5
Table 5.5 Behavioral description analysis of radar dataset, based on features’ statistics.
Feature High VS LowHuman Vehicle UAV Bird Human Vehicle UAV Bird
Speed x x x x
RCS x x x x
Nb peaks x x x unknown
Dist peak 2 No tendency – UAV variance smaller
Int Peak 2 No tendency
Span x unknown x unknown
Width peak 1 x x x
W1 / nb x x x
Skew x unknown x x
5.2.5 Selection
As a consequence of the Boruta and behavior analyses, recommendations from FLIR experts
and preliminary experiments, we decided to reduce the dataset to two features only: Speed
and radar cross-section (RCS). Speed refers to the magnitude of the velocity, the absolute
value of rate of change of position of the object being tracked, and is measured in m/s.
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Radar cross-section is a area measure of the size and ability of a target to reflect radar
energy, measured in m2. It is influenced by the object’s physical geometry and materials, the
direction of the illuminating radar and the radar frequency.
Table 5.6 and 5.7 shows descriptive statistics for two chosen features, Speed and RCS. Com-
parison of minimum and maximum of RCS shows this variable has a high variation.
Table 5.6 Descriptive statistics of radar cross-section for each class.
Class RCS.Mean RCS.Sd RCS.min RCS.Max
1 -8.352741 6.466708 -38.027 15.261955
2 5.811475 11.910671 -37.28133 56.879651
3 -21.681278 9.018905 -52.69269 5.040356
4 -29.78018 5.271474 -45.74245 -8.06366
5 -16.522576 10.104008 -41.5386 27.736687
Table 5.7 Descriptive statistics of Speed for each class.
Class Speed.Mean Speed.Sd Speed.Min Speed.Max
1 1.239143 0.8757692 1.58E-02 21.51079
2 23.172645 7.8638745 4.76E-03 71.62609
3 3.11765 2.9341259 4.96E-05 27.45666
4 10.649891 4.3709003 2.86E-01 26.17041
5 6.349194 5.7270609 9.15E-02 30.06765
Figure 5.6 demonstrates visually how the entire dataset is distributed. The 5 clusters in the
scatter plot indicate the 5 classes. Class 3 UAV and class 5, the decoy class, seem to overlap
substantially, which indicates that these two classes are not linearly separable. In fact, RCS


















Figure 5.6 Radar dataset scatter plot, using radar cross-section and Speed.
5.3 Results
We now use our reduced dataset with Speed and RCS as features, to simulate an online target
recognition with decoys problem. We evaluate the performance of the proposed algorithm
of Section 3.2.3, and compare it with Bayesian QDA and SVMs similarly to Chapter 4.
The evaluation is performed using confusion matrix in each time step and each run and the
average is considered as a final result.
We treat class 5 as a decoy class by clustering it. Clusters are assigned by K-means clustering
technique, an unsupervised learning method used to find the categories of unlabeled data.
The algorithm works repeatedly to allocate all the data points to one of the k groups based
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on the provided features. Data points are grouped based on their similarities and each data
point is assigned to only one cluster.
There is no standard approach to select the number of clusters k, although cross-validation
is very popular. In this work, we selected k = 5 since it roughly gave clusters with the same
number of observation in each class. Figure 5.7 illustrates how the resulting clusters are
















Figure 5.7 Groups of decoy class, assigned by K-means clustering method.
Our online target recognition with decoys simulation proceeds as follows. At the start of every
simulation run, K-means is run on class 5 with k = 5. Thus, potentially different clusters are
selected at every run. 30 observations from every normal class (1–4) are randomly select, as
well as a cluster from the decoy class 5, to serve as initial training set. Then 20 observations
from each normal class and another cluster from decoy class 5 serves as test set for the first
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timestep. Models are trained on the training set, predictions are performed and test errors
evaluated and recorded for the first timestep. Then the test set is merged with the training
set to form the training set for timestep 2, and a new group of 20 observations from each
normal class and a new cluster from class 5 is selected as the new test set for timestep 2.
The process is iterated in the same fashion for a total of 5 − 1 = 4 timesteps. A run from
the sampling process is illustrated in figures 5.8–5.11, where blue points denote the training











































































































































































Figure 5.8 Training and test radar







































































































































































































































Figure 5.9 Training and test radar
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Figure 5.10 Training and test radar
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Figure 5.11 Training and test radar
datasets for timestep 4.
We now present the results of the models on this setup. Tables 5.8–5.10 represent the accuracy
at every timestep averaged over 10 runs of Bayesian QDA, SVMs and our proposed method,
respectively. Figures 5.12–5.15 present the same data in the form of barplots.
Table 5.8 Average accuracy of Bayesian QDA for the radar dataset classification in each
timestep.
Time 1 Time 2 Time 3 Time 4
Class 1 90% 91% 89% 92%
Class 2 95% 91% 91% 93%
Class 3 68% 72% 77% 75%
Class 4 92% 91% 86% 90%
Class 5 5% 0% 23% 34%
Table 5.9 Average accuracy of SVMs for the radar dataset classification in each timestep.
Time 1 Time 2 Time 3 Time 4
Class 1 87% 92% 87% 91%
Class 2 93% 89% 88% 91%
Class 3 56% 59% 51% 40%
Class 4 94% 91% 90% 94%
Class 5 5% 5% 34% 40%
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Table 5.10 Average accuracy of proposed method for the radar dataset classification in each
timestep.
Time 1 Time 2 Time 3 Time 4
Class 1 89% 93% 89% 92%
Class 2 93% 91% 89% 92%
Class 3 89% 84% 86% 86%
Class 4 92% 92% 90% 93%
Class 5 7% 26% 36% 31%
Figure 5.12 Example of accuracy of
the proposed method against QDA
and SVMs for the radar dataset in
timestep 1.
Figure 5.13 Example of accuracy of
the proposed method against QDA
and SVMs for the radar dataset in
timestep 2.
Figure 5.14 Example of accuracy of
the proposed method against QDA
and SVMs for the radar dataset in
timestep 3.
Figure 5.15 Example of accuracy of
the proposed method against QDA
and SVMs for the radar dataset in
timestep 4.
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In terms of global average over all classes, figure 5.16 plots the global accuracy over all
timesteps.






















Figure 5.16 Global accuracy over all timesteps.
From these figures we can draw several conclusions. First, it is clear that in terms of class-
wise or overall accuracy, our method performs better. This is true in class 3 and especially
class 5, where our method provides in order a 13% and 5% improvement compared to QDA
and SVMs in class 5 and 22% and 35% in class 3, but gains are to be found in the other
normal classes as well. Moreover, the gap is especially pronounced in the early stages of
the online setup. Thus our method is especially useful in time-critical systems where fast
reaction to potential threats is paramount. Finally, the results are broadly consistent with
the results of the simulation from Chapter 4, showing that the improvement over the baseline
holds with a real data setup. Also, our proposed model is much more robust and faster than




The work in this thesis aimed to solve a novel machine learning setup with applications to
real-time radar recognition problems. We introduced a novel formalized setup, the online
target recognition with decoys problem, and derived a variant of Bayesian QDA that can
adapt in real-time to this problem. We performed extensive simulations that established
that our method provides substantial improvement over the baseline Bayesian QDA method,
and that this improvement carries on to a real context from military radar data.
6.2 Limitations of the proposed solution
Although our method provides clear improvement over the baseline, it suffers from several
limitations. First, in the present context, we did not estimate the class covariance matrices
for simplicity. Integrating these matrices as full-fledged parameters in the model would likely
lead to substantial improvement. Moreover, our model makes strong normal and quadratic
separability assumptions, and relaxations of these constraints would likely improve the per-
formance.
The simulation and real data studies are limited as well. We have only considered small
data problems, and with only two features. It is unclear how the method would scale to
higher-dimensional problems.
Finally, the data suffers from several limitations as well. The radars were all located in
France, and only two models were studied. Moreover, human error cannot be avoided and it
is likely that there is some label noise present in the data. In particular, it is difficult for a
human to distinguish UAVs from birds, and therefore it is likely that some overlap in classes
is due to misclassification from experts. In turn, this limits the performance of any machine
learning model in that area.
6.3 Future improvements
We regard this work as a starting point for further study in this area, for example by ad-
dressing any of the limitations listed above. Moreover, the methodology is potentially of
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