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The IoT (internet of things) in Malaysia is still in its infancy stage and the reason to 
explain the acceptance as well as the understanding of the actual usage level of IoT 
services remains unclear. Various models have been developed and proposed to 
increase the understanding of this issue. The proposed model of Unified Theory 
Acceptance and Use of Technology empirically evaluated by examining the 
performance expectancy, effort expectancy, social influence, technology 
complexities, perceived financial cost, facilitating conditions and task technology fit 
as a moderator in explaining the intention to adopt (IoT) internet of things. Data 
collected through self-administered survey questionnaire from 282 local aquaculture 
practitioners in Malaysia. Regression analysis is the main statistical technique 
applied in this study. The study found that the performance expectancy, effort 
expectancy, social influence, technology complexities, perceived financial cost and 
facilitating conditions to have a significant effect on the aquaculture practitioners’ 
intention to use IoT (internet of things). Task technology fit showed a significant 
effect as moderator variable on four variables; performance expectancy, effort 
expectancy, perceived financial cost and facilitating conditions. Overall, the result 
signifies that the model supports a good understanding of the factors that influence 
the intention to use towards Internet of Things services. Finally, limitations of the 
research data were limited to industrial aquaculturists confined to marine and 
brackish areas. Recommendations for future research is also presented such as to 
include bigger sampling data on other small aquaculturists. 
 






Internet Benda (Internet of Things (IoT)) di Malaysia masih di peringkat awal dan 
penjelasan terhadap penerimaan serta pemahaman kepada tahap penggunaan sebenar 
perkhidmatan IoT masih tidak begitu jelas. Pelbagai model telah dibangunkan dan 
dicadangkan untuk meningkatkan pemahaman terhadap isu berkenaan. Model yang 
dicadangkan adalah Teori Penyatuan Penerimaan dan Penggunaan Teknologi yang 
dinilai secara empirikal dengan meneliti jangkaan prestasi, jangkaan usaha, pengaruh 
sosial, tanggapan fleksibel, kerumitan teknologi, tanggapan kos kewangan, 
memudahkan keadaan dan kesesuaian tugas teknologi sebagai pengantara dalam 
menjelaskan hasrat untuk menerima IoT. Data kajian dikumpulkan melalui tinjauan 
soal selidik tadbir kendiri dari 282 pengamal akuakultur di Malaysia. Analisis regresi 
adalah teknik statistik utama yang digunakan dalam kajian ini. Kajian mendapati 
bahawa jangkaan prestasi, jangkaan usaha, pengaruh sosial, kerumitan teknologi, 
tanggapan kos kewangan, dan memudahkan keadaan mempunyai kesan yang 
signifikan ke atas niat pengamal akuakultur untuk menggunakan IoT. Kesesuaian 
tugas teknologi pula menunjukkan kesan yang signifikan sebagai pengantaraan ke 
atas empat pemboleh ubah iaitu jangkaan prestasi, jangkaan usaha, tanggapan kos 
kewangan, dan memudahkan keadaan. Secara keseluruhannya, dapatan kajian 
menunjukkan bahawa model yang digunakan membantu pemahaman yang baik 
tentang faktor-faktor yang mempengaruhi niat untuk menggunakan perkhidmatan 
Internet Benda. Data penyelidikan adalah tertumpu kepada perindustrian akuakultur 
yang meliputi kawasan marin dan payau. Cadangan untuk penyelidikan masa depan 
juga dibentangkan misalnya, kajian mendatang disarankan untuk memasukkan data 
akuakultur kecil lain yang lebih besar 
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1.1 BACKGROUND  
Internet of Things (IoT) originated from the concept of connecting everyday objects 
into internet by applying or assigning a designated internet protocol address and all 
these everyday objects connected and then transmitted via wired or wireless 
networks into the Internet. Embedded sensory object, and actuators IoT system that 
can collect or transmit information about the designated object (McKinsey, 2014). 
Myriad of applications using Wireless Sensor Networks (WSN) in various 
industries such as offering the ability to measure environmental readings from 
ecology system, natural resources, and urban- environments to man-made activities 
including agriculture and aquaculture. The expansion of this WSN whereby the 
sensors and actuators communicating in the network give birth to the Internet of 
Things (IoT), and the data being sent seamlessly from sensors and shared across 
various networks and the data received is typically being analyzed automatically for 
the user to make a decision by providing appropriate feedback or course of action or 
intervention by the user (Gubbi, Marusic, & Palaniswami, 2013). From there on the 
IoT has provided many types of services ranges from providing data monitoring on 




output or efficiency level, monitoring health of patients online and also providing 
data and input on crops, water or weather in agriculture or aquaculture sector.  
Three level in IoT system typically is named as DNA (device, network and 
applications), the first level is hardware, second level is the infrastructure or network 
connectivity and third level is application or services (Gu & Liu, 2013; Gómez, 
Huete, Hoyos, Perez, & Grigori, 2013). IoT studies mainly centred on technical or 
system architecture for example system architecture (Gubbi et al., 2013) attribute-
based signature (Su, Cao, Zhao, Wang & You, 2014) and network wireless 
connectivity (Turkanović, Brumen & Hölbl, 2014).  
The idea of Internet of Things (IoT) is that every day object in this world can 
also become a computer with built-in sensors and actuators that is connected to the 
Internet (ITU, 2005). The internet of things (IoT) concept was articulated by Ashton 
(2009), a technologist who facilitated pioneering the notion of connecting devices via 
the internet. One of the industries adopting the IoT technology is aquaculture for 
example the ponds are connected to sensors, aerator and feeding mechanism and 
their environments are controlled automatically or semi-automatically and optimized 
for best quality of aquaculture crops. In short, IoT in aquaculture aims is to optimize 
yield of harvesting their stocks in terms of quantity, quality and financial returns.  
Aquaculture is considered as one of the Malaysia government priorities in 
ensuring the food securities for its people. Rearing, breeding and garnering plants 
and animals including fish, prawn and seaweeds in various type of water 
environment is called aquaculture. The demand for fish and seafood continues to 




one of the fast-growing industry. It has now developed into a profitable, sustainable 
and economical industry, connected with the way of life of high-value species, for 
the most part shrimp, marine fish and high-value freshwater fish. In view of growing 
population and stagnant capture resources (wild catch), aquaculture output must be 
increased to meet the demanding food supply chain. However, the reported output 
has declined gradually over the last five years in Malaysia prompted a concern from 
government agencies to formulate a plan to increase aquaculture productivity. The 
declining of the aquaculture output mainly contributed from diseases and lack of 
technological advancement to push the productivity output (FAO, 2016). 
The graph below (Figure 1.1) according to FAO statistics shows total 
aquaculture production in Malaysia: 
Reported aquaculture production in Malaysia (from 1980 - 2015) 
 
 
Figure 1.1  
Aquaculture Productions in Malaysia from 1980 - 2015  




Food securities are vital by increasing the food productivities in ensuring 
Malaysia self-sufficiency. The growth however has been stagnant since 2010 
according to Department Fisheries statistics released in 2015, where the output is 
hovering between 200,000 ton metrics to 300,000 ton metrics (Department of 
Fisheries, 2016). The main reasons of the stagnant growth primarily due old 
aquaculture practices are unable to cope with the demanding rigorous monitoring and 
high-level technological advances to improve the growth. Due to lack of proper 
technological advances and monitoring have resulted some of the diseases such as 
EMS (Early Mortality Syndrom) infecting the aquaculture crops hence impeding the 
growth in 2011 to 2013 (DoF, 2015). Other factors also included the lack of 
accessibility of lands to be develop as aquaculture sites. As food security becoming a 
more concern to Malaysia, proper actions need to be taken hence the government 
wants aquaculture industry to start adopting technology in ensuring the productivity 
and quality of aquaculture continue to grow (DoF, 2014). Quality and quantity of the 
aquaculture output is a combination of weather, environmental and other related 
factors such as understanding the impact of water quality, fingerlings biological 
requirements and practices of which can give an aquaculture farmer or producer an 
edge in the marketplace.  With the proper technology advances in aquaculture, the 
productivity can be enhanced to face multiple challenges in the industry. 
Aquaculture industry in recent years have benefitted from technology 
advancement including better quality fingerlings and supply chain management. 
With growing population and decrease in resources to feed the people, it has become 
increasingly difficult to meet these challenges. In addition, climate change, 
sustaining the biodiversity and myriad of other environmental issues in overcoming 




aquafarming (MOSTI, 2015). By having a proper monitoring and right technology 
tools such sensors connected to the Internet. Compounded the analytical tools can be 
accessible via the Internet, the aquaculture practitioners or farmers are able to make 
better decisions in their day-to-day operations. 
Therefore, IoT plays a vital role in modern aquaculture in helping the farmers 
or producers coping with these challenges. Real-time or live reports can be available 
at aquaculture producers or farmers at their fingertips compounded with big data 
generated from sensors stored in designated data storage solutions enable the farmers 
and producers to analyze and take proactive actions. With IoT solutions, farmers can 
focus to venture into new ways to increase the production quantity while maintaining 
the affordability and sustainability in the supply chain. Using the IoT method 
supposedly, the farmer can cultivate its aquaculture crop with optimize resources. 
Numerous foreseeable benefits by integrating IoT technologies in the aquaculture 
industry such as produce higher yield, efficient usage of resources such as feeds and 
better control of mitigating aquatic disease by bacterial change or the effect of 
weather change.  In IoT applications for agriculture and aquaculture applications the 
following are primary functions: monitoring aspects (soil or water) and resources 
management-based input from monitoring data in real-time. The information 
collected from these IoT applications will transform the way of current operation and 
business decision of agriculture and aquaculture. In 2015, the National IoT Strategic 
Roadmap was launched by the Ministry of Science, Innovation & Technology 
Malaysia (MOSTI) launched, of which estimated IoT prospects and business 
opportunities to reach RM9.5 billion in 2020 and RM42.5 billion in 2025 in 
Malaysia. The purpose of this roadmap blueprint is to create and promote a 




growth with its industrialization and explosion of usage across the industries 
including agriculture and aquaculture sectors as the government realized the industry 
are becoming more crucial in coming years The challenges such as climate change, 
diseases, limitation of geographical land or resources are encouraging farmers and 
aqua-practitioners to look for Internet of Things for analytics and greater production 
capabilities and better yields. Rather than relying farmers or aqua-farmer gut feeling, 
IoT decision support system back up with real-time data can provide additional 
information in a granular manner of which was not possible before. Hence better 
decision can be with less wastage and maximum efficiency in operations. A few 
deterrent factors that might hinder the adoption of IoT is due to cost and the expected 
return must outweigh the reduction of operational expenditure. Other factors of 
adopting these IoT need to be investigated or else the farmers will firmly reject these 
emerging technologies for a few more years.  
1.2 PROBLEM STATEMENT 
Current IoT state in Malaysia is still at the infant stage and the acceptance level is 
very little (MOSTI, 2015), hence provide ample areas for improvement. Some 
studies have started investigating the driving factors of IoT however no critical 
research and very limited studies examining the acceptance of IoT and integrated 
with the Unified Theory of Acceptance and User Technology especially in the 
Malaysian context.   
It is crucial for the IoT solution provider to determine the factors influencing 
user or aquaculture farmer intention to receive and adopt, studies are essential to 
highlight the matter and eventually attracts many aqua farmers to adopt this system 




efficiency in its operations. There is a prospect that IoT in aquaculture is still 
unidentified to and unused by the aquaculturists. 
In addition, there is very scant research has been devoted from the 
comprehending the perspective of individuals in terms of the IoT technology 
acceptance. Hence, there is a need to identify and to determine the factors that 
influence its usage intention for IoT applications. It is vital for the IoT service 
providers to determine the factors influencing user intention to receive and adopt so 
there is a a need to identify and to determine the factors that influence its usage for 
IoT applications. 
To study the impact of IoT technology on user intention, this study proposed 
a basic conceptual construct of technology based on UTAUT theoretical model on 
user to accept IoT. The usual constructs performance expectancy, effort expectancy 
and facilitating conditions were included as the determinants. As previously defined 
performance expectancy as a degree to which an individual believes that using the 
system improve his or her task and in the case of IoT, the task is expected to be 
accomplish in an effective manner. Effort expectancy prescribed as a degree of ease 
with the use of the IoT system while Social Influence is associated the peers 
influencing the user to use the IoT system. Whereas the facilitating conditions is set 
as user perception the support of organization or technical infrastructure associating 
with IoT are sufficient.  Facilitating conditions and effort expectancy construct are 
commonly used in acceptance model as the perceived extent the user has the 
resources (such as time and money) and perceived effort required may not 




Accordingly, this study includes two new constructs technology complexities 
and perceived financial cost. The users may be reluctant to use the IoT system if the 
technology complexities require certain acquired knowledge to use the system. The 
IoT system usually required an initial set-up or settings that might hinder the user to 
use the system. When traversing the literatures, it is found that technology 
complexities is a probable significant factor to individual preference, to adopt the IoT 
system.  The IoT users would have certain requirement that would expect the IoT to 
perform certain function amidst of uncertainty i.e. IoT aquaculture sensors can be 
used in multiple environments (freshwater, salt and brackish water). Hence these 
complexities might be a hindrance when using the IoT. 
Perceived financial cost is defined as the extent or degree an individual has 
the financial means to do the IoT services. IoT will facilitate the convenient of 
applying certain task and will come at certain premium charges. To enable the IoT 
service, certain infrastructure need to be in place such as data collection sensor, data 
transmitter device, wireless infrastructure and certain application software needed to 
interpret the data. Given the cost could be substantially higher for IoT than to operate 
using conventional method i.e. manual process by collecting data for water quality 
by hand, may influence user behavioral intention. The service providers will charge 
certain monetary value of which is consider as financial cost to users and may 
affecting the behavior intention. 
Another new construct is task technology fit (TTF) as a moderator. TTF is 
defined as a degree to which the technology assists him or her in carrying out the 
series of the undertaking certain assignments or tasks is called task technology fit 




does not fully comprehend the IoT technology of which can assist the user in their 
daily task. If this technology task fitting is high the penetration of information 
relevant system including IoT will be high. The deduction is with high TTF, the 
higher intention of using IoT and vice-versa.  
The appropriate scope between technology characteristics and task 
requirements will influence the level acceptance of user adopting the technology; and 
in the case of IoT, the Internet technology coupled with wireless and sensor 
technology will see if the people or aquaculture practitioner will use this IoT when 
performing their daily task.  
It is also important to understand the requirement of IoT for the aquaculturists 
to benefit the system. If no proper task and technology-fitting being defined may lead 
to poor adoption rate by the users in this case to benefit from the IoT system 
provided by the solution providers. Task technology fit is important requirement for 
performance impact and system utilization (Goodhue and Thompson, 1995); 
however, in emerging countries especially in regard of IoT services, an acceptance 
technology study is very scarce (Gubbi et al., 2013). Slow adoption pertaining to IoT 
deployment in Malaysia is due to lack of cognizance or awareness particularly in 
providing technical aspect suited to the current job or task. 
For instance, slow adoption in IoT is caused by lack awareness on specific 
technical advantages to facilitate the diffusion of IoT (Ilesanmi, 2012). There are 
technical benefits can provide such as specific aid to aquaculture farmer in adopting 
IoT for instance, the water quality can be monitored continuously instead of 




operations. Also, as cited in MOSTI Internet of Things Blueprint Roadmap (2015) 
noted the introduction of IoT need to be facilitated by proper awareness and specific 
task requirement on the right methodological to use the technologies in the proper 
manner. It is noted that the moderating effect of task technology fit on the 
relationship of UTAUT constructs and behavioral intention were not empirically 
tested yet. 
Therefore, this research paper propositions “TTF” as moderating variable to 
moderate the influence of UTAUT factors effort expectancy, performance 
expectancy, social influence, perceived financial cost, technology complexities and 
facilitating conditions relationship on behavioural intention to use IoT. It is 
anticipated that TTF construct will moderate the abovementioned of all other 
determinants in the model towards the dependent variable Behavior Intention 
towards IoT. 
It is important to note some studies such as Gao and Bai (2014) found that 
study on IoT acceptance is lacking in explaining the user acceptance. Meanwhile An 
extension research is needed to understand the IoT technology acceptance. 
Furthermore, IoT technology acceptance in terms of Malaysia context is greatly 
needed; hence additional construct will allow and increase the degree of 
understanding of user behavior in adoption of technology in the context IoT 
acceptance in the aquaculture industry.  
In summary there is very limited study focusing on the factors in determining 




direction of this study is to address the basic problems on what are the factors 
influencing the acceptance of IoT technology. 
1.3 RESEARCH QUESTIONS 
It is an important study to provide a framework in terms of developing the terms of 
increasing and developing the number of IoT aquaculture users in Malaysia. The 
main questions need to push forward the issues discussed in Section 1.2; hence, the 
following research questions: 
1. What are the determinants that relate to the behavior intention of 
 adopting of IoT in aquaculture? 
2. To what extent does these determinants affect the behavior intention of 
 using IoT in aquaculture? 
3. To what extent does Task Technology Fit affect the behavior intention of 
 using IoT in aquaculture? 
4. To what extent Task Technology Fit moderates the relationship of 
 between these determinants and the Behavioral Intention of using IoT in 
 aquaculture? 
1.4 RESEARCH OBJECTIVES 
The objective of this study is to investigate the influencing factors to the intention 
factors influencing to use IoT in Malaysia. The research objectives are as follows: 
1. To examine the determinant factors that relate the Behavior Intention 
 towards IoT in aquaculture sector. 
2. To investigate the extent of the relationship between the determinant 




3. To examine the effect of Task Technology Fit on the behavior intention of 
 using IoT in aquaculture sector. 
4. To investigate the moderating effect of Task Technology Fit on relationship 
 between the determinant factors and the Behavior Intention to Use IoT in 
 aquaculture sector. 
Significance of the Study 
The study is to provide an understanding and explanation of user acceptance in IoT 
in the following areas: 
1. The study aims to improve existing literature of which the framework 
findings provide a springboard for further research 
2. As part of knowledge framework and insight to provide a certain degree of 
predictability the intention of adoption and behavior within the framework 
3. Provides additional understanding on UTAUT and the inclusion of new 
determinants including technology complexities and perceived financial cost 
contribute to the body of knowledge of user acceptance of IoT technology. 
4. Provides an extension model of UTAUT with moderator TTF as part of new 
knowledge in user acceptance of IoT. 
From practical point of view, the aim of study is to provide IoT solution 
providers an insight and in-depth understanding perceiving the different drivers and 
difficulties prompting the acknowledgment or acceptance of IoT services. In 
addition, from managerial perspective the degree of exactitude is important in 
determining the acceptance of IoT users interest. The idea of developing a model of 




vital and needed in order to encourage the practice of the IoT technology in 
Malaysia. 
It is estimate that they will use the IoT more in their daily work if the findings 
from this research used by the user by planning to incorporate the strategies to 
support this new technology in aquaculture. Utilizing the IoT will enable to save cost 
with better time utilization, such as by using data for water quality monitoring, and 
getting the required data and knowledge in an efficient manner. In addition, through 
Internet of Things will help in modernizing the aquaculture practice especially in the 
cultivating and breeding the fish or other aqua livestock process. Through the help of 
the technology, farm operators will now have a holistic approach in managing their 
operations from identifying seed genetics, evaluating suitable fertilizers, and 
selecting the right pesticides. Also, the farmers can analyze the impacts of decision 
making through a growing season on the next cycle as well as the impact on the 
environment, and to deliver the final produce to the food supply chain. In addition, 
the knowledge based on production practices will be required by regulatory agencies 
as part of good practice management and public consumers for awareness. Coupled 
with upstream supply chain pressure to be fulfilled with daily on-farm operations 
with accountability and traceability. As a result, the nature of their routine work will 
be better, subsequently helping the organization or association to accomplish its 
business techniques and objectives of value, productivity, economical value added as 
well. 
1.5 SCOPE OF STUDY 
The factors influencing the behaviour users’ intention to use IoT system in Malaysia 




potentially limiting the study. This study analyses primary data gathered with high 
producing output among aquaculture farmers or producers in Malaysia.  
Accordingly, the aquaculture farmers registered with Ministry of Agriculture 
and Marine Fish Farmers Association with registered farmers of 23,986 (DoF, 2014). 
About 5,838 (about 24.3% from total aquaculture farmers) are marine or brackish 
aquaculture practitioner / farmers while the remaining are freshwater aquaculture 
farmers. Even though the marine / brackish aquaculture farmers smaller in terms of 
quantity of individuals or practitioners, the yield output and the monetary value far 
outweigh the freshwater. As the foundation, UTAUT will be use as the underpinning 
theory to support the research model.  
1.6 ORGANIZATION OF THE THESIS 
The thesis is categorized into six chapters. The introduction, the background problem 
statement, research questions, research objectives, scope of the study and the 
significance of the study presented in the first chapter. The literature review in 
Chapter Two addresses the definition, concept and features of IoT technology. The 
Intention to Use also explained with supports of relevant literatures based on the 
Technology Acceptance Model, UTAUT model and several others. Chapter Three 
introduces the theoretical framework and hypotheses development. This chapter is 
structured into three parts. The first part outlines related underlying theories. Next 
part outlines the theoretical framework and the final part explains the hypotheses 
development. Further, research design and methodology are detailed in Chapter Four 
of which include the operationalization of variables, unit of analysis, population and 
sampling, data collection method, and method of analysis. The analysis and results 




discusses the findings and concludes the study by tending to the constraint of this 









The IoT concept and definition in aquaculture and the overview of the significance of 
Intention to Use and the determinants will be explained first in this chapter.  The 
related theories and prior studies and literatures on the variables pertaining to 
Performance Expectancy, Social Influence, Effort Expectancy, Perceived Financial 
Cost, Facilitating Conditions and Technology Complexities. Moderating factor Task 
Technology Fit is also being analysed on previous literatures. 
2.2 DEFINITION OF IOT 
Kevin Ashton in 1999 coined the term Internet of Things (IoT) where he described 
everything in the physical world is connected and integrated through Internet 
infrastructure. When things react to the environment or a stimulus, data will be 
captured and transformed into valuable insights, which can be used in various 
application domains such as manufacturing, smart homes and even agriculture or 
aquaculture transmitted via the Internet. IoT enables the communication, sensing and 
interacting to the current ambience due to its embedded technology with sensor and 




The IoT has the objective of giving an information technology infrastructure 
enabling the two-way communication of data of “things” in a protected and 
dependable way, i.e. its purpose is to bridge the digital gap between objects in the 
physical world and have a unique identification of these objects in the Internet (Gao 
& Bai, 2014).  The generic IoT schematic depicted in Figure 2.1 (Khan, Khan, 
Zaheer, & Khan, 2012) whereby IoT enables connectivity for everyone and 
everything, which include smart farming or agriculture or aquaculture applications. 
 
Figure 2.1  
The generic IoT scenario  
Source: Khan et al. 2012 
2.3 IOT IN AGRICULTURE 
IoT contributes significantly towards innovating farming methods thru effectively 
using the right amount of fertilizers and using the exact location of proper nutrients 
to be used for their crops. One of the first industry sector to utlize IoT is in 
agriculture partly due to farming predicaments caused by climate change and 




Wireless sensor network seamlessly integrated with mobile application and 
cloud solution analytical engine for instance helps in retrieving the pertinent 
information regarding to the ambience conditions such as soil nutrients, rainfall, 
temperature, humidity, wind speed, soil humus content and many other parameters. 
Other benefits of IoT is certain level of automation can be introduced to improve the 
farming processes by utilizing the big data from all the sensors parameters and make 
an informed decision to improve the yield, minimize wastages and mitigate the risks. 
Managing crops in various geo-locations is made easier by IoT mobile app-based 
enable the farmers to monitor its crops. The right amount of resources such as 
fertilizer or food for aquaculture so that it can be managed properly and eventually 
those data can be further analysed and predict what the future yield would look like. 
The IoT in aquaculture is also helps in providing real-time information in its 
supply and cold-chain management. For example, one of the most important benefits 
to the users is the remote monitoring whereby the Internet-linked devices enable the 
users (i.e. manager or pond manager) able to continuously analyse the vital 
information in real time and make an informed decision. Previously this type of IoT 
technology of having a continouse stream of data is unavailable in this sector. 
Disparities in the parameters like, salinity, temperature, pH, dissolve oxygen, nitrate, 
ammonia in the fishpond or fish cage lead to yield loss in farmers crops if those 
parameters exceed or did not meet certain threshold. With the IoT, the real-time 
insights on various parameters can be monitored and mitigated the risk of having 
yield loss in crops. 
IoT in aquaculture the sensors will be able to monitor the water quality in 




oxygen by pumping more oxygen hence enable the worker to divert their resources to 
focus on other matters. Real time data is readily available at the aquaculture farmers’ 
fingertips generated by these sensors and farmers now can investigate new methods 
to increase production output while keeping the operational expenditure low in the 
value chain. This is a huge opportunity for companies that are building devices and 
services around the Internet of Things and agriculture is one of those areas according 
to Lance Donny, CEO of OnFarm System (Krazit, 2013).  In modern aquaculture 
management, one of IoT application is to reliably assess water quality and 
controlling water environment in time for ensuring better fish concentration, health 
and growth rate and at the same time reducing the occurrence of large-scale fish 
diseases (Huan, Liu, Li, Wang, & Zhu, 2014).  
The potential of IoT application in the local aquaculture industry is predicted 
to be promising (Advizo, 2014). The importance of the aquaculture contribution 
towards the supply for local domestic demand and the attractive export markets 
underscore the government emphasizes on the development of this industry.  
Inside the previous decade, a lot of water quality checking instruments have 
been popularized. Some incorporated water quality integrated monitoring systems 
have been produced and conveyed by by scientists, governmental agencies, and 
industries all through the world for in the present day of aquaculture. 
Yet, there are a few practical and cost-effective technologies enabled by IoT 
services that can assist producers with aquaculture information systemsuch as water 




easy-to-use, aquaculture information system is the future trend for modern 
aquaculture using IoT technology.  
In any case, former exploration or study has given a constrained comprehension of 
the key factors or determinants in user acceptance of new information technology 
(i.e. IoT technology) let alone in the aquaculture industry. Considering the centrality 
of keeping and luring IoT user and potential user, it is important to recognize various 
factors and moderators affecting user acknowledgement of IoT services or product. 
A research on such elements suggests the possibility to determine critical 
administrative ramifications regarding how IoT products/services could be promoted 
more successfully, in this manner prompting more user acceptance (Gao & Bai, 
2014).   
IoT in aquaculture could look like connected sensor specific water quality 
that could alert the practitioner when conditions warrant an intervention such as 
controlled water or dissolved oxygen faucet can open or close naturally based on the 
IoT parameters noticed by sensors to ensure water quality being sustained at pre-
determined level. The data on the yield or water quality for instance, are wirelessly 
(either thru telecommunication 3G services or WiFi connectivity) transferred from 
these aquaculture sensors to dashboard or mobile devices for decision-making 
process.   
The parameters input such as temperature, pH (measurement of potential 
hydrogen – which determine the acidity or basicity of an aqueous base) and dissolved 
oxygen level including pattern of shrimps or fish movement, whereby the data is 




healthiness. Based on the information a proper mitigation action can be triggered 
remotely or other intervention method.  For example, if low dissolved level from the 
sensor is detected than usual level, the mitigation action is to pump more oxygen to 
the pond or trigger a paddlewheel aerator (by extracting water from a few feet of the 
pond surface hence transferring oxygen from air to the water body).  
In addition, these IoT sensors can also help uncover if the livestock is facing 
stress or fatigue as these connected sensors in IoT can provide various level of 
monitoring data including the diesel fuel needed to power the surface paddlewheel 
aerators pond, fish feed and fish antibiotics. An automatic trigger either thru 
notification via mobile or desktop when the prescribed level cross below the 
minimum threshold. 
2.4 EXAMPLES OF IOT IN AQUACULTURE 
One of the advent inventions of IoT platform in aquaculture industry developed by 
SK Telecom in South Korea is the water quality monitoring with multiple sensors 
enabled by wireless gateway (Gigaom, 2014). SK Telecom is working with 
aquaculture farmer in South Korea to develop a system of wirelessly connected water 





Figure 2.2  
Internet of Things (IoT) application in aquaculture 
Source: Gigaom, 2014 
The first pilot of the IoT aquaculture management system being tested on an 
eel production farm in Gochang, South Korea in 2014 (Gigaom, 2014). A set of 
sensors in dozens of aquaculture tanks wirelessly transmit data on water temperature, 
pH and dissolved oxygen levels to a sensor hub (IoT gateway), which in turn 
connects to SK Telecom’s LTE (Long Term Evolution) or 4G telephone network 
using a machine-to-machine radio.  
The data then sent to a cloud IoT platform developed by SK Telecom for 
consumer and industrial IoT apps. Mobius then routes that data to an aquaculture 
management server for analysis and to a smartphone app where the aquaculture 
farmer can monitor the sensors in real time. A small deviation in temperature, 
oxygen level or acidity in the water can be harmful to the aquaculture small livestock 
(i.e. fingerlings, small eels etc.) in a matter of hours. Before the IoT system being 
deployed, aquaculture farmers typically solve this problem with labor-intensive 
process: farmers manually check their water sensors at two to six-hour intervals and 




framework set up however, that procedure is generally automated. If a sudden 
change is distinguished amidst the night that could bring about the sudden death of 
the fish, administration servers in the cloud instantly advise the the farmer through 
smartphone alerts or notifications. Figure 2.3 below showed of what IoT system can 
do in monitoring the quality of the aquaculture pond. This IoT framework empowers 
the agriculturist or aquaculturist to screen the water quality performances and ensure 
proper action is in place every time. 
 
 
Figure 2.3  
An Example of IoT application in aquaculture dashboard 
Source: Huan et al., 2014 
The system below depicting the all parameters needs to be monitored and 
appropriate control plan is in place. For example, the aerator is open if dissolved 
oxygen below certain threshold or water pump is turn on if the excessive or less 
water is recorded. All these IoT monitoring will be set certain threshold to facilitate 
the aquaculture practitioners and once the level increase or decrease to the certain 
level. 
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query, Curve analysis, Map view and Data back-up. 
The Real time monitor section mainly supplies 
environmental parameters (Do, pH, temperature, 
water level, Salinity, Turbidity, nitrite, work state  
of the motor), and is also used for server to checks 
communication state of ZigBee node. Equipment 
control section is used to control Aquaculture 
devices, such as aerator, drainage pump, and water 
pump when the users feel it is need to adjust the 
water quality. At first it sends commands to the lower 
computer, and then lower computer interprets the 
commands to corresponding timing signal and 
directly controls equipment. Data query section 
provides a table if given a query. Environment 
parameters can also be displayed in chart through  
a given time period in Curve analysis section. The 
global map of fish ponds are given in Map view 
section. With developer access to data backup, it is 
easy for storage, data report print, as  





Fig. 3. Main control interface of upper computer and Web application. 
 
 
4.3. Android application: 
 
The development environment of Android 
application program is built over JDK6 
+Eclipse3.5+Android SDK+ADT. The system adopts 
the client/server mode. The server adopts VB, SQL 
and SOCKET programming. The client uses Android 
JAVA development, whose data storage uses its own 
database SQLite, SOCKET completing network 
communication. Finally, it generates APK file after 
compiling. In Android platform, users can connect 
the server through IP and port number, and monitor 
or control the Aquaculture environmental parameters 
according to the flow chart shown in Fig. 4. Without 
such monitoring system, they should go to the pond 
to ensure that everything works properly. Fig. 5 
shows three screens of Android application. The 
farmer can have it launched on the pc, or on the 
phone. The core technology is as follows. 
 
 
4.3.1 Design of Communication Module 
 
This system uses SOCKET communication based 
on TCP/IP protocol. In order to improve the 
efficiency of communication system, the receiving 
section of SOCKET communication is executed  
in a separate thread. Firstly, we use the domain name 
(IP address) and port of the server to create a new 
SOCKET connection, send a c nnection request  
to the server by the port number. If the connection is 
not successful, the client throws an exception.  
If successful, the client starts listening, receives from 
the environmental parameter information from the 
specified port f the server. Specific receiving 
parameter format is as follows: temperature of No. 1 
fish ponds, DO of No. 1 fish ponds, pH of No. 1 fish 
ponds, aerator of No. 1 fish ponds, drainage pump  
of No. 1 fish ponds, water pump of No. 1 fish ponds 
and so on. Each data occupies 4 bytes.  
Transmission and reception of data is in the data 
stream. Data needs character code conversion.  
In the implementation of communication program,  
in the configuration file manifest.xml, the user should 
declare permission, otherwise it is impossible  
to use. The user can manually set the address and 
port, add them to the database. A set can  
be preserved permanently, and then in the next 
communication the system searches the  
database, get out the communication parameters  




Water quality in aquaculture is vital has been become a great challenge due 
the excessive sources of pollutants of which contributed due to man made factors. 
Over-exploitation of natural resources is one of the factors causing the imbalanced in 
water quality. The face pace of industry revolution compounded with agricultural 
rapid growth combined with latest developments, chemical fertilizers for agriculture 
soil and poor enforcement of environmental laws by the authorities may have led to 
water pollution largely by-product may have caused these pollutions. The non-
uniform distribution of rainfall compounded the effect of these pollutions into these 
aquaculture areas by carrying the polluted rainfall. The pesticides and fertilizers used 
by farmers ended up in rivers usually washed through the soil by rain thus affecting 
the aquaculture yield. 
Sewage discharge, discharge from industries, run-off from agricultural fields 
and urban run-off as part of sources of the pollution also affecting water quality. 
Proper aspects such good hygienic practices, environment sanitation, storage and 
disposal are critical elements to maintain the quality of water resources. Other 
sources of contamination may be affecting the aquaculture industry are the industrial 
wastes that being washed into the lakes and rivers. In addition in aquaculture the 
temperature balance and dissolved oxygen level is as critical as water quality 
parameters and the imbalance in these parameters will result the crops yield in this 
industry (CGWB, 2017). All the above parameters make water quality checking vital 
in the industry. 
The main purposes of IoT water quality monitoring in the case in aquaculture 
is to ensure these parameters are inline to the good standard for the aquaculture 




biological and chemical properties of the water, to distinguish deviations in 
parameters and give early cautioning of the risks. In addition, these measurements 
are conducted in real time and base analysis of data collected able to suggest a 
suitable corrective or counter measures.   
The IoT technology, the farmers would be able to run their operation more 
effectively and efficiently. According to Ministry of Science Technology and 
Innovation (MOSTI) via its National IoT Strategic Roadmap (2015); the roadmap 
stated that numerous foreseeable benefits of putting IoT in the aquaculture industry. 
The farmers can increase the level of output hence produce better income, efficient 
usage of chemical and reduction of chemical additives that would be harmful to 
environment and finally enhance the food security via mitigating the yield fluctuation 
due bacterial infection or environmental or climate change. 
2.5 USER ACCEPTANCE 
This study refers to a demonstrable willingness in the user group for the use of 
technology information for the job that it designed to support (Dillon & Morris, 
1996). The main idea of usage presented with confirmation and while there is a slight 
indistinctness here since actual usage is always likely to stray slightly from perfect, 
intended usage, but the crux or basic of acceptance theory is that such divergences 
are negligible; hence modeling and predicting of Information Technology user 
acceptance can be done. Internet convenience is a benefit for user’s satisfaction in 
adopting its services (Poon, 2008).  
In view of the significance of user behavior research, Bhatti (2007) focuses 




observed that the perception of the individual level, personal predispositions, 
consumer tendencies, and attitudes influence the consumer acceptance. Thus, the 
user’s acceptance of IoT services as measured by their behavioral intention is the key 
outcome variable in this study. Considering the importance of user behavior research, 
this study emphasis on the individual’s acceptance of the technology.  
Most of the previous studies were focusing on the general conceptualization 
in understanding IoT. In addition, previous studies concentrate on the association or 
industry perspective and architecture of IoT designs and deployment. Li and Wang 
(2013) stated that there is very scant research focused on understanding the 
acceptance of IoT technologies from individual user’s viewpoint. Examining the 
factors affecting intention and actual usage in IoT acceptance is important to provide 
an insight of driving these behaviors. 
Furthermore, limited amount of research conducted on investigating 
acceptance model in agriculture or aquaculture industry in terms of information 
system or technology as in this case IoT. It is important to ascertain the factors 
impelling user acceptance of IoT solution as part of attracting and retaining the IoT 
users. In short, a commercial value of IoT thrives for wider user acceptance plus the 
managerial implication of adopting IoT technology require a thorough study these 
determinants in order to market these IoT solution effectively. 
2.5.1 Behavioral Intention  
Davis (1989) defines the behavior intention (BI) is a pretext in examining and 
foretelling a user’s behavior toward a specific technology or innovation in the 




person's perceived likelihood or "subjective probability that he or she will engage in 
a given behavior" (Ajzen, 1991). Previous studies have demonstrated predictable 
results showing a high correlation between behavior intention and actual usage 
behavior (Davis, 1989; Li & Wang, 2013).  Intentions have been defined in the 
Theory Reason Action / Theory Planned Behavior (TRA/TPB) as the amount of 
effortone is willing to exert to attain a goal, “behavioral plans that...enable attainment 
of a behavioral goal” or simply “proximal goals” (Bandura, 1997). User behavior is 
generally impacted by behavioral intention, so BI assumes a critical part in 
anticipating usage behavior.  
Nonetheless it is imperative to understand BI is more prescient of usage 
behavior at the point when people have had related knowledge with the technology 
(Taylor & Todd 1995b).  Many studies concluded that the Intention to Use is a close 
antecedent of specified behavior, and there is a relationship between the actual 
Behavior and Intention (Ajzen, 1991). Intention to Use is the understanding of 
individuals that certain behavior to be taken place (Fishbein & Ajzen, 1975a). Ajzen 
(1991) also stated an individual will form the intention, driven by the motivation 
factors imposing the level of effect on behavior. 
Many studies have concluded that the Intention to Use is a close antecedent 
of specified behavior, and there is a relationship between the Specified Behavior and 
Intention. Intention to Use is the understanding of individuals that certain behavior 
will be executed (Fishbein & Ajzen, 1975a). Therefore, when a particular behavior is 
performed, an individual will form the intention, which is estimated to capture a 
motivation factors imposing the level of effect on behavior. In other studies of the 




in examining consumer’s intention to use the services in Taiwan. The results 
revealed that Perceived Ease of Use, Self-Efficacy, Financial Cost, Credibility and 
Perceived Usefulness seem to influence the Behavioral Intention to Use Internet 
services. 
IoT technology adoption usage by users depends on their own accord. 
Therefore, this study conducted in the voluntary manner that is inline to most 
technology acceptance studies.  In this way, it is assumed that client or goal to utilize 
the IoT can firmly identified with their utilization conduct if the use of the 
technology relies on upon his or her own free will. Furthermore, previous research 
studies found that behavior intention and usage behavior have an important and 
significant relationship (Davis 1989; Bagozzi & Warshaw 1992; Taylor & Todd 
1995b; Moon & Kim 2001; Davis, Mathieson, Peacock & Chin 2001; Chen, 
Gillenson, & Sherrell, 2002; Venkatesh & Davis 2000; Venkatesh et al., 2003).  
Davis, Bagozzi and Warshaw (1989) defines individual’s actual direct usage of 
system as actual use whereby in TAM the actual use is determined by the behavioral 
intention of using it, which is influenced by the Perceived Ease of Use and Perceived 
Usefulness. The impact of Behavioral Intention to Actual Usage of the system is 
significant (Luarn & Lin, 2005, Gao & Bao, 2014, Kripanont, 2011). Besides, user 
acceptance also been underlined as an important element on deciding the outcome of 
any information technology projects to be successful or not (Davis, 1993). 
2.5.2 Theories on Technologies Acceptance 
The key interest for the researchers and academicians in the range of Information 
Systems and Information Technology is thoroughly understand the theories and 




areas. The major targets of these researches are to examine how to advance use 
furthermore looking at what hinders utilization and expectation to utilize the 
information technology such as IoT.  
Various models of technology acceptance theory have resulted benefits for 
different premises. It is vital to study these models thoroughly, as a foundation for 
the hypothetical framework for advancing a research model that could appropriately 
display with appropriate level the acceptance of Internet of Things technology for 
this research. In such manner, the review and discussion of the literature in this 
chapter will tie in with relationship to four established technology acceptance 
models/theories concerning to the first research objective (see Chapter 1).  
a. Innovation Diffusion Theory (IDT) 
b. Theory of Reasoned Action (TRA) 
c. Theory Planned Behavior (TPB) 
d. Technology Acceptance Model (TAM),   
e. Technology Acceptance Model 2 (TAM2) 
f. Unified Theory of Acceptance and Use of Technology (UTAUT) 
2.6 INNOVATION DIFFUSION THEORY 
The earlier theory of technology acceptance is based on IDT by Rogers (1983). The 
theory is the best to suit the investigation of the use of technology in higher 
education and environmental education (Sahin, 2006). Based on the theory, the 
acceptance of innovation is a method of reducing the conviction. According to 




actions and rejection as a result ―not practicing innovation. Innovation, time, social 
system and communication channels are four major components of the IDT. 
1. Innovation: Innovation is an idea, practice or projects that are considered as 
new by an individual or other unit of adoption. The originality characteristics 
of an adoption are more connected to the three steps (knowledge, persuasion, 
and decision) of the innovation process. 
2. Time: The time aspect is ignored in most of behavioral research. Rogers 
(1983) contends that including the time dimension in diffusion research 
shows one of its strengths. 
3. Social system: The social system is defined as a set of interrelated units 
involved in the solution to achieve the same common problem. Rogers (1983) 
further claims that the nature of the social system affects individual 
innovation, which is the main criteria for adopters’ category. 
4. Communication channel: The communication channels can also be 
categorized as a locality channels and channel cosmopolite who communicate 
with the individual social system and external resources. 
According to Rogers (2003), innovation is defined the process of creating a 
new technology, device or procedure, whereas the diffusion is defined the state or 
process of disseminating thoughts, ideas, aptitudes and information through society 
is called diffusion. The innovation diffusion theory (IDT) describes the technology 
and innovations being diffused and accepted in the societies small or large whereby 
the decision of picking the technology called the innovation decision process. The 
conviction about the innovation is formed after gaining the knowledge about the 




accept the innovation. If the decision is to accept, the person will then implement the 
innovation and proceed to validate his/her choice. 
This entire process occurs in five stages (Demir, 2006):  
1. Knowledge stage. An individual is informed or exposed to the technology and 
explores how it functions whereby there are three types of knowledge 
associated in this stage: Awareness-knowledge or becoming aware that the 
technology exists. How-to-knowledge or knowledge obtained regarding how 
to use the technology. Principles-knowledge or the underlying concepts of the 
technology, such as how the Internet works (Rogers, 2010). While principles-
knowledge is not necessary for acceptance and use, not having it may result 
in the person discontinuing use. In today’s world awareness-knowledge is 
often obtained through mass media, while how-to-knowledge is gathered 
from change agents, or early adopters of the technology, which play a vital 
role for change (Rogers, 2010).  
2. Persuasion stage. He or she at this stage find for information regarding the 
technology and assess which information sources are reliable and evaluate 
colleagues or friends’ attitudes toward the technology. The attitude either in 
favour or disfavour about a technology does not always lead to acceptance or 
rejection of the technology. Sometimes an positive attitude toward a 
technology does not point to use, when this happens it is known as the 
knowledge-attitudes-practice (KAP) gap (Rogers, 2003).  
3. Decision stage. The stage when the individuals participate in activities that 




frequently look for a way to receive the innovation in a little way, in impact 
attempting out the innovation some time recently completely committing. 
This gives the person an opportunity to confirm that the innovation gives an 
advantage, which on the off chance that it does incredibly increases 
acceptance (Rogers, 2003). While in general dismissal of an innovation 
happens at this juncture, it can happen all through the process. When this 
happens the person ether effectively rejects, meaning they were going to 
embrace and changed their intellect, or inactively rejects, meaning they never 
investigate what embracing the innovation implies (Rogers, 2003).  
4. Implementation stage. The stage when individual chooses to accept the 
technology the next stage for him/her is implementation. Implementation is 
actual use of the technology and in some cases at this stage resulting in 
rejection of use. The key is to fully understand how to implement the 
technology and lack of understanding during implementation may resulting a 
rejection. Nonetheless, a catalyst is helpful in bridging the gap by providing 
training on using the innovation. Further, those who find new or enhanced 
uses of the technology, can provide added motivation for adopters fraught 
with implementation. In addition, they can encourage customization to 
individual needs and circumstances (Rogers, 2003).  
Confirmation phase. The final phase the new adopter looks for support 
regarding their decision to use the technology and wants to be comfortable with their 
decision and validation of their choice. Nonetheless, if the influx of conflicting 
information about their decision to adopt the technology they may opt to stop using 




The disenchantment discontinuance, which happens when the development does not 
meet with the benchmarks and thoughts the person had envisioned and he/she 
essentially stops utilizing the innovation. The replacement of discontinuance occurs 
when competing technology is perceived to be better than the previous. (Rogers, 
2003). 
The acceptance of information technology based on IDT and has been tested 
in a few studies such as the acceptance of internet banking (Gerrard & Cunningham, 
2003b; Khalil, M. N., & Pearson, 2008), information technology (Karahanna, Straub, 
& Chervany, 1999a), mobile gaming (Kleijnen, Wetzels, & Ruyter, 2004), and 
smartphone banking (Kim & Kang, 2012). It has also been used in the expansion of a 
broad instrument designed to analyze the decision to adopt innovative IT (Moore & 
Benbasat, 1991). Besides, many studies have used the theory as the antecedents 
towards using technology (Taylor & Todd, 1995; Teo & Pok, 2003; Khalil & 
Pearson, 2008;  Ismail & Razak, 2011). 
Other research on IDT was to develop an instrument for measuring 
perception of the use of innovations in information technology (Moore &Benbasat, 
1991). Besides using the major components of the theory, they further added another 
two supplementary constructs (i.e. voluntariness and image) and observability were 
tapped into different constructs (i.e. result demonstrability and visibility). 
Later, Taylor and Todd (1995) applied the attributes of IDT (ease of use, 
relative advantage and compatibility) to examine the attitude of the potential users of 
computer center. It involved 786 students of business school. The result of their 




(1999b) combined IDT with TRA in examining the factors that influence the use of 
Microsoft's package Windows 3.1 software involving two groups; adopters and 
potential users. They added another three attributes to the IDT (i.e. visibility, image, 
and result demonstrability). The results show that the attributes of IDT (visibility, 
ease of use, demonstrability results, and trialability) are only important for the 
potential users group. Meanwhile, Teo and Pok (2003) found similar results with 
Taylor and Todd (1995). When they included three attributes of IDT (i.e. ease of use, 
relative advantage, and compatibility) as antecedents of attitude in examining the 
behavioral intention to adopt WAP-enabled (wireless application protocol) phones, 
the results revealed that only the relative advantages influenced the attitude of the 
users. Next, Kleijnen et al. (2004), used the attributes of IDT (relative advantage, 
complexity and compatibility) as a model, which was filtered based on the 
explanation of the use of mobile game. The findings indicated that complexity and 
compatibility influenced the use of mobile games. Later, Khalil and Pearson (2008) 
when studying about the adoption of internet banking has used the attributes of IDT 
(perceived compatibility, perceived relative advantage, Perceived Ease of Use 
(complexity), and trialability). They found that the attributes had a significant 
influence on attitude. While the previous paragraphs explain the study briefly, more 
detailed characteristics of these studies are exhibited in Table 2.1. Below are the 










Table 2.1  
Related Studies in IDT 
 
2.7 THEORY OF REASONED ACTION 
The TRA, originally introduced in social psychology field, and widely used to 
describe the human behavior by Fishbein and Ajzen (1975c). The theory stated the 
intention of an individual predicted the behavior performance. Two main factors 
determining the intention: 
 
Originating Author Respondents Findings 
Moored and Benbasat 
(1991) 
540 respondents various 
industries 
Perceived Ease of Use, , 
Visibility, Trialability, 
Compatibility, Relative 
Advantages,  and Voluntariness 
significant 
Taylor and Todd (1995a) 786 university students Perceived Usefulness is 
significant determining of 
Attitude. Perceived Ease of Use 
and Compatibility insignificant 
in influencing Attitude 
Karahanna et al. (1999) 230 financial workers 
Perceived Usefulness, Perceived 
Ease of Use, Visibility, 
Trialbility, and Result 
Demonstrability were found to 
have a significant effect on 
Attitude. For existing users, 
Perceived Usefulness and Image 
were found to have a significant 
effect on Attitude 
Teo and Pok (2003) 1012 internet users 
Relative Advantage was found 
to have significant influence on 
Attitude. Perceived Ease of Use 
also has a significant influence 
on Attitude 
Kleijnen et al. (2004) 105 internet banking users 
Relative Advantage was found 
significantly influenced 
Behavioral Intention, but with 
slighter significant compared to 
Compatibility and Complexity 
Khalil and Pearson 
(2008) 
1164 university students Relative Advantage, 
Compatibility, Perceived Ease of 
Use, and Trialability were found 






(1) via the attitude of individual to behavior and  
(2) via in the form of other people opinion in the social environment about one 
specific task or behavior (Fishbein & Ajzen, 1975a).in which the relationship 
is illustrated in Figure 2.4. 
 
Figure 2.4  
Theory Reason Action  
The basic principles in the TRA (Figure 2.4) is that the intention of the 
behavior of he or she depends on the subjective norm and attitude towards doing the 
target behaviours. The person ‘s perception that most of the people who are 
important to her or him will influence them whether or not they will perform the 
relevant behaviour. 
The attitude toward behaviour defined as an assessment consequence about 
doing the specific task or behaviour. Perceived outcomes determined the one’s 
attitude toward the behaviour such as perceived ramification or consequences, 
financial cost or work required of doing the specific behaviour compounded with the 
assessment of those ramifications. Subjective norm on the other hand is about the 
influence that other people or society significant around that person thinks whether 
that person should or should not be doing the work or task on hand. It focuses on the 




These construct individual perceived expectation to comply those people’s 
expectation around him or her.  Aggregately these two builds sway behavioural 
intention characterized as an individual's "subjective likelihood that he will perform 
some conduct" in a manner one's disposition toward the conduct is more positive and 
the social standards about performing the conduct are more grounded, the individual 
behavioral intention will take part in the conduct.  
In the end, the stronger intention will lead to high degree of specific action 
being executed or carried out. TRA posit for technology adoption is influenced by 
the intention of he or she to use the piece of innovation or technology, which is 
jointly influenced by the attitude and subjective norms pertaining to the technology 
i.e. managers, colleagues etc.  
Davis et al. (1989a) studied TRA and TAM model in analysing word 
processing system acceptance model. Attitude found to be strong determinant on 
Behavioral Intention. Also, the study on Intention to Use on VCR-Plus showed 
significantly influenced by Attitude (Taylor & Todd, 1995). Similar study has found 
similar results such as Windows 3.1 (Karahana et al., 1999), and financial stock 
using internet (Ramayah et al., 2009) with Attitude significantly influenced the 
Behavioral Intention in internet stock trading. 
Various studies were done in TRA for instance; Behaviour Intention is 
strongly influenced by Attitude (Davis et al., 1989a) in word processing system. 
Similarly, the study also concluded in VCR (videocassette recorder) Attitude 
significantly influenced the Behavioral Intention (Taylor & Todd, 1995a), Similar 




financial stock using internet (Ramayah et al., 2009) with Attitude significantly 
influenced the Behavioral Intention. The studies in the previous paragraphs are 
summarized in Table 2.2. The table details the sample and the findings of each study 
in a structured manner. 
The summary of the studies stated above is in Table 2.2. 
Table 2.2  
Related studies using TRA 
Originating Author Respondents Findings 
Davis et al. (1989a) 107 post-grad students Attiude is significant in 
influencing Intention to Use. 
Subjective is insignificant on 
Intention to Use 
Taylor & Todd (1995) 790 shoppers Attitude and Subjective are 
significant to Behavior Intention 
Karahana et al. (1999) 230 bank workers Subjective Norm is significant to 
Intention for potential user. 
Attitude is significant to 
Intention to exisitng user 
Ramayah et al. (2009) 144 internet stock traders Attitude and Subjective are 
significant to Behavior Intention 
2.8 THEORY OF PLANNED BEHAVIOR (TPB) 
Fishbein and Ajzen (1975a) derived the extended version of TRA called TPB with 
additional determinant – Perceived Behavioral Control in addition of the original 





Figure 2.5  
Theory Planned Behavior (TPB) 
The model hypothesizes the measurement of person’s activities are guided. 
The particular behavior is intentionally performed is predicted due to articulated 
planned and thoughtful. Figure 2.5 displays the three determinants directly and 
indirectly influencing behavior intention in the TPB model. Both the intention and 
behavior (see Figure 2.5) influenced by Perceived Behavioral Control (PBC). The reason 
of adding PBC, it increases the degree of explaining or predicting uncontrolled behavior 
that completes the act of making choices or decision. Ajzen (1991) justified that PBC 
together with Subjective Norms, Attitude, ability to influence the Behavior Intention 
at various behaviour and circumstances. 
Some of the studies used TPB include the study of spreadsheet usage Attitude 
and Perceived Behavioral Control significantly influence the Intention to Use while 
Subjective Norm is insignificant towards Intention to Use (Mathieson, 1991). 
Perceived Behavioral Control, Attitude, and Subjective Norm significantly 
influenced the Behavior Intention (Taylor & Todd, 1995). Other findings in 
executive decision to adopt Information Technology showed Perceived Behavioral 




Harrison, & Mykytyn, 2003). The online shopping, the researchers found Attitude, 
Perceived Behavioral Control, and Subjective Norm with additional determinants 
Personal Innovativeness and Perceived Consequences were significant with Intention 
(Limayem, Khalifa, & Frini, 2000). Another study showed Intention is significantly 
influence by Attitude and Subjective Norm on software adoption while Perceived 
Behavioral Control is deemed insignificant towards Intention (Riemenschneider et 
al., 2003). 
Another finding on China text messaging service acceptance study found 
Attitude, Perceived Behavioral Control, and Subjective Norm are significant towards 
Behavior Intention (Lu & Wang, 2009). Summary of findings listed in table below. 
Table 2.3  
Related studies using TPB 
Originating Author Respondents Findings 
Mathieson (1991) 262 pupils Perceived Behavioral Control 
and Attitude influenced 
Behavior Intention To Use 
except Subjective Norm  
Taylor and Todd (1995a) 786 university students Behavior Intention influenced 
by Subjective Norm, Attitude, 
and Perceived Behavioral 
Control. 
Harrison et al. (1997) 97 small business managers Attitude, Perceived 
Behavioral Control and 
Subjective Norm influenced 
Intention To Use information 
technology   
Limayem et al.(2000) 705 internet shoppers Internet shoppers Behavior 
Intention influenced by 
Subjective Norm, Attitude, 
and Behavioral Control  
Riemenschneider et al. 
(2002) 
128 software developers Attitude and Subjective Norm 
were significant except for 
Perceived Behavioral Control 
Y. Lu, Zhou, & Wang 
(2009) 
China 250 graduate students   Attitude, Perceived 
Behavioral Control, and 





2.9 TECHNOLOGY ACCEPTANCE MODEL (TAM) 
Technology Acceptance Model or known as TAM was partly derived from TRA 
(Theory Reasoned Action) by Davis (1986).  TRA’s attitude measures with the two 
important determinants, which are represented in TAM as technology acceptance 
measures two determinants that include usefulness and ease of use, TRA and TAM, 
both of which have firm behavioral components, accept that when somebody shapes 
an aim or intention to act, that they will be allowed to do without confinement or 
limitation. In this present reality, there will be numerous limitations, such as limited 
self-determination to act (Bagozzi, 1992). 
TRA used as a hypothetical foundation for specifying the causal linkages 
between two key convictions: perceived ease of use and perceived usefulness and 
attitudes determine the intentions and actual usage of the users’ behavior. Behavioral 
intention is together being determined as causal factors of perceived usefulness and 
attitude. Perceived usefulness (PU) and perceived ease of use (PEOU) determined 
the attitude (see Figure 2.6). The TRA determinants of attitude are place by TAMs 
perceived ease of use. 
 
Figure 2.6  




Generally, Davis, Bagozzi & Warshaw (1989) stated TAM outlines common 
individual technology acceptance of determinants and linked to clarify and make 
future prediction on single behaviors across a wide spread of end user computing 
technologies and user groups. The objective of TAM is to give an elucidation of the 
determinants of computing technology acceptance, which holistically equipped of 
explaining user behavior over an expansive scope of end-user populaces. 
The TAM model has been widely regarded parsimonious and hypothetically 
advocated in giving a justification of computer acceptance determinants that 
satisfactorily in explaining in greater degree of user behavior of information 
technologies and its user populations. It consolidates discoveries aggregated from 
more than a decade of years of Information System / Information Technology 
examination, (Davis, Bagozzi & Warshaw, 1989). 
 The Technology Acceptance Model (TAM) introduced by Fred F.D. Davis 
as part of his thesis paper at Slone School of Management, Massachusetts Institute of 
Technology in 1986. Title of the dissertation “A Technology Acceptance Model for 
Empirically Testing New End-User Information Systems: Theory and Results” was 
then published “Perceived Usefulness, Perceived Ease of Use, and User Acceptance 
of Information Technology” in 1989. Furthermore, he together with Bagozzi and 
Warshaw published “User Acceptance of Computer Technology: A Comparison of 
Two Theoretical Models” in Management Science in 1989.  The study considered as 
the innovative work on TAM. The model has become entrenched as a vigorous, 





Davis (1989b) constructed and verified a more holistic measurement for 
envisaging and elucidating use, which focused on two hypothetical constructs: 
perceived usefulness and perceived ease of use, which hypothesized to be key 
determinants of framework utilization. In addition, from their hypothetical values, 
the ability to measures for predicting and explaining IoT system use in a conclusive 
manner would have great practical value, both for system suppliers or integrators in 
the IoT industry. IoT solution provider typically would like to evaluate user interest 
for new outline ideas, and for manager who might want to assess these IoTsolution 
providers. 
TAM also postulated that the effects of exogenous factors (for instance the 
system attributes, improvement process, preparation) on intention to use are 
mediated by perceived usefulness and perceive ease of use. Venkatesh & Davis 
(2000) stated the technology is consider as user friendly and worthwhile due to its 
perceived ease of use and perceived usefulness. 
One presumption made by TAM is that utilization of a certain technology is 
willful or voluntarily (Davis, 1989b). Given ample time and learning around a 
specific behavioral action, an individual's expressed inclination to perform the act 
(i.e. behavioral plan) will nearly take place after the way they conduct the act. This 
supposition just applies when the conduct is under a man's volitional control or the 
conscious choice of deciding (Ajzen & Fishbein, 1980). Furthermore, TAM 
behavioral elements stated that when someone structures an objective to act, they 
would allow performing without constraint. However, there are limitations, for 




points, or oblivious propensities which will constrain the flexibility to act or limit the 
freedom to act (Bagozzi, 1992). 
Davis (1989b) in his study on the acceptance of word processing program 
(Write-One) concluded behavioral intention in TAM has better degree in variance 
explained as compared to TRA with Perceived Usefulness as a major determinant of 
individual’s Intention to Use when compared to TRA. Another study by Adams, 
Nelson, and Todd (1992) that evaluated the psychometric properties of the Perceived 
Usefulness, Perceived Ease of Use, and System Usage in two studies found 
fascinating results.  Perceived Usefulness was a significant determinant of usage, but 
Perceived Ease of Use was not. Further, Perceived Ease of Use to usage was 
significant (Harvard Graphics, WordPerfect, Lotus 1-2-3) while Perceived 
Usefulness to usage was significant for Lotus 1-2-3 alone. Then, Venkatesh, 
Michael, Gordon, and Fred (2003) used and analyzed TAM and concluded Intention 
to Use are significantly influenced by determinants Perceived Ease of Use and 
Perceived Usefulness. Another study was then carried out by Luarn and Lin (2005), 
involving 180 users in Taiwan. The study focused on mobile banking adoption 
Intention to Use also concluded the significant determinants were Perceived 
Usefulness and Perceived Ease of Use. The study also proved that the extended TAM 
had a high capability in predicting the individual Behavioral Intention to Use the 









Table 2.4  
Related Studies Utilizing TAM 
Originating Author Respondents Findings 
Davis et al. (1989b) 112 IBM users and 40 
MBA students 
Usage is predicted by 
Perceived Ease of Use and 
Perceived Usefulness 
Taylor and Todd (1995b) 786 university students Perceived Usefulness to 
Attitude, Behavior Intention 
and Actual Usage is significant 
Perceived Ease of Use to 
Attitude is significant. 
Perceived Usefulness to 
Perceived Ease of Use is 
significant  
Venkatesh et al (2003) 215 workers in various 
firms 
Perceived Ease of Use and 
Perceived Usefulness are 
significant to Behavior 
Intention 
Luarn and Lin (2005) 180 mobile banking users Perceived Ease of Use and 
Perceived Usefulness are 
significant to Behavior 
Intention in mobile banking 
Hanudin et al.(2008) 158 bank clients Perceived Usefulness and 
Perceived Ease of Use 
significantly influenced 
Behavior Intention 
Hussein Nabil (2012) 200 university students Perceived Usefulness were 
significant to Intention, other 
new determinants Risk and 
Trust are signficant 
2.10 TECHNOLOGY ACCEPTANCE MODEL 2 (TAM2) 
TAM2 model developed by Davis and Venkatesh in 2000 whereby the objective of 
TAM2 is to derive an extension of theoretical framework of the Technology 
Acceptance Model (TAM):  
1. To gauge the cognitive instrumental and social influence processes 
participation by adding other important determinants of TAM in explaining 




2. To comprehend these determinants the mechanism effects of the changes with 
accumulative user experience over a period of tiem with the particular system. 
A superior comprehension of the determinants of perceived usefulness would 
empower the people or organization to outline organizational step-by-step 
procedure that would upsurge user acceptance and usage of new technologies 




Figure 2.7  
Technology Acceptance Model 2 TAM2 - extension of TAM 
The longitudinal study at four organizations that used four different 
computing systems conducted on the extended model (TAM2) using longitudinal 
data. This time-based study also selected voluntary and mandatory usage as 
moderator in these four organizations. The data for the construction model were 
measure prior to the implementation, one month after the implementation and three 




All four organizations data collected at all three points of measurement, 
accounting for variance between 40% to 60% in usefulness perceptions and variance 
of 34% to 52% in usage intentions. Both and cognitive instrumental processes (job 
relevance, output quality, result demonstrability, and perceived ease of use) and 
social influence processes (subjective norm, voluntariness, and image) showed strong 
direct correlation on user acceptance (Venkatesh & Davis, 2000). Other study by Wu 
Jen-Her, Shu-Ching Wang & Li-Min Lin (2011); that all social influences (subjective 
norm) except for image and cognitive instrumental processes (job relevance, output 
quality, result demonstrability significantly influence user acceptance. The summary 
of those studies in this paragraph, are detailed in Table 2.5. 
Table 2.5  
Related Studies Utilizing TAM2 
Originating Author Respondents Findings 
Venkatesh & Davis (2000) 156 workers User acceptance influence by 
subjective norms, voluntariness and 
image. Other determinants job 
relevance, output quality, perceived 
ease of use also significantly 
influenced acceptance. 
Wu et al. (2011) 400 website users Social influences (subjective norm) 
except for image and cognitive 
instrumental (job relevance, output 
quality, result demonstrability) 
influence acceptance 
2.11 UNIFIED THEORY OF ACCEPTANCE AND USE OF TECHNOLOGY 
(UTAUT) 
Unified Theory of Acceptance and Use of Technology (UTAUT) introduced by 
Venkatesh, Morris, Davis, G.B. and Davis F.D in 2003 with four key determinants of 




determinants and outcome. The UTAUT hypothesized four constructs of user 
acceptance and usage behavior direct determinants: 
a) Performance expectance  
b) Social influence  
c) Effort expectancy  
d) Facilitating conditions 
Some key items such as attitude as determinants are remove toward using 
technology, self-efficacy, and anxiety as one of the hypotheses of determinants of 
intention. In the model are age, gender, experience and voluntariness are the 
moderators (see Figure 2.7). 
 Venkatesh et al. (2003) hypothesized by giving a polished perspective of 
how the intention and behaviour determinants develop over a period, it is imperative 
to underline that moderators influencing all the keys relationship in the model. One 
of the moderators in UTAUT, age, being neglected in the in the technology 
acceptance research literature, yet the discoveries from the investigation of UTAUT 
model show that age moderates all of the key interactions. Similarly, Levy (1988) 
discovered gender as key moderator which has received only being scrutinized in 






Figure 2.8  
Unified Theory of Acceptance and Use of Technology (UTAUT) 
Based on these observation and study, i.e. age and gender as moderators, 
which demonstrate the intertwine relationships observed, raise fascinating issues to 
examine in future exploration study. With gender equality in the today setting of 
societal and office, place environments would certainly warrant a need to study this 
issue (Venkatesh et al., 2003). TRA and TAM are enhancing with UTAUT with 
comprehensive factors and higher degree of explanation of acceptance theory. 
UTAUT considered as paramount in information technology adoption in this 
research field. 
Wu, Tao and Yang (2008) studied on how telecommunication companies on 
3G mobile telecommunication services using UTAUT model on the acceptance to 
switch to 3G services. The study shows all factors are significantly positive 





Another study by Abu-Shanab E. and Pearson J. M (2007) studied on mobile 
banking adoption in Jordan showed the performance expectancy, effort expectancy 
and social influence exert greater influence in predicting the user’s intention in using 
mobile banking. 
In addition, similar findings by Yu (2012) in studying adoption on mobile 
banking with additional determinants; Perceived Credibility and Perceived Financial 
Cost significantly influenced the intention of mobile banking. Similar result with 
additional construct Risk significantly influences the intention (Martins, Oliveira, & 
Popovič, 2013). The summary of those studies in this paragraph, are detail in Table 
2.6. 
Table 2.6  
Related Studies Utilizing UTAUT 
Originating Author Respondents Findings 
Wu et al. (2008) 394 users in Taiwan Performance Expectancy, 
Facilitating Conditions and 
Social Influence  are significant 
toward Behavior Intention 
except Effort Expectancy  
AbuShanab & Pearson 
(2007) 
940 m obile banking users Performance Expectancy, Effort 
Expectancy and Social Influence  
are significant toward Behavior 
Intention  
Yu (2012) 441 mobile banking users Social Influence, Perceived 




Martins et al. (2013) 249 mobile banking users 
in Portugal 
Performance Expectancy, Effort 
Expectancy, Social Influence 
and Risk significantly 
influenced Intention  
Chang (2014) 263 e-library users Performance Expectancy, Effort 
Expectancy, Social Influence 






2.12 ANTECEDENTS OF BEHAVIORAL INTENTION  
Measurement on Actual Use Behavior can be done by studying on previous studies 
on behavioural intention. Fishbein & Ajzen (1980) defines behavioural intention as 
subjective expectation of an individual that he or she will act on the specified 
behaviour. This intention indicates how people will try or put an effort they will put 
to perform the specified task. 
Another study conducted in China in determining the acceptance and 
behavioral model users for the use of 3G mobile telecommunication technology. Yu-
Lung Wu, Yu-Hui Tao, Pei-Chi Yang (2008) stated that the telecommunication 
companies need to understand what the determinants were contributing low usage of 
their services plus user inclination to adopt 3G services. The study showed that 
Social Influences and Performance Expectancy significantly influenced Behavior 
Intention and Usage Behavior whereas Effort Expectancy however did not influence 
Behavior Intention. 
Another study on 3G-technology acceptance found Perceived Usefulness 
Perceived of User and Social Influence as strong derminants on Behavior Intention 
and Usage Behavior (Mardikyan et. al, 2012). Other new determinant including 
Variety of services and Service Quality are also significant factors for 3G-technology 
acceptance.  In mobile internet banking technology acceptance study, Abu-Shanab E. 
and Pearson J. M (2007) using the UTAUT model found Performance Expectancy, 
Effort Expectancy, and Social Influence were significant with higher degree of 




In China, Performance Expectancy, Social Influence, and Facilitating 
Conditions have significant effects on user adoption on mobile banking technology 
on 250 respondents (Zhou, Lu, & Wang, 2010). In addition, the study introduced a 
task technology fit as a moderator in the UTAUT model in explaining the mobile 
banking adoption and the study showed it moderates the effect on Performance 
Expectancy towards Behavior Intention. 
Gao & Bai (2014) conducted study on IoT technology on smart tollbooth by 
adding a few constructs Trust in addition of antecedents from original UTAUT 
model.  The study shows the significant influence of all the determinants in UTAUT 
in predicting the intention. However, it is interesting to note that the element of trust 
found to be insignificant in predicting the intention. 
2.13 PERFORMANCE EXPECTANCY 
The degree to which an individual believes that using a designated system would 
improve his or her job performance known as Performance Expectancy (Venkatesh 
et al., 2003). In other words, they believe this will help them to perform their job if 
by adopting the new technologies. Five concepts from various models into the 
construct of performance expectancy; perception of usefulness, outward motivation, 
relative advantage, job appropriate and outcome expectations. The perception of 
usefulness concept originally introduced by Davis (1986) in the Technology 
Acceptance Model and later adapted by Taylor and Todd (1995). It refers 
performance expectancy, as an individual’s perception about the inclination the use 
of a system will enhance an individual performance on the job. The outward 
motivation defined as the inspiration to do the activity for external outcomes in terms 




rewards, promotions or job advancement (Davis et al., 1992). Another concept is job-
apprioprateness on the notion he or she by accepting the technique or technology will 
lead to improvement in job day-to-day. (Thompson et al., 1991). As the new 
technology regarded as more useful than previous technology is known as relative 
advantage concept introduced by Rogers (1995). 
Performance Expectancy reflects the perceived utility associated with Internet 
of Things. IoT empower clients from fleeting spatial confinements and empowers 
them to obtain data or administrations at whenever from anyplace once the 
information is being gathered and get to by means of the Internet. Hence the users’ 
working performance and efficiency are expected to improve.  
In addition, the expectation confirmation theory, they will be satisfied once 
their expectation is met advertently performance expectancy will affect user 
satisfaction (Bhattacherjee, 2001).  In Social Cognitive Theory the outcome 
expectations whereby personal related and job-related (or performance-related) 
outcome expectations (e.g. self-esteem and self-accomplishment) (Bandura, 1996). 
This was also confirming by other study   noting the effect of perceived usefulness 
(similar to performance expectancy) on satisfaction and continuance intention 
(Bhattacherjee, 2000; Plouffe, Vandenbosch, & Hulland, 2001; Lee et al., 2007; 
Alwahaisi & Snasel 2013). 
2.14 EFFORT EXPECTANCY 
The degree of simplicity or level of ease associated to the use or utilization of the 
particular system refer as effort expectancy (Venkatesh, 2003). Originated from 




Innovation Diffusion Theory (Davis, 1989; Davis et al., 1989; Moore & Benbasat, 
1991).  Effort expectancy is highly depended on the subjectivity of the person 
undertaking the task, which centred on the user perception on how to use the 
technology. If he or she feel the technology is easy to use, the tendency he or she will 
use it (Zhou & Wang, 2010). 
It is also can be interpreted the new system can be learned with less effort. 
When users feel that the system require almost no effort and easy to use, the users 
tend to have high expectation in getting the expected result or performance (Zhou et 
al., 2010). Otherwise, they will have a low level of performance expectancy 
(Venkatesh et al. 2003). It can have represented in UTAUT the external motivator 
operator is Performance Expectancy representative of the consequences of 
technology use, while the internal motivator is Effort Expectancy, representing as the 
process of enabling the appreciated outcomes (Karahanna et al., 2006). Prior research 
found behavioral effort and cognitive ability needed to study to comprehend and use 
an information technology directly influence Behavior Intention during the learning 
cycle of the technology use. (Venkatesh & Davis, 2000; Gefen, 2003). 
Applying this definition to the context of IoT, usefulness refers to the degree 
to which users believe using the IoT technology in this case IoT in aquaculture as a 
platform, will enhance their performance or productivity, thus enhancing the 
outcome of their day-to-day routine application. Information such as water 
parameters in aquaculture ponds, with accessible 24 hours data to be analyzed, have 
often been mentioned as the main benefits of IoT aquaculture (Zhang, Hua &, Wang, 




practitioner and in some case has improved their yield operations (Zhang et al., 
2013). 
2.15 SOCIAL INFLUENCE 
Social Influence is a person’s perception that others think he or she should use a 
technology pertaining to information system (Venkatesh et al., 2003). According to 
Taylor and Todd’s study (1995), the situation also defines as subjective norm 
whereby other’s people opinion, peer and superior opinion included.   
Venkatesh (2012) stated social influence derived from subjective norms 
which are the normative pressure involving an individual’s persuasion of approval 
about technology use from his/her social group. These social factors and image 
constructs identified as motivation to comply with the shared social meaning of it 
among the group members hence influencing the user to adopt the said technology. 
UTAUT, essentially a derivative from fundamental of TPB and TRA, considers 
technology adoption as a decisive and committal behavior (Ajzen, 1991). The theory 
suggested the deliberative intent mechanism of which term as social norm acts as a 
direct determinant of intention and intention mediates its relationship with actual 
usage behavior.  
However, much debate on the impact of normative pressure such as social 
influence on the focal behavior. Social Influence with regard to compliance resulting 
from potential social rewards and punishments for engagement or no engagement in 
the technology use; has a direct effect on Behavior Intention to (Venkatesh and 
Davis, 2000).  On the other hand, in voluntary settings due to internalization and 




and gain social status, has a direct effect on the personal beliefs and intention to use 
the technology within similar circle of reference of similar technology group 
(Venkatesh and Morris, 2000; Venkatesh and Davis, 2000).  
The relationship between social influence and intention may influence and 
perform the behavior even if he or she has no inclination toward the behavior if the 
significant people around he or she believe they should perform the behavior for 
example the mandatory compliance to the company or organization policy 
(Venkatesh & Davis, 2000).  
Venkatesh et al., (2003) explained the social influences significantly 
influences perceived usefulness to improve their job performance people by 
incorporating social influences into their own usefulness perceptions. As a result, 
people tend to use a system to gain status and influence within the work group hence 
improving their performance in daily task. This refers also to the influence of 
normative, in which it happens when individuals comply with the expectations of 
others (Rouibah, 2008). Nevertheless, it also refers to the pressure of those that users 
think are important to them. Overtime as increasing experience provides a more 
helpful instead of social basis for individual intention to use the system (Venkatesh et 
al., 2003; Lee, 2009; Schaupp, Carter, & McBride, 2010). 
2.16 FACILITATING CONDITIONS 
Facilitating Conditions defined as the degree of individual belief on the infrastructure 
or organizational support founded to facilitate the use of the designated system. The 




technology by factoring the characteristics of organizational and technological 
environment (Venkatesh et al., 2003).  
This construct also draws a similarity with compatibility coined other 
research of which emphasis on the individual working style and use in the group 
entity or organization (Riemenschneider et al., 2002).  
There are also other conflicting findings by other researchers using the 
UTAUT model expectations. For example, Facilitating Conditions effect on 
Behavioral Intention was not included because of it is expected to be insignificant 
once both Effort Expectancy and Performance Expectancy are factored in 
(Venkatesh et al. 2003).  
Other studies have confirmed this (Ai-Gahtani, Hubona, & Wang, 2007; 
Wang & Shih, 2009; Jairak, Praneetpolgrang, & Mekhabunchakij, 2009) on the other 
hand found a significant effect of Facilitating Conditions towards behavior intention. 
Later in the study of students’ acceptance by Nassuora (2012) on Mobile Learning in 
universities in Saudi Arabia similar findings as Venkatesh (2003) where Facilitating 
Conditions are insignificant in Behavior Intention while Effort Expectancy and 
Performance Expectancy are strongly influenced the Behavior Intention. 
In the case of IoT, both infrastructure system and support system is vital in 
ensuring the system is functional and working. In addition, proper training program 
and support from organization or company may need to be establish when adopting 
the IoT system. An aquaculture company may decide to use IoT system for example 
consists of the water quality monitoring stations that are based on a wireless sensor 




remote monitoring center and the central cloud-processing platform.  
All these system require a proper infrastructure and support system such as adequate 
training for the users in order to use the IoT system. 
2.17 PERCEIVED FINANCIAL COST 
The extent an individual has the financial means to do the IoT services is define as 
Perceived Financial Cost. The perception of financial cost is defined as the degree to 
which he or she believes the use of technology will be a financial affliction for him 
or her (Tung & Chang, 2008).  In IoT acceptance studies, cost may include wireless 
services or even software subscription fees, mobile or computer server cost and 
maintenance cost (Chong, Chan, & Ooi, 2012). Wrong perception of financial burden 
will have a negative impact on individual users to use IoT. Davis (1989) stated, 
people tend to use the technologies that provide more benefit with lower cost. 
IoT will enable the convenient of applying certain task and will come at 
premium charges. On ICT acceptance, one of the main issues, which have significant 
influence on Behavioral Intention to use the technology, is financial cost (Teng & 
Lu, 2010) 
To enable the IoT service certain infrastructure need to be in place such as 
data collection sensor, data transmitter device, wireless infrastructure and certain 
application software needed to interpret the data. Given the cost could be 
substantially higher for IoT than to operate using conventional method i.e. manual 
process by collecting data for water quality by hand, may influence user behavioral 
intention. Studies by Wu and Wang (2005); Kuo and Yen (2009); Luarn and Lin 




financial cost versus lower financial cost when using the technology. While on other 
study by Jeong and Yoon (2013) in investigating mobile banking acceptance, 
perceived financial cost doesn’t have a significant impact on behavior intention. The 
researchers argued the other factors such as geographical or other socio economy 
factor might have given some impact on why the perceived financial cost is not 
significant on behavior intention. Previous studies have shown user adoption of IT 
technology from psychological and sociological theories plus empirical evidence 
showed adoption motivated by economic factors such as more efficient in day-to-day 
operations or discouraged by economic contemplations such as additional service fee 
to use the technology or cost burden for (Huili & Chunfang 2011). Other studies 
similar negative effect on behavior intention on e-commerce and other IT technology 
influenced by higher financial cost (Luarn & Lin, 2005; Sripalawat, Thongmak, & 
Ngramyarn, 2011, Siti, Mohammed, & Nik Kamariah, 2012). 
2.18 TECHNOLOGY COMPLEXITIES 
The extent of which the modernization or improvement is perceived to be 
challenging to study, comprehend or operate is called technology complexities 
(Roger, 1983; Shih & Fang, 2004). Other definition includes also the difficulties of 
understanding and using the system (Sonnenwald et al., 2001). The usage intention 
will decrease as the technology complexities increases. (Thompson et al., 1991) 
Inventive or innovative technologies associated with less complexities and 
easier to use has the better realm of acceptance and used by expected users. 
Technology complexities as per Meyer and Curley (1991) defined as “the depth and 
scope of the programming effort, the user environment, and related technical efforts 




environments.”  Technology complexities in IoT could come is various form such as 
network protocol, wireless communication, user interface set-up or settings and 
systems integration. 
Davis (1989a) stated technology complexities expected to have significant 
influence with Behavior Intention and identified as key factor in certain technology 
adoption. IoT technology supposedly easy to use and provide useful data and 
information to navigate various input of sensory data and information and make 
appropriate decision hence it is likely the user’s inclination towards appropriate 
settings that IoT is easier to use. Other study also stated complexity as determinants 
in IT technology such as electronic banking (Kolodinsk, Hogarth, & Hilgert, 2004). 
Nonetheless other studies showed complexities and social influence were not 
significant in internet banking (Tan & Teo, 2000; Cheng, Lam, & Yeung, 2006; 
Norazah, 2010;). Other studies concluded complexities have negative influence on 
Behavior Intention and imposed a barrier in adopting IT technology such as e-
commerce and mobile and banking (Suoranta, 2003; Chung & Kwon, 2009). 
Therefore, the complexity is expected to have a significant relationship with 
Behavior Intention because it has been identified as a key factor in the adoption of 
certain technology (Davis et al., 1989a). Since IoT technology are easy to use with 
real time data monitoring and analytics, it expected that users may prefer appropriate 
surroundings that IoT services are easier to use.  
2.19 TASK-TECHNOLOGY FIT 
User’s acceptance of the innovation or technology able to assist only when it fits 




1995; Dishaw & Strong, 1999; Gebauer & Ginsburg, 2009). Task-technology fit 
construct consist of matching between technology capabilities and job or task 
requirements will determine the capability of any information technology can 
support the task (Palvia, 1995). The model suggested the users accepts the 
information technology in this case IoT only if it fits his or her task and improves the 
work efficiency (Zhou et al., 2010). In short, the fit between task and technology is 
crucial with regard to the user acceptance other than users’ comprehension and 
attitudes towards the technology itself. 
Regardless of the possibility that individuals see that the or technology or 
innovation is cutting-edge, they won't utilize it on the off chance that they think it is 
not fitted for their endeavors and can't enhance their performance (Junglas et al., 
2009; Zhou et al., 2010). The notion is poor task-technology fit will decrease the 
users’ intention to use technology, and vice versa. In other words, users use tools or 
methods that enable them to carry out assigned tasks with maximum efficiency 
(Dishaw & Strong, 2002; Tsiknakis & Koroubali, 2009). 
Some previous study included Task-technology fit in mobile technology 
adoption, as the user will improve their performance only if it fits the task on hand 
(Gebauer & Ginsburg, 2009; Yuan et al., 2010). In mobile banking adoption in 
China, the technology acceptance model integrating the Task technology fit and 
based on the findings Task technology fit has a significant moderating effect on 
Performance Expectancy, Task technology fit, Social Influence, and Facilitating 




TTF as one of the factors affecting the intention is defined as a degree the 
particular technology is adaptable or able to modify the needs or requirements of 
users (Heerink, Kro¨se, Wielinga, & Evers, 2009). Regarding IoT services, user 
perceptions of the how much the coordination or system can be attuned to meet their 
needs. The IoT services is relatively new and task-technology fit need to be studied 
on whether IoT can be further enhanced and developed to meet the arrays of needs.  
Previous studies on task technology fit showed significant in determining the 
user acceptance of the technology or system on behavior intention. For example, the 
studies found significant effect of intention by TTF towards automation robotic 
system (Heerink et. al., 2008; Shin & Choo, 2011). IoT services is bound to have 
flexibility and configurable to adapt certain changes in environmental conditions or 
supply change scenario for example the IoT of water monitoring system need to be 
able to be customized or fit of different environmental changes for brackish water or 
salt water requirement for certain fish species. 
The moderating effects has not been fully studied nonetheless Task-
technology fit was used as one of the determinant factors on a few areas only such as 
IT acceptance usage in China information technology (Sun & Zhang, 2006), mobile 
wireless system (Lee et al., 2007) and emerging web services or internet applications 
(Shang et al., 2007).  
2.20 SUMMARY OF THE CHAPTER 
The study topics are reviewed in this chapter. It includes the definition of IoT, user 
acceptance and Behavioral Intention and the actual use. IDT, TRA, TPB, TAM, 




variables used in the study. This study aims on the user acceptance of IoT of which 
to be measured by the behavioral intention to use and actual use behavior. In 
addition, the study includes additional factors such as Technology Complexities and 
Perceived Financial Resources into the model in determining the use of IoT 
technology. This chapter also discusses the Task Technology Fit as part technology 
acceptance theory and discusses the previous findings on how Task Technology Fit 
can be part in the influencing the user behavior intention in technology acceptance. 
The study investigates these gaps in identifying some of the determinants factor by 
incorporating these in the framework model and the literature review in this chapter 
provide a foundation for the framework of the research. The subsequent chapter 







RESEARCH THEORETICAL FRAMEWORK AND HYPOTHESIS 
3.1 INTRODUCTION 
This study makes use of UTAUT by Venkatesh et al. (2003). The novel framework 
was used as a foundation and additional modification were made based on the 
reviews of literatures and research problem. The frameworks in Figure 3.1 develop 
considering the survey of literatures and the research problem.  
This study focuses on the aquaculture farmers or practitioners Malaysia. As 
respondents, their acceptance of IoT technology examined through their behavior 
intention. As respondents, their acceptance of IoT were examined through their 
intention and in addition Technology Complexities, Perceived Financial Cost and -
Technology Task Fit as new constructs to enhance the UTAUT.  
3.2 THEORETICAL FRAMEWORK 
Based on the conceptual development on the literature review section, the present 





Figure 3.1  
Theoretical Framework 
UTAUT is considered to be the best theory based on the tested of original 
data comparing with the entire previous models with 69% adjusted R2 outperformed 
with other models (Kripanont, 2007, Gupta, 2008). UTAUT has a highest explaining 
power in elucidating the behavior intention and usage (Karahanna et al., 2006; 
Kripanont, 2007). With respect to this outcome, UTAUT appeared to be the best 
starting framework that ought to give a helpful apparatus in conducting the survey 
the likelihood of progress for technology that being introduce to the industry or 
organizations.  
However, the amended version of UTAUT is used to suit to research 
































determinants of behavior intention as dependent variable. In this research, three new 
constructs, perceived financial cost, technologies complexities and task-technology 
fit as moderator. 
Additionally, UTAUT serves the underlying factors of acceptance in order to 
provide a series of recommendation and preparing the targeted at users or audiences 
that may be less prone in embracing and utilizing new information technology i.e. 
IoT. The holistic approach of this model makes it a more suited in understanding the 
behaviors factors. Therefore, the proposed model constructed considering this 
UTAUT model as a theoretical framework. Notwithstanding, input from various 
academic inputs to form the theoretical frameworks for this study were considered 
due its vital premises and critical advantages of different hypotheses in empowering 
portrayal of behavior intention. 
3.3 STATEMENT OF HYPOTHESES DEVELOPMENT 
Founded on the theoretical framework, the hypotheses listed in Table 3.1 have been 
formulated based the framework. Past observational discoveries or findings on the 
relationship especially among the main variables that support the proposed 
hypotheses are also presented in this segment.  
3.3.1 Relationship between Performance Expectancy and Behavior Intention To Use 
At a point a person has confidence in a system can improve his or her job on hand or 
performance defined as performance expectancy (Venkatesh et al., 2003). As stated 




enhancement, for example, easy-to-use, quick turnaround time, and service 
effectiveness. 
Easy-to-use, quick turnaround-time, and service effectiveness of service 
delivery were among the user perception of performance upgrades (Davis, 1989a; 
Venkatesh et al., 2003). It is noted this theory in predicting the intention under 
mandatory or voluntary settings (Venkatesh et al., 2003). As such, this study assumes 
with IoT technology, certain task such as water quality monitoring or daily data 
collection enable via IoT, monitoring any parameters that required intervention from 
IoT services such as weather, the aquaculture practitioners or farmers can enhance 
their daily work performance advertently increase their intention motivation. 
Consequently, the assumption on this study that of IoT is facilitating all the require 
information and data in aquaculture parameter such as water monitoring, resulting 
the users improving their work performance, hence making their use intention to use 
is higher. This prompts the accompanying hypothesis:  
H1. Performance expectancy has a significant effect on users’ behavioral intention 
to use IoT system. 
3.3.2 Relationship between Effort Expectancy and Intention to Use 
The degree or extend of ease when using the technology is defined as effort 
expectancy (Venkatesh et al., 2003) as such the user perceived the learning effort 
will be very minimal or effortless. When the users sense that using IoT is relatively 
easy and does not necessitate much effort hence the expectation will be high in 
anticipation of getting the expected result or performance (Zhou et al., 2010). This 




deployment; hence, the effect of effort expectancy on intention to use IoT services 
anticipate will be significant. The implementation of system and data generated by 
IoT for example normally would require some effort by the users to understand, if 
the user need to invest a great amount of effort on the learning to use the IoT, they 
may not be satisfied or effect their intention. The IoT solution would typically 
alleviate the need to do extra effort in gathering or collecting the necessary 
information such water parameter in aquaculture since the sensors are able to 
transmit data continuously and accessible thru their computer or mobile application. 
Users may discontinue their usage of IoT if the solution provider cannot present a 
user-friendly user interface to them. Other research showed effort expectancy has 
significant effect on behavior intention (Lee, Cheng & Cheng, 2007; Shin & Choo, 
2011 ). Hence the subsequent hypothesis was suggested:  
H2. Effort expectancy has a significant effect on users’ behavioral intention to use 
IoT system. 
3.3.3 Relationship between Social Influence and Intention To Use 
The degree to which he or she feels it is important for the others to use the new 
system (in this case the IoT) is called Social Influence in UTAUT. The similarity 
drawn from TAM2 (Technology Acceptance Model 2) Social Influence is considered 
the same as ‘Subjective Norm’ (Venkatesh & Davis, 2000). Subjective Norms found 
to be a strong predictor on behavior intentions and perceived usefulness in 
mandatory settings however, in voluntary contexts, Social Influence were found to be 
less significant (Venkatesh et al., 2003). Social influence in this context defined as 
people surrounding to the users who important to them influence he or she to use the 




technology, social influence is a strong predictor for behavior influence (Singh et al., 
2010; Sripalawat et al., 2011; Gao & Bai, 2015). It is noted this perception of image 
among peers is a significant factor to adopt certain information technology (Dasgupta 
et al., 2011). In this context of IoT, certain users might use this IoT technology under 
mandatory setting as part of organization procedure however on occasion there is a 
possibility of voluntary setting depending on interpersonal relationships level at the 
working place. The influences to the individual works typically via internalization 
and identification for the user to gain status or hierarchy in the workplace to enhance 
their daily task in the beginning stage of workplace (Venkatesh et al., 2003). Further 
studies concluded the pressure coming from the social influences or subjective norm 
decrease overtime as experience is taking over and becoming more instrumental in 
influencing he or she to utilize the technology (Venkatesh et al., 2003; Schaupp et 
al., 2010; Lee, 2009).  
This leads to a hypothesis: 
H3. Social influence related to the system will have a significant effect on intention 
to use the IoT system. 
3.3.4 Relationship between Facilitating Conditions and Intention To Use 
When an individual believes the technical infrastructure or organizational structure 
exists to support the use of the technology or system is defined as Facilitating 
Conditions. Various studies have included facilitating conditions in the forms of 
training or provisions of support were found significant on perceived ease of use or 
perceived usefulness and Behavior Intention. (Thompson et al., 1994; Taylor & 




stated facilitating conditions means the user needs to have resources and expertise to 
operate the system.  
The IoT knowledge might be crucial to understand the system architecture 
and its mechanism. Users might be tempted to disregard the IoT if the sufficient 
knowledge is inadequate. This construct is also similar to compatibility whereby the 
individual perception on the relevancy of the innovation or technology to the said 
particular task is defined as compatibility (Venkatesh & Davis, 2000). This boils 
down to individual assessment on the new technology or system provides support or 
enhances the task or work on hand. For aquaculture, the system or device of which 
can provide the required performance results is supported with right resources and 
support. Hence having this adequate support and resources whether internally such as 
organization support or the resources sufficient fo him or her to utilize the system is 
paramount. For aquaculture system for example the organization support could be in 
the form or management support to use the IoT system and external resources such 
as preventive maintenance or users manual that are easy to use. As such condition 
exist then IoT system helps aquaculture farmer or practitioner task will lead he or she 
to believe the usage improve job performance. This leads to following hypothesis: 
H4. Facilitating conditions related to the system will have a significant effect on 
intention to use the IoT system. 
3.3.5 Relationship between Perceived Technology Complexities and Intention To Use 
Sonnenwald et al. (2001) defined complexities as the degree of difficulty 
comprehending and utilizing the system. Innovative technologies such as IoT should 




case of IoT system adoption system, data is measured as time taken for example 
water quality of the aquaculture pond, seamless integration of data with connected 
wireless infrastructure couple with efficiency of data transfer, system functionality 
and user interface design.  By understanding, the complexities of the technology 
works would enable to user to comprehend hence would make him or her would 
want to use the system. 
Therefore, the technology complexity is expected to have a strong predictor 
with intention because it has been identified as a key factor in the acceptance of 
certain technology (Davis et al., 1989a). Previous studies can be inferred that 
complexity has adverse effect towards Perceived Ease of Use and Perceived 
Usefulness (Parveen & Sulaiman, 2008; Chau & Hu, 2001; Igbaria, et al., 1995) 
hence linked to Behavior Intention.  Since IoT in aquaculture supposed to be easy to 
use with ― in-situ monitoring with easy to use inte rface and data to be interpreted, it 
is likely expected that users may prefer that IoT services are easier to use. 
Nonetheless the intricacies of IoT system may also dampen the user intention if the 
technology is difficult to use. So, this prompt the subsequent hypothesis is proposed:  
H5. Technology Complexity will have significant effects on Behavioral Intention 
3.3.6 Relationship between Perceived Financial Cost and Intention To Use 
The extent of an individual believes he or she has the financial means  want  
to utilize the IoT services are defined as Perceived Financial Cost  (Yu, 2012). IoT 
system typically would cost a premium and often IoT solution provider is applying 
premium fee or ‘pay-per-use’ method and depending on the methods of charging of 




For example, the IoT service in water monitoring quality in the pond would 
require a substantially infrastructure to be set-up including the wireless infrastructure 
and the wireless connected sensor to the Internet. The IoT service or solution 
provider would normally charge the user in different manner such as the user buy the 
system outright or using a pay-per-use scheme or rental scheme. To utilize the 
services, the users are usually required to pay to get these services. Given that the 
cost of these system or services is higher than using conventional method without 
IoT (i.e. labor-intensive process of manually sampling the water to ensure the quality 
level are met) may influence consumers’ behavioral intentions (Sripalawat et al., 
2011; Kuo & Yen, 2009; Luarn & Lin, 2005; Wu & Wang, 2005). The notion is with 
IoT services tend to come with high financial cost hence the person with better 
financial means, the higher the tendency of influencing the behavioral intention to 
use the IoT. This leads to the hypothesis: 
H6: Perceived financial cost has a significant effect on behavioral intention to 
adopt IoT system 
3.3.7 Justification for Moderator  
The relationship between independent and dependent variables whereby the strength 
of the relationship is inconsistent or weak or no relationship can be further explained 
by introducing the moderating variables (Sekaran & Bougie, 2010; Baron & Kenny, 
1986).  Based on the above interpretation and and the irregularities that exist in the 
past literatures, the moderating variable can be presented to moderate the relationship 




Venkatesh et al., (2003) also stated future researchers should pursue 
unlocking various opportunities in understanding the acceptance and actual usage of 
the technology. They stated that even though the UTAUT variance explaination is 
reasonably good for behavioral research, more research should proceed to detect and 
examine the additional boundary settings of the acceptance model. This is in line 
with the pursuit to present a greater empathetic understanding of technology adoption 
and usage behaviour. One way is by introducing additional moderating influences or 
different technologies (e.g., crowdsourcing systems, web services applications), 
different user groups and cultural settings (e.g., individuals in different cultural 
settings), and other organizational contexts (e.g., corporate or public institutions). 
Immense benefit can be garnered from the results of such studies, and inadvertently 
provide significant advantage of enhancing the overall UTAUT ubiquitous presence 
including extending the prevailing work factoring for additional variance in behavior 
study. The justification for moderator is presented in next section. 
3.3.8 Task-Technology Fit as Moderator  
As TTF is referred a fit between task and technology as a degree the technology help 
or assist the person the assigned task or portfolio. As Gebauer & Ginsburg (2009) 
stated TTF as acceptance from a user on a specific information technology only if, it 
suits their chore and improves their daily task. Goodhue and Thompson (1995) 
together with Dishaw and Strong (1999) stated the person will use that people will 
use a technology based on the fit between task requirement and the technology 
characteristics.  
IoT experts in Malaysia believe that prospective users of IoT need to be fitted 




technology (MOSTI, 2015). The penetration of the IoT system will be high if the 
right technology fitted to complete task. It can be deduced here, that the better the 
task technology fitted, the higher the dissemination of the IoT intention and vice-
versa. Moreover, past studies yielded contradictory findings on the relationship 
between UTAUT constructs and behavioural intention (Lai, et al., 2009; Sumak, 
Polancic, & Hericko, 2010; Alrawashdeh, Muhairat, & Alqatawnah, 2012; Birch & 
Irvine, 2009; Yamin & Lee, 2010; Foon & Fah, 2011; Huang & Qin, 2011;). 
Accordingly, the same study can be duplicated to expand the boundary of knowledge 
once there are conflicting findings (Li, 2010; Mitchell & Jolley, 1992). Therefore, 
where there are inconclusive findings of previous research, suggested a test of 
moderation effect to further study explain these variances (Baron and Kenny, 1986).  
Limited understanding in meeting user requirement is part of user’s lack of 
involvement in benefiting the IoT services and preventing the users adopting this 
technology especially in the developing country (Walter, Finger, Huber, & 
Buchmann, 2017). Fitting the right technology for specific requirement of job is 
crucial in deploying IoT solutions. 
For instance, Walter, et al., (2017) stated that slow adoption of IoT in 
developing countries other than cost caused by lack of proper technology suited in 
addressing certain job requirement.  Hence there is need for getting the right task-
technology fitted to aid the deployment of IoT.  The moderating effect of task 
technology fit on the relationship of UTAUT constructs and behavioral intention 
constructs were not empirically tested. Therefore, the current study proposes 
moderating variable “Task-Technology Fit” as to moderate the influence of 




technology complexities and perceived financial cost on behavioral intention to use 
IoT. It is expected that task-technology fit TTF construct will moderate the 
abovementioned relationships. 
Concerning the TTF; various studies on the moderating effects of TTF is less 
known however it has been used to explain user intention in using the technology as 
direct determinants with some degree of success such as emerging internet access 
(Park, Yang, & Lehto, 2007); mobile wireless technology (Lee et al., 2007) and IT 
services (Zhou, Lu, & Wang, 2010). A suitable or good TTF will positively influence 
the user’s intention to use the technology and vice versa (Zhao et al., 2010).  
In terms of IoT, TTF is associated with the degree to which the specific 
system of technology is needing to be suited to address the job or task requirement 
(Heerink et al., 2009). In the context IoT services, user perceptions of the technology 
see TTF as a part of features that customized to meet their day-to-day demands. 
Given the IoT is relatively new or at its infancy stage, TT need to be re-examined 
further to determine the specific of the services requirement as a crucial factor in 
moderating the determinants and the behavior intention. 
For example, the IoT services need to able to withstand various climate 
changes in aquaculture and need to be fitted enough to provide sufficient required 
information needed for aquaculture farmer to make decision. Heerink et al., (2009) 
and later Shin and Choo (2011) found that the level of perceived adaptivity that 
suited certain task requirement has encouraging effects particularly on perceived 




Encompassing these discoveries to IoT services, this study hypothesizes that TTF is 
also likely to have significant moderating effect on intention toward IoT services: 
On the other hand, social influence or facilitating conditions is expected to 
have lesser significant in the adoption decision when users  are having high level of 
TTF . Hence the notion if TTF moderating effect on the facilitating conditions is 
considered less important, similarly with regards to social influences, it influence is 
expected to exert less influence if TTF is high. This is because TTF is speculated to 
have no or less effect on these social or environmental factors. It remains to be seen 
on other determinants (performance expectancy, perceived financial cost and 
technology complexities) influences the TTF moderator on user’s intention, however 
it is expected TTF to have significant influence as moderator between those 
determinants and behavior intention. Hence, in line with UTAUT, this study 
proposes the following moderator hypotheses: 
H7: The influence of performance expectancy on behaviorial intention will be 
moderated by TTF.  
H8: The influence of effort expectancy on behaviorial intention will be 
moderated by TTF.  
H9: The influence of social influence on behaviorial intention will be moderated 
by TTF.  
H10: The influence of facilitating conditions on behaviorial intention will be 





H11: The influence of technology complexities on behaviorial intention will be 
moderated by TTF 
H12: The influence of perceived financial cost on behaviorial intention will be 
moderated by TTF 
Table 3.1  
Summary Table of Direct and Moderator Hypotheses 
 
3.4 SUMMARY OF THE CHAPTER 
This chapter describes a pervasive research model including the hypotheses in this 
study, which have been empirically tested on previous studies. The chapter also 
explains the relationship among variables in detail with supports from the 
Hypothesis No Hypothesis Statement 
Hypothesis 1 Performance expectancy has a significant effect on users’ 
behavioral intention to use IoT system. 
Hypothesis 2 Effort expectancy has a significant effect on users’ behavioral 
intention to use IoT system. 
Hypothesis 3 Social influence related to the system will have a significant 
effect on intention to use the IoT system. 
Hypothesis 4 Facilitating conditions related to the system will have a 
significant effect on intention to use the IoT system. 
Hypothesis 5 Technology Complexity will have significant effects on 
Behavioral Intention 
Hypothesis 6 Perceived financial cost has a significant effect on behavioral 
intention to adopt IoT system 
  
Hypotheses 7 The influence of performance expectancy on behaviorial 
intention will be moderated by TTF.  
Hypotheses 8 The influence of effort expectancy on behaviorial intention 
will be moderated by TTF 
Hypotheses 9 The influence of social influence on behaviorial intention will 
be moderated by TTF 
Hypotheses 10 The influence of facilitating conditions on behaviorial 
intention will be moderated by TTF 
Hypotheses 11 The influence of technology complexities on behaviorial 
intention will be moderated by TTF 
Hypotheses 12 The influence of perceived financial cost on behaviorial 





underpinning theory. The theoretical structure was formulated based on the UTAUT 
by Venkatesh et al. (2003), and the research problem, as well as after a depth 
assessment on past studies.  
The modifications proposed in this research is to further enhance the UTAUT 
capability of prediction by including more antecedent factors considered to be 
significant with regards to these new technologies such IoT.  The chapter argued the 
need to need determine the effect of UTAUT factor including the new determinants 
and Behavior Intention. In addition, the study also investigates the moderating of 
Task Technology Fit on the relationship of UTAUT factors and Behavior Intention. 
Next, Chapter Four discusses the methodology that has been gone through in 









The research methodology in this chapter is discussed thoroughly to meet the 
research objectives stated in Chapter One. This chapter is divided into six parts, 
which are research design, sample and sampling procedures, data analysis, data 
collection instrument, and a summary.  
4.2 RESEARCH AND DESIGN METHOD  
Research design is defined as a master plan that put place a set of procedures and 
methods for data collection and analytics (Zikmund, 2013). It is also a framework in 
guiding in selecting the preferred data collection method for hypotheses testing. 
Three type business research stated in the literatures: 
1) Exploratory 
2) Causal / Hypothesis testing 
3) Descriptive 
In quantitative research, the following traits are needed to ensure a good 




unneeded variables, statistical analysis for hypothesis testing and managing the 
variances to ensure the integrity of the research designs. 
The goal of this study is to scrutinize the the determinants that influence the 
intention to use and actual use of behavior thus it focuses on and descriptive and 
causal-effect research (hypothesis testing).  
Descriptive research will be carried out in this study to identify the 
characteristics of a population, such as the diversity of respondents (aquaculture 
farmers) whereby it will help in understanding of the problem nature hence provide a 
more specific description of the problem. Hopkins (2008) in his study stated, in 
quantitative research, the goal is to identify the relationship between an item and 
another item in the population, which rely on the decision on that variable.  
In this study, descriptive study has been set for the association among 
variables as an attempt to establish connection. For such purpose, it normally 
requires a sample within the range of hundreds or thousands of subjects if there is a 
high partaking rate in a randomly selected sample of the population during the 
survey.  
4.3 OPERATIONALIZATION OF VARIABLES 
The measurement of actual use of IoT system in this study was adapted from Davis 
(1989b). The survey apparatus was developed based on an in-depth literature review 
(Yang, 2005; Luarn and Lin, 2005; Wu and Wang, 2005; Pedersen, 2005; Sripalawat 
et al., 2011) to warrant the survey content legitimacy. The wording was then 




Venkatesh et al., (2003), Luarn and Lin (2005), Venkatesh and Zhang (2010), Foon 
and Fah (2011), and Sripalawat, Thongmak and Ngramyarn (2011). 
The individual area on a subjective probability element pertaining a relation 
between user and some other action is defined as Behavioral Intention to Use IoT. 
Hence a Behavioral Intention refers to a person’s subjective statistical results after 
certain behavior is conducted (Fishbein & Ajzen, 1975b). This study utilizes uni-
dimension construct that consists of 9 items. The method uses the five-point Likert 
scale adapted from Luarn & Lin (2005) and Venkatesh & Bala (2008). The 
respondents (aquaculture practitioners) were asked to reveal their intentions to use 
IoT service in the future. 
The determinants factors for Behavioral Intention are identified as 
Performance Expectancy, Effort Expectancy, Facilitating Conditions, Social 
Influence, Technology Complexities and Perceived Financial Cost. These variables 
been idealized as the main belief to predict the aquaculture practitioner’s behavior 
intention to use towards IoT technology. 
Performance expectancy is defined as the extent that of individual perception 
that by using a particular system would improve the user daily task (Venkatesh et al., 
2003). Operationalizing the performance expectancy as the degree of he or she 
believe in adopting the IoT in aqua farming will facilitate the person to improve the 
farming daily task.  In this study Performance Expectancy is categorized by four 
items construct with five-point Likert scale. 
Effort expectancy operationalization as the extent he or she perceives the 




extent he or she perceives the minimal effort required needed should he or she use 
the IoT services. It is measured using a four-item construct with five-point Likert 
scale adapted from Luarn & Lin (2005). 
Next, Social Influence is referring to degree to which he or she feels it is 
important for the others to use the new system for in this case the IoT technology. 
Defined by Ajzen and Fishbein (1980); Social Influence enables someone to be 
persistent with his or her understanding and think he or she should or should not 
conduct a particular behavior. As a result, the individual is stimulating to comply 
with referents even though he was not in favor of doing the behavior. The referents 
could be colleagues or superiors (Taylor & Todd, 1995). In this study, Subjective 
Norm is measured using a four-item construct with five-point of Likert scale 
(Venkatesh & Zhang, 2010). 
Next, the operationalization of Facilitating Conditions as the degree to which 
a person believes that has the necessary platform to support using IoT system. 
Facilitating conditions is expected to influence dependent variables such as 
Behavioral Intention (Venkatesh & Zhang, 2010). It is measured also using using a 
four-item construct with five-point of Likert scale (Venkatesh & Zhang, 2010). 
Technology Complexity is defined as the extent of which the innovation is 
perceived to be challenging to study, comprehend or operate is called technology 
complexities (Roger, 1983 and Shih and Fang, 2004). In other words, complexities is 
categorized as difficulties of understanding and using the system (Sonnenwald et al., 
2001). Inventive or innovative technologies associated with less complexities and 




Technology Complexity was operationalized as the range the IoT innovation can be 
hard to use and it is measured also using a four-item construct with five-point of 
Likert scale (Cheng et al., 2006). 
The Perceived Financial Cost is defined the degree of an individual believes 
he or she has the financial means to bear the cost needed to use IoT services (Yu, 
2012). It was operationalized as the extent to which he or she believes the IoT system 
will cost some financial burden thus dampen the intention to use the system if the 
burden is exorbitant. Perceived Financial Cost is expected to have an effect on 
dependent variables such as Behavioral Intention (Yu, 2012). It is measured also 
using a four-item construct with five-point of Likert scale (Luarn & Lin, 2005). 
Next is task-technology fit is defined as the degree to which the technology 
assists him or her in performing the series of the undertaking assignments or tasks 
(Goodhue & Thompson, 1995). Technology that is fitted and suited between 
technology characteristics and task requirements have a tendency of influencing by 
moderating the determinants towards the behavior intention. It is measured also 
using a three-item construct with five-point of Likert scale (Goodhue & Thompson, 
1995; Dishaw & Strong, 1999; Lin & Huang, 2008). 
The questionnaire content validity used to assess each construct depicted in 
previous chapter, and the measurement of constructs pertaining to the all items were 
amended base on past studies and carefully redrafted to fit the IoT acceptance 
context in Malaysia. In depth consultation with subject matter experts regarding the 




since empirical research is inattentive and lacking as, to date, empirical research 
using UTAUT to explore the adoption of IoT is aquaculture is absent.  
The discussions were held during IoT workshop by inviting the academicians 
and aquaculture practitioners / farmers.  Items reworded, and the selection considered 
on followings: operationalization measurement base on definition of each construct, 
suitability to IoT setting, and suitability for universal respondent views when 
accepting IoT.  
As a result, the formal survey was sorted out and involved 30 questions used 
to assess nine constructs of performance expectance, effort expectance, social 
influence, facilitating conditions, perceived financial cost, technology complexities, 
task technology fit, and behavioral intention as listed in Table 4.1. All questions in 
the first section were measured using a five-point Likert scale, ranging from 








In conducting aquaculture affairs 
 
1.  using IoT would improve my performance Luarn & Lin (2005) 
2.  using IoT would save my time Venkatesh &Zhang (2010) 
3. I would use IoT in workplace Foon & Fah (2011) 














1.  Learning to use IoT is easy for me Luarn & Lin (2005) 
2.  Becoming skillful at using IoT is easy for me Venkatesh &Zhang (2010), 
3.  Interaction with IoT is easy for me Foon & Fah (2011) 
4.  I would find IoT is easy to use Sripalawat et al. (2011) 





1.  People who are important to me think that I should 
use IoT 
Luarn & Lin (2005) 
2.  People who are familiar with me think that I should 
use IoT 
Venkatesh &Zhang (2010), 
3.  People who influence my behavior think that I 
should use IoT 
Foon & Fah (2011) 
4.  Most people surrounding with me use IoT Sripalawat et al. (2011) 




(FC1)  My living environment supports me to use IoT Luarn & Lin (2005) 
(FC2)  My working environment supports me to use IoT Venkatesh &Zhang (2010), 
(FC3)  Using IoT is compatible with my life Sripalawat et al. (2011) 







(C1) Working with the IoT is complicated, it is difficult 
to understand what is going on 
Cheung et al. (2000) 
(C2) Using the IoT involves too much time doing 
mechanical operations 
 
(C3) It takes too long to learn how to use the IoT to 






Table 4. 1 (Continued)  
(C4) In general, the IoT is very complex to use  
 
    
Perceived Financial Cost 
 
  
(PFC1)  the cost of using IoT is higher than using other  
banking channels 
Luarn & Lin (2005) 
(PFC2)  The fee or rental or buying is expensive when 
using IoT  
Sripalawat et al. (2011) 
(PFC3)  IoT setup to causing me lot of money  
 
(PFC4)  Using IoT services is a cost burden to me 
 




(TTF1) In helping complete my tasks, the IoT functions 
are enough 
Lin and Huang (2008) 
(TTF2) In helping complete my tasks, the IoT functions 
are appropriate 
 







When dealing with aquaculture affairs Luarn & Lin (2005) 
(BI1) I prefer to use IoT Venkatesh &Zhang (2010), 
(BI2) I intend to use IoT system Foon & Fah (2011) 
(BI3) I would use IoT system Sripalawat et al. (2011) 
4.4 UNIT OF ANALYSIS 
The unit of analysis defined as the type of units to be used and analyzed in this study 
when measuring the variables used in explaining the units themselves. The goal of 
this study is to determine the degree of the determinants factors influencing the 
Behavioral Intention to Use and Actual Usage of IoT system. To achieve this goal, 




system or traceability system connected via the Internet in their farming system) 
have been decided as the unit of analysis in this research. The aquaculture 
practitioner is used as the individual units of analysis in the study. In doing so, large 
sample of aquaculture practitioner or farmers are needed. The survey data is planned 
to be collected at aquaculture farmers’ workshops or at their facilities. 
4.5 POPULATIONS AND SAMPLE 
The intended population of this study is aquaculture practitioners in Peninsular 
Malaysia. According to Department of Fisheries (DoF), the number of aquaculture 
practitioner in Malaysia is 23,986 (DoF, 2014). About 5,838 (about 24.3% from total 
aquaculture farmers) are marine or brackish aquaculture practitioner / farmers while 
the remaining are freshwater aquaculture farmers. Even though the marine / brackish 
aquaculture farmers smaller in terms of quantity of individuals or practitioners, the 
yield output and the monetary value far outweigh the freshwater. The monetary value 
marine / brackish out is at RM 1,617 millions versus RM 704.30 millions of 
freshwater. Part of the reasons, marine / brackish aquaculture farmers are producing 
bigger output and monetary value per farmer hence they are more incline towards 
technological advancement in their operations (MFFAM, 2014). The intended 
populations are marine aquaculture. Such population breakdown listed and detailed 
in Table 4.2 
Table 4.2 
Aquaculture Farmers Population and Output  




Aquaculture Output in 
RM (in mils) 
Marine / Brackish 5838 319675  RM  1,617.00  
Freshwater 18148 152630  RM  704.30  




From the table above, it clearly showed marine / brackish aquaculture farmers 
produced more than double in terms monetary value of aquaculture output despite a 
lower number of farmers (5,838 versus 18,148). Hence the study is targeted this type 
population since it has bigger impact in aquaculture productivity in terms both output 
and monetary value. 
4.5.1 Sample Size 
Sample size is very important in research. A 100 to 150 samples size are considered 
the smallest size usable for SPSS (Ding, Velicer & Harlow, 1995). In addition, the 
study of the existence of non-convergence and improper solutions with a sample size 
of 25 to 400 and found an improper solution of non-convergent and declining when 
the sample size increases (Boomsma, 1985). Hence, when the sample size is less than 
100, is the solution may not be perfect. Other study proposed a sample of at least 200 
observations as the suitable and minimum sample (Hair, Anderson, Tatham and 
Black, 1998).  Other study found that many studies employed between 250 and 500 
subjects in their research (Schumacker and Lomax, 2004). A more systematic 
approach by Krejcie and Morgan (1970) propose a different view, in which for a 
given population, the factor table in Table 4.3 could be utilize. Based on that, this 
research decided to employ a minimum sample size of 357 since the population of 
aquaculture marine/ brackish is estimated over 5000 from Table 4.3 (5,838 








Table 4.3  
Determining Sample Size from Given Population 
 
4.5.2 Sampling technique 
Non-probability sampling technique are used in this study and in this case is 
convenience sampling. The advantage of this technique because it is cost effective 
and relatively ease of access. Since the list of aquaculturists are listed under MFFAM 




entity and registered in MFFAM. It is relatively easier to get access to the 
participants by sending the questionnaires to the list provided by the MFFAM, 500 
aquaculturists from the big corporations listed under MFFAM database were selected 
from the list using stratified sampling technique.  
4.6 DATA COLLECTION METHOD 
A process of preparing and collecting data refers to a term used to explain data 
collection (Sekaran, 2011). Prior studies are used as a preliminary data collection and 
set of questionnaires was designed to measure the intended research variables. 
Accordingly, this study used the questionnaire as the instrument for collecting data.  
In order to ensure samples are randomly picked from the list provided by 
MFFAM random numbers were generated using Microsoft Excel program {=rand ()} 
function to enable the selection from this 500. From the list of the aquaculture 
practitioners, a random selection method to be picked from the list and survey to be 
sent personally to their facilities or via emails. 
10% of the population elements of each stratum were selected and eventually, 
the samples as broken down in Table 4.4 have been decided as below after the 
random selection being selected.  








Table 4.4  
Sample size aquaculturists from each aquaculture organization 









GST Aquaculture Sdn Bhd 1350 1350 x 0.1 135 
KS Aquaculture Sdn Bhd 1150 1150 x 0.1 115 
Borneo Aqua Harvest Bhd 930 930 x 0.1 93 
Aqua Ceria Sdn Bhd 530 530 x 0.1 53 
Aquagrow Corporation Sdn Bhd 570 570 x 0.1 57 
Blue Archipelago Bhd 470 470 x 0.1 47 
Total     500 
GST Aquaculture Sdn Bhd is the biggest participants in the sample size with 
135 people participating the questionnaires.   Followed by KS Aquaculture, Borneo 
Aqua Harvest, Aqua Ceria, Aquagrow and Blue Archipelago. The participants are 
the company representatives that involves in aquaculture operations in day-to-day 
operations.  
4.7 VARIABLE MEASUREMENT 
The measurement of variables used in this study were adapted from previous studies. 
The items were modified to suit with the current common context. This process 
resulted in multiple-item measures for each construct as detailed in Table 4.1, with 
five-point Likert scale ranging from 1 = strongly disagree to 5 = strongly agree. 
4.8 VALIDITY TEST OF INSTRUMENT MEASURES 
Exploratory factor analysis (EFA) usually used to discover the structure factor of 
measurement plus the internal reliability. EFA is often used when researcher have no 
prior hypotheses about the underlying factor of the measurement. However, since 




decided to use Confirmatory Factor Analysis. EFA and CFA are fundamentally 
similar primarily  
1. CFA and EFA are two statistical approaches that targeted to assess the 
internal reliability of a measure 
2. Both CFA and EFA are used to investigate the theoretical factors that 
represented by a set of items 
3. Both are used to examine the quality of individual item 
4. Either one can assume the factors are uncorrelated. 
A pilot study conducted prior to the research study as part of improving the 
data collection with the intention to determine the validity and reliability of the 
construct. As highlighted by Zikmund (2000) the purpose of conducting the validity 
is to ensure the instrument measure are the ones intended to be. 
4.9 RELIABILITY TEST ANALYSIS OF CONSTRUCT  
The most common method to test for internal consistency reliability is the 
Cronbach’s coefficient alpha (Litwin, 1995). A pilot study conducted with IoT users 
to test the instrument reliability.  The present study conducted a Pilot Test of 
Measurements using IBM SPSS version 24.00 for Windows. There were 30 sample 
involved on the process of reliability testing of questionnaire (Table 4.5). Using 
Cronbach’s Alpha with cut-off point 0.7 as suggested by Tabachnick and Fidell 
(2014), this section confirmed the measurement as tabulated below and detail 






Table 4.5  
Result of Pilot Test (N=30) 
Code Statement Cronbach’s 
    Alpha 
   
B1. PERFORMANCE EXPECTANCY (PE) about using the 
Internet of Things 
0.851 
 
In conducting aquaculture affairs / activities 
 
PE1 Using IoT sensor would improve my performance 0.835 
PE2 Using IoT sensor would save my time 0.864 
PE3 I would use IoT sensor in my workplace 0.891 
PE4 I would find IoT sensor useful 0.811    
B2. EFFORT EXPECTANCY (EE) about using the Internet of 
Things Sensors 
0.795 
EE1 Learning IoT sensor is easy for me 0.788 
EE2 Becoming skillful at using IoT sensor is easy for me 0.735 
EE3 Interaction with IoT sensor is easy for me 0.717 
EE4 I would find using IoT sensor is easy for me 0.795    
B3. SOCIAL INFLUENCE (SI) about using the Internet of 
Things Sensors 
0.811 
SI1 People who are important to me think that I should use IoT 0.892 
SI2 People who are familiar with me think that I should use IoT 0.837 
SI3 People who influence my behavior think that I should use 
IoT 
0.851 
SI4 Most people surrounding with me use IoT 0.877    
B4. FACILITATING CONDITIONS (FC) about using Internet 
of Things Sensors 
0.851 
FC1 My living environment supports me to use IoT 0.868 
FC2 My working environment supports me to use IoT 0.847 
FC3 Using IoT is compatible with my life 0.891 
FC4 Help is available when I get problem in using IoT 0.873    
B6. COMPLEXITY (C) about using the Internet of Things 
Sensors 
0.864 
C1 Working with the IoT is complicated, it is difficult to 
understand what is going on 
0.862 
C2 Using the IoT involves too much time doing mechanical 
operations 
0.883 
C3 It takes too long to learn how to use the IoT to make it 
worth the effort 
0.829 




Table 4.5 (Continued) 
B7. PERCEIVED FINANCIAL COST (PFC) about using the 
Internet of Things Sensors 
0.851 
PFC1 The cost of using IoT is higher than using other banking 
channels 
0.872 
PFC2 The fee or rental or buying is expensive when using IoT  0.827 
PFC3 IoT setup to causing me lot of money  0.851 
PFC4 Using IoT services is a cost burden to me 0.875    
B8. TASK TECHNOLOGY FIT (TTF) about using the Internet 
of Things Sensors 
0.831 
TTF1 In helping complete my tasks, the IoT functions are enough 0.858 
TTF2 In helping complete my tasks, the IoT functions are 
appropriate 
0.897 
TTF3 In general, the functions of IoT fully meet my needs 0.891    
B9. BEHAVIOR INTENTION (BI) to use Internet of Things 
Sensors 
0.799 
BI1 I prefer to use IoT 0.742 
BI2 I intend to use IoT system 0.738 
BI3 I would use IoT system 0.792 
 
4.10 METHOD OF DATA ANALYSIS 
Data checks on the preliminary analysis for normality and outliers were conducted 
before the reliability analysis.  Statistical Package for the Social Science (SPSS) 
software is used as primary analysis tool. Basically, six steps were used to in this 
main study: 
1. Screening of data 
2. Descriptive Statistics 
3. Factor and Reliability Analysis 
4. Pearson Correlation 
5. Multiple Regression 




Since this study intends to examine causal and effect relationship involving 
the multivariate statistical correlation analysis could be adopted. Usually, the causal 
and effect relationship involves several independent and dependent variables 
(Johnson & Wichern, 2007; Tabachnick & Fidell, 2007; Hair et al., 2010; Braun et 
al., 2014). Multiple Linear Regression analysis (i.e. MLR) is the appropriate method 
to be used if the set of independent variables is more than one variable paired with 
one continuous dependent variable (Montgomery et al., 2001; Kurtner et al., 2008; 
Field, 2009; Pallant, 2015). Hence with that respect correlation analysis objectives, 
the SPSS statistical software could easily perform the examine causal and effect 
relationship between a set of independent variables paired with one continuous 
dependent variable. 
4.10.1 Cleaning and Screening the Data  
The screening is done via descriptive statistics and frequency distributions. Any out 
of range or wrong coded or anomalies were to be removed. A frequency test was run 
in every variable to check for response that was missing. 
Once the data is collected, screening will be used to ensure validity of criteria 
using the Secondly data screening and cleaning has been done to check for any 
abnormalities. Subsequently factor and reliability analysis  
In general, the reliability, validity, and suitable measurement were used in 




4.10.2 Descriptive Analysis  
Sekaran (2003) stated that descriptive statistics uses the raw data to be transformed 
into a form that provides information to describe a set of factors in the situation. In 
addition, the descriptive statistics to check the data set of errors, to describe the 
characteristics of the sample, and to check if the variables violate the assumptions 
underlying the statistical techniques used specifically to address the research 
questions. 
4.10.3 Goodness of measure  
Other researchers already tested the instruments used in this research, hence the 
component analysis was conducted for determining the common underlying 
dimensions (Hair et al., 2006). It is also to check whether each construct is redundant 
hence reducing the number of variables to be meaningful and manageable set of 
factors (Cavana et al., 2001).  
The sample required is acceptable to perform factor analysis as the required 
qualified sample size is 100 or larger, or to have at least five times more as many 
observations as possible for the variables (Hair et al., 2014). The computed sample is 
500 and the study samples met the requirement to perform the factor analysis. 
4.10.4 Factor Analysis  
Hair et al. (2006) used Confirmatory Factor Analysis (CFA) is used to test the 
measurement theories by determining the number of items and factors (indicators) 
that represent these factors in theory The items on the questionnaire were grouped 




general, factor analysis was based on the principal components method with varimax 
rotation for all the components. 
4.10.5 Correlation Analysis  
The link between the variables need to be determined the power and direction of the 
linear relationship between two variables. The result will show if there is any 
multicollinearity presence before the regression analysis is used. 
4.10.6 Multiple regression analysis  
The link of the independent variable with the single variable is using the multiple 
regression technique. This to verify the relationship between the UTAUT factors and 
dependent variable (Behavior Intention toward IoT) and also to assess the 
contributory variables strength. 
4.10.7 Hierarchical regression analysis  
This analysis was used to test the interaction effect of the moderating variable (TTF) 
on the relationship between the independent (UTAUT) and dependent (Behavior 
Intention). Baron and Kenny (1986) suggested the hierarchical regression analysis 
the most appropriate technique in identifying the moderating variables. The summary 
of the analysis to be conducted against research objective is shown in Table 4.6. 
Table 4.6  
Summary of data analysis against each research objective 
No Research Objective Data Analysis 




To examine the factors those, enhance the 
Behavior Intention towards IoT in 
aquaculture sector  
To investigate the extent of the relationship 
between the determinant factors and behavior 
intention towards IoT in aquaculture sector 
Multiple regression analysis was 
conducted to determine the 
relationship between UTAUT 




Table 4. 6 (Continued) 
 
 
Before conducting the multiple regression 
analysis, a correlation analysis conducted to 
determine the direction and power between 
the predictors and dependent variable. 
 
Regression analysis identified the 
best factors toward Behavior 
Intention 
   
3 & 4 To examine the effect of Task Technology 
Fit on the behavior intention of using IoT in 
aquaculture sector 
 
To investigate the moderating effect of Task 
Technology Fit on relationship between the 
determinant factors and the Behavior 
Intention to Use IoT in aquaculture sector. 
Hierachical multiple regression 
analysis to investigate the 
moderating effect 
4.11 SUMMARY OF THE CHAPTER 
This chapter concludes a proper identification of research objectives, as a 
starting point with proper research problem and objectives, reinforced with a correct 
research methodology. This chapter discusses and details the research design and 
method, which is based on the quantitative approach with the use of an adapted 
questionnaire in order to answer the research objectives and to solve the research 
problem. In addition, this chapter discusses about the population, sample size, 
sampling, data collection method, and variable measurement. Finally, this chapter 
described methods of data analysis for this study. Next chapter will be discussed the 




CHAPTER V  
 
 
ANALYSIS AND FINDINGS 
5.1 INTRODUCTION 
The chapter discusses the data analysis and findings. The goal in this chapter is to 
provide the result of the research with analysis, graphical presentation and 
discussion. The data collected based on the respondents of IoT users in aquaculture 
industry. The analysis is done firstly, on the response rate, goodness measure of 
validity, reliability analysis and hypothesis analysis testing. Secondly, reports on 
multiple regression analysis including UTAUT factors (Perceived Financial Cost, 
Facilitating Conditions, Technology Complexities, Performance Expectancy and 
Effort Expectancy) and Behavior Intention and hierarchical regressions result 
regarding the moderating effect of Task Technology Fit - TTF attributes to the 
relationship between UTAUT factors and Behavior Intention toward IoT.   
5.2 RESPONSE RATE 
Total questionnaire distributed to the respondents is 500. The respondents are from 
aquaculture practitioners from MFFAM (Marine Fish Farmers Association Malaysia) 
members. A total of 401 are returned and 92 were incomplete. Another 27 are 
outliers, thus only 282 is complete indicating the final response rate is 56.40%. Data 




boxplot function. These outliers were identified by SPSS in the stem-and-leaf plots 
or box plots hence deleting those individual data points.  
The final data then was entered into SPSS for further analysis. Having 
analyzed the 282 valid questionnaires, the demographic outlines of the respondents 
are detailed in Table 5.1. The majority is on age 30-39 years old (39.0%), followed 
by 15-29 years (29.4%), 40-49 years (24.8%) and 6.8% above 50 years old. 
Meanwhile on the gender 78.0% is male and the rest is female.  
Table 5.1  
Profiles of Respondents 
Variable Category Frequency Percentage  
Age 15-29 83 29.4% 
30-39 110 39.0% 
40-49 70 24.8% 
50 and above 19   6.8%  
Gender Male 221 78.0% 
Female 61 22.0%  
Internet Experience Low 15 5.4% 
Moderate 69 24.4% 
High 198 70.2%     
        
5.3 FACTOR ANALYSIS OF EXOGENOUS VARIABLES 
The instrument from this research evaluated based on principal component analysis. 
The aim is to reduce the dimensionality of a data set that may have interconnected 
variables while ensuring the variation as much as possible. Sample guideline 




by Hair et al., (2013) and since this study with six variables with sample size of 282 
is higher than minimum requirement for factor analysis. 
As suggested Hair et al., (2013), the Kaiser-Mayer-Olkin (KMO) value more 
than 0.7 brought the significant loading of items as construct of measurements (> 
0.5). Other criteria is Bartlett’s test of sphericity (test of presence of correlation 
among variables need to be significant at p < 0.05 or less. Also, the items for loading 
and cross loading of 0.5 or greater to represent convergent validity of standardised 
regressions weight (Hair et. Al., 2006). Item less than 0.5 is deleted (Igbaria et al., 
1995). 
Table 5.3 confirmed the six independent variables as hypothesised with their 
loading of items more than 0.5 and it’s is good enough, because it is greater than the 
threshold 0.5 underlined by Hair et al (2010).  The factor loading of the items ranged 
0.65 to 0.84. The KMO measure of sampling adequacy is 0.87, more than required 
value 0.60 indicating the sampling size for sufficient for factor analysis. 
Table 5.2  
Factor Analysis of Exogenous Variables 






B1. PERFORMANCE EXPECTANCY (PE) 




In conducting aquaculture affairs / 
activities 
   




PE2 Using IoT sensor would save my time 0.81 
  
PE3 I would use IoT sensor in my workplace 0.81 
  
PE4 I would find IoT sensor useful 0.80          
B2. EFFORT EXPECTANCY (EE) about 
using the Internet of Things Sensors 
 
10.85 0.93 





Table 5. 2 (Continued) 
EE2 Becoming skillful at using IoT sensor is 
easy for me 
0.82 
  
EE3 Interaction with IoT sensor is easy for me 0.81 
  
EE4 I would find using IoT sensor is easy for 
me 
0.78     
     
B3. SOCIAL INFLUENCE (SI) about using 
 the Internet of Things Sensors  
 
10.81 0.87 
SI1 People who are important to me think that I 
should use IoT 
0.79 
  
SI2 People who are familiar with me think that 
I should use IoT 
0.78 
  
SI3 People who influence my behavior think 
that I should use IoT 
0.77 
  
SI4 Most people surrounding with me use IoT 0.73          
B4. FACILITATING CONDITIONS (FC) 
about using Internet of Things Sensors 
 
10.12 0.9 








FC3 Using IoT is compatible with my life 0.79 
  
FC4 Help is available when I get problem in 
using IoT 
0.79     
     
B5. TECHNOLOGY COMPLEXITY (C) 
about using the Internet of Things Sensors 
 
9.87 0.94 
C1 Working with the IoT is complicated, it is 
difficult to understand what is going on 
0.84 
  
C2 Using the IoT involves too much time 
doing mechanical operations 
0.82 
  
C3 It takes too long to learn how to use the 
IoT to make it worth the effort 
0.82 
  
C4 In general, the IoT is very complex to use  0.77          
B6. PERCEIVED FINANCIAL COST (PFC) 
about using the Internet of Things Sensors 
 
9.62 0.85 
PFC1 The cost of using IoT is higher than using 
other banking channels 
0.75 
  
PFC2 The fee or rental or buying is expensive 
when using IoT  
0.73 
  
PFC3 IoT setup to causing me lot of money  0.73 
  
PFC4 Using IoT services is a cost burden to me 0.65          





Table 5. 2 (Continued) 
Kaiser-Meyer-Olkin Measure of Sampling 
Adequacy (KMO)  
0.87 
  
Bartlett‘s Test of Sphericity : Approx  
   






Sig   0.000     
5.4 DESCRIPTIVE ANALYSIS OF STUDY VARIABLES  
Table 5.4 lists the final variables with some descriptive statistics. The study consists 
of Behavior Intention as an endogenous variable and 7 exogenous variables. Items 
are measured using a five-point Likert scale ranging from 1 = strongly disagree to 5 
= strongly agree. To conclude the clarification, the criteria are based on the mean 
scores. The mean score on all variables ranges from 3.22 to 3.92. 
The mean for performance expectancy is 3.82 with a standard deviation 0.54; 
effort expectancy mean is 3.81 with standard deviation of 0.63; social influence 3.70 
with standard deviation 0.78; facilitating conditions mean is 3.92 with standard 
deviation of 0.68; technology complexities 3.82 with standard deviation of 0.62; 
perceived financial cost mean 3.84 with standard deviation of 0.65; task technology 
fit mean 3.22 with standard deviation of 0.92 and behaviour intention 3.91 with 
standard deviation of 0.95. 
Overall mean values showed mean values more than 3.20. These generally 
indicated the IoT users acknowledge the importance of these determinants in 







Table 5.3  
Descriptive Statistics for Variable of Study (N=282) 
Variables  Instruments Minimum Maximum  Mean Std Dev       
Performance 
Expectancy 
4 1.00 5.00 3.82 0.54 
Effort Expectancy 4 1.00 5.00 3.81 0.63 
Social Influence 4 1.00 5.00 3.70 0.78 
Facilitating Conditions 4 1.00 5.00 3.92 0.68 
Technology 
Complexities 
4 1.00 5.00 3.82 0.62 
Perceived Financial 
Cost 
4 1.00 5.00 3.84 0.65 
Table 5.3 (Continued) 
Task Technology Fit 3 1.00 5.00 3.22 0.92 
Behavior Intention 3 1.00 5.00 3.91 0.95 
5.4.1 Reliability of Measurements 
The present study conducted a Reliability of Measurements for 282 respondents 
using SPSS. There were 282 sample involved on the process of reliability testing of 
questionnaire (Table 5.4). Using Cronbach’s Alpha with cut-off point 0.7 as 
suggested by Tabachnick and Fidell (2014), if it higher than 0.7 then it is considered 
a good reliability. Other authors considered 0.6 and above is also considered an 
effective reliability (Flynn et al., 1994). This section confirmed the measurement as 
tabulated in Table 5.4 and detail statement for each variable as fulfil requirement for 
















Table 5.4  
Reliability Measurements (N=282) 
Code Statement Cronbach’s 
Alpha 
   
B1. PERFORMANCE EXPECTANCY (PE) about using the 
Internet of Things 
0.931 
 
In conducting aquaculture affairs / activities 
 
PE1 Using IoT sensor would improve my performance 0.925 
PE2 Using IoT sensor would save my time 0.974 
PE3 I would use IoT sensor in my workplace 0.921 
PE4 I would find IoT sensor useful 0.931 
   
B2. EFFORT EXPECTANCY (EE) about using the Internet of 
Things Sensors 
0.915 
EE1 Learning IoT sensor is easy for me 0.948 
EE2 Becoming skillful at using IoT sensor is easy for me 0.925 
EE3 Interaction with IoT sensor is easy for me 0.967 
EE4 I would find using IoT sensor is easy for me 0.915 
   
B3. SOCIAL INFLUENCE (SI) about using the Internet of 
Things Sensors 
0.942 
Table 5. 4 (Continued) 
SI1 People who are important to me think that I should use IoT 0.912 
SI2 People who are familiar with me think that I should use IoT 0.927 
SI3 People who influence my behavior think that I should use 
IoT 
0.941 
SI4 Most people surrounding with me use IoT 0.927 
   
B4. FACILITATING CONDITIONS (FC) about using Internet 
of Things Sensors 
0.931 
FC1 My living environment supports me to use IoT 0.928 
FC2 My working environment supports me to use IoT 0.957 
FC3 Using IoT is compatible with my life 0.911 
FC4 Help is available when I get problem in using IoT 0.923 
   
B6. COMPLEXITY (C) about using the Internet of Things 
Sensors 
0.924 
C1 Working with the IoT is complicated, it is difficult to 
understand what is going on 
0.922 
C2 Using the IoT involves too much time doing mechanical 
operations 
0.933 
C3 It takes too long to learn how to use the IoT to make it worth 
the effort 
0.929 
C4 In general, the IoT is very complex to use  0.947 
   
B7. PERCEIVED FINANCIAL COST (PFC) about using the 





Table 5. 4 (Continued) 
PFC1 The cost of using IoT is higher than using other banking 
channels 
0.932 
PFC2 The fee or rental or buying is expensive when using IoT  0.917 
PFC3 IoT setup to causing me lot of money  0.941 
PFC4 Using IoT services is a cost burden to me 0.934 
   
B8. TASK TECHNOLOGY FIT (TTF) about using the Internet 
of Things Sensors 
0.931 
TTF1 In helping complete my tasks, the IoT functions are enough 0.958 
TTF2 In helping complete my tasks, the IoT functions are 
appropriate 
0.992 
TTF3 In general, the functions of IoT fully meet my needs 0.931 
   
B9. BEHAVIOR INTENTION (BI) to use Internet of Things 
Sensors 
0.944 
BI1 I prefer to using IoT 0.947 
BI2 I intend to use IoT system 0.932 
BI3 I would use IoT system 0.914 
5.5 NORMALITY TEST 
Normality test using Skewness and Kurtosis was performed to confirm the normality 
of measurements. IBM SPSS also employed to identify the issue of normality of 
measurements for each variable. The model analysis succeed to configure the 
normality process using Skewness and Kurtosis values. The cut-off point of 
Skewness (2) and Kurtosis (7) were tabulated on the SPSS output. Normality of all 
items also configured the bell-shape figure (Appendix-2) as a part of the complexity 
of independent, moderating and dependent variables. 
5.5.1 Classic Assumption Test 
The present study also conducted a preliminary requirement on the model testing. 
Based on the Hair, et. al, (2016), a series of classic assumption test will strengthen 
the establishment of the model and further multivariate data analysis configuration. 




5.1a), Autocorrelation Test, Heterocedacity Test, Normality Test (section 5.3.6), and 
Linearity test to equip the variables interaction as hypothesised.   
5.6 MULTIVARIATE DATA ANALYSIS OF BEHAVIOR INTENTION TO USE 
IOT 
5.6.1 Correlation Test between Predictors and Dependent Variable 
Correlation analysis was done to explore the strength and direction of linear 
relationship between two variables. This analysis determined the relationship of 
exogenous factors and behaviour intention of IoT, the relationship between task 
technology fit and behaviour intention and inter correlation between variables. A 
correlation of 0 stated no relationship, a correlation of 1  symbolize a perfect positive 
correlation and vice versa if -1. 
Based on the SPSS output on the association among variables in the 
hypothesised model, Pearson Correlation performed the significant relationship 
among independent variables and behavioural intention. A discriminant validity also 
confirmed the absent multi-collinearity issue among variables (Coefficient < 0.9). 









Table 5.5  
Pearson’s Correlation between Predictors and Dependent Variable 
    1 2 3 4 5 6 7 8 
1 Behavior 
Intention 
1               
2 TT Fit .517** 1             
3 Fac Cond .564** .266** 1           
4 P Fin Cost -.560** -.246** -.798** 1         
5 Tech Comp .510** .281** .697** .697** 1       
6 Soc Inf .789** .502** .513** .513** .523** 1     
7 Eff Exp .490** .429** .331** .331** .296** .742** 1   
8 Per Exp .512** .439** .338** .338** .310** .750** .797** 1 
 
**. Correlation is significant at the 0.01 level (2-tailed). 
 
Table 5.6  
Correlation between Predictors and Dependent Variable 
Variables Intention 
Performance Expectancy 0.512 (0.000) 
Effort Expectancy 0.490 (0.000) 
Social Influence 0.789 (0.000) 
Technology Complexity 0.510 (0.000) 
Perceived Financial Cost  -0.560 (0.000) 
Facilitating Condition  0.564 (0.000) 
Based on Table 5.6 on the correlation among predictors to the behaviour 
intention to use IoT as dependent variable, social influence 0.789 (0.000) configured 
as a highest relationship with behaviour intention and significantly in the positive 
direction. Other predictors, performance expectancy (0.512), effort expectancy 
(0.490), technology complexity (0.517), perceived financial cost (-0.564), task 
technology fit (0.517) and facilitating condition (0.564) also determine clearly as 




5.7 MULTIPLE REGRESSION ANALYSIS TEST FOR ASSUMPTIONS 
The variables need to be check for normality, linearity, multicollinearity and 
homoscedasticity for multiple regression analysis (Hair et al., 2010). 
5.7.1 Normality, Linearity & Multicollinearity 
Assessing the normality is via the histogram residual plot by assessing the plot of        
data distribution for individual continuous variable and it correspondence to normal 
distribution. The distribution of the plot has to appear in normal distribution curve. 
Screening for normality is critical for multivariate analysis (Tabachnick & Fidell, 
2007). Figure 5.1 shows the normal histogram pictorially a normal curve. The plot 
shows that the point lie close to 45 degrees diagonal line hence showing the 
normality assumptions is met. 
For linearity, the study used the scatter plot as showed in Figure 5.01. The 
residuals should scatter and concentrate around 0 (Flury & Riedwyl, 1998). The 
scatter plot shows the determinant factors and Behavior Intention of IoT concentrated 














Figure 5.1  
Residual plots – Determinants factors and Behavior Intention IoT 
As for multicollinearity where it is defined as the degree of correlation among 
independent variables. According to Hair et al. (2014) the independent variables and 
highly correlated if it is above 0.90 among and confirming the multicollinearity can 
be done by inspecting the Pearson correlation to determine the correlation coefficient 
between the variables. The analysis is done before hypothesis testing to evaluate the 




highly correlated, resulting determinations of important predictors become 
convoluted.  Multicollinearity resulting the increase of variance regression 
coefficients and dispute the equation regression validity. Pearson’s value shows the 
relationship between two variables are used as a method in assessing the 
multicollinearity (Meyers, Gamst, & Guarino, 2006). The general rule of thumb is 
that it should not exceed 0.8 (Cooper & Schindler, 2003). The results in the table 5.5 
show no multicollinearity between independent variables because the Pearson’s 
correlation for all independent variables are less than 0.8. 
Similarly, other method is to assess the variance internal factor (VIF) that 
exceeds 10 and tolerance value below 0.10 indicate the potential issue with 
multicollinearity (Hair et al., 2010). Table 5.7 shows the VIF and tolerance for the 
independent variables. 
Table 5.7  
Tolerance and VIF Values 
  Collinearity Statistics 
Independent Variables Tolerance VIF    
Performance Expectancy 0.807 1.239 
Effort Expectancy 0.816 1.225 
Social Influence 0.748 1.337 
Facilitating Conditions 0.929 1.076 
Technology Complexities 0.921 1.085 
Perceived Financial Cost 0.929 1.076 
The result clearly shows the multicollinearity does not exist among the 





5.7.2 Results of multiple regression (Hypothesis Testing) between Independent 
Variables and Behavior Intention 
Multiple regression analysis was conducted for independent variables and dependent 
variable (performance expectancy, effort expectancy, facilitating conditions, 
perceived financial cost, social influence and technology complexities) and 
behaviour intention of IoT. Also, to understand the relationship between Task 
Technology Fit and Behavior Intention closely. The outcome of multiple correlation 
squared multiple correlation and adjusted multiple correlation indicate how well the 
combination of these independent variables predict the Behavior Intention towards 
IoT. 
The result in Table 5.8 showed the predictors that were significant with R = 
0.564, R square = 0.318, R square adj = 0.315. In short, the multiple correlation 
coefficients between predictor and behaviour intention were 0.564; and 31.8% of the 
variance for the predictor in the behaviour intention. The generalizability in for this 
model in another population 0.315. The value of R-square dropped only 0.002 
(0.2%) in the adjusted R-square translating the cross validity for this model is 
acceptable. 
Table 5.8 shows the individual contributor of each factor with a regression 
equation (Green & Salkind, 2008). All six factors (performance expectancy, effort 
expectancy, social influence, facilitating conditions, technology complexities and 
perceived financial cost) in predicting the behaviour intention. Social influence had 






Table 5.8  







t Sig. Tolerance VIF 






0.379 0.057 0.352 6.651 0.000** 0.807 1.239 
Effort Expectancy 0.342 0.055 0.329 6.179 0.000** 0.816 1.225 
Social Influence 0.875 0.051 0.708 17.104 0.000** 0.748 1.337 
Facilitating 
Conditions 
0.523 0.052 0.459 10.071 0.000** 0.920 1.075 
Technology 
Complexities 
0.47 0.057 0.396 8.275 0.000** 0.921 1.085 
Perceived 
Financial Cost 
0.526 0.052 0.459 10.074 0.000** 0.929 1.076 
R 0.564 
      
R square 0.318 
      
Adjusted R square 0.315 
      
Std Error Est 0.72576             
a. Dependent Variable: 
Behavior Intention IoT 
      
5.7.3 Multiple regression analysis results between Task Technology Fit and Behavior 
Intention 
The table 5.9 shows the regression with predictor was significant R=0.596, R 
square=0.356, adjusted R square = 0.35. This indicate the multiple correlation 
coefficients between predictor and behaviour Intention was 0.596, the predictor also 
accounted 35.6% of variance. The model generalizability of the model in different 
population 0.351. The value of R square dropped only 0.005 (0.5%) in the adjusted R 
square which indicates the cross validity of this model is acceptable. This result show 
the task technology fit was found to be positively and statistically significant with 








Table 5.9   
Multiple Regression Result between Task Technology Fit and Behavior Intention 
5.7.4 Moderating effect of Task Technology Fit on relationship between UTAUT 
factors and Behavior Intention IoT 
This section analysed the moderating effect of Task Technology Fit on the 
relationship between UTAUT factors and Behavior Intention IoT. Hierarchical 
regression analysis was performed to test the moderating effect of Task Technology 
Fit on the relationship between the UTAUT factors and Behavior Intention IoT. 
Hierarchical regression or moderator regression was suggested for moderating effect 
analysis (Baron & Kenny, 1986; Frazier, Tix, & Barron, 2004). This study used two 
levels (5% and 10%) to detect the moderating effect of task technology fit between 
UTUAT factors and behaviour intention of IoT. To test the moderator, effect a three-
step hierarchical was conducted to assess the proportion of UTAUT variable is 
explained by other variables as they entered into regression analysis in proper order 
(Cramer, 2003). 
The first step the direct effect of the independent variables evaluated. Second 
step the moderator variable is included to assess whether the moderator (Task 
Technology Fit) has significant impact directly on Behavior Intention IoT and in the 
third step the interaction terms (product independent variable and moderator to see 




t Sig. Tolerance VIF 




0.391 0.055 0.376 7.07 0 0.816 1.225 
R 0.596 
      
R square 0.356 




      
Std Error Est 0.706             
a. Dependent Variable: Behavior Intention 
IoT 




any additional variance explained. A significant R square increase will show that 
there is a moderating effect with a significant F-change value. 
5.7.5 Interaction Effect and Hierarchical Moderated Regressions (HMR) of Task 
Technology Fit with UTAUT factors  
This section demonstrates the results of the interacting effects between task-
technology fit on the relationship between UTAUT factors and Behavior Intention 
IoT. It was hypothesized that Task Technology Fit moderates the relationship 
between UTAUT factors and Behavior Intention IoT.  Table 5.10 indicates the result 
of the hierarchical regression analysis of moderating effect of Task Technology Fit 
between UTAUT factors and Behavior Intention. In step 1, UTAUT factors were 
entered, resulting 26.2% variance being explained. In step 2, after entering Task 
Technology Fit at Step 2, the total variance explained as a model is 36.8%. Then the 
interaction terms are entered in step 3 of which showed incremental of variance of 
39.1%. The F-change is significant in all three steps entered.  
Nonetheless the inspection of individual interaction terms between TTF x 
Performance Expectancy (Beta=-0.678  t=-3.242  p=0.001), TTF x Effort Expectancy 
(Beta=-0.802    t=-3.680      p=0.000    ), TTF x Facilitating Condition (Beta=0.523    
t=2.260      p=0.023  ) and TTF x Perceived Financial Cost (Beta=0.524    t=2.269      
p=0.024) indicates that performance expectancy, effort expectancy were significant 
at alpha =0.005 level, facilitating condition and perceived financial cost at alpha = 
0.05 level. Task technology fit moderates the relationship between the UTAUT 
factors (performance expectancy, effort expectancy, facilitating condition and 
perceived financial condition on Behavior Intention of IoT. Hypotheses on 




Table 5.10  
Hierarchical Regression Results: The Moderating Effect of Task Technology Fit on the 
Relationship between UTAUT Factors and Behavior Intention IoT 
  
5.8 MODERATING EFFECT OF TASK TECHNOLOGY FIT 
The study found TTF moderates performance expectancy, effort expectancy, 
facilitating conditions and perceived financial cost. The result shows a higher TTF 
will enable or moderate better performance expectancy hence resulting higher 
Behavior Intention. The moderating effect of the relationship between the 
performance expectancy and Behavior Intention in Figure 5.1. 






Performance Expectancy 0.512 0.352 0.727 
Effort Expectancy 0.49 0.329 0.785 
Social Influence 0.789 0.708 0.739 
Facilitating Conditions 0.564 0.459 0.169 
Technology Complexities 0.51 0.396 0.212 
Perceived Financial Cost 0.564 0.459 0.169 
Moderating Variable       
Task Technology Fit   0.161 0.200 
Interaction       
Performance Exp x TTF     -0.678* 
Effort Expectancy x TTF     -0.802* 
Soc Infl x TTF     -0.061 
FacCond x TTF     0.524* 
Tech Comp x TTF     0.345 
Per Fin Cost x TTF     0.524* 
R square 0.262 0.368 0.391 
R square change 0.262 0.106 0.023 
F Change 99.25 46.746 10.51 
Sig F Change 0.000 0.000 0.001 










Figure 5.2  
The moderating effect of TTF on the relationship between Performance Expectancy and  
Behavior Intention 
The figure shows the greater TTF, the more Behavior intention to use IoT. 
When the level of performance expectancy is low to medium, the impact of TTF on 
the relationship between Performance Expectancy and Behavior Intention is positive. 
The differential impact is the highest when Performance Expectancy is low and 
medium. The impact of TTF is less when Performance Expectancy is high towards 
Behavior Intention.    
Similarly, to Performance Expectancy, Effort Expectancy shows positive 
relationship between effort expectancy and Behavior Intention. The impact of TTF 
on the relationship between effort expectancy and Behavior Intention is showed in 
Figure 5.2. 
When effort expectancy is low and medium, TTF has bigger effect 
moderating effect towards Behavior Intention. When Effort expectancy at high, TTF 





Figure 5.3  
The moderating effect of TTF on the relationship between Effort Expectancy and Behavior  
Intention 
The impact of the of task technology fit on the relationship of perceived 
financial cost and behaviour intention is displayed in Figure 5.3. The figure 5.3 
illustrates the TTF moderate effectively to increase the Behavior Intention when the 
perceived financial cost is low to moderate. When the perceived financial cost is low 
to medium compounded with perceived financial cost with low and moderate tend to 
have higher impact on Behavior Intention. Significant reduction on Behavior 
intention towards IoT when Perceived Financial Cost is high with minimal impact 






Figure 5.4  
The moderating effect of TTF on the relationship between Perceived Financial Cost and  
Behavior Intention 
Figure 5.4 shows when facilitating conditions is medium and high, the impact 
of facilitating conditions on Behavior Intention is better with with high task 
technology fit compare to less task technology fit setting. When facilitating condition 
is low to medium the impact of facilitating conditions on Behavior Intention with 
less emphasis on Task Technology Fit compare to those with high emphasis on Task 
Technology Fit. The maximum Behavior Intention towards IoT is achieved when the 





Figure 5.5  
The moderating effect of TTF on the relationship between Facilitating Conditions and  
Behavior Intention 
In summary the hypothesis results were summarized in Table 5.11 
Table 5.11  
Summary of hypothesis testing on the direct and in-direct effect of UTAUT factors, Task  
Technology Fit (TTF) and Behavior Intention of IoT. 
Hypothesis Statement of Hypothesis Remarks 
H1 Performance expectancy has a significant effect on users’ 
behavioral intention to use IoT system. 
Supported 
H2 Effort expectancy has a significant effect on users’ 
behavioral intention to use IoT system. 
Supported 
H3 Social influence related to the system will have a significant 
effect on intention to use the IoT system. 
Supported 
H4 Facilitating conditions related to the system will have a 
significant effect on intention to use the IoT system. 
Supported 
H5 Complexity will have significant effects on Behavioral 
Intention 
Supported 
H6 Perceived financial cost has a significant effect on 
behavioral intention to adopt IoT system 
Supported 
H7 The influence of performance expectancy on behaviorial 
intention will be moderated by TTF.  
Supported 
H8 The influence of effort expectancy on behaviorial intention 
will be moderated by TTF 
Supported 
H9 The influence of social influence on behaviorial intention 
will be moderated by TTF 
Not 
Supported 
H10 The influence of facilitating conditions on behaviorial 





Table 5. 11 (Continued) 
H11 The influence of technology complexities on behaviorial 
intention will be moderated by TTF 
Not 
Supported 
H12 The influence of perceived financial cost on behaviorial 
intention will be moderated by TTF 
Supported 
5.9 SUMMARY  
Chapter 5 has determined the detail of research journey especially on the data 
analysis and findings. A fundamental result of IoT adoption model has established 
with complexity confirmation of predictors and identification behavioral intention as 
process in the IoT achievement. The present study also employed an advanced 
quantitative analysis using hierarchical moderated regressions (HMR) as scientific 
process on the establishment and validation of the IoT model. In general, the 
UTAUT factors are significantly related to Behavior Intention of IoT in the first 
hypotheses and Task Technology Fit and Behavior Intention in the second 
hypotheses. Hierarchical regression analysis method was used to determine the 
moderating effect of Task Technology Fit on Behavior Intention of IoT and the 
results all the moderating hypotheses are supported except for two. The summary of 
hypothesis testing on the relationship between UTAUT factors, Task Technology Fit 
and Behavior Intention in Table 5.11 and Table 5.12. Overall discussion of findings 
and conclusion and recommendation of the study are presented in chapter 6. 
Table 5.12  
Summary of hypotheses testing for the interaction between UTAUT factors, Task Technology  
Fit (TTF) and Behavior Intention of IoT. 



















Behavior  Beta= .678 Beta= .802 Beta= -.061 Beta= .525 Beta= .345 Beta= -.524 
Intention  t= 3.242 t= -3.680 t= -.343 t= 2.268 t= 1.487 t= -2.269 


















The present study confirmed the achievement of hypothesis testing and it’s 
also synchronised with confirmation on the research objectives. Table 5.6 and Table 
5.7 has configured detail and listed achievement on the hypothesis testing results, 
and following list shows a linked result also provided as scientific achievement of 
research objectives: 
1. To examine the determinant factors that relate the Behavior Intention towards 
IoT in aquaculture sector. 
2. To investigate the relationship of these factors and behavior intention towards 
IoT in aquaculture sector. 
3. To examine the effect of Task Technology Fit on the behavior intention of 
using IoT in aquaculture sector. 
4.  To investigate the moderating effect of Task Technology Fit on relationship 








CONCLUSION AND RECOMMENDATIONS 
6.1 INTRODUCTION 
This section summarized the research journey with detail discussions on the current 
findings and supported with recent literature and it’s also link with achievement of 
research objectives, provide conclusions and recommendations, determine 
contribution to the body of knowledge and practitioners, identify limitation of the 
study and provide guideline as suggestions for further research. 
6.2 DISCUSSIONS AND ACHIEVEMENT OF RESEARCH OBJECTIVES 
The main objective of this study was to assess the relationship UTAUT factors / 
variables and Behavior Intention pertaining to Internet of Things. The main aims; 
first and second were to investigate the determinants and the extent UTAUT factor 
(performance expectancy, effort expectancy, social influence, technology 
complexities and facilitating conditions) related to Behavior Intention. Third and 
fourth, to study the task technology fit affect to Behavior Intention  and its role in 
moderating the relationship between UTAUT factors and Behavior Intention. The 
data collected from aquaculture practitioners with 282 useable questionnaires out of 
401 questionnaires representing 70.1 percent of the total questionnaire distributed. 




regression and hierarchical regression in order to achieve the study. The result of the 
study has showed UTAUT factors are critical including technology complexities and 
perceived financial cost that contribute to Behavior Intention of adopting IoT. Task 
Technology Fit is also critical in moderating these predictors into adopting the IoT 
system in any organizations or individual users. Getting the right requirement and 
task involving technology is crucial and it is vital to recognize this input in order to 
provide a more effective and better adoption of new technology such as Internet of 
Things.  
On the first objective, in determining UTAUT factors those enhance the 
likelihood of of behavior intention pertaining to IoT.  Overall, the results of the 
correlation analysis show the predictors of UTAUT and Behavior Intention were 
significant. Regression analysis was conducted to examine the highest contributory 
variables explained among the UTAUT factors that best predict the Behavior 
Intention towards IoT. The result indicates performance expectancy, effort 
expectancy, perceived financial cost, technology complexities, facilitating conditions 
and social influence explained 31.8% variance of Behavior Intention towards IoT. 
All six predictor variables were found to be statistically significant related to 
Behavior Intention. The statistically significant results aligned with some studies 
including (Celik, 2016; Lee et. al., 2016 and Madigan et. al. 2016). Other prominent 
authors Davis (1989a), Taylor & Todd (1995) and Venkatesh et al., (2000) stated the 
important of these factors in influencing the Behavior Intention in information 
system.  
Currently, the uses of IoT services are beginning to be deployed to many IoT 




influence their potential users (Celik, 2016; Lee, 2016; Liew et. al, 2016) have shown 
high tendency of using of IoT technology. MDEC (Malaysia Digital Economy 
Corporation) in 2014 has reported IoT technology will become prominent in the 
Malaysia landscape including agriculture and aquaculture industry therefore, IoT 
service or solution provider from industry should consider to aggressively promoting 
their IoT services to these potential clients. 
Performance Expectancy showed a significant statistical result toward the 
Behavioral Intention to use IoT system thus supporting the hypothesis (H1). As 
Venkatesh et. al. (2003) defined Performance Expectancy as the degree he or she 
believe the extent of the particular technology will enhance his or her task and, in 
this context, particularly scrutinized the Performance Expectancy to which the 
aquaculture practitioner believes using IoT system technology for aquaculture will 
lead to better real-time monitoring of water quality of its ponds. Recent studies 
(Tarhini et. al, 2016; Engotoit et. al, 2016 and Celik, 2016) were also found to have a 
significant positive influence on Behavior Intention in various technology platforms 
such as wireless technology, e-commerce and IoT.  IoT system is expected to provide 
better yield or output in agriculture as such certain task such as monitoring the water 
parameters, soil conditions and weather conditions. All these parameters for example 
will be translated in IoT decision support system that will dramatically increase the 
individual performance when performing certain task on hand. 
Effort Expectancy relationship with Behavior Intention as shown in 
hypothesis 2; a significant effect on users’ behavioral intention to use IoT system 
hypothesis is supported. Effort expectancy is defined as individual assessment of the 




process facilitating the outcomes (McKenna et. al, 2013). This finding is in line with 
previous studies (Celik, 2016; Tarhini, El-Masri, Ali, & Serrano; 2016 and Engotoit, 
Kituyi, & Moya, 2016) stressing the significant of effort expectancy influencing the 
behavior intention. Similarly, effort expectancy describes user perceptions of the 
degree to which the services can be adjusted to meet their needs with minimal effort. 
IoT which relies the services can be tweaked and adjusted to meet their need, for 
example in IoT aquaculture the system which monitoring the water quality system 
may need to have various sensor to be in and proper alert system can be adjusted 
accordingly to react if the water quality starts to deteriorate. In other circumstance 
IoT service may need have a platform that caters the flexible needs. The IoT system 
in the case water quality monitoring system enable aquaculture practitioner to 
monitor the quality of the water at the comfort of office or even at home knowing 
their critical parameters are constantly being monitored under IoT system. In 
addition, IoT system is also known to have an easier decision support system which 
enable the farmer and aqua-practitioner to to perform minimal task with less effort 
such as water or soil parameters thru IoT can be monitored 24 hours continuously 
instead of physically taking water or soil sample for analysis to monitor the 
healthiness of its water or soil. This certainly minimize the effort and reduce the 
laborious work needed on daily basis.  
Social Influence relationship with Behavior Intention also showed a 
significant effect on intention to use the IoT system. Social influence in this case as 
stated as “a person’s perception that most people who are import to him think he 
should or should not perform the behaviour in question” (Ajzen, 1991). The social 
pressure such as the opinions of friends, relatives and superiors when using IoT 




perceptions and behaviors of usage. Previous study also supported and shows 
significant relationship on Social Influence with Behavior Intention (Celik, 2016 and 
Tarhini et. al., 2016).  Nonetheless a few journals have also shown Social Influence 
relationship with Behavior Intention is insignificant and not a good predictor for this 
category (Zhang & Wang, 2013 and Pynoo et. al 2015).  The significant result in this 
study is due to the data gathered among aquaculture practitioner and they are relying 
on other people input as they’re more concern on the yield of their aquaculture 
output occasionally depending on input from peers or other organizations. 
Aquaculture practitioners usually depended on the best practices from different 
organization in helping themselves in improving their yield and input from their 
peers are increasing well incline towards using IoT services as part of their process. 
As such, the finding such as Social Influence is a good predictor for Behavior 
Intention. 
Facilitating condition relationship with behavior intention to use the IoT 
system revealed to be significant. It is the anticipated Facilitating conditions such as 
technical infrastructure and working environment is needed to support the Behavior 
Intention as the infrastructure in setting up the IoT is vital. This also suggest that the 
level of infrastructure or working life environment is critical in making clients 
decision in using IoT system. A few studies have indicated (Pynoo et. al., 2015, 
Kessler & Martin, 2017) facilitating condition is significant in influencing the 
behavior intention. Facilitating conditions is vital given the external environments 
has provided basic elements for IoT solution to be in place such as wireless 
connectivity and organization infrastructure which has been put in place to support 
the IoT solution in the first place.  It is noted it is IoT is still at its infancy stage 




about knowledge adequacy and assistance availability for technology use in the 
facilitating is crucial if IoT system enable to user to use it with less hassle (Celik, 
2016). In addition, prior studies have supported this relationship in information 
system and wireless technology (Dajani & Yaseen, 2016, Xu, Thong, & Tam, 2017). 
It implies in terms of IoT services, study from Barceló (2016) stated the facility such 
as of IoT-Cloud networks can be efficiently exploited to deliver a wide range of IoT 
services in the context of next generation smart environments such water monitoring.  
Therefore, understanding the consumer ‘s facilitation condition will help the solution 
provider to enhance their services and ensure the user tendency to use the IoT system 
will be significantly higher. 
Technology Complexities relationship with Behavior Intention as 
hypothesized has a significant effect on Behavioral Intention. The complexities of 
the IoT system is significantly influence the user decision to use the system. Prior 
studies (Lu & Chang, 2016; Gao & Bai, 2014) supported this and have indicated 
technologies complexities influenced greatly on the intention to use. This significant 
result due to data gathered from aquaculture practitioners and their concern as they 
embrace technology such as IoT system (i.e. water quality monitoring system) need 
to be simple as data need to be revealed it to them in a comprehensive manner and 
easily interpreted the result and action needed to response.   This finding is also in 
line with Gao & Bai (2014) and Lu & Chang (2016) finding, indicating IoT system 
has to be easy to operate and the technology complexities has an adverse effect on 
Behavior Intention. 
The relationship Perceived Financial Cost and Intention to Use has shown in 




Intention to adopt IoT system.  Perceived Financial Cost (p< 0.05) shown in this 
study has been supported by recent studies in acceptance model in technology 
(Haking et. al., 2016; Rogers, 2016 and Haroon, Qadir, & Zaman, 2017). This also in 
line with Saravanan (2004) who also found that the actual consumption deteriorates, 
if the costs involved in developing wireless internet technology services is very high. 
Adoption of technology such as IoT is depended on perceived financial cost 
when using the system.  The issue is if the IoT system developed by solution 
provider in this case targeting for aquaculture practitioner needs to address the 
perceived financial cost of the IoT system. Issues on hand are raised by the potential 
users are the IoT system expensive or affordable and the price of the IoT system to 
be paid are worth it. These are some of the concerns also raised by Payero et al. 
(2017) of how marketable the system (i.e. sensor, RFID – radio frequency 
identification device, wearable devices) that influence the intention adopting the 
system greatly determined by financial cost. Payero et. al (2017) also supported 
negative effects of high-perceived cost on users’ behavioral intentions to use 3G / 4G 
mobile network services, MVNOs- mobile virtual network operators. MDEC 
(Malaysia Digital Economy Corporation) in 2014 also has reported high cost of 
technology of the hindrance of the technology adoption for IoT system.  
6.3 MODERATING EFFECT OF TASK TECHNOLOGY FIT 
The second objective of the study to examine the moderating effect of Task 
Technology Fit (TTF) between UTAUT factors and Behavior Intention. Specifically, 
Task Technology fit act as moderator regarding the effect of the relationship of 




interaction effect between Task Technology Fit dimensions with four hypotheses 
supported out of six hypotheses. 
As TTF in this study is referred a fit between task and technology as a degree 
the technology help or assist the person the assigned task or portfolio. As Gebauer & 
Ginsburg (2009) stated TTF as acceptance from a user on a specific information 
technology only if, it suits their chore and improves their daily task. Goodhue and 
Thompson (1995) together with Dishaw and Strong (1999) stated the person will use 
that people will use a technology based on the fit between the technology 
characteristics and task requirement.  A higher level of TTF may lead to higher 
Behavior Intention as the study showed TTF is statistically significant at one of 
predictor in Behavior Intention of IoT. Other studies has also showed significant 
result in relationship of TTF and information system and agrees TTF further 
facilitate in effective utilization of information technology in e-commerce (Yu-Shan 
& Huang, 2016) and e-book (D'Ambra, Wilson, & Akter, 2013).  
A higher level of TTF enables a better implementation of information 
technology whereby task-technology fit plays a key role in affecting individual 
impact and performance in the use of information systems. This study adapts with 
little modification from Dishaw and Strong (1998) as TTF should be crucial in 
influencing Behavior Intention for any information system. Hypotheses 7 thru 12 
posit that TTF moderates the relationship of UTAUT factors and Behavior Intention. 
The study found TTF moderates performance expectancy, effort expectancy, 
facilitating conditions and perceived financial cost. The result shows a higher TTF 
will enable or moderate better performance expectancy hence resulting higher 




TTF capability on the relationship between perceived usefulness or also known as 
performance expectancy which suggested TTF provide a theoretical rationale for 
how TTF moderates this predictor and Behavior Intention (Dishaw & Strong, 1998; 
Klopping & McKinney, 2004). To some extend this specific tool pertaining to IoT 
solution also affect the Behavior Intention. Be that as it may, these relationships are 
moderated by the TTF implying the tool or task requirement, higher Behavior 
Intention will not occur without advancing the TTF right requirement.  
Similarly, to Performance Expectancy, Effort Expectancy shows positive 
relationship between effort expectancy and Behavior Intention. When effort 
expectancy is low and medium, TTF has bigger effect moderating effect towards 
Behavior Intention. When Effort expectancy at high, TTF has minimal effect towards 
Behavior Intention. This is is in line with other studies indicated when the perceived 
ease of use (effort expectancy) is high towards Behavior Intention the moderation 
factor tend to be less effective (D’Ambra et al., 2013; Boateng et al., 2016). When 
effort expectancy is low but with task-technology fit being addressed to fit the certain 
specific task or job hence the Behavior Intention is expected to be high. Similarly, 
with effort expectancy is high or perceived ease of use is high, the task-technology fit 
role has less impact towards Behavior Intention simply due to the task on hand is 
already convenient and any further specific task technology fitting would have less 
moderation impact on the intention. Klopping and McKinney (2004) also reported 
task technology fit is moderating the relationship between perceived ease of use or 
effort expectancy in this context.   
In the case of TTF moderating effect on the relationship between perceived 




financial cost in combination with task technology requirement will influence the 
Behavior Intention to use any information system hence directly impacting the actual 
usage of the the particular system (Tung, Lee, Chen, & Hsu, 2009). Other study has 
also reported a high task technology fit increase their tendency to use information 
system providing the cost of using the system acceptable to the user (Wu & Wang, 
2005). These findings are consistent with this study that the synergy of perceived 
financial cost and task technology fit will create a more susceptible environment to 
adopt any particular information system such IoT. When the perceived financial cost 
is low to medium compounded with perceived financial cost with low and moderate 
tend to have higher impact on Behavior Intention. Significant reduction on Behavior 
intention towards IoT when Perceived Financial Cost is high with minimal impact 
with TTF role moderating the relationship between Behavior Intention and Perceived 
Financial Cost. This moderating effect in line with study with Dishaw and Strong 
(1998) suggesting the attitude towards information system is diminishing if the 
perceived financial cost on the user side is high even if the task technology fit is 
perfectly suited for the user. When perceived financial cost is high means the user is 
not happy regardless of the changes were being made on their task or technology to 
fit thheir requirement. This is turn lead to have less tendency to use the system or in 
this case IoT system. 
In case of facilitating conditions is medium and high, the impact of 
facilitating conditions on Behavior Intention is better with with high task technology 
fit compare to less task technology fit setting. When facilitating condition is low to 
medium the impact of facilitating conditions on Behavior Intention with less 




Technology Fit. The maximum Behavior Intention towards IoT is achieved when the 
task technology fit is high with higher level of facilitating conditions.   
The overall finding from the study also prove the link between the UTAUT 
factors and Behavior Intention towards IoT have been established in this research 
study. These linkage factors and moderating factor provide a new empirical input to 
the academic knowledge and practitioners. A greater challenge for the academia to 
conduct a thorough research with various multi disciplines to further establish the 
link for the individual, society and industry. As Internet of Things are beginning to 
be increased its presence, it is important to understand the factors that will help to 
increase the usage of IoT in a more effective and efficient manner. The following 
section discuss the implication from the study. 
6.4 IMPLICATIONS OF THE STUDY 
This section will several implications to academia and practitioner. It will also serve 
as a recommendation to the managers and as part of knowledge contribution to the 
academia.  
6.4.1 Managerial Implications  
Task Technology Fit has been concluded as strong factor in enhancing and 
influencing adoption of information technology or system (Dishaw & Strong, 1998; 
D’Ambra & Wilson, 2004; Junglas et al., 2008). In addition, other studies other 
complimentary parameters such as experience, trust and various other elements to 
mediate or moderate the relationship (D’Ambra, 2013; Celik, 2016; Lee et. al., 2016 




human factors would make it more appealing for the human or society to adopt the 
information system. Evidence from this study IoT solution provider and organization 
need to provide a sufficient and specific customized task that would cater or enhance 
the adoption of the potential IoT users. This in turn would increase the tendency for 
the potential users to adopt the system. 
The overall result from this study confirmed UTAUT factors (Performance 
Expectancy Effort Expectancy, Perceived Financial Cost, Facilitating Conditions, 
and Technology Complexities contributes towards influencing Behavior Intention 
towards IoT. IoT solution providers should strive that these predictors are being 
given attention to improve the deployment rate of IoT system in various sectors. The 
requirements for proposed IoT in aquaculture or agriculture operation for such water 
or soil monitoring need to cater the identified and specific user requirements. As 
such using the task-technology fit (TTF) approach is vital for the adoption of IoT 
technology for in agriculture or aquaculture (Dwivedi et al., 2017). 
In this study the moderating effect of TTF have significant positive effect on 
performance expectancy, effort expectancy and facilitating conditions. Hence the IoT 
solution providers wishing to improve the take up rate should consider implementing 
TTF method or requirement in IoT implementation. TTF also shows negative 
moderating effect on relationship between perceived financial cost behaviour 
intention towards IoT. As such the Behavior Intention increase dramatically when 
perceived financial cost is low and medium moderated by TTF. This indicates that 





In the case of IoT, the real-time monitoring or services provided by the 
system significantly enhanced the customer experience hence increase the intention 
to use the system (Gao & Bai, 2014).  It is recommended that IoT service providers 
should consider the task technology fit required by the users to perform the service 
and the system functions before promoting their IoT services.  For example, the 
water quality monitoring system as part of IoT services whereby certain task-
technology need to be fitted to further enhance the IoT intention to use.  
After all, IoT solution provider should concentrate with the customer 
intention, who can confirm that they will be influenced by Technology Task-Fit 
which will cultivate their intention to use and thereafter commit to the actual usage 
behavior. 
Task technology fit as moderator with Behavior Intention with all the IVs 
was found to be significant. The statistical testing conducted as per Baron & Kenny 
(1986) whereby the task technology fit that affects the direction and/or strength of 
the relation This interaction effects is important in whether relations between the IVs 
and Behavior Intention for some users than for others. The moderator effect between 
predictors and outcomes in the reflect the sophistication and maturity in the research 
(Aguinis, Edwards & Bradley, 2016; Aguinis, Gottfredson & Joo, 2013)  
As such the moderator test for Task technology fit whereby it is defined as 
“the degree to which a technology assists an individual in performing his or her 
portfolio of tasks” (Goodhue and Thompson, 1995). Recent studies also have shown 
used Task-technology fit to explain mobile banking technology (Tam & Oliveira, 




also stated in other studies showing combination with other acceptance models such 
as TAM to explain user adoption of mobile -banking (Zhou et al., 2010) and UTAUT 
to explain users’ intention to use wireless technology in organizations (Yu, 2012). 
TTF plays a crucial role in moderating the IV on Behavior intention indicating the 
results of the relationship of IVs from the model is strengthen further by the TTF as 
the task matches in terms of technology or characteristics on hand. 
In the case of IoT the real-time monitoring or services provided by the system 
somewhat significantly enhanced the customer experience or user experience. This is 
consistent with Alwahaishi et. al. (2013) and another author Zhou et. al (2010)., 
hence it is advised that IoT service providers should consider the task technology fit 
required by the users to perform the service and the system functions before 
promoting their IoT services. For example, the water quality monitoring system as 
part of IoT solution whereby certain task-technology need to be tailor-made to 
further enhance the behaviour intention to use.  
This study, to the author knowledge is the first empirical research to study 
UTAUT factors into IoT services and it moderating effect of TTF dimensions of the 
relationship between UTAUT factors and Behavior Intention towards IoT in 
Malaysia. Thus, this study add to existing knowledge of IoT technology acceptance 
on the combined effect UTAUT factors and TTF moderating effects on Behavior 
Intention. The results showed four out six factors of interaction effect were 
significant in measuring the intention of adopting or using this IoT services. This add 
to the body of current knowledge for further research on UTAUT factor, TTF and 





This study strongly recommends the findings of IoT model as main guideline for 
academician and practitioners on the achievement of IoT implementation. 
Furthermore, Performance Expectancy Effort Expectancy, Perceived Financial Cost, 
Facilitating Conditions, Technology Complexities, as predictors and Technology 
Task-Fit as the moderator that they have to look into the detail on the process to 
stimulate the Intention to Use IoT. This study also strongly recommends practitioners 
to identify the items as measurement on the process of IoT. This study has found 
those items and configured in the IoT model. IoT solution need to consider a holistic 
approach in ensuring these factors are being addressed compounded with specific 
task per IoT technology being handle or customised appropriately to specific user 
requirement.  
6.4.3 Research Contributions and Practical Implication 
The present study contributes to the body of knowledge through establishment and 
validation a fundamental model of IoT adoption. Regression analysis has confirmed 
the model with valid and significant measurements. This study also contributes the 
six predictors as success factors on the achievement of IoT adoption and its 
moderating factor by TTF on these relationships of these predictors towards 
behavioral intention on using IoT. Furthermore, this research also contributes the 
significant items as main guideline for practitioners on the implementation of IoT 
adoption.  
A fundamental result of IoT adoption model has established with 




IoT deployment. Practitioners may adopt the fundamental model of IoT adoption and 
utilise the significant items as a strategic guideline for them to reach the success of 
IoT implementation. 
6.5 LIMITATIONS OF STUDY 
The findings and limitation of the study, first the respondents are from industrial 
aquaculture practitioners as the respondents limit the conclusion and limitation. 
Small scale aquaculturists were involved in this research. This may lead to some 
biasness issue on behavioral intention, therefore, the results of this study should be 
interpreted carefully. Other smaller aquaculture practitioners may be interested or 
already using the IoT system. Secondly, it is suggested for other studies to use a 
larger sample size and different population of IoT users for future studies catering a 
bigger population of smaller aquaculture practitioner.  
Hence the study proposes a myriad of industrial application users such as 
manufacturing industry and plantation industry interested in embarking or currently 
using the IoT system. It will enlarge with different categories of users and enhance 
the discussions and conclusions.  
Thirdly, the acceptance aspects of this study were carried out in Malaysia. 
The results might be different with the studies in other countries and cultures. As 
such further studies should be carried out to compare the results of this study with 
other countries. IoT users from other countries might have different policies, 
technology infrastructure and level acceptance of the technology and also any other 




6.6 SUGGESTIONS FOR FURTHER RESEARCH 
A moderating effect or contingency factors should consider as another possibility on 
the improvement of actual usage of IoT. This study has contributed on the mediating 
effect of behavioural intention; thus, future research has to look into the detail on the 
moderating effect of variable on the relationship between behavioral intention and 
actual usage of IoT. An individual and organisational level of culture also other 
factors for further research guideline. This study also suggested a qualitative 
methodology for the IoT exploration in the level organisation. A qualitative 
perspective may contribute to the different results on the success factors and 
behavioral intention. 
Finally, further studies on the UTAUT factor (Performance Expectancy, 
Effort Expectancy Perceived Financial Resources, Facilitating Conditions and 
Technology Complexities) and TTF as moderating factor on IoT users and potential 
users in various industry segments have significant effect on Behavior intention. In 
order to increase the public usage or client usage of IoT, the solution provider should 
adopt the ease of use technology (i.e plug and play) and ease of payment strategies as 
IoT solution tend to be exorbitant.  
Further research on business strategies particularly on the financial costing, 
IoT solution provider must also ensure that they come up with pay-per-use scheme to 
mitigate any financial constraint or limitation on the user side. These strategies may 
need to include using creative method in financing scheme such as rental scheme, 




In addition, the author acknowledged that this study did not do a longitudinal 
research design or time-based research design, hence current cross-sectional research 
design does not provide as much insight on behaviour intention over a period of time. 
For this reason, further analysis of the time sequence of the relationships among 
constructs and analyse whether IoT will used or abandoned over long period (time 
span study) should be considered.  Empirical studies needed to scrutinize and 
establish its predictive power of the UTAUT model for IoT in the context of different 
cultural settings. As such, the predictive model and explanatory power for IoT 
acceptance can be generated and provide better insights into improving the clients or 
user acceptance experience to use IoT system. In addition, the mediating effect of 
TTF should also be tested on the relationship between UTAUT factors and Behavior 
Intention. As stated previously the study need to include other sector and industries 
beside agriculture and aquaculture sector. 
6.7 CONCLUSION 
The present study identifies following conclusions as results on the comprehensive 
review of literature, collection and analysed data, and established via regression 
analysis that firstly the UTAUT factor - Performance Expectancy, Effort Expectancy, 
Perceived Financial Cost, Facilitating Conditions, Social Influence and Technology 
Complexities significantly influencing the Intention to Use IoT.  Secondly, the 
moderating effect of TTF are significant on four predictors (Performance 
Expectancy, Effort Expectancy, Perceived Financial Cost, Facilitating Conditions) on 
their relationship towards Behavior Intention.  There is a significant interaction of 




The overall findings in a broad term has proven that these UTAUT factors, 
TTF and Behavior Intention have been established in the study. These UTAUT 
factors show significant causal relationship with Behavior Intention. TTF has a 
significant moderating influenced between the relationship of four abovementioned 
factors and Behavior Intention. A higher level of TTF has a stronger moderating 
effect than a low level of moderating effect on these four predictors towards 
Behavior Intention 
TTF however doesn’t have any significant moderating influence on the 
relationship between Social Influence and Technology Complexities towards 
Behavior Intention. This study provides a new empirical contribution to the industry 
practitioner and academic knowledge. It is also important to note a more 
comprehensive research need to be carried out to further establish the relationship 
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  Mean 
Std. 
Deviation Analysis N 
PFC 3.9069 .76452 282 
TC 3.8989 .73878 282 
SI 3.8307 .70956 282 
EE 3.8200 .84244 282 
PE 3.7952 .81492 282 
FC 3.8369 .84423 282 
 
KMO and Bartlett's Test 
Kaiser-Meyer-Olkin Measure of 
Sampling Adequacy. 
.774 








Total Variance Explained 
Component 
Initial Eigenvalues 
Extraction Sums of Squared 
Loadings 















1 3.502 58.374 58.374 3.502 58.374 58.374 2.815 46.915 46.915 
2 1.180 19.661 78.036 1.180 19.661 78.036 1.867 31.121 78.036 
3 .689 11.484 89.520             
4 .306 5.102 94.621             
5 .230 3.833 98.454             
6 .093 1.546 100.000             







  Component 
 
1 2 
PFC .659 .631 
TC .648 .656 
SI .903 -.065 
EE .848 -.406 
PE .856 -.396 
FC .619 -.160 
Extraction Method: Principal Component Analysis. 
a. 2 components extracted. 
 




PFC .209 .888 
TC .187 .903 
SI .793 .437 
EE .932 .120 
PE .933 .134 
FC .607 .202 
Extraction Method: Principal Component Analysis.  
Rotation Method: Varimax with Kaiser Normalization. 
a. Rotation converged in 3 iterations. 
 
Component Transformation Matrix 
Component 1 2 
1 .839 .544 
2 -.544 .839 
Extraction Method: Principal Component Analysis.   
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 BI_IoT TTF FC PFC TC SI EE PE 
BI_IoT 
Pearson Correlation 1 .517** .564** -.560** .510** .789** .490** .512** 
Sig. (2-tailed)  .000 .000 .000 .000 .000 .000 .000 
N 282 282 282 282 282 282 282 282 
TTF 
Pearson Correlation .517** 1 .266** -.246** .281** .502** .429** .439** 
Sig. (2-tailed) .000  .000 .000 .000 .000 .000 .000 
N 282 282 282 282 282 282 282 282 
FC 
Pearson Correlation .564** .266** 1 -.798** .697** .513** .331** .338** 
Sig. (2-tailed) .000 .000  .000 .000 .000 .000 .000 
N 282 282 282 282 282 282 282 282 
PFC 
Pearson Correlation -.560** -.246** -.798** 1 .697** .513** .331** .338** 
Sig. (2-tailed) .000 .000 .000  .000 .000 .000 .000 
N 282 282 282 282 282 282 282 282 
TC 
Pearson Correlation .510** .281** .697** .697** 1 .523** .296** .310** 
Sig. (2-tailed) .000 .000 .000 .000  .000 .000 .000 
N 282 282 282 282 282 282 282 282 
SI 
Pearson Correlation .789** .502** .513** .513** .523** 1 .742** .750** 
Sig. (2-tailed) .000 .000 .000 .000 .000  .000 .000 
N 282 282 282 282 282 282 282 282 
EE 
Pearson Correlation .490** .429** .331** .331** .296** .742** 1 .907** 
Sig. (2-tailed) .000 .000 .000 .000 .000 .000  .000 
N 282 282 282 282 282 282 282 282 
PE 
Pearson Correlation .512** .439** .338** .338** .310** .750** .797** 1 
Sig. (2-tailed) .000 .000 .000 .000 .000 .000 .000  
N 282 282 282 282 282 282 282 282 









 BI_IoT TTF FC PFC TC SI 
BI_IoT 
Pearson Correlation 
1 .517** .564** -.560** .510** .789** 
Sig. (2-tailed) 
 .000 .000 .000 .000 .000 
N 
282 282 282 282 282 282 
TTF 
Pearson Correlation 
.517** 1 .266** -.246** .281** .502** 
Sig. (2-tailed) 
.000  .000 .000 .000 .000 
N 
282 282 282 282 282 282 
FC 
Pearson Correlation 
.564** .266** 1 -.798** .697** .513** 
Sig. (2-tailed) 
.000 .000  .000 .000 .000 
N 
282 282 282 282 282 282 
PFC 
Pearson Correlation 
-.560** -.246** -.798** 1 .697** .513** 
Sig. (2-tailed) 
.000 .000 .000  .000 .000 
N 
282 282 282 282 282 282 
TC 
Pearson Correlation 
.510** .281** .697** .697** 1 .523** 
Sig. (2-tailed) 
.000 .000 .000 .000  .000 
N 
282 282 282 282 282 282 
SI 
Pearson Correlation 
.789** .502** .513** .513** .523** 1 
Sig. (2-tailed) 
.000 .000 .000 .000 .000  
N 
282 282 282 282 282 282 
EE 
Pearson Correlation 
.490** .429** .331** .331** .296** .742** 
Sig. (2-tailed) 
.000 .000 .000 .000 .000 .000 
N 
282 282 282 282 282 282 
PE 
Pearson Correlation 
.512** .439** .338** .338** .310** .750** 
Sig. (2-tailed) 
.000 .000 .000 .000 .000 .000 
N 













 EE PE 
BI_IoT 
Pearson Correlation .490 .512
** 
Sig. (2-tailed) .000 .000 




Sig. (2-tailed) .000 .000 




Sig. (2-tailed) .000 .000 




Sig. (2-tailed) .000 .000 




Sig. (2-tailed) .000 .000 




Sig. (2-tailed) .000 .000 




Sig. (2-tailed)  .000 




Sig. (2-tailed) .000  
N 282 282 
**. Correlation is significant at the 0.01 level (2-tailed). 





APPENDIX D  
 
MULTIPLE REGRESSION ANALYSIS 
Correlations 
Correlations 
 BI_IoT TTF FC PFC TC SI EE PE 
BI_IoT 
Pearson Correlation 1 .517** .564** -.560** .510** .789** .490** .512** 
Sig. (2-tailed)  .000 .000 .000 .000 .000 .000 .000 
N 282 282 282 282 282 282 282 282 
TTF 
Pearson Correlation .517** 1 .266** -.246** .281** .502** .429** .439** 
Sig. (2-tailed) .000  .000 .000 .000 .000 .000 .000 
N 282 282 282 282 282 282 282 282 
FC 
Pearson Correlation .564** .266** 1 -.798** .697** .513** .331** .338** 
Sig. (2-tailed) .000 .000  .000 .000 .000 .000 .000 
N 282 282 282 282 282 282 282 282 
PFC 
Pearson Correlation -.560** -.246** -.798** 1 .697** .513** .331** .338** 
Sig. (2-tailed) .000 .000 .000  .000 .000 .000 .000 
N 282 282 282 282 282 282 282 282 
TC 
Pearson Correlation .510** .281** .697** .697** 1 .523** .296** .310** 
Sig. (2-tailed) .000 .000 .000 .000  .000 .000 .000 
N 282 282 282 282 282 282 282 282 
SI 
Pearson Correlation .789** .502** .513** .513** .523** 1 .742** .750** 
Sig. (2-tailed) .000 .000 .000 .000 .000  .000 .000 
N 282 282 282 282 282 282 282 282 
EE 
Pearson Correlation .490** .429** .331** .331** .296** .742** 1 .907** 
Sig. (2-tailed) .000 .000 .000 .000 .000 .000  .000 
N 282 282 282 282 282 282 282 282 
PE 
Pearson Correlation .512** .439** .338** .338** .310** .750** .797** 1 
Sig. (2-tailed) .000 .000 .000 .000 .000 .000 .000  
N 282 282 282 282 282 282 282 282 























1 .564a 0.315 0.318 0.72576 0.697 105.211 6 275 0 
a. Predictors: (Constant), PE, TC, TTF, PFC, SI, EE 
b. Dependent Variable: BI_IoT 
 
Model Sum of Squares df Mean Square F Sig. 
1 Regression 150.558 6 25.093 105.211 .000b 
Residual 65.588 275 .239     










Zero-order Partial Part Tolerance VIF
(Constant) -0.499 0.197 -2.536 0.012 -0.887 -0.112
TTF 0.184 0.04 0.177 4.578 0.000** 0.105 0.263 0.517 0.266 0.152 0.737 1.075
PFC 0.526 0.052 0.459 10.074 0.000** 0.136 0.352 0.564 0.26 0.148 0.484 1.076
TC 0.47 0.057 0.396 8.275 0.000** -0.143 0.084 0.51 -0.031 -0.017 0.467 1.085
SI 0.875 0.051 0.708 17.104 0.000** 0.807 1.102 0.789 0.609 0.423 0.301 1.337
EE 0.342 0.055 0.329 6.179 0.000** -0.353 -0.02 0.49 -0.132 -0.073 0.168 1.225





















Model Eigenvalue Condition Index 
Variance Proportions 
(Constant) TTF PFC TC SI EE PE 
1 
1 6.877 1 0 0 0 0 0 0 0 
2 0.05 11.737 0.02 0.01 0.08 0.08 0 0.04 0.03 
3 0.032 14.6 0.01 0.2 0.03 0.01 0 0.02 0.01 
4 0.018 19.528 0.96 0.13 0.07 0.04 0.01 0 0 
5 0.011 25.096 0 0.01 0.15 0.64 0.05 0 0 
6 0.008 29.303 0.01 0.04 0 0.23 0.23 0.07 0.05 
7 0.004 40.587 0 0 0 0 0 0.07 0.07 








(Constant) TTF PFC TC SI EE PE 
1 
1 6.877 1 0 0 0 0 0 0 0 
2 0.05 11.737 0.02 0.01 0.08 0.08 0 0.04 0.03 
3 0.032 14.6 0.01 0.2 0.03 0.01 0 0.02 0.01 
4 0.018 19.528 0.96 0.13 0.07 0.04 0.01 0 0 
5 0.011 25.096 0 0.01 0.15 0.64 0.05 0 0 
6 0.008 29.303 0.01 0.04 0 0.23 0.23 0.07 0.05 










Model Eigenvalue Condition Index 
Variance Proportions 
(Constant) TTF PFC TC SI EE PE 
1 
1 6.877 1 0 0 0 0 0 0 0 
2 0.05 11.737 0.02 0.01 0.08 0.08 0 0.04 0.03 
3 0.032 14.6 0.01 0.2 0.03 0.01 0 0.02 0.01 
4 0.018 19.528 0.96 0.13 0.07 0.04 0.01 0 0 
5 0.011 25.096 0 0.01 0.15 0.64 0.05 0 0 
6 0.008 29.303 0.01 0.04 0 0.23 0.23 0.07 0.05 
7 0.004 40.587 0 0 0 0 0 0.07 0.07 
a. Dependent Variable: BI_IoT 
 
Descriptive Statistics 
 Mean Std. Deviation N 
BI_IoT 3.7979 .87704 282 
PE 3.7952 .81492 282 












 BI_IoT PE TTF 
Pearson Correlation 
BI_IoT 1.000 .512 .517 
PE .512 1.000 .439 
TTF .517 .439 1.000 
Sig. (1-tailed) 
BI_IoT . .000 .000 
PE .000 . .000 
TTF .000 .000 . 
N 
BI_IoT 282 282 282 
PE 282 282 282 








1 PEb . Enter 
2 TTFb . Enter 
a. Dependent Variable: BI_IoT 

















1 .512a 0.262 0.259 0.75493 0.262 99.257 1 280 0 
2 .606b 0.368 0.363 0.69992 0.106 46.746 1 279 0 
a. Predictors: (Constant), PE 







Model Sum of Squares df Mean Square F Sig. 
1 
Regression 56.568 1 56.568 99.257 .000b 
Residual 159.577 280 .570   
Total 216.145 281    
2 
Regression 79.468 2 39.734 81.110 .000c 
Residual 136.677 279 .490   
Total 216.145 281    
a. Dependent Variable: BI_IoT 
b. Predictors: (Constant), PE 


















Partial Part Tolerance VIF 
1 
(Constant) 1.708 0.215   7.964 0           
PE 0.551 0.055 0.512 9.963 0 0.512 0.512 0.512 1 1 
2 
(Constant) 0.914 0.23   3.969 0           
PE 0.379 0.057 0.352 6.651 0 0.512 0.37 0.317 0.807 1.239 
TTF 0.376 0.055 0.362 6.837 0 0.517 0.379 0.325 0.807 1.239 
 a. Dependent Variable: BI_IoT 
 
Excluded Variablesa  









1 TTF .362b 6.837 0 0.379 0.807 1.239 0.807 
 a. Dependent Variable: BI_IoT 







Model Dimension Eigenvalue Condition 
Index 
Variance Proportions 
(Constant) PE TTF 
1 
1 1.978 1.000 .01 .01 
 
2 .022 9.437 .99 .99 
 
2 
1 2.953 1.000 .00 .00 .00 
2 .025 10.795 .03 .54 .87 
3 .022 11.637 .97 .45 .13 
a. Dependent Variable: BI_IoT 
 
Descriptive Statistics 
 Mean Std. Deviation N 
BI_IoT 3.7979 .87704 282 
EE 3.8200 .84244 282 
TTF 3.8369 .84423 282 
 
Correlations 
 BI_IoT EE TTF 
Pearson Correlation 
BI_IoT 1.000 .490 .517 
EE .490 1.000 .429 
TTF .517 .429 1.000 
Sig. (1-tailed) 
BI_IoT . .000 .000 
EE .000 . .000 
TTF .000 .000 . 
N 
BI_IoT 282 282 282 
EE 282 282 282 














1 EEb . Enter 
2 TTFb . Enter 
a. Dependent Variable: BI_IoT 
b. All requested variables entered. 




















1 .490a 0.24 0.237 0.76588 0.24 88.489 1 280 0 
2 .596b 0.356 0.351 0.70657 0.115 49.981 1 279 0 
a. Predictors: (Constant), EE 
b. Predictors: (Constant), EE, TTF 
 
ANOVAa 






Regression 51.905 1 51.905 88.489 .000b 
Residual 164.240 280 .587   
Total 216.145 281    
2 
Regression 76.858 2 38.429 76.975 .000c 
Residual 139.288 279 .499   
Total 216.145 281    
a. Dependent Variable: BI_IoT 
b. Predictors: (Constant), EE 























Partial Part Tolerance VIF 
1 
(Constant) 1.849 0.212   8.716 0           
EE 0.51 0.054 0.49 9.407 0 0.49 0.49 0.49 1 1 
2 
(Constant) 0.991 0.23   4.306 0           
EE 0.342 0.055 0.329 6.179 0 0.49 0.347 0.297 0.816 1.225 
TTF 0.391 0.055 0.376 7.07 0 0.517 0.39 0.34 0.816 1.225 
a. Dependent Variable: BI_IoT 
 











1 TTF .376b 7.07 0 0.39 0.816 1.225 0.816 
a. Dependent Variable: BI_IoT 









(Constant) EE TTF 
1 
1 1.977 1.000 .01 .01  
2 .023 9.194 .99 .99  
2 
1 2.951 1.000 .00 .00 .00 
2 .026 10.585 .00 .73 .70 
3 .022 11.497 1.00 .27 .30 








 Mean Std. Deviation N 
BI_IoT 3.7979 .87704 282 
SI 3.8307 .70956 282 
TTF 3.8369 .84423 282 
 
Correlations 
 BI_IoT SI TTF 
Pearson Correlation 
BI_IoT 1.000 .789 .517 
SI .789 1.000 .502 
TTF .517 .502 1.000 
Sig. (1-tailed) 
BI_IoT . .000 .000 
SI .000 . .000 
TTF .000 .000 . 
N 
BI_IoT 282 282 282 
SI 282 282 282 








1 SIb . Enter 
2 TTFb . Enter 
a. Dependent Variable: BI_IoT 























1 .789a 0.623 0.622 0.53954 0.623 462.52 1 280 0 
2 .801b 0.642 0.64 0.52635 0.019 15.204 1 279 0 
a. Predictors: (Constant), SI 












Regression 134.638 1 134.638 462.515 .000b 
Residual 81.508 280 .291   
Total 216.145 281    
2 
Regression 138.850 2 69.425 250.591 .000c 
Residual 77.295 279 .277   
Total 216.145 281    
a. Dependent Variable: BI_IoT 
b. Predictors: (Constant), SI 



















Partial Part Tolerance VIF 
1 
(Constant) 0.061 0.177   0.345 0.73           
SI 0.976 0.045 0.789 21.506 0 0.789 0.789 0.789 1 1 
2 
(Constant) -0.199 0.185   -1.075 0.283           
SI 0.875 0.051 0.708 17.104 0 0.789 0.715 0.612 0.748 1.337 
TTF 0.168 0.043 0.161 3.899 0 0.517 0.227 0.14 0.748 1.337 
a. Dependent Variable: BI_IoT 
Excluded Variablesa  
 













a. Dependent Variable: BI_IoT 






Model Dimension Eigenvalue Condition Index Variance Proportions 
(Constant) SI TTF 
1 
1 1.983 1.000 .01 .01 
 
2 .017 10.908 .99 .99 
 
2 
1 2.960 1.000 .00 .00 .00 
2 .024 11.154 .40 .05 .90 
3 .016 13.537 .59 .95 .10 
a. Dependent Variable: BI_IoT 
 
Descriptive Statistics 
 Mean Std. Deviation N 
BI_IoT 3.7979 .87704 282 
TC 3.8989 .73878 282 
TTF 3.8369 .84423 282 
 
Correlations 
 BI_IoT TC TTF 
Pearson Correlation 
BI_IoT 1.000 .510 .517 
TC .510 1.000 .281 
TTF .517 .281 1.000 
Sig. (1-tailed) 
BI_IoT . .000 .000 
TC .000 . .000 
TTF .000 .000 . 
N 
BI_IoT 282 282 282 
TC 282 282 282 








1 TCb . Enter 
2 TTFb . Enter 
a. Dependent Variable: BI_IoT 


























1 .510a 0.26 0.257 0.75585 0.26 98.332 1 280 0 
2 .642b 0.412 0.408 0.67506 0.152 72.035 1 279 0 
a. Predictors: (Constant), TC 
b. Predictors: (Constant), TC, TTF 
 
ANOVAa 
Model Sum of 
Squares 
df Mean Square F Sig. 
1 
Regression 56.178 1 56.178 98.332 .000b 
Residual 159.967 280 .571   
Total 216.145 281    
2 
Regression 89.005 2 44.502 97.657 .000c 
Residual 127.141 279 .456   
Total 216.145 281    
a. Dependent Variable: BI_IoT 
b. Predictors: (Constant), TC 


















Partial Part Tolerance VIF 
1 
(Constant) 1.438 0.242   5.938 0           
TC 0.605 0.061 0.51 9.916 0 0.51 0.51 0.51 1 1 
2 
(Constant) 0.347 0.252   1.38 0.169           
TC 0.47 0.057 0.396 8.275 0 0.51 0.444 0.38 0.921 1.085 
TTF 0.422 0.05 0.406 8.487 0 0.517 0.453 0.39 0.921 1.085 

















1 TTF .406b 8.487 0 0.453 0.921 1.085 0.921 
a. Dependent Variable: BI_IoT 
b. Predictors in the Model: (Constant), TC 
 
Collinearity Diagnosticsa 




(Constant) TC TTF 
1 
1 1.983 1 0.01 0.01   
2 0.017 10.668 0.99 0.99   
2 
1 2.953 1 0 0 0 
2 0.03 9.92 0.04 0.35 0.88 
3 0.017 13.371 0.96 0.64 0.11 
a. Dependent Variable: BI_IoT 
 
Descriptive Statistics 
 Mean Std. Deviation N 
BI_IoT 3.7979 .87704 282 
PFC 3.9069 .76452 282 










 BI_IoT PFC TTF 
Pearson Correlation 
BI_IoT 1.000 .564 .517 
PFC .564 1.000 .266 
TTF .517 .266 1.000 
Sig. (1-tailed) 
BI_IoT . .000 .000 
PFC .000 . .000 
TTF .000 .000 . 
N 
BI_IoT 282 282 282 
PFC 282 282 282 








1 PFCb . Enter 
2 TTFb . Enter 
a. Dependent Variable: BI_IoT 





















1 .564a 0.318 0.315 0.72576 0.318 130.35 1 280 0 
2 .680b 0.463 0.459 0.64511 0.145 75.388 1 279 0 
a. Predictors: (Constant), PFC 















Regression 68.661 1 68.661 130.354 .000b 
Residual 147.484 280 .527   
Total 216.145 281    
2 
Regression 100.035 2 50.018 120.186 .000c 
Residual 116.110 279 .416   
Total 216.145 281    
a. Dependent Variable: BI_IoT 
b. Predictors: (Constant), PFC 


















Partial Part Tolerance VIF 
1 
(Constant) 1.272 0.225   5.642 0           
PFC 0.647 0.057 0.564 11.417 0 0.564 0.564 0.564 1 1 
2 
(Constant) 0.167 0.237   0.705 0.481           
PFC 0.526 0.052 0.459 10.074 0 0.564 0.516 0.442 0.929 1.076 
TTF 0.411 0.047 0.395 8.683 0 0.517 0.461 0.381 0.929 1.076 













1 TTF .395b 8.683 0 0.461 0.929 1.076 0.929 
a. Dependent Variable: BI_IoT 







Model Dimension Eigenvalue Condition 
Index 
Variance Proportions 
(Constant) PFC TTF 
1 
1 1.981 1.000 .01 .01 
 
2 .019 10.335 .99 .99 
 
2 
1 2.952 1.000 .00 .00 .00 
2 .031 9.754 .02 .41 .83 
3 .017 13.114 .97 .59 .17 
a. Dependent Variable: BI_IoT 
 
Descriptive Statistics 
 Mean Std. Deviation N 
BI_IoT 3.7979 .87704 282 
FC 3.9069 .76452 282 
TTF 3.8369 .84423 282 
 
Correlations 
 BI_IoT FC TTF 
Pearson Correlation 
BI_IoT 1.000 .564 .517 
FC .564 1.000 .266 
TTF .517 .266 1.000 
Sig. (1-tailed) 
BI_IoT . .000 .000 
FC .000 . .000 
TTF .000 .000 . 
N 
BI_IoT 282 282 282 
FC 282 282 282 








1 FCb . Enter 
2 TTFb . Enter 
a. Dependent Variable: BI_IoT 

























1 .564a 0.318 0.315 0.72576 0.318 130.35 1 280 0 
2 .680b 0.463 0.459 0.64511 0.145 75.388 1 279 0 
a. Predictors: (Constant), FC 
b. Predictors: (Constant), FC, TTF 
 
ANOVAa 






Regression 68.661 1 68.661 130.354 .000b 
Residual 147.484 280 .527   
Total 216.145 281    
2 
Regression 100.035 2 50.018 120.186 .000c 
Residual 116.110 279 .416   
Total 216.145 281    
a. Dependent Variable: BI_IoT 
b. Predictors: (Constant), FC 


















Partial Part Tolerance VIF 
1 
(Constant) 1.272 0.225   5.642 0           
FC 0.647 0.057 0.564 11.417 0 0.564 0.564 1 1 1 
2 
(Constant) 0.167 0.237   0.705 0.481           
FC 0.526 0.052 0.459 10.074 0 0.564 0.516 0 0.9 1 
TTF 0.411 0.047 0.395 8.683 0 0.517 0.461 0 0.9 1 
















1 TTF .395b 8.683 0 0.461 0.929 1.076 0.929 
a. Dependent Variable: BI_IoT 
b. Predictors in the Model: (Constant), FC 
 
Collinearity Diagnosticsa 
Model Dimension Eigenvalue Condition 
Index 
Variance Proportions 
(Constant) FC TTF 
1 
1 1.981 1.000 .01 .01  
2 .019 10.335 .99 .99  
2 
1 2.952 1.000 .00 .00 .00 
2 .031 9.754 .02 .41 .83 
3 .017 13.114 .97 .59 .17 







APPENDIX E  
 
HIERACHICAL REGRESSION ANALYSIS – TTF  - UTAUT FACTORS & 
BEHAVIOR INTENTION IOT 
 














a. All requested variables entered. 

















1 .511a 0.262 0.222 1.82544 0.262 99.25 6 275 0 
2 .607b 0.368 0.312 1.72576 0.106 46.746 1 274 0 
3 .625c 0.391 0.354 1.78732 0.023 10.51 6 268 0.001 
a. Predictors: (Constant), TC,SI,FC, PFC,EE,PE 
b. Predictors: (Constant), TC,SI,FC, PFC,EE,PE,TTF 


















Regression 150.558 6 25.093 105.21 .000a 
Residual 65.588 275 0.239     
Total 216.145 281       
2 
Regression 180.558 7 25.093 105.21 .000b 
Residual 35.588 274 0.239     
Total 216.145 281       
3 
Regression 185.878 13 25.093 105.21 .000c 
Residual 30.267 269 0.239     
Total 216.145 281       
a. Predictors: (Constant), TC,SI,FC, PFC,EE,PE 
b. Predictors: (Constant), TC,SI,FC, PFC,EE,PE,TTF 
c. Predictors: (Constant),TC,SI,FC, 
PFC,EE,PE,TTF,TCxTTF,SIxTTF,FCxTTF,PFCxTTF,EExTTF,PExTTF 























Beta Tolerance VIF 
1 
(Constant) -0.499 0.197   -2.536 0.012     
FC 0.184 0.04 0.56 4.578 0 0.737 1.075 
PFC 0.526 0.052 0.564 10.074 0 0.484 1.076 
TC 0.47 0.057 0.51 8.275 0 0.467 1.085 
SI 0.875 0.051 0.789 17.104 0 0.301 1.337 
EE 0.342 0.055 0.49 6.179 0 0.168 1.225 
PE 0.379 0.057 0.512 6.651 0 0.163 1.225 
  (Constant) -0.406 0.197   -2.878 0.028     
  FC 0.274 0.04 0.409 4.578 0.012 0.737 2.333 
  PFC 0.326 0.052 0.459 10.074 0.001 0.484 1.111 
  TC 0.67 0.057 0.396 8.275 0 0.467 1.089 
  SI 0.574 0.051 0.708 17.104 0.003 0.301 1.444 
  EE 0.332 0.055 0.329 6.179 0 0.168 1.243 
  PE 0.489 0.057 0.352 6.651 0.01 0.163 2.223 
  TTF 0.875 0.051 0.789 17.104 0 0.301 2.511 
  (Constant) 0.274 0.114   -3.978 0.002     
  FC 0.436 0.432 0.233 6.552 0.522 0.122 2.351 
  PFC 0.67 0.314 -0.406 4.766 0.764 0.222 1.243 
  TC 0.68 0.222 0.51 9.333 0.686 0.168 2.223 
  SI 0.574 0.051 0.789 14.34 0.101 0.163 2.511 
  EE 0.489 0.055 0.654 7.543 0.823 0.484 1.211 
  PE 0.51 0.057 -0.656 7.83 0.771 0.467 3.333 
  TTF -0.406 0.051 0.445 -6.756 0 0.301 2.232 
  PExTTF 0.274 0.197 -0.678 4.578 .060* 0.441 3.331 
  EExTTF 0.326 0.04 -0.802 10.074 .073* 0.563 2.225 
  SIxTTF 0.67 0.052 -0.061 8.275 0.326 0.211 4.555 
  FCxTTF -0.543 0.197 0.524 8.275 .022* 0.711 2.076 
  TCxTTF -0.666 0.04 0.345 17.104 0.67 0.334 5.085 
  PFCxTTF -0.556 0.052 0.524 6.179 .038* 0.344 3.337 














TC,SI,FC, PFC,EE,PEb . Enter 






a. All requested variables entered. 
b.  Dependent Variable: BI_IoT 
 














a .262 .222 1.82544 .262 99.250 6 275 .000 
2 .607
b .368 .312 1.72576 .106 46.746 1 274 .000 
3 .625c .391 .354 1.78732 .023 10.510 6 268 .001 
a. Predictors: (Constant), TC,SI,FC, PFC,EE,PE 
b. Predictors: (Constant), TC,SI,FC, PFC,EE,PE,TTF 



















Regression 150.558 6 25.093 105.211 .000a 
Residual 65.588 275 0.239     
Total 216.145 281       
2 
Regression 180.558 7 25.093 105.211 .000b 
Residual 35.588 274 0.239     
Total 216.145 281       
3 
Regression 185.878 13 25.093 105.211 .000c 
Residual 30.267 269 0.239     
Total 216.145 281       
a. Predictors: (Constant), TC,SI,FC, PFC,EE,PE 
b. Predictors: (Constant), TC,SI,FC, PFC,EE,PE,TTF 

























Beta Tolerance VIF 
1 
(Constant) -0.499 0.197   -2.536 0.012     
FC 0.184 0.04 0.56 4.578 0 0.737 1.075 
PFC 0.526 0.052 0.564 10.074 0 0.484 1.076 
TC 0.47 0.057 0.51 8.275 0 0.467 1.085 
SI 0.875 0.051 0.789 17.104 0 0.301 1.337 
EE 0.342 0.055 0.49 6.179 0 0.168 1.225 
PE 0.379 0.057 0.512 6.651 0 0.163 1.225 
  (Constant) -0.406 0.197   -2.878 0.028     
  FC 0.274 0.04 0.409 4.578 0.012 0.737 2.333 
  PFC 0.326 0.052 0.459 10.074 0.001 0.484 1.111 
  TC 0.67 0.057 0.396 8.275 0 0.467 1.089 
  SI 0.574 0.051 0.708 17.104 0.003 0.301 1.444 
  EE 0.332 0.055 0.329 6.179 0 0.168 1.243 
  PE 0.489 0.057 0.352 6.651 0.01 0.163 2.223 
  TTF 0.875 0.051 0.789 17.104 0 0.301 2.511 
  (Constant) 0.274 0.114   -3.978 0.002     
  FC 0.436 0.432 0.233 6.552 0.522 0.122 2.351 
  PFC 0.67 0.314 -0.406 4.766 0.764 0.222 1.243 
  TC 0.68 0.222 0.51 9.333 0.686 0.168 2.223 
  SI 0.574 0.051 0.789 14.34 0.101 0.163 2.511 
  EE 0.489 0.055 0.654 7.543 0.823 0.484 1.211 
  PE 0.51 0.057 -0.656 7.83 0.771 0.467 3.333 
  TTF -0.406 0.051 0.445 -6.756 0 0.301 2.232 
  PExTTF 0.274 0.197 -0.678 4.578 .060* 0.441 3.331 
  EExTTF 0.326 0.04 -0.802 10.074 .073* 0.563 2.225 
  SIxTTF 0.67 0.052 -0.061 8.275 0.326 0.211 4.555 
  FCxTTF -0.543 0.197 0.524 8.275 .022* 0.711 2.076 
  TCxTTF -0.666 0.04 0.345 17.104 0.67 0.334 5.085 
  PFCxTTF -0.556 0.052 0.524 6.179 .038* 0.344 3.337 







 Mean Std. 
Deviation 
N 
BI_IoT 3.7979 .87704 282 
PE 3.7952 .81492 282 
TTF 3.8369 .84423 282 
PExTTF 14.8629 4.67616 282 
 
Correlations 
 BI_IoT PE TTF PExTTF 
Pearson Correlation 
BI_IoT 1.000 .512 .517 .557 
PE .512 1.000 .439 .814 
TTF .517 .439 1.000 .839 
PExTTF .557 .814 .839 1.000 
Sig. (1-tailed) 
BI_IoT . .000 .000 .000 
PE .000 . .000 .000 
TTF .000 .000 . .000 
PExTTF .000 .000 .000 . 
N 
BI_IoT 282 282 282 282 
PE 282 282 282 282 
TTF 282 282 282 282 











1 PEb . Enter 
2 TTFb . Enter 
3 PExTTFb . Enter 
a. Dependent Variable: BI_IoT 
b. All requested variables entered. 
 
Model Summary 













1 .512a .262 .259 .75493 .262 99.257 1 
2 .606b .368 .363 .69992 .106 46.746 1 











Model Change Statistics 
df2 Sig. F 
Change 
1 280a .000 
2 279b .000 
3 278c .001 
a. Predictors: (Constant), PE 
b. Predictors: (Constant), PE, TTF 
c. Predictors: (Constant), PE, TTF, PExTTF 
 
ANOVAa 






Regression 56.568 1 56.568 99.257 .000b 
Residual 159.577 280 .570 
  
Total 216.145 281 
   
2 
Regression 79.468 2 39.734 81.110 .000c 
Residual 136.677 279 .490 
  
Total 216.145 281 
   
3 
Regression 84.447 3 28.149 59.420 .000d 
Residual 131.698 278 .474 
  
Total 216.145 281 
   
a. Dependent Variable: BI_IoT 
b. Predictors: (Constant), PE 
c. Predictors: (Constant), PE, TTF 


















PE .551 .055 .512 9.963 .000 .512 
2 




PE .379 .057 .352 6.651 .000 .512 
TTF .376 .055 .362 6.837 .000 .517 
3 




PE .782 .136 .727 5.737 .000 .512 
TTF .797 .140 .767 5.671 .000 .517 





















PE .370 .317 




PE .325 .269 
TTF .322 .265 
PExTTF -.191 -.152 
a. Dependent Variable: BI_IoT 
 
Excluded Variablesa 






TTF .362b 6.837 .000 .379 .807 
PExTTF .416b 4.900 .000 .281 .337 
2 PExTTF -.678c -3.242 .001 -.191 .050 
a. Dependent Variable: BI_IoT 
b. Predictors in the Model: (Constant), PE 





 Mean Std. 
Deviation 
N 
BI_IoT 3.7979 .87704 282 
EE 3.8200 .84244 282 
TTF 3.8369 .84423 282 
EExTTF 14.9610 4.77000 282 
 
Correlations 
 BI_IoT EE TTF EExTTF 
Pearson Correlation 
BI_IoT 1.000 .490 .517 .545 
EE .490 1.000 .429 .821 
TTF .517 .429 1.000 .830 
EExTTF .545 .821 .830 1.000 
Sig. (1-tailed) 
BI_IoT . .000 .000 .000 
EE .000 . .000 .000 
TTF .000 .000 . .000 
EExTTF .000 .000 .000 . 
N 
BI_IoT 282 282 282 282 
EE 282 282 282 282 
TTF 282 282 282 282 











1 EEb . Enter 
2 TTFb . Enter 
3 EExTTFb . Enter 
a. Dependent Variable: BI_IoT 
b. All requested variables entered. 
 
Model Summary 










F Change df1 
1 .490a .240 .237 .76588 .240 88.489 1 
2 .596b .356 .351 .70657 .115 49.981 1 
3 .621c .386 .379 .69120 .030 13.541 1 
 
Model Summary 
Model Change Statistics 
df2 Sig. F 
Change 
1 280a .000 
2 279b .000 
3 278c .000 
a. Predictors: (Constant), EE 
b. Predictors: (Constant), EE, TTF 





Model Sum of 
Squares 
df Mean Square F Sig. 
1 
Regression 51.905 1 51.905 88.489 .000b 
Residual 164.240 280 .587 
  
Total 216.145 281 
   
2 
Regression 76.858 2 38.429 76.975 .000c 
Residual 139.288 279 .499 
  
Total 216.145 281 
   
3 
Regression 83.327 3 27.776 58.137 .000d 
Residual 132.818 278 .478 
  
Total 216.145 281 
   
a. Dependent Variable: BI_IoT 
b. Predictors: (Constant), EE 
c. Predictors: (Constant), EE, TTF 

























EE .510 .054 .490 9.407 .000 .490 
2 




EE .342 .055 .329 6.179 .000 .490 
TTF .391 .055 .376 7.070 .000 .517 
3 




EE .817 .140 .785 5.837 .000 .490 
TTF .879 .143 .846 6.136 .000 .517 
















(Constant)   
EE .490 .490 
2 
(Constant)   
EE .347 .297 
TTF .390 .340 
3 
(Constant)   
EE .330 .274 
TTF .345 .289 
EExTTF -.216 -.173 
a. Dependent Variable: BI_IoT 
 
Excluded Variablesa 






TTF .376b 7.070 .000 .390 .816 
EExTTF .436b 4.985 .000 .286 .327 
2 EExTTF -.802c -3.680 .000 -.216 .047 
a. Dependent Variable: BI_IoT 
b. Predictors in the Model: (Constant), EE 





 Mean Std. Deviation N 
BI_IoT 3.7979 .87704 282 
SI 3.8307 .70956 282 
TTF 3.8369 .84423 282 
SIxTTF 14.9976 4.57128 282 
 
Correlations 
 BI_IoT SI TTF SIxTTF 
Pearson Correlation 
BI_IoT 1.000 .789 .517 .717 
SI .789 1.000 .502 .815 
TTF .517 .502 1.000 .879 
SIxTTF .717 .815 .879 1.000 
Sig. (1-tailed) 
BI_IoT . .000 .000 .000 
SI .000 . .000 .000 
TTF .000 .000 . .000 
SIxTTF .000 .000 .000 . 
N 
BI_IoT 282 282 282 282 
SI 282 282 282 282 
TTF 282 282 282 282 












1 SIb . Enter 
2 TTFb . Enter 
3 SIxTTFb . Enter 
a. Dependent Variable: BI_IoT 
b. All requested variables entered. 
 
Model Summary 










F Change df1 
1 .789a .623 .622 .53954 .623 462.515 1 
2 .801b .642 .640 .52635 .019 15.204 1 
3 .802c .643 .639 .52718 .000 .118 1 
 
Model Summary 
Model Change Statistics 
df2 Sig. F Change 
1 280a .000 
2 279b .000 
3 278c .732 
a. Predictors: (Constant), SI 
b. Predictors: (Constant), SI, TTF 











Regression 134.638 1 134.638 462.515 .000b 
Residual 81.508 280 .291 
  
Total 216.145 281 
   
2 
Regression 138.850 2 69.425 250.591 .000c 
Residual 77.295 279 .277 
  
Total 216.145 281 
   
3 
Regression 138.883 3 46.294 166.572 .000d 
Residual 77.263 278 .278 
  
Total 216.145 281 
   
a. Dependent Variable: BI_IoT 
b. Predictors: (Constant), SI 
c. Predictors: (Constant), SI, TTF 

























SI .976 .045 .789 21.506 .000 .789 
2 




SI .875 .051 .708 17.104 .000 .789 
TTF .168 .043 .161 3.899 .000 .517 
3 




SI .913 .121 .739 7.534 .000 .789 
TTF .208 .124 .200 1.677 .095 .517 
















(Constant)   
SI .789 .789 
2 
(Constant)   
SI .715 .612 
TTF .227 .140 
3 
(Constant)   
SI .412 .270 
TTF .100 .060 
SIxTTF -.021 -.012 
a. Dependent Variable: BI_IoT 
 
Excluded Variablesa 






TTF .161b 3.899 .000 .227 .748 
SIxTTF .219b 3.519 .001 .206 .336 
2 SIxTTF -.061c -.343 .732 -.021 .041 
a. Dependent Variable: BI_IoT 
b. Predictors in the Model: (Constant), SI 





 Mean Std. 
Deviation 
N 
BI_IoT 3.7979 .87704 282 
TC 3.8989 .73878 282 
TTF 3.8369 .84423 282 
TCxTT
F 
15.1342 4.69855 282 
 
Correlations 
 BI_IoT TC TTF TCxTTF 
Pearson Correlation 
BI_IoT 1.000 .510 .517 .640 
TC .510 1.000 .281 .725 
TTF .517 .281 1.000 .837 
TCxTTF .640 .725 .837 1.000 
Sig. (1-tailed) 
BI_IoT . .000 .000 .000 
TC .000 . .000 .000 
TTF .000 .000 . .000 
TCxTTF .000 .000 .000 . 
N 
BI_IoT 282 282 282 282 
TC 282 282 282 282 
TTF 282 282 282 282 











1 TCb . Enter 
2 TTFb . Enter 
3 TCxTTFb . Enter 
a. Dependent Variable: BI_IoT 
b. All requested variables entered. 
 
Model Summary 










F Change df1 
1 .510a .260 .257 .75585 .260 98.332 1 
2 .642b .412 .408 .67506 .152 72.035 1 
3 .645c .416 .410 .67360 .005 2.212 1 
 
Model Summary 
Model Change Statistics 
df2 Sig. F Change 
1 280a .000 
2 279b .000 
3 278c .138 
a. Predictors: (Constant), TC 
b. Predictors: (Constant), TC, TTF 





Model Sum of 
Squares 
df Mean Square F Sig. 
1 
Regression 56.178 1 56.178 98.332 .000b 
Residual 159.967 280 .571 
  
Total 216.145 281 
   
2 
Regression 89.005 2 44.502 97.657 .000c 
Residual 127.141 279 .456 
  
Total 216.145 281 
   
3 
Regression 90.008 3 30.003 66.124 .000d 
Residual 126.137 278 .454 
  
Total 216.145 281 
   
a. Dependent Variable: BI_IoT 
b. Predictors: (Constant), TC 
c. Predictors: (Constant), TC, TTF 
















t Sig. Correlations 
B Std. Error Beta Zero-order 
1 




TC .605 .061 .510 9.916 .000 .510 
2 




TC .470 .057 .396 8.275 .000 .510 
TTF .422 .050 .406 8.487 .000 .517 
3 




TC .252 .157 .212 1.600 .111 .510 
TTF .175 .173 .169 1.013 .312 .517 






















TC .444 .380 




TC .095 .073 
TTF .061 .046 
TCxTTF .089 .068 
a. Dependent Variable: BI_IoT 
 
Excluded Variablesa 






TTF .406b 8.487 .000 .453 .921 
TCxTTF .571b 8.575 .000 .457 .474 
2 TCxTTF .345c 1.487 .138 .089 .039 
a. Dependent Variable: BI_IoT 
b. Predictors in the Model: (Constant), TC 






 Mean Std. Deviation N 
BI_IoT 3.7979 .87704 282 
PFC 3.9069 .76452 282 
TTF 3.8369 .84423 282 
PFCxTTF 15.1613 4.83296 282 
 
Correlations 
 BI_IoT PFC TTF PFCxTTF 
Pearson Correlation 
BI_IoT 1.000 .564 .517 .681 
PFC .564 1.000 .266 .732 
TTF .517 .266 1.000 .825 
PFCxTTF .681 .732 .825 1.000 
Sig. (1-tailed) 
BI_IoT . .000 .000 .000 
PFC .000 . .000 .000 
TTF .000 .000 . .000 
PFCxTTF .000 .000 .000 . 
N 
BI_IoT 282 282 282 282 
PFC 282 282 282 282 
TTF 282 282 282 282 











1 PFCb . Enter 
2 TTFb . Enter 
3 PFCxTTFb . Enter 
a. Dependent Variable: BI_IoT 
b. All requested variables entered. 
 
Model Summary 
Model R R Square Adjusted 
R Square 





F Change df1 
1 .564a .318 .315 .72576 .318 130.354 1 
2 .680b .463 .459 .64511 .145 75.388 1 
3 .687c .473 .467 .64037 .010 5.147 1 
 
Model Summary 
Model Change Statistics 
df2 Sig. F Change 
1 280a .000 
2 279b .000 
3 278c .024 
a. Predictors: (Constant), PFC 
b. Predictors: (Constant), PFC, TTF 





Model Sum of 
Squares 
df Mean Square F Sig. 
1 
Regression 68.661 1 68.661 130.354 .000b 
Residual 147.484 280 .527 
  
Total 216.145 281 
   
2 
Regression 100.035 2 50.018 120.186 .000c 
Residual 116.110 279 .416 
  
Total 216.145 281 
   
3 
Regression 102.146 3 34.049 83.031 .000d 
Residual 114.000 278 .410 
  
Total 216.145 281 
   
a. Dependent Variable: BI_IoT 
b. Predictors: (Constant), PFC 
c. Predictors: (Constant), PFC, TTF 

























PFC .647 .057 .564 11.417 .000 .564 
2 




PFC .526 .052 .459 10.074 .000 .564 
TTF .411 .047 .395 8.683 .000 .517 
3 




PFC .194 .155 .169 1.253 .211 .564 
TTF .041 .169 .040 .245 .807 .517 















(Constant)   
PFC .564 .564 
2 
(Constant)   
PFC .516 .442 
TTF .461 .381 
3 
(Constant)   
PFC .075 .055 
TTF .015 .011 
PFCxTTF .135 .099 
a. Dependent Variable: BI_IoT 
 
Excluded Variablesa 






TTF .395b 8.683 .000 .461 .929 
PFCxTTF .578b 9.048 .000 .476 .464 
2 PFCxTTF .524c 2.269 .024 .135 .036 
a. Dependent Variable: BI_IoT 
b. Predictors in the Model: (Constant), PFC 





 Mean Std. Deviation N 
BI_IoT 3.7979 .87704 282 
FC 3.9069 .76452 282 
TTF 3.8369 .84423 282 
FCxTTF 15.1613 4.83296 282 
 
Correlations 
 BI_IoT FC TTF FCxTTF 
Pearson Correlation 
BI_IoT 1.000 .564 .517 .681 
FC .564 1.000 .266 .732 
TTF .517 .266 1.000 .825 
FCxTTF .681 .732 .825 1.000 
Sig. (1-tailed) 
BI_IoT . .000 .000 .000 
FC .000 . .000 .000 
TTF .000 .000 . .000 
FCxTTF .000 .000 .000 . 
N 
BI_IoT 282 282 282 282 
FC 282 282 282 282 
TTF 282 282 282 282 












1 FCb . Enter 
2 TTFb . Enter 
3 FCxTTFb . Enter 
a. Dependent Variable: BI_IoT 
b. All requested variables entered. 
 
Model Summary 









F Change df1 
1 .564a .318 .315 .72576 .318 130.354 1 
2 .680b .463 .459 .64511 .145 75.388 1 
3 .687c .473 .467 .64037 .010 5.147 1 
 
Model Summary 
Model Change Statistics 
df2 Sig. F Change 
1 280a .000 
2 279b .000 
3 278c .024 
a. Predictors: (Constant), FC 
b. Predictors: (Constant), FC, TTF 





Model Sum of 
Squares 
df Mean Square F Sig. 
1 
Regression 68.661 1 68.661 130.354 .000b 
Residual 147.484 280 .527 
  
Total 216.145 281 
   
2 
Regression 100.035 2 50.018 120.186 .000c 
Residual 116.110 279 .416 
  
Total 216.145 281 
   
3 
Regression 102.146 3 34.049 83.031 .000d 
Residual 114.000 278 .410 
  
Total 216.145 281 
   
a. Dependent Variable: BI_IoT 
b. Predictors: (Constant), FC 
c. Predictors: (Constant), FC, TTF 

























FC .647 .057 .564 11.417 .000 .564 
2 




FC .526 .052 .459 10.074 .000 .564 
TTF .411 .047 .395 8.683 .000 .517 
3 




FC .194 .155 .169 1.253 .211 .564 
TTF .041 .169 .040 .245 .807 .517 















(Constant)   
FC .564 .564 
2 
(Constant)   
FC .516 .442 
TTF .461 .381 
3 
(Constant)   
FC .075 .055 
TTF .015 .011 
FCxTTF .135 .099 
a. Dependent Variable: BI_IoT 
 
Excluded Variablesa 






TTF .395b 8.683 .000 .461 .929 
FCxTTF .578b 9.048 .000 .476 .464 
2 FCxTTF .524c 2.269 .024 .135 .036 
a. Dependent Variable: BI_IoT 
b. Predictors in the Model: (Constant), FC 




APPENDIX F  
 
QUESTIONNAIRES 
SECTION A: BACKGROUND OF YOUR INTERNET OF THINGS  SENSOR USAGE
Please answer [√ ] only one answer for the following questions.
A1. A1. At present, overall how often do you use the Internet?
(Please√ only one answer)
a Don’t use at all
b Use about once each month
c Use a few times a month
d Use about once each week e Use a few times a week
f Use five to six times a week
g Use about once a day
h Use several times a day i Other (please specify)…………….
A2. A2. What is your self-assessment about using the Internet? (Please √ only one answer)
 a Low experience                                b M oderate experience                                           c  High experience
A3. Gender
[ a ] Male                             [ b ] F emale
 A4. Age (years)
[ a ]15-29 years                  [ b ] 30-39 ye ars                   [ c  ] 40-49 years                           [ d ] 50 ye ars up 
Please rate the extent to which you agree with each statement below.
 (Please check √ the most appropriate option for each statement below)
1= Strongly Disagree         5= Strongly Agree
B. SECTION B: 
Please rate the extent to which you agree with each statement below.
 (Please check √ the most appropriate option for each statement below)
1= Strongly Disagree         5= Strongly Agree
B1. PERFORMANCE EXPECTANCY (PE) about using the Internet of Things
In conducting aquaculture affairs / activities
PE1 Using IoT sensor would improve my performance 1 2 3 4 5
PE2 Using IoT sensor would save my time 1 2 3 4 5
PE3 I would use IoT sensor in my workplace 1 2 3 4 5
PE4 I would find IoT sensor useful
B2. EFFORT EXPECTANCY (EE) about using the Internet of Things Sensors
EE1 Learning IoT sensor is easy for me 1 2 3 4 5
EE2 Becoming skillful at using IoT sensor is easy for me 1 2 3 4 5
EE3 Interaction with IoT sensor is easy for me 1 2 3 4 5
EE4 I would find using IoT sensor is easy for me 1 2 3 4 5
B3.  SOCIAL INFLUENCE (SI) about using the Internet of Things Sensors
SI1 People who are important to me think that I should use IoT 1 2 3 4 5
SI2 People who are familiar with me think that I should use IoT 1 2 3 4 5
SI3 People who influence my behavior think that I should use IoT 1 2 3 4 5
SI4 Most people surrounding with me use IoT 1 2 3 4 5
B4. FACILITATING CONDITIONS (FC) about using Internet of Things Sensors
FC1 My living environment supports me to use IoT 1 2 3 4 5
FC2 My working environment supports me to use IoT 1 2 3 4 5
FC3 Using IoT is compatible with my life 1 2 3 4 5
FC4 Help is available when I get problem in using IoT 1 2 3 4 5
B5. PERCEIVED ADAPTIVITY (PA) about using Internet of Things Sensors
PA1  IoT service can be changed to meet my need 1 2 3 4 5
PA2 IoT service will do my need at any given moment 1 2 3 4 5
PA3 IoT service will help me when necessary 1 2 3 4 5




B6. COMPLEXITY (C) about using the Internet of Things Sensors
C1 Working with the IoT is complicated, it is difficult to understand what is going on 1 2 3 4 5
C2 Using the IoT involves too much time doing mechanical operations 1 2 3 4 5
C3 It takes too long to learn how to use the IoT to make it worth the effort 1 2 3 4 5
C4 In general, the IoT is very complex to use 1 2 3 4 5
B7. PERCEIVED FINANCIAL COST (PFC) about using the Internet of Things Sensors
PFC1 The cost of using IoT is higher than using other banking channels 1 2 3 4 5
PFC2 The fee or rental or buying is expensive when using IoT 1 2 3 4 5
PFC3 IoT setup to causing me lot of money 1 2 3 4 5
PFC4 Using IoT services is a cost burden to me 1 2 3 4 5
B8. TASK TECHNOLOGY FIT (TTF) about using the Internet of Things Sensors
TTF1 In helping complete my tasks, the IoT functions are enough 1 2 3 4 5
TTF2 In helping complete my tasks, the IoT functions are appropriate 1 2 3 4 5
TTF3 In general, the functions of IoT fully meet my needs 1 2 3 4 5
B9. BEHAVIOR INTENTION (BI) to use Internet of Things Sensors
BI1 I prefer to using IoT 1 2 3 4 5
BI2 I intend to use IoT system 1 2 3 4 5
BI3 I would use IoT system 1 2 3 4 5  
 
