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Abstract
Similarity-based clustering and semi-supervised learning methods separate the data into
clusters or classes according to the pairwise similarity between the data, and the pairwise
similarity is crucial for their performance. In this paper, we propose a novel discriminative
similarity learning framework which learns discriminative similarity for either data cluster-
ing or semi-supervised learning. The proposed framework learns classifier from each hy-
pothetical labeling, and searches for the optimal labeling by minimizing the generalization
error of the learned classifiers associated with the hypothetical labeling. Kernel classifier
is employed in our framework. By generalization analysis via Rademacher complexity, the
generalization error bound for the kernel classifier learned from hypothetical labeling is
expressed as the sum of pairwise similarity between the data from different classes, pa-
rameterized by the weights of the kernel classifier. Such pairwise similarity serves as the
discriminative similarity for the purpose of clustering and semi-supervised learning, and
discriminative similarity with similar form can also be induced by the integrated squared
error bound for kernel density classification. Based on the discriminative similarity induced
by the kernel classifier, we propose new clustering and semi-supervised learning methods.
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1. Introduction
Similarity-based clustering and semi-supervised learning methods segment the data based
on the similarity measure between the data points. Regarding to similarity-based data
clustering, spectral clustering (Ng et al., 2001) identifies clusters of complex shapes lying
on some low dimensional manifolds by normalized graph Laplacian from a data similarity
matrix. Pairwise clustering method (Shental et al., 2003) uses message-passing algorithm
to infer the cluster labels in a pairwise undirected graphical model with the pairwise po-
tential function constructed from a similarity matrix. K-means (Hartigan and Wong, 1979)
searches for data clusters by a local minimum of sum of within-cluster dissimilarities.
The representative similarity-based semi-supervised learning algorithm is label propa-
gation (Zhu et al., 2003; Zhou et al., 2003), which is effective and widely used. With a
predefined similarity graph, it determines the labels of unlabeled data by the minimization
of the objective function over the similarity graph defined as sum of the product of pairwise
similarity and the squared label difference. Therefore, label propagation encourages local
smoothness of the labels according to the edge weight of the similarity graph. The typical
label propagation algorithm (Zhu et al., 2003) renders a harmonic solution which can also
be interpreted by random walks from unlabeled data to the labeled data.
The success of similarity-based learning method highly depends on the underlying pair-
wise similarity over the data, which in most cases are constructed empirically, e.g. by Gaus-
sian kernel or the K-Nearest-Neighbor (KNN) graph. In this paper, we present a discrim-
inative similarity learning framework for clustering and semi-supervised learning wherein
the discriminative similarity is derived as the generalization error bound for the kernel
classifier learned from hypothetical labeling. When the popular Support Vector Machines
(SVMs) is used in this framework, unsupervised SVM (Xu et al., 2004) is deduced for the
unsupervised case, and Semi-Supervised or Transductive SVMs (Vapnik, 1998; Joachims,
1999; Chapelle et al., 2008) is deduced for the semi-supervised learning case. A kernel clas-
sifier motivated by similarity learning (Balcan et al., 2008; Cortes et al., 2013) is used in
our framework. By generalization analysis via Rademacher complexity, the generalization
error bound for the kernel classifier learned from hypothetical labeling is expressed as the
sum of pairwise similarity between the data from different classes. Such pairwise similarity,
parameterized by the weights of the learned kernel classifier, serves as the discriminative
similarity induced by this generalization bound for clustering and semi-supervised learning.
Although similarity is often used to quantify the local affinity between the data, the term
“discriminative similarity” here means the similarity to be learned that improve the dis-
criminative capability of some classification method such as the mentioned kernel classifier.
Moreover, we prove that discriminative similarity with the same form can also be induced
by the error bound for the integrated squared error of kernel density classification.
Our discriminative similarity learning framework is related to a class of discriminative
clustering methods which classify unlabeled data by various measures on the discriminative
unsupervised classifiers, and the measures include generalization error (Xu et al., 2004) or
the entropy of the posterior distribution of the label (Gomes et al., 2010). Discriminative
clustering methods (Xu et al., 2004) predict the labels of unlabeled data by minimizing
the generalization error bound for the unsupervised classifier. (Xu et al., 2004) proposes
Unsupervised SVMs which learns a binary classifier to partition unlabeled data with the
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maximum margin between different clusters. The theoretical properties of unsupervised
SVMs are analyzed in (Karnin et al., 2012). (Gomes et al., 2010) learns the kernel logistic
regression classifier regularized by the entropy of the posterior distribution of the class label.
The paper is organized as follows. We introduce the formulation of the discriminative
similarity learning framework in Section 2, and then derive the generalization error bound for
the kernel classifier learned from hypothetical labeling in Section 3 where the discriminative
similarity is induced by the error bound, and Section 4 shows that a discriminative similarity
can also be induced by kernel density classification. The application of the discriminative
similarity learning framework to data clustering and semi-supervised learning is shown in
Section 6, and we conclude the paper in Section 7. Throughout this paper the term kernel
standards for PSD kernel if no special notes are made.
2. Discriminative Similarity Framework
2.1 Discriminative Similarity Framework for Clustering
The discriminative clustering literature (Xu et al., 2004; Gomes et al., 2010) has demon-
strated the potential of multi-class classification for the clustering problem. Inspired by
the natural connection between clustering and classification, we proposes the framework of
learning discriminative similarity for clustering by unsupervised classification which models
the clustering problem as a multi-class classification problem: a classifier is learned from
the training data built by a hypothetical labeling, which can be any possible cluster label-
ing. The optimal hypothetical labeling is supposed to be the one such that its associated
classifier has the minimum generalization error bound. To study the generalization bound
for the classifier learned from hypothetical labeling, the concept of classification model is
needed. Given unlabeled data {xl}nl=1, a classification model MY is constructed for any
hypothetical labeling Y = {yl}nl=1 as below:
Definition 1 The classification model corresponding to the hypothetical labeling Y = {yi}ni=l+1
for clustering is defined as MY = (S,P, f). S = {xi, yi}ni=1 are the labeled data by the hy-
pothetical labeling, and S are assumed to be i.i.d. samples drawn from the joint distribution
PXY over the data X ∈ IRd and its class label Y ∈ {1, 2, ..., c}. P is the family comprised
of all such distributions, i.e. P = {PXY : S i.i.d.∼ PXY }. f is a classifier learned using the
training data S. The generalization error of the classification model MY is defined as the
generalization error of the classifier f in MY .
The optimal hypothetical labeling minimizes the generalization error bound for the classi-
fication model. With f being different classifiers, different discriminative clustering models
can be derived. When SVMs is used in the above discriminative model, unsupervised SVM
(Xu et al., 2004) is obtained. When two nonparametric classifiers, i.e. the nearest neighbor
classifier and the plug-in classifier, are used in this framework, the unsupervised classifica-
tion method in (Yang et al., 2014) is recovered.
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2.2 Discriminative Similarity Framework for Semi-Supervised Learning
Similar to the case of clustering, the discriminative similarity framework for semi-supervised
learning also searches for the optimal hypothetical labeling such that the associated classifier
has minimum generalization error bound.
Suppose the data {x1, . . . ,xl,xl+1, . . . ,xn} ⊆ IRd are comprised of labeled and unlabeled
set, the first l points have labels ℓi ∈ {1, . . . , c} for 1 ≤ i ≤ l and c is the number of classes.
In the following text, yi is the label of xi for i ∈ {1, . . . , n}, and yi = ℓi for i ∈ {1, . . . , l}.
Given any hypothetical labeling Y = {yi}ni=l+1 for the unlabeled data, the classification
model for semi-supervised learning is defined as below:
Definition 2 The classification model corresponding to the hypothetical labeling Y = {yi}ni=l+1
for semi-supervised learning is defined as MY = (S,P, f). S = {xi, yi}ni=1 are the labeled
data by the hypothetical labeling, and S are assumed to be i.i.d. samples drawn from the
joint distribution PXY over the data X ∈ IRd and its class label Y ∈ {1, 2, ..., c}. P is the
family comprised of all such distributions, i.e. P = {PXY : S i.i.d.∼ PXY }. f is a classifier
learned using the training data S. The generalization error of the classification model MY
is defined as the generalization error of the classifier f in MY .
Our framework of learning discriminative similarity for semi-supervised learning model
searches for the optimal hypothetical labeling that minimizes the generalization error bound
for the classification model defined above. Different specific discriminative semi-supervised
learning models can be derived with f being different classifiers. For example, when SVMs
is used, a model with the same optimization problem as the well known Semi-Supervised
or Transductive SVMs (Vapnik, 1998; Joachims, 1999; Chapelle et al., 2008) is obtained 1.
2.3 Discriminative Similarity induced by Kernel Classifier
We employ kernel classifier in the proposed discriminative similarity learning framework
in Section 2.1 and Section 2.2, so as to induce the discriminative similarity parameterized
with learnable weights of the kernel classifier. The kernel classifier is designed based on
similarity learning methods. Balcan et al. (Balcan et al., 2008) proposes a classification
method using general similarity functions, and the classification rule measures the similarity
of the test data to each class then assigns the test data to the class such that the weighed
average of the similarity between the test data and the training data belonging to that
class is maximized over all the classes. In (Cortes et al., 2013), kernel function is used as
the similarity function, and the generalization error of a kernel classifier is derived using a
properly defined kernel margin, wherein the classifier uses average instead of weighed average
when computing point-to-class similarity. Inspired by these similarity learning methods, we
propose hypothesis h(·, y) to measure the similarity of datum x to class y and it uses kernel
as the similarity function:
h(x, y) =
∑
i : yi=y
αiKh(x − xi) (1)
where Kh(x) = exp(−‖x‖
2
2
2h2
) is the isotropic Gaussian kernel (with the constant that makes
unit integral omitted) with bandwidth h, {αi}ni=1 are the nonnegative weights that sum up
1. Note that Transductive SVMs, despite its name, also learns a inductive rule
4
Discriminative Similarity for Clustering and Semi-Supervised Learning
to 1. Instead of the expectation-based similarity in (Balcan et al., 2008), hypothesis h is
a the finite sample-based similarity between datum x and class y, leading to a tractable
optimization problem, as shown in the next section. The similarity-based kernel classifier
f predicts the label of the datum x as the one for which the point-to-class similarity is
maximized, i.e. f(x) = argmaxy∈{1,...,c} h(x, y).
The generalization error bound for the kernel classifier is derived in the following section.
Note that we only need to derive the error bound for the kernel classifiers in the discrimi-
native similarity framework for clustering. The reason is that the error bound for clustering
also applies to the case of semi-supervised learning, as a certain amount of given labels do
not affect the derivation of the generalization bound.
3. Discriminative Similarity from Generalization Bound for Kernel
Classifier
In this section, the generalization error bound for the classification model in Definition 1
and Definition 2 with the kernel classifier is derived as a sum of discriminative similarity
between the data from different classes.
To analyze the generalization bound for the kernel classifier f , the following nota-
tions are introduced. Let α = [α1, . . . ,αn]
⊤ be the nonzero weights that sum up to 1,
α
(y) be a n × 1 column vector representing the weights belonging to class y such that
α
(y)
i is αi if y = yi, and 0 otherwise. The margin of the labeled sample (x, y) is de-
fined as mh(x, y) = h(x, y)− argmaxy′ 6=y h(x, y′), the sample (x, y) is classified correctly if
mh(x, y) ≥ 0. We then derive the generalization error bound for f using the Rademacher
complexity of the function class comprised of all the possible margin functions mh. The
Rademacher complexity (Bartlett and Mendelson, 2003; Koltchinskii, 2001) of a function
class is defined below:
Definition 3 Let {σi}ni=1 be n i.i.d. random variables such that Pr[σi = 1] = Pr[σi =
−1] = 12 . The Rademacher complexity of a function class A is defined as
R(A) = IE{σi},{xi}
[
sup
h∈A
| 1
n
n∑
i=1
σih(xi)|
]
(2)
Let K be the gram matrix of the data by the kernel Kh with Kij = Kh(xi − xj). Based on
the generalization analysis by Koltchinskii and Panchenko (2002), Theorem 1 presents the
generalization error bound for the unsupervised kernel classifier f using the empirical error
and the Rademacher complexity of the function class H. Inspired by the regularization
on multiclass kernel-based vector machines (Crammer and Singer, 2001), we propose the
regularization term Ω(α) =
c∑
y=1
α
(y)⊤Kα(y) which is required to be bounded by B2 for
some B > 0. Denote by Hy the space of all the hypothesis h(·, y) associated with label y,
i.e.
Hy = {(x, y)→
∑
i : yi=y
αiKh(x− xi) : α ≥ 0,1⊤α = 1,Ω(α) ≤ B2}, 1 ≤ y ≤ c (3)
and define the hypothesis space H = {(x, y) → mh(x, y) : h(x, y) ∈ Hy}. Lemma 1 shows
that the Rademacher complexity of the properly defined functional class H is bounded by
the regularization term Ω(α) with a large probability:
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Lemma 1 Define Ω(α) =
c∑
y=1
α
(y)⊤Kα(y). When Ω(α) ≤ B2 where B is a positive con-
stant, with probability at least 1 − δ over the data {xi}ni=1, the Rademacher complexity of
the function space H satisfies
R(H) ≤ (2c− 1)c√
n
B +
√
2Bc(2c− 1)
√
ln 2
δ
2n
(4)
With the bounded Rademacher complexity of the function class H, Theorem 1 presents
the generalization error bound for the kernel classifier f in the discriminative similarity
learning framework.
Theorem 1 (Error of the Kernel Classifier) Given the classification modelMY = (S, PXY , f)
in Definition 1 or Definition 2, if Ω(α) ≤ B2, then with probability 1−δ over the labeled data
S with respect to any distribution in PXY , the generalization error of the kernel classifier f
satisfies
R(f) = Pr [Y 6= f(X)] ≤ Rˆn(f) + 8(2c− 1)c
γ
√
n
B +
(8√2Bc(2c− 1)
γ
+ 1
)√ ln 4
δ
2n
(5)
where Rˆn(f) =
1
n
n∑
i=1
Φ
(h(xi,yi)− ∑
y 6=yi
h(xi,y)
γ
)
is the empirical error of f on the labeled data,
γ > 0 is a constant and Φ is defined as
Φ(x) =


1 x < 0
1− x 0 ≤ x ≤ 1
0 x > 1
(6)
Moreover, if γ ≥ c− 1, the empirical error Rˆn(f) is
Rˆn(f) = 1− 1
nγ
n∑
i,j=1
αi +αj
2
Kh(xi − xj) + 1
nγ
n∑
1≤i<j≤n
2(αi +αj)Kh(xi − xj)1Iyi 6=yj (7)
With the error bound in Theorem 1, searching for the optimal hypothetical labeling Y
amounts to solving the following optimization problem
min
α∈Λ,Y={yi}ni=1
n∑
1≤i<j≤n
2(αi + αj)Kh(xi − xj)1Iyi 6=yj −
n∑
i,j=1
αi +αj
2
Kh(xi − xj) + λΩ(α) (8)
Where Λ = {α : α ≥ 0,1⊤α = 1} is the feasible set for the weights of the kernel classifier,
and λ > 0 is a weighting parameter. Similar to the optimization problem of SVMs (Vapnik,
1998; Joachims, 1999), there is a balancing parameter λ that balances between the empirical
error and the regularization term. Substituting Ω(α) into (8),
min
α∈Λ,Y={yi}ni=1
n∑
1≤i<j≤n
Skerij 1Iyi 6=yj −
n∑
i,j=1
αi +αj
2
Kh(xi − xj) + λα⊤Kα (9)
where
Skerij = 2(αi +αj − λαiαj)Kh(xi − xj), 1 ≤ i, j ≤ n (10)
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λ is tuned such that Skerij ≥ 0, e.g. λ ≤ 2. The first term of the objective function
(9) is
n∑
1≤i<j≤n
Skerij Kh(xi − xj)1Iyi 6=yj , which is the sum of similarity between the data from
different classes with Skerij being the discriminative similarity between xi and xj induced by
the generalization error bound (5). In the next section, it is shown that the discriminative
similarity with the same form as that induced by our generalization analysis, namely (10),
can also be induced from the perspective of kernel density classification by kernel density
estimators with nonuniform weights. It supports the theoretical justification for the induced
discriminative similarity (10) in this section.
4. A Kernel Density Classification Perspective
The discriminative similarity can also be induced from kernel density classification with
varying weights on the data, and binary classification is considered in this section. For any
classification model MY = (S, PXY , f) with hypothetical labeling Y and the labeled data
S = {xi, yi}ni=1, suppose the joint distribution PXY over X ×{1, 2} has probabilistic density
function p(x, y). Let PX be the induced marginal distribution over the data with proba-
bilistic density function p(x). Robust kernel density estimation methods (Girolami and He,
2003; Kim and Scott, 2008; Mahapatruni and Gray, 2011; Kim and Scott, 2012) suggest the
following kernel density estimator where the kernel contributions of different data points
are reflected by different nonnegative weights that sum up to 1:
pˆ(x) = τ0
n∑
i=1
αiKh(x− xi),1⊤α = 1,α ≥ 0 (11)
where τ0 =
1
(2pi)d/2hd
. Based on (11), it is straightforward to obtain the following kernel
density estimator of the density function p(x, y):
pˆ(x, y) = τ0
∑
i:yi=y
αiKh(x− xi) (12)
Kernel density classifier is learnt from the labeled data S and constructed by kernel density
estimators (12). Kernel density classifier resembles the Bayes classifier, and it classifies the
test data x based on the conditional label distribution P (Y |X = x), or equivalently, x is
assigned to class 1 if pˆ(x, 1) − pˆ(x, 2) ≥ 0, otherwise it is assigned to class 2. Intuitively,
it is preferred that the decision function rˆ(x,α) = pˆ(x, 1) − pˆ(x, 2) is close to the true
Bayes decision function r = p(x, 1) − p(x, 2). (Girolami and He, 2003; Kim and Scott,
2008) propose to use Integrated Squared Error (ISE) as the metric to measure the distance
between the kernel density estimators and their true counterparts, and the oracle inequality
is obtained that relates the performance of the L2 classifier in (Kim and Scott, 2008) to the
best possible performance of kernel density classifier in the same category. ISE is adopted
in our analysis of kernel density classification, and the ISE between the decision function rˆ
and the true Bayes decision function r is defined as
ISE(rˆ, r) = ‖rˆ − r‖2L2 =
∫
IRd
(rˆ − r)2dx (13)
The upper bound for the ISE ISE(r, rˆ) also induces discriminative similarity between
the data from different classes, which is presented in the following theorem.
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Theorem 2 Let n1 =
∑
i=1
1Iyi=1 and n2 =
∑
i=1
1Iyi=2. With probability at least 1−2n2 exp
(−
2(n−1)ε2)−2n exp (−2nε2) over the labeled data S, the ISE between the decision function
rˆ(x,α) and the true Bayes decision function r(x) satisfies
ISE(rˆ, r) ≤ τ0
n
ˆISE(rˆ, r) + τ1K(α) + 2τ0
( 1
n− 1 + ε
)
(14)
where
ˆISE(rˆ, r) = 4
∑
1≤i<j≤n
(αi +αj)Kh(xi − xj)1Iyi 6=yj −
n∑
i,j=1
(αi +αj)Kh(xi − xj) (15)
K(α) = α⊤(K√2h)α− 4
∑
1≤i<j≤n
αiαjK√2h(xi − xj)1Iyi 6=yj (16)
and K√2h is the gram matrix evaluated on the data {xi}ni=1 with the kernel K√2h.
Let λ1 > 0 be a weighting parameter, then the cost function ˆISE + λ1K(α), designed
according to the empirical term ISE(rˆ, r) and the regularization term K(α) in the ISE
error bound (14), can be expressed as
ˆISE + λ1K(α) ≤
∑
1≤i<j≤n
4(αi +αj − λ1αiαj)Kh(xi − xj)1Iyi 6=yj −
n∑
i,j=1
(αi +αj)Kh(xi − xj) + λ1α⊤K√2hα
wherein the first term is comprised of sum of similarity between data from different classes
with similarity Siseij = 4(αi + αj − λ1αiαj)Kh(xi − xj), and Siseij is the discriminative
similarity induced by the ISE bound for kernel density classification. Note that Siseij has the
same form as the discriminative similarity Skerij (10) induced by the kernel classifier in our
discriminative similarity learning framework, up to a scaling constant and the choice of the
balancing parameter.
5. Extension to General Similarity-Based Classifier
We now consider using a general symmetric and continuous function S : X × X → [−1, 1]
as the similarity function in the classification model in Definition 1 or Definition 2 which is
not necessarily a PSD kernel. The hypothesis h(·, y) becomes hS(x, y) =
∑
i : yi=y
αiS(x,xi).
In order to analyze the generalization property of the classification rule using the general
similarity function, we first investigate the properties of general similarity function and its
relationship to PSD kernels in terms of eigenvalues and eigenfunctions of the associated
integral operator. The integral operator (LSf)(x) =
∫
S(x, t)f(t)dt is well defined. It can
be verified that LS is a compact operator since S is continuous. According to the spectral
theorem in operator theory, there exists an orthogonal basis {φ1, φ2, . . .} of L2 which are
the eigenfunctions of LS , where L2 is the space of measurable functions which are defined
over X and square Lebesgue integrable. φk is the eigenfunction of LS with eigenvalue λk if
LSφk = λkφk. The following lemma shows that under certain assumption on the eigenvalues
and eigenfunctions of LS , a general symmetric and continuous similarity can be decomposed
into two PSD kernels.
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Lemma 2 Suppose S : X ×X → [−1, 1] is a symmetric continuous function, and {λk} and
{φk} are the eigenvalues and eigenfunctions of LS respectively. Suppose
∑
k≥1
λk|φk(x)|2 < C
for some constant C > 0. Then S(x, t) =
∑
k≥1
λkφk(x)φk(t) for any x, t ∈ X , and it can be
decomposed as the difference between two positive semi-definite kernels, namely S(x, t) =
S+(x, t)− S−(x, t) with
S+(x, t) =
∑
k : λk≥0
λkφk(x)φk(t) S
−(x, t) =
∑
k:λk<0
|λk|φk(x)φk(t) (17)
Remark 1 If S is a kernel, i.e. all of the eigenvalues of LS are nonnegative, then
∑
k≥1
λk|φk(x)|2
is bounded by a constant (Cucker and Zhou, 2007). Also, when S(x, ·) is square Lebesgue in-
tegrable,
∑
k≥1
|λkφk(x)|2 <∞. Lemma 2 allows for general similarity function with negative
eigenvalues if
∑
k≥1
λk|φk(x)|2 is bounded.
Resembling the case that kernel serves as the similarity function in Section 3, we use the
regularization term to bound the Rademacher complexity for the classification rule using
general similarity function. Let Ω+(α) =
c∑
y=1
α
(y)⊤S+α(y) and Ω−(α) =
c∑
y=1
α
(y)⊤S−α(y)
with [S+]ij = S
+(xi,xj) and [S
−]ij = S−(xi,xj). Similar to the analysis of kernel classifier,
the space Hy of all the hypothesis h(·, y) associated with label y is defined as
HS,y = {(x, y)→
∑
i : yi=y
αiS(x,xi) : α ≥ 0,1⊤α = 1,Ω+(α) ≤ B+2,Ω−(α) ≤ B−2}, 1 ≤ y ≤ c
(18)
with positive number B+ and B− which bounds Ω+ and Ω− respectively. Let the mar-
gin function be mhS(x, y) = hS(x, y) − argmaxy′ 6=y hS(x, y′), the hypothesis space be
HS = {(x, y) → mhS(x, y) : h(x, y) ∈ HS,y}, and the general similarity-based classifier
fS predicts the label of the datum x by fS(x) = argmaxy∈{1,...,c} hS(x, y). We then present
the main results in this section, which show the bound for the Rademacher complexity
of the hypothesis space, i.e. R(HS), and the generalization error of unsupervised general
similarity-based classifier fS.
Lemma 3 Suppose the assumptions in Lemma 2 hold. Define Ω+(α) =
c∑
y=1
α
(y)⊤S+α(y)
and Ω−(α) =
c∑
y=1
α
(y)⊤S−α(y). When Ω+(α) ≤ B+2,Ω−(α) ≤ B−2 for positive constants
B+ and B−, supx∈X |S+(x,x)| ≤ R2, supx∈X |S−(x,x)| ≤ R2 for some R > 0, then with
probability at least 1− δ over the data {xi}ni=1, the Rademacher complexity of the class HS
satisfies
R(HS) ≤ R(2c− 1)c(B
+ +B−)√
n
+ 2c(2c− 1)(B+ +B−)R2
√
ln 2
δ
2n
(19)
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Theorem 3 (Error of the General Similarity-Based Classifier) Suppose the assumptions
in Lemma 2 hold. Given the classification model MY = (S, PXY , fS) in Definition 1 or
Definition 2, if Ω+(α) ≤ B+2, Ω−(α) ≤ B−2, then with probability 1 − δ over the labeled
data S with respect to any distribution in PXY , under the assumptions of Lemma 2 and
Lemma 3 on S, S+ and S−, the generalization error of the general classifier fS satisfies
R(fS) = Pr [Y 6= fS(X)] ≤ Rˆn(fS) + 8R(2c− 1)c(B
+ +B−)
γ
√
n
+ (
16c(2c− 1)(B+ +B−)R2
γ
+ 1)
√
log 4
δ
2n
(20)
where Rˆn(fS) =
1
n
n∑
i=1
Φ
(hS(xi,yi)− ∑
y 6=yi
hS(xi,y)
γ
)
is the empirical error of fS on the labeled
data, γ > 0 is a constant and Φ is defined in (6). Moreover, if γ ≥ c, the empirical error
Rˆn(fS) is
Rˆn(fS) = 1− 1
nγ
n∑
i,j=1
αi +αj
2
S(xi,xj) +
1
nγ
n∑
1≤i<j≤n
2(αi +αj)S(xi,xj)1Iyi 6=yj (21)
Remark 2 When S is a kernel, e.g. S = Kh, it can be verified that S
− ≡ 0, S = S+,
Ω+(α) = Ω(α) so we can let B+ = B, B− = 0, and it follows that the dominant term
Rˆn(fS) +
8R(2c−1)c(B++B−)
γ
√
n
in the error bound (20) for general similarity function reduces
to Rˆn(f)+
8(2c−1)cB
γ
√
n
, the dominant term in the bound (5) for kernel classifier (with R = 1).
Remark 3 When the decomposition S = S+ − S− exists and S+, S− are PSD kernels, S
is the kernel of some Reproducing Kernel Kre˘ın Space (RKKS) (Mary, 2003). (Ong et al.,
2004; Loosli et al., 2016) analyze the problem of learning SVM-style classifiers with indef-
inite kernels from the Kre˘ın space. However, their work does not show when and how an
indefinite and general similarity function can have PSD decomposition, as well as the gen-
eralization analysis for the similarity-based classifier using such general indefinite function
as similarity measure. Our analysis deals with these problems in Lemma 2 and Theorem 3.
Minimizing the above bound for general continuous similarity leads to the formulation that
minimizes Rˆn(fS) + λ
(
Ω+(α) + Ω−(α)
)
, i.e.
min
α,Y : α≥0,1⊤α=1,Y={yi}ni=1
n∑
1≤i<j≤n
Ssimij 1Iyi 6=yj −
n∑
i,j=1
αi +αj
2
S(xi,xj) + λ(α
⊤S+α+α⊤S−α)
(22)
where λ > 0 is the weighting parameter for the regularization term Ω+(α) + Ω−(α), and
Ssimij = 2(αi +αj)S(xi,xj)− 2λαiαjS+(xi,xj)− 2λαiαjS−(xi,xj), 1 ≤ i, j ≤ n (23)
is the discriminative similarity between data from different classes, which is induced by
the generalization error bound for the general similarity-based classifier fS. When S is a
kernel, S− ≡ 0, S = S+, then Ssimij reduces to Skerij in (10), the similarity induced by the
kernel classifier.
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Remark 4 (Similarity Machines: SVM-Type Classifier with General Similarity Function)
Traditional Kernel Support Vector Machines (Kernel SVMs), one of the most representative
of Kernel Machine methods, maps the data into a infinite dimensional Reproducing Ker-
nel Hilbert Space (RKHS) associated with the chosen kernel, and learn max-margin linear
classifier in RKHS. The mapping function is a Mercer Kernel in most cases, which is sym-
metric, continuous and positive semi-definite. The past several decades have witnessed the
great success of SVMs in solid theoretical foundation of statistical learning, and broad appli-
cations in a vast regime of machine learning, pattern recognition. However, the requirement
of positive semi-definiteness for Mercer Kernel substantially restricts the feasibility of SVMs
for learning max-margin classifier with general similarity function which is not necessarily a
Mercer kernel. Based on Lemma 2, we can propose Similarity Machines as a generalization
of Kernel SVMs, which is a framework of learning maximum margin classifier with general
similarity function S which is symmetric but not necessarily positive semi-definite. Simi-
larity Machines has generalization error bound which reduces to the canonical error bound
for Kernel SVMs when the similarity function is in fact a PSD kernel. The parameters of
Similarity Machines can be obtained by minimizing the objective function based on its error
bound. More details about the generalization analysis of Similarity Machines are included
in the appendix of this paper.
6. Applications
In this section, we present new clustering and semi-supervised learning method using the
discriminative similarity induced by the kernel classifier.
6.1 Application to Data Clustering
We propose a novel data clustering method named Clustering by Discriminative Similarity
via Kernel classification (CDSK) which is based on our discriminative similarity learning
framework with kernel classifier. CDSK aims to minimize (9). However, problem (9) in-
volves minimization with respect to discrete cluster labels Y = {yi} which is NP-hard. In
addition, it potentially results in a trivial solution which puts all the data in a single clus-
ter due to the lack of constraints on the cluster balance. Therefore, (9) is relaxed in the
proposed optimization problem for CDSK below:
min
α∈Λ,Y∈IRn×c
Tr(Y⊤LkerY)−
n∑
i,j=1
αi +αj
2
Kh(xi − xj) + λα⊤Kα s.t. Y⊤DkerY = In (24)
where Λ = {α : α ≥ 0,1⊤α = 1}, [Sker]ij = Skerij , Lker = Dker−Sker is the graph Laplacian
computed with Sker, Dker is a diagonal matrix with each diagonal element being the sum
of the corresponding row of Sker: [Dker]ii =
n∑
j=1
Skerij , In is a n × n identity matrix. Note
that when each column of Y is a binary membership indicator vector for the corresponding
cluster, Tr(Y⊤LkerY) =
n∑
1≤i<j≤n
Sij1Iyi 6=yj . Similar to spectral clustering (Ng et al., 2001),
the constraint Y⊤DkerY = In prevents imbalanced data clusters.
Problem (24) is optimized by coordinate descent. In each iteration of coordinate descent,
optimization with respect toY is performed with fixed α, which is exactly the same problem
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as that of spectral clustering with a solution formed by the smallest c eigenvectors of the
normalized graph Laplacian (Dker)−1/2Lker(Dker)−1/2; then the optimization with respect
to α is performed with fixed Y, which is a standard constrained quadratic programming
problem. The iteration of coordinate descent proceeds until convergence or the maximum
iteration number is achieved.
6.2 Application to Semi-Supervised Learning
We also propose a new semi-supervised learning method based on Label Propagation using
the Discriminative Similarity induced by the Kernel classification (LPDSK). The formula-
tion of LPDSK is
min
α∈Λ,Y∈IRn×c
Tr(Y⊤LkerY)−
n∑
i,j=1
αi +αj
2
Kh(xi − xj) + λα⊤Kα s.t. Yij = Fij for 1 ≤ i ≤ l
(25)
where F is a matrix of n× c with its elements set by the given labels, i.e. Fij = 1 if xi has
label yi = j for 1 ≤ i ≤ l, otherwise Fij = 0.
Similar to the case of clustering, Problem (25) is also optimized by coordinate descent.
In each iteration of coordinate descent, optimization with respect to Y is performed with
fixed α. With the block representation F =
[
Fl
Fu
]
, Y =
[
Yl
Yu
]
, L =
[
Lkerll L
ker
lu
Lkerul L
ker
uu
]
where Fl and Yl are of size l × c , Lkerll is of size l × l and Lkerlu is of size l × (n − l), it can
be verified that this subproblem admits a closed form solution Yu = −(Lkeruu )−1Lkerul Fl when
Lkeruu is invertible; the optimization with respect to α is the same as the case of clustering
for problem (24). The iteration of coordinate descent proceeds until convergence or the
maximum iteration number is achieved.
7. Conclusions
We propose a novel discriminative similarity learning framework wherein the discrimina-
tive similarity is induced by the generalization error bound for the classifier learned from
hypothetical labeling, and the optimal hypothetical labeling is pursued by minimizing the
generalization bound for the associated classifier. A kernel classifier is employed in the
proposed framework. The learnable weights in discriminative similarity induced by the
kernel classifier allows for adaptive similarity accommodating the local variation of the
data. We also analyze the generalization property of similarity-based classifier with general
continuous similarity function rather than a PSD kernel. We present new clustering and
semi-supervised learning method based on the discriminative similarity learning framework
with the kernel classifier, i.e. clustering by discriminative similarity via kernel classifica-
tion (CDSK) and label propagation by discriminative similarity via kernel classification
(LPDSK).
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8. Appendix
8.1 Proof of Lemma 1
Proof Inspired by Koltchinskii and Panchenko (2002), we first prove that the Rademacher com-
plexity of the function class formed by the maximum of several hypotheses is bounded by two times
the sum of the Rademacher complexity of the function classes that these hypothesis belong to, i.e.
R(Hmax) ≤ 2
k∑
y=1
R(Hy) (26)
where Hmax = {max{h1, . . . , hk} : hy ∈ Hy, 1 ≤ y ≤ k} for 1 ≤ k ≤ c− 1. If no confusion arises, the
notations ({σi}, {xi, yi}) are omitted in the subscript of the expectation operator in the following
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text, i.e. IE{σi},{xi,yi} is abbreviated to IE. According to Theorem 11 of Koltchinskii and Panchenko
(2002), it can be verified that
IE{σi},{xi,yi}
[(
sup
h∈Hmax
| 1
n
n∑
i=1
σih(xi)|
)+] ≤ k∑
y=1
IE{σi},{xi,yi}
[(
sup
h∈Hy
| 1
n
n∑
i=1
σih(xi)|
)+]
Therefore,
R(Hmax) = IE{σi},{xi,yi}
[
sup
h∈Hmax
| 1
n
n∑
i=1
σih(xi)|
]
≤ IE{σi},{xi,yi}
[(
sup
h∈Hmax
1
n
n∑
i=1
σih(xi)
)+]
+ IE{σi},{xi,yi}
[(
sup
h∈Hmax
− 1
n
n∑
i=1
σih(xi)
)+]
= 2IE{σi},{xi,yi}
[(
sup
h∈Hmax
1
n
n∑
i=1
σih(xi)
)+]
≤ 2
k∑
y=1
IE{σi},{xi,yi}
[(
sup
h∈Hy
1
n
n∑
i=1
σih(xi)
)+]
≤ 2
k∑
y=1
IE{σi},{xi,yi}
[
sup
h∈Hy
| 1
n
n∑
i=1
σih(xi)|
]
= 2
k∑
y=1
R(Hy) (27)
And the equality in the third line of (27) is due to the fact that −σi has the same distribution as
σi. Using this fact again, (26), we have
R(H) = IE{σi},{xi,yi}
[
sup
mh∈H
∣∣ 1
n
n∑
i=1
σimh(xi, yi)
∣∣]
= IE{σi},{xi,yi}
[
sup
mh∈H
∣∣ 1
n
n∑
i=1
σi
c∑
y=1
mh(xi, y)1Iy=yi
∣∣]
≤
c∑
y=1
IE{σi},{xi,yi}
[
sup
mh∈H
∣∣ 1
n
n∑
i=1
σimh(xi, y)1Iy=yi
∣∣]
≤ 1
2n
c∑
y=1
IE{σi},{xi,yi}
[
sup
mh∈H
∣∣ n∑
i=1
σimh(xi, y)(21Iy=yi − 1)
∣∣]+ 1
2n
c∑
y=1
IE{σi},{xi}
[
sup
mh∈H
∣∣ n∑
i=1
σimh(xi, y)
∣∣]
=
1
n
c∑
y=1
IE{σi},{xi}
[
sup
mh∈H
∣∣ n∑
i=1
σimh(xi, y)
∣∣] (28)
Also, for any given 1 ≤ y ≤ c
1
n
IE{σi},{xi}
[
sup
mh∈H
|
n∑
i=1
σimh(xi, y)|
]
=
1
n
IE{σi},{xi}
[
sup
h(·,y)∈Hy,y=1...c
|
n∑
i=1
σih(xi, y)− σi argmax
y′ 6=y
h(xi, y
′)|
]
≤ 1
n
IE{σi},{xi}
[
sup
h(·,y)∈Hy
|
n∑
i=1
σih(xi, y)|
]
+
1
n
IE{σi},{xi}
[
sup
h(·,y′)∈H′y,y′ 6=y
|
n∑
i=1
σiargmax
y′ 6=y
h(xi, y
′)|
]
≤ 1
n
IE{σi},{xi}
[
sup
h(·,y)∈Hy
|
n∑
i=1
σih(xi, y)|
]
+
2
n
∑
y′ 6=y
IE{σi},{xi}
[
sup
h(·,y′)∈H′y
|
n∑
i=1
σih(xi, y
′)|
]
(29)
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Combining (28) and (29),
R(H) ≤
c∑
y=1
(
1
n
IE{σi},{xi}
[
sup
h(·,y)∈Hy
|
n∑
i=1
σih(xi, y)|
]
+
2
n
∑
y′ 6=y
IE{σi},{xi}
[
sup
h(·,y′)∈H′y
|
n∑
i=1
σih(xi, y
′)|
])
= (2c− 1)
c∑
y=1
IE{σi},{xi}
[
sup
h(·,y)∈Hy
| 1
n
n∑
i=1
σih(xi, y)|
]
= (2c− 1)
c∑
y=1
R(Hy) (30)
Therefore, the Rademacher complexity of H is upper bounded by (2c − 1) times the sum of the
Rademacher complexity of the hypothesis classes {Hy}cy=1. Next, we derive the upper bound for
the sum of the Rademacher complexity of all the hypothesis classes, namely
c∑
y=1
R(Hy). Denote by
φ the feature mapping for the kernel Kh which takes value in the Reproducing Kernel Hilbert Space
HK associated with Kh and satisfies 〈φ(x), φ(t)〉HK = Kh(x− t) for x, t ∈ IRd.
For h(·, y) ∈ Hy
h(x, y) =
∑
i : yi=y
αiKh(x− xi) = 〈w, φ(x)〉
with w =
∑
i : yi=y
αiφ(xi), and ‖w‖2HK = α(y)
⊤
Kα(y) ≤ B2 ⇒ ‖w‖HK ≤ B. It follows that
Hy ⊆ H˜y , {(x, y)→ 〈w, φ(x)〉HK : ‖w‖HK ≤ B}, 1 ≤ y ≤ c
And it follows that R(Hy) ≤ R(H˜y). Because we are deriving upper bound for R(Hy), in the
following text of the proof we slightly abuse the notation and let Hy represents H˜y if no confusion
arises. Note that for any h ∈ Hy, h(x) − h(t) = 〈w, φ(x) − φ(t)〉HK ≤ ‖w‖HK‖φ(x) − φ(t)‖HK ≤√
2B. We also have
c∑
y=1
R(Hy) =
c∑
y=1
IE{σi},{xi}
[
sup
h(·,y)∈Hy
∣∣∣ 1
n
n∑
i=1
σih(xi, y)
∣∣∣] (31)
Similar to Theorem 11 in Bartlett and Mendelson (2003), we now approximate the Rademacher
complexity of the function class Hy, i.e. R(Hy), with its empirical version Rˆ(Hy) using the given
sample {xi}. For each 1 ≤ y ≤ c, Define E(y){xi} = Rˆ(Hy) = IE{σi}
[
suph(·,y)∈Hy
∣∣∣ 1n n∑
i=1
σih(xi, y)
∣∣∣],
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then
c∑
y=1
R(Hy) = IE{xi}
[ c∑
y=1
E
(y)
{xi}
]
, and
sup
x1,...,xn,x
′
t
∣∣∣E(y)x1,...,xt−1,xt,xt+1,...,xn − E(y)x1,...,xt−1,x′t,xt+1,...,xn
∣∣∣
= sup
x1,...,xn,x
′
t
∣∣∣∣∣IE{σi}
[
sup
h(·,y)∈Hy
∣∣∣ 1
n
n∑
i=1
σih(xi, y)
∣∣∣ − sup
h(·,y)∈Hy
∣∣∣ 1
n
∑
i6=t
σih(xi, y) +
h(x
′
t, y)
n
∣∣∣]
∣∣∣∣∣
≤ sup
x1,...,xn,x
′
t
IE{σi}
[∣∣∣∣ sup
h(·,y)∈Hy
∣∣∣ 1
n
n∑
i=1
σih(xi, y)
∣∣∣− sup
h(·,y)∈Hy
∣∣∣ 1
n
∑
i6=t
σih(xi, y) +
h(x
′
t, y)
n
∣∣∣
∣∣∣∣
]
≤ sup
x1,...,xn,x
′
t
IE{σi}
[
sup
h(·,y)∈Hy
∣∣∣∣
∣∣∣ 1
n
n∑
i=1
σih(xi, y)
∣∣∣− ∣∣∣ 1
n
∑
i6=t
σih(xi, y) +
h(x
′
t, y)
n
∣∣∣
∣∣∣∣
]
≤ sup
x1,...,xn,x
′
t
IE{σi}
[
sup
h(·,y)∈Hy
∣∣∣∣ 1n
n∑
i=1
σih(xi, y)−
( 1
n
∑
i6=t
σih(xi, y) +
h(x
′
t, y)
n
)∣∣∣∣
]
= sup
xt,x
′
t
IE{σi}
[
sup
h(·,y)∈Hy
∣∣∣∣h(xt, y)n − h(x
′
t, y)
n
∣∣∣∣
]
≤
√
2B
n
And it follows that
∣∣∣ c∑
y=1
E
(y)
x1,...,xt−1,xt,xt+1,...,xn −
c∑
y=1
E
(y)
x1,...,xt−1,x
′
t,xt+1,...,xn
∣∣∣ ≤ √2Bcn . According to
the McDiarmid’s Inequality,
Pr
[∣∣ c∑
y=1
Rˆ(Hy)−
c∑
y=1
R(Hy)
∣∣ ≥ ε] ≤ 2 exp (− nε2
B2c2
)
(32)
Now we derive the upper bound for the empirical Rademacher complexity:
c∑
y=1
Rˆ(Hy) =
c∑
y=1
IE{σi}
[
sup
‖w‖HK≤B
∣∣∣ 1
n
n∑
i=1
σi〈w, φ(xi)〉
∣∣∣]
=
c∑
y=1
c∑
y=1
IE{σi}
[
sup
‖w‖HK≤B
∣∣∣ 1
n
〈w,
n∑
i=1
σiφ(xi)〉
∣∣∣]
≤ B
n
c∑
y=1
IE{σi}
[
‖
n∑
i=1
σiφ(xi)‖HK
]
≤ B
n
c∑
y=1
(
IE{σi}
[
‖
n∑
i=1
σiφ(xi)‖2HK
]) 1
2
=
B
n
c∑
y=1
( n∑
i=1
Kh(xi − xi)
) 1
2
=
Bc√
n
(33)
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where K is a n× n gram matrix with Kij = Kh(xi − xj), α(y) is a n× 1 column vector such that
α
(y)
i is αi if yi = y, and 0 otherwise. By (30), (32) and (33), with probability at least 1− δ, we have
R(H) ≤ (2c− 1)
c∑
y=1
R(Hy)
≤ (2c− 1)cB√
n
+
√
2Bc(2c− 1)
√
ln 2
δ
2n
(34)
8.2 Proof of Theorem 1
Proof According to Theorem 2 in Koltchinskii and Panchenko (2002), with probability 1− δ over
the labeled data S with respect to any distribution in P , the generalization error of the kernel
classifier f satisfies
R(f) ≤ Rˆn(f) + 8
γ
R(H) +
√
ln 2/δ
2n
(35)
where Rˆn(f) =
1
n
n∑
i=1
Φ(mh(xi,yi)
γ
) is empirical error of the classifier for γ > 0. Note that Φ(mh(xi,yi)
γ
) ≤
Φ
(h(xi,yi)− ∑
y 6=yi
h(xi,y)
γ
)
, applying Lemma 1, (5) holds with probability 1− δ. When γ ≥ c− 1, it can
be verified that
∣∣∣h(xi, yi)− ∑
y 6=yi
h(xi, y)
∣∣∣ ≤ c− 1 for all (xi, yi), so that
Φ
(h(xi, yi)− ∑
y 6=yi
h(xi, y)
γ
)
= 1−
h(xi, yi)−
∑
y 6=yi
h(xi, y)
γ
and (7) is obtained.
8.3 Proof of Theorem 2
Proof According to definition of ISE,
ISE(rˆ, r) =
∫
IRd
(rˆ − r)2dx =
∫
IRd
rˆ(x,α)
2
dx− 2
∫
IRd
rˆ(x,α)r(x)dx +
∫
IRd
r(x)
2
dx (36)
For a given distribution,
∫
IRd
r(x)
2
dx is a constant. By Gaussian convolution theorem,
∫
IRd
rˆ(x,α)2dx = τ1
2∑
y=1
α
(y)⊤(K√2h)α
(y) − τ1
∑
1≤i<j≤n
2αiαjK√2h(xi − xj)1Iyi 6=yj (37)
where τ1 =
1
(2π)d/2(
√
2h)d
. Moreover,∫
IRd
rˆ(x,α)r(x)dx
=
∫
IRd
pˆ(x, 1)p(x, 1)dx +
∫
IRd
pˆ(x, 2)p(x, 2)dx−
∫
IRd
pˆ(x, 1)p(x, 2)dx−
∫
IRd
pˆ(x, 2)p(x, 1)dx (38)
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Note that
1
τ0
∫
IRd
pˆ(x, 1)p(x, 1)dx =
∑
j : yj=1
∫
IRd
αjKh(x− xj)p(x, 1)dx
We then use the empirical term
∑
i : i6=j
αjKh(xi−xj)1Iyi=1
n−1 to approximate the integral
∫
IRd
αjKh(x −
xj)p(x, 1)dx. Since IE{xi,yi}i6=j
[ ∑
i : i6=j
αjKh(xi−xj)1Iyi=1
n−1
]
=
∫
IRd αjKh(x − xj)p(x, 1)dx, and bounded
difference holds for
∑
i : i6=j
αjKh(xi−xj)1Iyi=1
n−1 , therefore
Pr
[∣∣
∑
i : i6=j
αjKh(xi − xj)1Iyi=1
n− 1 −
∫
IRd
αjKh(x− xj)p(x, 1)dx
∣∣ ≥ αjε] ≤ 2 exp (− 2(n− 1)ε2)
And it follows that with probability at least 1− 2n1 exp
(− 2(n− 1)ε2), where ni is the number of
data points with label i,
∣∣∣
∑
i,j : i6=j,yi=yj=1
αjKh(xi − xj)
n− 1 −
1
τ0
∫
IRd
pˆ(x, 1)p(x, 1)dx
∣∣∣ ≤ ∑
j : yj=1
αjε (39)
Similarly, with probability at least 1− 2n2 exp
(− 2(n− 1)ε2),
∣∣∣
∑
i,j : i6=j,yi=yj=2
αjKh(xi − xj)
n− 1 −
1
τ0
∫
IRd
pˆ(x, 2)p(x, 2)dx
∣∣∣ ≤ ∑
j : yj=2
αjε (40)
And it follows from (39) and (40) that with probability at least 1− 2n exp (− 2(n− 1)ε2),
∣∣∣
∑
i,j : i6=j,yi=yj
αjKh(xi − xj)
n− 1 −
1
τ0
∫
IRd
(
pˆ(x, 1)p(x, 1) + pˆ(x, 2)p(x, 2)
)
dx
∣∣∣ ≤ ε (41)
In the same way, with probability at least 1− 2n exp (− 2nε2),
∣∣∣
∑
i,j : yi 6=yj
αjKh(xi − xj)
n
− 1
τ0
∫
IRd
(
pˆ(x, 1)p(x, 2) + pˆ(x, 2)p(x, 1)
)
dx
∣∣∣ ≤ ε (42)
Based on (41) and (42), with probability at least 1− 2n2 exp
(− 2(n− 1)ε2)− 2n exp (− 2nε2),
ISE(rˆ, r) ≤ 2τ0
∑
i,j : yi 6=yj
αjKh(xi − xj)
n
− 2τ0
∑
i,j : i6=j,yi=yj
αjKh(xi − xj)
n− 1 + (43)
τ1
2∑
y=1
α
(y)⊤(K√2h)α
(y) − τ1
∑
1≤i<j≤n
2αiαjK√2h(xi − xj)1Iyi 6=yj + 2τ0ε (44)
≤ 4τ0
∑
1≤i<j≤n
(αi +αj)Kh(xi − xj)1Iyi 6=yj
n
− τ0
n∑
i,j=1
(αi +αj)Kh(xi − xj)
n
+ (45)
τ1
2∑
y=1
α
(y)⊤(K√2h)α
(y) − τ1
∑
1≤i<j≤n
2αiαjK√2h(xi − xj)1Iyi 6=yj + 2τ0(
1
n− 1 + ε) (46)
19
Y. Yang et al.
And the conclusion of this theorem can be obtained from (43).
Before stating Lemma 2, we introduce the famous spectral theorem in operator theory below.
Theorem 4 (Spectral Theorem) Let L be a compact linear operator on a Hilbert space H. Then
there exists in H an orthonormal basis {φ1, φ2, . . .} consisting of eigenvectors of L. If λk is the
eigenvalue corresponding to φk, then the set {λk} is either finite or λk → 0 when k → ∞. In
addition, the eigenvalues are real if L is self-adjoint.
The integral operator by S is defined as
(LSf)(x) =
∫
S(x, t)f(t)dt
8.4 Proof of Lemma 2
Proof It can be verified that LS is a compact operator. Therefore, according to Theorem 4,
{φk} is an orthogonal basis of L2. Note that φk is the eigenfunction of LS with eigenvalue λk if
LSφk = λkφk.
With fixed x ∈ X , we then have
|
m+ℓ∑
k=m
λkφk(x)φk(t)| ≤
( m+ℓ∑
k=m
|λk||φk(x)|2
) 1
2 · ( m+ℓ∑
k=m
|λk||φk(t)|2
) 1
2 ≤
√
C
( m+ℓ∑
k=m
|λk||φk(x)|2
) 1
2
It follows that the series
∑
k≥1
λkφk(x)φk(t) converges to a continuous function ex uniformly on t.
This is because φk =
LSφk
λk
is continuous for nonzero λk.
On the other hand, for fixed x ∈ X , as a function in L2,
S(x, ·) =
∑
k≥1
〈S(x, ·), φk〉φk =
∑
k≥1
λkφk(x)φk(·)
Therefore, for fixed x ∈ X , S(x, ·) = ∑
k≥1
λkφk(x)φk(·) = ex(·) almost surely w.r.t the Lebesgue
measure. Since both are continuous functions, we must have S(x, t) =
∑
k≥1
λkφk(x)φk(t) for any
t ∈ X . It follows that S(x, t) = ∑
k≥1
λkφk(x)φk(t) for any x, t ∈ X .
We now consider two series which correspond to the positive eigenvalues and negative eigenvalues
of LS, namely
∑
k : λk≥0
λkφk(x)φk(·) and
∑
k:λk<0
|λk|φk(x)φk(·). Using similar argument, for fixed x,
both series converge to a continuous function, and we let
S+(x, t) =
∑
k : λk≥0
λkφk(x)φk(t)
S−(x, t) =
∑
k:λk<0
|λk|φk(x)φk(t)
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S+(x, t) and S−(x, t) are continuous function in x and t. All the eigenvalues of S+ and S− are
nonnegative, and it can be verified that both are PSD kernels since
n∑
i,j=1
cicjS
+(xi,xj) =
n∑
i,j=1
cicj
∑
k : λk≥0
λkφk(xi)φk(xj) =
∑
k : λk≥0
λk
n∑
i,j=1
cicjφk(xi)φk(xj)
=
∑
k : λk≥0
λk(
n∑
i=1
ciφ(xi))
2 ≥ 0
and similarly for S−. Therefore, S is decomposed as S(x, t) = S+(x, t)− S−(x, t).
8.5 Proof of Lemma 3
Proof According to Lemma 2, S is decomposed into two PSD kernels as S = S+ − S−. There-
fore, the are two Reproducing Kernel Hilbert Spaces H+ and H− that are associated with S+
and S− respectively, and the canonical feature mappings in H+ and H− are φ+ and φ−, with
S+(x, t) = 〈φ+(x), φ+(t)〉H+K and S
−(x, t) = 〈φ−(x), φ−(t)〉H−K . In the following text, we will omit
the subscripts H+K and H
−
K without confusion.
For any 1 ≤ y ≤ c,
hS(x, y) =
∑
i : yi=y
αiS(x,xi) = 〈w+, φ+(x)〉 − 〈w−, φ−(x)〉
with ‖w+‖2 = α(y)⊤S+α(y) ≤ B+2 and ‖w−‖2 = α(y)⊤S−α(y) ≤ B−2. Therefore,
HS,y ⊆ H˜S,y = {(x, y)→ 〈w+, φ+(x)〉 − 〈w−, φ−(x)〉, ‖w+‖2 ≤ B+2, ‖w−‖2 ≤ B−2}, 1 ≤ y ≤ c
and R(HS,y) ⊆ R(H˜S,y). Since we are deriving upper bound for R(HS,y), we slightly abuse the
notation and let HS,y represent H˜S,y in the remaining part of this proof.
For x, t ∈ IRd and any hS ∈ HS,y, we have
|hS(x)− hS(t)| = |〈w+, φ+(x)〉 − 〈w−, φ−(x)〉 − 〈w+, φ+(t)〉+ 〈w−, φ−(t)〉|
= |〈w+, φ+(x)− φ+(t)〉+ 〈w−, φ−(t) − φ−(x)〉|
≤ B+‖φ+(x)− φ+(t)‖ +B−‖φ−(x)− φ−(t)‖) ≤ (B+ +B−)
√
S+(x,x) + S+(t, t) + 2
√
S+(x,x)S+(t, t)
≤ 2R2(B+ +B−)
We now approximate the Rademacher complexity of the function class HS,y with its empir-
ical version Rˆ(HS,y) using the sample {xi}. For each 1 ≤ y ≤ c, Define E(y){xi} = Rˆ(HS,y) =
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IE{σi}
[
suphS(·,y)∈HS,y
∣∣∣ 1n n∑
i=1
σihS(xi, y)
∣∣∣], then c∑
y=1
R(HS,y) = IE{xi}
[ c∑
y=1
E
(y)
{xi}
]
, and
sup
x1,...,xn,x
′
t
∣∣∣E(y)x1,...,xt−1,xt,xt+1,...,xn − E(y)x1,...,xt−1,x′t,xt+1,...,xn
∣∣∣
= sup
x1,...,xn,x
′
t
∣∣∣∣∣IE{σi}
[
sup
hS(·,y)∈HS,y
∣∣∣ 1
n
n∑
i=1
σihS(xi, y)
∣∣∣− sup
hS(·,y)∈HS,y
∣∣∣ 1
n
∑
i6=t
σihS(xi, y) +
hS(x
′
t, y)
n
∣∣∣]
∣∣∣∣∣
≤ sup
x1,...,xn,x
′
t
IE{σi}
[∣∣∣∣ sup
h(·,y)∈HS,y
∣∣∣ 1
n
n∑
i=1
σihS(xi, y)
∣∣∣− sup
hS(·,y)∈HS,y
∣∣∣ 1
n
∑
i6=t
σihS(xi, y) +
hS(x
′
t, y)
n
∣∣∣
∣∣∣∣
]
≤ sup
x1,...,xn,x
′
t
IE{σi}
[
sup
hS(·,y)∈HS,y
∣∣∣∣
∣∣∣ 1
n
n∑
i=1
σihS(xi, y)
∣∣∣− ∣∣∣ 1
n
∑
i6=t
σihS(xi, y) +
hS(x
′
t, y)
n
∣∣∣
∣∣∣∣
]
≤ sup
x1,...,xn,x
′
t
IE{σi}
[
sup
hS(·,y)∈HS,y
∣∣∣∣ 1n
n∑
i=1
σihS(xi, y)−
( 1
n
∑
i6=t
σihS(xi, y) +
hS(x
′
t, y)
n
)∣∣∣∣
]
= sup
xt,x
′
t
IE{σi}
[
sup
hS(·,y)∈HS,y
∣∣∣∣hS(xt, y)n − hS(x
′
t, y)
n
∣∣∣∣
]
≤ 2R
2(B+ +B−)
n
And it follows that
∣∣∣ c∑
y=1
E
(y)
x1,...,xt−1,xt,xt+1,...,xn −
c∑
y=1
E
(y)
x1,...,xt−1,x
′
t,xt+1,...,xn
∣∣∣ ≤ 2R2(B++B−)cn .
According to the McDiarmid’s Inequality,
Pr
[∣∣ c∑
y=1
Rˆ(Hy)−
c∑
y=1
R(Hy)
∣∣ ≥ ε] ≤ 2 exp (− nε2
2(B+ +B−)2R4c2
)
(47)
Now we derive the upper bound for the empirical Rademacher complexity:
c∑
y=1
Rˆ(Hy) =
c∑
y=1
IE{σi}

 sup
hS∈HS,y
| 1
n
n∑
i=1
n∑
j=1
σihS(xi)|

 (48)
≤ 1
n
c∑
y=1
IE{σi}
[
sup
‖w+‖≤B+,‖w−‖≤B−
|
n∑
i=1
σi
(〈w+, φ+(xi)〉 − 〈w−, φ−(xi)〉)|
]
≤ 1
n
c∑
y=1
IE{σi}
[
B+‖
n∑
i=1
σiφ
+(xi)‖+B−‖
n∑
i=1
σiφ
−(xi)‖
]
=
B+c
n
IE{σi}
[
‖
n∑
i=1
σiφ
+(xi)‖
]
+
B−c
n
IE{σi}
[
‖
n∑
i=1
σiφ
−(xi)‖
]
≤ B
+c
n
√√√√IE{σi}
[
‖
n∑
i=1
σiφ+(xi)‖2
]
+
B−c
n
√√√√IE{σi}
[
‖
n∑
i=1
σiφ−(xi)‖2
]
≤ B
+c
n
√√√√ n∑
i
s+(xi,xi) +
B−c
n
√√√√ n∑
i
s−(xi,xi) ≤ Rc√
n
(B+ +B−)
22
Discriminative Similarity for Clustering and Semi-Supervised Learning
Also, by (30) in the proof of Lemma 1, (47) and (55), with probability at least 1− δ, we have
R(HS) ≤ (2c− 1)
c∑
y=1
R(Hy)
≤ R(2c− 1)c(B
+ +B−)√
n
+ 2c(2c− 1)(B+ +B−)R2
√
ln 2
δ
2n
(49)
8.6 Similarity Machines: Learning Max-Margin Classifier with General
Similarity Function
In this section, we introduce Similarity Machines as a generalization of Kernel SVMs, which is a
framework of learning maximum margin classifier with general similarity matrix S which is symmet-
ric but not necessarily positive semi-definite. We consider binary classification in this section, and
it can be extended to the case of multi-class in a way similar to multi-class SVMs.
8.6.1 Notations
Suppose the data S = {xi, yi}ni=1 are generated i.i.d. from some distribution supported on X × Y,
xi ∈ X , yi ∈ Y = {±1} is the label of xi.
8.6.2 Rademacher Complexity for Kernel SVMs
A kernel k : X ×X → IR is a continuous function such that for all {xi}ni=1, the Gram matrix K, with
Kij = k(xi,xj), is positive semi-definite and symmetric. Kernel SVMs uses the following kernel
expansions as the classifier:
x→
n∑
i=1
αik(x,xi) (50)
The kernel k is associated with a feature map Φ: X → H where H is a Hilbert space with inner
product 〈·, ·〉, and k(x,x′) = 〈Φ(x),Φ(x′)〉 for all x,x′ ∈ X . Denote by ‖ · ‖ the norm in H, then
‖
n∑
i=1
αiΦ(xi)‖2 =
n∑
i,j=1
αiαjk(xi,xj)
And the function class F that the classifier (50) belongs to is
F = {f(x) =
n∑
i=1
αik(x,xi) : x,xi ∈ X ,
n∑
i,j=1
αiαjk(xi,xj) ≤ B2} ⊆ {f(x) = 〈w,Φ(x)〉 : w ∈ H, ‖w‖ ≤ B}
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The empirical Rademacher complexity of the function class F satisfies
Rˆ(F ) = IE{σi}
[
sup
f∈F
| 1
n
n∑
i=1
σif(xi)|
]
(51)
≤ IE{σi}
[
sup
w≤B
| 1
n
n∑
i=1
σi〈w,Φ(xi)〉|
]
≤ B
n
IE{σi}
[
‖
n∑
i=1
σiΦ(xi)‖
]
=
B
n
IE{σi}


√√√√‖ n∑
i=1
σiΦ(xi)‖2


≤ B
n
(
IE{σi}

 n∑
i,j=1
σiσjk(xi,xj)

) 12 = B
n
√√√√ n∑
i
k(xi,xi) (52)
The following theorem in (Bartlett and Mendelson, 2003) gives a margin-based estimate of misclas-
sification probability, namely, the classification error, for any function in F when it is used as the
classifier.
Theorem 5 (Theorem 21 in (Bartlett and Mendelson, 2003)) Fix B, γ > 0, let k : X ×X →
IR be a kernel with supx∈IR k(x,x) <∞. Define the margin cost function φ as
ϕ(t) =


1 : t ≤ 0
1− t
γ
: 0 < t < γ
0 : t ≥ γ
Suppose S = {xi, yi}ni=1 are generated i.i.d. from some distribution P supported on X ×{±1}, then
with probability at least 1− δ, every function f of the form
f(x) =
n∑
i=1
αik(x,xi)
with
∑
ij
αiαjk(xi,xj) ≤ B2 satisfies
Pr[yf(x) ≤ 0] ≤ IˆEn[ϕ(yf(x))] + 4B
nγ
√√√√ n∑
i=1
k(xi,xi) +
(8
γ
+ 1
)√ log 4/δ
2n
(53)
8.6.3 Rademacher Complexity of Similarity Machines
We now consider Similarity Machines which uses a general continuous function s : X ×X → IR as a
classifier, which is not necessarily a positive semi-definite kernel. When s satisfies the assumptions
in Lemma 2, it has decomposition
s(x, t) = s+(x, t) − s−(x, t)
The function that is used as the classifier by Similarity Machines has the form
h(x) =
∑
i
αis(x,xi) (54)
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Suppose the feature map associated with s+ and s− are Φ+ and Φ− and the associated RKHS
are H1 and H2. Let
n∑
i,j=1
αiαjs
+(xi,xj) ≤ B21 and
n∑
i,j=1
αiαjs
−(xi,xj) ≤ B22 , then the function class
Hs that the function h(x) (54) belongs to is
Hs = {fs(x) =
n∑
i=1
αis(x,xi) : x,xi ∈ X ,
n∑
i,j=1
αiαjs
+(xi,xj) ≤ B21 ,
n∑
i,j=1
αiαjs
−(xi,xj) ≤ B22}
⊆ {h(x, y) = 〈w+,Φ+(x)〉 − 〈w−,Φ−(x)〉 : w+ ∈ H1,w− ∈ H2, ‖w+‖ ≤ B1, ‖w−‖ ≤ B2}
The empirical Rademacher complexity of Hs satisfies
Rˆ(Hs) = IE{σi}

sup
h∈A
| 1
n
n∑
i=1
n∑
j=1
σih(xi)|

 (55)
≤ 1
n
IE{σi}
[
sup
‖w+‖≤B1,‖w−‖≤B2
|
n∑
i=1
σi
(〈w+,Φ+(xi)〉 − 〈w−,Φ−(xi)〉)|
]
≤ 1
n
IE{σi}
[
B1‖
n∑
i=1
σiΦ
+(xi)‖+B2‖
n∑
i=1
σiΦ
−(xi)‖
]
=
B1
n
IE{σi}
[
‖
n∑
i=1
σiΦ
+(xi)‖
]
+
B2
n
IE{σi}
[
‖
n∑
i=1
σiΦ
−(xi)‖
]
≤ B1
n
√√√√ n∑
i
s+(xi,xi) +
B2
n
√√√√ n∑
i
s−(xi,xi)
We can observe that when s is a positive semi-definite kernel, then s− ≡ 0 and the Rademacher
complexity bound for function class with general continuous function coincides with that for func-
tion class with positive semi-definite kernel in (51). Applying Theorem 7 and Theorem 11 in
(Bartlett and Mendelson, 2003), we have the following theorem establishing the generalization error
bound for Similarity Machines:
Theorem 6 (Generalization Error Bound for Similarity Machines) Fix B, γ > 0, let k : X×
X → IR be a kernel with supx∈IR k(x,x) <∞. Define the margin cost function φ as
ϕ(t) =


1 : t ≤ 0
1− t
γ
: 0 < t < γ
0 : t ≥ γ
Suppose S = {xi, yi}ni=1 are generated i.i.d. from some distribution P supported on X ×{±1}, then
with probability at least 1− δ, every function f of the form
f(x) =
n∑
i=1
αis(x,xi)
where s satisfies the assumptions in Lemma 2 with decomposition s(x, t) = s+(x, t)− s−(x, t), and
n∑
i,j=1
αiαjs
+(xi,xj) ≤ B21 and
n∑
i,j=1
αiαjs
−(xi,xj) ≤ B22 . Then,
Pr[yf(x) ≤ 0] ≤ IˆEn[ϕ(yf(x))] + 4
nγ
(B1
√√√√ n∑
i
s+(xi,xi) +B2
√√√√ n∑
i
s−(xi,xi)) +
( 8
γ
+ 1
)√ log 4/δ
2n
(56)
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It can also be observed that when s is a positive semi-definite kernel, the error bound for
Similarity Machines (56) reduces to that for Kernel SVMs (53).
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