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For every organization, an efficient and effective product development process is a key to 
generate and manage growth opportunities. Often strategic relationships with key suppliers and 
partners are required as organizations do not have all the competencies that are crucial to the 
development of a product. This is particularly true for Original Design Manufacturer (ODM) 
and Joint Development Manufacturer (JDM) supplier relationships, which are characterized by 
a high degree of supplier involvement in every stage of product development. If the interactions 
with these key suppliers are not managed properly, there is significant risk that the endeavor 
will end up with missing budget, schedule and cost goals, particularly for complex systems. 
Little attention in the literature, however, has been given to the risk introduced by suppliers 
into the product development process nor mitigating this risk through appropriate design 
strategies. This thesis addresses the need to develop a risk assessment methodology that would 
not only identify areas of concern but also identify potential design strategies to mitigate risk. 
In this work, metrics are derived to quantify the relative importance, degree of change, 
difficulty of change and degree of coupling for engineering metrics at system and subsystem 
levels. From these metrics, a framework is developed to quantitatively assess the risk due to 
supplier interactions. In addition, design strategies identified in the literature are characterized 
in terms of these same metrics to determine the design strategy which is most suited to mitigate 
the risk associated with a particular EM. Finally, a case study is presented for the hypothetical 
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1. Introduction  
 
In this section, the process of New Product Development (NPD) is discussed from the 
viewpoint of a system integrator to understand the role of suppliers in the NPD process. The 
section begins with a brief description of the process of NPD and major steps involved in NPD. 
Section 1.2 highlights the role of suppliers in NPD where types of suppliers and their 
interactions are briefly discussed followed by some of the common problems and failure modes 
introduced by those interactions. In section 1.3 the need for risk identification is discussed. 
Section 1.4 highlights need for supplier risk mitigation measures and section 1.5 concludes 
with a summary.  
1.1. New Product Development Process 
 
New Product Development is a process of converting a market opportunity into a physical 
product or service or a combination of both to satisfy market needs. The process begins with 
identifying a market opportunity by analyzing customer needs and the effectiveness of current 
solutions available in the market. The gap between the current state and the ideal state acts as 
the driving force for the product development process. Although the product development 
process is a combination of art and science, a significant amount of effort has been made to 
formulate systematic processes to bring about new product development. Copper (2008) 
proposed a Stage-Gate® system for a new product development process. Each stage consists 
of a set of activities pertinent to a stage, analysis of the results of these activities, and a set of 
deliverables associated with each stage. Every stage is followed by a Gate, a decision-making 
node where the deliverables from the previous stage are evaluated to decide whether to invest 
more resources for the development activity. In general, the entire process can be divided into 
3 major sections: 1) Front End process 2) Development 3) Commercialization. Each of the 
sections can have one or more Stage-Gate pairs. 
The front end of the process, also referred to as the Fuzzy Front End (FFE), covers the 
discovery of an idea, scoping and building the business case of the NPD process. Koen et al. 
(2001) provided an in-depth analysis of the activities at the front end of the process. The first 
step of the process is opportunity identification, which consists of multiple activities such as 




Figure 1: Phase gate across product development process (adapted from Cooper (2008)) 
The next step in the process deals with the analysis of the opportunity from business and 
technology perspectives to gauge the feasibility of developing a product to meet market needs. 
Once the feasibility of the opportunity is verified, the next step deals with generating concepts 
(or ideas) to bridge the gap between the current state and the future desired state. This is an 
iterative process where cross functional teams work together to generate and validate concepts. 
Such collaborative efforts may compose of teams from different organizations.  Often the 
suppliers, one who supplies resources in the form of material, services or information, may 
offer alternatives in the form of new material, process or technology that they can provide. 
Even a set of unique requirements from the end user may guide the process of concept 
generation (Cao, Li, and Ramani, 2011; Lo, Tseng, and Chu, 2010; Wang and Shih, 2013). The 
next step includes concept selection where a number of potential concepts are weighed against 
the value delivered by each concept. The final step in the FFE process includes developing a 
business case based on the potential market, investment requirements, customer base and their 
needs, benchmarking and project uncertainty. 
After establishing the business case, the process transitions into the development phase. The 
major steps in development include product design, prototype build, and test and validation. 
Product design deals with providing form to the concept identified in the previous stage. It 
includes activities such as industrial design, mechanical design, and software design.  In the 
next step prototypes are generated and tested to prove that the design can function in actual 
conditions. Design and prototype tests are iterative processes, where the process is carried out 
until the design is finalized. Often field trials for the product are performed in order to test it in 
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actual market conditions. Launching a beta version of products is a widely used strategy that 
many organizations implement to test the product in this manner.  
The last section in the process is to commercialize the product. This section deals with 
production planning, manufacturing and dispatch of the product to end users. At a high level, 
this section launches the product to the market. 
1.2. Role of Supplier in NPD 
 
A supplier, in general, is a person or organization that provides resources in the form of money, 
material, service, and information. In the context of new product development, all these 
resources are required.  The research work for thesis deals with the technology and 
manufacturing domain of product development and hence suppliers of material, service, and 
information are discussed in the following section. The material supplier provides raw material, 
finished goods, machines and equipment, or in general, tangible resources. Service suppliers 
provide services in the form of manufacturing, assembly, consulting, design, etc. Information 
suppliers provide data resources and testing information which is needed to support decision 
making during the NPD process. 
 
1.2.1 Types of Suppliers 
 
Outsourcing is a common term used in industry where there is more than one form of resource 
exchange with suppliers (Gilley and Rasheed, 2000). Based on the nature and the extent of 
resource exchange with the supplier, there exist a number of different outsourcing scenarios. 
Each scenario presents a different type of buyer-supplier relationship. Some of those scenarios 
are discussed briefly in the following section. 
Original Equipment Manufacturer (OEM): These are the organizations which make product, 
sub-assemblies or components to their own or the client’s  specifications (Dachyar et.al., 2019). 
They are generally the subject matter experts in their field who develop, manufacture and 
assemble products. Such products can be a major subassembly or component in the main 
product. Such relationships mainly established for the manufacturing and assembly related 
activities (Shen et al., 2016). 
Original Design Manufacturer (ODM):  These are the organizations that design, develop, 
manufacture and assemble products to the client's specification (Shen et al., 2016). They are 
similar to an OEM supplier, but they provide additional value-added services such as research, 
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design and development maintenance support etc. They are the subject matter experts in their 
field and own their designs and Intellectual Property (IP). Such relationships are more inclined 
towards R&D related activities along with manufacturing activities (Shen et al., 2016).  
Joint Development Manufacturer (JDM): This scenario covers situations where two or more 
organizations collaborate to develop a single product (Bonaccorsi and Lipparini, 1994; Zhao 
and Cao, 2015). In such a situation, specifications may be defined by both organizations 
together and each organization would develop, build and assemble different components of the 
product based on their expertise (Zhao and Cao, 2015). Such interactions are more complex as 
there exists co-dependence on each partnering organization during design, manufacture and 
assembly of the product. 
Electronic Manufacturing Services (EMS):  These are widely observed relations in electronics-
based products.  The EMS supply manufacturing services for the modules and Printed Circuit 
Boards (PCB) which are integral parts of many products (Valverde and Saadé, 2015). Design 
and development of the component is done in-house (by client) and the EMS manufactures the 
components using those designs. Final assembly is done by the client.  Unlike ODM, EMS may 
or may not have their own design and IP. The extent of co-dependence for EMS is not as high 
as JDM or ODM but is more than OEM suppliers. 
Contract Manufacturing Services (CMS): These types of relations are widely present across all 
industries where the client designs and develops the product to their own specification and the 
CMS would manufacture and/or assemble those products. These are also known as ‘Equipment 
Manufacturing Services’ who primarily provide testing and manufacturing services to Original 
Equipment Manufacturers (OEM) (Wang et al., 2017). Such relationships are based on 
developing cost-effective solutions for components in the product development process.  
The choice of supplier relationship is a business decision based on a number of parameters 
such as business model, type of product, market situations, and business strategy (Bonaccorsi 
and Lipparini, 1994; Chai and Ngai, 2015; Chan et al., 2008). Analysis of these parameters for 
the supplier relationship selection is beyond the scope of the current work. 
 
1.2.2 Challenges Arising Due to Supplier Interactions In NPD  
 
Each type of supplier relationship has its own set of advantages and challenges. For developing 
complex systems, more than one type of relationship might be present for different components 
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in the system. Original Design Manufacturer (ODM) and Joint Development Manufacturing 
(JDM) relationships have significant impacts on the overall product development process as 
both relationships involve concurrent product development efforts where the extent of 
interaction between the client and the supplier is high. Integrated product development with 
global suppliers is a common practice across all industries. Many practitioners and experts have 
experienced and recognized the challenges in concurrent product development across the 
supply chain (Esterman and Ishii, 1999, 2005; Fine and Novak, 1998; Kayis et al., 2006; 
Krishnan, Eppinger, and Whitney, 1997; Liker et al., 1996; Sobek, Ward, and Liker, 1999; 
Verhagen, Stjepandić, and Wognum, 2015; Yang et al., 2014). 
Esterman and Ishii (1999) presented a survey of the challenges faced by the various 
organizations during their integrated product development efforts. Their survey highlights 
some of the key and common issues:  
1) Effective translation of the Voice of Customer (VOC) into functional space: Translation of 
the VOCs into functional domain is often not effective as technical parameters are not always 
associated to customer requirements. Customer needs are often expressed in non-technical 
terms that are subjective in nature. This often creates difference in technical interpretations of 
the customer needs. Even if the customer needs are directly expressed in technical parameters, 
lack of direct link of VOC into functional space creates issues in deciding specification limits 
for the product.  
2) Lack of knowledge of the supplier design & development process: Communication with 
suppliers is often not clear due to lack of understanding of their design and development 
processes (Esterman and Ishii, 1999).. In such scenarios increased feedback loops delayed the 
product realization. 
3) Misaligned project priority for cost, Time to Market (TTM) and performance: Lack of 
common project priority matrix resulted in differences in the efforts put by participating 
organizations for project completion parameters like cost, TTM and performance. Esterman 
and Ishii (1999) highlighted the need to prioritize project focus right after defining VOCs to 
have common priorities across all project parameters. 
4) Cultural difference and language barriers: Collaboration involving concurrent product 
development with partners across geopolitical boundaries can present several challenges. 
Differences in culture, language and time zone often hinders clear communication and affects 
the process of effective information exchange.  
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5) Difference in stakeholder needs and characteristics: With the number of stakeholders 
involved with each partnering organization, often needs and characteristics of stakeholder 
relation vary significantly. These differences create conflicts leading to cost overruns and delay 
in TTM. 
All such issues affect the product development in the form of delay in development, cost 
overrunning and impact the performance of the product.  
Kayis et al. (2006) highlight that the uncertainties between interdependent processes increase 
the risk in concurrent product development. Further, multidisciplinary tasks, including 
knowledge sharing for design coordination, increase the complexity of the process and 
"…planning and managing such project needs integration of technical and non-technical teams 
which are distributed across the geography.” (Kayis et al., 2006).  Wu et al. (2010) emphasize 
that employment of concurrent product development reduces time to market and cost by 
optimizing the design, development, and delivery of the product. But such interactions also 
impose several internal or external risks. Internal risk includes technological risk, strategy risk, 
human resource risk and financial risk which affect both the client and the supplier. External 
risk includes areas of risk that are out of the organization’s control such as market needs, and 
regulatory requirements. Any addition of external risk in the supplier environment gets 
transferred to the client and delays the product development cycle. Gerwin (2004) highlights 
performance issues due to misalignment between required and actual coordination in inter-
organizational NPD efforts. Mazzola et al. (2016) point out that the effect of the inability of 
the client organization to assess the incoming information and knowledge affects the process 
of product development adversely.  Knudsen and Mortensen (2011)  highlighted delays in 
timely delivery of product as well as delay in innovation due to conflicts arising between 
internal and external members in collaborative product development efforts.  
Supplier relationships are a widely researched domain where many scholars have emphasized 
the criticality of role suppliers play in product development (Clark, 1989; Cusumano, 1991; 
Funk, 1993; Hartley et al., 1997; Helper, 1995; Jimmy Gandhi, Gorod, and Sauser, 2012; 
Kamath, 1994; Lahiri, 2016; Liker et al., 1996; Nishiguchi, 1996). The interdependence 
between two organizations also brings about many challenges which ultimately affect timely 




1.3. Need for Identifying Risk Due To Supplier Interaction 
 
Suppliers play a vital role in meeting the goals of the product development effort. With the 
ever-increasing complexity of products, it is imperative that supply chain planning is done 
concurrently with new product development. The literature on the role of the supplier in 
product development highlights the recurring theme of time and extent of supplier involvement 
in NPD process. 
The supplier's role in the NPD process is defined based on the capabilities of the supplier and 
the extent of supplier involvement during a different stage of product design and development 
(Hartley et al,. 1997; Kamath, 1994).  A study based on Toyota, Nissan and Mazda's 
relationships with suppliers cautions that relationships with key suppliers should apply to a 
small set of suppliers (Kamath, 1994). It points out that the level of product development 
involvement should be reserved for suppliers who "have outstanding technology, sophisticated 
management, and global reach". Tseng et al. (2003) highlight the absence of a link between 
customers and suppliers throughout the product development process and champion the 
proactive linking of design and manufacturing capabilities with suppliers throughout the 
product development cycle. Many researchers highlighted the importance of early supplier 
involvement in the new product development process (Clark, 1989; Hartley et al., 1997; Helper, 
1995; Nishiguchi, 1996). Hoult (1997) portrayed the benefits of early supplier integration into 
product development process in terms of large savings.   
For ODM and JDM relationships, there is a very high degree of supplier involvement in every 
stage of product development. Such a collaborative effort needs large scale integration and 
coordination between the client and the supplier to make product development efforts 
successful. Boeing's 787 Dreamliner project illustrates a classic example that, if the interactions 
with these key suppliers are not managed properly, there is a significant risk that the endeavor 
will end up missing budget, schedule and cost goals, particularly for complex systems. Boeing's 
case study (Denning, 2013) illustrates that for complex product development efforts, managing 
interactions with all the suppliers in the supply chain is very difficult.    
Considering the impact that suppliers have on product development success, it is necessary to 
understand and manage key interactions in the overall process of product development. 
Understanding key interactions would require identifying an element of risk associated with all 
such interactions and prioritizing them based on their criticality. This clearly suggests a need 
for a risk assessment framework which can identify such critical interactions  
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1.4. Need for Systematic Risk Mitigation In The Context of NPD 
 
The primary risk management strategies include 1) Risk mitigation 2) Risk reduction 3) Risk 
transfer and 4) Risk taking (Hallikas et al. 2004). Risk mitigation is the most significant strategy 
which primarily revolves around decision making for different aspects in supplier interaction.  
Rajagopal et al. (Rajagopal, Prasanna Venkatesan, and Goh, 2017) presented a systematic 
literature review and analysis for research articles published between 2005 to 2016 dealing 
with supply chain risk mitigation. Their analysis of over 126 research publications suggests 
that supply risk, demand and disruption were the most researched topics whereas information 
exchange is one of the least addressed topics. In the context of NPD, information exchange is 
the most fundamental activity, where knowledge generation and exchange take place. The 
interactions between supplier and client are critical to for the success of product development 
efforts (Zhao and Cao, 2015). Thus, supply chain risk mitigation in the context of new product 
development activities is not addressed well in the current literature. 
Major research concepts in supply chain risk mitigation revolve around supply chain network 
design and risk propagation analysis, supplier selection and order allocation, inventory 
management, pricing, and risk sharing (Chan et al., 2008; Ghadge et al., 2017; Qi and Lee, 
2015; Rajagopal, Prasanna Venkatesan, and Goh, 2017; da Silva et al., 2019;  Wu, Blackhurst, 
and Chidambaram, 2006). Most of these mitigation measures are related to business functions 
and concentrate on managing part of the overall system whereas the product design and 
development aspects are not addressed in as much detail. 
Of all of the product development phases, design has the highest influence (~70%) on the 
overall cost of the product (Boothroyd and Dewhurst, 2011). Further, many researchers have 
emphasized alignment of product design and supply chain to establish agile and robust product 
development processes (Claypool, 2015; Gerwin, 2004; Kayis et al., 2006; Khan, Christopher, 
and Burnes, 2008; Khan, Christopher, and Creazza, 2012). Hence it is important to consider 
product design activities in supplier risk mitigation, but as was shown above, little attention 




Most organizations desire sustained revenue growth. A key activity that is responsible for 
generating these growth opportunities is an efficient and effective product development 
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process. However, often organizations do not have all the competencies required to deliver a 
solution that meets customer requirements. Thus, strategic relationships with key suppliers are 
required for sustaining growth and competitive product development advantage. Managing key 
partners and suppliers who have a significant role in the process of development is important 
owing to the risk that they introduce into the product development process. In other words, 
managing the key interactions is essential for successful integration of suppliers in the NPD 
process. Conversely, these partners and suppliers must also coordinate their technology 
development and product design efforts with companies that integrate the product. As these 
partnerships become more global, managing concurrent design across the supply chain 
becomes a key element in accelerating development cycles and enhancing quality. 
The common challenges faced by product integrators and suppliers during concurrent product 
development (CPD) highlight the need for design methods that allow integrators and suppliers 
to effectively design systems and subsystems concurrently and robustly. If the integrator has 
robust design strategies to accommodate the uncertainties that can arise as a result of the supply 
chain interaction, the level of interdependence between the integrator and the key supplier 
decreases. Clearly, the need for a risk assessment methodology is identified which would not 
only identify areas of concern but also guide to potential mitigation measures.  
The content in the thesis work is organized as follows. Section 2 summarizes literature review 
covering supplier’s role in product development, risk assessment methods in new product 
development and a survey of design strategies available in the literature. Section 3 covers the 
goals and objective of the thesis research along with the problem statement definition. In 
section 4, research methodology is discussed. Section 5 dives deeper into the methodology 
covering risk metric derivation, risk identification and prioritization. Section 6 summarizes the 
design strategy identification and mapping. Section 7 develops a case study to demonstrate 
application and usability of the framework. Section 8 concludes with assessment and 







2. Literature Review  
 
This section is derived in part from an article published in the Journal of Engineering Design on 
November 10, 2019, copyright Taylor & Francis, available online: 
http://www.tandfonline.com/10.1080/09544828.2019.1685659 
 
This section reviews the state-of-the-art with respect to the supplier’s role in NPD, risk 
assessment methods in NPD, design and innovation strategies and some theoretical background 
that would support the framework development in the proposed work.  
2.1. Supplier’s Role in Product Development 
 
Ulrich and Eppinger (1995) described product development as an activity of modifying an 
existing product or formulating a completely new product to meet the customer needs. It is a 
collaborative effort between a number of agents working with a common goal. Suppliers are 
an integral part of this process who play a key role in the success of development activity. 
Research on supplier relationships can be classified into two categories i) Managerial 
Perspective and ii) Technical Perspective. In the following section, these two aspects of 
supplier relationships are discussed. 
2.1.1. Managerial Perspective 
 
A survey of the management literature has uncovered four main recurring themes with respect 
to the supplier’s role in product development: (1) early supplier involvement, (2) intensive 
engineering involvement by the supplier, (3) commitment to a long-term relationship and (4) 
collaborative relationships focused on problem solving (Clark, 1989; Cusumano, 1991; Funk, 
1993; Hartley et al., 1997; Helper, 1995; Nishiguchi, 1994). While these works provide insight 
into the management and organizational challenges faced in supplier relationships, they 
provide little insight into the technical challenges nor do they provide tools and methods for 
the product developer (integrator and supplier) to deal with the challenges imposed by the 
supply chain. A thorough study by Nishiguchi (1994) demonstrated and stressed the importance 
of symbiotic relationships with suppliers. A study by Kamath and Liker (1994) cautions that 
relationships with key suppliers should apply to a small set of suppliers. It points out that level 
of product development involvement should be reserved for suppliers who ‘have outstanding 
technology, sophisticated management, and global reach’. However, if the interactions with 
these key suppliers are not managed properly there is a significant risk that the endeavor will 
not achieve budget, schedule and cost goals, particularly for complex systems (Denning, 2013). 
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Jimmy Gandhi, Gorod, and Sauser (2012) emphasized a systemic approach for risk 
prioritization to ensure effective and efficient risk mitigation. 
Many researchers have recognized the need to integrate supply chain development with product 
and process development (Fine and Novak, 1998; Fine, 1998; Novak and Eppinger, 2001). 
They propose a three-dimensional concurrent product development process by developing 
theory and tools for concurrent product development and supply chain development. Their 
work focuses on the much broader issue of the "make versus buy" decision and its interaction 
with product architectural complexity, organizational interdependencies, product life-cycle 
length, supply base density, the interaction between product and process development decisions 
and supply chain design decisions. While this work provides important context, particularly at 
the organizational level, it does not provide insight for the decision-making at product level. 
These works provide insights into the management and organizational aspects of supplier 
relationship but not much emphasis is given to tools or methods that can be used to deal with 
the challenges arising due to supplier interactions.  
2.1.2. Technical Perspective 
 
Nishiguchi (1994) highlighted the use of value analysis and value engineering, target costing 
methods, and supplier grading to deal with problems arising from supplier interactions. Set-
Based Concurrent Engineering (SBCE) is another approach that holds great promise in 
managing technical challenges in supplier relationships. SBCE was derived, in part, from a 
study of Toyota’s product development process, including its relationships with suppliers 
(Kamath, 1994; Liker et al., 1996; Sobek , Ward,  and Liker, 1999). The central idea of SBCE 
is to generate a number of design alternatives, refine the alternatives and select the final 
alternative after establishing the feasibility of the alternatives. In SBCE, the system integrator 
receives a set of alternatives from suppliers which provides a much better understanding of the 
feasibility of alternatives which allows the integrator to better manage system-level trade-offs. 
The SBCE literature, however, provides little details for the implementation of the approach. 
Nahm and Ishikawa (2004) reached a similar conclusion.  
Esterman and Ishii (1999) identified the challenges faced during integrated product 
development due to interactions with global suppliers. Issues included language and cultural 
barriers, prioritization of project objectives, alignment of design decision-making systems and 
managing engineering specifications. They argued for the need for systematic approaches to 
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manage CPD. Jimmy Gandhi, Gorod, and Sauser (2012) also argued for a systemic approach 
to prioritize risk.  
Esterman and Ishii (2005) developed a framework to evaluate the risk suppliers introduce to 
the NPD process by deriving metrics that can be used to characterize risk. The concepts of 
Degree of Design Customization (DoDC) and coupling ratio (CR) were introduced as the 
dimensions to evaluate risk at system, subsystem or supplier levels. Chaudhuri, Mohanty, and 
Singh (2012) proposed a supplier vulnerability assessment methodology which used a 
combination of qualitative and quantitative data to derive risk. 
2.2. Risk Assessment Methods in NPD Process 
 
Considering the impact suppliers have on the product development success, it is necessary to 
understand the types of risk and their impact so that appropriate mitigation measures can be 
implemented. This section reviews some of the risk assessment methodologies available in 
literature to identify risks arising due to supplier interactions in the new product development 
process.   
Failure mode and effects analysis (FMEA) is a tool which aids to systematically identify 
potential failure modes, their causes and effects. For each failure mode identified a Risk 
Priority Number (RPN) is calculated using detection, occurrence and severity indices (Stamatis 
2003). The RPN is then used to prioritize failure modes and subsequent mitigation measures 
are suggested. The effectiveness of this methodology depends on the ability to identify all the 
potential failure modes and to properly assess the indices to calculate RPN. Evaluation of risk 
with FMEA for supplier interactions can be difficult as the needed information to assess risk 
resides with the supplier and may not be readily available. 
Chaudhuri, Mohanty, and Singh (2012) proposed a two-step, group decision-making approach 
for risk assessment which can use both numeric as well as linguistic data. In the first step, the 
vulnerability for each subsystem and for each supplier is evaluated using Level I and Level II 
parameters. Level I parameters include the Degree of Supplier Involvement, Process 
Complexity, Logistic Complexity and Manufacturing Capacity. Each one of these Level I 
parameters can be further refined, which are the Level II parameters. The second step uses 
FMEA to prioritise the failure modes of the vulnerable suppliers which allows specific control 
plans to be created to mitigate the failure modes. One of the limitations of the proposed 




Pujawan et al. (2009) introduced House of Risk (HOR) framework which combines the concept 
of house of quality of the quality function deployment (QFD) and the failure mode and effect 
analysis (FMEA) to identify source of risk and prioritize mitigation action to reduce the impact 
of risk events. It is argued that the source of risk, referred to as Risk Agent, may induce one or 
more risk events and reducing the occurrence of risk agents would result in preventing some 
of the risk events. One of the shortcomings of the proposed work is that the framework does 
not consider the correlation between risk events which limits its applicability to systems with 
large number of interrelations within the system.  
Regazzoni et al. (2011)  suggested the use of TRIZ(Theory of Innovative Problem Solving ) 
tools along with FMEA to identify and manage risk. TRIZ is a problem-solving tool which 
deals with resolution of design trade-offs (Altshuller, 1984;  Altshuller, Shulyak, and Rodman, 
1997). They proposed the use of TRIZ functional analysis to guide identification of potential 
modes of failure followed by FMEA for prioritization. In the next step, the risk element is 
converted into a problem-solving task and is addressed by TRIZ methodology to find out the 
mitigation measure. Methodology allows having a more accurate definition of potential failures 
which might be missed during traditional FMEA and helps identifying potential mitigation 
measures. The proposed methodology is well suited for pre-existing products where the product 
architecture is well defined. Further, the method would require further refinement to deal with 
a larger system with a considerable amount of data. 
In addition, to the concern that the existing risk assessment methods require extensive supplier 
involvement, which may not be available when needed, many researchers have highlighted 
limitations with the use of FMEA to assess risk (McKinney, 1991; Bednarz and  Marriott, 1988; 
Wei, Chang, and Lee, 1999). 
2.3. Design Strategies 
 
Design is the most fundamental activity in new product development process as it governs the 
entire process of development. Design is an iterative decision making process of either 
formulating a plan for satisfying a customer requirement or solving a specific problem 
(Budynas, Richard and Nisbett, 2011).  It is a well-accepted fact that design influences about 
70% of the overall cost of the product (Boothroyd and Dewhurst, 2011). Concurrent 
Engineering is a philosophy that leads designers to consider various stages of the product’s life 
cycle during the design phase. Design strategies have been developed that address the different 
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challenges that are faced during the life cycle of the product. In this section, some of these 
design strategies will be discussed. 
2.3.1. Strategic Tuning 
 
Otto and Antonsson (1991) proposed the concept of a Tuning Parameter in design. In the 
conventional design process, design parameters and noise parameters are identified. Design 
parameters represent values selected by the designer while designing the component. The 
design is said to be finalized when the nominal values for the design parameters are confirmed. 
Noise parameters represents parameters which affect the functionality or performance of the 
product. They can be 1) Variational: emerging from variation in supplied material, 
manufacturing, etc., 2) Internal: arising due to wear or storage deterioration, 3) External: caused 
due to environmental or usage fluctuations.  
Otto and Antonsson (1991) suggested a Tuning Parameter to deal with the influence of noise 
parameters. Nominal values for a tuning parameter are set after the effect of noise has occurred 
hence their value is determined by the manufacturer or even end user. But design engineers 
need to define and consider the adjustment range in the tuning parameters while defining the 
respective design parameters. For the scenarios where design targets are hard to achieve by just 
a selection of design parameters, the inclusion of the tuning parameter in the process would 
help reduced the burden on design parameters. In such cases, easier design parameters and 
tolerances can be selected, and the design can be tuned later at manufacturing or in the 
operating environment. Otto and Antonsson (1991) proposed that use of a tuning parameter in 
the design process can result in a design which is less susceptible to variational noise.  
2.3.2. Design for Variety (DFV) 
 
Martin and Ishii (2000) proposed a structured design methodology to link product design and 
supply chain logistics. DFV, at a high level, seeks to understand the limitations of the current 
design relative to the needs of future markets to develop product platforms and hence reduce 
the overall product development costs of the product family. Ishii, et al. (1995) proposed the 
concept of Late Point Identification (LPI) which aims to delay the differentiation of the product 
variant as late as possible in manufacturing and the supply chain. Ulrich (1995) defined product 
architecture as a “scheme by which the function of a product is allocated to physical 
components." Ulrich (1995) further detailed it in three step process: 1) Arrangement of 
functional elements, 2) Mapping between functional elements and physical components, 3) 
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Specifying the interfaces among interacting components. DFV implements Ulrich's concept of 
architecture through a structured method. 
The DFV method is based on a set of indices defined to characterize variety and dependency 
between components. The indices that they defined are indicators of drivers of change within 
the design and external to the design that affect the likelihood of redesign of the component 
and the likelihood that the component will propagate that change.  
Martin and Ishii (1997) characterized variety in two types: 1) Spatial Variety – described  as 
“variety within current product line designed” , and 2) Generational Variety-  described as 
“variety across future generation of the product”. They defined the Generational Variety Index 
(GVI) as an estimate of the required change in component due to an external driver. The 
external driver includes factors like customer needs, and cost reduction requirements on which 
a designer has very little control. Secondly, the Coupling Index (CI) is defined which indicates 
the strength of coupling between components of the product. Ulrich (1995) defined coupling 
as “Two components are considered coupled if a change made to one of the components can 
require the other component to change”. Thus, the stronger the coupling between the 
components, the more likely a change in one will require a change in other.   
 
CI is generated by developing a basic product layout and listing the flow of specification 
between different components in the layout. Further, sensitivity of each component to change 
is estimated. Finally, the value of CI is evaluated by adding the corresponding sensitivity 
estimates for each component. Two types of CI are derived for each component. Coupling 
Index – Receiving (CI-R) indicates the strength of specification received by a component from 
other components and Coupling Index – Supplying (CI-S) indicates the strength of 
specification supplied by a component to other components. CI-S indicates the potential of a 
component to propagate design change to other components. CI-R represents the susceptibility 
of component to change due to redesign in other components. The concept of CI-S and CI-R 
will be leveraged in the development of the framework described in this thesis.  
To reduce redesign efforts and time to market it is required to have robust product architecture 
(Martin, 2000). Martin (2000) suggested this can be achieved by modifying the architecture to 
remove functional requirement to component specification and reducing sensitivity of 
component to change in specifications. Martin (2000) also proposed specific design strategies 
to address these situation. EM to component specification can be removed or reduced by 
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rearranging mapping of functionality to components or by freezing the specification of the 
component. Rearrange mapping suggests architectural changes to the product whereas freezing 
specification suggests standardizing the specifications. Further to reduce the sensitivity of the 
component due to changes in the specification strategy of increasing headroom is suggested. 
Increasing headroom implies selecting a specification of product such that product can absorb 
a large change in the specification before it is required to be redesigned. 
The DFV methodology provides some of the important concepts that are leveraged in the thesis 
work. The definitions of coupling index allow capturing of the interdependence between the 
functional requirements. It also enables defining the design situations in quantitative terms. 
Further the design strategies suggested by Martin (2000) provide meaningful guidelines to take 
design decisions to deal with specific design situations which are characterized in terms of 
quantitative metrics. 
2.3.3. Axiomatic Design  
 
Suh (2001) proposed axiomatic design theory as a framework that can be applied to design 
activities. The theory builds upon the mapping between the domains which link the customer 
to the domains that are relevant to the development process. Customer needs defined in 
customer domain are mapped to the functional domain i.e. functional requirements (FR). FRs 
are mapped to design parameters (DP) and the design parameters are mapped to process 
variables (PV). Axiomatic design is based on two axioms, i) The Independence Axiom and ii) 
The Information Axiom. By definition, a design is said to be a good design if it satisfies both 
of these axioms (Suh, 2001).  
The independence axiom deals with minimizing the dependence between the functional 
requirements. In simpler words, any change in a functional requirement should minimally 
affect (if at all) any other functional requirement. The information axiom states that the 
information content of the design should be minimum. Information content is defined on the 
basis of meeting functional requirements. If the actual performance of design’s functional 
requirement, including its actual performance variation, are within the specification range of 
the FR, then the information content of that FR is zero. Axiom 1 may result in multiple design 
alternatives whereas axiom 2 is to be used to select an alternative (i.e. one with minimum 
information content).  
One of the important design strategies from axiomatic design is that of functional 
independence. There is a clear distinction between functional and physical dependence 
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suggesting that more than one function can be performed independently by the same object. In 
other words, two requirements can be functionally independent while being physically 
dependent. Finger and Dixon  (1989) give the example of a hammer to explain this. A hammer 
can be used to drive a nail or to pull them out. Two opposite ends of hammer are functionally 
independent though they are embodied in the same physical space. This observation can be 
used to deal with situations where functional requirements are coupled outside the system and 
a completely uncoupled design is not feasible. Such requirements can be handled by designing 
components such that they are physically dependent while functionally independent.   
The axioms defined in this design strategy provide meaningful insights into architectural 
considerations of a product. The strategy of functional independence provides guidelines to 
deal with specific design scenario where the interdependence between the functional 
requirements is high. Hence the strategy of functional independence is considered as one of the 
design strategies used in the thesis work. 
3. Research Objectives 
 
In this section objectives of the research are stated. Section 3.1 defines the problem statement 
and section 3.2 lists the research goals. 
3.1. Problem Statement 
 
The literature review (Section 2) highlighted the need for early supplier involvement in the 
product development cycle. Based on the type of supplier relations, suppliers can significantly 
impact the outcomes of the product development process, particularly for Original Design 
Manufacturers (ODM) and Joint Development Manufacturing (JDM) relationships. Identifying 
and dealing with the critical interactions that arise from such supplier relationships is key to 
the success of the product development process. Boeing's Dreamliner project (Denning, 2013) 
illustrated a classic example of missing time to market and cost goals that resulted from an 
inability to manage key supplier interactions. Thus, it is necessary to identify and manage these 
key supplier interactions in order to identify and mitigate product development risk.   
While many of the frameworks that address supplier risk assessment (Chaudhuri, Mohanty, 
and Singh, 2012; Pujawan and Geraldin, 2009; Regazzoni and Russo, 2011; Stamatis, 2003) 
provide useful insights, they are not without their limitations. Some of the limitations include 
the need for extensive knowledge of supplier processes, lack of an explicit link to the customer 
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requirements, scalability to larger product architectures and inability to capture 
interdependence between different EMs in the system. Further, most of these frameworks fail 
to guide in identifying actionable risk mitigation measures that can be applied during the 
product design and development phase.  
A systematic review of literature in ‘Supply chain Risk Mitigation’ presented by Rajagopal 
et.al (2017) highlighted lack of attention to the implication of supply chain risk to new product 
development across its different phases. Further, most of the mitigation measures concentrate 
on managing business risk and very little focuses on product design and development risk. In 
other words, these methods do not provide guidance to design decisions to deal with different 
design scenarios in a systematics way. Thus, there is a clear need for developing a framework 
to identify the key interactions within the system architecture that link customer needs, and 
functional requirements in order to assess risk and provide a guideline for potential risk 
mitigation measures in a systematic way. 
 
3.2. Research Goals 
 
The primary goal of this research is to develop a framework that identifies the attributes of the 
system architecture at functional level (system requirements or supplier subsystem 
requirements) that introduce the greatest risk due to supplier interactions and to suggest design 
strategies by the application of systems engineering principles, mathematical concepts and 
design theory principles.  
The goals for the framework in this thesis are:  
• To develop a quantitative risk assessment framework that captures the risk introduced by 
suppliers in the process of new product development. 
• To define risk metrics that are derived from the customer needs, functional requirements 
and the system architecture. 
• To characterize the elements of risk based on the risk metrics identified. 
• To identify design strategies that are guided by the risk metrics. 
Based on the insights gained in the literature review, the following set of research questions 
were developed; 
1. Can the risk introduced by suppliers in NPD be assessed quantitatively? 
2. Do the design strategies available in literature have any patterns or characteristics? 
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3. Can the specific risk scenario be mapped to existing design strategies to manage the risk? 
In other words, can a quantitative method for design strategy selection be developed for 
risk mitigation? 
 
4. Research Methodology 
 
In this section the research methodology is discussed. Section 4.1 includes a discussion on 
framework development for risk assessment and mitigation. Section 4.2 details the steps in case 
study execution to demonstrate the usability of the proposed framework. 
4.1. Framework Development 
 
This chapter summarizes the methodology used for conducting the research work.  The 
methodology includes three major phases to develop the framework to identify and mitigate 
the risk that arises due to supplier interaction. Each phase combines concepts from systems 
engineering, mathematics and design theory. The phases in the framework are as follows:   
1. Risk Metric Derivation: This phase defines the metrics that are used to assess risk in 
NPD due to supplier interactions. To quantify risk a number of metrics are defined with 
system engineering principles. These metrics are then be used to characterize risk in a 
quantitative manner.  This phase works with an existing system architecture to identify 
functional requirements in the system that are under risk due to supplier interactions. 
 
2. Risk Identification and Prioritization:  In this phase the risk metrics defined in the 
previous phase are used to identify requirements (system and supplier) that are at risk due 
to supplier interactions. Further, a risk prioritization method is defined to help identify 
critical functions in the product architecture. An attempt is made to develop a holistic 
prioritization method using the metrics defined in previous phase.  
 
3. Design Strategy Identification: In this phase, the design strategies identified in the 
literature are reviewed further to identify and/or derive specific scenarios where those 
design strategies are most suited. An attempt is made to represent those specific design 
situations in terms of the risk metrics defined in phase 1. The analysis in this phase forms 




4.2. Case Study 
 
The primary objective of the case study is to demonstrate the feasibility of the proposed 
framework. The case study includes a step-by-step execution of the risk assessment and 
mitigation framework for a hypothetical development project based on an existing product. The 
execution and assessment of the framework is broken into two phases.  In the first phase, the 
framework is applied to the hypothetical development of a product with a specific architecture 
and set of suppliers for the defined subsystems. In this phase, the utility of the framework will 
be assessed by analyzing the systems and subsystem EMs and determining if the high-risk EMs 
and their associated mitigation strategies are reasonable.  This assessment will be based on 
engineering judgment. In the second phase, two additional architectures will be identified, as 
will their associated risk metrics and mitigation strategies.  This will aid in assessing the 
consistency of the framework as well as its response to architecture and supplier assignment 
changes.  The details of these phases will be described in more detail below. 
Phase 1: 
The primary objective of this phase is to demonstrate the utility of the proposed framework. 
This phase includes product selection, identifying VOCs, identifying the system and subsystem 
EMs, executing the framework and discussing the results. 
• Product Selection  
The focus of the research is to develop a framework to identify and mitigate the risk introduced 
into the product development process by suppliers of key technology. As a result, a product 
needs to be identified that is of sufficient complexity that it contains subsystems that can be 
outsourced to suppliers.  In addition, the technology used within the product needs to be such 
that the author can find the information needed for the framework or can be derived using 
engineering analysis. To achieve this an electromechanical product with a minimum of 30 
components and 3 possible subsystems were identified as the key requirements that needed to 
be satisfied by the product selected for the case study.  
• VOCs, System EM and Subsystem EM Identification 
The next step was to identify the VOCs for the selected product. The VOCs for the product 
were identified by studying the end user requirements, product specifications, information 
available on the website of the product manufacturer, study of product user reviews, and the 
author’s general understanding of the product functioning. This information was further 
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synthesized with the help from subject matter experts in the field (related technology and 
application of the selected product) to evaluate numerical ratings for degree of change and 
difficulty of change required to fulfill the hypothesized VOCs of a new product based on the 
fulfillment of the same VOCs on the current product. The importance ratings for each of the 
VOCs were also determined in this process. The next step was to express the VOCs in 
measurable and quantifiable response variables i.e. the System EMs. The identified system 
EMs were compared with the product specifications for consistency. 
To identify the system and subsystem EMs, a Hierarchical Functional Decomposition was 
created (Clausing and Fey, 2004; Otto and Wood, 2001). This approach includes creating a 
function tree by decomposing higher level functions into lower level functions. The process 
of decomposition is continued until the fulfillment of the next level of a function directly maps 
to a component or feature of the product. Based on the similarity of functions derived in the 
function tree, lower level functions were grouped together to form a subsystem. The 
technology and the working principles for the product were also considered to refine the 
subsystem definitions. For each function in a cluster for a particular subsystem, a measurable 
and quantifiable response variable was identified, which is a subsystem EM. The information 
about potential components in each subsystem was also used to refine the EM definitions for 
each subsystem.   
• Framework Execution and Discussion of Results 
i. Risk Metric Derivation 
The risk metrics defined in the framework, including change metrics, coupling metrics and 
importance metrics, were evaluated for each of the system and subsystem EMs identified in 
previous section. In this step the VOCs, importance rating, degree of change and difficulty of 
change were deployed to the system EMs and subsequently the subsystem EMs using a 
modified QFD framework. The steps detailed in section 5.3.1 were used to deploy the VOCs 
and to evaluate the importance metrics. The steps detailed in section 5.3.2 were used to evaluate 
the change metrics for every system and subsystem EM. To evaluate the coupling metrics,  
DSM and DMMs were developed for the system and subsystem EMs. The values for each 





ii. Risk Identification  
The risk was defined as a function of a change metric and a coupling metric. Plots of the change 
metrics versus the coupling metrics were used to identify the EMs at risk. By selecting a 
threshold value to identify the breakpoint between a high and low value for a metric, each plot 
of a particular change metric versus a particular coupling metric was divided into four zones 
(refer to section 5.4 for details).  For system EMs, 2 change metrics (DC and DFC) and 4 
coupling metrics (CI-S Strength, CI-S Extent , CI-R Strength, CI-R Extent) were used to 
identify risk. Hence a total of 8 plots were constructed to cover all combinations of change 
metrics versus coupling metrics.  Similarly, for the subsystem EMs, 2 change metrics (DC and 
DFC) and 8 coupling metrics (CI-S Strength for coupling with system EM, CI-S Extent for 
coupling with system EM , CI-R Strength for coupling with system EM, CI-R Extent for 
coupling with system EM, CI-S Strength for coupling with other subsystem , CI-S Extent for 
coupling with other subsystem , CI-R Strength for coupling with other subsystem, CI-R Extent 
for coupling with other subsystem) resulted in a total of 16 plots to identify the EMs at risk.  
The EMs corresponding to Zone 1, Zone 2 and Zone 3 (refer to section 5.4 for details) were 
identified for the system as well as the subsystem level EMs. In a scenario where an EM was 
identified under different risk zones for different plots, the EM was determined to be in the risk 
zone with higher risk among all the scenarios. Within each risk zone, EMs were prioritized 
based on the importance metric based on the details in section 5.4. 
iii. Design Strategy Identification  
To identify a design strategy, the target value for each system EM and subsystem EM was 
characterized as either as Nominal-The-Better (Type N) or Extreme-The-Better’ (Type E). 
Type E included both Larger-The-Better and Smaller-The-Better parameter specifications 
(refer to section 6 for details). The target value specification and values for the risk metrics 
were then compared with the scenarios for the design strategies derived in section 6.6 to 
identify a design strategy for each EM at risk.  
iv. Results and Discussion 
The results of the risk assessment and the design strategy identification were then analyzed for 
the high-risk EMs to evaluate if the assessment was reasonable. The design strategy identified 
for a couple of high-risk EMs (for both system EMs and subsystem EMs) were discussed in 
detail and were assessed based on engineering judgement.  
23 
 
Phase II :  
The main objective of this phase was to assess consistency of the framework and its response 
to changes in supplier assignment. Hence in this phase different hypothetical architectures 
with different supplier sourcing strategies were identified. Further, the steps in the risk 
assessment and design mitigation framework were performed for each architecture. 
• Product Architecture Definition 
To create different architecture, the same subsystems and corresponding EMs identified in 
phase I of the case study were used. But how these subsystems were developed was changed. 
The assignment of EMs to the subsystems remained the same, but which subsystems were 
assigned to suppliers was changed. Two such architectures were created in addition to one 
used in phase-I.  
• Framework Execution and Discussion  
For each new architecture, the steps discussed in the framework execution above in phase I of 
the case study were performed. Hence the distribution of EMs across different risk zones and 
the corresponding design strategies was evaluated for each new architecture. 
The risk assessment and design mitigation results across the three architectures were compared 
to one another to evaluate the effect of changes in supplier assignment. The results for design 
strategies identified for the three architectures were also examined to evaluate whether there 
were any patterns to the design strategies across the different risk zones.   
 
5. Risk Assessment Framework 
 
This section is derived in part from an article published in the Journal of Engineering Design on 
November 10, 2019, copyright Taylor & Francis, available online: 
http://www.tandfonline.com/10.1080/09544828.2019.1685659 
 
The literature review in Section 2.0 identified the need for a method to assess the risk 
introduced into the new product development process by the suppliers of key technology and 
to provide guidance for design decisions that mitigate that risk. To achieve this goal, a three-
phase framework is developed and Figure 2 provides a high-level pictorial representation of 
three phases in the framework. The first phase evaluates different risk metrics, namely change 
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metrics, coupling metrics and importance metrics. The second phase defines the different risk 
zones and identifies the engineering metrics in each risk zone. In addition, the engineering 
metric in each risk zone are prioritized. In the third phase of the framework a process is 
proposed to identify the appropriate design strategy that mitigates the risk based on the risk 
metrics that have been developed.  
A high-level objective that the work in this thesis supports is to develop a framework to 
quantitatively assess the risk from supplier interactions at engineering metric level, individual 
supplier system level and project level and to use that information to aid in design decision 
making in order to mitigate that risk. The work by Esterman et al. (2019) was focused on 
developing the risk assessment framework at these levels of risk.  In this thesis, the focus is on 
EM-level risk. and the use of that information to guide design decision making to mitigate that 
risk. As such, modifications were necessary to better align with the objectives of the thesis 
work. First, it was necessary to deconstruct the measure of customization, the degree of design 
customization (DoDC), into a measure of the extent of change and the difficulty of the change. 
These modifications are discussed in sections 5.2 and 5.3. The second modification that was 
necessary was that a more comprehensive derivation of coupling indices was needed.  This is 
presented in section 5.3.3. Thus, section 5 presents a modified version of the original risk 
assessment framework and section 6 presents the use of these metrics to guide the selection of 
a design strategy to help mitigate that risk. 
 
 
Figure 2:  Phase in development of framework 
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5.1. Theoretical Underpinnings 
 
Traditional concurrent engineering practices have elements to them that can aid in the 
assessment of the risk that suppliers introduce into the product development process. In this 
section, these benefits and limitations will be briefly described. Quality function deployment 
(QFD) is a multi-phase process used to define, measure and deploy quality throughout the 
product life-cycle (Ishii, 1995) where quality is defined by a set of customer needs (Esterman 
and Ishii, 2005). These needs are deployed to the system functional requirements, which in 
turn, are deployed to the supplier subsystem requirements. In this manner, QFD can improve 
communication among product development team members, including suppliers (Hauser and 
Clausing, 1988). However, supplier relationships are mainly addressed by suggesting that the 
supply base consists of a relatively small number of long-term strategic relationships that 
include the suppliers as part of the multifunctional product development teams (Clausing, 
1994). No additional insights are gained into the specific challenges introduced by suppliers, 
nor how those challenges can be addressed. 
A tool that has been used to aid in a better understanding of information flow during product 
development is the design structure matrix (DSM). DSM is a tool that has been used 
extensively for representing and analyzing task dependencies  (Browning, 2001; Browning and 
Eppinger, 2002; Ulrich and Eppinger, 1995). In a DSM a column element supplies information 
and a row element receives this information. In this way, precedence relationships are 
established between the row and column elements. The strength of the DSM is that it identifies 
tasks (or objects) that are sequential, parallel and coupled. Coupled tasks are mutually 
dependent which means that each must be completed for the other to be executed. The net 
effect is that each task must be completed simultaneously with continuous exchange of 
information or it must be carried out in an iterative fashion (Ulrich and Eppinger, 1995). 
DSM is a useful tool to analyze product architecture, organizational hierarchy and process 
architecture (Browning, 2018). An interesting application of the DSM that combines the ideas 
of design for variety (DFV) (discussed below) and outsourcing and is based on a study of the 
printing industry presented by Craig (2001). In this work, the DSM is used to analyze the 
modularity of a printer system by looking at the information dependency of various 
subsystems. By examining the iteration loops (or coupling), the assertion is made that 
outsourcing issues can arise when a subsystem is embedded in an interactive feedback loop 
and when the complete module which contains these loops is not outsourced (Craig, 2001). In 
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the work proposed in this paper we extend that idea by using a coupling metric to characterize 
the strength of those iterative feedback loops but focus on the engineering metrics rather than 
the hardware solution elements. 
A concurrent engineering methodology that does link design and supply chain logistics is DFV. 
DFV seeks a product architecture that maximizes market coverage while minimizing the cost 
of providing the variety. Ishii et. al (1995) report on a concept called ‘Late Point Identification’ 
(LPI) that seeks to delay the differentiation of product variants in the supply chain and 
manufacturing process. LPI also recommends standardizing high cost and long lead time 
components and differentiating variety with smaller, more flexible components and processes 
(Martin and Ishii,1997). DFV develops a set of metrics that characterize generational variety, 
the dependency that a component has on other components and the impact that a component 
has on other components (Martin and Ishii, 2002). With these metrics, areas in the design can 
be identified that need attention. An important concept introduced by Martin and Ishii (2000) 
is the coupling index, which characterizes the first-order coupling between components. The 
key to the approach is the mapping of specification flows between components. Once the 
specification flows are understood, the sensitivity to changes in these specifications is assessed. 
This information is used to generate the CI-R, which characterizes the dependency a 
component has on the specifications it receives, and CI-S, which characterizes the impact the 
component has on other components by the specifications it supplies. In this paper, we seek to 
extend these coupling metrics beyond the solution elements to the engineering metrics in order 
to help assess risk in the early stages of development. 
The DSM discussed above is the basis for calculating different modularity metrics  (Hölttä-
Otto et al., 2012). Some of the better metrics that capture the degree of modularity based on 
coupling include the following. A Cluster Independence (CI) metric was proposed by 
Newcomb, Bras, and Rosen (1998) that measures incidental interactions between modules by 
considering the ratio of the number of intra-module connections and the total connections in 
the system. A coupling-based modularity metric (Ms) created by Sosa, Eppinger, and Rowles 
(2003) is based on the ratio of the number of interactions between modules to the total number 
of interactions in DSM. A metric to represent the system evolutionary modularity of 
generations of systems (WI) was suggested by Whitney (1999) that considered the ratio of the 
number of interactions in a DSM to the total number of elements in a DSM. A metric proposed 
by Guo and Gershenson (2004), MG&G, is better suited for component-based coupling 
analysis. Its strength is that it considers coupling within the subsystem of interest (intra-
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subsystem) and coupling between subsystems (inter-subsystem), as well as it normalizes the 
metric based on the number of total subsystems in the system, which is a significant 
improvement over the other metrics (Hölttä-Otto et al., 2012). These strengths are leveraged in 
the development of measures of coupling in this work. 
 
5.2. Definitions and Key Assumptions 
 
The definition of risk adopted in this work is that, it must include a chance element and a 
consequence element (Kmenta and Ishii, 2000). The consequence element of risk is 
characterized by product-related performance (e.g. features, services offered, etc.), time-to-
market and cost. The chance element of risk refers to the areas in the product development 
process where the likelihood of issues that impact these three dimensions of product 
development success increases because of relationships with suppliers of key technology and 
subassemblies.  
A term that will be used frequently in this work is that of an Engineering Metric (EM). The 
definition of an EM is that it is a dependent system response variable that is, ideally, 
quantifiable and measurable. Furthermore, this system response variable should be independent 
of any particular solution. In other words, the method of performing a certain function is 
defined independent of technology. But in many situations, technology selection precedes the 
product development process. Analysis in the Fuzzy Front End of the process, domain 
knowledge and technical expertise, business case and economics are some of the common 
reasons for selecting technology prior to start of product development process (Cao, Li, and 
Ramani, 2011; Chan et al., 2008; Cooper 2008, 2016). In the current work, it is assumed that 
the technology selection has already been done. Thus, the EMs defined during the development 
process may be aligned to a specific technology. 
The foundation of the risk assessment framework reported in this paper builds upon the original 
approach developed by Esterman and Ishii (2001; 2005) and Esterman (2002). They introduced 
concepts of DoDC and coupling as dimensions that can be used to evaluate risk at system or 
subsystem levels of abstraction. To calculate the degree of coupling Esterman (2002) proposed 





Figure 3:  EM coupling matrix (Esterman 2002). 
 
For each subsystem j, the matrix cell Cijk was populated if the following condition was met: 
‘A change or failure to meet the supplier engineering metric (EM) would require a change to 
the system-level engineering metric’ Esterman (2002), Where i denotes the system EM and k 
denotes the subsystem EM within subsystem j. A 0, 1, 3, 6, 9 rating system based on this 
definition was used to populate the sensitivity. Based on these coupling assessments, coupling 
at the subsystem and system levels could be derived (for details see Esterman (2002)). 
Although the simplifying decisions made for these assessments reported in Esterman (2002) 
were reasonable, a goal of the work reported in this thesis is to develop more logically 
consistent and integrated measures of coupling at different abstraction levels derived from 
customer requirements and engineering metrics. 
Esterman (2002) also proposed DoDC as a metric to estimate risk. The DoDC metric was 
defined in a qualitative and somewhat subjective manner based on the extent of design change 
anticipated to meet the defined target for the engineering metric. The DoDC roughly correlates 
to the number of design tasks required to complete the design change. The DoDC metric can 
be assessed at the system level, as well as at the subsystem level. However, the proposed 
definition of DoDC did not lend itself to assess degree of customization within a subsystem. 
Assessing degree of customization within a system and subsystem level EM is an additional 
goal of this thesis.  
The relationship between coupling, DoDC and risk is shown in Figure 4. The underlying 
assumption is that as the number of design tasks increases the amount of risk also increases. 




Figure 4: Relation between DoDC, Coupling, and Risk (Esterman 2002) 
Further, two key assumptions that are made in this research: (1) A pre-existing relationship 
with the supplier exists. That is that the ‘make-versus-buy’ decision and supplier selection are 
not considered in this research; (2) the supplied subsystems contain key technology essential 
to the product. 
5.3. Risk Metric Derivation 
 
It is important that the ultimate risk assessment process incorporate the needs of the customer 
in order to ground the process in what ultimately matters to them. Similarly, it is important that 
the process incorporate EMs so that it is minimally biased by any particular solution. 
As stated in the previous section, risk can be characterized by coupling and degree of design 
customization. It is also important to consider the importance of the metrics relative to what 
matters to the customer. Further, each of these metrics needs to be considered at the system 
level and at the subsystem level. The steps to accomplish this include: 
1. Deploy the Voice of Customer (VOC) to System Engineering Metrics (EM) 
2. Evaluate system and sub-system EM Degree of Change (DC), Difficulty of Change (DFC) 
and Degree of Design Customization (DoDC). 
3. Generating coupling metrics for system and subsystem EM 
 
5.3.1. Deploy VOC to System and Subsystem EM 
 
Quality Function Deployment (QFD) is a tool that is widely used to deploy the voice of the 
customer to ensure that engineering metrics are developed that will fulfill the VOCs (Hauser 
and Clausing, 1988). Traditional QFD links the customer needs to system EMs and these 
system EMs are then linked to subsystem EMs until the process flows down to the component 
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level. The left matrix in Figure 5 illustrates a traditional Phase 1 QFD (which is also referred 
to as the House of Quality) where customer requirements (VOCa) are linked to System 
Engineering Metrics (EMsys_i) through the Relationship (Rai). The relative importance of each 
System Engineering Metric (Wsem_i) can be calculated by the inner product of the vector 
comprising the importance of each VOC (Ia) and the vector of Rai for a particular EMsys_i. This 
relationship is shown in Equation 1 where i denotes ith system EM and a denotes a customer 
requirement and A represent total customer requirements. 
𝑊𝑠𝑒𝑚_𝑖 =   ∑ 𝐼𝑎
𝐴
𝑎=0 ∗ 𝑅𝑎𝑖                    (1) 
In the second phase of QFD, a similar logic links EMsys_i to the Subsystem Engineering Metrics 
(EMss_jk) using the System EM relative importance (Wsem_i) and the relationship (Rijk) to arrive 
at the subsystem relative importance (Wjk). The right matrix in  Figure 5 shows the Phase 2 
QFD flow down along with the relevant variables.  The relationship for Wjk is shown in 
Equation 2. 
𝑊𝑗𝑘 =   ∑ 𝑊𝑠𝑒𝑚_𝑖
𝑛
𝑖=1 ∗ 𝑅𝑖𝑗𝑘      (2) 
Where i denotes the ith system EM, j denotes the jth subsystem, k denotes the kth subsystem EM 
and n denotes the total number of system EMs.   
 
Figure 5: Traditional Phase 1 and Phase 2 QFD – EM Relative Importance 
5.3.2. Evaluate Degree of Change, Difficulty of Change and Degree of Design 
Customization 
 
In the original CPD Risk assessment framework proposed in Esterman (2002), a numerical 
value for DoDC, which was based on engineering judgment, was used to asses Inter-Program 
(Project) and Inter-Supplier (subsystem) risks. Inter-project risk is used to compare different 
projects with each other whereas Inter-Supplier risk is used to compare different supplier of 
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subsystem. Figure 6 illustrate different levels of risk assessment described in (Esterman et al., 
2019). Esterman and Ishii (2005) demonstrated that these measures correlated with risk. 
However, this concept was not applied to assess Intra-Supplier risk, which was one of the 
drawbacks of the previous framework. 
In order to develop a measure of design customization that could be applied to assess Intra-
Supplier risk, it was necessary to rethink the meaning of this concept and break it down into 
more fundamental constructs. One construct stem from the idea that the greater the magnitude 
of departure of a current requirement from a previous requirement the greater the need for 
customization. This is where the idea of Degree of Departure from Past Requirements 
originated. However, we also quickly realized that it would be important to consider how 
difficult closing the gap between the current requirement and the past requirement would be. 
This is where the concept of Degree of Difficulty of Change from Past Requirements 
originated. Thus, by multiplying these factors together a better representation of degree of 
design customization (DoDC) is developed. However, in the context of design decision 
making, it was realized that having a separate measure for degree of change and difficulty of 
change would provide more meaningful information about change and hence would better aid 
in developing guidance to mitigate the risks. Thus, two additional metrics are developed below 
to augment the DoDC metric, which provides information about the collective impact of degree 
of change and difficulty of change.  
 
Figure 6: Different levels of risk assessment 
 
In order to calculate the Degree of Change and Difficulty of Change, an approach based on 
QFD is proposed where the Importance of a Requirement (Ia) is replaced by the assessment of 
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Degree of Departure from Past Requirements and Degree of Difficulty of Change from Past 
Requirements. These assessments are based on Table 1and Table 2, respectively. 
Table 1: Value association for Degree of change from past requirements 
Rating Justification Required for Rating 
9 Requirement is new to this product family and new to the firm OR  
a significant departure from the past performance level of a requirement 
6 Requirement is new but similar to something done in the past and still requires 
change OR a moderate departure from the past performance level of a 
requirement 
3 Requirement is new but similar to something done in the past and requires NO 
change OR a minor departure from the past performance level of a requirement 
1 Trivial change to an existing and well-known performance requirement 
0 No change is required 
 
Table 2: Value association for the difficulty of change from past requirements 
Rating Justification Required for Rating 
9 Requirement is new and no knowledge to base the solution exists in the firm 
OR  a significantly difficult performance increase from the past 
6 Requirement is new but some knowledge about potential solutions exist in the 
firm OR a moderately difficult change from the past performance level of a 
requirement 
3 Minor change that is understood well and solutions have been implemented in 
firm previously 
1 Trivial change to an existing and well-known performance requirement 
0 No change is required 
 
The modified QFD is shown in Figure 7. The expression for evaluating the Degree of change 
(DC), Difficulty of Change (DFC) and Degree of Design Customization (DoDC) for system 
level EMs are summarized in Equation 3, Equation 4 and Equation 5, respectively.  
𝐷𝐶𝑠𝑦𝑠_𝑖 =  ∑ 𝛥𝑉𝑂𝐶𝑎
𝐴
𝑎=0 ∗  𝑅𝑎𝑖          (3) 
𝐷𝐹𝐶𝑠𝑦𝑠_𝑖 =  ∑ 𝑋𝑉𝑂𝐶𝑎
𝐴
𝑎=0 ∗  𝑅𝑎𝑖      (4) 
𝐷𝑜𝐷𝐶𝑠𝑦s_i =  ∑ 𝛥𝑉𝑂𝐶𝑎
𝐴
𝑎=0 ∗ 𝑋𝑉𝑂𝐶𝑎 ∗  𝑅𝑎𝑖       (5) 
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Where ΔVOCa is the Degree of change from past requirements for the a
th VOC, XVOCa is the 
difficulty of change from past requirements for the ath VOC, Rai is the relationship between the 
ath VOC and the ith EM, i denotes the ith system EM, A denotes the total number of VOCs.  
 
Figure 7: Modified QFD phase 1 and 2 
In order to deploy the metrics of change at the sub-system level EMs, a modified phase 2 QFD 
is used. As shown in the right matrix of Figure 7, the metrics DCsys_i and DFCsys_i become the 
column elements, however, it useful to normalize each of the metrics prior to use to get relative 
strength of each metric. To avoid bias due to number of EMs in a subsystem, a normalization 
scheme is used to normalize metric value to a number between 0 and 1. The inner product of 
each metric i.e. DCsys_i and DFCsys_i with the subsystem to system Relationship, Rijk, for each 
subsystem EM leads to the derivation of the Degree of Change DCss_jk and Difficulty of Change 
DFCss_jk for the subsystem level EMs, respectively. The flow of metrics from the system to 
subsystem level and calculation logic is shown in Figure 7. Similar to the definition of DoDC 
at the system level, DoDC for subsystem EM (DoDCss_jk) is evaluated as a product of DCsys_i, 
DFCsys_i, and Rijk. The expressions for calculating each of these metrics are summarized in 
Equation 6, Equation 7 and Equation 8. 
𝐷𝐶𝑠s_jk =  ∑ 𝐷𝐶𝑠𝑦𝑠_𝑖
𝑛
𝑖=1 ∗  𝑅𝑖𝑗𝑘      (6) 
𝐷𝐹𝐶𝑠s_jk =  ∑ 𝐷𝐹𝐶𝑠𝑦𝑠_𝑖
𝑛
𝑖=1 ∗  𝑅𝑖𝑗𝑘      (7) 
𝐷𝑜𝐷𝐶𝑠𝑠_𝑗𝑘 =  ∑ 𝐷𝐶𝑠𝑦𝑠_𝑖
𝑛
𝑖=1 ∗ 𝐷𝐹𝐶𝑠𝑦𝑠_𝑖 ∗  𝑅𝑖𝑗𝑘     (8) 
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Where, i denotes each System EM, j denotes the jth subsystem, k denotes the kth EM of 
subsystem, and n denotes the total number of system EMs. Thus, value of DoDCss_jk represents 
the DoDC for kth EM of subsystem j. 
5.3.3. Generating Coupling Metrics for System and Subsystem EM 
 
The coupling component of risk is captured by a coupling index. To derive this index, the first 
step to map system level EMs and subsystem level EMs against one another. Design Structure 
Matrices (DSM) and Domain Mapping Matrices (DMM) are used to accomplish this. Figure 8 
shows the resulting arrangement of the DSMs and the DMMs.  The diagonal blocks are DSMs 
(i.e. square matrices) and the off-diagonal blocks are DMMs (rectangular matrices). The 
individual matrices relate the EMs of the system and the subsystems (in Figure 8, an example 
arrangement with 3 subsystems is shown).  
 
Figure 8: Arrangement of individual coupling matrices to generate risk metrics 
System EM interactions with other system EMs is captured in the DSM matrix A. The 
interactions between system EMs and subsystem EMs are captures in the lettered DMM 
matrices, B-D and P-R (again, note that these are not square matrices). Subsystem EM 
interaction with other EMs of the same subsystem are captured in DSM matrices 1, 5, 9. 
Subsystem EM interactions with other subsystem EMs are captured in DMM matrices 
2,3,4,6,7,8).   
Before proceeding to the next step, it is useful to reflect on the metrics that can be derived from 
the coupling matrices represented in Figure 8. Mark Martin (2000) defined two forms of 
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coupling indices, CI-S (coupling index supplying) and  CI-R (coupling index receiving). 
Referring to Figure 9 (which could be a EM relationships in a DSM or a DMM – in the example 
shown it is a DSM of system EMs), summing across a row is a measure of a EM’s sensitivity 
to changes in supplying EMs (represented as CI-R).  It represents the likelihood that the EM 
will be impacted by changes that stem from changes in the supplying EMs. Summing down a 
column in Figure 9 results in a measure of the EM’s impact on the receiving EMs, in other 
words, the likelihood that it will cause the receiving EMs to change (represented as CI-S). To 
summarize, coupling metric CI-R would indicate the susceptibility of an EM to changes from 
other EMs whereas metric CI-S would indicate the potential of an EM to impact the other EMs. 
To populate each cell, the rating system developed by Martin and Ishii (2000) is adapted. Table 
3 summarizes the sensitivity ratings and their respective descriptions. 
 
Figure 9: Coupling metric interpretations 
Table 3 Sensitivity rating system for deriving EM coupling (adapted from Martin and Ishii (2000)) 
Rating Description 
9 Small change in the engineering metric impacts the receiving engineering 
metric (High Sensitivity) 
6 Medium High Sensitivity 
3 Medium Low Sensitivity 
1 Large change in the engineering metric impacts the receiving engineering 
metric (Low Sensitivity) 
0 Not affected 
 
It should be noted that in an DMM the number of EMs in a row are, in general, different than 
the number of EMs in a column.  Thus, to evaluate the relative strength of coupling, it is good 
practice to normalize the metrics so that coupling is not artificially inflated by a greater number 
of interactions. Guo and Gershenson (2004) defined a coupling metric for components, MG&G, 
which considers coupling within the subsystem of interest and coupling between subsystems, 
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as well as it normalizes the metric based on the number of total subsystems in the system, 
which is a significant improvement over the other metrics (Hölttä-Otto et al.,  2012). In an 
analysis by Hölttä-Otto et al. (2012), MG&G performed in a fairly consistent manner if a bus 
architecture was ignored. The MG&G considers the relative difference between the sum of the 
average internal coupling of the modules and the sum of the average external coupling 
normalized over the number of modules. In this thesis, the external coupling is what is of 
interest. In a manner similar to the MG&G, the proper normalization will need to be considered 
when analyzing EM coupling.  
In this thesis, the concept of CI-S and CI-R is further refined by defining them in two different 
ways. Each of these metrics can be defined in terms of its extent and strength of coupling with 
other EMs. The extent of coupling relates to the number of connections each EM has with other 
EMs. In addition to the number of connections, the strength of coupling takes into consideration 
the magnitude of coupling between EMs. The sum of number of cells (i.e. the count) which are 
populated (for a row and a column) would represent the extent of coupling whereas sum of 
coupling ratings in each cell (for a row and a column which is derived from Table 3) would 
represent the strength of coupling. Figure 10 summarizes this breakdown of coupling indices.  
 
Figure 10: Coupling Index 
The focus of this thesis is on the interactions with suppliers on the product development 
process. Thus, coupling within a system and within subsystems are not considered for the 
analysis. Referring to Figure 8, this means that the diagonal matrices, A, 1, 5, 9, are not 
considered when creating the coupling indices. Using Figure 10 as a baseline, Figure 11 shows 
the coupling metrics that can be derived from the System EMs interactions with the subsystem 
EMs. Figure 12 shows the coupling metrics that can be derived from the subsystem EMs’ 




Figure 11: System EM coupling metrics 
 
 
Figure 12: Sub-system EM coupling metrics 
 
5.3.3.1.  System EM Coupling Metrics 
 
Interaction of the system EMs with subsystem EMs is captured using the metric defined as 
Coupling with Subsystem (CWSSsys_i ) where i denotes a system EM. As explained in the 
previous section this metric is classified into two types Coupling with Subsystem- Supplying 
(CWSSSsys_i )
 and  Coupling with Subsystem- Receiving (CWSSRsys_i). Further each of these 
types has two dimensions i.e. extent and strength. Figure 11 illustrates the coupling metrics for 
system EM.  
The following section highlights the relevant DMMs from Figure 8 and the formulation for 
each these metrics.  
a) Coupling with Sub-System- Supplying (CWSSSsys_i)  
Coupling with Sub-System- Supplying is further classified into two types Coupling with Sub-
System – Supplying Strength (CWSSS,Ssys_i)  and Coupling with Subsystem – Supplying 
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Extent (CWSSS,Esys_i) and the expression for each of them are summarized in Equation 9 and 
Equation 10, respectively. The relevant DMM matrices are shown in Figure 13.  
 
         𝐶𝑊𝑆𝑆sys_i
𝑆,𝑆 =  ∑ ∑ 𝐶𝐼𝑖𝑗𝑘
𝑚
𝑗=1      ∀ 𝑖 ∈ (1, 𝑝)         
𝑛
𝑘=1    (9) 
       𝐶𝑊𝑆𝑆sys_i
𝑆,𝐸 =  ∑ ∑ 𝐶𝐼𝐵𝑖𝑗𝑘
𝑚
𝑗=1               
𝑛
𝑘=1 ∀ 𝑖 ∈ (1, 𝑝)                 (10) 
where  𝐶𝐼𝐵𝑖𝑗𝑘 = {
1 𝑖𝑓𝐶𝐼𝑖𝑗𝑘 ≥ 1
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
      ∀ 𝑗 ∈ (1, 𝑚) &  𝑘 ∈ (1, 𝑛)           
Where i denotes the system EM, j denotes a subsystem and k denotes the subsystem EM 
within subsystem j. Further, p is the number of EMs for system, n is the number of EMs for 
subsystem j and m denotes number of subsystems.  
              
Figure 13: System EM coupling matrix (coupling index supplying) 
 
b) Coupling with Sub-System- Receiving (CWSSRsys_i)  
Coupling with Subsystem receiving is further classified into two types i.e. Coupling with Sub-
System- Receiving Strength (CWSSR,Ssys_i)  and Coupling with Sub-System- Receiving Extent 
(CWSSR,Esys_i). Equation 11 and Equation 12 summarize the expression for evaluating 
(CWSSR,Ssys_i) and (CWSS
R,E
sys_i) and DMM matrices are shown in Figure 14. 
𝐶𝑊𝑆𝑆𝑠𝑦𝑠_𝑖
𝑅,𝑆 =  ∑ ∑ 𝐶𝐼𝑖𝑗𝑘
𝑚
𝑗=1          ∀ 𝑖 ∈ (1, 𝑝)     
𝑛
𝑘=1       (11) 
        𝐶𝑊𝑆𝑆sys_i
𝑅,𝐸 = ∑ ∑ 𝐶𝐼𝐵𝑖𝑗𝑘
𝑚
𝑗=1               
𝑛
𝑘=1 ∀ 𝑖 ∈ (1, 𝑝)                 (12) 
where  𝐶𝐼𝐵𝑖𝑗𝑘 = {
1 𝑖𝑓𝐶𝐼𝑖𝑗𝑘 ≥ 1
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒




Where i denotes the system EM, j denotes a subsystem and k denotes the subsystem EM within 
subsystem j. Further, p is the number of EMs for system, n is the number of EMs for subsystem 
j and m denotes number of subsystems.  
 
Figure 14:System EM external coupling matrix (coupling index receiving) 
 
5.3.3.2.  Subsystem EM Coupling Metrics 
 
For subsystem EM the interaction has two dimensions 1) Interaction with the system EM, and 
2) Interaction with other subsystems.  Interaction of subsystem EM with system EM is 
captured using metric defined as Coupling with System (CWSjk) where j denotes a subsystem 
and k denoted an EM within that subsystem. Similar to the metrics for system EM, this metric 
is classified into two types Coupling with System- Supplying (CWSSjk )
 and  Coupling with 
System- Receiving (CWSRjk). Further each of these types has two dimensions i.e. extent and 
strength.  Likewise, the interaction of subsystem EM with the EMs of other subsystems is 
captured using metric defined as ‘Coupling with other Subsystem (CWoSSjk) where j denotes 
a subsystem EM and k denotes an EM within that subsystem.  Like CWSjk, metric (CWoSSjk) 
is further classified as Coupling with other Subsystems – Supplying (CWoSSSjk) and Coupling 
with other Subsystems – Receiving (CWoSSRjk) and each of these have two types, strength 
and extent. Figure 12 illustrates the coupling metrics for subsystem EM.  
Following section defines matrix representation and formulation for each of these metrics.  
a) Coupling with System EM - Supplying (CWSSjk) 
This metric is further classified into two types Coupling with System EM – Supplying 
Strength (CWSS,Sjk) and Coupling with System EM – Supplying Extent (CWS
S,E
jk). Equation 
13 and Equation 14 summarize the expression for evaluating (CWSS,Sjk) and (CWS
S,E
jk) 





Figure 15:Coupling with System EM – Supplying 
 
   𝐶𝑊𝑆𝑠𝑠_𝑗𝑘
𝑆,𝑆 =  ∑ 𝐶𝐼𝑖𝑗𝑘  … ∀ 𝑗 ∈ (1, 𝑚) & 𝑘 ∈ (1, 𝑛)             
𝑝
𝑖=1                    (13) 
     𝐶𝑊𝑆𝑠𝑠_𝑗𝑘
𝑆,𝐸 =  ∑ 𝐶𝐼𝐵𝑖𝑗𝑘   
𝑝
𝑖=1 ∀ 𝑗 ∈ (1, 𝑚) & 𝑘 ∈ (1, 𝑛)                              (14) 
 where  𝐶𝐼𝐵𝑖𝑗𝑘 = {
1 𝑖𝑓𝐶𝐼𝑖𝑗𝑘 ≥ 1
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
      ∀ 𝑗 ∈ (1, 𝑚) &  𝑘 ∈ (1, 𝑛)           
 
Where i denotes the system EM, j denotes a subsystem and k denotes the subsystem EM within 
subsystem j. Further, p is the number of EMs for system , n is the number of EMs for subsystem 
j and m denotes number of subsystems.  
b) Coupling with System EM - Receiving (CWSRjk) 
This metric is further classified into two types Coupling with System EM – Receiving Strength 
(CWSR,Sjk) and Coupling with System EM – Receiving Extent (CWS
R,E
jk). Equation 15 and 
Equation 16 summarize the expression for evaluating (CWSR,Sjk) and (CWS
R,E
jk) respectively 
and Figure 16 illustrates the relevant DMM matrices.   
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0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒





       
Figure 16:Coupling with System EM - Receiving 
Where i denotes the system EM, j denotes a subsystem and k denotes the subsystem EM within 
subsystem j. Further, p is the number of EMs for system, n is the number of EMs for subsystem 
j and m denotes number of subsystems.  
c) Coupling with other subsystems – Supplying (CWoSSSjk)  
This metric is further classified into two types Coupling with Other Subsystem EM – Supplying 
Strength (CWoSSS,Sjk) and Coupling with System EM –Supplying Extent (CWoSS
S,E
jk). 
Equation 17 and Equation 18 summarize the expression for evaluating (CWoSSS,Sjk) and 
(CWoSSS,Ejk) respectively and Figure 17 illustrates the relevant DMM matrices.   
          
Figure 17: Coupling with other subsystems – Supplying 
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Where j denotes a subsystem and k denotes the subsystem EM within subsystem j. Further,  n 
is the number of EMs for subsystem j and m denotes number of subsystems.  
d) Coupling with other subsystems - Receiving (CWoSSRjk) 
This metric is further classified into two types Coupling with Other Subsystem EM – Receiving 
Strength (CWoSSR,Sjk) and Coupling with System EM- Receiving Extent (CWoSS
R,E
jk). 
Equation 19 and Equation 20 summarize the expression for evaluating (CWoSSR,Sjk) and 
(CWoSSR,Ejk) respectively and Figure 18 illustrates the relevant DMM matrices.   
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       where  𝐶𝐼𝐵𝑗𝑘 = {
1 𝑖𝑓𝐶𝐼𝑗𝑘 ≥ 1
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
      ∀ 𝑗 ∈ (1, 𝑚) &  𝑘 ∈ (1, 𝑛)       
Where, j denotes a subsystem and k denotes the subsystem EM within subsystem j. Further,  n 
is the number of EMs for subsystem j and m denotes number of subsystems.  
      
Figure 18:Coupling with other Subsystems – Receiving 
To summarize, the coupling metrics are defined separately for each of the system and 
subsystem EMs. For each EM there are two types of coupling indices defined i.e. Coupling 
Index – Supplying and Coupling Index – Receiving. Further, for each coupling metric, it is 
resolved into two different measures of coupling, Strength and Extent. In addition to coupling 
indices, measures of importance and change were also derived in sections 5.1 and 5.2, 
respectively. These metrics can be categorized into three major types namely, Importance 
Metrics, Change Metrics and Coupling Metrics. Table 4 summarizes all the metrics derived 





attempts to capture. Figure 19 is a pictorial representation of the relationship of the calculated 
metrics. 
Table 4:List of risk metrics with definitions 
Category  Metric What they convey 
Importance Wsem_i , Wjk Relative importance w.r.t customer requirements 
Change  DCsys_i, DCss_jk Susceptibility to external change (market changes) 
 DFCsys_i, DFCss_jk Difficulty of change (organizational limitations/ 
challenges) 
Coupling CWSSS,Ssys_i Potential of system EM to impact subsystem EM in terms 
of magnitude (Strength)  
 CWSSS,Esys_i Potential of system EM to impact subsystem EM in terms 
of number of connections (Extent) 
 CWSSR,Ssys_i Susceptibility of system EM to changes in subsystem EM 
by magnitude (strength) 
 CWSSR,Esys_i Susceptibility of system EM to changes in subsystem EM 
by number of connections (extent) 
 CWSS,Sjk Potential of subsystem EM to impact system in terms of 
magnitude (Strength) 
 CWSS,Ejk Potential of subsystem EM to impact system in terms of 
number of connections (Extent) 
 CWSR,Sjk Susceptibility of subsystem EM to changes in system EM 
by magnitude (Strength)  
 CWSR,Ejk Susceptibility of subsystem EM to changes in system EM 
by number of connections (Extent) 
 CWoSSS,Sjk Potential of subsystem EM to impact EMs of other 
subsystem in terms of magnitude (Strength) 
 CWoSSS,Ejk Potential of subsystem EM to impact EMs of other 
subsystem in terms of number of connections (Extent) 
 CWoSSR,Sjk Susceptibility of subsystem EM to changes in other 
subsystem EM by magnitude (Strength)  
 CWoSSR,Ejk Susceptibility of subsystem EM to changes in other 




Figure 19 : Relationship of calculated metrics 
 
5.4. Risk Identification and Prioritization 
 
The risk assessment framework discussed in section 5 and shown in Figure 4 is adapted with 
the slight modification that instead of the horizontal axis being degree of design customization, 
it more broadly represents a change metric (the change metrics are highlighted in Table 4). 
Coupling parameters quantify the interaction of the different EMs within a product architecture 
and are also highlighted in Table 4. Figure 20 illustrates the relation between change metrics, 
coupling metrics and risk and these are discussed in greater detail below. 
 
Figure 20: Relation between coupling metrics, change metrics and risk 
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Zone 1 : High coupling metric and high change metric 
The EMs falling in this zone are at the highest risk as both the degree of change as well as 
coupling are high. Higher values for both metrics suggest a larger number of design tasks and 
hence risk.  
Zone 2: High coupling metric and low change metric 
EMs in this zone are linked with a large number of other EMs but the change required for the 
EM relatively lower. Thus, these EMs are categorized as medium risk. 
Zone 3 : High change metric and low coupling metric 
For the EMs falling in this zone the change required is high, but the change will either not 
propagate much, or they are not as likely to be impacted by other EMs changing as these EMs 
are not as tightly coupled with the other EMs in the system. Hence, these EMs are also 
categorized as medium risk.  
Zone 4: Low coupling metric and low change metric  
These EMs have smaller degree of change compared to other EMs and are less coupled with 
other EMs. Thus, these are categorized as low risk EMs.  
The rationale for defining high and low values of the change and coupling metrics is defined 
in the following section.  
Based on the complexity of the product, number of subsystems and corresponding EMs may 
vary significantly. To compare the metrics of an EM it is important to normalize the metrics. 
To eliminate sensitivity to number of EMs within a subsystem, metrics are normalized to give 
a value between 0 and 1 as shown in Equation 21 where, x is the value of metric, xmin and xmax 
are minimum and maximum values for a metric of a given set of EMs (EMs of a given 
subsystem or system). This normalization is applied to all the metrics developed in the 
framework. 
𝑋𝑛𝑜𝑟𝑚 =  
𝑥− 𝑥𝑚𝑖𝑛
𝑥𝑚𝑎𝑥− 𝑥𝑚𝑖𝑛
                           (21) 
An example of importance metric for system EM (Wsem_i) is shown below to illustrate the 
evaluation. Table 5 illustrate  relative importance metric and their normalized values for system 
EMs. For system EM “Overall Weight” the calculated value for Wsem_i is 120 and maximum 
and minimum values of Wsem_i across all the system EMs are for “Filament speed” (180) and 
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“Power Rating for System” (31) respectively. Thus, normalized value for Wsem_i for Overall 
Weight (b1) is evaluated as 
𝑏1 =  
 120−31
180− 31
 = 0.597 ~ 0.6 
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This normalization scheme gives a simple way to determine a breakpoint between “high” and 
“low” values for a metric. As all of the metrics are represented by a number between 0 and 1, 
a value between this range can be selected as a point of separation between regions. The 
simplest approach is to use 0.5 as that breakpoint.  However, based on the clustering of the 
EMs, different thresholds of significance can be set by the analyst. How to set these set points 
is something that is left for future research. For the purposes of this thesis, the value of 0.5 is 
selected as the threshold value to determine the “high” and “low” regions for each dimension.  
For any system, number of EMs may fall in different zones of risk identified in section 5.4.1 
The resources available within an organization are limited and hence addressing all the areas 
of risk may not be possible. Thus, prioritization is important for effective risk mitigation to 
meet the project requirements. 
Customer defined value i.e. the Voice of Customer (VOC) is represented by the importance 
metric defined as Wsem_i for a system EM and Wjk for a subsystem EM), equations 1 and 2, 
respectively.  These metrics are considered for the risk prioritization process. The different 
zones of risk were identified in the previous section. Zones are prioritized in descending order 
of risk, with Zone 2 being considered as a higher priority than Zone 3 as it has higher change 
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metric relative to Zone 3. Within each zone EMs are ranked based on their importance rating. 
Figure 21 illustrates an example plot for the change metric versus the coupling metric, where 
the size of bubble represents the relative importance of the EM.  In this example shown, for 
EMs in Zone 1 (high risk) EM ‘A’ will be given priority over EM ‘B’ and ‘C’ as it has the 
higher importance rating.  Similarly, for Zone 2 the sequence of priority for the EMs is  ‘D’, 
‘E’, ‘F’ and ‘H’, ‘G’, ‘I’ for Zone 3. 
 
Figure 21: Risk Prioritization 
 
6. Design Strategy Identification 
 
In the literature review, a set of design and innovation strategies were identified and discussed. 
The design strategies identified in the literature review can be classified into two groups. The 
first group includes Strategic Tuning, Increasing Headroom and Freezing Specifications, which 
are more closely related to the setting of the EM target values. In general, EM target values are 
governed by the product requirements derived from stakeholder needs and the feasibility to 
fulfil those requirements. In general, EM target values are characterized as 1) Smaller-the-
better, 2) Larger-the-better, and 3) Nominal-the-better. For example, to design a connecting 
rod of an engine, the target value of strength of the connecting rod can be considered as a 
Larger-the-Better and value weight of the connecting be considered a Smaller-the-Better value. 
The target value for amount of lubricant to be used in lubricant system would be considered a 
Nominal-the-Better type. Excess lubricant would make the operation sluggish and would add 
cost. At the same time less lubricant would cause wear in the parts.  In the proposed risk 
assessment framework, the change metrics, i.e. DC and DFC collectively provide the 
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information about the change required to respond to market requirements and the efforts 
required to bring about the change. Thus, the change metrics can be associated with the EM 
target value specification.  
Functional Independence and Rearrange Mapping form the second group. These strategies are 
related to the Architectural Specification of the product. Architectural specifications define the 
interrelations between different EMs at the system and subsystem levels. These relations are 
defined based on the functional dependence of different EMs. For the proposed risk assessment 
framework, coupling metrics help to quantify the link between different EMs at the system and 
subsystem levels. Hence coupling metrics can be associated with the architectural specification. 
The design strategies are discussed in greater detail below. 
6.1. Tuning Parameter 
 
The use of strategic tuning parameters was suggested by Otto et. al (1991), which are 
parameters that can be adjusted during or after the manufacturing of a product to accommodate 
variations that are introduced during manufacture. In the context of product development with 
suppliers, the source of variation would come from a customer requirement, and subsequently 
the associated EMs, that are dynamic in nature. The concept of a tuning parameter would enable 
designing a product architecture that can cater to more than one generation of a product without 
having to redesign any of its components.  
This defining feature of this strategy is accommodating change.  In the original work the change 
originated during or after the manufacturing. In our context however, this strategy is more 
suited for the EMs which are dynamic in nature. The metrics of Degree of Change (DC) and 
difficulty of change (DFC) capture this effect. High DC and high DFC indicate a larger 
requirement for change from current specification target and the required change will need 
substantial effort to fulfil the requirement. Tuning, by definition, would allow a range of 
parameter values for the EM targets where the appropriate value can be selected based on better 
information about the intended market, application or use. This quality of adaptability makes 
this strategy more suited for EMs with nominal-the-better type of target value specifications.  
The ability to tune an EM target value would also be useful in cases where the EM has a higher 
variability in its expectation. In simple terms, we would like to have a tuning knob to select the 
final value for the EM based on how this EM is impacted by other EMs. The metric that 
captures this effect is the Coupling Index receiving (CI-R). Two aspects of coupling, strength 
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of coupling and extent of coupling, can possibly be used to quantify the expected variation. 
Higher strength of coupling would mean heavy dependence on other EMs and an increased 
chance of variability. A higher extent of coupling would indicate dependence on larger number 
of other EMs. Thus, in a similar manner, a higher coupling would have an increased possibility 
of variation in an EM. To summarize, an EM would be a good candidate to be considered as a 
strategic tuning parameter if it has: 1) a high Degree of Change (DC); 2) a high Difficulty of 
Change (DFC); 3) a nominal-the-better the target value specification; 4) a high Coupling Index 
- Receiving – (extent or strength or both extent and strength).  
6.2. Increase Headroom 
 
Martin (2000) defined Increasing Headroom as one of the strategies to accommodate variety 
that arises from the needs to segmented and future markets when trying to deliver them from a 
common platform. He suggested that the use of this strategy would reduce the sensitivity of a 
component to external change. In other words, this strategy can be applied to EMs which may 
require a large amount of change to meet the customer requirements. Increasing headroom 
would imply setting EM targets and their associated tolerance ranges with more than the market 
driven required target. To be clear, this does not mean that one can simply specify increased 
headroom, the system has to be designed to accommodate the increased headroom, in other 
words it is more robust.  
Martin (2000) suggested this strategy to reduce the sensitivity of a component to external 
change. In the context of the thesis, Degree of Change (DC) and Difficulty of Change (DFC) 
relate to external change. The higher values of DC and DFC would indicate higher need for 
change coupled with higher impact of that change. Thus, this strategy reduces the sensitivity 
to changes by setting the EMs in manner that if the solution meets these EMs, they can 
accommodate those changes.  
This design strategy is better suited to EMs that have target values that are either Larger-the-
better or Smaller-the-better. In addition, because we seek to minimize the impact of increasing 
the headroom to the remainder of the system, it is important to minimize the CI-S to minimize 
the propagation impact of increasing the EM headroom. To summarize, an EM would be better 
suited to increasing the headroom strategy if it has 1) High DC, 2) High DFC 3) EM Target 
value that is either Larger-the-better or Smaller-the-better 4) Low Coupling Index Supplying 
(CI-S) (both strength and extent of coupling).  
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6.3. Freezing Specification 
 
Martin (2000) suggested Freezing Specification as one of the ways to deal with sensitivity to 
external changes. Freezing the specification means finalizing the EM target value. EMs where 
it is difficult to achieve change due to technological limitations (material, process, time) are 
good candidates to implement this strategy.  
In the risk assessment framework, the DFC metric capture the notion of difficulty of change. 
Hence this strategy directly aligns with the EMs with high value of DFC. Further, fixing up the 
target value for EM is feasible if the EM is less susceptible to the change in other EMs. In other 
words, EM should have low variability in the expectation. If the EM is expected to have high 
variability in expectation, fixing up the target value for EM would be difficult. Coupling Index 
Receiving (CI-R) help capture the variability in the expectations in the framework. Hence 
freezing the specification design strategy is suited to design scenario where 1) DFC is high and, 
2) CI-R is low.    
6.4. Functional Independence 
 
Suh (2001) defined the Independence Axiom in his axiomatic design theory, which emphasizes 
designing functional requirements independent of each other. The Independence Axiom does 
not mean that functions cannot be physically coupled. Components can be designed such that 
they are physically coupled but functionally independent. For example, a hammer is used to 
drive the nails as well as pull the nails out. The flat front head, which drives the nails, is 
physically coupled with the rear end, which pulls the nails out, but both ends are functionally 
independent of each other. This interpretation of functional independence can be useful in 
defining engineering metrics which have large dependence with other engineering metrics. 
More formally, Suh (2001) defines functional independence in the following manner.  
Functional Requirements (FRs) are related to Design Parameters (DPs) through a design matrix 
A, as shown in Equation 22. As a consequence of the independence axiom and information 
axiom, the number of FRs is equal to the number of DPs in an ideal design (Suh, 2001) . 
Therefore, A is a square matrix.  There are two forms of A that satisfy the independence axiom: 
A is a diagonal matrix or A is a lower triangular matrix (Suh, 2001). It should be noted that the 
DPs refer to a physical solution.  While in this work the technology has been specified, the 
actual solution has not. 
                                 {FR} = [A]{DP}                        (22) 
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The significance of the above discussion for this work is that what Suh defines as FRs, we call 
EM.  If A is diagonal, the implication would be that the EMs should not be coupled at all.  
However, if A is lower triangular, then the EMs would be coupled. Thus, this strategy suggests 
minimizing the coupling between the EMs. In the context of the proposed work, EMs with high 
extent of coupling and low strength of coupling (either supplying or receiving, but particularly 
supplying) represent the group of EMs which are best suited for this strategy. The reason for 
this is that the focus can be on reducing the dependency on other EMs, but because the 
probability of propagating change is low (i.e. low CI-S), the impact to the other suppliers and 
the system will be lower. 
Figure 22 provides a graphical representation for the functional independence in a simple form. 
A system EM, S2, dependents on an EM (A1) from subsystem-1 and an EM (B1) from 
subsystem-2. Applying functional independence to this architecture would result in removing 
dependence of system EM (S2) on subsystem EM (A1). This would result in one to one 
mapping between system EM (S2) and subsystem EM (B2). 
 
Figure 22: Interpretation on functional independence 
 
6.5. Rearrange Mapping  
 
Rearrange mapping was suggested by Martin (2000). The meaning of rearrange mapping is to 
change the product architecture to reduce coupling. It is logical to conclude that EMs within a 
system that are highly coupled with the system and/or subsystems are good candidates for this 
strategy.  This strategy focuses on re-clustering of the functions of the systems to new 
subsystems i.e. it suggests architectural changes to the system. Rearrange mapping is different 
from functional independence in that rearrange mapping redefines the dependence by 
regrouping of EMs, that is the portioning of the EMs to the suppliers is changed. Functional 
independence, on the other hand, removes the dependence between EMs  by redefining the 
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EMs themselves. This is shown pictorially in Figure 23. In case of rearrange mapping EM ‘S2’ 
still depends on EM ‘A1’ but it is now regrouped with subsystem-2. For functional 
independence EM ‘S2’ is redefined such that it is no longer linked to EM ‘A1’.   
For implementing this design strategy, it is important that the EMs which are being reassigned 
do not require a lot of change with respect to customer requirements (low DC) and are not 
difficult to change (low DFC). This is essential because shifting the EMs from a subsystem 
implies redesigning the subsystems. In the proposed risk assessment framework CI-R and CI-
S capture the coupling whereas DC and DFC capture the change in an EM. Thus, rearrange  
mapping would be better suited to an EM which has high strength and extent of coupling index 
(either supplying or receiving) and change metrics (DC and DFC) are low.  
 
 




Design theories identified in the literature review are developed with a focus on problem 
solving in a specific design space. The suggestions and findings of those design theories are 
identified as the design strategies. Hence the design strategies have  inherent attributes that 
align them towards a specific design scenario. For each design strategy, these specific design 
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scenarios are deduced. The design scenarios are then expressed in terms of risk metrics derived 
in the risk assessment framework. This characterization of design strategies, in terms of risk 
metric, allowed identifying design strategy most suited for an EM under risk. Table 6, 
summaries the characterization of each design strategy in terms of risk metrics  
 
Table 6: Summary for design strategy identification 
Design 
Strategy 




























Low Low High2 High2 High1 High1  
Functional 
Independence 
  Low3 High3 Low3 High3  
 
1 Either CI-R (strength) or CI- R(Extent) or both, 
2 Either CI-S (strength) or CI- (Extent) or both 
3 Either CI-S or CI-R or both 
4 Either smaller the better or larger the better 
For system EM, CI-S would be CWSSSsys_i and CI-R would be CWSS
R
sys_i. Similarly, for 
subsystem EM, CI-S would include CWSS jk and CWoSS
S
jk  and CI-R would include CWS
R 
jk 
and CWoSSRjk . 
 
7. Case Study 
 
In this section, a case study is performed using the risk assessment and mitigation framework 
developed above. The primary objective of the case study is to demonstrate the utility of the 
framework through step-by-step execution of the framework. The case study execution was 
done in two phases. In the first phase, utility of framework is demonstrated using hypothetical 
development of a product with a specific architecture and set of suppliers defined for the 
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subsystems. In second phase, two additional architectures of the same product were defined. 
The results of applying the framework to these two architectures were studied to check the 
consistency of the framework and the effect of changes in supplier assignment.  
7.1. Phase I 
 
This phase includes product selection, identifying VOCs, identifying the system and subsystem 
EMs and discussion of the framework execution results. 
7.1.1. Product Selection 
 
The case study is based on a hypothetical development project for a 3D printer – the 3D40 
which is manufactured by DREMEL DIGILAB (DIGILAB DREMEL 2019) This 3D printer 
works on the principle of Fused Deposition Modelling (FDM). In FDM 3D printing, a 
thermoplastic material is melted using a heat source and is deposited through a nozzle in layers 
to get the desired geometry. A 3D40 printer is illustrated in Figure 24 and its detail 
specifications of are listed in the Appendix A1. 
 
Figure 24: DREMEL DIGILAB 3D40 (Image source :  https://digilab.dremel.com/products/3d40) 
 
7.1.2. VOCs, System EM and Subsystem EM Evaluation 
 
The VOCs were generated by studying 3D printer user and product reviews on e-commerce 
websites (such as amazon.com and walmart.com). In addition, general brainstorming based on 
the author’s understanding of the requirements and function of a 3D printer was used to 
augment the VOCs . Total of 15 VOCs were identified and are documented in the Appendix 
A2.  For each VOC, ratings for importance, degree of change from past requirement and 
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difficulty of change from past requirements were identified by studying product specifications, 
product technology details and by engineering judgment. Subject matter experts from RIT’s 
AMPrint Center (AMPrint Center RIT 2019) provided guidance for many of the numeric 
estimations and relationships necessary to assess the  3D printing technology inputs needed for 
the risk assessment framework. The VOCs were then translated into 19 measurable and 
quantifiable system response variables i.e. system engineering metrics (EM). These system 
EMs are listed in Appendix A3. 
Information about what the manufacturer (DREMEL DIGILAB) considers a subsystem is not 
available. As a result, the author’s engineering judgment was used to identify the subsystems 
of the FDM 3D printer. Functional decomposition was used to help deduced the sub functions 
required for the 3D printing process. The resulting hierarchical functional tree for the FDM-
based 3D printer is shown in Figure 25. 
Similar functions were grouped together to form various subsystems. This resulted in the 
identification of  four subsystems for the FDM-based 3D printer:  
1) Extruder – combines the set of functions which deal with melting and depositing the 
molten substance 
2) Drive unit – combines the set of functions related to motion and the positioning of the 
deposited molten substance 
3) Control unit – combines the set of functions that deal with the control of the overall process  
4) Body – combines the set of functions related to the structural aspects of the printer.  
To better understand the product, potential components in each subsystem are listed below. 
Extruder Unit – The primary function of the extruder subsystem is to melt the thermoplastic 
material and direct molten plastic onto a base plate. This subsystem consists of the heating 
element, heat sink, nozzle, thermistor, cooling fan, and gear mechanism.  
Control Unit- This is the brain of the 3D printer, which consists of the motherboard, stepper 
drive, firmware, power supply, Graphical User Interface (GUI), SD Card and Power Supply. 
This subsystem controls the overall operation of 3D printer including reading the input file, 
processing the file and converting it into a machine-readable format that controls the motion 
of the lead screws. 
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Drive Unit – This subsystem consists of the stepper motor, lead screws and stop ends. These 
components work collectively to physically move the extruder head in the X, Y and Z 
directions. 
Body – This subsystem includes the bed, frame, spool holder, envelope and bed heater/ cooler.  
The insights from the functional decomposition and the information about potential 
components in each subsystem resulted in the derivation of 55 subsystem EMs. Appendix A4 
includes a list of these subsystem EMs. 
7.1.3. Results and Discussion 
 
Adhering to the definition of risk adopted in the development of the framework, EMs in each 
risk zone were evaluated using a plot of the coupling metrics, change metrics and the 
importance metrics. The importance metrics and change metrics for EMs were evaluated using 
the detailed steps covered in section 5.3.1 and 5.3.2 respectively. The coupling metrics were 
evaluated using the detailed steps included in section 5.3.3. An architecture of the product with 
4 subsystems (Extruder, Control Unit, Drive Unit and Structure) developed by 4 different 
suppliers was considered. This architecture is referred to as Architecture- 3 in the later phases 
of analysis. 
7.1.3.1 System EM Analysis 
 
Risk was assessed as a function of coupling and change metrics. The risk zones were identified 
for each EM as defined in the section 5.4. A threshold value of 0.5 was used as the breakpoint 
between high and low values of a metric. A value of 0.5 was selected as matter of convenience, 
however, more guidance is needed to define the threshold value. This was left for the future 
work.  
For the system EMs, there are two types of change metrics (DC and DFC) and four types of 
coupling metrics (CI-S Strength, CI-S Extent , CI-R Strength, CI-R Extent) which were 
evaluated. Hence a total of 8 plots can be created from all combinations of a change metric 
versus a coupling metric. All the EMs are plotted on each of these 8 plots.  Figure 26 illustrates 
two of the eight plots used to assess risk. In Figure 26a), ‘Resolution in X,Y,Z direction’, 
‘Filament Speed’ and ‘Overall weight’ are high risk EMs whereas the EM ‘Materials which 
can be used’ is at the boundary between Zone 1 and Zone 2. In Figure 26b), ‘Print surface 
finish’, ‘Resolution in X,Y,Z direction’, ‘Overall Weight’ and ‘Vibration/ Noise’ are in the 




Figure 25: Functional tree for FDM based 3D printer 
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A similar analysis was done for all other plots to identify the EMs in each risk zone. Figure 27 
summarizes the distribution of all the system EMs relative to the risk zone it populated. It 
should be noted that, an EM may be identified in different risk zones for different plots. For 
the assessment, an EM is considered to be in a zone where the risk is maximum. This is done 
to capture the worst-case scenario for each EM for the risk assessment and to identify a risk 
mitigating design strategy. 
  
a)                                                                                     b) 
Figure 26: a) DC vs CI-R (Extent) for system EM,  b) DFC vs CI-R (Extent) for system EM 
For example, in Figure 26 a) ‘Vibration / Noise’ is in Zone 2 while in Figure 26 b) it is in Zone-
1. Hence EM ‘Vibration / Noise’ is considered to be in Zone-1 (High- risk) for the final 
assessment and to identify a design strategy.  
 





System EM distribution across zones
Zone 1 Zone 2 Zone 3 Zone 4
Zone 1 Zone 1 
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For identifying the design strategy for EMs under the largest risk, the target value for each EM 
needed to be characterized. This included identifying if the target value for EM was Nominal-
the-Better (type N), Smaller-the-Better or Larger-the-Better (which were both simply 
characterized as Extreme-the-Better – or Type E).  
Table 6 summarizes all the information that is needed to identify the potential design strategy 
that can be used to mitigate the risk. Referring to Figure 26a) and Figure 26b), the EM 
Resolution in X, Y, Z direction is in Zone-1 for both plots, i.e. this EM has high DC, DFC, CI-
R (strength) and CI-R (extent). Further, the higher resolution in each direction would require 
high accuracy in motion control which would require more precise stepper motors which would 
add complexity to the design. On the other hand, lower resolution would limit the ability to 
create sharp features in product. Hence this EM has a Nominal- The- Better type of target value 
specification.  
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By comparing the values in Table 7 for ‘Resolution in X, Y, Z direction’ to Table 6, Strategic 
tuning is identified as the design strategy to mitigate the risk. A similar analysis was performed 
for all the other system EMs that were in the high-risk zone (Zone 1) and the resulting design 
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strategy that was identified is summarized in Table 7. It is worth noting that two of the high-
risk EMs (‘Print surface finish’ and ‘Materials which can be used’) had no clear design strategy 
which could be identified. This suggests the need for further exploration and research in 
deriving additional design strategies.  
For a product designer, this information would provide useful guidance in making design 
decisions to mitigate the high-risk EMs. Design decisions related to finalizing design 
specifications can be directly derived from the identified design strategies. For example, 
Increase Headroom was identified as a design strategy to mitigate the risk for ‘Max Operating 
Temperature’. This EM is associated with the selection of materials used in the 3D printer. The 
design strategy suggests, choosing a material with higher heat bearing capacity than the 
required heat bearing capacity for the functioning of the current product. It would allow making 
this EM robust to changes in the maximum temperature requirements for future versions of the 
product and variations in the supplier EM for the current product.  
The case study is based on a hypothetical product development effort where an existing product 
is assessed for design changes. The framework aims to identify the critical EMs in the current 
product architecture that are at risk and suggest potential design strategies to mitigate this risk. 
The DREMEL 3D40 was selected as a product for the case study and DREMEL 3D45 is the 
next version of this product. The comparison between the specifications of two versions of the 
product would provide meaningful insights regarding the changes made to original product 
(3D40) to meet new requirements. Hence, this comparison provides an additional way to 
evaluate the appropriateness of the EMs that were identified as high risk. The comparison of 
two product specifications along with relevant EM and identified risk zone are listed in Table 
8. 
In Table 8, a significant change in requirements is observed for the Extruder, Range Micron, 
Extruder Max Temperature, Weight, Material types and File Type Accepted by Printer. The 
comparison between the change in product specifications and the EMs that were identified by 
the risk assessment framework were consistent.  Though the changes in the specifications were 
not entirely motivated by supplier risk, it is promising that the EMs that have undergone 
significant change are consistent with the EMs that were identified in the risk assessment 
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• Maximum operating temperature  
The risk assessment framework identified increasing the headroom as the way to mitigate the 
risk. This would imply designing components with a wider temperature threshold than the 
current specification to accommodate future changes in requirements. The product 
specification for extruder maximum temperature has increased from 230-degree C to 280-
degree C. Though this technical specification upgrade is also linked with the ability to print 
different materials, the implemented change is consistent with the design strategy suggestion 
from the framework. 
 
• Filament speed 
The risk assessment framework identified strategic tuning as the design strategy to mitigate the 
risk. Filament speed is associated with the extruder which is observed to have changed in next 
version of product (3D45). Application of strategic tuning for filament speed would imply 
having designed an extruder system with a wider range of filament speeds and the final value 
can be selected during the use. Detailed technological comparison between a ‘Direct Drive 
Extruder’ and ‘ All metal direct drive extruder’ is not covered in the current work, but the one 
of the primary reasons for using ‘All metal direct drive extruder’ is to allow working at higher 
temperature with finer control over the motion (see addition reference section).  This is 
congruent with the concept of strategic tuning to have a wider range of speeds which can be 
controlled during actual usage.  
 
• Overall weight  
The risk assessment framework identified increasing the headroom as the way to mitigate the 
risk. Application of this design strategy would result in designing an overall product with more 
headroom for weight to accommodate potential changes in the weight of corresponding 
subsystem components. This assessment is found to be consistent with the actual product 
specification change where the overall weigh for 3D45 is increased to 21.5kg from 19.8kg for 
3D40. In practice, this would be implemented in a way that would consider the maximum 
threshold that can be tolerated by the user.  That is, while clearly increasing the requirement 
will give suppliers more latitude, this cannot be done without limit. 
 
• Resolution in X,Y,Z direction  
This EM deals with motion control for the drive mechanism to provide precise location of the 
extruder head. The framework identified ‘Strategic Tuning’ as the design strategy to mitigate 
the risk associated with this EM. Strategic tuning for resolution would imply designing the 
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components associated with this EM in a such a way that the final value of resolution can be 
selected by considering the variation in individual components. The next version (3D45) of the 
3D printer has a wider range, 50-300 micron, compared to 100-300 microns for the base 
product (3D40). This hints at use of ‘Increase in Headroom’ design strategy. Though increasing 
design headroom can be argued as suited for this application, it can also be considered as 
missed opportunity where application of ‘Strategic Tuning’ could have provided more robust 
solution for susceptibility to required change. Admittedly, this would be a harder strategy to 
implement, but once implemented would provide long-term benefits. 
7.1.3.2 Subsystem EM Analysis 
 
Steps similar to section 7.1.3.1 were performed for subsystem EMs to assess risk and identify 
design strategies to mitigate the risk. It is important to mention that for the subsystem EMs 
there are two types of change metrics (DC and DFC) and 8 types of coupling metrics (CI-S 
Strength for coupling with system EM, CI-S Extent for coupling with system EM , CI-R 
Strength for coupling with system EM, CI-R Extent for coupling with system EM, CI-S 
Strength for coupling with other subsystem , CI-S Extent for coupling with other subsystem , 
CI-R Strength for coupling with other subsystem, CI-R Extent for coupling with other 
subsystem) used. Hence, the EMs at risk can be visualized with total of 16 plots for the different 
combinations of change and coupling metrics. The resultant distribution EMs across different 
risk zones is  illustrated in Figure 28. 
 
Figure 28: Subsystem EM distribution across risk zones 
Similarly Figure 29, illustrates results for the design strategy identified across the risk zones. 






Zone 1 Zone 2 Zone 3 Zone 4
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were at risk (Including Zone 1, Zone 2 and Zone 3). In depth analysis of this category of EMs 
is done in section 7.2.2.2 
 
Figure 29: Design strategy distribution for risk zone 
Unlike system EMs, a direct comparison with the product specification cannot be done for 
subsystem EMs as the similar information about changes in subsystem EMs in not directly 
available. But it is useful to evaluate design strategy mapping based on whether the suggested 
design strategy makes sense for that EM. This is done by analyzing the design strategy 
assessment for a few of the subsystem EMs, which is discussed below: 
• Motor torque range 
EM Motor Torque is identified  with increasing headroom as the design strategy to mitigate 
risk. The motor is a design component with the basic function of converting electrical energy 
into rotational mechanical energy. For a given power rating, the maximum value of torque and 
speed for a motor is fixed. Thus, any variation in requirement for more torque would imply 
designing (or selecting) a new motor if the required value is does not fall into its specification 
limit. Application of Increasing Headroom design strategy would imply that motor with higher 
torque value could be selected to make it robust to variation in the requirements.  
• Nozzle flow rate  
This EMs is directly associated with the extrusion process and is identified  with the design 








Zone1 Zone 2 Zone 3
Design Strategy Distribution
Strategic tuning Increase Headroom Freeze Specification
Rearrange Mapping Functional Independence Not Clear
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to increase or decrease the flow rate of fluid. By changing the values for the inlet velocity, 
cross-sectional area and pressure values different flow rates can be achieved. Application of 
strategic tuning to would imply designing nozzle parameters such that the desired nozzle flow 
rate can be tuned as per the variation in other parameters. Hence the mechanism of nozzle 
operation aligns very well with the concept of strategic tuning. In this case, achieving this 
tunability is quite feasible (e.g. adjustable cross-sectional area). 
• Maximum extrusion speed   
This EM is directly associated with the rate of melting and depositing plastic during the 
extrusion process. A number of parameters such as the type of material used in 3D printer, 
variation in heat supplied by heater, and variation in the flow rate provided by nozzle would 
affect extrusion speed. This EM is associated with strategic tuning as the design strategy to 
mitigate risk. Application of Strategic Tuning to this EM would imply defining  a transfer 
function for the value for the extrusion speed such that maximum value can be selected after 
considering the variation in its independent variables. Though actual application of this 
approach will require further engineering analysis, conceptually it is feasible to develop a 
control system mechanism which can adjust the extrusion speed based on changes in the other 
parameters. 
7.2. Phase II 
 
In this phase two additional hypothetical architectures with different supplier sourcing strategy 
were defined. For both these architectures the steps in risk assessment and design strategy 
identification were performed. The results of assessment were then analyzed further.  
7.2.1. Product Architecture 
 
One of the objectives of the case study is to study how changes in the suppliers of the identified 
subsystems affects the results of the risk assessment and design strategy identification. To 
achieve this, different hypothetical architectures with different supplier sourcing strategies 
were identified. This resulted in defining two additional  architectures for the 3D printer with 
the same set of subsystems and corresponding subsystem EMs, but how these subsystems were 
developed was changed. A specific combination of supplier and subsystem(s) is said to define 
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To illustrate a scenario, architecture 1 was defined to have two suppliers. The first supplier will 
develop the Drive Unit subsystem and the Body subsystem, while the second supplier will 
develop the Control Unit subsystem. Note that a subsystem need not be developed by supplier, 
as is the case in this example where the Extruder subsystem is developed in house. Architecture 
3 is the scenario where the organization takes a system integrator’s role and all subsystems are 
outsourced to a supplier. It is to be noted that selection of the actual suppliers is beyond the 
scope of current work (i.e. the make-buy decision has already been made). It is useful to note 
that analysis in section 7.1 was based on Architecture -3. 
7.2.2. Results and Discussion 
 
The similar steps in section 7.1 were performed for risk assessment  and design strategy 
identification for Architecture-1 and Architecture-2. The analysis was done for both system 
and subsystem EMs. 
7.2.2.1 System EM Analysis 
 
The different architectures were created keeping the same system and subsystem EMs. Thus, 
the relation between system EMs and subsystem EMs did not change across the architecture. 
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For example, overall weight of the 3D printer would remain the same irrespective of the 
architecture. Thus, we do not expect a change in the system EM metrics with changes in 
architectures. The consistency in results for the system EMs across the three architectures 
supported this hypothesis. Hence the risk assessment and the identified design strategies were 
the same as discussed in section 7.1.2.1 
7.2.2.2 Subsystem EM Analysis 
 
To study the effect of changing the product architecture on the framework results, analyses 
similar to what was performed in section 7.1.2.2 was repeated for  Architecture-1 and 
Archtecture-2. Figure 30 illustrates the distribution of the subsystem EMs across the different 
risk zones for all the architectures. It is observed that the distribution of the EMs across risk 
zones does not change significantly with architecture. 
 
 
Figure 30: Subsystem EM risk zone distribution across architectures 
 
In addition, Figure 31 shows that most of the EMs in high risk zone are the same across all 
three architectures. In the case study presented in this work, there is relatively little difference 
in the coupling structure of the different architectures. In practice, it is expected that the 
coupling structure between different subsystem EMs would change significantly as result of 
different architectures. Furthermore, one might expect different subsystem EMs for different 
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Figure 31: Venn diagram for EMs in high risk zone 
The intent behind creating 3 different architectures was to see how assigning different 
subsystems to different suppliers would affect the outcomes of the risk assessment. As a result 
of the modular architecture and the fact that this modularity led to a re-partitioning of the 
subsystem EMs, the coupling structure did not change significantly between the architectures. 
While this was realized after exciting the framework, the analysis was nevertheless helpful to 
execute the mechanics of the framework, debug the framework, and to check for the 
consistency of the results.  
Though the distribution of EMs across the risk zones did not show significant variations, it was 
still useful to analyze the resulting design strategies to study any patterns or characteristics that 
may be present. Identification of the recommended design strategy for the EMs from all three 
architectures was done using the same process described in section 7.2.1. The distribution of 
design strategies identified for the EMs in each risk zone across three architectures is shown in 
Figure 32.  
Figure 32 shows, for about 37% of EMs (in Zone 1, Zone 2 and Zone 3 across all three 
architectures)  a clear design strategy was not identified (annotated as ‘Not Clear’ in Figure 
30).  For these EMs, the combination of risk metrics does not map directly into any of the 
strategies discussed in section 6. A further analysis of these EMs shows that, 35% of these EMs 
were very close to 0.5 in the risk metrics, meaning they were not classified as ‘high’ or ‘low’ 
by a marginal difference and this difference would have resulted in them being mapped to a 
strategy. This highlights the importance of selecting the threshold for separating high and low, 




Figure 32: Design strategy distribution across the zones for 3 architectures 
 
The other 65% EMs in the ‘Not clear’ category also highlight the need for further research into 
design theory to propose identify new design strategies that would be appropriate for those 
combinations of risk metrics. The is particularly true for the design scenarios where both 
change and coupling metrics are high and have ‘Extreme-the-better’ target value specification 
for the EMs.  
A closer look at the distribution of strategies in Figure 32 indicates that Risk in Zone-2  is 
dominated by design strategies the focus on architecture design (Rearrange Mapping, 
Functional Independence). On the other hand, Risk in Zone 1 is dominated by design strategies 
that focus on parameter specification (Strategic Tuning, Increase Headroom, Freeze 
Specification). Fundamentally, architectural specification type of design strategies deal with 
changing how EMs interact with other. This might include re-clustering the EMs or redefining 
their interdependence. Thus, these strategies try to eliminate or reduce the impact of variation 
by reducing the interaction with EMs outside its domain. On the other hand, parameter 
specification type of design strategies deal with redesigning the specification limits for the EMs 
rather than redesigning the relationship between the EMs. Hence these strategies aim at 
reducing sensitivity of interactions with other subsystem EMs. These characteristics of the 
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required to modify the specification limits against efforts required to make architectural 
changes in the product. 
To complete the analysis, it is useful to evaluate the results of the identified design strategies 
for the subsystem EMs across three architectures. Table 10 summarizes results for design 
strategy identification for Zone-1 EMs which were common to all three architectures. 
Table 10: Identified design strategies for EMs in Zone-1 common across all three architectures 
Subsystem EM 
Identified Design Strategy 
Architectrure-1  Architectrure-2 Architectrure-3 







Nozzle flow rate Strategic tuning Strategic tuning Strategic tuning 
# of steps for motor Not clear Not clear Not clear 
Nozzle opening Strategic tuning Strategic tuning Strategic tuning 
Heat sink capacity Strategic tuning Strategic tuning Strategic tuning 
Heater Element heating 
capacity 
Not Clear Not Clear Not clear 
Max extrusion speed Strategic tuning Strategic tuning Strategic tuning 






Mother board - # of stepper 
motors 
Not clear Not clear Not Clear 
Lead screw travel Not clear Not clear Not Clear 
Heat dissipation rate Strategic tuning Not clear Strategic tuning 
Bed Size Not clear Not clear Not clear 
Firmware -step rate Not clear Not clear Not Clear 




Not clear Not Clear 
 
It was observed that the assessment of design strategy was consistent across the three 
architecture. This was expected as the coupling structure did not change much in three 
architectures owing to the inherent modularity of the subsystems. But the results showed 
promise identifying the EMs under risk and the design strategies identified for risk mitigation 




8 Conclusion and Future Work 
 
This section is derived in part from an article published in the Journal of Engineering Design on 
November 10, 2019, copyright Taylor & Francis, available online: 
http://www.tandfonline.com/10.1080/09544828.2019.1685659 
 
8.1. Summary of Research 
 
The primary object of the research work was to develop a risk assessment and mitigation 
framework for the risk introduced into the product development process by suppliers of key 
technology. Thus, the focus is on Joint Development Manufacturing and Original Design 
Manufacturing supplier relationships. Using insights gained from the literature review, systems 
engineering, and design theory, a risk assessment and mitigation framework was developed. 
The following summarizes the developed framework. 
Risk is characterized using two features, the nature of change in EMs and interdependence 
between EMs in the given product architecture. To quantify these features a number of metrics 
were defined. The nature of change in EMs was captured using three metrics, Degree of Change 
(DC), Difficulty of Change (DFC) and Degree of Design Customization (DoDC). DC captures 
the magnitude of change whereas DFC captures the relative ease of executing the required 
change. DoDC captures the combined effect of DC and DFC. QFD was used as a framework 
to deploy the VOC, degree of change, difficulty of change and the importance ratings to EMs 
at both the system and subsystem levels.  
The interdependence between EMs was captured using coupling metrics. The definitions of 
Coupling Index -Supplying (CI-S) and Coupling Index – Receiving (CI-R) (coupling given by 
Martin  (2000)) were into the strength and the extent of coupling. In order to generate the 
coupling measures, DSMs and DMMs were used. The extent of coupling captures information 
about the number of coupling interactions between the EMs, whereas the strength of coupling 
captures information about not only the number of interactions, but the collective magnitude 
of the coupling between the EMs. All these metrics are evaluated for system and subsystem 
level EMs. The values for all the metrics were normalized within a given subsystem (and within 
system for the system level metrics). For the normalized metrics for each EM, a threshold value 
for significance was identified to differentiate between high and low values of the risk metrics. 
This value can be selected by the user (designer or system integrator) based on the significance 
of subsystem and prior knowledge of the system, but further work is needed to provide the 
designer better guidance on its selection.  
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To evaluate risk, four zones of risk were defined based on the comparison of the values of 
change metrics  and coupling metrics. Zone 1 corresponds to a high-risk zone where both 
change and coupling metrics are high. Zone 2 is a medium risk zone where, change metrics 
have a low value and coupling metrics have a high value. Zone 3 is also a medium risk zone 
where change metrics have a high value whereas coupling metrics have low values. Lastly, 
zone 4 corresponds to a lower risk zone where the values of both the change metric and the 
coupling metric are low. Within each zone, EMs are ranked based on the value of relative 
importance metric in descending order. It should be noted that because there are multiple 
measures of both change and coupling, each EM is assessed in many different scenarios of 
change and coupling. 
Once risk has been identified, it is necessary to mitigate that risk.  In order to develop strategies 
to mitigate the risk, it was useful to review the design theory literature to identify potential 
design strategies and identify salient features of each that corresponded to the nature of the 
EMs. These identified design strategies included:  Strategic Tuning, Increase Headroom, 
Freeze Specification, Rearrange Mapping and Functional Independence. Each of the design 
strategies is characterized in terms of the risk metrics that were developed in the risk assessment 
framework. The values of risk metrics for each EM are compared to the characteristic values 
for each design strategy to determine a potential match between EM at risk and an appropriate 
design strategy.    
Lastly, a case study was performed in order to demonstrate the use and application of the 
proposed framework. A hypothetical product development project of and FDM-based 3D 
printer was used as a case study to accomplish this. 
8.2. Assessment of Research 
 
To evaluate the impact of the proposed research, it is useful to assess the goals and objectives 
of the research. The research questions that were identified in section 4 are restated below, 
followed by a discussion to assess the research work. 
1. Can the risk introduced by suppliers in NPD be assessed quantitatively? 
In the proposed risk assessment framework, risk is defined as a function of 1) nature and extent 
of change required in the EMs to satisfy customer requirements and, 2) the coupling between 
the EMs in the product architecture. A number of metrics are defined to quantify the change 
and coupling for the EMs. By selecting a threshold value for these metrics, EMs at risk can be 
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identified. Thus, the proposed research work is able to provide a quantitative risk assessment 
framework for identifying the risk introduced by suppliers of key technology in new product 
development process. 
2. Do the design strategies available in the literature have any patterns or characteristics? 
Five major design strategies were identified in the literature. The study of design theory 
revealed characteristics of the design strategies in terms that could be related to the nature of 
the EMs. Three design strategies 1) Strategic tuning, 2) Increasing Headroom, and 3) Freezing 
Specification were found to be aligned with the parameter specification of the EMs. While, 1) 
Rearrange Mapping and, 2) Functional Independence were found to be associated with the 
architectural specification of the product, of the definition and the mapping of the EMs. These 
patterns in design strategies were further analysed to evaluate specific scenarios where these 
design strategies aligned with the risk metrics that were developed for the risk assessment 
framework. 
3. Can the specific risk scenario be mapped to existing design strategies to manage the risk? 
In other words, can a quantitative method for design strategy selection be developed for risk 
mitigation? 
The proposed risk assessment and risk mitigation framework developed a set of metrics to 
identify EMs at risk due to supplier interactions. Using the characteristics of each design 
strategy that were discussed in the previous question, the design strategies could be expressed 
in terms of combinations of risk metrics that were developed. This allowed a direct link 
between the risk metrics and the design strategies.  Thus, a quantitative guideline was 
developed to select a risk mitigation design strategy based on the values of the risk metrics. 
8.3. Insights and Significance 
 
This section summarizes the insights from the research and the significance of the proposed 
work in the context of risk due to supplier interactions during the new product development 
process.  
In the context of NPD, the risk can be abstracted to four levels, 1) Project or System level risk, 
2) Subsystem or Supplier level risk, 3) Functional or EM level risk, and 4) Component level 
risk. The proposed risk assessment framework deals with measuring risk at the EM/functional 
level. The concept of risk metrics can easily be extrapolated to evaluate risk at Project and 
Supplier level. The ability to assess change and coupling at three levels, system, subsystem and 
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EM in an integrated manner allows for broader coverage of risk across the product development 
cycle. The application of the risk metric concept to assess risk at three levels is available in the 
literature (see Esterman et al. (2019) for details).  
The fact that the coupling assessment is based on the product architecture and that it can be 
used for both product-based and project-based risk analysis distinguishes it from the other 
methods. Project management risk analysis (including the DSM and Project FMEA) is typically 
based on the required tasks, which does not lend itself very well to identifying risks in the 
product design. In addition, the greatest benefit of the analysis is earlier in the product 
development cycle. The success of risk assessment approaches, which use FMEA and 
Advanced FMEA (AFMEA) methods, depends on the ability to identify the potential failure 
modes, which calls for in-depth knowledge about technology, design and manufacturing of the 
system. However, in the case of deriving risk measures across the supply chain, most of this 
knowledge resides at the supplier, which seriously limits the ability to identify the proper 
failure modes. The proposed risk assessment framework requires less input since the level of 
knowledge required would be less detailed and at a higher level. 
A weakness of proposed risk assessment framework is its inability to characterize component-
level risk. However, this issue is a double-edged sword, because component-level risk 
assessment requires more detailed knowledge of the subsystem design, increasing the 
dependence on the supplier to accomplish the assessment. A potential solution is to use the 
product development framework to identify the high-risk system level and supplier subsystem-
level EMs and to use a methodology such as AFMEA to build failure scenarios around the 
high-risk EM. This approach provides a greater understanding of the pitfalls, and more 
importantly, generates robust solutions to mitigate the possible failures. However, this level of 
detailed concern is really the responsibility of the supplier, not the system integrator. 
The proposed framework not only provides quantitative risk assessment but also provides 
guidance in risk mitigation. The systematic approach of deriving risk metrics provides 
meaningful insights about the product design with respect the end user requirements and 
architectural dependencies of the product. The same metrics are used to help in design decisions 
for risk mitigation. Thus, the framework provides a risk management tool that addressed risk 
management, prioritization and mitigation in a quantitative manner.  
Further, the use of same metrics for risk assessment and design strategy identification enables 
easy application the framework and visualization of results. It also provides a logical sequence 
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of activities for design decision making. This systematic approach would be greatly helpful for 
novice product designer or system integrator in identifying risk and taking design decisions to 
mitigate risk.  
8.4. Future Work 
 
The research presented in this thesis is an initial effort towards developing a holistic framework 
that will aid product developers to identify critical EMs in the product architecture, identify 
potential design risks and help guide risk mitigation in product development with key suppliers. 
Though the work showed promise, there is opportunity for future work to improve the 
framework. In this section the shortcomings of the work and opportunities for future work will 
be discussed. 
• Design Strategy Exploration 
In the current research, five design strategies were identified that can be directly applied to 
mitigate risk. The results of the case study showed a number of risk scenarios where an explicit 
design strategy could not be identified. This was especially true when the degree and difficulty 
of change were high, and the coupling metrics were high with Extreme- The -Better type of 
target value specification. Thus, there is a need for further research to develop new design 
strategies in these cases.  
 
• Threshold Selection for High and Low Value for Metric   
In the case study, a threshold value of 0.5 was selected for the normalized value of the risk 
metrics to differentiate between high and low values. However, this value was selected 
arbitrarily. One of the observations in case study highlighted that the selection of this threshold 
value can affect the risk mitigation design strategy selection. Thus, the process of selecting 
this threshold needs to be studied. Better selection of the threshold value can be achieved by 
performing sensitivity analysis for the mitigation strategy about the threshold value. 
 
• Coupling Metric Definition 
In current research work the coupling within a subsystem in not considered while defining the 
risk metrics. The metrics were defined from the view point of system integrator and hence it 
was implied that the suppliers of the subsystem would be responsible for interactions of EMs 
within the subsystem. Having said that, it can be argued that coupling within a subsystem 
might affect the risk mitigation design strategies. The metrics for coupling within subsystem 
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can be defined similar to the other coupling metrics. This will also result in additional 
combinations of metrics for risk characterization, which will need further attention.   
 
• Further Validation of the Framework  
In the thesis work, validation of the proposed framework is through a case study. The primary 
purpose of the case study was to demonstrate the utility through the step-by-step execution of 
the framework and to assess the framework primarily based on engineering judgement. The 
information regarding actual product architecture, supplier involvement and functional 
specifications is not easily available outside the organization that is developing the product. 
Hence more formal validation of the framework is needed through its application on an actual 
development project. This could to be done through a collaborative project between academia 
and industry. In addition, the case study identified the need to compare the results across 
fundamentally different architectures of a product for a more detailed evaluation of the 
framework. Lastly, additional case studies across different industries would provide more 
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Appendix A : Additional References 
  
Following resources were also used to further enhance the understanding of FDM based 3D 
printer. The insights gained through these resources were also used to identify VOCs, system 















Appendix A1: Product Specifications 
 
Specification 3D40 
Extruder Direct drive Single  
Build Plate Heated Glass 
Build Volume (10x6x6.7in ) 
Range Microns 100-300 
Leveling Semi-Auto Leveling 
Extruder Max Temp C 230 Deg C 
Print Bed Max Temp C NA 
Weight 19.8 kg 
Connectivity USB, WIFI, Ethernet 
Material Types PLA 
Electrical Input Rating 100-240 V, 47-60 Hz, .85-2.3 amp 
File Type Accepted By Slicer STL, OBL 
Software Options 
Dremel Digilab 3D Slicer, Dremel Print Cloud, 
Simplify 3D 
File Type Accepted by Printer GCODE, G3DREM 
 
 
Appendix A2 : List of VOCs 
 
Large Print Volume 
Prints fast 
Ability to print complex shapes 
Multiple print heads 
Material compatibility 
Accuracy 
Compact in size 
Quiet operation 
Long operation time 
Ease of maintenance 
Easy to use 
Safe to operate 
Reliable 
Long life 







Appendix A3 : List of System EMs 
 
Overall Weight (kg) 
Overall Size ( Volume-mm3) 
Setup time (sec) 
Time to produce final part (sec) 
Materials can be used (#) 
Max Print Height (mm) 
Bed Size (mm2) 
Resolution in X,Y,Z direction 
(micron) 
Min Part thickness (mm) 
Print surface finish (microns) 
Alignment methods (#) 
Filament speed (mm/s) 
Vibrations / Noise ( mm or Hz) 
Power Rating for System 
Max Operating Temperature 
(Degree) 
Software Compatibility (#) 
GUI (size and/or resolution) 
Connectivity (# of types) 
System cooling time (s) 
 
Appendix A4 : List of Subsystem EMs 
 
1. Extruder  
Motor torque range (N-mm) 
Motor speed range (rpm) 
Motor Weight (gm) 
Gear train weight (gm) 
Gear train Speed range (mm/s) 
Heater Element heating capacity (KJ/S) 
Heating element weight (gm) 
Heat sink dissipation capacity (KJ/S) 
Nozzle Length (mm) 
Nozzle Opening (mm2) 
Nozzle Weight (gm) 
Nozzle flow max flow rate (mm3/s) 
Max extrusion speed (mm/s) 
Max temp(F) 




2. Drive Unit 
 
# of steps for motor 
Motor speed range (rpm) 
Motor torque range (N-mm) 
Motor Current & voltage rating (mAV) 
Motor weight (gm) 
Motor size (mm3) 
Motor operating temp range (F) 
Lead screw height (mm) 
Lead screw weight (gm) 
Lead screw travel (mm/rev) 
End Stop (#) 
End stops accuracy (%) 





3. Control Unit 
 
Power Supply rating (W) 
Mother board - # of stepper motors 
Microcontroller memory (MB) 
Heat dissipation rate (kj/s) 
Stepper drive - # of micro steps 
Current limit of stepper drive (mA) 
Firmware -step rate (#) 
Firm ware -SD card support (y/N) 
FW- extruder speed control accuracy 
FW- heated bed support parameters 
GUI - resolution 
GUI - interface type ( screen or io ) 
# compatible file types 
# compatible software 









4. Body / Structure 
 
Frame size (mm) 
Frame weight (mm) 
Frame Strength (N/mm2) 
Bed Size (mm2) 
Bed heater capacity (KJ/s) 
Cooling fan capacity (KJ/s) 
Cooling fan size (mm3) 
Envelope size (mm3) 
Envelope Weight (gm) 
Spool Holder Strength (N/mm2) 
Spool holder weight (gm) 
Spool holder size (mm2) 
 
