The main goal of this paper is to demonstrate connections between the following three big areas of research: the theory of cubature formulas (numerical integration), the discrepancy theory, and nonlinear approximation. In Section 1, we discuss a relation between results on cubature formulas and on discrepancy. In particular, we show how standard in the theory of cubature formulas settings can be translated into the discrepancy problem and into a natural generalization of the discrepancy problem. This leads to a concept of the r-discrepancy. In Section 2, we present results on a relation between construction of an optimal cubature formula with m knots for a given function class and best nonlinear m-term approximation of a special function determined by the function class. The nonlinear m-term approximation is taken with regard to a redundant dictionary also determined by the function class. Sections 3 and 4 contain some known results on the lower and the upper estimates of errors of optimal cubature formulas for the class of functions with bounded mixed derivative. One of the important messages (well known in approximation theory) of this paper is that the theory of discrepancy is closely connected with the theory of cubature formulas for the classes of functions with bounded mixed derivative. We have included in the paper both new results (Section 2) and known results. We included some known results with their proofs for the following two reasons. First of all we want to make the paper self-contained (within reasonable limits). Secondly, we selected the proofs which demonstrate different methods and are not very much technically involved. Section 5 contains historical notes on discrepancy and cubature formulas, some further comments and remarks. Historical remarks on nonlinear approximation are included in Section 2. We want to point out that this paper is not a complete survey in any of the above-mentioned areas. We did not even try to provide a complete list of results in those areas. We rather wanted to highlight the most typical results in $
cubature formulas (Sections 3 and 4) and show their relation to the discrepancy theory. r 2002 Elsevier Science (USA). All rights reserved.
Cubature formulas and discrepancy
Numerical integration seeks good ways of approximating an integral Z It is clear that we must assume that f is integrable and defined at the points In order to orient the reader we will begin with the case of univariate periodic functions. Let for r40 Integrating these inequalities against a over T we get Z Take any subset eC½1; d and integrate the above inequality against y j ; jee; over T dÀjej : We get This inequality and representation (1.8) imply the left inequality in (1.12). We prove the right inequality in (1.12) by induction. In the case d ¼ 1 it follows from Proposition 1. It is easy to see that for functions of the form
where w ½0;a j ðx j À y j Þ is 2p periodic we have jL m ð f a;y ; xÞjpCðdÞe:
Using this estimate and representation (1.8) we obtain
Integrating against a over T d we get from here
Using (1.13) and the identity X e:jejod
We complete the proof by applying (1.11) . &
The classical definition of discrepancy (in the convenient for us form) of a set X of points x 1 ; y; x m C½0; 1 d is as follows DðX ; m; dÞ N :¼ max
It is clear that
Thus by Proposition 1.2 the classical concept of discrepancy is directly related to the efficiency of the corresponding cubature formula for a special function class MW for all n ¼ ðn 1 ; y; n d Þ such that n 1 þ ? þ n d pR: These classes appeared as natural ways to measure smoothness in many multivariate problems including numerical integration. It was established that for Sobolev classes the optimal error of numerical integration by formulas with m knots is of order m ÀR=d : Assume now for the sake of simplicity (to avoid fractional differentiation) that R ¼ rd; r natural number. At the end of 1950s, N.M. Korobov discovered the following phenomenon. Let us consider the class of functions which satisfy (1.14) for all n such that n j pr; j ¼ 
The quantity D r ðx; L; m; dÞ q in the case r ¼ 1; L ¼ ð1=m; y; 1=mÞ is the classical discrepancy of the set of points fx m g: In the case L ¼ ð1=m; y; 1=mÞ we denote D r ðx; m; dÞ q :¼ D r ðx; ð1=m; y; 1=mÞ; m; dÞ q and call it the r-discrepancy (see [6, 49] ). Thus the quantity D r ðx; L; m; dÞ q defined in (1.15) is a natural generalization of the concept of discrepancy. This generalization contains two ingredients: general weights L instead of the special case of equal weights ð1=m; y; 1=mÞ and any natural number r instead of r ¼ 1: We note that in approximation theory we usually study the whole scale of smoothness classes rather than an individual smoothness class. The above generalization of discrepancy for arbitrary positive integer r allows us to study a question of how does smoothness r affect the rate of decay of generalized discrepancy. Then for the functions f and g related as
It remains to check that there exists a number d40 which does not depend on m such 
Reasoning in this way for all j such that k j ¼ r and applying Lemma 1. The upper estimate follows from (1.16). The lower estimate follows from Theorem 1.1.
Optimal cubature formulas and nonlinear approximation
Relations (1.10) and (1.11) can be interpreted as a connection between the error of the cubature formula ðL; xÞ on the class MW The latter problem is a problem of nonlinear m-term approximation with regard to a given system of functions, in the above case with regard to the system fF r ðx À ÁÞ; xAT d g: The problem of nonlinear m-term approximation has attracted a lot of attention during last 10 years because of its importance in numerical applications (see surveys [15, 52] ). In this section we will use some known results from m-term approximation in Banach spaces for estimating the error of optimal cubature formulas. Let 1pqpN: We define a set K q of kernels possessing the following properties. Let O x and O y be measurable sets for variables x and y; respectively. Let Kðx; yÞ be a measurable function on O x Â O y : We assume that for any xAO x Kðx; ÁÞAL q ðO y Þ; for any yAO y the KðÁ; yÞ is integrable over O x and R O x Kðx; ÁÞ dxAL q ðO y Þ: For a kernel KAK p 0 we define the class Thus by (2.2)
We will now introduce some notations and concepts from the theory of m-term approximation in Banach spaces. Let X be a Banach space with norm jj Á jj: We say that a set of elements (functions) D from X is a dictionary if each gAD has norm one ðjjgjj ¼ 1Þ;
and span D ¼ X :
We will discuss in this section two types of greedy algorithms with regard to D: For an element f AX we denote by N f a norming (peak) functional for f :
The existence of such a functional is guaranteed by Hahn-Banach theorem. Let t :¼ ft k g N k¼1 be a given sequence of positive numbers t k p1; k ¼ 1; y . We define first the Weak Chebyshev Greedy Algorithm (WCGA) that is a generalization for Banach spaces of Weak Orthogonal Greedy Algorithm defined and studied in [50] (see also [16] for Orthogonal Greedy Algorithm).
Weak Chebyshev Greedy Algorithm (WCGA). We define f We define now a generalization for Banach spaces of the Weak Relaxed Greedy Algorithm studied in [50] in the case of Hilbert space.
Weak Relaxed Greedy Algorithm (WRGA). We define f The term ''weak'' in both definitions means that at step (1) we do not shoot for the optimal element of the dictionary which realizes the corresponding sup but are satisfied with weaker property than being optimal. The obvious reason for this is that we do not know in general that the optimal one exists. Another practical reason is that the weaker the assumption the easier to satisfy it and therefore easier to realize in practice. We present in this section results of convergence and the rate of convergence for the two above-defined methods of approximation. It is clear that in the case of WRGA the assumption that f belongs to the closure of convex hull of D is natural. We denote the closure of convex hull of D by A 1 ðDÞ: It has been proven in [50] that in the case of Hilbert space both algorithms WCGA and WRGA give the approximation error for the class A 1 ðDÞ of the order
We discuss here approximation in uniformly smooth Banach spaces. For a Banach space X we define the modulus of smoothness
A uniformly smooth Banach space is one with the property
The following convergence result has been proven in [51] . In the formulation of this result we need a special sequence which is defined for a given modulus of smoothness rðuÞ and a given t ¼ ft k g We will discuss in more detail a question of the rate of convergence. The following theorem has been proven in [51] . 
with constants C i ðq; gÞ; i ¼ 1; 2; which may depend only on q and g: Proof. It is obvious that KAK p 0 : Next,
It remains to check that J K AX ðK; p 0 Þ: We have For a given N we consider a cubature formula
Then we have As a dictionary we have
We note that in the proof of Proposition 2.1 we actually proved that
Fð0Þ=jjF jj p 0 AA 1 ðDÞ:
Let us for simplicity give an algorithm for F satisfying jjF jj p 0 ¼ 1 (otherwise we take F =jjF jj p 0 ). We begin with f ¼Fð0Þ: First, we construct a norming functional N f : It is known that for 1oqoN the N f acts as 
After m steps we obtain a cubature formula with knots
(2) proceeding from the step m À 1 to the step m we add one new knot x m and change in a simple way weights e k l k from the previous step.
Lower estimates for the classes MW r p
We will present here some methods of obtaining lower estimates of L m ðW ; xÞ for the classes MW where % k j :¼ maxðjk j j; 1Þ and nð % kÞ
First, we will deduce Theorem 3.1 from Lemma 3.1 and then prove this lemma.
We assume that jLð0ÞjX 
The proof of this theorem is based on the lower estimates of the volumes of the sets of Fourier coefficients of bounded trigonometric polynomials from TðN; dÞ (see [46, 48] 
By the inequality jjt s jj N p1 we get from here Comparing (3.9) and (3.13) we get the conclusion of Theorem 3.3 for 2ppoN: Clearly, the lower estimate for 1ppo2 follows from the estimate which we have just proved. Theorem 3.2 gives the same lower estimate for different parameters 1ppoN: It is clear that the bigger the p the stronger the statement. We now discuss an improvement of Theorem 3.2 in the particular case p ¼ 1: We will improve the lower estimate by replacing the exponent ðd À 1Þ=2 by d À 1: However, this improvement will be proved under some (mild) assumptions on the weights of a cubature formula ðL; xÞ and also for a slight modification of the classes MW We will obtain the lower estimates for the quantities
We will prove the following relation. In the case jLð0Þjo 1 2 it is sufficient to consider a function f ðxÞ 1 as an example, and therefore we will assume that jLð0ÞjX 
where % l n is the complex conjugate to the l n : Then The case p ¼ N is excluded in Theorem 3.2. There is no nontrivial general lower estimates in this case. We will give one conditional result in this direction. Further, for arbitrary 1oaob and f AL b the following inequality holds: 
The Fibonacci cubature formulas
For periodic functions of two variables we consider the Fibonacci cubature formulas
f ð2pm=b n ; 2pfmb nÀ1 =b n gÞ;
are the Fibonacci numbers and fxg is the fractional part of the number x:
For a function class W we denote
where T 2 ¼ ½0; 2p 2 is the period square. The following known result gives the order of F n ðW r p Þ for all parameters 1pppN; r41=p: Theorem 4.1. We have
The lower estimates provided by Theorem 3.2 and the upper estimates from Theorem 4.1 show that the Fibonacci cubature formulas are optimal (in the sense of order) among all cubature formulas in the case 1opoN; r4maxð1=p; 
The Korobov cubature formulas
which will be called the Korobov cubature formulas. In the case d ¼ 2; m ¼ b n ; a ¼ ð1; b nÀ1 Þ we have
We note that in the case d42 the problem of finding concrete cubature formulas of the type P m ð f ; aÞ as good as the Fibonacci cubature formulas in the case d ¼ 2 is unsolved. The results of this subsection deal with the case d42 and are not as complete as the results of Section 4.1.
We first prove an auxiliary assertion. Denote
For a finite set E the cardinality of E will be denoted by jEj:
Lemma 4.1. Let n; k; L be a prime, a positive real and a natural number, respectively, such that jGðLÞjoðn À 1Þð1 À 2 Àk Þ=d: ð4:1Þ
Then there is a natural number aAI n :¼ ½1; nÞ such that for all mAGðLÞ; ma0
and relation (4.2) will be valid for all mAF l ðLÞ :¼ GðL2 l Þ\GðL2 lÀ1 Þ; manm 0 ; with the exception of no more than
Proof. Let aAI n be a natural number. We consider the congruence
For a fixed vector m ¼ ðm 1 ; y; m d Þ we denote by A n ðmÞ the set of natural numbers aAI n which are solutions of congruence (4.3). It is well known that for ma0; jm j jon; j ¼ 1; y; d the number jA n ðmÞj of the elements of the set A n ðmÞ satisfies the inequality jA n ðmÞjpd À 1od:
ð4:4Þ
We denote by G 1 the set of the numbers a which are solutions of congruence (4.3) for at least one of mAGðLÞ; that is
Let us estimate the number jG 1 j of elements of the set G 1 : By (4.4) and (4.1) we have
For any aAI n \G 1 for all mAGðLÞ we have
Let G lþ1 ; l ¼ 1; 2; y denote the set of those a for which the number of elements of the set This means that there exists a number aAI n which does not belong to any set G l ; l ¼ 1; y: This a is the required number by the definition of the sets G l : The lemma is proved. & For a of the form a ¼ ð1; a; y; a dÀ1 Þ denote P n ð f ; aÞ :¼ P n ð f ; aÞ: We have where j is such that f ¼ F r * j; jjjjj p p1: From (4.14), applying the Ho¨lder inequality and the Hausdorff-Young theorem, we get
Àr jjjjj p pn Àr :
The conclusion of the theorem follows from the estimates for s 1 and s 2 : &
The Frolov cubature formulas
In this subsection we construct the optimal (in the sense of order) cubature formulas for the classes M W 
for all ma0; (2) each parallelepiped P with volume jPj whose edges are parallel to the coordinate axes contains no more than jPj þ 1 lattice points.
Let a41 and A be the matrix from Lemma 4.2. We consider the cubature formula 
From the hypothesis of the lemma it follows that Performing the summation over m and taking into account relation (4.19) we get
The lemma is proved. &
We continue the proof of Theorem 4.3.
Let f AM W Let l be such that
Then by the property (1) of Lemma 4.2 the inequality jjsjj 1 Xl holds for s such that rðsÞ (see the definition of rðsÞ in (3.10)) contains a points aAm with ma0: Then ð2pÞ Àrd dp X 
Historical notes, comments, and some open problems
First, we will give a brief historical survey on discrepancy. We refer the reader for a complete survey to the following books on discrepancy and related topics Kuipers and Niederreiter [27] , Beck and Chen [5] , Matous˘ek [29] , and Chazelle [9] . We formulate all results in the notations of this paper and in the form convenient for us. We use the following notation:
DðX ; m; dÞ N :¼ max
where X ¼ ðx 1 ; y; x m Þ: The first result in this area was the following conjecture of van der Corput [11, 12] The following conjecture has been formulated in [5] as an excruciatingly difficult great open problem. We proceed to the lower estimates for cubature formulas. Theorem 3.1 and Lemma 3.1 were established in [6] . The proof is taken from [48] . Theorems 3.2, 3.3, and Lemma 3.2 were proved in [46] . Theorem 3.4 was proved in [49] . Theorem 3.7 is from [47] . There are two big open problems in this area. We formulate them as conjectures. We turn to the upper estimates. We begin with the cubature formulas. We have already made a historical remark on classes with bounded mixed derivative in Section 1. We will discuss only these classes here. For results on cubature formulas for the Sobolev-type classes we refer the reader to the books of Sobolev [42] , Novak [31] , and Temlyakov [48, Chapter 2] . The first result in this direction was obtained by Korobov [25] in 1959. He used the cubature formulas P m ð f ; aÞ defined in Section 4.2. We note that similar cubature formulas were also used by Hlawka [23] . Korobov [8] ). Theorem 4.3 was obtained by Frolov [18, 19] . The proof is taken from [48] . We note that there is no sharp result for d m ðMW The Frolov cubature formulas [19] give the following estimate: Other proofs of (5.13) and Theorem 3.2 were given in 1995 by Bykovskii [7] . We now present the upper estimates for the discrepancy. In 1956 Davenport [13] proved that Dðm; 2Þ 2 pCm À1 ðlog mÞ 1=2 :
Other proofs of this estimate were later given by Vilenkin [53] , Halton and Zaremba [22] , and Roth [34] . In 1979 Roth [35] We note that the upper estimates for Dðm; dÞ q are stronger than the same upper estimates for D o 1 ðm; dÞ q : Let us also mention a classical book of Nikol'skii [30] on quadrature formulas and books of Korobov [26] , Schmidt [39] , and Keng and Yuan [24] on discrepancy and related topics. We discussed in this paper only the case of the class MW r p of functions with bounded mixed derivative. There are analogs of classes MW r p which are also natural in the theory of cubature formulas. One can find results on numerical integration of functions with bounded mixed difference in the papers [4, 17, 44] , and in book [48] . A different method of constructing cubature formulas for functions with bounded mixed derivative was suggested by Smolyak [41] (for further results see [43] ).
The [32] .
