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Abstrat
In this paper we propose a new type of random CSP model, alled Model RB, whih is
a revision to the standard Model B. It is proved that phase transitions from a region where
almost all problems are satisable to a region where almost all problems are unsatisable
do exist for Model RB as the number of variables approahes innity. Moreover, the ritial
values at whih the phase transitions our are also known exatly. By relating the hardness
of Model RB to Model B, it is shown that there exist a lot of hard instanes in Model RB.
1. Introdution
Sine the seminal paper of Cheeseman, Kanefsky and Taylor (1991) appeared, there has
been a great amount of interest in the study of phase transitions in NP-omplete problems.
However, it seems to be very diÆult to prove the existene of this phenomenon or to obtain
the exat loation of the transition points for suh problems. For example, in random 3-
SAT, it is known from experiments that the phase transition will our when the ratio of
lauses to variables is approximately 4:3 (Mithell, Selman, & Levesque, 1992). Another
experimental estimate of the transition point suggested by Kirkpatrik and Selman (1994)
is 4:17. They used nite-size saling methods from statistial physis to derive the result. In
ontrast with the experimental studies, the theoretial work has only given some loose but
hard won bounds on the loation of the transition point. Currently, the best known lower
bound and upper bound are 3:003 (Frieze & Suen, 1996) and 4:602 (Kirousis et al., 1998)
respetively. Reently, Friedgut (1999) made tremendous progress towards establishing the
existene of a threshold for random k-SAT by proving that the width of the transition region
narrows as the number of variables inreases. But we still an not obtain the exat loation
of the phase transition point from this approah.
In fat, SAT is a speial ase of the onstraint satisfation problem (CSP). CSP has not
only important theoretial value in artiial intelligene, but also many immediate appli-
ations in areas ranging from vision, language omprehension to sheduling and diagnosis
(Dehter, 1998). In general, CSP tasks are omputationally intratable (NP-hard) (Dehter,
1998). In reent years random onstraint satisfation problems have also reeived great at-
tention, both from an experimental and a theoretial point of view (Ahlioptas et al., 1999;
Cheeseman et al., 1991; Frost & Dehter, 1994; Gent et al., 1999; Hogg, 1996; Larrosa &
Meseguer, 1996; Prosser, 1996; Purdom, 1997; Smith & Dyer, 1996; Smith, 1999; Williams
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& Hogg, 1994). Williams and Hogg (1994) developed a tehnique to predit where the
hardest problems are to be found and where the utuations in diÆulty are greatest in a
spae of problem instanes. They have also shown that their preditions of the ritial value
agree well with the experimental data. Smith and Dyer (1996) studied the loation of the
phase transition in binary onstraint satisfation problems and disussed the auray of a
predition based on the expeted number of solutions. Their results show that the variane
of the number of solutions an be used to set bounds on the phase transition and to indiate
the auray of the predition. Reently, a theoretial result by Ahlioptas et al. (1999)
shows that many models ommonly used for generating random CSP instanes do not have
an asymptoti threshold due to the presene of awed variables. More reently, Gent et al.
(1999) have shown how to introdue struture into the onit matrix to eliminate aws.
In this paper we propose a new type of random CSP model, alled Model RB, whih
is a revision to the standard Model B (Gent et al., 1999; Smith & Dyer, 1996). It is
proved that the phase transition phenomenon does exist for Model RB as the number of
variables approahes innity. More preisely, there exist two ontrol parameters r, p and
the orresponding ritial values r
r
, p
r
suh that for eah xed value r < r
r
or p < p
r
, a
random CSP instane generated following Model RB is satisable with probability tending
to 1 as the number of variables approahes innity, and when r > r
r
or p > p
r
, unsatisable
with probability tending to 1. Moreover, the ritial values r
r
and p
r
are also known
exatly. By relating the hardness of Model RB to Model B, it is shown that Model RB
atually has a lot of hard instanes.
2. Denitions and Notations
A onstraint satisfation problem (CSP) onsists of a nite set U = fu
1
;    ; u
n
g of n
variables and a set of onstraints. For eah variable u
i
, a domain D
i
with d
i
elements
is speied; a variable an only be assigned a value from its domain. For 2  k  n a
onstraint C
i1;i2;;ik
onsists of a subset fu
i1
; u
i2
;    ; u
ik
g of U and a relation R
i1;i2;;ik

D
i1
  D
ik
, where i1; i2;    ; ik are distint. C
i1;i2;;ik
is alled a k-ary onstraint whih
bounds the variables u
i1
;    ; u
ik
. R
i1;i2;;ik
speies all the allowed tuples of values for
the variables u
i1
;    ; u
ik
whih are ompatible with eah other. A solution to a CSP is an
assignment of a value to eah variable from its domain suh that all the onstraints are
satised. A onstraint C
i1;i2;;ik
is satised if the tuple of values assigned to the variables
u
i1
;    ; u
ik
is in the relation R
i1;i2;;ik
. A CSP that has a solution is alled satisable;
otherwise it is unsatisable. In this paper, the probability of a random CSP instane being
satisable is denoted by Pr(Sat).
We assume that k  2 and all the variable domains ontain the same number of values
d = n

in Model RB (where  is a onstant). The generation of a random CSP instane in
Model RB is done in the following two steps:
Step 1. We selet with repetition t = rn lnn random onstraints. Eah random onstraint
is formed by seleting without repetition k of n variables.
Step 2. For eah onstraint we uniformly selet without repetition q = p  d
k
inompatible
tuples of values, i.e., eah onstraint relation ontains exatly (1  p)  d
k
ompatible tuples
of values.
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The parameter r determines how many onstraints are in a CSP instane, while p
determines how restritive the onstraints are.
The following denitions will be needed in setion 4 when we derive the expetation of
the seond moment of the number of solutions.
Denition 1 An assignment pair is an ordered pair ht
i
; t
j
i of assignments to the variables
in U , where t
i
= (a
i1
; a
i2
;    ; a
in
) and t
j
= (a
j1
; a
j2
;    ; a
jn
) with a
il
; a
jl
2 D
l
. An assign-
ment pair ht
i
; t
j
i satises a CSP if and only if both t
i
and t
j
satisfy this CSP. The set that
onsists of all the assignment pairs is denoted by A
pair
.
Denition 2 Similarity number S
f
: A
pair
7! f0; 1; 2;   g,
S
f
(ht
i
; t
j
i) =
n
X
l=1
Sam(a
il
; a
jl
) (1)
where the funtion Sam is dened as follows:
Sam(a
il
; a
jl
) =

1 if a
il
= a
jl
0 if a
il
6= a
jl
(2)
The similarity number of an assignment pair is equal to the number of variables at whih
the two assignments of this assignment pair take the idential values. By Denition 2 it is
easy to see that 0  S
f
(ht
i
; t
j
i)  n.
3. Main Results
In this paper, the following theorems are proved.
Theorem 1 Let r
r
=  

ln(1 p)
. If  >
1
k
, 0 < p < 1 are two onstants and k, p satisfy the
inequality k 
1
1 p
, then
lim
n!1
Pr(Sat) = 1 when r < r
r
(3)
lim
n!1
Pr(Sat) = 0 when r > r
r
(4)
Theorem 2 Let p
r
= 1   e
 

r
. If  >
1
k
, r > 0 are two onstants and k,  and r satisfy
the inequality ke
 

r
 1, then
lim
n!1
Pr(Sat) = 1 when p < p
r
(5)
lim
n!1
Pr(Sat) = 0 when p > p
r
(6)
4. Proof of Theorem 1 and Theorem 2
The expeted number of solutions E(N) for model RB is given by
E(N) = d
n
(1  p)
rn lnn
= n
n
(1  p)
rn lnn
(7)
By the Markov inequality Pr(Sat)  E(N) it is not hard to show that lim
n!1
Pr(Sat) = 0
when r > r
r
or p > p
r
. Hene relations (4), (6) are proved. It is also easy to see that
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E(N) is eqal to 1 when r = r
r
or p = p
r
, and E(N) grows exponentially with n when
r < r
r
or p < p
r
.
The key point in the proof of relations (3), (5) is to derive the expetation of the seond
moment E(N
2
) and give an asymptoti estimate of it. Let  be a random CSP instane
generated following Model RB. P (ht
i
; t
j
i) stands for the probability of ht
i
; t
j
i satisfying .
Now we start to derive the expression of P (ht
i
; t
j
i). Sine eah onstraint is generated
independently, we only need to onsider the probability of ht
i
; t
j
i satisfying a random on-
straint. Assuming that the similarity number of ht
i
; t
j
i is equal to S, we have the following
two ases:
(1) Eah variable of a onstraint is assigned the same value in t
i
as that in t
j
. In this
ase, the probability of ht
i
; t
j
i satisfying the onstraint is

d
k
  1
q

=

d
k
q

.
(2) Otherwise, the probability of ht
i
; t
j
i satisfying a onstraint is

d
k
  2
q

=

d
k
q

.
The probability that a random onstraint falls into the rst ase is

S
k

=

n
k

. Hene
the probability into the seond ase is 1 

S
k

=

n
k

. Thus we get
P (ht
i
; t
j
i) =
0
B
B


d
k
  1
q


d
k
q



S
k


n
k

+

d
k
  2
q


d
k
q

 (1 

S
k


n
k

)
1
C
C
A
rn lnn
(8)
Let A
S
be the set of assignment pairs whose similarity number is equal to S . It is easy
to show that the ardinality of A
S
is given by
jA
S
j = d
n

n
S

(d  1)
n S
(9)
From the denition of E(N
2
), we have
E(N
2
) =
n
X
S=0
jA
S
jP (t
i
; t
j
)
= d
n

n
S

(d  1)
n S
0
B
B
B


d
k
  1
q


d
k
q



S
k


n
k

+

d
k
  2
q


d
k
q

 (1 

S
k


n
k

)
1
C
C
C
A
rn lnn
(10)
It is very diÆult to analyze the above expression diretly. First, we give an asymptoti
estimate of P (ht
i
; t
j
i). Let s =
S
n
. It is obvious that 0  s  1. By asymptoti analysis, we
get

S
k


n
k

=
S
n
(
S
n
 
1
n
)(
S
n
 
2
n
)    (
S
n
 
k 1
n
)
(1 
1
n
)(1 
2
n
)    (1 
k 1
n
)
= s
k
+
g(s)
n
+O(
1
n
2
)
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where
g(s) =
k(k   1)(s
k
  s
k 1
)
2
(11)
and

d
k
  1
q


d
k
q

=
d
k
  q
d
k
= 1  p (12)

d
k
  2
q


d
k
q

=
(d
k
  q)(d
k
  q   1)
d
k
(d
k
  1)
= (1  p)
2
+O(
1
d
k
) (13)
Note that d = n

, we have
P (ht
i
; t
j
i) =

(1  p)  (s
k
+
g(s)
n
) + (1  p)
2
 (1  s
k
 
g(s)
n
) +O(
1
n
2
) +O(
1
n
k
)

rn lnn
(14)
By use of the ondition  >
1
k
, we get
P (ht
i
; t
j
i) = (1  p)
2rn lnn

1 +
p
1  p
(s
k
+
g(s)
n
)

rn lnn
(1 +O(
1
n
)) (15)
For every 0 < s < 1 (where s =
S
n
), the asymptoti estimate of jA
S
j is
jA
S
j = n
n
(n

  1)
n ns
1
p
2ns(1  s)
e
n( s ln s (1 s) ln(1 s))
(1 +O(
1
n
))
= n
2n
(1 
1
n

)
n ns
(
1
n

)
ns
1
p
2ns(1  s)
e
n( s ln s (1 s) ln(1 s))
(1 +O(
1
n
)) (16)
Notie that E(N) = n
n
(1  p)
rn lnn
, we have
jA
S
jP (ht
i
; t
j
i) = E
2
(N)

1 +
p
1  p
(s
k
+
g(s)
n
)

rn lnn
(1 
1
n

)
n ns
(
1
n

)
ns

n
ns

(1 +O(
1
n
)) (17)
When n is suÆiently large, exept the rst term E
2
(N), jA
S
jP (ht
i
; t
j
i) is mainly de-
termined by the following terms:
f(s) =

1 +
p
1  p
s
k

rn lnn
(
1
n

)
ns
(18)
We an rewrite it as
f(s) = e

r ln(1+
p
1 p
s
k
) s

n lnn
(19)
Let
h(s) = r ln(1 +
p
1  p
s
k
)  s (20)
The seond derivative of h(s) is
h
00
(s) =
rkps
k 2
[(k   1)(1   p)  ps
k
℄
(1  p+ ps
k
)
2
(21)
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Applying the ondition k 
1
1 p
in Theorem 1 to the above equation we an easily prove
that h
00
(s)  0 on the interval 0  s  1. For Theorem 2, from the ondition ke
 

r
 1 it
follows that the inequality k 
1
1 p
still holds when p < p
r
. It is also not hard to show that
h(0) = 0, and h(1) =  r ln(1   p)    < 0 when r < r
r
or p < p
r
. Hene we an easily
prove that the unique maximum point of h(s) is s = 0 when r < r
r
or p < p
r
. Thus the
terms of 0 < s  1 are negligible when r < r
r
or p < p
r
. We only need to onsider those
terms near s = 0 . The proess an be divided into the following three ases:
Case 1:  > 1. When S = 0 (s = 0), from the denition of g(s) in Equation (11) we
have

1 +
p
1  p
(s
k
+
g(s)
n
)

rn lnn
= 1 (22)
Thus by Equation (17) we get
jA
S
jP (ht
i
; t
j
i)  E
2
(N)(1 
1
n

)
n
 E
2
(N) (23)
When S = 1 (s =
1
n
), it also not hard to prove that
lim
n!1

1 +
p
1  p
(s
k
+
g(s)
n
)

rn lnn
= e
0
= 1 (24)
Hene we obtain
jA
S
jP (ht
i
; t
j
i)  E
2
(N)n
1 
when S = 1 (25)
Similary,
jA
S
jP (ht
i
; t
j
i)  E
2
(N)
n
2(1 )
2!
when S = 2
jA
S
jP (ht
i
; t
j
i)  E
2
(N)
n
3(1 )
3!
when S = 3;    (26)
Summing the above terms together, we obtain
E(N
2
) =
n
X
S=0
jA
S
jP (ht
i
; t
j
i)  E
2
(N)e
n
1 
 E
2
(N) (27)
Case 2:  = 1. By use of the method in Case 1, it an be easily shown that
jA
S
jP (ht
i
; t
j
i)  E
2
(N)(1  
1
n
)
n
 E
2
(N)
1
e
when S = 0
jA
S
jP (ht
i
; t
j
i)  E
2
(N)
1
e
when S = 1
jA
S
jP (ht
i
; t
j
i)  E
2
(N)
1
e  2!
when S = 2
jA
S
jP (ht
i
; t
j
i)  E
2
(N)
1
e  3!
when S = 3;    (28)
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Summing the above terms together, we obtain
E(N
2
) =
n
X
S=0
jA
S
jP (ht
i
; t
j
i)  E
2
(N)
1
e
 e = E
2
(N) (29)
Case 3:
1
k
<  < 1. Let S
0
= n

(where  is a onstant and satises 1  <  < 1 
1
k
).
It is not hard to show that when 0  S  S
0
(0  s  n
 1
< n
 
1
k
), the following limit
holds:
lim
n!1
p
1  p
(s
k
+
g(s)
n
)  n lnn = 0 (30)
Thus when 0  S  S
0
, the asymptoti estimate of the seond term in the right of Equation
(17) is

1 +
p
1  p
(s
k
+
g(s)
n
)

rn lnn
 e
0
= 1 when n!1 (31)
So when 0  S  S
0
, the asymptoti estimate of jA
S
jP (ht
i
; t
j
i) is
jA
S
jP (ht
i
; t
j
i)  E
2
(N)

n
S

(1 
1
n

)
n S
(
1
n

)
S
(32)
It should be noted that

n
S

(1 
1
n

)
n S
(
1
n

)
S
is a binomial term whose maximum point
is around S = n
1 
, and S
0
= n

> n
1 
. By asymptoti analysis, we obtain
S
0
X
S=0

n
S

(1 
1
n

)
n S
(
1
n

)
S

n
X
S=0

n
S

(1 
1
n

)
n S
(
1
n

)
S
= 1 (33)
Thus we get
E(N
2
) =
n
X
S=0
jA
S
jP (ht
i
; t
j
i)  E
2
(N) (34)
Combining the above three ases gives
E(N
2
)  E
2
(N) when r < r
r
or when p < p
r
(35)
Hene
lim
n!1
E
2
(N)
E(N
2
)
= 1 when r < r
r
or when p < p
r
(36)
By the Cauhy inequality Pr(Sat) 
E
2
(N)
E(N
2
)
(Bollobas, 1985), it an be easily proved
that lim
n!1
Pr(Sat) = 1 when r < r
r
or p < p
r
. Hene Theorem 1 and Theorem 2 are
proved.
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5. The Relation between Model B and Model RB
In this setion we will explain in detail how Model RB revises Model B and show the
hardness of Model RB by relating it to Model B. From the previous papers (Gent et al.,
1999; Smith & Dyer, 1996) we know that the generation of a random CSP instane in the
standard Model B (whih is often written as hn; d; p
1
; p
2
i) is done in the following two steps:
Step 1. We selet with repetition t = p
1
n(n 1)
2
random onstraints. Eah random onstraint
is formed by seleting without repetition 2 of n variables.
Step 2. For eah onstraint we uniformly selet without repetition q = p
2
 d
2
inompatible
tuples of values, i.e., eah onstraint relation ontains exatly (1  p
2
)  d
2
ompatible tuples
of values.
Sine the standard Model B is a binary CSP model, we will only onsider the binary
ase of Model RB in this setion. In the previous papers Model B was used to test the
CSP algorithms in the following way. Given the values of n, d and p
1
, the onstraint
tightness p
2
was varied from 0 to 1 in steps of
1
d
2
. At eah setting of hn; d; p
1
; p
2
i a xed
number of instanes (e.g. 100) were generated. The searh algorithm was then applied
to eah instane. Finally numerous statistis about the searh ost and the probability of
being satisable were gathered. In fat, the two steps of forming a onstraint and seleting
inompatible tuples of values in Model RB is exatly the same as those in Model B. The
signiant dierene between Model B and Model RB is that Model RB restrits how fast
the domain size and the number of onstraints inrease with the number of variables while
Model B does not, whih may lead to the result that many instanes of Model B suer from
being asymptotially trivially insoluble (Ahlioptas et al., 1999) while Model RB avoids this
problem. But it is easy to see that given the values of n, d and p
1
, for the setting hn; d; p
1
; p
2
i
of Model B there is an equivalent setting in Model RB with the same number of variables
as that in hn; d; p
1
; p
2
i,  =
ln d
lnn
and r =
p
1
(n 1)
2 lnn
(Let n

= d and rn lnn =
1
2
p
1
n(n  1)).
Theorem 2 shows that if  >
1
2
and 2e
 

r
 1, then there exists an exat phase transition
in the binary ase of Model RB. Given the values of n, d and p
1
in Model B, for the setting
of hn; d; p
1
; p
2
i, the onditions that the equivalent setting in Model RB satises Theorem 2
are
 =
lnd
lnn
>
1
2
) d
2
> n (37)
2e
 

r
 1) 2e
 
lnd
lnn

2 lnn
p
1
(n 1)
 1) p
1

2 ln d
(n  1) ln 2
(38)
The proof of Theorem 2 reveals that if the onditions (37), (38) are satised, then Model
RB will exhibit an exat phase transition at E(N) = 1. It should be noted that Williams
and Hogg (Williams & Hogg, 1994), and independently Smith (1996) have already developed
a theory to predit the phase transition point in Model B on the basis of E(N) = 1. Prosser
(1996) found that this theory is in lose agreement with the empirial results, exept when
p
1
is small. Inequality (38) shows that in order to make the equivalent setting in Model RB
satisfy the onditions of Theorem 2, the parameter p
1
in Model B should not be less than
a ertain value, whih is onsistent with Prosser's experimental nding.
Now we onsider a typial setting h20; 10; 0:5; p
2
i of Model B. Let n = 20,  =
ln 10
ln 20

0:7686 and r =
0:5(20 1)
2 ln 20
 1:5856 in Model RB. Then the setting of Model RB with suh
values is equivalent to the setting h20; 10; 0:5; p
2
i of Model B. From Inequalities (37) and
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(38) it is also not hard to show that the equivalent setting in Model RB orresponding to
the setting h20; 10; 0:5; p
2
i satises the onditions of Theorem 2, i.e., 10
2
> 20 and p
1
=
0:5 
2 ln 10
(20 1) ln 2
 0:35. The experiments done by Prosser (1996) show that the instanes
generated at p
2
= 0:38 are very hard to solve. This maximum ost point also agrees well with
the asymptoti phase transition point of Model RB that is p = 1 e
 

r
 1 e
 
0:7686
1:5856
 0:38.
For some other settings of Model B in the previous work, we an also nd their equivalent
settings in Model RB using this method. Thus the hardness of solving these settings of
Model B is equal to that of solving their equivalent settings in Model RB. From many
previous studies (Gent et al., 1999; Smith & Dyer, 1996; Prosser, 1996) we know that the
instanes generated at the phase transition in many settings of Model B are very hard to
solve for various kinds of CSP algorithms. So there exist a lot of hard instanes to solve in
Model RB.
6. Conlusions and Future Work
A lot of experimental and theoretial studies indiate that a phase transition in solvability
is a very important feature of many deision problems in omputer siene. It is shown
that these problems an be haraterized by a ontrol parameter in suh a way that the
spae of problem instanes is divided into two regions: the under-onstrained region where
almost all problems have many solutions, and the over-onstrained region where almost all
problems have no solutions, with a sharp transition between them. Another interesting
feature assoiated with the phase transition is that the peak in hardness of solving the
problem instanes ours in the transition region. Sine these instanes generated in the
transition region appear hardest to solve, they are ommonly used as a benhmark for
algorithms for many NP-omplete problems. But unfortunately, exept for the Hamiltonian
yle problem (whih is NP-omplete), all the deision problems that have exat results
about the existene and the loation of the phase transition are in P lass (Parkes, 1997),
e.g. random 2-SAT. These problems are not so interesting as the NP-omplete problems
from a omplexity theoreti point of view beause they an be solved in polynomial time. For
the Hamiltonian yle problem, using an improved baktrak algorithm with sophistiated
pruning tehniques, Vandegriend and Culberson (1998) reently found that the problem
instanes in the phase transition region are not hard to solve.
In this paper we proposed a new type of random CSP model, Model RB, whih is a
revision to the standard Model B, and the asymptoti analysis of this model has also been
presented. The results are quite surprising. We an not only prove the existene of phase
transitions in this model but also know the loation of transition points exatly. It was
further shown that there exist a lot of hard instanes in Model RB by relating its hardness
to the standard Model B. Sine there is still some lak of studies about the exat derivation
of the phase transitions in NP-omplete problems, this paper may provide some new insight
into this eld. However, we did not disuss the saling behaviour of Model RB and some
other related issues in this paper. In order to get a better understanding of Model RB,
we suggest that future work should inlude determining either empirially or theoretially
whether or not hard instanes persist with reasonably high frequeny as the number of
variables inreases.
1
1. Two anonymous referees suggest this point.
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