Abstract-We present the Nearest Subclass Classifier (NSC), which is a classification algorithm that unifies the flexibility of the nearest neighbor classifier with the robustness of the nearest mean classifier. The algorithm is based on the Maximum Variance Cluster algorithm and, as such, it belongs to the class of prototype-based classifiers. The variance constraint parameter of the cluster algorithm serves to regularize the classifier, that is, to prevent overfitting. With a low variance constraint value, the classifier turns into the nearest neighbor classifier and, with a high variance parameter, it becomes the nearest mean classifier with the respective properties. In other words, the number of prototypes ranges from the whole training set to only one per class. In the experiments, we compared the NSC with regard to its performance and data set compression ratio to several other prototype-based methods. On several data sets, the NSC performed similarly to the k-nearest neighbor classifier, which is a well-established classifier in many domains. Also concerning storage requirements and classification speed, the NSC has favorable properties, so it gives a good compromise between classification performance and efficiency.
INTRODUCTION
O NE of the most intriguing problems in automatic object classification is preventing overfitting to training data. The problem is that perfect training performance by no means predicts the same performance of the trained classifier on unseen objects. Given that the training data is sampled similarly from the true distribution as the unseen objects, the cause of this problem is twofold. First, the training data set contains an unknown amount of noise in the features and class labels, so that the exact position of the training objects in feature space is uncertain. Second, the training data may be an undersampling of the true data distribution. Unfortunately, this is often the case, so that the model assumptions about the data distribution are not justified. Consider, for instance, the data set in Fig. 1a , which is generated according to two Gaussian distributions. In the figure, a decision boundary is displayed that was estimated with the nearest neighbor rule, which can be seen to be overfit if one knows the origin of the data. Clearly, the optimal decision boundary between these two Gaussian distributions is a straight line. Without such prior knowledge, it is much harder to know whether or not a learned classifier is overfit. In many cases, however, it is profitable to select less complex classifiers. Therefore, the basic assumption underlying overfitting prevention schemes is that simpler classification models are better than more complex models (especially in situations where the errors on the training data are equal). Unfortunately, there are situations in which this assumption does not hold [43] , so a proper classifier validation protocol is essential. Consequently, if the bias for a simpler model was unjust, at least a proper error estimate can be given.
A common way to prevent overfitting, i.e., poor generalization performance, is to incorporate a penalty function as a form of regularization in the classification scheme. Regularization is a way of trading off bias and variance in the classifier model (see, for instance, [24] ). The purpose of the penalty function is to restrain the complexity of the classifier, so that the decision boundary becomes smoother or fewer features are effectively utilized. The classifier can be regularized by tuning an additional parameter that weights the penalty function with some model error. For instance, in ridge regression, a -parameter weights a penalty function that sums the squared weights in a linear classifier model with the model error [30] . When the total function that sums the model error expression and the -weighted penalty function is minimized, the squared weights are forced to be low proportionally to , leading to stress on or the removal of certain features.
In the case where there is neither undersampling nor noise in the training data, it is easy to model the data and the labels of unseen samples can be predicted from the model. The question is, of course: How does one know when there is enough data? Or, in other words: To what extent is the data representative of the underlying distribution? Other questions are: How does one know how much noise there is in the features and whether all features have the same amount of noise? Since these questions are impossible to answer in general, the best solution is to restrain the training data fit with some form of regularization such that the flexibility of the classifier can be controlled by an additional complexity parameter. Fortunately, the amount of regularization can be learned from the data. We will return to this later on.
In this paper, we introduce a prototype-based classifier that employs the Maximum Variance Cluster algorithm (MVC) [48] to find proper prototypes. The number of clusters or prototypes follows from the imposed variance constraint value of the MVC, so that the number of prototypes can differ per class. Accordingly, through the variance constraint parameter, the proposed classifier offers a compromise between the nearest mean classifier and the nearest neighbor classifier. Throughout the paper, we will use the term regularization in a more general way than only referring to the usual penalty function scheme. We consider any tuning that aims at avoiding overfitting as regularization. A good example (without a penalty function) is the tuning of the number of neighbors involved in the k-nearest neighbors classifier, which clearly constrains overfitting. Compare, for instance, Figs. 1a and 1b, where the decision boundary was estimated using the 1-nearest neighbor rule and the 10-nearest neighbor rule, respectively.
In the next section, we first introduce prototype-based classifiers. In Section 3, we present the classifier that is based on the Maximum Variance Cluster algorithm. In the experiments, shown in Section 4, we compare the newly introduced classifier to other prototype-based classifiers and focus on the differences between them, such as their performance with unevenly distributed classes.
PROTOTYPE-BASED CLASSIFICATION
Prototype-based classifiers are among the oldest types of classifiers. On the extremes of this type of classifiers are the Nearest Neighbor Classifier (NNC) [13] , [14] , [21] and the Nearest Mean Classifier (NMC) [28, chapter 13] . The first does not abstract the data but, rather, uses all training data to label unseen data objects with the same label as the nearest object in the training set. Consequently, it is a typical lazy learning algorithm with as many prototypes M as data objects N. The nearest mean classifier, on the other hand, only stores the mean of each class, i.e., one prototype per class. It classifies unseen objects with the label of the nearest class prototype.
The nearest neighbor classifier is very flexible and easily overfits to the training data. Accordingly, instead of 1-nearest neighbor, generally, k-nearest neighboring data objects are considered. Then, the class label of unseen objects is established by majority vote. We abbreviate this classifier as NNCðkÞ, where the parameter k represents the number of neighbors involved. Tuning k as a way to regularize the NNC gives a trade-off between the distribution of the training data with the a priori probability of the classes involved. When k ¼ 1, the training data distribution and a priori probability are considered, while, when k ¼ N, only the a priori probability of the classes determines the class label.
The nearest mean classifier is very robust. It generally has a high error on the training data and on the test data, but the error on the training data is a good prediction of the error on the test data. When considered as a regularized version of the NNC(1), the NMC has only one prototype per class instead of as many prototypes as the number of training objects. Clearly, reducing the number of labeled prototypes is another way of regularizing the NNC(1), where a high number of prototypes makes the classifier more (training data) specific and a low number makes it more general.
In this section, we focus on reducing the set of prototypes in order to regularize the NNC. Additionally, if not stated differently, we employ the 1-nearest neighbor (prototype) rule to classify objects based on the reduced set of labeled prototypes.
Besides regularization, there are other reasons for reducing the number of prototypes for nearest neighbor classifiers. The most important ones are reducing the amount of required storage and improving the classification speed. Despite the continuous increase in memory capacity and CPU speed, especially in data mining, storage and efficiency issues become even more and more prevalent (see, for instance, [22] ). A data set consisting of two classes that are each generated according to a Gaussian distribution. In (a), the decision boundary is computed with the 1-nearest neighbor rule and is clearly overfit to the training data. In (b), the 10-nearest neighbors rule is applied and the corresponding decision boundary is closer to a straight line, which is optimal for the underlying distributions.
Prototype Set Design Problem
Before we describe several ways of finding a set of prototypes for a given data set, we first formalize the problem. Let X ¼ fx 1 ; x 2 ; . . . ; x N g be a data set where x i is a feature vector in a Euclidian space and N ¼ jXj is the number of objects in X. In addition to a feature vector x i , each object has a class label i , where 1 i z and z is the number of classes. Alternatively, we use ðx i Þ and ðXÞ to refer to the label of object x i or a set of labels of data set X, respectively. The prototype set design problem is to find a set P of M ¼ jP j prototypes that represent X such that P can be used for classification using the nearest neighbor rule. Accordingly, the elements of P are feature vectors in the same space as the objects in X. Further, P is the union of the class prototypes P , where P ¼ fq 1 ; q 2 ; . . . q M g is the set of M prototypes q i with label .
The resulting set of prototypes P is either a subset of the original training set or it may be the result of a way of abstraction, usually averaging. The first design type is called instance filtering, where P X. The reduced set is then also called a set of S-prototypes (Selection) [37] . When P is obtained by abstraction from the original training set, the reduction process is called instance averaging or instance abstraction. In [37] , the resulting set is called a set of R-prototypes (Replacement). Instance filtering can always be used to reduce the set of prototypes. However, in order to apply an instance abstraction method, certain conditions must be met; for example, it must be possible to compute the mean of two objects. That is, usually a Euclidian feature space is assumed, as we do in this paper. Combinations of instance filtering and abstraction have recently been reported in [38] and [39] .
In the following sections, we shortly review instance filtering and abstraction methods. For the methods that we use in the experiments, we introduce an abbreviation. Further, in case an algorithm has a parameter to control the number of resulting prototypes, we add that tunable or regularization parameter in parentheses.
Instance Filtering
One of the earliest approaches in prototype selection was to reduce the prototype set size, while the error on the training set was to remain zero. The result of these so-called condensing methods is a consistent subset of the training set [27] . The minimal consistent subset is the smallest possible consistent subset. Finding the minimal consistent subset is an intractable problem [50] for which many suboptimal algorithms have been proposed like MCS [15] and [1] , [23] , [27] , [42] , [46] .
There are also methods that relax the prototype consistency property. First, optimization-based approaches combine classification accuracy with the minimization of the prototype set size. Typically, a combinatorial optimization scheme is formulated to find that prototype set that minimizes the sum of the error on the training set and the weighted size of the prototype set. Several optimization methods have been used ranging from random search [37] , hill climbing [45] , and genetic algorithms [37] , to tabu search TABðÞ [5] , [10] .
Another instance filtering technique that does not aim at prototype consistency is called the Reduction Technique RT2 [52] . RT2ðkÞ starts with P ¼ X and removes objects from P provided that the classification performance for other objects is not negatively affected by leaving the object out. The correct classification of the objects that are among the k-nearest neighbors of the examined object x is considered.
A different example of how to obtain prototypes by instance filtering can be found in [12] . In this work, first, objects in the most dense areas of the data set are identified, while object labels are ignored. The density around an object is defined as the number of other objects within a certain given distance h n . Then, a heuristic is used to find a lower limit for the density of prototypes. This leads to a set of candidate prototypes from which a subset is chosen such that the distance between all object pairs is at least 2h n . Alternatively, in [40] , the Multiscale Data Condensation algorithm MDCðkÞ is proposed that defines the density around an object as the distance r i of the kth nearest object.
Besides, outlier removal methods exist, which are, by definition, instance filtering approaches. The objective is to prevent the nearest neighbor rule from fitting to the training data without restrictions. An early example of such a procedure can be found in [51] . This method first determines whether or not an object is an outlier by a majority vote amongst the nearest neighbors of the object. If the label of the object differs from the label of the majority of its k neighbors, it is considered an outlier and the object is removed from the set of prototypes. We call this scheme the k-Edited Neighbors Classifier ENCðkÞ, where the parameter k indicates the number of neighbors involved in the majority vote of the outlier detection scheme. An alternative outlier removal method is the repeatedly edited neighbors method, where the procedure is repeated until the prototype set does not change anymore. In [47] , a method is described with a parameter k that starts with P ¼ X. Then, an object is removed from P if it would be removed by the just described method [51] with either a 1; 2; . . . k nearest neighbor majority vote.
Lately, several combined filtering approaches have been reported like [9] , [16] , [52] , [53] . These methods select a set of prototypes after the training set has been screened for outliers. For example, the RT3ðkÞ algorithm [52] (also called DROP3 [53] ) is a combination of ENCðkÞ and RT2ðkÞ. ENC is used to remove outliers or border objects before RT2 is applied.
Instance Abstraction
Also using instance abstraction, several condensing methods have been proposed to yield consistent prototypes. For instance, in [7] and [11] , the two closest objects are repeatedly merged as long as the error on the training set remains zero. The main difference between these methods is the way in which the mean of two objects is computed, i.e., the weighted mean in [11] and the normal arithmetic mean in [7] . In contrast, in [41] , a more advanced classconditional agglomerative hierarchical clustering scheme is employed to obtain consistent prototypes.
A simple and reportedly adequate method is the BooTStrap technique BTSðMÞ [5] , [26] . This method first randomly draws M objects from the data set. A candidate prototype set is constructed by replacing these objects by the mean of their k-nearest neighbors. Then, the error on the training set using the nearest neighbor rule with these prototypes is computed. This procedure is repeated for T trials and the prototype set with the lowest error on the training set is returned.
Another class of abstraction methods uses a kind of density estimation based on clustering techniques. With clustering techniques, there are several ways to obtain the prototypes and to involve the class labels in the clustering process. First, the class labels can be ignored during the clustering and the prototypes can be labeled afterwards. These prototype labels can then be obtained in a number of ways such as using another classifier for this purpose or counting the majority of labels in each cluster. This scheme is called postsupervised learning in [36] . Second, the objects from the distinct classes can be clustered separately so that the prototypes directly receive the label of their class. In [36] , this type of class supervision is called presupervised learning. The authors conclude that presupervised design methods generally have better performance than postsupervised methods [5] , [36] . Moreover, the authors state that abstraction methods generally outperform filtering methods.
Another possibility is the optimization of the positions of the prototypes with a certain class label by considering objects from all classes, where objects with the same label contribute positively and objects with a different one negatively. This leads to prototype positioning that can incorporate the training error in the optimization. This is neither a presupervised nor a postsupervised scheme, but rather a usual supervised scheme. An example of this type of prototype positioning is the supervised Learning Vector Quantization LVQðMÞ [5] , [35] .
Supported by the conclusions from [5] and [36] , we propose a method that uses presupervised clustering (abstraction) to reduce the number of prototypes. We attempt to model the classes in order to reduce overfitting, while assuming a certain amount of feature noise. Perhaps the most widely used cluster algorithm is the k-nearest algorithm [3] . One way to find a reduced set of prototypes in a presupervised way is by running this cluster algorithm with a fixed number of clusters separately for each class. For instance, in Fig. 2a , a data set is shown consisting of two curve-shaped classes. In Fig. 2a , the data set is shown with a NNC(1) decision boundary and, in Fig. 2b , it is shown with the corresponding NNC(1) decision boundary based on the four prototypes with which each class is represented. The prototypes have been determined with the k-mean algorithm. We call a classifier based on k-means prototypes positioning with a 1-nearest neighbor classification rule the K-Means Classifier KMCðMÞ, where the parameter M indicates the number of prototypes contained in each class [28, chapter 13] . When M ¼ 1, the KMC equals the nearest mean classifier (NMC). Other clustering methods can also be used to estimate a fixed number of prototypes per class, e.g., Gaussian mixture modeling [32] and fuzzy C-means clustering [4] .
The approach of selecting a fixed number of prototypes per class as an overfitting avoidance strategy seems straightforward, though it can be inadequate. When the class distributions differ from each other, either in the number of objects, the density of the objects, or the shapes of the classes, the optimal number of prototypes may be different for each class. Consider, for instance, the data set in Fig. 3 . It consists of a set of 300 objects from a curved class and a set of 100 objects from a radial class. To estimate a set of prototypes for this data set, one needs fewer prototypes for the radial class than for the curved class. In Fig. 3a , we show the prototypes and the decision boundary with four prototypes per class (KMC(4)) and, in Fig. 3b , one class is modeled with only one prototype and the other class with four prototypes. The latter classifier is simpler and, from a test on a larger data set generated according to the same distributions, it follows that it has a lower error on test data. With high-dimensional data sets, it is certainly not possible to inspect the decision boundary as we do here. In the experiments section, we study this data set in more detail and we show how to obtain a suitable number of prototypes in the general case, i.e., without visual inspection.
The last example shows that, when we devise the number of prototypes as a regularization parameter of a nearest neighbor classifier, there should be one parameter Data set with two curve-shaped classes. In (a), the decision boundary is constructed using the NNC(1) rule. In (b), the data set is modeled with four prototypes per class and the corresponding NNC(1) decision boundary is included, i.e., the KMC(4) classifier.
per class instead of one global regularization parameter M for all classes. This is, however, not common practice for prototype-based classifiers, where all classes usually have the same number of prototypes [28, chapter 13] . As a result, some classes may be overfit while other classes are underfit.
In the next section, we propose a scheme that is able to assign a different number of prototypes to each class based on a single parameter.
THE NEAREST SUBCLASS CLASSIFIER
In this section, we introduce the Nearest Subclass Classifier (NSC). There are two assumptions underlying the NSC. First, we assume that the features of every object contain the same amount of noise. We do not model label noise, so the influence of wrongly labeled objects will be similar to that of outliers. Further, the undersampling of the classes is the same everywhere in feature space. This leads to the rationale behind the NSC: Find the number of prototypes for each class in the data set such that the variance "covered" by each prototype is the same. We introduce a variance constraint parameter that imposes the number of prototypes per class instead of the other way around. The classifier implements a presupervised scheme and classifies unseen objects with the label of their nearest prototype.
Before we describe the nearest subclass classifier, we first outline the cluster algorithm that is used for prototype positioning. The cluster algorithm is the Maximum Variance Cluster algorithm (MVC) which is based on [49] and described in [48] , see Fig. 4 . The MVC is a partitional cluster algorithm that aims at minimizing the squared error for all objects with respect to their cluster mean. Besides minimizing the squared error, it imposes a joint variance constraint on any two clusters. The joint variance constraint parameter More precisely, according to the MVC model, a valid clustering of X into a set of clusters C ¼ fC 1 ; C 2 ; . . . ; C M g, where C i X and M is the number of clusters, is the result of minimizing the squared error criterion, which is defined as:
subject to the joint variance constraint:
where
expresses the cluster homogeneity with ðY Þ being the mean vector of the objects in Y . The MVC algorithm is a stochastic optimization algorithm for the MVC model. We describe the algorithm while we refer the pseudocode in Fig. 4 . The algorithm starts with as many clusters as samples [line 1]. Then, in a sequence of epochs [line 2], every cluster has the possibility to update its content. Conceptually, in each epoch, the clusters act in parallel or, alternatively, sequentially in random order [lines 5 and 7] . During the update process, each cluster undergoes a series of tests, each of which causes a different update action for that cluster. Since all actions aim at rearranging the objects in order to lower the squared error criterion and to satisfy the joint variance constraint, the algorithm exploits nearness in feature space. To this end, the MVC algorithm maintains two index structures for each cluster C a . The first index structure is the outer border B a of the cluster. The outer border of order k contains the union of the k-nearest foreigners of all cluster objects together with the cluster in which they are contained. A foreigner of an object is an object contained in a different cluster. Accordingly, the outer border helps in finding near clusters and objects therein. The second index structure is the inner border I a , which simplifies the collection of remote cluster Fig. 3 . Data set with two classes consisting of 300 and 100 objects. In (a), the data set is modeled with four prototypes per class and, in (b), one class is modeled with four prototypes and the other with one prototype. The prototypes are positioned using the k-means algorithm and the decision boundaries are computed using the 1-nearest neighbor (prototype) rule.
objects. The inner border of order q is the union of the q furthest neighbors of all objects in a cluster.
We explain the algorithmic steps of the MVC algorithm in detail. The algorithm has six parameters: the data set X of size N, the maximum variance constraint value 2 max , the maximum number of epochs without change noChange max for termination detection, and the order of the inner border q and outer border k. The output of the algorithm is a set of N clusters C i , where M clusters are nonempty.
We continue the explanation assuming that the current cluster is C a . The three key steps for C a are:
1. Isolation: When the variance of cluster C a is above 2 max , it is possible to lower the squared error criterion by making a singleton cluster from an object in the inner border. Since the constrained optimization problems (1)-(3) may result in clusters with a variance higher than 2 max , we allow Step 1 only for a certain period (E max epochs). In this way, we prevent oscillations between Step 1 and the next Step 2.
The isolation step works as follows: Check C a to see whether its variance exceeds the predefined maximum 2 max and the epoch counter does not Compute for these candidates from neighboring clusters the gain in the squared error criterion that can be obtained when moving them from the current cluster C b to C a [lines [27] [28] [29] [30] .
We define the criterion gain between C a and C b with respect to x 2 C b as: 
If the best candidate x max has a positive gain, then this candidate moves from the neighbor C m to C a [lines [31] [32] [33] [34] . The algorithm terminates if nothing happened to any of the clusters for noChange max epochs [line 38]. As explained for Step 1, after E max epochs, object isolation is no longer allowed to prevent oscillations between Step 1 and Step 2. With that precaution, the algorithm will certainly terminate, since the overall homogeneity criterion only decreases and it is always greater than or equal to zero. For a performance analysis and a comparison with other techniques like the kmeans algorithm and the mixture of Gaussians technique, refer to [48] . In short, the MVC handles outliers adequately and clearly better than the k-means algorithm. Further, it finds the (close to) global optimum of its cluster model more often and, when the number of clusters is high, it is also faster than the k-means algorithm and mixture of Gaussians technique with EM optimization.
For the classification problem, class has a set of prototypes P ¼ fq 1 ; q 2 ; . . . q M g, where q k ¼ ðC k Þ has been established after clustering the objects X with label from X into M distinct clusters. Further, the estimated label 0 of an unlabeled object x is established according to the nearest neighbor rule.
MVC has a few optimization parameters: E max ¼ 100, noChange max , k ¼ 3, and q ¼ 1. Further, it has only one (tunable) model parameter, namely, 2 max . Consequently, the Nearest Subclass Classifier (NSC) also has only one model parameter. We therefore refer to this classifier as NSCð 2 max Þ. When 2 max is set to 2 max ¼ 0, the variance constraint causes every object to be put in a separate cluster, so that the NSC turns into the NNCð1Þ with as many prototypes as objects. Consequently, when 2 max is low, the NSC is flexible, but it easily overfits to the training data. At the other extreme, when 2 max ! 1, the NSC turns into the NMC with its associated properties. In other words, the 2 max parameter offers a convenient way to traverse the scale between the nearest neighbor and the nearest mean classifier. In contrast with the KMCðMÞ classifier, the number of prototypes is adjusted per class through the variation of one parameter, i.e., the maximum variance parameter 
EXPERIMENTS
In this section, we describe our experiments for the evaluation of the NSC classifier. For the performance evaluation, we used one artificial and several real-life data sets, as shown in Table 1 . We first elaborate on the tuning of the parameters of the NSC and other classifiers included in the experiments. Further, we describe the way we rate the classifier performance. Then, we list the algorithms that we included in the performance comparison and we describe the results.
Parameter Tuning
When we train a classifier on a labeled data set, we estimate a set of parameters such that the classifier can predict the labels afterwards. For several classifiers, including prototype-based classifiers that we consider here, there are additional model parameters that cannot be learned directly from the training data. The number of neighbors for the NNC classifier and the maximum variance regularization parameters that constrain the fitting to the training data. For prototype-based classifiers, regularization is implemented through the number of prototypes. Two classifiers that we are concerned with in the experiments are based on cluster algorithms; in these cases, the number of prototypes corresponds to the number of clusters. In the classification domain, the usual way of establishing a suitable number of clusters is not appropriate, that is, by computing cluster validation criteria for several numbers of clusters and choosing an optimum number, as in [6] , [17] , [18] , [31] . That is, it is debatable whether well-separated groups of objects per class exist. For the same reason, the plateau heuristic [48] in the squared error criterion will not help in finding a proper setting of the 2 max parameter for the NSC. Alternatively, the number of prototypes can be optimized by means of a cross-validation protocol, either n-fold or leave-one-out. For example, the variance constraint 2 max in the NSCð 2 max Þ that results in the lowest leave-one-out cross-validation error can be said to optimally regularize this classifier. The resulting classifier is expected to have the best generalization performance for the respective parameter setting. However, because the parameter is optimized with a cross-validation feedback loop, this can no longer be called validation. In the experiments, we used 10-fold crossvalidation. In order to make the parameter estimation more reliable, we repeated the cross-validation three times, i.e., for three independent draws of 10 nonoverlapping subsets from the training set.
Performance Estimation
Since the tuning by cross-validation procedure is a specific training procedure, an additional validation protocol is needed to estimate the performance of the classifier, see e.g., [2] , [29] , and [34] .
In the validation procedure, we handle artificial data different from real-life data. Since we know the distribution of the artificial data sets, we generate a large data set for testing purposes. We draw 20 smaller samples from the same distribution on which we train the classifiers and tune their parameters by cross-validation. Per sample, the error is computed by testing the performance on the large reference data set. We report the performance as the average of the 20 tests. For real-life data sets, on the other hand, we use a 10-fold cross-validation protocol to estimate the validation performance. In that case, we repeat the tuning by crossvalidation procedure in every fold of the 10-fold crossvalidation procedure. We also repeat the 10-fold crossvalidation 10 times and we report the average error. Further, we consider the classifier performance for a certain data set equal to the best classifier, when their performance is equal according to the paired t test with significance level ¼ 0:05. Among the motivations for prototype set design methods is the reduction of storage requirements and the increase of classification speed. For instance, one of the algorithms included in the experiments, the MDC algorithm, was especially designed to reduce data storage. For this reason, we also measured the compression ratio r c of the trained classifiers, where r c ¼ jP j jXj ¼ #prototypes datasetsize .
Algorithms
In the evaluation of the NSC classifier, we compare it to other prototype-based classifiers. In this comparison, we included the K-Means Classifier KMCðMÞ [28] , the kNearest Neighbors Classifier NNCðkÞ [13] , the k-Edited Neighbors Classifier ENCðkÞ [51] , the Multiscale Data Condensation algorithm MDCðkÞ [40] , the Bootstrap technique BTSðMÞ with T ¼ 100 and k ¼ 3 [5] , [26] , and Learning Vector Quantization LVQðMÞ [5] , [35] with ¼ 0:3, ¼ 0:8, and T ¼ 100 as in [5] . The LVQ algorithm we used is LVQ1, which was a top performer (averaged over several data sets) in [5] . We did not consider more advanced LVQ versions because these have even more parameters.
In addition to the classifiers for which we optimized their parameter with tuning by cross-validation, we included four classifiers with a fixed parameter setting and one parameterless classifier. First, we included the NNCð3Þ classifier, which is often considered a reasonably regularized version of the 1-nearest neighbor classifier (see, e.g., [19] , [33] , [53] ). Second, we included Reduction Technique 3 RT3ðkÞ [52] , [53] , for which we set k ¼ 3 as used in the reported experiments and Tabu Search TABðÞ [5] , [10] with ¼ 0:05, T t ¼ 0:03N, T i ¼ 20, and T ¼ 100 as in [5] . We did not tune the parameter of these two classifiers, solely because this process appeared to be too time consuming. Finally, we compared the performance to that of the MCS condensing algorithm [15] .
Results
In order to stress the difference between the NSCð 2 max Þ and the KMCðMÞ, which is the most similar to the NSC, we used an artificial data set containing classes with different shapes, numbers of objects, and densities. The artificial data set was generated as a curved distribution around a Gaussian distribution. The curved distribution was generated as a Gaussian distribution superimposed on a uniformly distributed half circle. In Fig. 5 , we show one sample from this data set with 300 and 100 objects per class that is used to train and tune by cross-validation. The reference data set that is used for the testing contains 3,000 objects in the curved distribution and 1,000 objects in the other distribution.
For the NSCð 2 max Þ, KMCðMÞ, NNCðkÞ, ENCðkÞ, MDCðkÞ, BTSðMÞ, and LVQðMÞ, we first tuned their regularization parameter on the sample of 400 objects (that is also shown in Fig. 3) . In Figs. 3a and 3b , we already showed the decision boundary corresponding to the optimal parameter setting of the NSC and KMC for this sampling of the data set. In Figs. 5 and 6, we additionally show the decision boundary corresponding to the optimum parameter setting for the NNC, ENC, MDC, BTS, and LVQ. The validation results (averaged over 20 draws) in Table 2a show that the NSC outperforms the KMC. This is not surprising since, with the optimum 2 max setting, the NSC models the classes with, respectively, M 1 ¼ 1 and M 2 ¼ 4 prototypes, while the KMC utilizes M ¼ 4 prototypes for both classes. As a consequence, with the KMC, one class is overfit, leading to an unsmooth decision boundary as can be seen in Figs. 3a and 3b. As can be seen in Table 2a , ENC, BTS, LVQ, and TAB perform similarly with regard to NSC and the NNCðkÞ performs slightly better than the NSC.
With the first real-life data set, we wanted to show how the NSC works on a well-known data set and how its performance relates to the other algorithms. For this purpose, we used the Iris data set [20] . This data set consists of 150 objects that are subdivided in three Iris classes and each object contains four features. With the optimum regularization parameter value for the NSC ( Table 2a show that, except for the MCS and RT3, all other algorithms have similar performance.
Further, we used two real-life data sets that clearly show the difference between the KMC and the NSC. The cause of this difference is that, for both data sets, one class can be modeled with substantially fewer prototypes than the other. The first data set is the Wisconsin Breast Cancer Data Set [54] . After removing incomplete data records, this data set contained 683 objects with nine numerical features each. Of the 683 patients, 444 are in the benign class and 239 in the malignant class. Interestingly, for the optimum 2 max setting obtained via tuning by cross-validation on the whole data set ( 2 max ¼ 35), the NSC needed only one prototype for the benign class and nine prototypes for the malignant class. However, since the cluster algorithms in the KMC and NSC cannot generally find well-separated clusters, it cannot be concluded that the clusters in the malignant class represent distinct groups of patients. On the other hand, the large difference between the numbers of clusters suggests that at least the variance is larger in the malignant class and that the malignant class possibly contains several groups of similar tissues. The KMC has a peak in the tuning by crossvalidation curve at M ¼ 1 and a second one around M ¼ 9 (see Fig. 7 ), which illustrates the conflict between choosing a suitable number of prototypes for the benign class and the malignant class. For the parameter values obtained with tuning by cross-validation of the other algorithms, see Table 2b , where we also show the achieved compression ratio of the algorithms. The cross-validation results are shown in Table 2a . The results show that, indeed, the NSC performs better than the KMC by modeling the classes with a separate, adjustable number of clusters. Among the other tuned classifiers, the differences in performance are generally small, while MCS and RT3 again performed worst.
The second data set that apparently has pronounced differences in class distributions is the Ionosphere data set [44] . After removing objects with missing values, the Ionosphere data set contained 351 objects with 34 numerical features. The objects are subdivided in 225 "good" objects and 126 "bad" objects. The parameter values obtained with tuning by cross-validation on the whole data set are displayed in Table 2b . The NSC had nine prototypes in the "good" class and 100 prototypes in the "bad" class at its optimal 2 max value. The cross-validation results are shown in Table 2a . The results show again that the NSC performed better than the KMC by modeling the classes with a separate, adjustable number of clusters. Moreover, on this problem, the NCS performed better than all the other algorithms in our test. Finally, we tested all the algorithms on five more data sets from the Machine Learning Database Repository [8] . The data sets were selected for their numerical features and because they have no missing data. As can be seen in Table 2a , in all these experiments, the NSC performed similar or better than the KMC classifier. The last rows in Table 2a summarize the performance of all algorithms. The table shows that, with respect to the average performance and the number of times the algorithms were top-ranked (not significantly worse than the best algorithm), with the given data sets, only NNCðkÞ achieves better results than NCSð 2 max Þ. Further, the tuned NNCðkÞ consistently performed better than the NNCð3Þ classifier.
Remarkably, the tuned MDC often turns into the NNCð1Þ, that is, the optimal parameter setting was k ¼ 1. Sometimes the resulting MDC classifier was in agreement with NNCðkÞ, but, in these cases, NSC performed similarly while resulting in a smaller set of prototypes. As a result, when optimized for classification performance, the storage reduction of the MDC is limited.
When we consider the prototype set size of the trained classifiers, we can conclude that the KMCðMÞ and RT3ð3Þ achieved the highest average compression, see Table 2b . RT3ð3Þ had, however, the worst overall classification performance. The proposed NSC also achieved high compression ratios; better than the ENC, MDC, and, of course, the NNC. That is, the NNC classifiers always use all data for classification. The ENC does not aim at redundancy reduction in the first place. Accordingly, in all experiments, its compression ratio is limited.
DISCUSSION AND CONCLUSIONS
In this paper, we introduced the Nearest Subclass Classifier (NSC), a prototype-based classifier that uses the Maximum Variance Cluster algorithm (MVC) [48] , to position its prototypes in feature space. In contrast to the K-Means Classifier (KMC) [28, chapter 13] , which is a typical clusterbased classifier, the variance constraint parameter of the MVC algorithm results in a different number of prototypes per class. Consequently, the NSC algorithm requires a single parameter while the KMC needs one parameter per class to achieve a similar performance.
Our experiments showed that it is indeed beneficial to have a distinct number of prototypes per class as an overfitting avoidance strategy. With the given data sets, the NSC always performed similarly or better than the KMC. Moreover, the optimization properties of the NSC are favorable compared to those of the KMC. When the number of prototypes needed is high, the differences between the underlying clustering algorithms, MVC and k-means, are clear [48] . That is, especially when the number of clusters is high, the MVC finds the (close to) global optimum more often and faster.
In the experiments, we further compared the NSC to the k-Nearest Neighbors Classifier ðNNCðkÞÞ [13] , the k-Edited Neighbors Classifier ðENCðkÞÞ [51] , the Multiscale Data Condensation algorithm ðMDCðkÞÞ [40] , the Bootstrap technique BTSðMÞ [5] , [26] , and Learning Vector Quantization LVQðMÞ [5] , [35] . These algorithms all have a tunable (regularization) parameter: the number of neighbors for classification for NNC, the number of neighbors for editing for ENC, the number of neighbors for the density computation for MDC, and the number of prototypes for BTS and LVQ. We optimized these tunable parameters for all classifiers by means of the cross-validation protocol. In the experiments, we also included the Minimal Consistent Subset algorithm MCS [15] , Reduction Technique 3 (RT3) [52] with k ¼ 3, Tabu Search TABðÞ [5] , [10] , [25] with ¼ 0:05, and NNCð3Þ as reference classifier.
The experiments showed that, on several data sets, the proposed NSC performed comparably to the tuned NNC, which is a well-established classifier in many domains. Apart from the NNCðkÞ, the NSC has the highest average performance and it scored "best" the most times. The NNCðkÞ, however, needs all training data to classify new objects, which is computationally expensive both in time and storage.
Based on this set of data sets, it is hard to predict to which type of data sets the NSC should be applied. The NSC algorithm assumes numerical data without missing values. Further, the NSC algorithm is a density estimationbased classifier. Model bias introduced by the NSC can be beneficial like in general with density based classifiers. As future work, we consider studying more diverse and larger data sets as an important step to extend our knowledge on the general applicability of the NSC.
As could be expected and can be derived from the improved performance of the NNCðkÞ compared to the NNCð3Þ, we can conclude that tuning by cross-validation is indeed profitable. This tuning procedure is, however, computationally demanding. Especially when the tuned classifier has to be cross-validated to estimate its performance as in this paper. Consequently, we did not use this tuning procedure for the RT3 algorithm, which could be the reason for its disappointing performance compared to the other algorithms. Also, the Tabu search algorithm was too time-consuming to be tuned. Remarkably, its average performance was similar to the NNCð3Þ and most of the tuned algorithms.
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