It is well-known that the rate of convergence of nonparametric regression estimates depends on the dimension of the covariate when it is finite dimensional. When the covariate is infinite dimensional, as it happens in the case of functional data, the derivation of convergence rates for nonparametric regression estimates is a challenging problem that has received attention in the recent literature. We derive the optimum convergence rates for a wide class of kernel regression estimates with infinite dimensional covariates. In our setup, the covariate is a random element in a complete separable metric space, and the function to be estimated takes values in a separable Banach space. The small ball probability function in the covariate space plays a critical role in determining the asymptotic variance of kernel estimates. Unlike what happens in the case of finite dimensional covariates, the optimal asymptotic orders of the bias and the variance of a nonparametric estimate are not same for infinite dimensional covariates.
Introduction
Consider the regression problem where the covariate X is a random element in a metric space, and the response Y is a real valued random variable. Suppose that we want to estimate Θ(x) = E[Y | X = x]. Let (X 1 , Y 1 ), · · · , (X n , Y n ) be the sample of i.i.d. observations from the joint distribution of (X, Y). When the metric space is the q-dimensional Euclidean space R q , Stone (1980) proved that the optimal convergence rate of a nonparametric estimate Θ n (x) of Θ(x) is n −(β/(2β+q)) . Here, β is a positive constant such that |Θ(z) − Θ(x)| = O( z − x β ) as z → x, with · being the Euclidean norm in R q . The optimum achievable convergence rate for nonparametric regression with finite dimensional covariate was further investigated in Stone (1982) , Ibragimov and Haśminskii (1980) , Yatracos (1988) , Donoho and Liu (1991a,b) etc. However, when the dimension of the covariate space is infinite, the expressions of the optimum rate of convergence derived by these authors are no longer valid.
Recently nonparametric regression with functional covariates has been studied in Masry (2005) , Ferraty et al. (2007) , Rachdi and Vieu (2007) , etc. These authors investigated nonparametric estimation of the conditional mean when the covariate is functional, and the response is real valued. They studied the consistency and the asymptotic normality of kernel estimates as well as datadriven selection of the bandwidth. But they did not consider the problem of best achievable convergence rate of a nonparametric regression estimate. In Mas (2012) and Chagny and Roche (2014) , the problem of optimum convergence rate was explored. In Mas (2012) , the usual mean regression problem with a real valued response was considered, and a lower bound for the rate of convergence of the minimax risk was established (see Theorem 3 in Mas (2012) ). Mas (2012) tried to choose the bandwidth of the kernel estimate by balancing the asymptotic orders of the bias and the variance (see Lemma 1 and the discussion preceding it in Mas (2012) ). However, as it will be shown in this paper, the optimum choice of the bandwidth in a kernel estimate that minimizes the mean square error leads to different asymptotic orders of the bias and the variance when the covariate is infinite dimensional (see subsection 4.2). In Chagny and Roche (2014) , the optimum convergence rate was derived for the estimate of the conditional distribution function of a real valued response given a functional covariate. This is a special case of the general mean regression problem with the regression function being real valued and bounded.
In most of the literature on regression with functional data, the authors considered real or multivariate responses and functional covariates. However, one may face regression problems where the response itself may be functional in nature, and one may be interested in parameters of the conditional distribution of the response other than the conditional mean. In this paper, we consider nonparametric regression problems involving a covariate X, which is a random element in a complete separable metric space, a response Y, which lies in some arbitrary measure space, and a parameter Θ(x) associated with the conditional distribution of Y given X = x. Here, Θ(·) is a function from the covariate space into some separable Banach space. We shall investigate the convergence rate of the kernel regression estimate in this setup.
In Section 2, our regression setup and the kernel regression estimates are described in detail. In Section 3, we discuss an asymptotic bias-variance decomposition of our kernel estimate, and study the asymptotic behavior of the bias and the variance terms. We show that the asymptotic behavior of the variance term critically depends on the small ball probability in the covariate space. The main convergence results for the estimate Θ n (x) are presented in Section 4. Section 5 contains concluding remarks and discussion. The proofs and related mathematical details are provided in Section 6.
Kernel Estimates
We assume the covariate X to be a random element in some complete separable metric space (C, d) with d being the metric, and the response Y to be a random element in some measure space R. Denote the conditional probability measure of Y given X = x as µ(· | x). We need to estimate a parameter Θ(x) of the conditional measure µ(· | x) for a fixed x ∈ C. In the nonparametric kernel regression method developed in Nadaraya (1964) and Watson (1964) , one uses a suitable kernel function K(·) and a bandwidth h > 0 to construct an estimate of Θ(x). One first estimates the weighted empirical probability measure µ n (· | x) that assigns probability mass
to the data point Y i , for i = 1, · · · , n. The kernel estimate Θ n (x) of Θ(x) is the corresponding parameter associated with µ n (· | x). Some examples of kernel estimates are given below.
Example 2.0.1 (Mean regression). In this regression problem, we are interested in estimating Θ(
, where Ψ(·) : R → B, and B is a separable Banach space. Here, the estimate Θ n (x) is
.
Some examples of Ψ(·) are the following. Let the response Y ∈ R. Consider Ψ(Y) = I(Y ≤ y), where y ∈ R. In this case, we are estimating the conditional distribution of Y given X = x at y (see Chagny and Roche (2014) ). Alternatively, if Ψ(Y) = Y r , we get the conditional rth raw moment of
, where y ∈ R q , leads to the estimation of the conditional multivariate distribution of Y at y given X = x. When Y ∈ B = a separable Hilbert space, the choices Ψ(Y) = Y or Y ⊗ Y (the outer product of Y with itself) corresponds to the estimation of the first or the second conditional moment of Y given X = x, respectively. Note that when B = R q , Y ⊗ Y becomes the q × q matrix YY t .
Example 2.0.2 (Functions of conditional mean). Let B 1 , B 2 be two separable Banach spaces, Ψ(·) : R → B 1 and Γ(·) : B 1 → B 2 be two functions.
Here, the kernel regression estimate
As an example, let the response space R be a separable Hilbert space, and B 2 denote the space of Hilbert-Schmidt operators on R.
which is the conditional covariance of Y given X = x.
Example 2.0.3 (Maximum likelihood regression). Nonparametric estimation in a maximum likelihood regression problem with finite dimensional covariate was investigated in Staniswalis (1989) , Chaudhuri and Dewanji (1995) and Aerts and Claeskens (1997) . Let the covariate X and the response Y be random elements in the complete separable metric spaces C and R, respectively. Suppose Y given X has a conditional density with respect to some sigma-finite measure in R, and it is given by f (· | Θ(x)) for X = x, where Θ(·) : C → R q . We assume that the form of the function f (· | ·) is known, but Θ(·) is unknown. We are interested in estimating Θ(x) using maximum weighted likelihood procedure, where x ∈ C is fixed. The kernel estimate Θ n (x) of Θ(x) is given by
Here ∇ denotes the gradient vector of first partial derivatives with respect to t.
The Kernel Function and The Bandwidth
It is well known that when the covariate X is finite dimensional, say X ∈ R q , and X has a continuous positive density at x, one needs to have a sequence of bandwidths {h n } such that h n → 0 and nh q n → ∞ as n → ∞ to ensure the consistency of the kernel regression estimate Θ n (x) (see, e.g., Hardle (1990) ). To deal with covariates, which are not necessarily finite dimensional, define
The function φ(z, h) is known as the small ball probability function, and plays an important role in the asymptotic properties of the nonparametric regression procedure. We make the following assumptions on the kernel and the sequence of bandwidths.
A(i) The kernel K(·) is supported on [0, 1] with K(u) being bounded and bounded away from 0 for 0 ≤ u ≤ 1, i.e., there are constants 0
A(ii) The bandwidth h n → 0 and nφ(x, h n ) → ∞ as n → ∞.
Note that for X ∈ R q having a continuous positive density at x, the condition nφ(x, h n ) → ∞ as n → ∞ is equivalent to nh q n → ∞ as n → ∞. Conditions A(i) and A(ii) will be assumed to be true for the rest of the paper.
Bias-Variance Decomposition
A separable Banach space is called to be of type 2 if there is a positive constant c such that for any finite collection of independent zero-mean random elements (Araujo and Giné, 1980, p. 158) ). Separable Hilbert spaces and spaces like L p [a, b] with p ≥ 2 and −∞ ≤ a < b ≤ ∞ are well-known examples of type 2 Banach spaces. Let B be a separable type 2 Banach space, and Θ(·) : C → B. For x ∈ C, we consider the class of kernel regression estimates, which satisfy
where
, L x (·) and the remainder term R n (x) are assumed to satisfy the following conditions.
is uniformly bounded for z lying in a neighborhood of x.
We can view B n (x) as the bias term and V n (x) as the variance term in kernel regression. This bias-variance decomposition holds in many common regression problems as discussed below.
Example 3.0.1 (Mean regression). Recall the mean regression problem described in Example 2.0.1. We now assume B to be a type 2 Banach space. Here,
and L x (·) to be the identity map on B. So,
, and R n (x) = 0.
Hence, (3.1) holds for any kernel satisfying A(i) and any sequence of bandwidths {h n } satisfying A(ii). Here, conditions B(ii) and B(iv) are trivially satisfied. Note that in this case, F (z) = Θ(z), and so condition B(i) is satisfied when Θ(z) is Holder continuous at x with exponent β, and the class F (x, β, B) can be taken as the class of all Holder continuous functions. Condition B(iii) is satisfied when the conditional covariance of Ψ(Y) given X = z converges to the conditional covariance of Ψ(Y) given X = x as z → x, and the conditional covariance of Ψ(Y) given X = x is bounded and positive definite. In particular, B(iii) holds for the location-scale type model Ψ(Y) = l(X) + s(X)U, where l(·) : C → B and s(·) : C → (0, ∞) are continuous functions, and U is a zeromean random element in B, which is independent of X having a positive definite covariance operator. 
, and conditions B(i), B(ii) and B(iii) hold. Then, B(iv) is also satisfied, and consequently the bias-variance decomposition in (3.1) holds.
It is easy to verify that when Θ(x) is the conditional covariance of Y given X = x, which is mentioned in Example 2.0.2, the assumptions in Theorem 3.1
are both Holder continuous at x with exponent β.
Example 3.0.3 (Maximum likelihood regression). Recall the maximum likelihood regression described in Example 2.0.3. Define g(y | t) = log f (y | t), where t ∈ R q . Let T be an open rectangle in R q containing the range of Θ(·). We now assume some Cramer-type regularity conditions on the log-likelihood g(y | t) that are required for asymptotic analysis of maximum likelihood estimates. The support of f (y | t) is assumed to be same for all t ∈ T , and f (y | t) is assumed to be thrice continuously differentiable with respect to t for t ∈ T . Denote the Hessian matrix of all second order partial derivatives of g(y | t) with respect to t as ∆ 2 (g(y | t)), and the array of all third order partial derivatives of g(y | t) with respect to t as ∆ 3 (g(y | t)).
, and assume that I(Θ(z)) is positive definite and continuous for z lying in a neighborhood of x. Also, assume that for t ∈ T , there exist two non-negative random variables
As in Example 2.0.3, let ∇ denote the gradient vector of first partial derivatives. Then,
Theorem 3.2. Suppose that in the model described in Example 2.0.3, the Cramer type regularity conditions stated above hold. Assume that
Asymptotic Behavior of the Bias and the Variance
In this subsection, the order of convergence of the bias term B n (x) and the variance term V n (x) in (3.1) are investigated. It follows from assumptions A(ii) and
for all sufficiently large n. The inequality (3.4) leads to an upper bound of the rate of convergence of the bias term, and will be used later to study the asymptotic properties of the estimate Θ n (x). We next discuss the asymptotic behavior of the variance term V n (x). Under A(i), A(ii) and B(iii), we derive an upper bound of the convergence rate of E V n (x) 2 in the theorem below.
2 . Now, consider the following conditions. B(v) B is a separable Hilbert space, and G(·) in (3.3) is such that the covariance operator
is a bounded positive definite operator.
The conditions B(v) and B(vi) hold in many common models. For example, consider the location-scale type model
C → B and s(·) : C → (0, ∞) are continuous functions, and U is a zero-mean random element in B, which is independent of X having a positive definite covariance operator and satisfies E U ν < ∞. Then, it is easy to verify that conditions B(v) and B(vi) are satisfied.
From assumption A(i), it follows that 0 < l
) for any positive integer j and any bandwidth h > 0. Define E (j)
Theorem 3.4. Let the kernel function K(·) satisfy A(i), and the sequence of bandwidths {h n } satisfy A(ii). Then, under conditions B(v) and B(vi), we have
The function φ(x, h) plays a central role in determining the convergence rate and the asymptotic distribution of V n (x), and we discuss it in detail in the next subsection.
The Small Ball Probability Function
When the covariate X is finite dimensional, say X ∈ R q , and it has a continuous positive density at x, it is easy to show that φ(x, h) ∼ h q as h → 0 + . But when X is a random element in an infinite dimensional space, getting the asymptotic order of φ(x, h) as h → 0 + is much more difficult. Most of the available results in this area are for the situation where X is a Gaussian process (see, e.g., Lifshits (2013) ). In the literature, the popular approach has been to first derive the limiting behavior of log φ(0, h) as h → 0 + , when X is a Gaussian random element centered at 0. Then, one makes a connection between φ(x, h) and φ(0, h) for suitable x and sufficiently small h.
The asymptotic behavior of log φ(0, h) was investigated in Li (2001) for real valued centered Gaussian Markov processes on [0, 1] under the L p -norm, where 1 ≤ p ≤ ∞. It was shown there that in such a case, h 2 log φ(0, h) → −c 1 as h → 0 + , where c 1 > 0 is a constant depending on p. For X being a fractional Brownian motion on [0, 1] with Hurst index γ ∈ (0, 1), it was shown in Theorem 4.6 in Li and Shao (2001) 
Here, c 2 and c 3 are positive constants depending on γ. For X being an integrated fractional Brownian motion with Hurst index γ ∈ (0, 1), it was established in Theorem 4.10 of Li and Shao (2001) that under the L ∞ -norm, −c 4 h −1/(1+γ) ≤ log φ(0, h) ≤ −c 5 h −1/(1+γ) for all 0 < h ≤ 1, where c 4 and c 5 are positive constants depending on γ.
For the Lévy fractional Brownian motion on [0, 1] q with Hurst index γ ∈ (0, 1), it was proved in Theorem 5.1 in Li and Shao (2001) 
Here, c 6 and c 7 are positive constants depending on γ and q. For a Brownian sheet on [0, 1] q , it follows from Theorem 5.3 in Li and Shao (2001) 
+ , where c 8 , c 9 > 0 are constants depending on q. It was shown in Theorem 5.4 in Li and Shao (2001) 
3 under the L ∞ -norm, where c 8 , c 9 > 0 are constants.
Shifted Small Ball Probability
As we have already mentioned, the asymptotic behavior of log φ(x, h) is derived by establishing some relationship between φ(x, h) and φ(0, h). As described in subsection 1.2 in Mas (2012) , one can establish a relation between φ(x, h) and φ(0, h) if the probability measure of X − x is absolutely continuous with respect to the probability measure of X, and the density of the measure of X − x with respect to the measure of X is suitably smooth. This approach is inspired by the Cameron-Martin Theorem describing the Radon-Nikodym derivative of a Weiner measure translated by x with respect to the centered Weiner measure, where x is an element of the reproducing kernel Hilbert space associated with the centered Weiner measure (see Cameron and Martin (1944) ). When X is a centered Gaussian random element in a separable Banach space and x is an element of the associated reproducing kernel Hilbert space, from Theorem 3.1 in Li and Shao (2001) 
where · µ is the norm in the reproducing kernel Hilbert space. But this result is not very useful for our purpose since the probability of the event that an infinite dimensional Gaussian random element lies in its reproducing kernel Hilbert space is zero (see Corollary 7.1 in Lukić and Beder (2001) ). Fortunately, it follows from Remark 2.2 in Dereich and Lifshits (2005) that when X is a centered Gaussian random element in a separable Banach space, then for almost all x, (φ(0, h/2)) 2 ≤ φ(x, h) ≤ φ(0, h) for all sufficiently small h depending on x. On the other hand, it follows from Theorem 2.1 in Hoffmann-Jorgensen et al. (1979) that for X being a centered Gaussian random element in a separable infinite dimensional Hilbert space, we have exp
Let X be a centered Gaussian random element in a separable Hilbert space. The Karhunen-Loeve expansion of X is X = ∞ j=1 λ j Z j ψ j , where {Z j } is a collection of independent normal random variables with mean 0 and variance 1, {λ j } is the sequence of decreasing eigenvalues of the covariance of X, and {ψ j } is an orthonormal basis of the Hilbert space. Here, the small ball probability φ(x, h) can be related to the rate of decrease of the sequence {λ j }. As discussed in subsection 4.1 in Chagny and Roche (2014) , for certain rates of decrease for {λ j }, e.g., if for some α > 1, j α λ j is bounded and bounded away from 0 for all j, we may have c 12 h p1 exp(−c 13 h (2014)). See also Theorem 4.4, Examples 4.5, 4.6 and 4.7 in Hoffmann-Jorgensen et al. (1979) for a discussion on the relation of the small ball probability φ(x, h) and the rate of decrease of {λ j }.
Define m(h) = (1/h) t2 (log(1/h)) t3 for 0 < h < 1. From the discussion on the small ball probability functions above, it is now clear that in a diverse collection of cases, we have
as h → 0 + . Here, C 1 , C 2 , C 3 , C 4 > 0 and t 1 , t 2 , t 3 , t 4 ≥ 0 are appropriate constants. Further, C 1 and C 3 depend on x, and at least one of t 1 , t 2 , t 3 as well as at least one of t 2 , t 3 and t 4 is positive. The above form was considered in (Ferraty and Vieu, 2006, p. 209 ) with C 2 = C 4 = 1, t 1 = t 4 = 0, and they called it the small ball probability function of an exponential type process. For t 2 = 0 and t 3 = 1 and appropriate values of the parameters C 1 , C 2 , C 3 and C 4 , (3.5) yields the case of a finite dimensional covariate X with a continuous positive density at x, or a fractal-type process as defined in (Ferraty and Vieu, 2006, p. 207) .
Convergence Rate
We now derive the optimum achievable convergence rate for kernel estimates satisfying the bias variance decomposition (3.1). As we shall see, the function m(h) defined in the previous section plays a central role in determining the convergence rate of the estimate Θ n (x). We shall consider the covariate space to be infinite dimensional. The case of finite dimensional covariates is extensively discussed in the past literature (see, e.g., Stone (1980 Stone ( , 1982 , Ibragimov and Haśminskii (1980) , Yatracos (1988) , Donoho and Liu (1991a,b) ). In order to consider only infinite dimensional covariates, we assume that in (3.5), either t 2 > 0 or t 3 > 1. In the next theorem, we establish an asymptotic lower bound of the sequence of bandwidths {h n } that leads to consistent kernel regression estimates.
Theorem 4.1. Suppose that in the upper and the lower bounds in the shifted small ball probability in (3.5), we have either t 2 > 0, or t 3 > 1. Then, for any sequence of bandwidths {h n }, which satisfies assumption A(ii), we have h n /m −1 (log n) bounded away from 0 as n → ∞.
Note that if we have either t 2 > 0 or t 3 > 1 in (3.5), m(h) is a strictly decreasing positive function, and m −1 (·) is well-defined. In the next theorem, we shall see that m −1 (log n) β is an attainable rate of convergence of Θ n (x).
Theorem 4.2. Suppose that in (3.5), we have either t 2 > 0, or t 3 > 1. Then, for any kernel K(·) satisfying A(i) and Θ(x) satisfying (3.1) along with conditions B(i) through B(iv), there is a sequence of bandwidths {h n } satisfying A(ii) such that
Lower Bound on the Convergence Rate
We now proceed to investigate the lower bound of the convergence rate of Θ n (x). Let E n = EK(h
. Consider the following assumption. C(i) There is Θ(·) : C → B with the corresponding L x (·) and F (·) such that for any sequence of bandwidths {h n } satisfying A(ii),
for all sufficiently large n.
The following two conditions are sufficient to ensure that C(i) holds.
(a) There is a constant s > 1 such that φ(x, h/s)/φ(x, h/s) is bounded away from 1 for all sufficiently small h > 0.
(b) Let L x (F (x, β, G)) be the class of all functions defined by the composition
where v is some vector in B, and z lies in a neighborhood of x.
Condition (a) is satisfied when in (3.5) t 2 > 0, or t 1 < t 4 , or C 2 = C 4 . We observe that at least one of these is true in the examples that we have described in subsection 3.2. Now, we derive the lower bound of the order of convergence of the bias term B n (x) in (3.1) under B(i), B(ii) and C(i). Note that B n (x) =B n (x) +R n (x), wherẽ
It follows form condition A(i) and Markov inequality that (n
from conditions A(i), A(ii) and B(i), we have
as n → ∞. Also, from assumptions A(i), A(ii), B(i) and Markov inequality, it follows that
Note that inequality (4.1) provides a lower bound of the convergence rate for the bias term B n (x) in view of (4.2), and this will be used to determine a lower bound of the rate of convergence of Θ n (x). From now on, we shall assume the following.
C(ii) The separable Banach space B has a Schauder basis {e 1 , e 2 , · · · } such that for any v ∈ B, v = ∞ n=1 v n e n for a sequence of real numbers {v n }. 
) is a real valued random variable. So, the convergence condition in C(iii) of the conditional variance may be viewed as a special case of condition B(v). We now state the theorem on the lower bound of the convergence rate of Θ n (x) − Θ(x) .
Theorem 4.3. Suppose the kernel K(·) satisfies A(i), the sequence of bandwidths {h n } satisfies A(ii), and the representation (3.1) along with conditions B(i), B(ii), B(iv), B(vi) and C(i) through C(iii) hold. Then, we have lim inf n→∞ P m −1 (log n) −β Θ n (x)−Θ(x) > c > 0, for some constant c > 0 depending on Θ(x).
Combining Theorem 4.2 and Theorem 4.3, we get that m −1 (log n) β is the optimum rate of convergence of Θ n (x) when all the conditions of the two theorems are satisfied. We now deduce simplified expressions of the optimum rates for various infinite dimensional covariate distributions considered in subsection 3.2. For X being a real valued continuous Gaussian Markov process on [0, 1], under the L p -norm, we have m −1 (log n) 2β = (log n) −β . For fractional Brownian motion with Hurst index γ ∈ (0, 1), under the L ∞ -norm, we have t 2 = 1/γ, and consequently m −1 (log n) 2β = (log n) −2γβ . On the other hand, for an integrated fractional Brownian motion with Hurst index γ and under the L ∞ -norm, we have t 2 = 1/(1 + γ) and m −1 (log n) 2β = (log n) −2(1+γ)β . When X is a Lévy fractional Brownian motion on [0, 1] q with Hurst index γ, t 2 = q/γ and m −1 (log n) 2β = (log n) −2γβ/q . In the class of processes H X,L considered in subsection 4.1 of Chagny and Roche (2014) , t 2 > 0 and t 3 = 0, and we have m −1 (log n) 2β = (log n) −2β/t2 . On the other hand, for the class of processes H X,M considered by these authors, we have t 2 = 0 and t 3 > 1, and consequently the optimum convergence rate is m −1 (log n)
Asymptotic Dominance of Bias over Variance
Recall that in the case of finite dimensional covariates, the bias and the variance terms in nonparametric regression have the same rate of convergence (see our discussion in Section 1). But, this is no longer true when the covariate X is an infinite dimensional random element for which either t 2 > 0 or t 3 > 1 in (3.5).
Theorem 4.4. Suppose assumption A(i) holds and either t 2 > 0 or t 3 > 1 in the bounds in (3.5). Also, let the representation (3.1) along with conditions B(i) through B(iv) holds. Then for Θ(x) satisfying C(i), the ratio V n (x) / B n (x) → 0 in probability as n → ∞ for the optimum choice of bandwidth {h n } obtained in Theorem 4.2.
Theorem 4.4 illustrates that the bandwidth that leads to the best achievable rate of convergence does not balance the convergence rates of the bias and the variance in kernel regression if the covariate is infinite dimensional. Instead, the ratio of the bias and the variance for the optimal choice of bandwidth explodes to infinity as the sample size increases. This phenomenon is due to the exponential decay of the small ball probability function in infinite dimensional spaces. When the covariate is infinite dimensional, we may have very small number of observations in a neighborhood in the covariate space due to exponentially small values of the small ball probability function. To cope with this problem, one has to use relatively larger bandwidths than what is required for finite dimensional covariates. In a sense, this results in an 'over-smoothed' estimate with its bias asymptotically larger than its variance.
Concluding Remarks
In this paper, we have derived the optimum convergence rate for a wide class of kernel regression estimates when the covariate as well as the response may be infinite dimensional. It is shown that the convergence rates of such estimates do not depend on the dimension of the response, but they depend critically on the dimension of the covariate. We have seen that, for a wide class of covariates having infinite dimensional Gaussian distributions, the convergence rate is much slower than the optimum achievable rate for finite dimensional covariates. For instance, if the covariate is a real valued continuous Gaussian Markov process in L p [0, 1], the convergence rate is O((log n) −δ ) for some δ > 0. Theorem 3.4 and the proof of Theorem 4.3 imply that if h
converges in distribution to a Gaussian random element with zero mean as n → ∞, where
n (x) is a sequence of positive numbers bounded and bounded away from 0. Note that this corresponds to an under-smoothed kernel estimate of Θ(x). On the other hand, if h 2β n nφ(x, h n ) → ∞ as n → ∞, which includes the case of the optimum bandwidth obtained in Theorem 4.2, we have h
nBn (x) → 0 in probability as n → ∞. Here,B n (x) is a non-random deterministic object described at the beginning of subsection 4.1.
In ), Ferraty et al. (2010 and Laïb (2013, 2015) , asymptotic properties of nonparametric regression estimates of different parameters other than the mean of the conditional distribution of the response were investigated. However, they only considered finite dimensional responses, and they did not investigate the problem of optimum convergence rates of nonparametric regression estimates.
In practice, one has to choose the bandwidth h by some data-driven adaptive procedure. Such adaptive choice of bandwidth, when the covariate is functional, has been investigated in Roche (2014, 2016) for the kernel estimates of the conditional distribution and the conditional mean of a real valued response, respectively. Their data based bandwidth selection procedure can be suitably adjusted for more general regression problems considered in this paper, and some relevant technical details are described below. Let H n be a finite collection of bandwidths with cardinality less than or equal to n such that, for any h ∈ H n , φ(x, h) ≥ C(log n)/n for a positive constant C. We assume that the decomposition (3.1) holds with B being a separable Hilbert space, where F (z) is a Holder continuous function of z with exponent
This condition is a modified version of B(i). We assume B(ii) holds. We also assume that for every integer
Note that this condition is stronger than condition B(iii). We assume that E R n (x)
−1 } as n → ∞, which is stronger than condition B(iv). Define the empirical shifted small ball probability φ(x, h) = (1/n)
2 is then defined by
where ζ is a positive constant independent of h, n or the sample. Let Θ n (x, h) be the estimate Θ n (x) constructed with bandwidth h. Define
V n (x, h) estimates the upper bound of the variance term and B n (x, h) approximates the bias term. The data-driven choice of bandwidth is h *
for some constants r 1 , r 2 > 0 and for all sufficiently large n. The proof of (5.1) can be carried out using arguments which are closely related to the those in the proof of Theorem 2 in Chagny and Roche (2016) . The required conditions will be satisfied when Θ(x) is the conditional mean
, or a smooth function of the conditional mean, like Γ(E[Ψ(Y) | X = x]) (see Examples 2.0.1, 2.0.2 in Section 2 and Examples 3.0.1, 3.0.2 in Section 3). However, we need a stronger moment condition than B(iii) that we have pointed out above. While deriving the optimum rate of convergence, we needed the asymptotic order of the shifted small ball probability function in the covariate space. The relationship between the shifted small ball probability function and the centered small ball probability function for Gaussian random elements in Banach and Hilbert spaces has been studied in detail in the literature (see, e.g., Hoffmann-Jorgensen et al. (1979) , Li and Shao (2001) and Dereich and Lifshits (2005) ). We have used this relationship to derive the optimum convergence rate when the infinite dimensional covariate has appropriate Gaussian distribution. However, no such result concerning shifted small ball probabilities for non-Gaussian random elements in infinite dimensional spaces is known to us, and consequently we could not derive the optimum convergence rate for nonGaussian covariates in infinite dimensional spaces.
Proofs and Mathematical Details
Proof of Theorem 3.1. It follows from the Fréchet differentiability of Γ(·) that
as n → ∞. So, B(iv) is satisfied from a simple application of Markov inequality.
Proof of Theorem 3.2. Under the assumptions stated in Example 3.0.3, it is easy to verify that conditions B(i) follows from the Holder continuity assumption on Θ(z), B(ii) follows from the invertibility of I(Θ(x)) and B(iii) follows from the continuity of I(Θ(x)) as a function of x. We now proceed to verify condition B(iv). Using a Taylor expansion, it is easy to show that
where η i (x) lies between Θ(X i ) and Θ n (x). Also, under the assumptions in Example 3.0.3, it is straightforward to verify that
we have R n (x) = o P ( B n (x) + V n (x) ), and the proof is complete using the upper bounds of E B n (x) 2 and E V n (x) 2 derived and discussed in subsection 3.1.
Proof of Theorem 3.3. The arguments used in this proof are closely related to the arguments in the proof of Proposition 1 in Chagny and Roche (2016) . Define
It follows from Bernstein's inequality and condition A(i) that
where c ′ is a positive constant (see, e.g., Lemma 4 in Chagny and Roche (2016) ). Note that
For the first term on the RHS in (6.2), using the fact that B is a type 2 Banach space and condition B(iii), we have
where c ′ and c ′′ are positive constants. From (6.1), (6.3) and the fact that ue −u ≤ e −1 for u > 0, we get that nφ(x, h n )E[ V n (x) 2 I(W n (x) < (1/2))] is uniformly bounded over n. Now, for the second term on the RHS in (6.2), we get
where c ′′′ is some positive constant. From condition A(i), the definition of E n and (6.4), it follows that nφ(x, h n )E[ V n (x) 2 I(W n (x) ≥ (1/2))] is uniformly bounded over n. Therefore, nφ(x, h n )E V n (x) 2 is uniformly bounded over n.
Proof of Theorem 3.4. Recall that E n = EK(h
If conditions B(v) and B(vi) hold, then using A(i) and A(ii), it is easy to verify that the covariance of [nφ(x, h n )]
1/2Ṽ
n (x) converges to D(·, · | x) in the trace norm as n → ∞. This ensures that the conditions in Theorem 1.1 in Kundu et al. (2000) are satisfied, and consequently [nφ(x, h n )]
Under conditions A(i) and A(ii), the denominator in the RHS of (6.5) n
Hence the proof is complete by Slutsky's Theorem.
Proof of Theorem 4.1. For a sequence of bandwidths {h n } satisfying A(ii), it follows from the upper bound of φ(x, h) in (3.5) that
as n → ∞. Now, since either t 2 > 0 or t 3 > 1, we have
Also, since h n → 0 from A(ii),
Hence, for (6.6) to be satisfied, in view of (6.7) and (6.8), we must have log n m(h n ) − C 4 > 0 for all sufficiently large n ⇐⇒ log n C 4 > m(h n ) for all sufficiently large n ⇐⇒ m −1 log n C 4 < h n for all sufficiently large n =⇒ h n m −1 (log n) > C ′ 4 > 0 for all sufficiently large n, where C ′ 4 is a constant depending on C 4 .
Proof of Theorem 4.2. From the upper bounds of E B n (x) 2 and E V n (x) 2 derived in subsection 3.1 and the lower bound of φ(x, h n ) in (3.5), it follows that E B n (x) + V n (x) 2 is asymptotically bounded above by f 1 (h n ), where
and a, b > 0 are some constants. Note that m(h) is a differentiable function of h, and
It follows that for each n, f 1 (h) is a twice differentiable function of h, and we have
and
(6.13) Now, if either t 2 > 0 or t 3 > 1, then for all β > 0,
as n → ∞. Combining (6.13), (6.14) and (6.15), we have log n m(h n ) −→ C 2 as n −→ ∞. (6.16)
It follows using (6.16) and the lower bound of φ(x, h n ) in (3.5) that {h n } satisfies A(ii) if either t 2 > 0 or t 3 > 1, where f ′ 1 (h n ) = 0 for each n. From (6.16) we also have that for all sufficiently large n,
for some positive constant C ′ 2 depending on C 2 and a. Since either t 2 > 0 or t 3 > 1, it follows from (6.11) that f ′′ 1 (h n ) > 0 whenever f ′ 1 (h n ) = 0 for all sufficiently large n. So, for all sufficiently large n, h n minimizes f 1 (h n ) whenever f ′ 1 (h n ) = 0, and the minimizer must be unique. Also, from (6.12) it follows that for h n satisfying f
2β n for all sufficiently large n, and consequently f 1 (h n ) < C ′ 2 (m −1 (log n)) 2β for all sufficiently large n and for this choice of the sequence of bandwidths {h n }.
for all sufficiently large n and for the bandwidth sequence {h n } minimizing f 1 (h) for every fixed n. So, for this choice of {h n }, B n (x) + V n (x) = O P ( m −1 (log n) β ) as n → ∞. Also, from (6.12) and the lower bound of φ(x, h) in (3.5), we get h
Proof of Theorem 4.3. Recall that B n (x) =B n (x) +R n (x), whereR n (x) = o P (h β n ), andB n (x) is a non-random quantity. We choose Θ(x) satisfying C(i), so that for any kernel K(·) satisfying A(i) and any sequence of bandwidths {h n } satisfying A(ii), we have h 
n (x)φ i0 (V n (x)) converges in distribution to a standard normal random variable as n → ∞. Also, 0 < L
n (x) ≤ l −1 L < ∞ for all n. Hence, given δ < 1, we can find c 0 > 0 such that P [nφ(x, h n )] 1/2 |φ i0 (V n (x))| > 2a 0 c 0 > δ for all sufficiently large n. Therefore, using (6.17) we have P [nφ(x, h n )] 1/2 V n (x) > 2c 0 > δ for all sufficiently large n. Now, we consider two cases separately.
Case 1: We assume that {h n } satisfying A(ii) is such that We also have P m −1 (log n) −β Θ n (x) − Θ(x) > c
where Q n (x) = R n (x) +R n (x) = o P max h β n , nφ(x, h n ) −1/2 as n → ∞.
So, in this case, Q n (x) = o P nφ(x, h n ) −1/2 as n → ∞. Note that here
[nφ(x, h n )] 1/2B n (x) → 0 as n → ∞, since h −β nB n (x) is bounded uniformly over n. So, P [nφ(x, h n )] 1/2 B n (x) + V n (x) + Q n (x) > c 0 > δ for all sufficiently large n. Consequently, for all sufficiently large n,
1/2 B n (x) + V n (x) + Q n (x) > c 0 > δ.
Hence, taking c = C ′′ 4 c 0 , the proof is complete when {h n } satisfies (6.18). Case 2: We now assume that {h n } satisfying A(ii) is such that h 2β n nφ(x, h n ) > ǫ 0 > 0 (6.19) for all sufficiently large n and some ǫ 0 . Then, from (3.5) we have that for all sufficiently large n,
n nφ(x, h n ) > ǫ 0 > 0 =⇒ log n − (t 1 + 2β) log(1/h n ) − C 4 m(h n ) > log ǫ 0 C 3 ⇐⇒ m(h n ) log n m(h n ) − (t 1 + 2β) log(1/h n ) m(h n ) − C 4 > log ǫ 0 C 3 . (6.20)
Now, since {h n } satisfies A(ii), and either t 2 > 0 or t 2 = 0 with t 3 > 0, we have m(h n ) −→ ∞ and log(1/h n ) m(h n ) −→ 0 (6.21)
as n → ∞. Therefore, given any ǫ > 0, in view of (6.20) and (6.21), we must have, for all sufficiently large n, log n m(h n ) − C 4 > −ǫ =⇒ m(h n ) < log n C 4 − ǫ .
(6.22)
Taking ǫ = C 4 /2 and from (6.22), we have, for all sufficiently large n, m(h n ) < 2 C 4 log n =⇒ h n > m [nφ(x, h n )] 1/2 V n (x) h −β n B n (x) −→ 0 in probability as n → ∞.
