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ABSTRACT
Faraday tomography (or rotation measure synthesis) is a procedure to convert linear polarization
spectra into the Faraday dispersion function, which provides us with unique information of magneto-
ionic media along the line of sight. Mathematical formulation of Faraday tomography is similar to
polarimetric imaging of radio interferometry, where many new methods have been actively developed
and shown to outperform the standard CLEAN approaches. In this paper, we propose a sparse re-
construction technique to Faraday tomography. This technique is being developed for interferometric
imaging and utilizes computationally less expensive convex regularization functions such as `1-norm
and total variation (TV) or total squared variation (TSV). The proposed technique solves a convex opti-
mization, and therefore its solution is determined uniquely regardless of the initial condition for given
regularization parameters that can be optimized by data themselves. Using a physically-motivated
model of turbulent galactic magnetized plasma, we demonstrate that the proposed technique outper-
forms RM-CLEAN and provides higher-fidelity reconstruction. The proposed technique would be a
powerful tool in broadband polarimetry with the Square Kilometre Array (SKA) and its precursors.
Keywords: radio continuum: ISM — radio continuum: galaxies — ISM: magnetic fields — magnetic
fields — polarization — techniques: interferometric
1. INTRODUCTION
Linearly-polarized emission including synchrotron ra-
diation from relativistic electrons is a unique tracer of
magnetic field in the Universe. It experiences Faraday
rotation and imprints physical information of magneto-
ionic plasma along the line of sight as the Faraday depth
(or alternatively called as the Faraday rotation mea-
sure). There were a lot of surveys or individual obser-
vations of the Faraday depth in the last several decades,
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revealing the role of magnetic field in various astronom-
ical objects (see Akahori et al. 2018, for a review).
Modern broadband radio polarimetry advances the
study of the Faraday depth to a new discovery space
called the Faraday dispersion function (FDF), which is
a complex linear-polarization spectrum as a function of
the Faraday depth. The FDF provides tomographic in-
formation of polarized sources and magneto-ionic media
along the line of sight. Reconstruction of the FDF is
named Faraday tomography or Faraday rotation mea-
sure (RM) synthesis (Burn 1966; Gaensler et al. 2004;
Beck & Gaensler 2004; Brentjens & de Bruyn 2005) (see
Section 2).
Faraday tomography, however, suffers from the qual-
ity of reconstruction (Andrecut et al. 2012; Kumazaki
et al. 2014; Sun et al. 2015) due primarily to narrow, lim-
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ited, and unevenly-sampled observational data in wave-
length squared (e.g., Beck et al. 2012; Akahori et al.
2014). Several advanced techniques have been studied
to improve the reconstruction, e.g., RM CLEAN (Heald
et al. 2009), QU-fitting (O’Sullivan et al. 2012), and
compressed-sensing (CS)-based technique (Li et al. 2011;
Andrecut et al. 2012) (see Section 3).
Faraday tomography shares a common mathematical
formulation with polarimetric imaging of radio interfer-
ometry (Thompson et al. 2017, and also Section 2). In
the recent several years, new polarimetric imaging tech-
niques have been actively developed for the next gen-
eration very long baseline interferometers such as the
Event Horizon Telescope (EHT; Doeleman et al. 2009),
whose frequency-sample coverages are sparse and also
whose primary target sources have a complicated struc-
ture on scales of their angular resolutions represented
by the black hole shadows in the Galactic center Sgr
A* (see, e.g. Chael et al. 2016; Kuramochi et al. 2018)
and nearby radio galaxy M87 (see, e.g. Akiyama et al.
2017a,b). These challenges, which would be common for
Faraday tomography with the next generation interfer-
ometers, provide active developments of many new high-
fidelity polarimetric imaging techniques (Chael et al.
2016; Coughlan & Gabuzda 2016; Akiyama et al. 2017a;
Birdi et al. 2018), consistently outperforming the tradi-
tional CLEAN approaches and its variants.
In this work, we present an application of a new radio
interferometric imaging technique, often called sparse
modeling (Honma et al. 2014; Ikeda et al. 2016; Akiyama
et al. 2017a,b; Kuramochi et al. 2018), to Faraday to-
mography. It is a CS-based technique utilizing sparse
regularization on the image itself and its gradient and
provides a capability of high-quality superresolution and
full polarimeteric imaging (Akiyama et al. 2017b). This
paper is organized as follows. We define basic equations
of Faraday tomography and give an overview of previous
work in Section 2. We then present more detailed gen-
eral mathematical background of the FDF reconstruc-
tion and our techniques in Section 3. An example ap-
plication of our technique followed by our discussion is
presented in Section 4. Finally, we briefly summarize
this work and some future prospects in Section 5.
2. FARADAY TOMOGRAPHY
Polarized emission is described with four Stokes pa-
rameters, I, Q, U , and V , which are all real numbers.
Stokes I represents the total intensity of the emission,
while Q and U represent linear polarization and V rep-
resents circular polarization. Stokes Q and U are often
combined into the complex quantity P = Q + iU =
|P |ei2χ, where |P | and χ = arg(P )/2 are the linear-
polarization intensity and the electric-vector polariza-
tion angle (EVPA), respectively. The EVPA propagat-
ing through magnetized plasma is rotated by
∆χ = φλ2 (1)
where λ is the wavelength of the emission. The factor φ
is the Faraday depth given by (e.g. Pacholczyk 1970)
φ ≈ 811.9 (rad m−2)
∫ ∞
0
( ne
cm−2
)(B||
µG
)(
dr
kpc
)
,
(2)
where ne is the electron density, and B|| and r are the
magnetic-field strength and physical depth of the mag-
netized plasma along the line of sight, respectively. Tra-
ditionally, φ has been estimated by measuring ∆χ in
multiband polarimetry.
A linear polarization P˜ is Faraday-rotated by φλ2
in EVPA, when it passes through the plasma with φ.
Thus, the observed linear polarization can be described
as P˜ ei2φλ
2
. Considering a general case that we observe
superposition of intrinsic polarizations at multiple Fara-
day depths, the observed linear-polarization spectrum
P (λ2) is given by
P (λ2) =
∫ ∞
−∞
P˜ (φ)ei2φλ
2
dφ, (3)
This P˜ (φ), the intrinsic linear polarization at φ, is
named the Faraday dispersion function (FDF), which
can be obtained from inverse Fourier transformation of
P (λ2) (Burn 1966; Brentjens & de Bruyn 2005).
Equation (3) implies that Faraday tomography is
an under-determined ill-posed problem, since the sam-
pling and coverage of linear polarization in wavelength
squared are both finite and imperfect in real observa-
tions. In other words, the infinite number of possible
FDFs satisfies the observational equation (Equation 3)
even in an ultimate case without any noise. Therefore,
Faraday tomography requires a certain prior assumption
for the FDF to pick up a reasonable and likely solution.
This mathematical description and properties are com-
mon with radio interferometric (polarimetric) imaging
(e.g., Thompson et al. 2017), which can be described by
replacing the observed spectra P (λ2) by Stokes visibil-
ities data sets and the FDF to be solved by the corre-
sponding Stokes intensity images.
If the expected FDF is known from prior knowledges,
a promising way is to fit the polarization spectrum with
some parametrized models (e.g., QU-fitting; O’Sullivan
et al. 2012). The fitting can be done by using traditional
likelihood approaches including the least square method
(e.g. O’Sullivan et al. 2012; Ideguchi et al. 2014a; Ozawa
et al. 2015; Kaczmarek et al. 2017), Bayesian approaches
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like the Marcov Chain Monte Carlo (MCMC; Miyashita
et al. 2017; Schnitzeler & Lee 2018; Sakemi et al. 2018),
or the Convolution Neural Network (Brown et al. 2017).
Otherwise, if the property of the FDF is not clear,
model-independent reconstruction is a more generic ap-
proach (see Section 3.2). A popular prior assumption
is the sparsity of solution, where the solution consists
of a small number of non-zero elements (see Section
3.3). A classical approach of sparse reconstruction is
CLEAN (e.g. Ho¨gbom 1974), which is independently re-
discovered as the Matching Pursuit algorithm (Mallat &
Zhang 1993). CLEAN has been the standard approach
in radio interferometric imaging (see Thompson et al.
2017), and the CLEAN algorithm has been successfully
exported to Faraday tomography as RM-CLEAN (e.g.
Heald et al. 2009; Anderson et al. 2016; Michilli et al.
2018).
A state-of-the-art sparse reconstruction is based on
the compressed-sensing theory (CS; e.g. Donoho 2006;
Candes & Tao 2006). The CS-based techniques di-
rectly solve the observational equation (Equation 3) and
use the convex regularization functions which pick up
a sparse solution on some basis from infinite number
of possible solutions. Wiaux et al. (2009a,b) presented
their pioneering works of CS-based techniques in radio
astronomy, followed by Li et al. (2011) and Andrecut
et al. (2012) in Faraday tomography. They utilized
sparse regularization on the FDF itself or some other
dictionary basis, and demonstrated many advantages
of CS-based techniques compared to CLEAN. More de-
tailed mathematical background of the CS-based tech-
niques including the proposed technique and their rela-
tion to RM CLEAN is described in Section 3.
3. REGULARIZED MAXIMUM-LIKELIHOOD
SPARSE RECONSTRUCTION
3.1. Observational Equations
We start with formulating the observational equa-
tion of Faraday tomography. While a linear-polarization
spectrum is measured as a discrete function of the wave-
length squared, λ2 = {λ2j , j = 1, 2, ...,M}, the FDF can
be approximated by a pixelated version as a function of
the Faraday depth, φ = {φj , j = 1, 2, ..., N}. There-
fore, the observational equation of Faraday tomography
is discretized into the following complex linear equation,
P = FP˜, (4)
where P = {Pj , j = 1, 2, ...,M} is the measured linear-
polarization spectrum, which can be expressed as P =
Q + iU = {Qj} + i{Uj} using the Stokes parame-
ters. The FDF can be described likewise as P˜ =
{P˜j} = {Q˜j} + i{U˜j}. Fourier Matrix F is given by
F = {Fjk} = {exp(i2φjλ2k)}.
The observational equation can be reformulated with
purely real vectors and matrix, as follows:
P′ = F′P˜′, (5)
where P′ = (Q,U)t, P˜′ = (Q˜, U˜)t, and the Fourier
matrix is reformulated as,
F′=
(
Re(F)−Im(F)
Im(F) Re(F)
)
, (6)
where Re(z) and Im(z) indicate the real and imaginary
parts of a complex number z.
Equations (4) and (5) are under-determined linear
equations, since the number of the polarization spec-
trum points M is smaller than the number of FDF pix-
els N . Hence, an infinite number of possible solution
exists, even if one can ignore a noise.
3.2. Regularized Maximum-likelihood Reconstruction
Since the observational equation (Equation 5) is gen-
erally ill-posed and with an infinite number of possible
solutions, a practical reconstruction is aiming to take the
most likely solution based on a reasonable prior assump-
tion matching with properties of the observing sources.
Such a process can be mathematically described with a
following equation,
min
P˜′
f(P˜′) subject to ||P′ − F′P˜′||22 < ε. (7)
Here, the term ||P′−F′P˜′||22 is the traditional chi-square
(χ2(P′|P˜′)) term and ε represents the noise of observa-
tions. f(P˜′) is a regularization function, which penalizes
(or evaluate) a solution P˜′ based on a given prior as-
sumption for it. Therefore, Equation 7 derives a reason-
able solution based on a given prior assumption f(P˜′)
within a given residual (ε) between the observational
data and solution (||P′ − F′P˜′||22).
Equation 7 can be transformed to its Lagrangian form,
min
P˜′
(
||P′ − F′P˜′||22 + Λf(P˜′)
)
, (8)
which is minimizing the cost function defined by a sum of
the χ2-term and the regularization function weighted by
a regularization (or hyper) parameter Λ connected with
the noise ε in Equation 7. If one takes a exponential of
the cost function, then one can obtain
max
P˜′
[
exp
(
−χ
2(P′|P˜′)
2
)
exp
(
−Λ
2
f(P˜′)
)]
, (9)
which solves a solution maximizing the posterior dis-
tribution given by a product of the likelihood (the first
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factor) and the prior for the solution (the second factor).
Therefore, the regularization function can be indeed in-
terpreted as the prior knowledge for the solution in the
Bayesian framework.
For the reconstruction of the FDF, the most impor-
tant consideration is the choice of a reasonable regu-
larization function, which is fundamentally related to
what kind of the prior assumption fits to the observing
sources. For radio interferometric imaging, many prior
assumptions have been proposed such as the sparsity
of the solution (CS-based methods including this work;
see Section 3.3), the information entropy of the solution
(Maximum Entropy Methods (MEMs); see Narayan &
Nityananda 1986, for a review), multi-scale patch dis-
tributions of the solution (Bouman et al. 2016), and
a Gaussian-process-based prior (Bouman et al. 2018).
Very recent work demonstrates that regularized max-
imum likelihood methods which directly solve Equa-
tion 7 or 8 often provide higher fidelity reconstructions
than the traditional CLEAN approaches for polarimet-
ric imaging, which shares almost equivalent mathemat-
ical formulation with Faraday tomography, by utilizing
sparse regularizations (Akiyama et al. 2017a; Birdi et al.
2018) or MEM-based functions (e.g. Chael et al. 2016;
Coughlan & Gabuzda 2016). Since these methods di-
rectly solved the observing equations, it can handle mul-
tiple types of data (e.g. Chael et al. 2016, 2018; Bouman
et al. 2016, 2018; Akiyama et al. 2017a; Kuramochi et al.
2018) or additional observing effects (Johnson 2016).
3.3. Sparse Reconstruction
A simple prior assumption for the regularized maxi-
mum likelihood reconstruction is the sparsity of the so-
lution based on an Occam’s razor-like principle that the
most simple solution with a minimum number of non-
zero components in some basis must be taken. A repre-
sentation of the sparse reconstruction is given by an op-
timization problem to minimize the number of nonzero
components in the solution P˜′ within a given uncertainty
ε between the observational data P˜ and the solution P˜′.
This problem can be mathematically described by
min
P˜′
||P˜′||0 subject to ||P′ − F′P˜′||22 < ε. (10)
||x||p is the `p norm of the vector x = {xi} given by,
||x||p =
(∑
i
|xi|p
) 1
p
(11)
for p ≥ 1, We defined || · ||0 as the number of nonzero
components (though this is an abuse of the norm func-
tion, it is widely used in CS-related works). A direct
approach for solving Equation (10) is to optimize a com-
bination, where all possible combinations of zero com-
ponents of P˜′ will be tried one-by-one. This exhaus-
tive search is extremely computational expensive for the
large dimensional P˜′.
Two major approaches have been taken to overcome
this difficulty. One is the greedy approach adopted in
the CLEAN (the Matching Pursuit) algorithm and its
variants. The greedy approach involves zero-filling pro-
cess, where P (λ2) is assumed to be 0 for unsampled λ2
points in inverse Fourier transformation from the data
to the FDF. Then, sparse solutions are reconstructed
by selecting a nonzero element on the FDF domain in-
crementally and in a greedy manner. CLEAN is often
computationally cheap and efficient, although it is often
highly affected by the rotation measure spread function
(RMSF) caused by zero-filling process.
The other approach is the convex-relaxation adopted
in CS-related techniques, which directly solves Equation
10 with an convex approximation of `0-norm. In this
approach, `0-norm is replaced to `1-norm, given by,
min
P˜′
||P˜′||1 subject to ||P′ − F′P˜′||22 < ε. (12)
Equation (12) can be transformed in the Lagrangian
form
min
P˜′
(
||P′ − F′P˜′||22 + Λ`||P˜′||1
)
. (13)
This is known as the least absolute shrinkage and selec-
tion operator (LASSO, Tibshirani 1996).
The LASSO is applied to the Faraday tomography in
the pioneering CS work of Li et al. (2011) and also to
radio interferometric imaging in Honma et al. (2014)
and Akiyama et al. (2017b). The convex nature of the
`1-norm enables to pick up an unique sparse solution
from infinite number of possible solutions. Λ` adjusts
the sparsity of solution, and is related to the observa-
tional uncertainty ε. A notable advantage of this ap-
proach is that it does not involve zero-filling procedures,
and therefore the reconstruction is less affected by the
RMSF.
The `1-norm of P˜
′ would be a reasonable regulariza-
tion function when the sparsity of the FDF is a plausible
assumption, for example, for Faraday-thin (i.e. com-
pact) components (Li et al. 2011). On the other hand,
if the number of non-zero pixels is not small compared
to the number of data points, simple `1-norm regulariza-
tion may reconstruct a too-sparse FDF. This situation
can arise when the FDF pixel size is set to be much
smaller than the widths of the FDF components (see Li
et al. 2011; see also Akiyama et al. 2017b for the case
of radio interferometric imaging). One of the promis-
ing approaches to overcome this issue is to change the
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basis of the image to a more sparse one by replacing
||P˜′||1 to ||WP˜′||1, which is convex as well. W is a ba-
sis transform, for instance, using wavelet transform (Li
et al. 2011; Andrecut et al. 2012). If one knows a reason-
able dictionary basis that makes the FDF sparse, then it
will give a high-fidelity multi-resolution support of the
sparse reconstruction. This approach has been success-
ful for total intensity imaging in the last decade and also
very recently presented for polarimetric imaging (Birdi
et al. 2018).
The authors have taken another popular approach uti-
lizing additional computationally cheap sparse-gradient
regularization providing a piesewise smooth solution.
This approach does not require a specific wavelet ba-
sis and is based upon an idea that a reasonably smooth
(not too sparse) image or FDF may be obtained by ad-
justing smoothness using regularization of its gradients.
A popular convex regularization function for this pur-
pose is the total variation (TV), which is often defined
by the gradient of `1-norm given by
||x||tv =
∑
j
|xj+1 − xj |. (14)
This provides edge-preserved smooth reconstruction.
Meanwhile, astronomical images and/or FDF spectra
can be smoothly varied without strong edges. There-
fore, Kuramochi et al. (2018) proposed to use its variant,
total squared variation (TSV) defined by
||x||tsv =
∑
j
|xj+1 − xj |2, (15)
which is also convex and leading to edge-smoothed solu-
tions that more generally fits to astronomical data. We
have developed imaging techniques with `1-norm and
TV/TSV, which try to reconstruct a reasonable solution
by balancing sparsity of the solution and its gradient
(Ikeda et al. 2016; Akiyama et al. 2017a,b; Kuramochi
et al. 2018). In particular, this `1+TV (or TSV) regular-
ization can be easily extended to full polarimetric imag-
ing (Akiyama et al. 2017b), which is mathematically
similar to Faraday tomography. In this work, we ex-
tend this approach to Faraday tomography as described
in Section 3.4.
Finally, we note a mathematical and computational
benefit of sparse reconstruction techniques compared to
the MEM-based approaches, which are on another pop-
ular branch of prior functions. The important advantage
of the sparse reconstruction techniques is the convex na-
ture of the regularized functions even for negative solu-
tions. Popular entropy functions for MEMs are convex
only for non-negative solution (e.g., Stokes I) or the ab-
solute of the linear polarization (e.g., |P |), and therefore
the problem generally becomes non-convex optimization
and also requires additional regularization for interfer-
ometric polarimetric imaging and Faraday tomography
(e.g. Chael et al. 2016, for a review of entropy functions).
3.4. The Proposed Method
In this paper, we extend our polarimetric imaging al-
gorithm (Akiyama et al. 2017b) to Faraday tomography.
The proposed method solve the following optimization
problem to obtain the FDF,
min
P˜′
(
||Σ(P′ − F′P˜′)||22 + Λ`||P˜′||1 + Λt||P˜′||tv or tsv
)
,
(16)
where Σ is a diagonal matrix given by {Σii = 1/σi, i =
1, 2, ..., 2M}, representing weights on data due to their
uncertainties.
The above problem is convex, and its solution is
uniquely determined regardless of initial conditions
and regularization parameters. We use a fast itera-
tive shrinkage-thresholding algorithm (FISTA) to solve
this problem, which was originally proposed in Beck
& Teboulle (2009a) for TV regularization and in Beck
& Teboulle (2009b) for `1 regularization. We adopt a
monotonic variant of the FISTA described in Akiyama
et al. (2017b), which is modified for both `1+TV/TSV
regularizations.
The most important parameters in the proposed
method are the regularization parameters for the l1-
norm (Λ`) and TV/TSV (Λt), which determine the
sparseness and smoothness of the FDF, respectively.
Too-large regularization parameters provide too-simple
images, which do not fit the data well. Meanwhile, too-
small regularization parameters lead to fit noises in the
data, i.e. overfit the data and give the larger number of
non-zero FDF pixels unreasonably, even though it could
give better χ2 values.
The determination of the regularization parameters is
a common issue in existing techniques for Faraday to-
mography. For instance, for RM CLEAN, the number
of CLEAN components is the issue; the too-large num-
ber of CLEAN components would result in the overfit.
Miyashita et al. (2016) showed that a reduced χ2, which
is conventionally defined as χ2/N , is indeed not always
a good indicator for goodness-of-fitting of RM-CLEAN.
Therefore, for determining preferable regularization pa-
rameters, we need to evaluate some quantities describing
goodness-of-fit working as an Occam’s razor preventing
the overfit.
For evaluating goodness-of-fit, we adopt the cross val-
idation (CV) which works well for the interferometric
imaging (Akiyama et al. 2017a). Multiple rounds of CV
are performed to confront statistical variance, and we
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choose a 10-fold (ten rounds of) CV. In a 10-fold CV,
ten equal-sized subsamples are made by random sam-
pling from the original data. Nine subsamples are used
as the training set for performing the model fit, and the
remaining single subsample is used as the validation set
for testing the model using χ2. We repeat the procedure
by changing the subsample for validation data ten times
until all subsamples are used for both training and vali-
dation. Finally, the ten χ2 values of the validations are
averaged and the average is used to determine the opti-
mal regularization parameters which minimize the devi-
ations (e.g. χ2) against the validation sets. As already
noted, too-large and too-small regularization parame-
ters give a too-simple and too-complicated models, re-
spectively. Both cases indicate large deviations against
the validation set, so that they are safely excluded. The
optimal FDF is reconstructed by the full data set using
the selected parameter set.
4. EXAMPLE APPLICATION
As a demonstration of the proposed method, we show
an application to a synthetic observation of a galactic
FDF model Ideguchi et al. (2014b) shown in Figure
1(a), which is calculated by a small portion of a face-
on galaxy using a sophisticated galactic model (Akahori
et al. 2013). The model has very complicated structures
with both Faraday-thick and Faraday-thin components
caused by turbulent ISM in a coherent galactic magnetic
field, which may be difficult to be approximated by a set
of analytic functions like Gaussian.
We made synthetic observational data by Fourier
transformation of the FDF model, where the observ-
ing frequency of the UHF band, 300 - 3000 MHz, is
chosen because of the suitability (see e.g. Akahori et al.
2018). The number of 390 frequency channels are con-
sidered, where their spacing is fixed in λ2 space1. The
resultant Rotation Measure Spread Function (RMSF),
the point-spread function of the observation, is shown
in Figure 1(b), which has the FWHM of 3.5 rad m−2.
We add random Gaussian noise with the mean of 0 and
the standard deviation of 0.1 mJy to the synthetic data
at each channel.
The FDFs are reconstructed from the synthetic data
set with multiple methods: RM-CLEAN (e.g. Heald
et al. 2009) with an implementation of Miyashita et al.
(2016), `1 regularization (Li et al. 2011), `1+TV and
`1+TSV regularization (this work). The Faraday depth
1 Although all the techniques adopted in this Section do not
require sample converges equally-spaced in λ2 space, we adopted
such data to compare more pure performance of reconstructions
without any observational bias in the density of frequency samples.
range of -100 to 100 rad m−2, larger than the adopted
FDF model is adopted with a grid size of 0.50 rad m−2
for RM-CLEAN and 0.43 rad m−2 for the latter ap-
proaches. For the `1 and `1+TV/TSV regularization,
10-fold CV was adopted to determine the best parame-
ter set from a range of Λ`, Λt=10
−5, 10−4, ..., 105. The
parameter set determined with CV is Λ` = 10
−1 for `1
regularization, (Λ`,Λt) = (10, 1) for `1+TV, (Λ`,Λt) =
(10, 103) for `1+TSV regularization. RM-CLEAN is
performed with a CLEAN gain of 0.1 with a threshold
of 0.1 mJy rad−1 m2.
The results are shown in Figure 1 (c-f). RM-CLEAN
and `1 regularization, adopting the same prior assump-
tion but with different optimization approaches, recon-
structs artificially sparse FDFs. On the other hand,
the proposed approach, `1+TV and `1+TSV regular-
izations, clearly provide higher-fidelity reconstructions
for both the diffuse and peaked components even with-
out post-processing Gaussian convolution often adopted
for CLEAN reconstructions (Thompson et al. 2017).
As expected, the reconstruction with the `1+TSV is
more edge-smoothed than that with the `1+TV. Our
approaches resolve structures even less than the resolu-
tion in φ space (super-resolution), as also expected.
In Figure 2, we show the model and reconstructed
FDFs blurred with a Gaussian whose FWHM is same
to that of the RMSF. The blurred FDFs represent
those at a nominal Faraday-depth resolution of the syn-
thetic observation, although they are no longer consis-
tent with the observational data. At this resolution, it is
clearly shown that RM-CLEAN tends to over estimate
two bright components than the blurred groundtruth
and poorly reconstruct the diffuse component of the
model FDF. On the other hand, CS-based regularized
maximum-likelihood approaches provide equally better
reconstructions regardless of the regularization func-
tions. This actually demonstrates that the regularized
maximum-likelihood approaches are less-affected by the
observational Faraday-depth resolution or the RMSF,
and provide better reconstructions of complicated struc-
tures on scales comparable with the observational reso-
lution.
For more quantitative evaluation of the reconstruc-
tion performance at each Faraday-depth resolution, we
conduct multi-scale error analysis using the normalized
root-mean-square error (NRMSE; Chael et al. 2016)
metric, defined by
NRMSE(P˜, P˜ref) =
√∑
i |P˜i − P˜ref,i|2∑
i |P˜ref,i|2
, (17)
where P˜ is the full complex FDF to be evaluated and
P˜ref is the reference FDF. Here, we adopt the non-
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Figure 1. Absolute values of FDFs. (a) The model FDF adapted from Ideguchi et al. (2014b). (b) The Rotation Measure
Spread Function (RMSF) of the presented synthetic observation. (c-f) The reconstructed FDFs (red lines) compared to the
model FDF (the black line) with (c) RM-CLEAN components, (d) `1 regularization, (e) `1+TV regularization, and (f) `1+TSV
regularization, respectively. All reconstructions are shown without any post-processed convolution.
convolved groundtruth (i.e. model) FDF as the refer-
ence FDF. Figure 3 shows the NRMSE metric for the
groundtruth and reconstructed FDFs convolved at var-
ious Faraday-depth resolutions. The best-case scenario,
where the differences from the original FDF is due solely
to a loss of resolution and not to errors in reconstruction,
is shown by the black curve for the groundtruth FDF.
Figure 3 clearly shows that the CS-based approaches
achieve less errors therefore better fidelity over the en-
tire range of spatial scales.
Both three CS-based approaches show consistent er-
rors from a larger to a smaller scale until about the half
of the RMSF FWHM size, then `1 regularization shows
a rapid increase at smaller scales in the NRMSE met-
ric. This shows that on such small scales the FDF is
no longer sparse and its underlying assumption that the
8 K. Akiyama et al.
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Figure 2. The model and reconstructed FDFs blurred with a Gaussian with the FWHM of 3.5 rad m−2 same to the RMSF of
the synthetic observation. The model FDF and blurred one are shown in the black dot and solid lines, respectively. The blurred
reconstruction is shown in orange, green, blue and red solid lines for RM CLEAN, `1, `1+TV and `1+TSV regularizations,
respectively.
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Figure 3. The NRMSE between the non-convolved original
model FDF and Gaussian-convolved model/reconstructed
FDFs, as a function of the FWHM size of the convolving
Gaussian beam. The black curve indicates the NRMSE of
the model FDF, while other curves indicate the NRMSEs
of the reconstructed FDFs. The colors of lines are same to
Figure 2.
FDF can be described with a small number of Faraday-
thin components does not work well. On the other hand,
`1+TV/TSV regularizations show much more modest
variations in the superresolution regime. This demon-
strates that the prior assumption of these regularization
provides better fits to the realistic FDF model adopted
in this work. `1+TSV provides a slightly better recon-
struction than `1+TV that tends to create more artifi-
cial edge-like features in the reconstructed FDF.
Another important results shown in Figure 3 are that
the reconstructed FDFs with `1+TV/TSV provide lower
NRMSEs even without any post-processing convolution
than those of FDFs convolved at the nominal resolution,
while `1 and RM-CLEAN do require the post-processing
convolution to achieve a better fidelity. Since the pro-
posed method reconstruct smoother FDFs with keeping
consistency with observed polarization spectra, the post-
processing Gaussian convolution which make the FDF
inconsistent with observational data does not improve
the fidelity, and therefore would be no longer required
at least for obtaining a higher fidelity for the proposed
technique.
5. SUMMARY AND FUTURE PROSPECTS
We have presented a new technique for Faraday to-
mography utilizing `1+TV/TSV regularization, which
is originally developed for full-polarimetric imaging of
radio interferometry. With an example application, we
have demonstrated that the proposed technique can in-
deed achieve a higher performance than the RM-CLEAN
approach and previously-proposed pure `1 regulariza-
tion. A multi-scale NRMSE analysis has indicate that
the proposed approach provides smaller errors for raw
(non-convolved) reconstructed FDFs than reconstructed
FDFs convolved at the nominal RMSF FWHM. This
indicates that the prior assumptions of the technique is
well-matched with the FDF model, and therefore the
post-processing Gaussian does not improve the fidelity
of the reconstruction. Our results demonstrate that the
proposed technique are an attractive choice for Faraday
tomography with the next generation broad-band low-
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frequency radio interferometers. We here describe our
future prospects for the proposed technique.
In general, the performance of the FDF reconstruction
depends on various factors including the number, the
signal-to-noise ratio, and the frequency coverage of the
data sample, the complexity of the observing FDF, the
range of parameter spaces, and so on. In addition, the
performance can be evaluated with more source-specific
metrics related to physical quantities that the observers
would like to measure. Systematic studies with more
source-specific evaluations are necessary to clarify such
performance dependence, which are beyond the scope of
this paper. The studies will be reported in a series of
forthcoming papers (Yamaguchi et al., Miyashita et al.,
and Ideguchi et al. in preparation).
Although the current approach with simple `1 and
TV/TSV regularization has already shown a potential
to highly improve the fidelity of Faraday tomography
with the next generation instruments, its fidelity can be
more enhanced with a small correction to the proposed
technique. For instance, the current approach regular-
ize each Stokes FDF at Q or U separately, which does
not enhance the sparsity better enough to eliminate the
components at φ > 2 rad m−2 for the presented syn-
thetic observation (see Figure 1). This would be im-
proved by regularizing P rather than each Stokes pa-
rameter. Another promising approach is re-weighted `1
regularization recently proposed for polarimetric imag-
ing (polarized SARA; Birdi et al. 2018), which has a
strong advantage to maximize the sparsity of the recon-
struction and effectively eliminate such noise artifacts.
In forthcoming work, we will improve the regularization
functions and associated optimization approaches.
Another prospect is on accelerating the algorithm for
enormous data sets expected to be obtained with the
next generation radio interferometers such as the Square
Kilometer Array (SKA) and its precursors. This would
require acceleration of the proposed algorithm by im-
plementation of (i) a non-uniform fast Fourier trans-
form (NUFFT) and/or a proper frequency-gridding al-
gorithms, (ii) inclusion of major/minor cycles similar
to the Cotton-Schwab CLEAN (Schwab 1984) reduc-
ing the number of the non-uniform Fourier transforma-
tion, (iii) faster search of the hyper parameters than the
current 10-fold CV. For the hyper parameter search,
very recently, a heuristic approach to compute valida-
tion errors of N -fold CV has been developed by Obuchi
& Kabashima (2016) for `1-regularization and Obuchi
et al. (2016) for TV-/TSV-regularization. This ap-
proach enables to estimate validation errors for each pa-
rameter set only with a single reconstruction using full
data sets, which will significantly decrease CV’s com-
putational cost. We will implement this algorithm in
forthcoming work.
Finally, our paper provides a clear example that recent
active developments of the imaging techniques for the
next generation interferometers will be also beneficial
to the Faraday tomography and mathematically simi-
lar linear-inversion problems. Bi-lateral follow-up appli-
cations of state-of-the-art techniques intensively devel-
oped in both utilities would be continuously important
to overcome many challenges for the next generation
radio astronomy as well as further improvements of ex-
isting techniques.
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