Abstract. Given a smooth projective complex curve X with an involution σ, we study the Hitchin systems for the locus of anti-invariant (resp. invariant) stable vector bundles over X under σ. Using these integrable systems and the theory of the nilpotent cone, we study the irreducibility of these loci. The anti-invariant locus can be thought of as a generalisation of Prym varieties to higher rank.
Introduction
The Hitchin systems are integrable algebraic systems defined on the cotangent space of the moduli space of stable G−bundles on a Riemann surface. They lie at the crossroads between algebraic geometry, the theory of Lie algebras and the theory integrable systems. Consider a smooth projective irreducible curve X of genus g X 2. Hitchin in [Hit87] has defined and studied some integrable systems related to the moduli space of stable G−bundles over X, where G is a classical algebraic group (GL r , Sp 2m and SO r ). Let M X (G) be this moduli space, the Date: January 9, 2018. 2010 Mathematics Subject Classification. Primary 14H60, 14H40, 14H70. tangent space to M X (G) at a point [E] can be identified with
where Ad(E) is the adjoint bundle associated to E, which is a bundle of Lie algebras isomorphic to g = Lie(G). By Serre duality, the fiber of the cotangent bundle is H 0 (X, Ad(E) ⊗ K X ). By considering a basis of the invariant polynomials on g, one gets a map
where the (d i ) i are the degrees of these invariant polynomials. Hitchin has shown that these two spaces have the same dimension.
In the case G = GL r , a basis of the invariant polynomials is given by the coefficients of the characteristic polynomial. If E is a stable vector bundle, then this gives rise to a map
which associates to each Higgs field φ, the coefficients of its characteristic polynomial. The associated map
is called the Hitchin morphism. By choosing a basis of W , H is represented by d = r 2 (g X − 1) + 1 functions f 1 , . . . , f d . Hitchin has proved that this system is algebraically completely integrable, i.e. its generic fiber is an open set in an abelian variety of dimension d, and the vector fields X f1 , . . . , X f d associated to f 1 , · · · , f d (defined using the canonical 2−form on T * M X (GL r )) are linear. Moreover, let U X (r, 0) be the moduli space of stable vector bundles of rank r and degree 0 on X. Consider the map Π : T * U X (r, 0) → U X (r, 0) × W whose first factor is the canonical projection and the second factor is H . Then, in [BNR89] , it is proved that Π is dominant.
Suppose now that we have an involution σ on X. It induces by pullback an involution on the moduli space of stable vector bundles U X (r, d). Let E be a stable vector bundle, we say that E is anti-invariant if there exists an isomorphism
We say that the anti-invariant vector bundle E is σ−symmetric (resp. σ−alternating) if σ * ψ = t ψ (resp. σ * ψ = − t ψ). We denote by U σ,+ X (r) and U σ,− X (r) the loci of σ−symmetric and σ−alternating anti-invariant vector bundles respectively. We define the invariant locus to be
These varieties correspond to moduli spaces of the form M Y (G), i.e. moduli spaces of G−torsors over Y := X/σ for some particular type of group schemes G (they are called parahoric Bruhat-Tits group schemes, see [PR08] , [Hei10] and [BS14] ). The main topic of this paper is the study of the Hitchin systems for the antiinvariant and the invariant loci. We use these systems to identify the connected components of U σ,+ X (r) and U σ,− X (r). The irreducibility of the invariant locus (of a fixed type) is already know in more general setting (see [BS14] ). In this paper, by Prym variety of a cover of curves π :X →Ȳ we mean the kernel of the norm map Nm : JX −→ JȲ attached to π, which is in general nonconnected (hence it is not an abelian variety). Our main result, in the case of the anti-invariant vector bundles, can be formulated as follows Theorem 1.1. Assume that π : X → Y is ramified. We have the following results:
(1) There exists a linear subspace W σ,+ ⊂ W , such that Π induces a dominant map Π : T * U σ,+ X (r) −→ U σ,+ X (r) × W σ,+ .
Moreover, for general s ∈ W σ,+ , let q :X s → X be the associated spectral curve over X, thenX s is smooth and the involution σ lifts to an involutionσ onX s such that, if P + is some translate of the Prym variety ofX s →X s /σ, then the pushforward rational map such that for general s ∈ W σ,− , the associated spectral curve is singular, and ifX s is its normalisation, then we have a dominant map q * :P → U σ,− X (r), whereP is some translate of the Prym variety ofX →X/σ, whereσ is the lifting of the involutionσ :X s →X s toX s . In particular, asσ has no fixed point, we deduce that U σ,− X (r) has two connected components. The two connected components of U σ,− X (r) are distinguished by a cohomological criterion (similar to that given by the Stiefel-Whitney class, see subsection 4.2.1 for more details).
Theétale case is little special. Assume that π : X → Y isétale, denote by ∆ = det(π * O X ) −1 the 2−torsion line bundle associated to π, then we have the following results Theorem 1.2. Choosing a line bundle on X of norm ∆ induces, by tensor product, an isomorphism U The case of stable σ−symmetric vector bundles with trivial determinant, denoted SU σ,+ X (r), can then be deduced Corollary 1.4. For general s ∈ W σ,+ , the direct image rational map
X (r) is dominant, where Q + is some translate of the Prym variety of the spectral cover X s → X. In particular we deduce that SU σ,+ X (r) is irreducible. We also prove similar results for the locus U and dim(W σ,τ ) = dim(U σ,τ X (r, 0)). We prove again that this system gives a dominant rational map from a translate of the Jacobian of the normalisationX s of the spectral curve attached to general s ∈ W σ,τ
X (r, 0), for some typeτ ofσ−invariant line bundles overX s .
The locus of σ−invariants vector bundles of fixed type τ corresponds to parabolic vector bundles of parabolic structure attached to τ over the quotient curve Y . The Hitchin systems over the moduli space of parabolic vector bundles have been studied by Logares and Martens [LM] in more general situation. More recently, Baraglia, Kamgarpour and Varma in [BKV16] , have studied the complete integrability of the Hitchin systems over the moduli of parahoric G−bundles, for a non-twisted parahoric group scheme G. This can be thought of as a generalisation of the parabolic bundles case. However the anti-invariant vector bundle case corresponds to parahoric G−bundles over Y for a twisted parahoric group scheme G.
Some other authors have also considered some closely related problems. We mention the thesis of Schaposnik ([Sch13] ), where she studied the Hitchin system for invariant Higgs bundles under involutions induced by real forms of groups. Also Andersen and Grove have studied in [AG06] invariant rank two vector bundles under the action of an automorphism of the base curve.
Plan of the paper. We start in section 2 by recalling the main results of the theory of spectral curves and the Hitchin systems. In section 3 we will give the basic facts about the invariant and anti-invariant vector bundles and study their loci. This is studied in more detail in my thesis. In section 4 we study the Hitchin system for the anti-invariant case and give the proof of Theorems 1.1 and 1.2. In the last section we concentrate on the Hitchin systems for the invariant locus.
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Preliminaries
In this section we recall the general theory of spectral curves. Our main reference is [BNR89] . The ground field is always assumed to be C.
Let L be any line bundle over a smooth projective curve X. Consider the ruled surface over Xq :
where for a vector bundle E we denote Sym
• (E ) the symmetric algebra and
Hence a point in S lying over x ∈ X corresponds to a hyperplane in the fiber (O X ⊕ L −1 ) x . It follows that the total space of L denoted |L| is contained in S. Let O(1) be the relatively ample line bundle over S. It is well known that
Hence O(1) has a canonical section, denoted by y, corresponding to the direct summand O X . Also by the projection formulaq * (q * L ⊗ O(1)) is isomorphic to L ⊕ O X , so it has a canonical section which we denote by x.
Let
be an r−tuple of global sections of L i and consider the global section
. We denote byX s its zero scheme which is a curve. We say thatX s is the spectral curve associated to s ∈ W L . Denote q :X s → X the restriction ofq toX s . It is clear thatX s is finite cover of degree r of X and its fiber over p ∈ X is given by the homogeneous equation in
Lemma 2.1. The set of elements s ∈ W L corresponding to smooth spectral curves X s is open. In particular it is dense whenever it is not empty.
Proof. Assume thatX s is integral (i.e. reduced and irreducible, which is true for general s ∈ W , see [BNR89] , Remark 3.1) and let
be the equation ofX s locally over a point p ∈ X, where t is a local parameter near p. Then, by the Jacobian criterion of smoothness,X s is singular at a point λ ∈X s over p if and only if ∂P ∂x
Hence the set of s ∈ W L corresponding to smooth curvesX s is open.
Remark 2.2. We remark that the criterion of smoothness given in [BNR89] , Remark 3.5, is not correct. In fact this criterion assumes that the singular point is located at λ = 0.
Remark 2.3. An alternative way to constructionX s is as follows: consider the
where
Suppose thatX s is smooth and letS = Ram(X s /X) ⊂X s be the ramification divisor of q :
hence, by duality of finite flat morphisms (see [Har77] , Ex III.6.10)
In particular, using the fact that for any line bundle M overX s
Furthermore, by Hurwitz formula, we have KX s = q * K X (S). Thus, by the projection formula we get
It follows that the genus gX
Recall that for a stable vector bundle E, the Hitchin map
where Tr is the trace map. We recall a very important result from [BNR89] Proposition 2.4. LetX s be an integral (resp. smooth) spectral curve over X associated to s ∈ W L . Then there is a one-to-one correspondence between torsionfree OX s −modules of rank 1 (resp. Pic(X s )) and the isomorphism classes of pairs (E, φ) where E is a rank r vector bundle and φ : E → E ⊗ L is a morphism such that H E (φ) = s Maybe the most important case of spectral curves is when L = K X . We denote simply by W the space W KX . In this case, the genus gX s ofX s is gX s = r 2 (g X − 1) + 1, which coincides with the dimension of the moduli space U X (r, 0) of stable vector bundles of rank r and degree 0 over X. In [BNR89] it is proved that the map Π :
is dominant. Moreover, the fiber H −1 (s) of a general point s ∈ W is isomorphic to an open subset of Pic m (X s ), where m = r(r − 1)(g X − 1). We claim that this is still true for the classical algebraic groups Sp 2m et SO r . Consider the moduli spaces M X (Sp 2m ) and M X (SO r ) of Sp 2m −bundles and SO r −bundles respectively which are stable as vector bundles. Define
and
For general s ∈ W Sp2m the curveX s is smooth, and for general s ∈ W SOr the associatedX s is nodal curve. In this case we denoteX s its normalisation. In both cases, the involution of the ruled surface S that sends x to −x induces an involution onX s , we denote it by ι. Remark that in the singular case, ι lifts to an involution onX s without fixed points. Recall that Hitchin ([Hit87] ) has proved that the map Π induces maps
is Lagrangian, for any reductive algebraic group G. In particular, for G = Sp 2m (resp. G = SO r ), we deduce that the locus of G−bundles E such that
is dominant, forms an open dense subset of M X (G). Indeed, we have
and the restriction of the canonical projection
Hence by the dimension theorem, it follows that there exists an open dense subset of M X (G) over which Λ G is reduced to the zero section of T * M X (G). This open subset is by definition the set of very stable bundles E, for which, the map H E is dominant. It follows that the restrictions of Π given in (2) are dominant maps. Hence for general s ∈ W Sp2m (resp. s ∈ W SOr ), we get a dominant maps
where N m is the norm map attached to the coverX s →X s /ι (resp. X s →X s /ι), then, by [Hit87] ,
is dominant rational map.
Remark that in the symplectic case, the involution ι has some fixed points, this implies that P is irreducible. While in the orthogonal case, ι isétale, hence P has two connected components, each one of them dominates a connected component of M X (SO r ). In particular we deduce a cohomological criterion identifying the two connected components of M X (SO r ), more explicitly, take an even theta characteristic κ of X, then the two components are distinguished by the parity of h 0 (X, E ⊗ κ). This is the same as the criterion given by the Stiefel-Whitney class (see for example [Bea06] ).
Invariant and anti-invariant vector bundles
Let X be a smooth projective irreducible curve with an involution σ : X → X. Let Y := X/σ be the quotient, which is smooth, and denote by π : X → Y the double cover map. Denote by R ⊂ X the ramification locus of π, and let deg(R) = 2n. If g X and g Y are the genus of X and Y , then by Hurwitz formula we have g X = 2g Y − 1 + n. We denote by U X (r, d) the moduli space of stable vector bundles of rank r and degree d over X.
Let Z be a smooth variety over C with an involution τ . We define the fixed locus of τ , denoted Z τ , to be the intersection of the diagonal Z ⊂ Z × Z with the graph Γ τ ⊂ Z × Z of the involution τ . It is clearly a closed subvariety of Z. Moreover, we have Lemma 3.1. The fixed locus Z τ is smooth.
Proof. The action can be linearised locally around any point z ∈ Z τ . In fact, this is true in more general context (see Edixhoven [Edi92] A linearisation of the σ−action on E is an isomorphism
Hence a linearisation corresponds to a lifting of the involution σ to an involutionσ : E → E, such that the following diagram
commutes. Using the linearisation ϕ we obtain a linear involution on the space of global sections of E, given by s −→ ϕ(σ * s).
We denote its proper subspaces by H 0 (X, E) ± .
Remark 3.2. If E is stable σ−invariant, there are only 2 linearisations, ϕ and −ϕ.
Suppose that E is a σ−invariant stable vector bundle and ϕ : σ * E → E. We define the type of E to be τ = (ϕ p ) p∈R mod ± I r , with ϕ p ∈ End(E p ). We denote usually by k p the multiplicity of the −1 eigenvalue of ϕ p . Note that the vectors (k p ) p and (r − k p ) p represent the same type (due to multiplication by −1). Moreover, by looking at the determinant of E, which is σ−invariant, we obtain the following relation between the type and the degree d of E
Indeed, define F to be the kernel of
By Kempf's Lemma (see Lemma 3.3 below), it follows that F descends to Y , hence
) the locus of classes [E] ∈ U X (r, 0) such that E is σ−invariant stable vector bundle of type τ . Note that U σ,τ X (r, d) is smooth by Lemma 3.1. The following lemma is very useful (see [DN89] ): Lemma 3.3. (Kempf Lemma) Let (E, ϕ) be a σ−linearised vector bundle on X (that's a σ−invariant vector bundle with a linearisation). Then E descends to Y (i.e E ∼ = π * F for some vector bundle F on Y , and ϕ is the canonical associated linearisation) if and only if ϕ p = id, for any p ∈ R.
A consequence of this lemma is the following Lemma 3.4. The canonical line bundle K X of X descends to Y .
Proof. By differentiating the involution σ : X → X we get a linear isomorphism
Hence dσ is a linearisation of K −1
X . Moreover, if t is a local parameter near a ramification point p ∈ R, then σ(t) = −t, hence dσ = −1. So by Lemma 3.3 we deduce that K X descends to Y .
In particular, as by Hurwitz formula
Remark 3.5. Suppose that π is ramified. Let L be a line bundle on Y , then π * L has a canonical linearisation. We call it the positive linearisation, (because it equals +id over each p ∈ R). Its opposite is called the negative linearisation. Moreover, with respect to the positive linearisation, we have
We define the positive linearisation on K X to be the linearisation attached to K Y ⊗ ∆.
3.1.2. Infinitesimal study. The tangent space to the moduli space U X (r, d) at a smooth point E is given by
where End(E) ∼ = E ⊗ E * stands for the sheaf of endomorphisms of E.
Recall that a deformation of E aver Spec(C[ε]) (ε 2 = 0) is defined to be a locally free coherent sheaf
As by definition, a deformation is locally free, so it is flat, thus taking the tensor product of the exact sequence
Assume now that E is stable σ−invariant vector bundle of rank r and degree d, let τ be its type. We want to identify the tangent space to U σ,τ
Clearly, this involution does not depend on the choice of ϕ.
In fact if we set
r are some local trivialisations of E, then {g ij } are transition functions of E (we will prove this in §3.2.2, Lemma 3.11 below). Now η ∈ T E U σ,τ X (r, d) if and only if E is σ−invariant. We can choose φ i to be σ−invariant, hence E is σ−invariant iff η is invariant with respect to f . Thus
Proposition 3.6. The dimension of the locus of σ−invariant vector bundles of fixed type τ is given by
where (k p ) p∈R are the integers associated to τ .
Proof. To calculate the dimension of H 1 (X, E ⊗ E * ) + we use Lefschetz fixed point theorem (cf. [AB68] ), to simplify the notations let
We have
, we have used the fact that h 0 (X, E⊗E * ) + = 1 (the identity E → E is σ−invariant). By the very definition, f p = ϕ p ⊗ϕ p , it follows that the multiplicity of the eigenvalue
2 , so we have
In particular, since det :
Remark 3.7. The dimension of the locus of σ−invariant vector bundle U σ X (r, d) is the maximum of these dimensions :
These dimensions correspond to the following types (called maximal types)
In the odd case, the cardinal of MAX is 2 2(n−1) .
Remark 3.8. Using the results of Balaji and Seshadri (see [BS14] ), we can identify the moduli space of stable σ−invariant vector bundles of type τ with the space of stable parahoric
, for some parahoric Bruhat-Tits group scheme G τ associated to the type τ . In fact, as we deal with GL r −bundles, the parahoric group scheme G τ is of parabolic type, which implies that the moduli of σ−invariant vector bundles of type τ is isomorphic to the moduli space of parabolic vector bundles with parabolic structures, related to τ , at the branch points of X → Y .
Anti-invariant vector bundles.
3.2.1. A vector bundle E over X that admits an isomorphism
is called a σ−anti-invariant (or simply anti-invariant ) vector bundle, where E * is the dual vector bundle. If E is stable, then this isomorphism is unique up to scalar multiplication. Take an isomorphism
by pulling back and taking the transpose we get an isomorphism
so there is a non-zero λ ∈ C such that t (σ * ψ) = λψ. By applying σ * and taking the transpose on this last equality, we deduce λ 2 = 1, thus λ = ±1. Denote byψ the non-degenerated bilinear form canonically associated to ψ:
In fact we obtainψ as the compositioñ
Definition 3.9. We say that (E, ψ) (or (E,ψ)) is σ−symmetric (resp. σ−alternating) if λ = 1 (resp. λ = −1). We denote by
X (r) ⊂ U X (r, 0) the loci of classes of stable σ−symmetric (resp. σ−alternating) vector bundles E.
Note that U σ,+ X (r) and U σ,− X (r) are smooth by Lemma 3.1.
Observation. Let E be a σ−anti-invariant stable vector bundle of rank r such that r ≡ 1 mod 2 and assume that π : X → Y is ramified, then E is necessarily σ-symmetric.
Indeed, suppose that r is odd and that there exists a ψ : σ * E → E * which is a σ−alternating isomorphism. Let p ∈ R be a ramification point, then ψ p is a symplectic form on E p , this implies that dim C (E p ) = rk(E) is necessarily even.
Let us see the case of line bundles. Consider a line bundle L such that
Proof. The line bundle L ⊗ σ * L has a canonical linearisation given by transposition. And the line bundle π * Nm(L) has the canonical linearisation (which we have called positive in the ramified case). These two linearisations are the same via the isomorphism
, which is unique up to scalar multiplication. Then by Remark 3.5, we have
This implies that L is σ−symmetric. If π isétale and Nm(L) = ∆, then it is clear that L is anti-invariant, and again by Remark 3.5 we have
Hence L is σ−alternating.
3.2.2. Infinitesimal study. We want to identify the tangent spaces to U σ,+ X (r) at a point E.
Let E be a σ−symmetric anti-invariant vector bundle and ψ : σ * E ∼ = E * , suppose that E is given by the transition functions
r are local trivialisations of E. The covering {U i } i of X is chosen to be σ−invariant, i.e. σ(U i ) = U i (to get such covering, just pullback a covering of Y that trivialises both π * O X and π * E over Y ). Note that we can choose
commutes. Indeed, by taking anétale neighbourhood U of each point x ∈ X, such that σ(U ) = U , we can construct a frame (e 1 , · · · , e r ) of E| U on which the pairing ψ : E ⊗ σ * E −→ O X is represented by the trivial matrix I r . To construct such a frame, we apply the Gram-Schmidt process. As in this procedure, we need to calculate some square roots, that's the reason why we have to work on theétale topology. Moreover, we should mention that if we start with a frame (u 1 , · · · , u r ) near x, it may happen thatψ(u i ⊗ σ * u i ) x = 0, in this case, we just replace u i with
ij . We know that the extension E (which corresponds to some η = {η ij } ∈ H 1 (X, E ⊗ E * )) is given by transition functions of the form
We want to find the relation between these transition functions and η. First of all, in order that {f ij + εg ij } represents a 1−cocycle, we must have the two conditions
, which verifies η ii = 0 and
Each η ij can be seen as local morphism
Denote by
j , we can rewrite the condition on η in the form
Composing by ϕ i from the left and ϕ
from the right, we get
where ̟ : E → E and s i is a local section of ̟ on the local open set U i , and
Composing with the trivialisation
we get a trivialisation
given by
Remark that φ
i . So, we calculate the transition functions of E
Now η is in the tangent space to U σ,+ X (r) at E if and only if the corresponding extension E is σ−symmetric anti-invariant vector bundle on X ε , where σ extended to an involution on X ε by taking σ(ε) = ε. On the transition functions, this means that
ij , and
where H 1 (X, E ⊗ σ * E) − is the proper subspace associated to the eigenvalue −1 of the involution of
, and det(f + εg) = det(f )(1 + εT r(f −1 g)).
Consider the case of U σ,− X (r). Assume that r is even and π is ramified. Fix a point E of U σ,− X (r). In this case,ψ can be represented with respect to some frame near each fixed point of X by the matrix
Such frame gives a trivialisation {ϕ i } such that
so the assocaited transition functions {f ij } verify
ij J r . It follows that the deformation E is in the tangent space T E U σ,− X (r) if and only if we have
We have showed so far Theorem 3.12. With the above notations, we have (a) The tangent space to U σ,+ X (r) at a point E is isomorphic to
Proof. We need just to calculate the dimensions. Let E be a σ−anti-invariant stable vector bundle, denote by F = E ⊗ σ * E. First we have
where we denote for simplicity h
Using Lefschetz fixed point formula [AB68] , one gets
.
It is clear that d p σ : T p X → T p X is equal to −id (see Lemma 3.4), and the trace of the involution ς p :
From (3) and (4), we deduce
The other equalities are consequences of Hurwitz formula.
Using [BS14] Theorem 4.1.6, we get an identification of the moduli stack Bun σ,+ X (r) (resp. Bun σ,− X (r)) of pairs (E, ψ), where E is an anti-invariant vector bundle and ψ is a σ−symmetric (resp. σ−alternating) isomorphism σ * E → E * , with the moduli stack Bun Y (G) of G−torsors over Y , where G = πσ * (GL r ) is the invariant direct image of the constant group scheme GL r over X, whereσ acts on GL r by
r , if r is even). We can see, using the description of parahoric subgroups given in [BS14] , that G is not a parahoric Bruhat-Tits group scheme (in the sense given in [BS14] ). Moreover, it is not generically constant. This gives a new example of interesting moduli spaces.
The Hitchin system for anti-invariant vector bundles
For s ∈ W , we denote by q :X s → X the associated spectral cover of X, and bỹ S = Ram(X s /X) its ramification divisor. Fix the positive linearisations on K X and O X (see Remark 3.5). Recall that this linearisation equals id over the ramification points. We denote these linearisations by η :
The linearisation η induces an involution on the space of global sections of K i X for each i 1, we define and letX s be the associated spectral curve over X. Then the involution σ : X → X lifts to an involutionσ onX s and O(S) descends toỸ s :=X s /σ.
Proof. We have an isomorphism
X ) be the spectral curve associated to s. Recall that y is defined to be the identity section ofq * O(1) ∼ = O X ⊕K −1 X , therefore it isσ−invariant. The section x is by definition the canonical section ofq * K X ⊗ O(1). In fact it can be seen as the canonical section ofq * K X → |K X |, where |K X | is the total space of K X . Hence x is invariant with respect to the positive linearisation. As by definition η ⊗k (σ * (s k )) = s k , we deduce that
Thus the section definingX s 
, whereR = Ram(X s /Ỹ s ), and we have used the notation of the commutative diagramX
In particular, by Hurwitz formula, KỸ ⊗q
We keep the notations of the last proposition hereafter. 
is anti-equivariant with respect to the induced involutions on the two spaces.
Proof. If F is a σ−linearised vector bundle, we have an equivariant perfect pairing:
As the fixed linearisation is the positive one, it follows by Remark 3.5 that
Since the above pairing is equivariant, we get the result.
As a direct consequence, one gets an isomorphism
We denote by H i the i th component of the Hitchin map
Proposition 4.4. Let E be σ−anti-invariant stable vector bundle, and let ψ : σ * E ∼ = E * be an isomorphism.
(1) If ψ is σ−symmetric, then H i induces a map
(2) If ψ is σ−alternating, then H i induces a map
Proof. Let t be the canonical linearisation on E ⊗ σ * E given by the transposition, then the linearisation t ⊗ η on E ⊗ σ * E ⊗ K X induces an involution on H 0 (X, E ⊗ σ * E ⊗ K X ) which we denote by f . Let φ ∈ H 0 (X, E ⊗ σ * E ⊗ K X ), locally we can write φ = k s k ⊗ σ * (t k ) ⊗ α k , where α k (resp. s k , t k ) are local sections of K X (resp. E). We can see the section φ as a map E → E ⊗ K X which is defined locally by
For the last equality, we use the canonical isomorphism k E * ∼ = ( k E) * given by the determinant. It follows that (locally) we have
(1) Suppose that ψ is σ−symmetric, thus for any local section s and t of E, one has ψ(σ * (t)), s = ν(σ * ψ(σ * (s)), t ).
Hence
by the above calculation, it follows that
On the other hand, it is clear that
We claim that dim(W σ,+ ) = dim(U σ,+ X (r)). Indeed we have
As the fixed linearisation on K X is the positive one, by Remark 3.5, we obtain To study the irreducibility of U σ,+ X (r) and U σ,− X (r), we will use the notion of very stable vector bundles, which has been introduced in [Lau88] , but we focus just on stable vector bundles. Let E be a stable vector bundle, and let φ : E → E ⊗ K X be a Higgs field. We say that φ is nilpotent if the composition of the maps
Definition 4.6. We say that a vector bundle E is very stable if E has no nilpotent Higgs field other than 0.
If E is a very stable vector bundle, then the Hitchin morphism
is dominant. Indeed, by the very definition, H −1 E (0) = {0}, but the two spaces have the same dimension, this implies that H E is dominant.
One of the main results of [Lau88] is that the locus of very stable vector bundles is an open dense subscheme of the moduli space of vector bundles.
Definition 4.7. We say that a σ−symmetric (resp. σ−alternating) anti-invariant vector bundle E is very stable if E has no nilpotent Higgs field
other than 0.
Let T * U X (r, 0) be the cotangent bundle of U X (r, 0). This bundle is invariant with respect to the involution E → σ * E * on U X (r, 0). In fact, this is true more generally for any variety Z with an involution τ . To see this consider the differential of τ , it gives a linear isomorphism
Thus dτ is a linearisation on T Z, hence dτ t is a linearisation on T * Z. In particular, in our case, the involution E → σ * E * of U X (r, 0) lifts to an involution on T * U X (r, 0). If we identify T * E U X (r, 0) ∼ = H 0 (X, E ⊗ σ * E ⊗ K X ) using ψ : σ * E ∼ = E * and Serre duality, then this lifting is the involution f on
in the σ−symmetric case, and f (φ) = − t (σ * φ) in the σ−alternating case. Moreover, by §3.2.2, the fixed locus of this involution is the cotangent bundle
X (r)). Hence we can consider both T * U σ,± X (r) as closed subspaces of T * U X (r, 0). Moreover, the tautological symplectic form on T * U X (r, 0) restricts to the tautological forms on T * U σ,± X (r). Following the notations of [Lau88] , let Λ X,r ⊂ T * U X (r, 0) the nilpotent cone, that's the set of (E, φ) with φ nilpotent Higgs field. Set 
In particular any M ∈ P + gives by tensor product an isomorphism
Lemma 4.9. For general s ∈ W σ,+ , we have
Proof. For general s ∈ W σ,+ , the curveX s is smooth and its genus is gX s = r 2 (g X − 1) + 1. Indeed, by Lemma 2.1, and because W σ,+ is irreducible, it suffices to prove that there exists an s ∈ W σ,+ such thatX s is smooth. To do so, take s r ∈ H 0 (X, K r X ) + be a general section that has just simple roots which are different from the ramification points (i.e. outside a finite union of hyperplanes of sections vanishing at points of R). This is possible because the hyperplane
− , so necessarly it does not contain H 0 (K r X ) + , and this for every p ∈ R. Then using the proof of Proposition 2.1, we deduce that the spectral curve attached to s = (0, · · · , 0, s r ) is smooth.
Moreover, ifX s is smooth then, by Lemma 3.1, we deduce thatR has no multiple points (i.e. reduced divisor). Furthermore we have deg(R) = 2rn, so we get
Remark 4.10. We can calculate dim(P + ) using the fact thatỸ s is spectral curve over Y .
Theorem 4.11. Suppose that π : X → Y is ramified. Then for general s ∈ W σ,+ , the rational pushforward map
is dominant. In particular U σ,+ X (r) is irreducible. Proof. First, by the duality for finite flat morphisms, this map is well defined, more precisely, one has
the last isomorphism is the duality for finite flat morphisms (see for example [Har77] , Ex. III.6.10). The isomorphism ψ :
where ξ ∈ H 0 (X s , O(S)) is the canonical section equals the derivative of q :X s → X, and , : L ⊗σ * L → O(S) is an isomorphism. This last isomorphism is ZELACI HACEÑ σ−symmetric for the positive linearisation on O(S). Indeed, it is a global section
Further ξ isσ−invariant global section of O(S) with respect to the positive linearisation. Hence ψ is σ−symmetric.
Conversely, given a σ−symmetric anti-invariant stable vector bundle E and φ ∈ H 0 (X, E ⊗ σ * E ⊗ K X ) + such that H E (φ) = s, then the corresponding line bundle overX s is in P + . To see this, consider the exact sequence (see [BNR89] , Remark 3.7)
By taking the dual, pulling-back byσ and than taking the tensor product bỹ σ * q * K X , we get the exact sequence
Since φ is invariant: t (σ * φ) = φ, the middle maps of the exact sequences (5) and (6) are identified using the isomorphism ψ : σ * E → E * , hence they have isomorphic kernels. This implies that L(−S) ∼ =σ
Moreover, by Lemma 4.9 we deduce that wheneverX s is smooth we have dim(P + ) = dim(U σ,+ X (r)). Now, if E ∈ U σ,+ X (r) is very stable then the map
is dominant, it follows that the map
is dominant too, because the locus of very stable vector bundles is dense inside U σ,+ X (r) by Theorem 4.8. In particular, fixing a general s ∈ W σ,+ , we obtain a dominant morphism 
The linearisation on K X attached to K Y ⊗ ∆ is called the positive linearisation.
Recall that Serre duality is anti-equivariant for this linearisation.
We fix the linearisation on O(S) attached to the O(S) and we continue calling it the positive linearisation.
Theorem 4.12. Suppose that π : X → Y isétale, then the pushforward rational map q * induces a dominant map
X (r). In particular U σ,+ X (r) has two connected components. Proof. ClearlyX s →Ỹ s isétale if and only if X → Y is. Hence P + has two connected components. We show that it is impossible to produce the same stable vector bundle E as the direct image of two line bundles from the two connected components of P + . To see this assume that we have L and L ′ , two line bundles each from a connected component of
, note that such a pair (M, κ) exists by Lemma 4.13 below. Then, by [BL04] , Theorem 12.6.2, we know that
Using the projection formula, this gives
, and because we have fixed the positive linearisation on OX
Now the image of the rational map q * : P + → U σ,+ X (r) has two connected components, which are dense, and by Mumford [Mum71] , the map
is constant under deformation of E. Hence U σ,+ X (r) can't be irreducible. It follows that it has two connected components. Proof. Recall that we denoted by∆ := det π * OX s −1 , note that∆ is non-trivial 2−torsion line bundle overỸ s . By [BL04] , page 382, we know that there exists an even theta characteristic, say κ ′′ , onỸ s such that
if we set κ =π * κ ′′ , we get by the projection formula
hence κ is even theta characteristic. Moreover, let N be a line bundle onỸ s such that N 2 ∼ = O(S) (recall that S := Ram(Ỹ s /Y ) has an even degree), then by Hurwitz formula, we have (
where κ ′ is a (any) theta characteristic on Y . It follows that there exist a 2−torsion line bundle α onỸ s such that
It suffices to take M =π
Remark 4.14. The determinant induces a morphism det :
Recall from the introduction that P = U σ,+ X (1). The composition of this map with the direct image q * gives a map
and each connected component of P + dominates a connected component of P . Indeed, let L ∈ P + , and let M be a line bundle in P + such that NmX
−1 is in the Prym variety ofX s →Ỹ s , hence can be written asσ
Then it suffices to recall that the image of the map λ −→σ * λ ⊗ λ −1 equals the identity component of the Prym variety when λ runs Pic 0 (X) and equals the other component when it runs Pic 1 (X). Moreover, this map P + → P is in fact surjective morphism. In particular, using Appendix A, this implies that for general line bundle L in both connected components of P + , q * L is stable.
4.1.3. Trivial determinant. In this section, nothing is assumed on the cover π : X → Y , i.e. it may be ramified or not. Denote by
For general s ∈ W σ,+ , Q + is isomorphic to the Prym variety of the spectral cover X s → X. In particular it is connected. Proposition 4.15. For general s ∈ W σ,+ , P + ∩ Q + is connected.
Proof. Fixing an element in P + ∩ Q + gives by tensor product an isomorphism
So it is sufficient to prove the connectedness of P ∩ Q (recall that P and Q are the Prym varieties ofπ :X s →Ỹ s and q :X s → X respectively). The norm map Nm :
which is just the restriction of Nm to Q, here Q is the Prym variety ofq :Ỹ s → Y . We have a commutative diagram
where Q and Q are the dual abelian varieties of Q and Q respectivaly and µ : Q → Q is the morphism defined by the factorizatioñ
We obtain the commutative diagram
where ϕ Q : Q → Q (resp. ϕ Q : Q → Q) is the restriction of the principal polarisation of JX s (resp. JỸ s ) to Q (resp. Q). By [BNR89] , Remark 2.7, as the spectral covers are always ramified, the types of these two polarisations are (1, . . . , 1, r, . . . , r gX ) and (1, . . . , 1, r, . . . , r gY ) respectively, hence the degree of these two restrictions is r 2gX and r 2gY respectively.
Assume that X → Y is ramified. Then µ is injective. By Diagram (7) it follows that card(Ker(ϕ Q • µ)) = card(Ker(ϕ Q •θ)).
It is easy to see that card(Ker
, but this implies that M descends to Y (here we use Kempf's Lemma (3.3) to prove that if q
, remark 3.10) this implies the result. But we also have Ker(ϕ Q ) =q * J Y [r], so card(Ker(ϕ Q )) = r 2gY . This proves thatθ is injective. By general theory of abelian varieties (see for example [BL04] , Proposition 2.4.3), Ker(f ) and Ker (f ) have the same number of connected components for any surjective morphism f : A → B between abelian varieties. Since ϑ is clearly surjective, it follows that Ker(ϑ) is connected, and by definition, the kernel of ϑ is P ∩ Q.
If X → Y isétale, then so isπ :X s →Ỹ s . In this case µ has degree 2. Let L ∈ Ker(ϕ Q •µ), then as aboveπ
recall that ∆ is the 2−torsion line bundle attached to X → Y . Denote the set of r th roots of ∆ by
[2] is the line bundle attached toX s →Ỹ s . Note that∆ =q * ∆. Since L ∈ Q, so
• if r is even, then multiplication by ∆ is an involution of
It follows thatθ is injective. So P ∩ Q is connected.
• if r is odd, then multiplication by ∆ is an isomorphism J Y [r] ∼ = T , and since
, and so we deduce again the connectedness of P ∩ Q.
Theorem 4.16. The pushforward map
is dominant. In particular SU X (r) which is over P 0 by the determinant map. It follows by Theorems 4.11 and 4.12 (in the ramified andétale cases respectively) that for general E ∈ U σ,+ X,0 (r), there exists L ∈ P + such that q * L = E. Let λ ∈ P 0 be an r th root of det(E) −1 . It follows by the projection formula that q * (L ⊗ q
So we get a dominant rational map
X (r). Now by Proposition 4.15, P + ∩ Q + is connected. This ends the proof.
Remark 4.17. Remark that the map
X (r) is surjective, unless π : X → Y isétale and r is even, for which its image is one connected component. Indeed, the ramified case is clear, so assume that π isétale, then if r is odd, the map [r] : P → P is surjective, and its image is the identity component P 0 ⊂ P when r is even. Now use Theorem 4.12 to deduce the result.
4.2. σ−alternating case. 4.2.1. The ramified case. Suppose that π : X → Y is ramified and r is even. Let E be a σ−alternating stable vector bundle, consider the involution f on the space H 0 (X, E ⊗ σ * E ⊗ K X ) associated to the linearisation t⊗η on E ⊗σ * E ⊗K X , where t is the linearisation on E ⊗ σ * E equals the transposition. Let φ ∈ H 0 (X, E ⊗ σ * E ⊗ K X ) − . Using the isomorphism ψ : σ * E ∼ = E * , we can see φ as a map E → E ⊗ K X (in fact we just identify φ and φ • ( t ψ) to simplify the notations). Then we have Lemma 4.18. The following diagram
and let v be a local section of E * , then we have
In particular, over a ramification point p ∈ R, we have For s ∈ W σ,+ and p ∈ X, fix an isomorphism (K X ) p ∼ = C and let
Define
Proposition 4.20. The Hitchin morphism induces a map
Moreover, for each s ∈ W σ,− the associated spectral curveX s is singular and we haveR = q −1 (R) ⊂S = Ram(X s /X). And for general s ∈ W σ,− , the singular locus ofX s is exactlyR Proof. The first part follows directly from equation (8) and Lemma 4.19. using Lemma 3.1 we deduce that the fixed locus of an involution on smooth curve is smooth, hence reduced (if it is not empty). This implies that for any s ∈ W σ,− , the associated spectral curveX s is singular at every point ofR. To see that these are the only singularities for general s ∈ W σ,− , it is sufficient to show that the set of spectral data with such property is not empty in W σ,− . For this, just take the spectral data s = (0, · · · , 0, π * s r ) ∈ W σ,− , where s r is a general section in
. To see thatR ⊂S, recall that by [BNR89] , Remark 3.3, the discriminant of the polynomial
gives the ramification divisorS = Ram(X s /X). In other words, a point a ∈X s (over p ∈ X) is inS if and only if a is a multiple root of P (x, p). Hence we deducẽ R ⊂S.
It is clear that W σ,− is not a linear subspace of W σ,+ . So this system is not integrable in the sense of Hitchin [Hit87] .
Moreover, for general s ∈ W σ,− , over each p ∈ R, the polynomial P (x, p) is a square of a polynomial with simple roots. Thus the singularities are ordinary double points. The condition that the polynomial P (x, p) is a square of a polynomial with simple roots is given by r/2 equations, hence it decreases the dimension of W σ,+ by r/2, for each p ∈ R. More precisly, if D = C[x] r is the vector space of polynomials of degree at most r, and S ⊂ D is the locus of square polynomials. Then W σ,− can be defined as the pullback of p∈R S via the map
which sends s ∈ W σ,+ to the polynomials (P (x, p)) p∈R . Since this map is a surjective linear map and because codim D (S) = r/2 we deduce
Let s ∈ W σ,− be general such that the singular locus ofX s isR and all singularities are nodes. Denote by q :X s →X s its normalisation, then the genus gX 
Lemma 4.21. Letσ the lifting of the involutionσ toX s . Thenσ has no fixed points (σ interchanges the two points over each singular point). Moreover, we havê
Proof. If t is local parameter near p ∈ R and x is a local parameter induced by the tautological section x of the pull back of K X to |K X | in a neighbourhood of a ramification point λ ∈R over p, then by definition,σ sends t → −t and x → x, and we can write the equation ofX s near λ as
Then it is clear thatσ interchanges the two tangent lines at this singular point. Thus it interchanges the two branches ofX s over λ.
•
Now q induces a mapX s /σ −→X s /σ which is an isomorphism outside the branch points ofX s →Ỹ s . But we see also that it is a one-to-one also over this locus. SinceX s /σ is smooth (this can be seen locally using the equation ofX s ), we deduce that this bijection is an isomorphism. 
this induces a linearisation on O(Ŝ), which we call positive, and we fix it hereafter. The line bundles L onX s such that
with aσ−alternating isomorphism (see Lemma 3.10) are those with norm (with respect toπ) equals O(S)⊗(q ′ * ∆ −1 )⊗∆. We denote this subvariety of line bundles byP. Denote byq the mapX s → X. We have Theorem 4.22. Suppose that X → Y is ramified. For general s ∈ W σ,− , the pushforward mapq * :P U σ,− X (r) is dominant. In particular U σ,− X (r) has two irreducible components. Proof. As in Theorem 4.11 we deduce that this map is well-defined. Moreover, using Theorem 4.8, we deduce that the map:
is dominant. Hence, for general s ∈ W σ,− , we get a dominant map (follows from the exact sequence (5)). For general s ∈ W σ,− , the divisor
In fact the isomorphismσ * L ∼ = L −1 (Ŝ) is induced by ψ, hence it isσ−alternating, thus L ∈P. Conversely, given L ∈P such thatq * L is stable, then by duality of finite flat morphisms we deduce thatq * L is σ−alternating anti-invariant vector bundle.
We have seen that the involutionσ has no fixed point, henceP has two connected components distinguished by the parity of
where κ is a theta characteristic over X. It follows that the image of the two connected components ofP can't intersect. Moreover, for some σ−invariant square root α of O(R), we have κ = α ⊗ π * κ ′ , where κ ′ is a theta characteristic over Y . Since the σ−bilinear formψ :
where ν : σ * O X → O X is the positive linearisation. Taking the tensor product with α we get a bilinear form
which induces a symmetric non-degenerate bilinear form
hence, using the result of Mumford [Mum71] , the map U
is constant under deformation of E. This implies that U σ,− X (r) has two connected components.
Theétale case. Assume now that
Proof of Theorem 1.2. It is clear that W σ,− = W σ,+ , and for general s ∈ W σ,− , the associated spectral curveX s is smooth and the attached involutionσ has no fixed points. Define
Since we have the positive linearisation on O(S), it follows that the isomorphism
Moreover, let ξ be a line bundle over X of norm ∆, and E ∈ U σ,+ X (r). As σ * ξ → ξ −1 is σ−alternating, then the isomorphism
it follows that q * ξ induces by tensor product an isomorphism P + ∼ = P − . This with Theorem 4.12 end the proof of Theorem 1.2. 
The Hitchin system for invariant vector bundles
We have seen in Remark 3.8 that σ−invariant vector bundles of fixed type τ correspond to parabolic vector bundles over Y with parabolic structures associated to τ at the ramification points. The Hitchin systems for parabolic vector bundles have been studied in the smooth case by Logares and Martens [LM] . In this special case we have an explicit description of the fibers of the Hitchin map depending on the considered type, as well as a dominance result as in the case of anti-invariant vector bundles. We treat also the singular case.
We use results and notations of the previous section. We always suppose that the cover X → Y is ramified, theétale case is trivial. Fix the positive linearisation on O X and the negative linearisation on K X . Denote by ρ : σ * K X → K X this linearisation. We haveσ(x) = −x, whereσ is the involution on S = P(O X ⊕ K −1 X ) induced by these linearisations and x is the tautological section of the pullback of K X to S.
The m in the notation refers to maximal types. For simplicity, we assume hereafter that the degree d of the σ−invariant vector bundles is 0.
Lemma 5.1. Let s ∈ W σ,m ,X s the associated spectral curve, then σ lifts to an involutionσ onX s . Moreover, for general such s, we have
• If r is even, then this involution has no fixed point.
• If r is odd, this involution has just 2n fixed points. 
, thusσ induces an involution onX s which we are looking for. Note that 0 is the only fixed point ofσ over a ramification point. One remarks that for odd i, s i (p) = 0, for any p ∈ R. Suppose that r is odd, this implies that 0 is always in (X s ) p , and for general s ∈ W σ,m , it is a simple root of the equation above, hence there are just 2n fixed points inX s . If r is even, we deduce that for general s,σ has no fixed point.
Let as beforeπ :X s →Ỹ s :=X s /σ. Using Riemann-Roch formula, we get for general s ∈ W σ,m :
where k is the half of the number of fixed points ofσ. Let Pic m (X s )σ the locus ofσ−invariant line bundles of degree m overX s . Since gX s = r 2 (g X − 1) + 1 and g X − 1 = 2(g Y − 1) + n, we deduce from Lemma 5.1
where the last equality is due to Proposition 3.6.
Remark 5.2. For general s ∈ W σ,m ,X s is smooth. Indeed, taking s = (0, · · · , 0, s r ) ∈ W σ,m , where s r ∈ H 0 (K r X ) + is a general global section which vanishes at most with multiplicity one at every ramification point. Then, by the proof of Lemma 2.1, we deduce thatX s is smooth. Since W σ,m is irreducible, it follows that the set of s ∈ W σ,m is dense.
Let E be a stable σ−invariant vector bundle. Recall from subsection 3.1.2 that we have considered the involutions on
which is independent of the choice of a linearisation on E) and the linearisation ρ on K X . By Lemma 4.3, Serre duality is equivariant with respect to these involutions, i.e.
Further we have
Proposition 5.3. The Hitchin morphism induces a map
Moreover, we have an equality of dimensions dim(U σ X (r, 0)) = dim(W σ,m ).
Proof. By the proof of Proposition 4.4, we deduce that
where f is the involution on H 0 (X, E ⊗ E * ⊗ K X ). Here, one should make a similar explicit local description of H i , this implies the first part of the lemma. As we use the negative linearisation on K X , by Remark 3.5, it follows    Hence, from the form of φ(t) given in (11), we deduce that H i (φ(t)) is divisible by at least t i−2kp , hence
Unfortunately, most of the types correspond to singular spectral curveX s → X. But for general s ∈ W σ,τ where τ is as above, the correspondingX s has just the point 0 over p which is singular with multiplicity r − 2k p . Moreover, this singularity is ordinary (the tangents at this point are distinct), we can see that using the equation definingX s and the generality of s ∈ W σ,τ . Hence the geometric genus of the normalisationX s ofX s is equals to gX s = r 2 (g X − 1) + 1 − (r − 2k p )(r − 2k p − 1) 2 .
Moreover, the involutionσ lifts to an involutionσ onX s with r − 2k p fixed points if r is even and r − 2k p + 2n − 1 if r is odd (Recall that we assumed for simplicity that we have just one point p ∈ R with k p < [r/2]). Indeed, if t is a local parameter in a local neighbourhood of p and x is a local parameter near the ramification point 0 ∈R over p, then by definition,σ send t → −t and x → −x, thus it does not interchange the two branches near λ Proof. First the typeτ is constructed as follows: If r is even,σ has r − 2k p fixed points which are all over p, then since k p is chosen strictly smaller than [r/2], we take the trivial type. If r is odd, then over any ramification point a such that k a = r+1 2 the type is equal −1, and over the rest of ramification points other than p the type is +1. However over p there are r − 2k p fixed points byσ, the types over these points are all equal +1. Now we deduce as in the proof of ). The result follows.
6. Appendices 6.1. Appendix A. In this appendix, we construct stable anti-invariant vector bundles. Let β ∈ J X [r] a primitive r−torsion point of the Jacobian which descends to Y , so in particular we assume that the genus g Y of Y is at least 1. Denote by q : X β −→ X the associated cyclicétale cover of X of degree r, and by ι a generator of the Galois group Gal(X β /X).
Lemma 6.1. The involution σ : X → X lifts to an involutionσ : X β → X β . Moreover, if r is even, there are two such liftings of σ such that one of them has no fixed points, we denote it byσ − .
Proof. The curve X β is a spectral curve given by the equation x r −1 = 0 in the ruled surface P(O X ⊕ β −1 ). As in the proof of Proposition 4.1, the positive linearisation on β gives an involutionσ on X β that lifts σ. If r is even, then the negative linearisation gives also a lifting of σ. One remarks that q(Fix(σ)) ⊂ Fix(σ), hence if π : X → Y isétale, then X β → X β /σ isétale too. However, if r is even, the negative linearisation has no fixed point because its only fixed point is 0 and 0 is not a root of x r − 1 = 0.
Proposition 6.2. The line bundles of degree 0 on X β such that q * L is not stable are those with a non-trivial stabiliser subgroup of ι .
Proof. This is true for any Galois cover, it is proved in the (unpublished) paper of Beauville entitled "On the stability of the direct image of a generic vector bundle". Let L ∈ Pic 0 (X β ) such that q * L is not stable. Let F ֒→ q * L be a stable subbundle of degree 0, it follows
hence q * F is of the form j∈J (ι j ) * L for some J {0, · · · , r − 1}. In particular q * L is semistable. On the other hand, The adjunction formula gives a non-zero map q * F → (ι k ) * L for any k. As q * F is semistable of degree 0, this map is surjective.
* L is surjective for any k, it follows that there exists k ∈ {1, · · · , r − 1} such that (ι k ) * L ∼ = L. So ι k is in the stabiliser of L. Conversely, let L such that (ι k ) * L ∼ = L for some 0 < k < r, it follows that ι * L ⊕ · · · ⊕ (ι k ) * L is ι−invariant, so it descends to a vector bundle, say F , on X, as deg(F ) = 0, by adjunction, we deduce that F ֒→ q * L, hence q * L is not stable. Now we can construct some stable anti-invariant vector bundles.
